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Abstract
Monte Carlo Simulations were carried out using a nearest neighbour ferromagnetic XY-
model, on both 2-D and 3-D quasi-periodic lattices. In the case of 2-D, both the unfrus-
trated and frustrated XV-model were studied.
For the unfrustrated 2-D XV-model, we have examined the magnetization, specific
heat, linear susceptibility, helicity modulus and the derivative of the helicity modulus
with respect to inverse temperature. The behaviour of all these quatities point to a
Kosterlitz-Thouless transition occuring in temperature range Te == (1.0 -1.05) JlkB and
with critical exponents that are consistent with previous results (obtained for crystalline
lattices) .
However, in the frustrated case, analysis of the spin glass susceptibility and Edwards-
Anderson order parameter, in addition to the magnetization, specific heat and linear
susceptibility, support a spin glass transition. In the case where the 'thin' rhombus
is fully frustrated, a freezing transition occurs at Tf == 0.137 JlkB , which contradicts
previous work suggesting the critical dimension of spin glasses to be de > 2 .
In the 3-D systems, examination of the magnetization, specific heat and linear suscep-
tibility reveal a conventional second order phase transition. Through a cumulant analysis
and finite size scaling, a critical temperature of Te == (2.292 ± 0.003) JIkB and critical
exponents of 0:' == 0.03 ± 0.03, f3 == 0.30 ± 0.01 and I == 1.31 ± 0.02 have been obtained.
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Chapter 1
Introduction
Since their initial discovery [1], quasicrystals have motivated much activity, as researchers
determine what effect, if any, their peculiar symmetry and quasi-periodicity have on their
physical properties. While there has been some excellent work done in determining the
electronic spectra and lattice dynamics of these systems, more work is needed to fully
understand how phase transitions and critical behaviour are effected by their unusual
structure. Although, some insight has been gained in these areas through Monte Carlo
simulations on the planar Penrose lattice for the Ising model [2] and percolation problem
[3], many questions still remain.
In an effort to answer some of these questions, we have performed Monte Carlo sim-
ulations on the planar Penrose lattice, in the same spirit as the simulations mentioned
above. For the most part, we have used decagonal Penrose lattices and to facilitate the
simulations, we have invoked periodic boundary conditions. In Appendix A, we present
a prescription for creating these periodic Penrose lattices.
The model that we have chosen is the classical nearest-neighbour ferromagnetic XY-
model [4, 5]. The reason for using this particular model, is to study the unusual Kosterlitz-
Thouless (KT) phase transition that is unique to two dimensional systems [7, 8, 9].
Although our lattices are quite different from the periodic square lattices previously
studied [10], we expect similar behaviour, as a consequence of the universality hypothesis
[4,5]. This hypothesis states that, for short range interactions, the nature of the transition
depends only on the dimensionality of the system (d) and the dimensionality of the spin
1
Chapter 1. Introduction 2
space (n). Evidence of a KT transition has already been seen in a study of the XY-
model on Penrose lattices [6]. However, in this case, the model was extended out to
third nearest neighbours in order to examine the competition between ferromagnetic and
antiferromagnetic phases. While the existence of a KT transition was reported, details
of this transition were not worked out.
Another reason for using this model, is to examine how the lattice structure effects the
nature of the transition when frustration is introduced in to the system. Previous studies
using regular periodic systems [11, 12] show that lattice structure plays an important
role, since the fully frustrated square and triangular lattice exhibit Ising-like behaviour,
while the frustrated honeycomb lattice has been reported to exhibit KT-like behaviour.
Finally, we will show that the KT transition is limited to two dimensions, since a three
dimensional version of our system (planar lattices stacked periodically in the z-direction)
exhibits a classical second order phase transition.
Chapter 2
The Model
2.1 The XY-Model
As mentioned in Chapter 1, the model that we have used for our simulations is the
classical XY-model [13, 4, 5]. However, since it is simply a two dimensional version of
the Heisenberg model, it is also referred to as the planar spin model. In this case, spins
are located at each lattice site and are allowed to orientate themselves in the interval
[0,27r] within the xy-plane. Hence, the dimensionality of the spin space is n == 2. If one
considers only nearest neighbour (nn) interactions, the Hamiltonian for this system can
be written as in [4]:
H == - J Leos(()i - ()j ) (2.1 )
(ij)
where: ()cx is the spin at site a relative to a fixed frame of reference and J is the nn
coupling constant, which has been set to unity for all nn pairs.
2.2 The Penrose Lattice
Although work regarding these lattices was first published in the 1970's [14], they have
sparked interest in the last ten years due to their critical role in explaining the underlying
structure of quasi-crystalline systems [15, 16]. As a result of this renewed interest, new
methods (based upon the projection method and grid method [17]) have been developed,
which allows one to generate these lattices via computer.
While there are versions of these lattices for one, two and three dimensions, our work
3
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has focused on the use of 2-D lattices, as previously stated, due to the unusual behaviour
of the XY-model in this case. Furthermore, although we have used decagonal Penrose
lattices (DPL) for all our simulations, in Chapter 4 we discuss some preliminary results we
have obtained for the frustrated octagonal lattice. These two lattice structures differ from
one another (and from other quasi-periodic lattices, such as the dodecagonallattice) both
in terms of their symmetry properties and in the number of nearest neighbours. In Figure
2.1, we present an example of the type of DPL used in our simulations. This lattice has
five fold symmetry, and derives its name from the decagonal structures within the lattice.
One can also see local variations in the number of nearest neighbours (coordination
number) of each site. In this version of the DPL, the coordination number varies from
3-7, however, the average coordination number is 4. Since this is comparable to the
average coordination number for the square lattice, we will compare our quasi-periodic
results with those that have been obtained for the periodic square lattice. However, it
should be noted that Figure 2.1 is only one example of a DPL. There are, in fact, a wide
variety of DPLs, yet they all consist of the same two unit cells which are illustrated in
Figure 2.1. Thus, the properties of these various DPLs are similar, if not identical.
2.3 Monte Carlo Simulations
Unlike analytical techniques, which often require approximations to make their solutions
tractable, Monte Carlo simulations provide an easy and efficient method of exactly de-
termining the macroscopic properties of a system. While there are more thorough and
pedantic discussions of this technique and its basis in statistical mechanics [18, 19, 20],
we will highlight some of the more important aspects of this method.
To calculate the thermal average of some quantity, say (A), of a system, the Me
method involves the generation of M different configurations of that system. The value
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Figure 2.1: An example of a Decagonal Penrose Lattice (DPL)
A) the lattice, B) the 'fat' unit cell and C) the 'thin' unit cell.
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of (A) can then be determined by averaging over the ensemble of configurations:
1 M
(A) = M ?=Ai .
z=l
6
(2.2)
One will notice that this is different than a molecular dynamic simulation, which examines
the evolution of one configuration of a system over period of time. Nevertheless, one
expects that in the thermodynamic limit, both methods will yield similar results.
However, strictly generating configurations at random in an MC simulation could
result in configurations which are highly improbable in the real system. Thus, there is
no guarantee that the value of (A) obtained via the computer simulation represents the
observed value of (A) in the real system. Therefore, one needs to do importance sam-
pling [18]. That is, one needs to weigh each configuration according to some probability
distribution, which is indicative of the probability of this configuration occurring in the
real system. The first such method was created in 1952 by Metropolis et.al. [21], for
determining thermal averages in a canonical ensemble (which is the case for our simu-
lations). With this algorithm, one creates a new configuration of the system, based on
its previous configuration l . If ~E is the energy difference between the new state and
the previous state, (~E == En - Ep ), the new configuration is accepted according to the
transition probability:
w == { 1,
e-[36.E
~E~ 0
~E>O
(2.3)
Although it has been revised and enhanced since then, the Metropolis algorithm re-
mains the method of choice among MC programmers. In recent times, however, other
algorithms have been created which, in certain cases, are more efficient than the Metropo-
lis algorithm. In Table 2.1, we present a comparison of one of these other algorithms,
lOften referred to as a Markov Process.
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namely a cluster algorithm devised by Wolff [22], and the Metropolis algorithm. While
we have used the Metropolis algorithm for most of our calculations, we have also used this
other algorithm as it improves the convergence of the susceptibility in the unfrustrated
model.
Since the Monte Carlo method involves the use of finite systems to calculate macro-
scopic properties of infinite systems, there will be some error in the quantities as a result
of the finite system size. Although this error can greatly be reduced through the use
of large systems and finite size scaling [20, 23], the maximum system size that can be
simulated is usually limited by the computer power available. Furthermore, to use finite
size scaling effectively, one must reduce surface effects, which causes errors in the values
obtained from finite systems. These effects are the result of under-coordinated lattice
sites near the edge of the lattice. Although, one can use free boundary conditions and
ignore these effects on the basis that the number of under-coordinated lattice sites on
the surface is negligible compared to the number of fully coordinated lattices within the
bulk, a more practical method is to use periodic boundary conditions [18]. In this case,
lattice sites near the edge of the system are mapped across the boundary to lattice sites
on the opposite side. This results in all lattice sites being fully coordinated and, in turn,
the lattice can be viewed as a 'closed loop'. Although, this procedure is usually utilized
only when one is using a regular periodic lattice, we have been able to create periodic
Penrose lattices (PDPLs), which we have used for all our simulations. This procedure is
outlined in Appendix A.
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IStep ~ Metropolis Cluster
0 Establish an initial configuration Establish an initial configuration
1 Attempt to rotate a spin (by an Pick a random orientation
amount 80) in the initial vector r
configuration
2 Compute the change in energy, Mark a lattice site, i, which
8E, due to the rotation will be the first member of
the cluster c
3 If 8E :::; 0 accept the rotation and For all nn's, j of i, calculate
go to step 7 the cluster probability
W' = 1 - exp {-2jJ (r. Si) (r. ~)}
4 If 8E ~ 0 calculate the transition If W' :::; 0 mark site j and
probability W == exp (-8E;3) put it in the cluster
5 Generate a random number, r, in For W' > 0, compare W' with
the interval [0,1] a random number rE[O, 1]
6 If W :::; r accept the rotation; If W' :::; r, mark j and put in c
otherwise reject the rotation and Otherwise do not
retain the previous configuration
7 Determine the value of the Continue iteratively over
physical quantities all unmarked nn's of the new
member, until the process stops
8 Repeat steps 1-7 to obtain a Flip all members of c relative
sufficient number of configurations to the hyperplane R which
or trials is orthogonal to r
9 Calculate the averages over Determine the value of the
statistically independent physical quantities
configurations
10 not applicable Repeat steps 1-9 to obtain a
sufficient number of configurations
11 not applicable Calculate the averages over
statistically independent
configurations
Table 2.1: Comparison of Metropolis and Cluster Algorithims
Chapter 3
2-D Unfrustrated Results
3.1 Nature of the Phase Transition
Using a harmonic interaction between atoms, Peierls was the first to illustrate the absence
of long range positional order in a one dimensional crystal [24]. Using a general interaction
potential, Mermin has rigorously proven that this absence of long range order occurs in
both one and two dimensional systems [25].
This phenomenon can easily be seen through an analysis of the mean square displace-
ment (MSD) of an atom about its equilibrium position [26]. If Uo is the equilibrium
location of an atom and Un is its actual location, the MSD will have the following be-
haviour:
(3.1 )
where d is the dimensionality of the system. If one considers values of k which are
multiples of ~, with L being the linear dimension of the system, one can see that the
MSD will vary proportionally with L, In(L) and t in one, two and three dimensions
respectively. Thus, for d :::; 2, an increase in system size corresponds to an increase in
the mean square displacement of the atoms. When this displacement exceeds the unit
cell length a, long range order is lost.
It has been proven that this absence of long range ordering at non-zero temperatures
(d :::; 2) also occurs in the planar spin model [27]. Using a similar argument as illustrated
above, if 00 is the equilibrium angle of a spin, and On is its actual angle, then in two
9
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dimensions, the angular square displacement, ((()n - ()O)2), is found to have a similar InL
dependence as the MSD. A physical representation of this lack of long range ordering is
low energy, long wavelength spin waves (Figure 3.1a) which dominate the behaviour of
the system at low temperatures [28, 29].
Examining these spin waves, one can see that they have a tendency to dissuade
spontaneous magnetization. Indeed, it is rigorously shown in [27] and [30] that m == 0
for these two dimensional systems. Thus, one cannot have a classical first or second
order phase transition involving long range order. However, Kosterlitz and Thouless
have concluded that there is an unusual phase transition within these systems [7, 8, 9],
resulting from the behaviour of positive and negative vortices (Figure 3.1b, 3.1c). At
low temperatures, these vortices exist as bound pairs, but as the system is heated, the
pairs begin to dissociate and at a critical temperature Tc , unbind completely. It is this
unbinding which results in a transition between an ordered state of bound vortex pairs
and a disordered state of free vortices.
There are certain characteristics of this transition (referred to as KT transition),
which are drastically different than a usual order-disorder transition. For example, both
the correlation length eand susceptibility X have the following temperature dependence
(t- f -1) [9]:
for T > Tc ,
for T < Tc ,
et"'.I X t"'.I exp(bt-V )
e==X==oo.
(3.2)
Furthermore, since the free energy of the system can be expressed as [9]:
1
F I"V exp[-const/t2"] + analytic part (3.3)
one can see that the singularities in the derivatives dnF / dtn will vanish as t ---+ o. Con-
sequently, the specific heat will be a smooth continuous function throughout all temper-
atures, including t == o.
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~ ~ ~ ~~
\\ ~ ~ /1~ ~ ~ ~ ~~ /1 ~ ~
~ ~ ~ ~/1
~ ~ ~ /11 fi ~ II / ~ ~ \\ \ '\~ ~ ~ /1
t t t t t f ~ ~
JI
"
~ ~ ~t t w t t ~ ~ ~ ~ /1 ~ ~ 1JI ~ \\ ~~ IJI ~ \\ ~ ~ ~ ~ ~ ~ ;;f ;1 ~JI~ ~ ~ \\
JI
" ~ ~
~ ~ ~ ;#JI ~
"
% ~
~ ~ ~ .%~
(b) (c)
Figure 3.1: Spin Phenomena in the Unfrustrated System
(a) A spin wave, (b) positive vortex, (c) negative vortex. These
illustrations are based on those found in [31].
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3.2 Results
12
For these simulations, we have examined the angular square displacement ((On - (0)2),
linear susceptibility X, specific heat C and helicity modulus I for PDPLs of sizes: 246,
644, 1686, 4414 and 11556. Starting from a completely ordered state (T == 0), the
systems were heated, in a quasi-static manner, up to a temperature of T == 2.0 J / kB .
They were then cooled, in the same fashion, down to a temperature of T == 0.02 J / kB . At
each temperature, we examined the internal energy U and specific heat every 10 to 100
steps per particle1 (spp) to ensure that equilibration had been achieved. Typically, this
took 2 000 - 8 000 spp. Averages were then calculated over M blocks, with a standard
deviation (divided by JM - 1 as opposed to VM) used to determine the error. A grand
average was then performed over the cooling and heating data.
Previous work done using regular periodic square, triangular and honeycomb lattices
[10,11,12,32], all point to a Kosterlitz-Thouless transition. Although, the square lattice
results give varying values for the critical temperature (Tc == 0.89 - 0.95J/ kB ) and specific
heat peak (Tp == 1.05 -1.07 J / kB ), there is no question about the nature of the transition.
Thus, as a consequence of the universality hypothesis [4, 5], we expect similar behaviour
(KT transition) in our quasi-periodic systems. However, since this hypothesis permits
differences in the values of Tc and Tp between different lattice structures, we also expect
that the values for our quasi-periodic lattices will vary from those obtained for other
systems.
3.2.1 Angular Square Displacement
As previously mentioned, in 2-D systems the ASD should have a In L dependence. How-
ever, in square lattices, the system size L is related to the number of sites N through
1 By n steps per particle or n Monte Carlo steps, we mean that each lattice site has been visited n
times
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the relationship: L == --IN . Thus, the logarithmic behaviour of the ASD can also be
expressed in terms of In N. We have examined this relationship for our PDPL's and find
that the ASD does vary linearly with In N, as Figure 3.2 illustrates. These results were
obtained by averaging over 5 blocks, each containing 14000 spp. Although our values of
(7.09 ± 0.07) x 10-3 for the slope and (1.04 ± 0.05) x 10-2 for the intercept are different
from that found for the square lattice (m == 7.86 x 10-3 , b == 5.52 x 10-3 )[10], this is to
be expected, as these quantities are lattice dependent.
Nevertheless, the logarithmic behaviour of the ASD indicates a lack of conventional
ordering within our systems; a fact that is confirmed by our analysis of the spontaneous
magnetization. Here, we find a small value for (m), that decreases with an increase in
the spp. We conclude, as in [10], that with a sufficient number of steps, this quantity -
will, in fact, average to zero. Based on this, we believe that there is no conventional
ordering within our quasi-periodic systems and, thus, no classical phase transition.
3.2.2 Specific Heat
The results for the specific heat, C, (Figure 3.3) support our theory regarding the absence
of a classical phase transition within our systems. The saturation of peak height with
respect to system size and the smooth, continuous behaviour of C for all T is inconsistent
with either a first or second order transition. This behaviour, however, is consistent with
a KT transition:
• smooth, continuous behaviour is a result of an essential singularity at Tc
• saturation in peak height (above Tc ) due to a finite e, which has an exponential
decay in this region (eqn. (3.2)).
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0.080 .------r---,------r------r----,-------.---..-------.----,.------,
0.070
A
~
cr>0 0.060
I
c
cr>
V
0.050
0.040 L..-----L_--I-_--I.-_--I--_---'--_-J.....-_..L.----I_--...!.._-----J
5.0 6.0 7.0 8.0 9.0 10.0
In(N)
Figure 3.2: Angular Square Displacement
ASD vs In N at T == 0.1 J / kB . Straight line is a least squares fit
of the data.
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Furthermore, the general characteristics of these results, which were obtained using the
fluctuations in internal energy:
(3.4)
agree quite nicely with what is found for the square lattice [10]. The only real difference
is the temperature location of the peak in C. For our systems, we find Tp == 1.10 J / kB ,
whereas Tp == 1.05 -1.07 J/kB for the square lattice.
In using eqn. (3.4) to calculate C, one encounters a convergence problem in the peak
region of (1.0 - 1.15) J/kB . Although we have been able to significantly improve these
results by using 5 blocks of 200 000 spp within this region (and 5 blocks of 40 000 -
60000 outside), our results are not exact enough to comment constructively on either
the presence or absence of a cusp in C, as is discussed elsewhere [32]. In an effort to
further reduce the error we have utilized the cluster algorithm outlined in Chapter 2.
However, we have found no significant improvement.
We have also obtained values for C using a numerical derivative approach. For this,
we have created a uniform mesh of energy (U[T]) values in the temperature range T ==
(0.7 -1.4)J/kB . One can then calculate the value of C == dU/dT at a given temperature
To , using the five point formula [33]:
1
C(To) = 128(T) {U[To - 28(T)] - 8U[To - 8(T)]
+8U[To+8(T)] - U[To +28(T)] } . (3.5)
Here, 8(T) is the width of the mesh and the value of C(To) is determined based on the
values of U at two points on either side of To. However, this method is not as reliable as
the fluctuation-dissipation method, as it gives rise to bumps and irregularities in the C
curve (Figure 3.4). This is mostly due to the fact that eqn. (3.5) is only an approximation
of C(To), since it arises from an expansion of dU/dT, truncated at a certain point.
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• N=246
o N=1,686
A N=4,414
o N=11 ,556
1.4
1.2
.:::e,rtJ
..........
()
1.0
0.8
1.501.301.10
ksT / J
0.90
0.6 L...--_---I.-_---l-__....I--_-1..-_---L.__-I..-_-....L-_-----'
0.70
Figure 3.3: Specific Heat in the Unfrustrated System
Specific Heat (per particle), obtained via eqn. (3.4). The lines
merely serve as guides for the eye. Note how the N == 246 system
appears to be below the saturation limit.
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1.4
1.2
1.0
0.8 • Fluctuation-Dissipation
o Numerical Derivative
1.501.301.10
kaT / J
0.90
0.6 1..---_--1-_---1...__...1.--_-1..-_----1..__-1..-_---1-_----1
0.70
Figure 3.4: Comparison of Specific Heat Methods
Comparison of Specific Heat (per particle) obtained via
eqn. (3.4) and eqn. (3.5). The lines merely serve as guides for
the eye. The numerical derivative results were obtained using a
mesh width of 8(T) == 0.025 J / kB .
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Although one can include more terms in the expansion (thus incorporating more points
to determine the derivative), one would need to establish a finer mesh. This requires
more values of U and will also tend to exaggerate rounding errors, as a consequence of
smaller values of 8(T) in the denominator of eqn. (3.5).
While it is easy to decrease the mesh width by interpolating U values via a histogram
method [34], one needs very accurate values of U to help offset the rounding errors
introduced. We believe it is easier and more beneficial to determine C(To) using the
fluctuation method, over many spp. With the computer power available today, this can
be done in a reasonable amount of time, without the loss of accuracy introduced through
the use of numerical derivatives.
3.2.3 Linear Susceptibility
For this calculation, we have used the usual linear susceptibility (per particle) defined as
in [5]:
(3.6)
where m represents the magnetization per particle. However, since (m) == 0, this term
can be neglected, leaving:
(3.7)
We find that when one uses the Metropolis algorithm, it is difficult to obtain converged
values of X near Tc • This requires very long runs, which is unfeasible on the SGr machines
currently available to us. However, this convergence problem is eliminated when one uses
the cluster algorithm outlined in Chapter 2. This can easily be seen by examining our
cooling data for the N == 11556 system (Table 3.1). Using 5 blocks of 50 spp, the cluster
algorithm gives an error in X of < 0.5%. This is significantly better than the rv 10%
error obtained from the Metropolis algorithm using 5 blocks of 200000 spp. Moreover,
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the cluster algorithm required a maximum of only 36 CPU hours as opposed to 53 CPU
hours for the Metropolis algorithm 2.
Temperature Susceptibility
JlkB Metropolis Cluster
1.08 892 ± 101 931 ± 2
1.10 568 ± 59 540 ± 2
1.11 422 ± 42 418 ± 2
1.13 264 ± 27 256 ± 1
1.15 176 ± 5 171 ± 1
1.16 146 ±4 141 ± 1
Table 3.1: Comparison of Susceptibility Values
In Figure 3.5, we present the values of X for the N == 11556 system. These results
were obtained using the cluster algorithm, with 5 blocks of 50 spp. The solid line is an
exponential fit of the data (via. eqn (3.2)), using the critical exponents of b == 1.5 and
v == 0.5, which are given in [9]. As one can see, there is a strong correlation between the
actual data and the theoretical fit. Furthermore, for values of T :::; 1.08 JI kB we begin
to see finite size effects, which is consistent with the Te == (1.027 ± 0.002) JI kB that is
obtained from the fit.
Since this Te is only valid for our finite system, one needs to carry out a finite size
scaling analysis to determine the Te for the infinite system. Yet, equations involving
finite size scaling [35] show a dependence only on In L. As a result, one must examine
very large systems to obtain sufficient data to perform this analysis. Since we are unable
to do this, we can not be more exact in our value for Te •
2 Although the runtime for the Metropolis algorithm remained constant at 53 CPU hours for all T , it
varied for the cluster algorithm: from 36 CPU hours at T == 1.05 J / kB to 4 CPU hours at T == 1.16 J / kB .
Chapter 3. 2-D Unfrustrated Results 20
2000.0 ...----.......-r-----,----,...--------.------.-----,...------,
1500.0 • N=11 ,556
-- Fit of Data
~ 1000.0 •
500.0
1.601.40
kaT / J
1.20
0.0 L-_-l..--_--L-_--====::f:===:=:L::======-=======:d
1.00
Figure 3.5: Susceptibility in the U nfrustrated System
Using values in the range T == (1.11 - 1.30) J / kB along with
b == 1.5 and v == 0.5, one can perform an exponential fit using
X rv exp(bt- lI ). This gives Tc == (1.027 ± 0.002) J / kB .
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3.2.4 Helicity Modulus
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The helicity modulus [32, 36], like the shear modulus, is a quantity which tells us how
a system will behave under the influence of an externally applied shearing force. In
this case, the helicity modulus, " is a measure of the rigidity of an isotropic system
to an imposed twist. In other words, if one were to take a two dimensional system (of
length Lx and width Ly ) and apply periodic boundary conditions along the y-axis, the
helicity modulus can then be determined by the difference in free energies when one uses
anti-periodic boundaries, as opposed to periodic boundaries, along the x-axis:
(3.8)
Below Tc ' the system will have some resistance to this twisting force, however above Tc
it will not. Thus, as the system is heated from an ordered state, , will slowly decrease
and at T == Tc will drop to zero.
In their study of granular superconductors, Shih, Ebner and Stroud [37] present a
straightforward method of determining ,. Instead of imposing a twisted boundary con-
dition, they add a term to the Hamiltonian (via the introduction of a vector potential
A'), which is equivalent to applying a twist3 :
H == -J L cos(()i - ()j + A~j) ·
(ij)
(3.9)
One can then determine, by taking the second derivative of the free energy with respect
to this term4 :
[8
2F]
,== --2 .8A~ A~=O (3.10)
3Each A~j term can be determined via eqn. (4.4)
4While Stroud et. al. give a general expression for " we derive the equation only in terms of how it
relates to our unfrustrated model with a twist in the x-direction
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When this.is done, it follows that:
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(3.11 )
where N is number of lattice sites and Xij == Xj - xi. However, Teitel and Jayaprakash, in
their study of the frustrated XY-model [11], give an alternative formula for ,. Namely:
(3.12)
While there is some difference between these two equations, we have found that they both
yield similar results. Thus, for our simulations, we have used eqn. (3.12) to determine"
simply because it requires less CPU time.
In calculating" we have found that it is difficult to obtain converged values at high
temperatures. Whereas 5 blocks of 5 000 spp were sufficient at low temperatures, for
T > 0.8 JI kB many more steps were needed. In some cases, 5 blocks of over 150 000 spp
were used (for N == 4414 and T 2:: 1.05 JlkB ).
According to Nelson and Kosterlitz [38, 39], the superfluid-to-normal transition in
helium thin films can be interpreted as a KT transition, with, being proportional to the
superfluid density Ps. Since there is a discontinuous drop in ps in this system, Nelson and
Kosterlitz argue that there must also be a discontinuous drop in , at Te • They also point
out that the size of this drop should be 2/7r, again based on the magnitude of the drop in
ps. However, this has not been proven analytically and, to date, numerical simulations
have failed to either clearly confirm or deny a discontinuous drop of 2/7r. Our results
(Figure 3.6) seem to support a discontinuous drop in , in the thermodynamic limit. This
conclusion is based on the finite size effects near Te ,. As in the square lattice [11], small
systems tend to broaden out the drop in , but, as one increases the system size, this
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(3.13)
drop becomes sharper and more pronounced. Based on the location of the drop, we
estimate a Tc in the range: 1.0 - 1.05 JlkB . While this is in good agreement with the
Tc == 1.027 J / kB obtained via the susceptibility fit, it tends to favour a drop in 1 of less
than 2/1f. However, due to the difficulty of obtaining converged values in this region, we
can not precisely determine what the value of the drop will be.
Another interesting feature of the helicity modulus is its behaviour at low temper-
atures. Although, our results exhibit low T behaviour consistent with that found by
Teitel and Jayaprakash for the square lattice [11] (namely: 1 ~ J - kB TI4), the results
for periodic lattices illustrate4 that as T ~ 0, 1 ~ -~(u); where (u) is the average
energy per particle [11, 12]. Thus, in our case, 1 should approach unity. However, as
Figure 3.6 illustrates, 1 approaches a value which is less than unity. This discrepancy can
be explained by examining eqn. (3.12). We have found that as T ~ 0, the ensemble av-
erage in the second term varies linearly with both Nand T. Hence, at low temperatures,
eqn. (3.12) can be re-written as:
1 J2
'Y = -2"(u) - kBTN x canst x kBT x N
or, more appropriately:
1 2
'Y = -2"(U) - J x canst · (3.14)
Therefore, it appears that the real constant is lattice dependent. For regular periodic
lattices, const ~ 0 as T ~ 0 but, for quasi-periodic lattices, it maintains a finite value.
3.2.5 Derivative of the Helicity Modulus
Since 1 has a discontinuous drop at T == Tc , the derivative of 1 with respect to tempera-
ture (actually d1Id(3) is of interest, as it will exhibit a singularity at Tc • However, since
one is limited to finite system sizes (or a continuous drop in 1), this singularity appears
as a peak in the d1Idf3 curve, the height of which increases with system size. Results for
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Chapter 3. 2-D Unfrustrated Results 25
the square lattice [32] exhibit this behaviour, along with a marginal downward temper-
ature shift in the peak location. While we have not calculated d,Idj3 directly, we have
proceeded in the same manner as Van Himbergen and Chakravarty [32], in making use
of the following relationship (which is easily derived from eqn. (3.8)):
(3.15)
In this case, Up is the internal energy of the system using all periodic boundaries and
Ua is the internal energy of the system using periodic boundaries in the y-direction and
anti-periodic boundaries in the x-direction.
In Figure 3.7, we present our results for the right-hand side of eqn. (3.15). Since this
quantity is directly proportional to d, Idj3, the peak in these results corresponds to peak
in d, Idj3 and, thus, a phase transition. Although, this gives a Tc == 1.05 JIkB , which
is slightly higher than that obtained from the susceptibility fit, it is not inconsistent
with the Tc range given by the helicity modulus itself. Furthermore, if there is a slight
downward temperature shift in the peak location, as in the square lattice, this will yield
a Tc which is more inline with the Tc == 1.027JI kB previously obtained. However, to
investigate this temperature shift, one needs to examine large systems. Moreover, since
the difference between Ua and Up is quite small, the values need to be well converged,
or else this difference will be masked by large error-bars. Typically, for the N == 1686
system, (the results presented in Figure 3.7) runs were performed in blocks of 5, with each
block consisting of 300 000 spp. For the N == 11 556 system, this would require at least
3 CPU days on our SGI. Since this is quite impractical, we are limited to using the smaller
systems and, therefore can not exactly pinpoint a Tc by this method. Nevertheless, the
results that we have obtained for d,Idj3 are indicative of a phase transition occurring
within our system, with a Tc in the range (1.0 - 1.05) JlkB .
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4.1 Frustration
Frustration, a notion first introduced by Toulouse [40], is a term used to describe com-
peting interactions. It has played an important role in the theoretical understanding of
spin glasses and it is now widely believed that it is a crucial ingredient in the creation of
the spin glass state. Although we only present here an analysis of how frustration effects
our model, our discussion is based upon a more general description of frustration, given
in [41].
In the XV-model we have chosen, frustration is introduced into the system via the
addition of a lattice dependent term, Aij , in the Hamiltonian:
H == -J~ cos (()i - ()j +Aij ) .
(ij)
(4.1 )
This new term serves to create small 'twists' in the angle of the spins as one traverses
a unit cell (plaquette). The Hamiltonian given in eqn. (4.1) is analogous to the one
which models a Josephson junction of superconducting grains, 'minimally coupled' to a
transverse magnetic field B [37]. In this case ()i is the phase of the superconducting order
parameter of the grain at site i and each frustrating term can be worked out exactly:
27r jj
Aij = cI>o i A· dl · (4.2)
A is the vector potential of the magnetic field, <Po is the elementary flux quantum (;~)
associated with the Cooper pairs and the integral is carried out over the line joining
27
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nearest neighbours i and j . Upon completing the integral (Appendix B), one can see
that Aij can also be represented by:
(4.3)
Furthermore, the directed sum, around the plaquette, of these additional twisting angles
Aij , can be written as:
A ij + A jk + A kl +Ali == 27rf , (4.4)
where f denotes the flux (in terms of <1>0). When f == 1/2, these additional angles sum
to 7r, in which case the lattice is fully frustrated. The magnetic field required to establish
this full frustration can be determined by [11], 21a = ~, where a is the area of the
plaquette. Thus, it is possible to determine each Aij term exactly, and include this effect
in the Hamiltonian given in eqn. 4.1.
4.2 Results
For these simulations, we have examined the same PDPLs as before (N ==246, 644, 1686,
4414, 11556) and have utilized only the standard Metropolis algorithm. Starting from
a high temperature (T == 2.0 J/kB ) random configuration, the system was cooled in a
quasi-static manner to a temperature of T == 0.02 J / kB . It was then re-heated to the
higher temperature, in the same fashion. As before, we monitored the internal energy
and specific heat to ensure equilibrium and then performed averages over M blocks (using
a standard deviation to determine the errors). We then calculated grand averages over
the cooling and heating data.
Results for frustrated regular periodic lattices are inconclusive. When fully frustrat~d
(f == ~), the square and triangular lattice exhibit an Ising-like or second order phase
transition [12, 11], whereas, the honeycomb lattice seems to exhibit a KT-like transition
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[12]. It has been proposed [42] that there is a mixture of both KT and Ising-like transitions
in these systems and, in certain cases, one of them dominates. However, it has also been
reported [43] that periodic square lattices with an irrational flux (f = 3-:(&) have a spin
glass-like transition. Thus, it would appear that there is a loss of universality in these
periodic 2-D systems, resulting in a transition that is dependent upon both lattice type
and applied frustration.
Quasiperiodic systems are unique, in that fully frustrating one plaquette results in
an irrational flux through the other plaquette. This is due to the fact that the ratio of
plaquette areas is equal to an irrational number (Appendix A). Consequently, for the
PDPL, two cases must be examined:
1. thin rhombus fully frustrated
2. fat rhombus fully frustrated
Although, we find that in both cases the lattice exhibits a spin glass-like transition, we
only give here a detailed discussion of the results obtained when the thin rhombus is fully
frustrated.
4.2.1 Spin Glasses
To facilitate the analysis of our results, it is worthwhile to review some important features
of spin glasses. Some of these features are presented below, while others are discussed in
the following sections. However, all of the information is based upon more comprehensive
discussions of spin glasses given in [44, 41, 45].
In essence, a spin glass is a system of spins where the low temperature state is one
of frozen disorder, as opposed to conventional ferromagnetic or anti-ferromagnetic order-
ing. As a result, it is not possible to use the spontaneous magnetization (m) as the order
parameter for a spin glass transition, as it maintains a value of zero for all temperatures.
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However, one can define a new quantity, the Edwards-Anderson order parameter qEA
(eqn. (4.7)), which can be used to examine the paramagnetic-to-spin glass transition.
This quantity behaves much like the magnetization in a second order transition. At low
temperatures, qEA has a finite value that decreases as the system is heated (and contin-
uously goes to zero at T == Tc ). Furthermore, while the paramagnetic-to-ferromagnetic
phase transition is characterized by a divergence in the range of linear spin correlations
(Si ·Sj), the paramagnetic-to-spin glass transition is characterized by a divergence in the
range of the square of this quantity. Thus, the spin glass susceptibility XSG , which has a
/ -+ -+ )2dependence on \ Si · Sj (eqn. (4.8)), will also exhibit a divergence (much like the linear
susceptibility in a ferromagnetic system). Moreover, the spin glass correaltion length ~SG
has a similar behaviour as the linear correlation length ~ . Namely,
(4.5)
Although, we have examined qEA and XSG ' we have not performed an analysis of
~SG. However, one can see implications of its behaviour through our examination of
the other quantities. It should also be pointed out that, while we have illustrated a
loss of conventional ordering in 2-D systems, spin glasses are different, in that the phase
transition is not KT-like (vortex and anti-vortex unbinding).
4.2.2 Magnetization
Although the magnetization for our system is non-zero (Figure 4.1), its value is quite
small. Furthermore, (m) decreases dramatically as system size is increased. Thus, we
feel that the non-zero value of (m) is a result of finite system size-and that it will, in
fact, disappear in the thermodynamic limit, as expected.
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A plot of the spontaneous magnetization (per particle) for vari-
ous PDPLs. Notice the decrease in (m) with increasing system
SIze.
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4.2.3 Specific Heat
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In spin glasses, it is believed that the peak in the specific heat is a result of entropy
effects, and is unrelated to the actual freezing transition. Moreover, examination of C,
for various spin glass systems, indicate that the peak usually occurs at a temperature
which is higher than Tf . Since there is a power law decay in eSG in the T > Tf region,
~SG has a finite value at the temperature for which C peaks. Thus, there is a saturation
in peak height with respect to system size, as in the unfrustrated case. However, since
the nature of the transition is different between the frustrated and unfrustrated model,
there will be differences in peak characteristics between the two cases.
We have determined C via the fluctuations in energy (eqn. (3.4)), averaging over 5
blocks of 45, 000 spp at low temperatures (T < 0.8 J / kB ) and 5 blocks of 15 000 spp
at higher temperatures. Our results, Figure 4.2, clearly illustrate the saturation effect.
Moreover, the peak height for the frustrated case is small and more rounded than in the
unfrustrated case (inset) and also occurs at a much lower temperature (T rv 0.55 J/kB ).
However this is higher than what we have determined to be the freezing temperature
(discussed later). These differences in peak characteristics are comparable to Halsey's
study [43], in which he finds a similar relationship between the unfrustrated square lattice
and one with an irrational frustration. One should also note that in both our cases, our
results tend to a low temperature (T == 0) value of 0.5, which is consistent with linear
spin wave theory.
4.2.4 Susceptibility
Another interesting feature of spin glasses is a cusp in the linear susceptibility, which
does not diverge with system size. In a detailed analysis of the origin of this cusp [47], it
is shown that the linear susceptibility for spin glasses (in the mean field approximation)
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Specific heat (per particle) for various PDPLs. The small broad
peak and its temperature location are markedly different than
what is found for the unfrustrated PDPL (inset).
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can be written as:
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(4.6)
In this equation, XP denotes the paramagnetic susceptibility (which is proportional to
liT) and qEA denotes the Edwards-Anderson order parameter. As is discussed later,
qEA == 1 at T - 0 and gradually decreases until it reaches a value of zero at T == Tf . Thus,
in the T > Tf region, X will have a classical paramagnetic or Currie-Weiss behaviour.
However, for T < Tf , X decreases (with increasing qEA) until it reaches a value of zero at
T == o. Hence, the cusp which occurs is a result of matching these two regions at T == Tf .
Our results for the linear susceptibility are presented Figure 4.3. Although we see
evidence of a saturation in peak height with respect to system size, there is a large
hysteresis in the low temperature values (typical of spin glasses), resulting from a high
number of metastable states. These metastable states also give rise to large error bars in
X throughout the low temperature region. While we have attempted to reduce the size
of these errorbars, (the T ::; 0.2 JIkB results are averages over 5 blocks of 125,000 spp)
not much improvement was gained. Although we feel that a further reduction is possible,
this would require very long run times and one must also avoid getting trapped in one
of the metastable states. Nevertheless, a cusp in X is apparent, near T rv 0.15 JIkB ,
with characteristics that are consistent with what is usually found for spin glasses (see
earlier references). Furthermore, the inset of Figure 4.3 shows that the high temperature
behaviour of X is clearly paramagnetic, as a plot of TX is constant in this region.
While the behaviour of m and C clearly indicate that the phase transition of the
frustrated system is not Ising-like, the behaviour of X indicates that the transition is also
not KT-like. For if it was, X would not have a cusp, but rather an exponential divergence
and would remain infinite below Tc , which is clearly not the case. One must therefore
conclude that, based on the behaviour of the above three quantities, our results do not
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support an Ising or KT-like transition, but rather a spin glass-like transition.
4.2.5 Edwards-Anderson Order Parameter
35
Since (m) == 0 for spin glasses, one must use another parameter to distinguish the frozen
state from the high temperature regime. One parameter which is commonly used is the
Edwards-Anderson order parameter, qEA. This is defined as:
(4.7)
Recall that Si is the spin at each site: Si == cos ()i X + sin ()i y. The behaviour of this
quantity is similar to the behaviour of the magnetization in a second order transition.
In the completely frozen state (T == 0), qEA is equal to one. As the system is heated qEA
decreases and drops continuously to zero at T == Tf . However, like the magnetization,
finite size effects give rise to a 'tail' phenomenon (non zero values in qEA near Tf ) which
should disappear in the thermodynamic limit. As Figure 4.4 illustrates, our results for
qEA (N - 4414) exhibit the proper spin glass behaviour. Since this tail effect persists for
our largest system, it is difficult to accurately determine a freezing temperature. Yet, we
do find that qEA == 0 for T > 0.5 J / kB . This supports a low temperature Tf .
4.2.6 Spin Glass Susceptibility
The spin glass susceptibility is another quantity which is of interest when one discusses
the freezing transition. This susceptibility, XSG which is defined as:
(4.8)
is related to the conventional non-linear susceptibility, XNL , (the coefficient of -h3 in the
expansion of the magnetization in powers of the external magnetic field h) through the
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Linear susceptibility (per particle) for the N - 4414 PDPL.
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following relationship:
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(4.9)
Since there is a divergence in eSG as one approaches Tf from T > T j , there is a corre-
sponding divergence in XSG • This leads to a scaling relationship for XSG [44]:
(4.10)
where X is the scaling function, L is the system length, v is the critical exponent for the
divergence of eSG and 1] describes the power law decay of the spin glass correlation at Tf .
Since L == VJV in the square lattice, this formula can also be expressed in terms of the
system size:
(4.11)
For our systems, we find a divergence in XSG ' consistent with a low temperature T j .
To ensure a proper convergence of XSG ' we have averaged over 5 blocks of 40,000-60,000
spp at low temperatures (T < 0.2 JIkB ) and 5 blocks of 60,000-80,000 spp at higher
temperatures. By examining our results every 5,000 spp, we find little change in XSG
over the last 5,000-10,000 spp. Thus, we estimate that these chain lengths produced at
least a 95% convergence in XSG •
We have also examined the scaling relation, eqn. (4.11), and present our results in
Figure 4.5. To satisfy this relation, the curves from the various system sizes must all
collapse onto a single curve, with a proper choice of v, 1] and Tf . Using the critical
exponents of v == 2.6 and 1] == 0.2, reported by [44], we find that the curves collapse with
T f == 0.137 J / kB . Moreover, since the Edwards-Anderson parameter has the following
behaviour near T j , namely: qEA rv (T - Tf )(3 , we have performed an analysis of this
quantity, using Tf == 0.137 JlkB (see inset of Figure 4.5). We find that the value of
f3 == 0.26 ± 0.01 we obtain, satisfies the hyperscaling relation: (3 == V2'fJ , which is valid for
our 2-D system.
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4.3 Implications of the Results
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It is quite clear from our results, that the PDPL undergoes a spIn glass transition.
Furthermore, we find a freezing temperature of Tf = 0.137 J / kB when the thin rhombus
is fully frustrated. This begs discussion of two im.portant questions:
1. What causes the loss of universality in frustrated two dimensional systems?
2. What is the lower critical dimension of spin glasses?
We will answer each of these questions, in numerical order.
• What causes the loss of Universality?
It has long been thought [41] that both frustration and disorder (random distribution
of J's) were necessary ingredients in the creation of spin glass behaviour. However, by
simply applying frustration to the system, spin glass behaviour is evident in both our
PDPL and the square lattice with irrational flux. Furthermore, we find evidence of
this behaviour in our octagonal Penrose lattice (POPL) as well. However, other systems
(square and triangular lattice) both exhibit conventional behaviour and undergo a second
order phase transition, when fully frustrated. We feel that the explanation for all of this
lies in the frustrated Hamiltonian. If one were to rewrite eqn. (4.1) using the cosine
addition formula, one would obtain:
H == :L - J cos (Aij ) cos (()i - ()j) +:L J sin (Aij ) sin (()i - ()j )
(ij) (ij)
(4.12)
Notice that the first term is simply the original, unfrustrated Hamiltonian, with a cou-
pling constant which now varies for different interactions through the introduction of the
cos (Aij ) term. We have found that in systems which exhibit spin glass behaviour, there
is a wide distribution of J cos (Aij ) terms between -1 and +1. However, this is not the
case in systems which exhibit Ising-like behaviour (See Figures 4.6, 4.7). Thus, it would
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appear that even though these J cos (Aij ) terms are established in a deterministic fash-
ion (based upon the coordinates of the sites i and j), their distribution throughout the
lattice, coupled with the frustration, is sufficient to induce spin glass behaviour. Systems
which do not have as wide a distribution do not exhibit this behaviour.
As a footnote to this discussion, we find that the frustrated honeycomb lattice also has
a wide distribution of J cos (Aij ) terms. Moreover, preliminary results from simulations
using this lattice seem to indicate spin glass-like behaviour, as opposed to the KT-like
behaviour suggested in [12].
• What is the lower critical dimension?
It is widely believed that the lower critical dimension of spin glasses (de) is greater than
two. In other words, Tf == 0 for spin glasses in one and two dimensions. Evidence
supporting this belief is given in [44, 45, 46, 48], whereby, both the ±J and Gaussian J
XY-model and Ising model were studied on periodic (square) lattices. Unlike our system,
where the J's are established in a deterministic manner, these other models distribute the
J values at random throughout the lattice. Consequently, one must average over many
different realizations of these J distributions. By examining these systems of various
dimensions, (d == 2,3,4) the conclusion regarding de has been reached. However, our
results, for the 2-D PDPL, clearly indicate a low, but non-zero, Tf when one uses the
critical exponents cited in [44]. They find, for the ±J Ising model on a square lattice,
the best fit of the XSG scaling relation is achieved with v == 2.6, 1] == 0.2 and Tf == o.
Yet, when we attempt to fit our data using the same exponents and Tf == 0 we find
four distinctly separate curves. Furthermore, to achieve a Tf == 0 fit, we require critical
exponents that are drastically different than those given in [44] or the references therein.
We are also unable to satisfy the scaling relation using the critical exponents for the ±J
XY-model [46], at any temperature. Since we have also determined a critical exponent
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Figure 4.6: Distribution of J cos(Aij ) Terms in Spin Glass Systems
A Histogram plot illustrating the distribution of the J cos(Aij )
term for systems which exhibit spin glass-like behaviour. The
interval between -1 and 1 is divided into a mesh of width 0.001.
The number of values in one of these smaller intervals is plotted
along the vertical axis
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Figure 4.7: 'Distribution of J cos(Aij ) Terms in Conventional Systems
A Histogram plot illustrating the distribution of the J cos(Aij )
term for systems which exhibit Ising-like behaviour. The interval
between -1 and 1 is divided into a mesh of width 0.001. The
number of values in one of these smaller intervals is plotted
along the vertical axis
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for qEA which is consistent with the hyperscaling relationship, we believe that the only
conclusion is a low temperature, paramagnetic to spin glass transition occuring within
our system, with critical exponents that are similar to those for Ising model spin glasses.
At this point, we are unsure whether the connection to Ising model spin glasses is purely
coincidental, or there may be some similarity to the work done by Teitel and Jayaprakash
[11]. In this case, they find that the XY-model on square lattices undergoes a change
from KT transition to Ising transition due to the introduction of frustration.
Chapter 5
3-D Results
5.1 The 3-D System
Since the angular square displacement has a l/L dependence in three dimensions (Chap-
ter 3), there is a decrease in the ASD with increasing system size. Furthermore, it has
been demonstrated that normal ferromagnetic ordering is permitted in these systems
[30], thus indicating that a classical phase transition is possible. Indeed, Monte Carlo
simulations [49, 50, 51] confirm that the nn XY-model on a cubic lattice undergoes a
second order phase transition at Tc == 2.20 J / kB .
In an effort to examine whether or not our unfrustrated quasi-periodic systems also
exhibit this behaviour we have examined a 3-D version of our model. To create these 3-D
systems, we have taken our 2-D PDPLs and stacked them periodically along the z-axis
(ensuring that each plane is identical). Since the PDPLs are rectangular, we cannot
create completely cubic systems. However, we have kept the overall length of the lattices
in the z-direction similar to that of the y-direction in an effort to make them as cubic as
possible. We have also kept the spacing between planes equal to the nn distance (unity).
Although, spins are still confined to the xy-plane, spins in plane 7ri are now allowed to
interact with those in 7ri+l and 7ri-l (with J == 1 for both inter-planar and intra-planar
interactions) .
45
Chapter 5. 3-D Results
5.2 Results
For these simulations, we examined systems in the following sizes:
46
N
42 3.618 3.078 3.0
752 9.472 8.057 8.0
3198 15.326 13.037 13.0
13524 24.798 21.095 21.0
57324 40.125 34.132 34.0
Table 5.1: Dimensions of the 3-D systems
As in the 2-D systems, periodic boundary conditions were utilized for the x and y
directions and, in this case, the z-direction as well (bottom plane is mapped to the top).
Starting from a high temperature (T == 3.0 J / kB ) random configuration, the systems
were cooled in a quasi-static manner to a temperature of T == 1.0 J / kB . They were
then re-heated, back to the high temperature limit, in the same fashion. Averages were
again calculated over M blocks, after equilibration had been achieved (determined by
examining U and C, as before). Typically, 5 blocks of 15000 spp was sufficient to
calculate the averages above and below the transition, whereas in the Tc region, 5 blocks
of 25 000 spp were used. Errors were determined via a standard deviation and grand
averages were performed over the cooling and heating data.
As mentioned earlier, previous Monte Carlo studies using cubic systems, all confirm
a second order phase transition occurring at Tc == 2.20 J / kB . Furthermore, the criti-
cal exponents they obtain are also in good agreement with those obtained from other
methods l . These exponents (as given in [13]) are summarized in Table 5.2.
For our systems, we expect similar behaviour, based on the universality hypothesis.
lThe Me papers give good comparisons between their work and other studies. See references therein.
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Quantity IExponent IValue I
Specific Heat a 0
Magnetization (3 1/3
Susceptibility I 4/3
Table 5.2: Critical Exponents For The 3-D XV-Model
Although, there was a breakdown in universality when one introduced frustration (Chap-
ter 4), we are only simulating unfrustrated systems. Thus there is no reason to expect a
change in the universality class.
5.2.1 Magnetization
As Figure 5.1 illustrates, the behaviour of m for our system is, indeed, consistent with
a second order phase transition. At low temperatures, (T 1'.1 1.0 J/kB ), we see the onset
of strong ferromagnetic ordering (uninhibited by spin waves), which will give rise to a
value of m == 1 at T == O. Upon heating the system, the magnetization decreases and
approaches zero in the high temperature region.
Our results are also comparable to other numerical studies of second order transitions
(such as those for the 2-D Ising model [20] and 3-D Ising model [23]), in that finite system
size gives rise to a tail phenomenon in m in the high temperature region. Although this
tail prevents m from having a smooth, continuous drop to zero at T == Tc , it is less
pronounced in the larger systems. Thus, we expect that it will disappear altogether in
the thermodynamic limit, as in these other cases.
5.2.2 The Cumulant Method
Since the behaviour of the magnetization for our 3-D systems is indicative of a second
order phase transition, we have performed a cumulant analysis, along the same lines as
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Figure 5.1: Magnetization in the 3-D Model
Note how the tail in m (T > Tc ) decreases with increasing system
SIze.
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(5.1)
Binder [20, 52, 53], to accurately determine a Tc for our system. This method has been
used successfully for a variety of different transitions, where the order parameter has a
behaviour analogous to that of a continuous transition. It involves the determination of
the fourth-order cumulant UL , which is given by:
U = 1- (m4h
L 3 (m2)~ '
where m is the order parameter (in this case, magnetization). At T == Tc , UL is indepen-
dent of the linear lattice size L, and reaches a fixed value for all L. Thus, by determining
UL for various lattice sizes and calculating the ratio UL/UL" one is able to determine a
Tc from a plot of the different UL/ULI curves. This analysis is presented in Figure 5.2.
The various curves intersect at UL/ULI == 1 as expected and the temperature at which
this occurs is the critical temperature: Tc == (2.292 ± 0.003) J / kB .
With this value of Tc , it is possible to perform a finite size scaling analysis of m, in
an effort to determine its critical exponent (3. In the thermodynamic limit, m has the
following behaviour near Tc [5, 54]:
m rv (-t)f3. (5.2)
However, as a consequence of using finite size systems, our values of m will deviate from
those for the infinite system. So, instead of using eqn (5.2), we will use the the scaling
relation [20, 23]:
(5.3)
which takes these deviations into account. In this case, j is the finite size scaling function,
v is the critical exponent describing the power law decay of the correlation length and L
is the linear dimension of the system. Again, since L == N 1 / 3 for cubic lattices, one can
rewrite eqn (5.3) in terms of the number of lattice sites:
(5.4)
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Figure 5.2: Determination of Tc using Cumulant Ratios
UL/ULI for various systems all indicate a Tc = (2.292 ±
0.003) J/kB ).
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Also, since we have not examined the correlation length for our systems, we will use the
critical exponent v == 2/3 given in [13] for the 3-D XV-Model.
In a similar fashion as our analysis for XSG , we have performed an x - y plot, where:
y mN(3/3v. (5.5)
When this done, the values of m for the various systems should all collapse onto a single
curve, with the proper choice of v, Tc and f3.
For our systems we find (v == 2/3 and Tc == 2.292) that the best fit occurs with
(3 == 0.30 ± 0.01. Although this value of (3 is slightly lower than that given in Table 5.2,
this could be due to the fact that by fixing v == 2/3, we are not allowing the possibility
that this value may be slightly different. A difference in v could raise our value of (3
closer to the expected value of 1/3. Moreover, one should note the behaviour of a plot of
In m v.s. In(l- T /Tc ) for our systems (inset of Figure 5.3). This graph indicates that the
slope of the lines (and thus (3) increases with system size as one approaches Tc (the -3 to
-4 region). Therefore, by using larger lattices, coupled with finite size scaling, one may
also be able to achieve a slightly higher value for (3. When these two factors are taken
into account, we feel that even though our value of f3 is slightly lower than expected, it
is not inconsistent with the value of (3 == 1/3, valid for the 3-D XV-Model.
5.2.3 Susceptibility
Our results for X are also consistent with a second order phase transition, as they exhibit
a divergence at Tc that does not saturate with system size. In the thermodynamic limit,
this singularity is expressed as [5, 54]:
(5.6)
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Figure 5.3: Finite Size Scaling Analysis of m
Using v == 2/3 and Tc == 2.292 llkB , we can collapse the data
onto a single curve with j3 == 0.30 ± 0.01. The inset illustrates
the increase in f3 with system size near Tc •
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Figure 5.4: Susceptibility in the 3-D Model
Susceptibility exhibits a divergence, which is consistent with a
second order transition.
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However, like the magnetization, we have used the scaling relation:
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(5.7)
in order to determine the critical exponent ,. Furthermore, we have analyzed this re-
lationship for both T > Te and T < Te . For reference purposes, we denote, as the
exponent which describes the behaviour when T > Te and " for T < Te •
The result of this analysis (for both cases) is given in Figure 5.5. For T > Te , we
obtain the best fit when, == 1.30 ± 0.01. However, for T < Te , we find that this occurs
when " == 1.33 ± 0.01. Although, one should obtain, == ,', our difference is not unusual
when one considers previous studies of x. These other studies find values for, ranging
from 1/3 [13] to 1.30 [5]. Indeed, the results obtained via the Me studies on cubic lattices
(mentioned earlier) all fall within this range. Thus, even though our values for, and "
are not equal, they are in good agreement with previous work.
5.2.4 Specific Heat
Our results for the specific heat, C, are also indicative of a second order phase transition.
They have a similar behaviour as the Ising model results, as they show a divergence at
T rv Te . Although, this infinite divergence is hampered by the finite systems used, it does
not saturate with respect to system size, as is the case in KT and spin glass transitions.
Like the susceptibility, this divergence can be expressed as:
(5.S)
Moreover, one can conduct a finite size scaling analysis (in much the same spirit as was
done for X) in an effort to determine a. However, our attempts at doing so, have been
unsuccessful. We find that to collapse the data onto a single curve (for both T > Te and
T < Te ), requires a value of a rv 0.3, which is clearly inconsistent with the value given
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Scaling Analysis for T > Tc
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Scaling Analysis for T < T
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Figure 5.5: Finite Size Scaling Analysis of Susceptibility
Using v == 2/3 and Tc == 2.292 JlkB , one obtains:
(a) T > Tc , , == 1.30 ± 0.01
(b) T < Tc , " == 1.33 ± 0.01.
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Figure 5.6: Specific Heat in the 3-D Model
Like X, C has a divergence consistent with a second order tran-
sition.
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in Table 5.2. It also contradicts the hyperscaling relation [5]:
a +2j3 + I == 2 ,
57
(5.9)
which indicates a value of a :::; 0.1 2 for our system.
This problem is often encountered when one attempts to perform a finite scaling
analysis of C and is a consequence of such a small value for a. Yet, through a plot of
In C v.s. In(l - T fTc), we have been able to establish a somewhat meaningful value of
at for our N == 13 524 system. As Figure 5.7 indicates, near Tc (-3 to -4 region) where
eqn. (5.8) is supposed to hold, the slope of the data (thus at) is quite small. In fact, this
yields a value of at == 0.03 ± 0.03, which is considerably better than the other method.
Although, we have been unable to determine a for the T > Tc case in the same manner,
one should note that system size has a stronger influence on the data in this region.
Thus, our N == 13 524 system may be too small for a proper analysis. Perhaps, with
larger systems, one might be able to obtain a near zero value of a as expected.
2Based on 'Y == 1.30 and f3 == 0.3 .
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One can determine the value of a' by the slope of the data near
Te • In this case, a' == 0.03.
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Conclusions
From the behaviour of the specific heat, susceptibility and helicity modulus, we have
confirmed a Kosterlitz-Thouless transition in the unfrustrated XV-model on a two-
dimensional quasiperiodic lattice. For this system, we find a critical temperature of
Tc == (1.025 - 1.05) JlkB and a specific heat peak at Tp rv 1.10 JlkB . These values are
slightly higher than the Tc == 0.89 - 0.95 JlkB and Tp == 1.05 - 1.07 JlkB which were
obtained for the square lattice. We also find that our results are consistent with the
critical exponents of 1/ == 0.5 and b == 1.5, previously determined.
However, in the 2-D frustrated XV-model, there is evidence of a spin glass-like transi-
tion occurring at Tf == 0.137 JlkB . This implies that a quasi-periodic array of Josephson
junctions (in a suitable magnetic field) should behave as a superconducting glass at low
temperatures. It might be possible to experimentally generate these 2-D junctions via a
microfabrication technique, in a similar fashion as has been done for a Sierpinski-gasket
superconducting network [56]. Such an analysis should reveal large differences in the ae
and de susceptibility, as pointed out by Stroud et.al. [55].
We believe that the spin glass behaviour is related to the wide distribution of J cos(Aij )
terms, resulting from the introduction of frustration (and lattice structure). Our anal-
ysis for the PDPL, POPL and honeycomb lattice seem to indicate that systems which
exhibit this wide distribution also exhibit spin glass-like behaviour. Whereas, systems
such as the square and triangular lattice, which have very localized distributions when
fully frustrated, exhibit Ising-like behaviour. Furthermore, our freezing temperature of
59
Chapter 6. Conclusions 60
T f == 0.137 J / kB for the fully frustrated thin rhombus, contradicts the common belief
regarding the lower critical dimension of spin glasses (de > 2). This discrepancy could
be due to the fact that the Jcos(A ij ) distribution for our model is established in a deter-
ministic fashion, whereas in the other spin glass models (such as the ±J and Gaussian
J) it is not. Consequently, in these other cases one performs an average over different J
distributions. In our model, this is equivalent to averaging our data over different values
of f. When this is done, one may, indeed, find Te == o. This is not to say that our current
results are invalid, but to indicate that our model has a slightly different nature than in
these other cases. Clearly, more work is needed to rectify this dilemma regarding de .
Finally, we have shown that the KT transition is limited to two dimensions (for our
system), since the 3-D version of our model undergoes a classical second order transition.
In this case we find a Te == (2.292 ± 0.003) J / kB , which is higher than the Te == 2.20 J / kB
previously determined for the cubic lattice. However, the critical exponents we have
obtained:
ex' 0.03 ± 0.03
(J 0.30 ± 0.01
" 1.33 ± 0.01
, 1.30 ± 0.01 ,
are in good agreement with accepted values.
Appendix A
Creating Periodic Penrose Lattices
Penrose lattices can be generated in a variety of different ways. As stated earlier, two
of the most popular methods are the grid and projection methods. Since the generation
of these lattices is a comprehensive subject itself, we will not present here a discussion
on this field. Rather, we refer the reader to Strandburg's article [17], which gives an
excellent review of these methods, their origins and their applications.
Our task, instead, is to create periodic lattices using these quasi-periodic structures.
For this, we proceed along the lines of Lanc;on and Billard [57]. By periodic, we mean
that while the bulk of the lattice maintains its quasi-periodicity, sites along the edge are
periodic. This enables us to map these points across the boundary, thus creating periodic
boundary conditions suitable for Me simulations. To illustrate this method, we use the
decagonal Penrose lattice, given in Figure 2.1.
Since this lattice can be created by projecting the 5-D hypercube onto a 2-D plane,
there are 5 unit vectors for this lattice (el, ... , es), which are separated by an angle of
2 cos-l (7). These unit vectors are illustrated in Figure A.l. Using these 5-D unit vectors,
it is possible to create a 2-D unit cell of the lattice. This new unit cell (which itself will
be composed of fat and thin rhombi) will have translation vectors aand b, which are
created by projecting (el, ... ,es) onto the conventional 2-D unit vectors ~ and]. Two such
representations of aand bare:
(2 7 - 1 -7 -7 7 - 1), ",
(0,7,1,-1,-7),
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(A.l)
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b
J
1 a
Figure A.I: 5-D unit vectors projected onto 2-D space
where T is the golden mean:
1 +J5
T == ---
2
Other representations of T include:
T = 2cos (~~)
and
(A.2)
(A.3)
(A.4)sin e;)T == ---
sin 0;)
In this latter case, T is given by the ratio of areas of the fat and thin rhombus l .
Since the translational vectors aand bwill be irrational, it is not possible to create
a unit cell with periodic boundaries. However, for a moment, let us consider the Filius
lWith the ratio of areas being equal to T, when one rhombus has f = 1/2, the other one will have
an irrational flux.
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Bonacci (Fibonacci) recursion relation:
mFz+1(x) == nFz(x) + FZ-1(x) .
Assuming a pow~r law solution, one obtains:
or, more precisely:
1
mx == n +-.
x
For the case where: m == n == 1, this gives:
x
2
- x-I == 0 ,
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(A.8)
which has the solution: x = 1+[5, or the golden mean. Using this representation
(namely: 7 2 - 7 - 1 == 0), one can rewrite 7 as:
7+1
7
__-
- .
7
(A.9)
Therefore, if one approximates the the irrational value of 7 by a rational fraction (say ~),
one obtains the self generating function:
Pi Pi-l +qi-l
qi Pi-l
In other words, P. can be viewed as a series of fractions:q
(A.I0)
p
q
1 2 3 5 8 13
1'1'2'3'5' 8 , ... , (A.Il)
truncated at some level i. In the limit i ----7 00, Pi ----7 7.
qi
By truncating the fraction at some level i, the approximation 7 ~ ~: can be substi-
tuted into eqn (A.l) to create two new rational translational vectors ;" i/:
(A.12)
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Using these vectors, one can create a large 'unit' Penrose lattice, with periodic boundaries
that are suitable for Me calculations. The size of this lattice will depend upon which
level i the truncation was made.
Appendix B
Derivation of A ij Term
Frustration is introduced into our system via a transverse magnetic field Bo Using the
convention of [37], we have positioned B along the positive z-axis, giving:
(Bol)
(see Figure B.l(a))o Since B == V x A, one has two choices for the vector potential:
A == -Ey~ or A == Ex] 0
Again, following the convention of [37], we have chosen the gauge A == Ex].
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Figure B.l: Introduction of Magnetic Field
(a) Direction of magnetic field
(b) Line joining nearest neighbours i and j.
Since the equation for the line joining nearest neighbours i and j can be expressed as
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(refer to Figure B.l(b)):
y' -V'
Y == Yi + J ~ (x - xj) ,
Xj - Xi
this gives:
d Yj-YidY == x.
Xj - Xi
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(B.3)
(B.4)
So, for the term Aij , which is evaluated by integrating along the line joining i and j:
21r I jA .. ==- A·dl~J <I>' ,o ~
one obtains:
21r I j
cI>0 i xBdy
21r y' - Y'l j
-B J ~ xdx
<I>0 x j - Xi i
Completing the integral, and using a difference of squares, one can obtain:
which can solved exactly for each i - j pair.
(B.5)
(B.6)
(B.7)
(B.8)
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