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Artificial ice systems have unique physical properties promising for potential applications. One of
the most challenging issues in this field is to find novel ice systems that allows a precise control over
the geometries and many-body interactions. Superconducting vortex matter has been proposed as
a very suitable candidate to study artificial ice, mainly due to availability of tunable vortex-vortex
interactions and the possibility to fabricate a variety of nanoscale pinning potential geometries. So
far, a detailed imaging of the local configurations in a vortex-based artificial ice system is still lacking.
Here we present a direct visualization of the vortex ice state in a nanostructured superconductor. By
using the scanning Hall probe microscopy, a large area with the vortex ice ground state configuration
has been detected, which confirms the recent theoretical predictions for this new ice system. Besides
the defects analogous to artificial spin ice systems, other types of defects have been visualized and
identified. We also demonstrate the possibility to realize different types of defects by varying the
magnetic field.
1. INTRODUCTION
Spin ordering in condensed matter materials crucially
affects their fundamental properties. Frustration occurs
when the energy of interaction between adjacent spins
cannot be simultaneously minimized [1]. Examples in-
clude the rare-earth oxide pyrochlores where the rare-
earth ions form a lattice of corner-sharing tetrahedra [2–
6]. In such materials, the minimization of interaction
energy requires the tetrahedron spins to follow the ”two-
in, two-out” Pauling ice rule which determines the proton
positional ordering in the archetype water ice [7]. Thus
it is named “spin ice”. Spin ice materials exhibit a vari-
ety of intriguing phenomena, such as residual entropy in
the low-temperature limit [4, 8, 9], massively degenerate
ground states [10] and emergent excitations of magnetic
monopoles and Dirac strings [11–15]. Besides the fun-
damental interest in understanding the exotic phases in
magnetism, the spin ice materials also have great poten-
tial in spintronics applications, such as energy storage,
memory storage and logic devices [16–19].
However, the difficulty of studying spin ice materials
arises from the fact that probing individual spins with-
out altering the state of the system is quite challenging.
It is also difficult to tune the lattice spacing/geometry
as well as to locally control the defects. To avoid this
problem, single-domain ferromagnetic islands have been
lithographically patterned into various frustrated geome-
tries which mimic spin ice materials [20–27]. These pat-
terned ferromagnetic islands, known as artificial spin ice
(ASI), enable direct probing of local configurations in
ice systems. Moreover, designing and functionalizing the
complex interactions in ice systems become accessible in
ASI systems. However, the relatively weak dipole inter-
actions between ferromagnetic islands make it difficult to
reach the long-range ordered ground state in ASI systems
[28–30]. Finding new systems which behave as analogues
of ice systems could be an important extension to this
interesting field of research.
Vortices in type-II superconductors are known to ex-
hibit strong, long-range, electromagnetic interactions.
Each vortex carries the same quantized magnetic flux
Φ0 = h/2e (h, Planck constant; e, elementary charge).
It is energetically favorable for vortices to sit on ar-
tificial pinning centers (e.g., antidots) where supercon-
ductivity is locally suppressed [31, 32]. Compared with
ASI, the density and size of vortices as well as the
vortex-vortex/vortex-pin interaction strength can easily
be tuned by changing temperature and/or magnetic field.
This makes the vortex system a perfect platform to study
many-particle interactions on a potential-energy land-
scape with well controlled geometries [33–35]. Libal and
coworkers proposed that, by arranging double-well pin-
ning sites into square and kagome lattices, vortex ice
states can be realized [36]. Anomalous matching effects
have been revealed in such vortex ice states by transport
measurements [37, 38]. The anomalous matching effect
can be tuned by simply changing temperature to switch
on/off the vortex ice state [38]. So far, the direct obser-
vation of the vortex ice local configurations in real space
is lacking.
Here we report the results of scanning Hall probe mi-
croscopy (SHPM) measurements on a nanostructured su-
perconductor, which visualize and thus directly demon-
strate the formation of vortex ice. We also analyze
and classify different defects observed in the vortex-ice
ground-state pattern. This analysis reveals new types of
defects as compared to those observed earlier in ASI sys-
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Figure 1. (Color online) Vortex ice in a nanostructured superconductor. (a) Atomic-force microscope image of the sample.
The dashed square indicates one unit cell. (b) Schematic presentation of the ground state ordering of the vortex lattice.
Two antidots are paired to imitate an elongated double-well pinning site. The arrows in each pair, pointing from the empty
antidot to the occupied one, represent the corresponding ground state arrangement of artificial spin ice. (c) Scanning Hall
probe microscope image, showing the magnetic field distribution of the ground state vortex ice, observed after field-cooling at
half matching field. The squares indicate the positions of antidots. (d) Possible vortex configurations corresponding to the
magnetic-moment configurations of an artificial square spin ice, grouped by increasing energy (type-1 to type-4). The scale
bars in (a) and (c) equal 4 µm.
tems. We demonstrate the possibility to efficiently con-
trol the density and type of defects in the vortex ice con-
figuration by changing the applied magnetic field. Note
that such control can not be achieved in ASI systems.
2. EXPERIMENTAL
The nanostructured pattern was fabricated with dou-
ble layer of PMMA (300 nm) by electron beam lithogra-
phy using a Raith e-beam system on a SiO2/Si substrate
. A superconducting Pb film of 90 nm was then electron-
beam evaporated in ultrahigh vacuum (3 × 10−8 Torr)
with a rate of 1 A˚/s on the pattern. The substrate was
cooled to 77 K by liquid nitrogen to ensure the homo-
geneous growth of Pb. A 10 nm Ge capping layer is
deposited on top of the Pb film to protect it from oxida-
tion. Then the multi-layer system was lift off in acetone,
resulting in the nanostructured film with antidot lattice
(holes in Ge/Pb film). After liftoff, the nanostructured
film was transferred to a sputtering machine, then it was
covered with a 35 nm layer of Au which plays the role of
conducting layer for the tunneling junction of the scan-
ning tunneling microscope (STM) tip. Tc = 7.35 K is
determined from local ac susceptibility measurements.
The sample was imaged by using a low-temperature
scanning Hall probe microscope in a lift-off mode [39].
An STM tip is assembled together with the Hall cross to
make a Hall probe. The Hall probe was first brought to
close proximity of the sample surface by using an STM
tip [40]. Then the probe was lifted 300 nm. This ensures
a non-invasive measurement of the vortex pattern. In all
the measurements, the applied field is perpendicular to
the surface of the sample.
3. RESULTS AND DISCUSSION
As shown in Fig. 1a, the sample contains pairs of
square holes arranged in such a way that four of those
pairs meet at each vertex point of a square lattice. Each
pair of holes imitates an elongated double-well pinning
site proposed by Libal and coworkers [36]. The array
has the same distance L = 2.8 µm between the near-
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Figure 2. (Color online) Vortex pattern evolution with magnetic field. Vortex images taken at H = H1/4 = 0.45 Oe (a),
H = 0.6 Oe (b), H = 0.72 Oe (c), H = H1/2 = 0.9(d), H = 1.02 Oe (e), H = 1.2 Oe (f), H = 3H1/4 = 1.35 Oe (g), H = 1.65
Oe (h), H = 1.7 Oe (i), H = H1 = 1.8 Oe (j). The white squares indicate the positions of antidots. At H = H1/4, there is only
one vortex in each vertex. Above H1/4, two-vortex vertices appear and their number increases until a perfect ground state of
vortex ice is formed at H = H1/2. With increasing field, three-vortex vertices appear so that at H = 3H1/4 each vertex carry
three vortices. At higher fields, four-vortex vertices are formed and eventually all the antidots are occupied by vortices at H1.
The images with the same frame color correspond to the maximum number of vortices per vertex equal to 1 (black), 2 (blue),
3 (red) and 4 (green). Scale bar equals 4 µm.
est antidot neighbors. The square holes have the size of
0.8×0.8 µm2 in order to make the pinning potential deep
enough to pin vortices. The sample geometry yields the
first matching field of H1 = 1.8 Oe, at which each antidot
is occupied by one single-quantum vortex.
3.1. Observation of the ground state vortex ice
At half matching field, only one antidot is occupied by
a vortex in each pinning pair. The geometry of the pin-
ning array does not allow for all the vortices to be located
at pinning sites with the same inter-vortex distance. This
implies that the pairwise interactions cannot be simulta-
neously minimized, resulting in the geometrical frustra-
tion of the vortex lattice. To minimize the interaction
energy, the ground state vortex arrangement is expected
to follow the ice rule: two-in/two-out, i.e., two antidots
are occupied at each vertex. We can attribute an arrow
to each double-well pinning site, pointing from the free
to the occupied well, to mimic the spin alignment. As
shown schematically in Fig. 1b, a perfect ground state
of square spin ice [20, 23] is reproduced. This suggests
the universal underlying ice rule for the two mentioned
systems, ie, spin ice and vortex ice systems. We have
scanned an area of 60×70 µm2, and we observe the frac-
tion of type-I vertices up to 58.3 percent. If the vortex
distributions in individual antidot pairs were completely
random, one would expect the fraction of type-I vertex to
be as small as 12.5%. The observed fraction clearly indi-
cates that the ice rule determines the vortex distribution.
Figure 1c shows a scanned area of 22×26 µm2, where the
vortex ice ground state is observed at half matching field,
with each vertex containing two vortices arranged by the
ice rule. This experimental observation confirms the pro-
posed configuration of vortex ice [36]. We would like to
mention that different cooling rates (0.01 to 10 K/s) have
been used when generating the vortex patterns. How-
ever, no clear dependence of vortex patterns on cooling
rate is observed. This might arise from the fact that, in
superconductors with strong pinning centers (relatively
large antidots), vortex patterns are formed and pinned at
temperatures very close to Tc. We have seen that, when
cooling down the sample, vortex patterns are formed and
pinned already at temperature 0.99Tc.
In artificial square spin ice, besides the ground state,
fourteen more possible vertex configurations can form
with distinct symmetry or orientation [14]. According
to the value of the interaction energy, all the configura-
tions can be classified into four types. The same vertex
configurations are expected to appear in vortex ice as
schematically shown in Fig. 1d (grouped with increasing
energy). Both type-1 and type-2 configurations follow
the ice rule, while type-3 and type-4 configurations can
be considered as high energy defects in a vortex ice sys-
tem. In ASI systems, long-range ordered ground state
has never been observed due to the appearance of de-
fects, which are manifested as monopole excitations [14].
While in the ASI, considered in Ref. 14, the number of
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Figure 3. (Color online) SHPM images showing the magnetic field distribution of the vortex ice pattern. Vortex patterns
observed at H1/2-0.03 Oe (a), H1/2 (b) and H1/2+0.045 Oe (c). The white squares indicate the positions of antidots. d-f
Vertex configurations corresponding to the SHPM images of a-c. The blue open circles represent vertices where the ice rule
for the ground state is obeyed. The green open circles correspond to ice defects of type-2 to type-4 shown in Fig. 1d. The solid
circles indicate the non-ASI-like defects shown in g.
spins is fixed, the vortex density of vortex ice systems can
easily be tuned by varying magnetic fields. This allows
us to study how different vertex configurations emerge
and evolve from the ground state (at half matching field)
in vortex ice systems.
3.2. Vortex ice state evolution with magnetic field
Figure 2 presents the vortex pattern evolution with in-
creasing magnetic field. A scanned area is chosen to ob-
serve the perfect ice ground state at half matching field.
Each pattern is scanned after performing field cooling at
the corresponding magnetic field value. When cooling
down the sample, the vortex pattern freezes at a tem-
perature very close to Tc and it does not change with
further decreasing temperature (see supplementary Fig-
ure s3). At H = H1/4, each vertex accommodates one
vortex. However, due to the pinning landscape geometry,
it is not energetically favorable to put all the pinned vor-
tices at the same distance from each other [38]. At higher
fields, two-, three- and four-vortex vertices start to form
above H1/4, H1/2 and 3H1/4, respectively. The number
of free antidots in the vortex pattern in Fig. 2g equals to
that of occupied antidots in Fig. 2a. The frustration of
the system is manifested by a high degeneracy of the vor-
tex patterns. We have observed clear variations of vortex
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Figure 4. (Color online) Statistics of vertex configurations in vortex ice. (a) Field dependence of the fraction of the spin-like
pinning pairs (circles) and the vertices (squares) corresponding to the four type of vortex configurations in Fig. 1d. Both the
fraction of spin-like pinning pairs and ASI-like vertices reach maximum at half matching field. The dashed lines are guides to
eyes. (b) Gibbs free energy density (circles) for different vertex configurations defined in Fig. 1d. The fraction of different
ASI-like vertex configurations (squares) at half matching field. Type-4 vertex is not detected in the scanned area. Solid lines
are guide to the eyes.
patterns in a series of field-cooling measurements at the
same magnetic field (see supplementary Figure s4). We
notice that no giant vortices are formed below the first
matching field. Above H = H1, interstitial vortices start
to appear (see supplementary Figure s5).
In the dumbbell model of ASI, the ground state obeys
the ice rule with the total magnetic charge Q at each
vertex being equal to zero [41]. Type-3 defects, as exci-
tations, lead to Q = ±2q with q the elementary charge of
each pole/antipole, while type-4 defects are not observed.
In our sample, vortices can also be considered as mag-
netic charges. We can observe the magnetic charge order
at the vertices with Q = Φ0 (Fig. 2a), 2Φ0 (Fig. 2d), 3Φ0
(Fig. 2g) and 4Φ0 (Fig. 2j). As a result of the given mag-
netic charge at each vertex, the vortices tend to avoid the
occupation of all the antidots in each square below the
first matching field. This leads to vortex chains and tun-
nels of vortex free area at relatively high magnetic fields
(supplementary Figure s6). By using SHPM vortex vi-
sualization, we have demonstrated the ability to control
vertex defects in vortex ice systems.
Now we focus on the vortex configurations at half
matching field, where the vortex ice ground state is
formed. Figures 3a-c display the vortex ice state around
half matching field at T = 4.2 K. The vortex patterns
are formed after performing a field-cooling from above
Tc. The corresponding vertex maps are shown in Fig.
3d-e, where the vertices are classified into three types:
ground state vertex (blue open circles), ASI-like defects
(red open circles, also see Fig. 1d), and non-ASI-like de-
fects (solid circles, Fig. 3g). For non-ASI-like defects,
there is no corresponding vertex configuration in ASI sys-
tems, since the mapping with an arrow (as previously
introduced in Fig. 1b) does not work for fully occu-
pied/empty double-well pinning pair.
In Figs. 3a-c, only the short-range ordered ground
state is seen. This is similar to the disordered magnetic-
moment distribution observed in an as-grown ASI sample
[14], where the thermal and magnetic-field-induced exci-
tations lead to the complex energy landscape associated
with frustration. Besides the ground state, type-2 and
type-3 vertex configurations can be identified whereas
due to the relatively high interaction energy, no type-4
vertices are observed. In addition to the ASI-like defects,
we also observe a large number of non-ASI-like defects
which were not considered in the theory [36]. In non-ASI-
like defects, at least one pair of pinning sites is occupied
by two vortices. We notice that the non-ASI-like defects
tend to form clusters.
The double-well pinning pairs th mselves can consti-
tute different vortex configurations. Three types of pin-
ning pairs can be identified: 1) spin-like pinning pair with
only one antidot occupied by a vortex; 2) pinning pair
with two free antidots; 3) pinning pair with two occupied
antidots. Unoccupied and doubly occupied pinning pairs
can be considered as an analog of defects in a 2D spin
array itself, e.g., like out-of-plane spins. At zero field,
all pinning pairs are free, while at first matching field
all pinning pairs are fully occupied. We have analyzed
the statistics of different types of pinning pairs based on
81 vertices in the scanned area. In the field range be-
tween zero and the first matching field, the number of
spin like pinning pairs increases and its fraction reaches
maximum at half matching as shown in Fig. 4a (circles).
We have also studied the statistics of the vertex configu-
rations at different magnetic fields. Figure 4a (squares)
6displays the fraction of ASI-like vertices (squares) as a
function of applied magnetic field. Clearly, the number
of ASI-like vertices reaches its maximum at half match-
ing field, although there are still a substantial amount of
non-ASI-like defects.
3.3. Simulations
To reveal the origin of disorder in the vortex state
observed at half matching field, we have applied the
Ginzburg-Landau theory to estimate the Gibbs free en-
ergy for different vortex configurations shown in Fig.
1b. The free energy is calculated for the correspond-
ing stationary solutions of the time-dependent Ginzburg-
Landau (TDGL) equations (see [42, 43] for details of the
used formalism and numerical approach). The TDGL
simulations are performed for a periodic system with a
supercell size of 13.6× 13.6 µm2 (170× 170 grid points)
and the same geometry and distriution of antidots as that
in the experimental sample. The periodic boundary con-
ditions [44] are used at the supercell boundaries, while
the standard condition for the superconductor/vacuum
interface is applied at the boundaries of antidots. The
necessary configuration of pinned vortices is determined
by choosing an appropriate initial guess for the order pa-
rameter distribution in the TDGL simulations. In the
calculations, the coherence length and the penetration
depth of the superconducting film coincide with those of
the experimental sample at T = 4.25 K.
In Fig. 4b we plot the quantity ∆g(H1/2) − ∆g(0),
where ∆g(H1/2) [∆g(0)] is the difference in the Gibbs
free energy density between a vortex state at half match-
ing field [the vortex-free state at zero field] and the nor-
mal state at the same magnetic field and temperature.
The energy density is expressed in units of µ0Hc2/(2κ
2),
where µ0 is the vacuum magnetic permeability, while Hc2
and κ are the second critical field of the superconduc-
tor and its Ginzburg-Landau parameter, respectively. In
these units, one has ∆g(0) = −1. As follows from Fig. 4b,
the energy difference between the analyzed vortex con-
figurations is quite small with our designed geometry pa-
rameters. This implies that even relatively small local
inhomogeneities of the superconducting film or disper-
sion of the pinning-center parameters may be sufficient
for the formation of higher energy vertex types. One way
to avoid such distortions is to use a smaller pinning lat-
tice constant L and a lower potential barrier between two
pinning centers in a pair [36]. As further seen from Fig.
4b, the observed number of vertices of different type is
in a qualitative agrement with the expectations based on
the corresponding energy values. Type-4 vertices, char-
acterized by a relatively high energy as compared to the
other three vertex types, are not detected in the scanned
area. Among all the ASI-like vertices, the fraction of the
vertex configurations, corresponding to the ground state,
reaches 83 %, which is much larger than the fraction of
ground state vertices in an as-grown ASI sample [20].
This suggests certain advantage of using vortex system
to study ice-like states.
4. CONCLUSION
In conclusion, we have performed SHPM experiments
to directly visualize vortex patterns in a superconduct-
ing film with a square lattice of paired antidots. At half
matching field, the vortex ice ground state is observed
which follows the ice rule: two vortices located close to
the vertex and two vortices located far from the vertex.
Unlike the artificial spin ice systems with fixed number
of interacting particles (magnetic dipoles), the supercon-
ducting systems provide the possibility to investigate vor-
tex ice formation at different vortex densities (magnetic
field). We demonstrate that the number and type of de-
fects can be well controlled by varying magnetic field. We
have found new types of defects, which were not present
in the artificial spin ice systems studied earlier. Our di-
rect imaging of the vortex ice state clearly shows the
feasibility of studying geometrical frustrations in super-
conducting systems. This also opens new possibilities for
studying superconductors with other types of geometrical
frustration, such as kagome and brick lattices.
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