In a Bayesian context, prior specification for inference on monotone densities is straightforward, but proving posterior convergence theorems is complicated by the fact that desirable prior concentration properties often are not satisfied. In this paper, I first develop a new prior designed specifically to satisfy an empirical version of the prior concentration property, and then I give sufficient conditions on the prior inputs such that the corresponding empirical Bayes posterior concentrates around the true monotone density at nearly the optimal minimax rate.
Introduction
Let X 1 , . . . , X n be iid samples from a density function f , supported on the positive halfline, assumed to be monotone non-increasing. Nonparametric inference on a monotone density is a problem that has received considerable attention in the literature, dating back to Grenander (1956) , with a wide range of applications (e.g., Groeneboom and Jongbloed 2014; Robertson et al. 1988) . Theoretical properties of estimators have been studied in Prakasa Rao (1969) , Groeneboom (1985) , and Balabdaoui and Wellner (2007) , among others, with the behavior of the Grenander estimator at the origin being a now-classical example of inconsistency of the maximum likelihood estimator (Woodroofe and Sun 1993) and failure of bootstrap (e.g., Kosorok 2008; Sen et al. 2010) .
From a Bayesian point of view, constructing a prior and corresponding posterior distribution for the monotone density is relatively straightforward, thanks to the mixture representation of Williamson (1956) ; see Section 2. This makes it possible to construct priors for monotone densities using the standard tools, such as finite mixture models, Dirichlet processes, etc (e.g., Müller and Quintana 2004) . However, theoretical analysis of the corresponding posterior distribution is complicated by the fact that, unless the support of f is known, the usual Kullback-Leibler property (e.g., Ghosal et al. 1999; Schwartz 1965; Wu and Ghosal 2008) used to prove posterior convergence results is not satisfied and, therefore, the general theorems in, e.g., Ghosal et al. (2000) and Walker et al. (2007) cannot be applied. Salomond (2014) worked around this difficulty to show, among other things, that the Bayesian posterior distribution based on various mixture priors has concentration rate within a logarithmic factor of the minimax optimal rate, n −1/3 , with respect to Hellinger or L 1 distance. A recent trend in the Bayesian literature is asymptotic concentration results for empirical Bayes posteriors; see, e.g., Szabó et al. (2013) , van der Pas et al. (2014) , Rousseau and Szabó (2017) , and Donnet et al. (2017) . These papers propose to extend the classical techniques and results to handle the case where the prior involves data in some way, e.g., through a plug-in estimator of a hyperparameter. However, given that the usual support conditions fail in the problem considered here, even with a fixed prior, it seems unlikely that these new techniques would apply to empirical Bayes monotone density estimation. , building on Martin and Walker (2014) and , recently proposed a new approach to empirical Bayes, one that constructs the empirical prior specifically so that the desirable posterior concentration rate properties are satisfied. In particular, the empirical prior is designed to satisfy the prior support conditions-a variation on the Kullback-Leibler property-so this approach seems ideally suited for cases, like monotone density estimation, where satisfying the prior support condition is problematic. In this paper, I will construct a simple and intuitively appealing empirical prior, and demonstrate that the corresponding empirical Bayes posterior concentration is also within a logarithmic factor of the minimax rate.
The remainder of this paper is organized as follows. Section 2 describes the specific empirical prior, suitably centered on an estimator of f , and Section 3 states the main results, namely, conditions on the empirical prior inputs such that the posterior concentrates at the near-optimal minimax rate. Proofs of the two theorems are presented in Section 4 and two numerical illustrations are provided in Section 5. The paper concludes with a brief discussion in Section 6.
An empirical prior
The starting point here, like in other Bayesian approaches to the monotone density estimation problem, is the representation in Williamson (1956) of a monotone density as a scale mixture of uniforms, i.e., for any monotone density density f , there exists a mixing distribution θ, supported on a subset of [0, ∞), such that f = f θ , where
and the kernel k(x | µ) = µ −1 1(x ≤ µ) is the Unif(0, µ) density. From here, a prior for f can be defined by introducing a prior for θ and using the mapping θ → f θ .
As is typical, I will model θ as a (finite) discrete distribution, i.e.,
This makes f θ a finite mixture of uniforms. For the moment, fix the number of support points S. Then the mixing distribution can be expressed as a finite-dimensional parameter, i.e., θ = (ω, µ), where ω = (ω 1 , . . . , ω S ) is the vector of mixture weights and µ = (µ 1 , . . . , µ S ) is the corresponding vector of mixture locations. The theory will require that S = S n be increasing with n at a suitable rate; see Section 3. For the remainder of this section, I will focus on specifying a prior for θ = (ω, µ), given S. The prior here will be empirical in the sense that it depends on data in a particular way. Regarding the support, there are two cases one can encounter: either the support of the true density f is bounded-with known or unknown upper bound-or the support is unbounded. In either case, I will consider a prior for the vector µ that is (basically) restricted to [0, T ] S . If an upper bound on the support is known, then T will be that bound. If, on the other hand, no upper bound is known, then T = T n will be suitably increasing in n; see Section 3. proposed to construct an empirical prior by centering the prior for θ or, equivalently, for f = f θ on a reasonable estimator in a suitable way. This idea is motivated by replacing the usual Kullback-Leibler/prior concentration property with one that is "empirical" in a particular way. Towards this, write the likelihood function for θ = (ω, µ), with S fixed, as
If ε n is the target convergence rate andθ is a suitable maximizer of the likelihood L n , then defined
which is effectively a "neighborhood" ofθ, an empirical or data-dependent version of the Kullback-Leibler neighborhood in classical Bayesian nonparametric studies (e.g., Schwartz 1965) . Like in the familiar Bayesian settings, the goal is for the prior to charge L n with a sufficient amount of mass; see Condition LP in Section 4. But the fact that L n is data-dependent means that the prior must also be so, thus, an empirical prior. More specifically, the prior must be centered aroundθ in a suitable way.
Here, I will carry out this centering by making the prior mode equal toθ = (ω,μ), the fixed-S maximum likelihood estimator. The specific empirical prior to be considered here for θ = (ω, µ) as follows:
• ω and µ are independent;
• ω has an S-dimensional Dirichlet distribution, Dir S (α), on the simplex ∆(S), wherê α s = 1 + cω s , s = 1, . . . , S, and c = c n is a constant to be determined;
• µ 1 , . . . , µ S are independent, with µ s ∼ Unif(μ s ,μ s + δ), where δ = δ n is a constant to be determined.
It is easy to see thatθ = (ω,μ) is a mode of this empirical prior, sinceω is the unique mode for the Dirichlet component. The uniform prior for µ is only for simplicity and not essential. The key is that the prior support for µ s is bounded,μ s is the left end-point, and the density is non-increasing, so other priors would also work. Since δ = δ n will be vanishing with n, the shape of the prior density for µ s is largely irrelevant. To summarize, the empirical prior for the density f is basically a sieve prior. That is, f is modeled as f θ and a prior on f is induced by specifying a prior for θ and using the mapping θ → f θ . The empirical prior for θ is supported on a subset Θ n depending explicitly on n and implicitly on data, where
In some cases, T = T n might also depend on n; see Section 3. In what follows, Π n will denote the empirical prior for θ on (3) as described above. With a slight abuse of notation, I will also use Π n to denote the corresponding empirical prior for f = f θ ; the meaning should be clear from the context. Given the prior, the corresponding posterior distribution Π n for θ is defined as
where L n (θ) is the likelihood function in (1). Again, with a slight abuse of notation, I will also write Π n for the empirical Bayes posterior for the monotone density f .
Remark 1. The prior support condition eluded to above could be immediately achieved by taking the prior to be degenerate at theθ that corresponds to Grenander's estimator f = fθ, the nonparametric maximum likelihood estimator. Of course, the posterior based on this trivial empirical prior is also degenerate atf and, therefore, inherits the concentration rate of Grenander's estimator. However, achieving the target rate is only a first objective. By using a non-degenerate prior, the posterior will have spread, leaving open the possibility for uncertainty quantification; see Section 6.
Remark 2. There is a clinical version of the model that is perhaps more natural for applications. In particular, when n is large, the sieve ought to contain the θ corresponding to Grenander's estimator, so practical applications could dispense with the sieves altogether-which eliminates the need to specify S and T , and to maximize the likelihood over the sieve-and center the prior directly on Grenander's estimator; see Section 5. However, establishing the concentration rate for this clinical version requires control on the mixture support size in Grenander's estimator but, to my knowledge, no such results are available in the literature. Just like in Ghosal and van der Vaart (2001, Sec. 4) , a reasonable conjecture is that the sieve estimator above is the same as Grenander's, in which case, the clinical version is also covered by Theorems 1-2.
3 Posterior concentration rate
The previous section described an empirical prior that, when combined with the likelihood via Bayes's formula, leads to a posterior distribution Π n in (4) that can be used for inference on the monotone density f . But why is this a reasonable approach? To answer this question, I will provide conditions prior inputs-c, δ, S, and T -such that the empirical Bayes posterior distribution Π n for f concentrates around the true f at nearly the optimal minimax rate. As in Remark 1, the goal here is to characterize the "maximal" prior spread such that the posterior concentrates at the desired rate.
Let d denote the Hellinger or L 1 distance on densities. Then the optimal rate with respect to d is n −1/3 ; see, e.g., van der Vaart and Wellner (1996, Theorem 2.7.5) and Ghosal et al. (2000, Example 3.2) . Under certain conditions, this rate can be achieved, within a logarithmic factor, by the nonparametric maximum likelihood estimator (e.g., Balabdaoui and Wellner 2007; Birgé 1989) and by several nonparametric Bayesian methods (Salomond 2014) . The following theorem establishes the near-optimal concentration rate for the empirical Bayes model, for the case when f has a bounded support. Theorem 1. Let the true density f be monotone non-increasing with support [0, T ], with f (0) < ∞, and let ε n = (log n) 1/3 n −1/3 be the target rate. If the prior inputs (c, δ, S, T ) = (c n , δ n , S n , T n ) satisfy
where T n is non-decreasing, then there exists a constant M > 0 such that the posterior distribution Π n satisfies
In particular, if T is known, then one can take T n ≡ T and δ n ∝ n −1 .
Proof. See Section 4.
The conclusion here is similar to that in Theorem 1 of Salomond (2014) but, arguably, the setup here is simpler; in a real application, where n is fixed, approximation of the above empirical Bayes posterior is easy via Gibbs sampling. Salomond's setup, on the other hand, assumes either a Dirichlet process mixture prior for f or a finite mixture with a prior on the number of components. These latter models are common, but apparently nothing is gained theoretically from their additional computational complexity compared to this simple empirical Bayes approach.
The only serious assumption on f in Theorem 1 is that the support is bounded. It turns out that this bounded-support condition can be replaced by a condition on the tails of f . Salomond (2014) , Condition C4, introduces the following: there exists b, r > 0 such that f (x) ≤ e −bx r for all large x.
The next result is analogous to Theorem 2 in Salomond (2014) .
Theorem 2. Let the true density f be monotone non-increasing, with f (0) < ∞, whose support is [0, ∞). Assume that f satisfies (7) for a given r, and set the target rate equal to ε n = (log n) 1/3+1/r n −1/3 . Let the prior inputs be as in (5), but with T n ∝ (log n) 1/r . Then the conclusion (6) of Theorem 1 holds with the modified rate ε n .
Proof. See Section 4
Note that the rate ε n in the unbounded support case is slightly slower, only by a logarithmic factor, than in the bounded support case. Actually, Theorem 1 can be viewed as a special case of this Theorem 2: if the support is bounded, then (7) holds for "r = ∞" and so the rate in Theorem 2 agrees with that in Theorem 1. The only subtlety in the theorem is that the choice of T = T n depends on r, a feature of f , which is typically unknown in real examples. If one is willing to assume a positive lower bound r 0 on r, then T = T n can be chosen with r = r 0 . It is not known if the rate in Theorem 2 is optimal so, even though working with a lower bound on r 0 -corresponding to a larger T n -will slow down the rate slightly, there is no practical difference compared to the rate with the true r. Salomond (2014) is silent about whether the prior in his Theorem 2 requires knowledge of the tail exponent r. However, it is clear, both intuitively and based on specific results (e.g., Ghosal and van der Vaart 2001, Theorem 5.1), that tails of the Dirichlet process base measure can affect the posterior concentration rates; so if a target rate depending on r is to be achieved, then this requires some r-dependent condition on the base measure and, therefore, to check this condition, r must be known. proposed a general strategy for constructing empirical priors such that the corresponding posterior distribution has the desired concentration properties. Their Theorem 1 lists three general conditions that include assumptions about the prior concentration, one local and one global, as well as an assumption about the approximation properties of the sieve. I will summarize these conditions in the context of iid data as being considered here. Let ε n be the target rate. Condition S. There exists a θ † = θ † n in the sieve Θ n such that
Proofs 4.1 General strategy
Condition LP. For a given d > 0 define L n as in (2). Then there exists a constant C > 0 such that the empirical prior Π n satisfies lim inf n→∞ e Cnε 2 n Π n (L n ) > 0, with P f -probability 1.
Condition GP. Let π n be the density function for θ under the empirical prior. For a constant p > 1, there exists K > 0 such that
Proof of Theorem 1
I will begin by checking Condition LP. For fixed S, if θ = (ω, µ) denotes the mixture weights and locations, respectively, then the likelihood function L n (θ) in (1) for the discrete mixture model can be expressed as 
The prior has ω and µ are independent, and µ 1 , . . . , µ S independent, so
where expectation is with respect to the prior for θ = (ω, µ). The proof of Proposition 2 in gives a bound for the first expectation, i.e.,
For the Unif(μ s ,μ s + δ) prior on µ s , if n s > 1, then we have is not essential, it can be replaced by any other number in (0, 1). The same bound holds with n s = 1, but the calculus is a bit different/easier. Plugging this bound back into the expectation gives
As in Proposition 2 of , if S = S n is of the order nε 2 n (log n)
and c = nε
n , then there exists a constant K > 0 such that
Also, since S ≤ nε 2 n , we can conclude that, for a constant D > 0,
n which, according to the argument in the proof of Proposition 3 in , implies Condition LP.
Next, I check Condition GP. As a first step, we have that the density for the Dirichlet prior on ω is uniformly upper bounded by (c + S) c+S+1/2 c −c , which does not depend on data. For the prior on µ, the density function is upper bounded by
which is also free of data. Then, for any p > 1, the relevant integral (8) in Condition GP is bounded by (c + S)
With S = S n of the order nε 2 n (log n) −1 and δ
n T n of the order n, it follows that the second term in (9) is bounded by e Anε 2 n . Similarly, for c = nε 2 n and S = S n of the order nε 2 n (log n) −1 , showed that the first term in (9) is also e Bnε 2 n so, altogether, the relevant integral is bounded by e Cnε 2 n , hence Condition GP. Finally, note that, for the case of bounded support [0, T ], if f (0) < ∞, then Condition S on the sieve follows from Lemma 11 in Salomond (2014) . Having checked the three conditions in Section 4.1, the conclusion of Theorem 1 follows from the general results in .
Proof of Theorem 2
For a given T , possibly depending on n, write f T for the normalized version of f to the interval [0, T ], i.e., f T (x) = f (x)/F (T ), where F is the distribution function corresponding to f . Without loss of generality, let d denote the L 1 distance. Then the triangle inequality implies that, for any density f ,
Moreover, a simple calculation shows that
Under the condition (7) on the density f , it is easy to check that the tail probability 1 − F (T ) Γ(r −1 , T r ), where Γ(s, t) is the upper incomplete gamma function, i.e., Γ(s, t) = ∞ t y s−1 e −y dy. From the well-known asymptotic behavior of this gamma function, it follows that if T n ∼ (log n) 1/r , then
where ε n = (log n) 1/3+1/r n −1/3 as in the statement of the theorem; see, also, page 1390 in Salomond (2014) . Therefore, for any f ,
This effectively converts the problem into one with bounded support. To see this, define the two sets of densities
Then the argument above implies that A n ⊆ B n which, in turn, implies
Define the event X n = {(x 1 , . . . , x n ) ∈ [0, ∞) n : x (n) ≤ T n }, where x (n) = max i x i . Based on the bound in (10), it is easy to check that P f (X c n ) = o(1). Next, write
The expectation on the right-hand side can be rewritten as
Since P f (X n ) → 1, it remains to deal with the conditional expectation. The key observation is that the conditional distribution of (X 1 , . . . , X n ), given X n , is iid f Tn and, therefore,
hence, the claim that this is effectively a bounded support problem. Moreover, all of the work in checking Conditions LP, GP, and S in the proof of Theorem 1 above applies here with f replaced by f Tn and the modified rate. Since the general results in do not require that the "true parameter" be fixed, we can conclude that the right-hand side of (11) is o(1) and, therefore,
as was to be shown. This completes the proof of Theorem 2.
Numerical examples
Here I provide two illustrations of the posterior based on the empirical prior described in Section 2. However, I will focus on that clinical version of the prior suggested in Remark 2 for applications. In particular, the prior is centered on Grenander's estimator, which is obtained from the output provided by the function grenander in the R package "fdrtool" (Klaus and Strimmer 2015) ; more precisely, the clinical empirical prior is centered on thê θ = (ω,μ) for which fθ is Grenander's estimator. For moderate to large n, there ought to be no difference between this and the empirical prior in Section 2, but the former has two clear advantages: first, there is no need to specify (the proportionality constants attached to) S or T ; second, maximizing the likelihood over the sieve Θ n is non-trivial, but there is already efficient software available for computing Grenander's estimator. Table 2 .1) presents data on the lengths of psychiatric treatment undergone by n = 86 patients used as controls in a study of suicide risks. A histogram of the data, along with a plot of Grenander's density estimator is presented in Figure 1 (log n) 2/3 and δ = 10 n .
As expected, the posterior is centered around the Grenander estimator, but the spread provides some uncertainty quantification; also, the posterior mean resembles a smoothed version of the Grenander estimator.
Example 2. The Norwegian fire claims data has been extensively studied in the actuarial science literature; see, e.g., Brazauskas (2009), Brazauskas and Kleefeld (2016) , and Nadarajah and Bakar (2015) . I consider n = 820 fire loss claims exceeding 500 thousand Norwegian krones during the year 1988. Figure 2 (a) shows a plot of the transformed data, via X = log(loss/500), along with the Grenander estimate. Figure 2(b) shows the Grenander estimator, 1000 posterior samples, using the same c and δ in (12), and the corresponding posterior mean density. Again, the posterior spread around the Grenander estimator is apparent, but since n is about ten times as large here as in Example 1, the tighter concentration is to be expected based on the theoretical results above.
Conclusion
This paper presents a unique approach to the specification of an empirical or datadependent prior for nonparametric Bayesian-like inference on a density function. The chief novelty in this approach is the centering of the prior on a suitable estimator, and this is particularly advantageous in the present context where the usual Kullback-Leibler prior support condition generally fails. The challenge is to be choose the prior tails so that the corresponding posterior does not track the data too closely, and Theorems 1-2 provide sufficient conditions on the prior inputs to achieve the target posterior concentration.
An important question being considered in the current Bayesian literature is calibration of posterior credible sets (e.g., Szabó et al. 2015) . A first step in proving this kind of strong calibration property is pinning down more precisely the constants involved in the rate derivations. Here, and especially in the clinical version of the model (Remark 2) considered in Section 5, the critical question is how to choose the proportionality constants attached to c = c n and δ = δ n in Theorems 1-2. An answer to this question would provide justification for the "maximal spread" claim in Remark 1, and this is a focus of some of my current work.
