Abstract-Cognitive radios, which enable the coexistence on the same bandwidth of licensed primary and unlicensed secondary users, have the potential for dramatically increasing the efficiency of wireless networks. In this paper, we propose an on line learning algorithm to optimize the transmission strategy of secondary users in interference mitigation scenarios, where the secondary users are allowed to superimpose their transmission onto those of the primary users. Due to practical limitations, the secondary users have access to only a fraction of the current state of the primary users' network. Therefore, the strategy of the secondary users is defined on a reduced state space. Numerical results show that the proposed practical learning algorithm operates close to the performance of the system under full knowledge.
I. INTRODUCTION
Cognitive networks offer the promise of greater efficiency and aggregate network throughput than existing spectrum allocation methods [1] - [4] . In cognitive networks, unlicensed secondary users opportunistically access radio bandwidth owned by licensed primary users in order to maximize their performance, while limiting interference to primary users' communications.
Much prior work focuses on a white space approach [5] , where the secondary users are allowed to access only those time/frequency slots left unused by the users. The strategy of the secondary users is then a sensing strategy, meaning that the secondary users decide whether or not to access the channel by performing a binary hypothesis test based on the outcome of channel sensing [6] . If idealized sensing and slotted time are assumed, 1 then a white space approach guarantees that secondary users' activity does not interfere with the primary user. However, due to noise and fading, sensing errors are inevitable. Therefore, in practical scenarios, the secondary users' activity results in a non-zero collision probability, which can be measured and used as a constraint for the optimization problem [6] . Other work investigates the coexistence of primary/secondary signals in the same time/frequency band by focusing on physical layer methods for static scenarios, e.g., [7] , [8] . While white space approaches address the recognition of dynamic idle/busy channel patterns, this latter class of approaches finds a practical application in broadcasting primary users' networks.
Recent work [9] , [10] proposes an interference mitigation approach, where secondary users are allowed to superimpose their transmissions onto those of the primary users in dynamic wireless networks 2 with constraints on the degradation of primary users' average performance metrics (e.g., average throughput and packet delivery probability). In this approach the behavior and internal state of the primary transmitter is observed by the secondary transmitter, which adapts its behavior to maximize its performance, while limiting its impact on the primary. The resultant secondary transmission policy is optimal over the possible states of the primary and secondary transmitters.
However, this approach assumes that the secondary transmitter has complete and perfect knowledge of the current state and probabilistic model of the primary transmitter/receiver pair, limiting its applicability. For example, while it is likely that the secondary might read ACKs for the primary system, it is unlikely that the secondary will have knowledge of the pending workload of packets at the primary transmitter or will know the distribution of packet arrivals at the primary transmitter.
In this paper we address this limitation by developing an on line learning approach that uses only observable state information and that approximately converges to the optimal secondary control policy. The observable state information is a subset of the complete state of the primary system and thus will result in a loss in performance when compared to interference mitigation approach under full information. Simulations suggest however that this loss in secondary performance is relatively small.
We center our analysis on a network with a single primary user storing packets in a finite-buffer and implementing Automatic Retransmission reQuest (ARQ). We will show that when the secondary user has access to the observable state of the network, an on line algorithm can obtain performance similar to an off line algorithm with complete state information.
The rest of this paper is organized as follows. Section II describes the network model. The Markov process modeling the state of the network and the optimization problem are provided in Section II-B. The reduced state space representing the perceived network state at the secondary user is defined in Section III. Section IV presents the on line learning algorithm. Numerical results are discussed in Section V. Section VI concludes the paper.
II. NETWORK MODEL, OBJECTIVE AND CONSTRAINTS
We consider an interference mitigation scenario, where the secondary users are allowed to superimpose their transmissions onto those of the primary users, and the network dynamics are modeled by means of a homogeneous stochastic process. In interference mitigation the secondary user is constrained to no more than a fixed maximum degradation of the primary's performance. This is in contrast to the white space approach which places a maximum on the probability of collision, but not on the overall impact of the secondary user's degradation to the performance of the primary. In the following, constraints on the minimum packet delivery probability and minimum average throughput achieved by the secondary users are defined.
These approaches illustrate two fundamental aspects of cognitive networking in dynamic environments:
• control protocols implemented by primary users react to the interference generated by the secondary users, and therefore the stochastic process modeling primary users' state depends on secondary users' strategy; • while in traditional white space approaches the strategy is based on a binary idle/active representation of the primary user network, if primary users implement control mechanisms, then the optimal strategy must be defined on the, typically non-binary, state space induced by those mechanisms. Figure 1 depicts our model. The primary has a finite buffer and implements an ARQ protocol. This protocol reacts to the interference from the secondary. the secondary in turn senses this reaction and adjusts its behavior. The result is a stochastic interference process that is a function of the protocols implemented by both the primary and the secondary.
Section II-A, II-B and II-C describe in detail primary and secondary link operations and protocols, the stochastic model of the network and the optimization problem, respectively.
A. Network Description
The primary source stores packets to be sent to the primary receiver in a finite buffer of size B packets. Packets arrive in the buffer according to a Poisson process of intensity λ. In order to improve packet delivery probability, the primary source implements an ARQ error control protocol with finite retransmissions. Therefore, decoding failure at the primary receiver triggers retransmission of the packet currently being served by the primary source, unless the maximum number of packet's transmissions F has been reached. After F transmissions, a packet is removed from the buffer and returned to the higher layers, either if it was successfully delivered or the receiver failed the last retransmission. The primary receiver transmits a short ARQ feedback packet reporting successful/failed decoding of each primary source's data packet transmission.
For the sake of simplicity, the secondary source is assumed to be backlogged. Moreover, according to the common characterization of secondary users as best effort opportunistic users, it is assumed in the following that the secondary source transmits its own packets only once. 3 After each secondary source's transmission, the secondary receiver feeds back whether or not it successfully decoded its intended packet. The system operates in slotted time t={1, 2, 3, . . .}, where slot t is associated to the time interval (t−1)τ, tτ and τ denotes the duration of a slot. Packets have a fixed size of Lbits, and transmission of a packet plus its associated feedback message fits the duration of a slot. 4 We assume that the primary source accesses the channel in slot t to transmit a packet if its buffer at time (t − 1)τ + is non-empty. The probability that the primary receiver fails to decode a primary source's packet if the secondary source is idle and the secondary source transmit is equal to ρ and ρ * , respectively. Analogously, the probability that the secondary receiver fails to decode a secondary source's packet if the primary source is idle or if the primary source transmits is equal to ν and ν * , respectively.
5

B. Stochastic Model
The network can be modeled as a Markov process Φ={Φ 0 , Φ 1 , Φ 2 , . . .}, where Φ t , t=1, 2, . . ., takes values in the state space X . The state Φ t is described by the pair (b t , f t ), with b t ∈{0, 1, . . . , B} and f t ={0, 1, . . . , F }, where b t is the number of packets in the buffer at the beginning of slot t and f t is the ARQ transmission index of the packet currently being served by the primary source. 6 Thus, the state space is X ={1, . . . , B}×{1, . . . , F } ∪ {0, 0}, where state {0, 0} corresponds to an empty buffer. Since the secondary source is assumed to have a packet to transmit in every slot and does not implement ARQ, then its state does not need to be tracked.
The state transition probabilities are described by
where u t ∈{0, 1}=U is the action of the secondary source in slot t, and u t =0 and u t =1 correspond to idleness and transmission of the secondary source, respectively. 
C. Optimization Problem
Define the cost functions x i (φ, u) : X × U → R as the average cost incurred by the Markov process in state φ∈X if action u∈U is chosen, and the time averages
where u={u 1 , u 2 , . . .} is the sequence of actions of the secondary source and t (Φ t , u t ) is an exogenous random variable that depends both on the state and the action at time slot t.
In particular, we define
where B ν and B ν * are binary random variables with parameters ν and ν * that represent the failure probability of the secondary user under the transmission or no-transmission of the primary user respectively. It is easy to see that X 0 (u) is equal to 1−Θ s , where Θ s is the normalized throughput achieved by the secondary source under control u. Similarly, X 1 (u) is 1−Θ p , where Θ p is the normalized throughput achieved by the primary source under control u.
We also define
Thus, X 2 (u) can be interpreted as the fraction of time slots in which the primary source fails the last allowed transmission and the packet would not be delivered and X 3 (u) 7 is the fraction of time slots where the primary begins the service of a new packet. In this paper we define the failure probability as the average ratio of dropped packets after F retransmission, to the total number of new packets sent 8 , one can see that X 2 (u)/X 3 (u) is equivalent to the failure probability of the primary source's packets. 9 The optimization problem is then 7 Note that X 3 (u) is not a function of 8 Failure probability can also be also seen as the probability that the F -th transmissions of a new packet fails. 9 Note that X 2 (u) alone is not the failure probability. Consider the case where the primary sends a single packet in the first F time slots and all of these transmissions fail (let ρ = ρ * = 1) and it stays quiet ever after. In this case X 2 which is the expected portion of time slots that primary fails would be zero (simply because its one divided by infinity), while the failure probability is not zero(in fact it is one). defined as
Therefore, the secondary source selects the control sequence u for maximizing its own throughput, with constraints on the minimum normalized primary source's throughput of 1 − γ 1 and the maximum failure probability of primary source's packets γ 2 . It is shown in [11] that the optimization problem in Eq. (6) is solved by a stationary randomized policy μ(φ, u):X ×U→R with a number of randomizations equal to or fewer than the number of independent constraints. Here μ(φ, u) corresponds to the probability that action u∈U is selected in state φ∈X . The optimal policy can be found as the solution of an appositely defined Linear Program [10] , [11] .
III. STATE KNOWLEDGE The offline solution of the optimization problem requires full knowledge of state Φ t , which corresponds to the ARQ and queue state of the primary source, as well as knowledge of the transition probabilities and cost functions. However, the full knowledge of Φ t requires an explicit exchange of information.
We address this limitation in two steps. First, by assuming that the secondary only has information about what can be directly observed about the primary, and second, by using an on line learning technique that learns the necessary parameters without requiring knowledge of the transition probabilities.
By sensing the channel, the secondary source detects the existence of the primary source's signal. Since the primary source would be idle in slot t only if Φ t =(b t , f t )=(0, 0), i.e., it has an empty buffer, the secondary source can distinguish state (0, 0) from any other state. Therefore, channel sensing provides to the secondary source a binary representation of the buffer in slot t, i.e., b t =0 if the primary source is idle and b t >0 if the primary source transmits.
Moreover, if b t >0, the primary source can retrieve the ARQ state f t by overhearing the header of the packet sent by the primary source. In fact, the header includes the sequence number of the packet, which increases if the transmitted packet is a new one and remains the same if it is a retransmission. Therefore, the secondary source can exactly estimate f t by spending a small fraction of the slot overhearing the primary source's transmission.
As a consequence of the previous discussion, in practical scenarios the secondary source perceives a reduced state space induced by a binary empty/non-empty representation of the queue state, and an accurate representation of the ARQ state. In particular, the secondary source bases its strategy on the state space {0, 1, . . . , F }, where state 0 corresponds to (0, 0) and state f>0 is associated with the state aggregate (b, f ), with b>0.
Finally, the functions x i (Φ t , u t , (Φ t , u t )) are directly observable at the secondary source by ACK/NACK messages decoding.
It is shown in the following section via numerical results that this partial knowledge is sufficient to implement a learning algorithm operating close to the limit provided by full state knowledge.
We remark that by partial knowledge, we do not mean that the secondary source has a noisy observation of the state, but rather that, due to practical limitations, the secondary source has exact knowledge of only a fraction of the state. Noisy feedback, sensing and header decoding may limit the accuracy of state and cost estimation.
IV. LEARNING ALGORITHM
Most approaches to optimal control require knowledge of an underlying probabilistic model of the system dynamics which requires certain assumptions to be made, and this entails a separate estimation step to estimate the parameters of the model. In particular, in our optimization paradigm (6), the optimal randomized stationary policy can be found if the failure probabilities ρ, ρ * , ν, ν * are known to the secondary user, together with the full knowledge of state Φ t . The other implicit assumption here is that these failure probabilities are fixed and they are not changing in time. This assumption also might not be true in general, especially when the users are mobile or when the channel conditions change in time. In this section we describe how we can use an adaptive learning algorithm called R-learning to find the optimal policy without a priori knowledge about our probabilistic model.
The R-learning algorithm is a long-term average reward reinforcement learning technique. It works by learning an action-value function R t (φ, u) that gives the expected utility of taking a given action u in a given state φ and following a fixed policy thereafter. Intuitively, the R-function captures the relative cost of the choice of a particular allocation for the next time-step at a given state, assuming that an optimal policy is used for all future time steps. Like its counterpart Q-learning, R-learning is based on the adaptive iterative learning of R factors. In order to use R-learning for our problem, we need to convert the constrained MDP problem (6) to an ordinary MDP with no constraints by solving the dual problem with the introduction of Lagrange multipliers for each constraint. Define
where l 1 , l 2 are the Lagrange multipliers for the primary sources throughput constraint and constraint on the maximum failure probability of the primary sources, respectively. These Lagrange multipliers can be interpreted as the prices that we put for violating constraints. Now the dual problem is to maximize J * (l 1 , l 2 ) with respect to prices l 1 , l 2 . First note that for a particular choice of prices l 1 , l 2 , the optimal policy for (7) can be found by following the standard R-learning algorithm. Note that when we fix l 1 , l 2 , the solution of (7) is equivalent to finding the optimal stationary policy for an infinite horizon average cost problem of the form
where
Here, c i (.) is the immediate cost function at time slot t for the action u t , given that we are in state Φ t . The R-learning algorithm for solving (8) consists of the following steps[s1]: 1) Let time step t=0. Initialize all the R t (Φ, u) values (say to 0). Let the current state be Φ. 2) Choose the action u that has the highest R t (Φ, u) value 10 with some probability, say 1 − α t , else let u be a random exploratory action. In other words let
3) Carry out action u. Let the next state be Φ , and the cost from (9 ) be c i (Φ t , u t , t ) . Update the R values and the average costC using the following rules:
4) Set the current state to Φ and go to step 2. Here 0≤β r ≤1 is the learning rate controlling how quickly errors in the estimated action values are corrected, and 0<β c <1 is the learning rate for updatingC. Convergence of R-learning requires that all action-state pairs should be visited infinitely often. Hence, all potentially important action-state pairs must be explored and this is usually done in practice via the exploratory factor α t in step 2. Note that the average costC is updated only when a non-exploratory action is performed. After the convergence, the optimal decision that the algorithm takes at state Φ t is equal to arg max u R(Φ, u). For fixed values of the prices l 1 , l 2 , if each action-state pair is visited an infinite number times and the learning rates β r , β c are decayed appropriately, the above learning algorithm will converge to the optimal strategy [12] , [13] . Now in order to solve the dual problem completely, we need to find the optimal prices l 1 , l 2 that can be done on line with a minor change in step 3 of the algorithm. Utilizing the stochastic subgradient method, we can update the prices at each iteration by adding these updates at step 3:
where, [ · ] + is equivalent to max( · , 0) and β l1 , β l2 are constant step sizes for updating the Lagrange multipliers. In the next section, we discuss briefly why we choose constant step sizes instead of the more typical shrinking step sizes.
V. NUMERICAL RESULTS
In this section we illustrate the performance of the proposed learning algorithm in Section IV. We will also discuss some implementation problems of the proposed R-learning algorithm. We use the network model described in Section II and run the proposed learning algorithm in Section IV for two different scenarios. One is the case when the secondary user can completely observe the state of the system, i.e. it has access to both b t and f t . The other case is when the secondary source can only detects the existence of the primary source signals plus the retransmission state f t through sensing the channel. This later scenario is more practical since it can be implemented without any exchange of information as we discussed in Section III. The goal is to compare the performance of the learning algorithm in these two scenarios and to see how much we lose by having partial information about the buffer state of the primary.
Throughout the simulation we assume that the buffer size of the primary source is B = 6 and the maximum retransmission time is F = 4. We set the failure probabilities for the transmission of the primary source ρ = 0.2, ρ * = 0.5, depending on the fact that secondary is silent or not, respectively. Similarly, the failure probabilities of the secondary source are set to be ν = 0.3 and ν * = 0.5. Note that these failure probabilities are not known at the secondary source and it has to learn the optimal policy without any assumption on these parameters in advance. We also restrict the failure probability of the primary source to be less than 0.02 and the goal is to maximize the throughput of the secondary source. Figure 2 shows the convergence of the failure probability for the primary source throughout the iterations in the first scenario when the learning algorithm has full knowledge of the state when the arrival rate of the packets was set to 0.4. Figure 3 illustrates the value of the Lagrange multiplier associated with the constraint we have for failure probability of the primary source. According to [12] , the optimal random policy of an MDP with one constraint is a probabilistic mixture of two deterministic polices taken with probabilities p 1 and 1 − p 1 which depends on the constraint in the optimization problem. One observation that we had in our simulations, that can be seen also in Figure 2 , is that the Lagrange multiplier does not converge fully and it starts bouncing back and force in an interval. We conjecture that this behavior leads to an indeterministic policy in time that might be close to the optimal randomized policy of the constrained MDP. Verifying this observation and obtaining the conditions under which we can find the optimal randomized policy with this method is a subject of our current research. Figure 4 compares the performance of the learning algorithm in two scenarios when we have full knowledge of the state space with the case that the secondary source has only a binary representation of the buffer at each time slot. For both scenarios, the achieved throughput of the secondary source is plotted for different arrival rates. Note that the performance of the secondary source, in term of throughput, decreases with increasing the arrival rate of the primary source. This is mainly because of the fact that increasing the traffic of the primary sources will decrease the opportunity of the cognitive network for utilizing white spaces.
As we can see in Figure. 4, in later case where we have limited observation, the average throughput loss compared to the full state knowledge case is near two percent. It can be observed that the cost functions only the empty/non-empty binary representation of the queue, which is directly observable by the secondary source. Therefore, the approximation lies in the steady-state distribution of the state aggregates resulting in a certain cost function measured by the secondary source. However, the relatively small difference between the performance of the learning algorithm under full and partial state knowledge shows that the reduced state space is a good representation of the full state space.
VI. CONCLUSIONS
We propose an on line learning approach to interference mitigation for cognitive networks. Our approach relies only on the observable states of the primary transmitter and uses R-learning to converge to nearly optimal secondary transmitter control policies. We show that how the secondary source can retrieve an important part of the state by combined channel sensing, with reception of primary packets header and ARQ messaging. Numerical simulations suggest that this approach offers performance that is close to the performance of the system when complete system state information is known. This work is a stepping stone towards designing a practical MAC protocol for the cognitive users with limited and possibly noisy observations of the state of the primary network.
