Linear depolarization measurement capabilities were added to the CANDAC Rayleigh-Mie-Raman lidar (CRL) at Eureka, Nunavut, in the Canadian High Arctic in 2010. This upgrade enables measurements of the phases (liquid versus ice) of cold and mixed-phase clouds throughout the year, including during polar night. Depolarization measurements were calibrated according to existing methods using parallel-and perpendicular-polarized profiles as discussed in McCullough et al. (2017) . We present a 5 new technique that uses the polarization-independent Rayleigh elastic channel in combination with one of the new polarizationdependent channels, and show that for a lidar with low signal in one of the polarization-dependent channels, this method is superior to the traditional method. The optimal procedure for CRL is to determine the depolarization parameter using the traditional method at low resolution (from parallel and perpendicular signals), and then to use this value to calibrate the highresolution new measurements (from parallel and polarization-independent Rayleigh elastic signals). Due to its use of two 10 high-signal-rate channels, the new method has lower statistical uncertainty, and thus gives depolarization parameter values at higher spatial-temporal resolution by up to a factor of 20 for CRL. This method is easily adaptable to other lidar systems which are considering adding depolarization capability to existing hardware.
Introduction
The Polar Environment Atmospheric Research Laboratory (PEARL, at 80 • N, 86
• W) has more than 25 15 instruments dedicated to in situ and remote sensing study of atmospheric phenomena in a location on Earth where few measurements are available. PEARL is located in Canada's High Arctic at Eureka, Nunavut.
With climate changes magnified at such latitudes, PEARL's measurements give a valuable contribution to global atmospheric and environmental science.
The Candac Rayleigh-Mie-Raman Lidar (CRL) was installed in 2007 at PEARL (Nott et al., 2012) .
Linear 532 nm depolarization capabilities were added to the lidar in 2010 with the addition of a beamsplitter, a Licel Polarotor rotating polarizer, and a photomultiplier tube detector. McCullough et al. (2017) discusses the calibration and first results of this addition, using the depolarization parameter, d, found using traditional methods. The depolarization parameter is the fraction of backscattered light which has 5 become unpolarized through scattering interactions with the atmosphere (Gimmestad, 2008) . Calculation methods in McCullough et al. (2017) were based on parallel-polarized (with respect to the outgoing laser plane of polarization as the beam exits the roof) and perpendicular-polarized measurement profiles which, at CRL, are made using a single PMT and a rotating prism which allows through light of each polarization plane on alternate laser shots.
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In the CRL, optics upstream of the depolarization channel act as a partial polarizer. The optics strongly attenuate the portion of the backscattered lidar intensity which is accepted by the perpendicular channel (which is half of any backscattered intensity which has become unpolarized), while attenuating by only a small amount the intensity which is accepted into the parallel channel (the other half of the backscattered light which has become unpolarized, plus all backscattered intensity which remains polarized parallel to 15 the transmission plane). The maximum signal in the parallel channel would be much greater than the maximum signal in the perpendicular channel, even without the partial-polarizer effects of the CRL's receiver optics. The CRL's optics exacerbate this effect by a factor of approximately 21 times (McCullough et al., 2017) . This signal mismatch on the PMT, and very low signal rates in the perpendicular measurements, are detrimental to traditional calculations of d. Traditional depolarization parameter calculations are sim-20 ple to calibrate, but require long integration times and/or integration over large range scales (relative to the time and altitude scale of variation within the clouds) to produce acceptable uncertainties in the calculated values. The end result is an intermittent, relatively low resolution determination of d. The depolarization parameter determined in the traditional manner using the parallel and perpendicular measurements will, in this paper, be called d 1 .
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The inclusion of an additional CRL measurement channel in the calculations proves helpful, and opens the possibility of a new calculation technique for determining d. Since 2007, CRL has included a polarizationindependent Rayleigh elastic measurement channel at the same wavelength as the new depolarization channel. This polarization-independent channel has very high signal rates, and a high signal-to-noise ratio (SNR). It was posited that since all light backscattered to the lidar can be decomposed into parallel and perpendicular components, that a linear combination of the signals in the parallel and perpendicular channels should be related to the signal measured in the polarization-independent Rayleigh elastic channel, which accepts light of all polarization planes. This would allow a measurement of d which is not as dependent on the low SNR polarization-dependent measurements. The main advantages of the methods presented here are as follows:
1. We can determine d excluding the low-SNR polarization-dependent channel altogether.
2. We have the flexibility to include simultaneous information from the low-SNR polarization-dependent channel (the perpendicular channel for CRL) at low resolution to calibrate and improve the calculations of d at high resolution from the high-SNR polarization-dependent channel (the parallel channel for CRL) and the high-SNR polarization-independent channel.
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We are not the first to propose a three-channel depolarization technique, but these other methodologies could not be implemented on the CRL measurements. Principally, this is because there is differential overlap between the CRL channels. Reichardt et al. (2003) , henceforth R2003, uses the same three channels we propose here, but in characterizing the optical effects in each channel, accounts only for differences in efficiency. They assume that all optical elements leading to each polarization analyzer have at most 15 the action of a partial polarizer, and assumes that there is no differential overlap between any measurement channels. Their efficiency ratios V 1,2,3 (required to be "known" constants for the R2003 method) are, for CRL, functions of differential overlap, and therefore vary with altitude, lab temperature, and laser beam alignment. Freudenthaler (2016) , henceforth F2016, describes detailed calibrations for a number of specific polarization lidar systems, some of which use a polarization-dependent channel with a 20 polarization-independent channel, but none of which sufficiently describe the CRL system. Similar to the R2003 method, the methods in F2016 do not allow for the significant differential overlap contribution in the case of the CRL.
In both the R2003 method and the F2016 methods, all measurement channels are used simultaneously at identical time and altitude resolutions, and no discussion is made of the impact of having one channel 25 with much lower SNR than the others. The method shown in this paper allows for more flexibility in this regard, and can be adapted to many types of lidar systems.
Here, we present an extension to the Mueller Matrix algebra demonstrated in McCullough et al. (2017) for the parallel and perpendicular channels to the polarization-independent channel. We then show that it is possible to determine the depolarization parameter d using only the parallel and polarization-independent 30 channels, plus two calibration factors which must be measured. This scheme, which avoids use of the low signal-to-noise ratio perpendicular signals, yields a depolarization parameter with much higher spatial and temporal resolution than that produced by the traditional method. The disadvantage is that multiple calibration factors are required, at least one of which varies in altitude and time. When calculated using the new method, the depolarization parameter will be referred to as d 2 .
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Sky depolarization is neither dependent on the lidar nor on the way in which the lidar is calibrated, and
We can therefore use the the intermittent low-resolution traditional depolarization parameter measurements (d 1 ) to determine the calibration factors required for the calculation of the depolarization parameter at high spatial and temporal resolution (d 2 ), including tracking the changes in space and time of the calibration factors. This scheme proves to be the most advantageous method for determining the 10 depolarization parameter using the CRL lidar, or in general any lidar in which one of the polarized measurement channels has very low signal rates. shows some of the nuances in choosing a selection region for the d 1 values which are used in these 15 calibrations based on atmospheric conditions. A more detailed examination of specific case studies using this method is available in McCullough's PhD thesis (2015) .
The paper concludes with a discussion and suggestions for future work. The three-channel combined method advocated here is a powerful procedure which allows vastly improved depolarization parameter measurements at CRL, with lower uncertainty and higher spatial-temporal resolution, all with zero extra 20 cost for equipment upgrades or negative impact on the other measurement channels in the lidar. The development shown here is easily adaptable to any similar lidar, and to any lidar with a single unpolarized, and single polarized channel. Traditionally, the depolarization parameter d is calculated using a combination of parallel and perpendic-25 ular polarized measurements, as in Eqn. (1) (e.g. Gimmestad (2008) , and as used in McCullough et al. (2017) ):
in which: S ⊥ is the corrected signal measured by the perpendicular channel, S is the corrected signal measured by the parallel channel, k is the depolarization calibration constant, which is the ratio of the gains of the parallel and perpendicular channels. All signals S have gone undergone the processes of correction for pulse pile-up (photon counting detection), correction for voltage scaling (analogue detection),
merging of photon counting and analogue measurements into a combined profile, co-adding of profiles in time and altitude, and background subtraction. An example of such signals is shown in Fig. 1 . In this work, the depolarization parameter calculated using this parallel-perpendicular method will be indicated as d 1 . Fig. 2 provides some examples of d 1 as measured by CRL.
Calibration of d 1
Lamp and laser calibrations described in McCullough et al. (2017) introduce unpolarized light (simulating 5 d = 1 from the sky) to the receiver. Solving Eqn.
(1) for k, with d 1 set to unity, gives:
Measurements show that k = 21.0±0.2 for CRL. This value does not change from day to day. Indeed it has been shown to be stable at CRL for several years. It depends only on the partial polarizing effects of the receiver's optical components and, in lidars which have separate PMTs for the parallel and perpendicular 10 measurement channels, PMT gain. , and polarization-independent Rayleigh elastic (lower panel) channels. The corresponding absolute uncertainties, in units of photocounts, are plotted in the right column of panels. All data points with a signal to noise ratio less than 1 have been removed and are coloured white. Because of the combined photon counting and analogue measurements at CRL, these uncertainties are not simply the standard deviation of the photocounts reported in the left column of plots. Resolution is 20 min × 7.5 m.
an example of coadded count rates in each channel at a resolution of 20 min × 7.5 m. At best, CRL can 20 produce only values of d 1 with either low time resolution, or low altitude resolution. Cloud properties can change on the vertical scale of metres (e.g. for liquid layers within ice clouds), and minutes (depending on the speed of the clouds carried over the lidar's location), so the utility of cloud depolarization measurements is linked to the resolution at which they can be acquired. The general requirement for high spatial and temporal resolution in determining cloud microphysical parameters such as liquid water content is 25 stated by numerous authors. Requirements for sub-100 m sampling are given by Mioche et al. (2017) , Loewe et al. (2017) , and Hogan et al. (2003) , with requirements on the scale of 50 m given even earlier by Ramaswamy and Detwiler (1986) and Korolev et al. (2007) , and recently by Sotiropoulou et al. (2014) and Solomon et al. (2015) . Averaging the depolarization parameter measurements over too large an area of time and space smears localised values of low and high depolarization to an appearance of a smooth region with an intermediate value. Incorrect interpretations of such over-averaged measurements are inevitable, as shown by the analysis of CALIOP satellite lidar measurements in Cesana et al. (2016) .
Even with substantial co-adding of bins, there are frequently regions of the time-altitude measurement 5 space (particularly at higher altitudes, where atmospheric density is lower) for which the CRL perpendicular measurement channel has too few counts to make a calculation. There are commonly measurement bins for which zero photons are measured, leading to intermittent calculated d 1 values.
3 Using Parallel and Polarization-Independent Rayleigh Elastic measurements to calculate d 2
The depolarization parameter may be calculated in an alternate manner using the parallel and polarization-10 independent Rayleigh elastic channels. In this work, the depolarization parameter calculated using the parallel and polarization-independent signals will be indicated as d 2 . For CRL, count rates in each of these channels are much higher than the maximum count rates in the perpendicular channel, by a factor of 10 to 50 for parallel and by a factor of 200 for polarization-independent. Less co-adding leads to higher resolution calculations of the depolarization parameter d 2 . 
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in which: S and S ⊥ are the signal rates measured in the parallel and perpendicular channels, respectively, G P M T and G P M T ⊥ are the combined gains (or attenuations) of the focusing lens, interference filter, and photomultiplier tubes for each channel (where G P M T = G P M T ⊥ for CRL as they share the same PMT and associated optics), b is an arbitrary gain factor used to normalize the atmospheric scattering matrix,
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O ⊥ (z) is the overlap function, containing all height-dependent variations in lidar signal, and named for the largest of these contributions which is the geometric overlap function, I laser is the laser intensity, channel focuses differently onto its PMT.
The signal rate S R in Eqn. (7) is the intensity element of the Stokes vector I R :
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The goal is to determine an expression for the depolarization parameter using only the signals from the parallel and polarization-independent Rayleigh elastic channels, S and S R . First, the polarization- independent channel's signal equation (7) is solved for bI laser (a quantity which can not be truly known during any given measurement and thus we desire to eliminate it):
Substituting Eqn. 8 into the parallel channel's signal equation (3) and solving for the depolarization pa-5 rameter (now labelled d 2 ):
in which: S and S R are measurements, while M xx , T xx , G P M T and G P M T R must be determined by calibration measurements. Overlap functions are in general difficult to determine for lidars. Here, the "overlap function" O(z) includes both geometric overlap (varies in altitude and time) as well as any other factors which vary in altitude (though they may be constant in time). The overlap function will be eliminated where possible, and available means will be used to determine it via calibration otherwise.
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Five calibration factors are thus needed:
T 00 M 00
; and
. Some information is already known: from polarized and unpolarized white light characterization tests in McCullough et al. (2017) , which found
= 0.91 ± 0.002 for CRL. Thus, each channel has a different gain, indicated by M 01 = M 00 . Further, M 11 = M 00 and M 01 = M 10 , indicating an absence of cross-talk between the parallel and perpendicular channels; no parallel-polarized light gets into the perpendicular profiles, 20 and vice versa. Detailed characterizations carried out with polarized light introduced to the receiver at a variety of angles show that if there is any sensitivity to polarization in the "polarization-independent" Rayleigh elastic channel, this effect is orders of magnitude smaller than the uncertainty in routine lidar measurements and does not affect analyses (Appendix A). As the CRL polarization-independent Rayleigh elastic channel has been shown to be insensitive to changes in polarization (i.e. responds independently 25 of polarization of incoming light), T 01 = 0. Were this not the case, its signal would depend on the depo-larization effects of the atmosphere. Therefore, the equation for d 2 simplifies to:
None of M 00 , M 10 , and T 00 is needed individually. Nor is any individual overlap function O(z) required, although a ratio of these is included. The ratio of overlap functions is unlikely to be stable in time, and this 5 must be taken into account when calibrating. We require only two calibration factors:
, which is stable in time and has already been determined, and
, which can vary and will likely require more frequent calibrations. For clarity, we define a new variable Y (z) =
, such that
3.1 Calibration of d 2
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The calibration profiles Y (z) must be determined before d 2 can be calculated. Unlike all other calibration terms in the equation for depolarization parameter using the d 2 setup, Y (z) may vary with altitude. It contains the overlap functions O ⊥ (z) and O R (z) in a ratio indicating the differential overlap between the polarization-independent and the depolarization photomultiplier tube viewing geometries. Equation (13) is solved for the calibration profile:
In order to set d 2 = 1 in Eqn. (14), enabling us to solve for Y (z), a glassine waxed paper depolarizing sheet is placed over the lidar's roof window, which depolarizes all backscattered light as it enters the lidar receiver (McCullough et al., 2017) . The lidar is then operated as normal, using the laser beam backscattered from the sky as a light source. A lamp will not suffice for this calibration, because of the 20 altitude-dependence of the calibration profile we seek. The calibration calculation with the depolarizedlidar setup becomes:
Since it is possible to change gain settings on the parallel PMT from time to time, it may be desirable to keep
as a term in d 2 calibrations. In that case, an identical unpolarized white light calibration may be done while solving Eqn. (13) for the entire term
. This large calibration term could then be applied to measurements taken the same day as the calibration. This possibility is not explored further here, as
= 0.91 ± 0.002 was not changing for CRL during the measurement period in question.
Advantages and disadvantages of d 2

5
There are more practical considerations for the d 2 calibration than there are for the d 1 calibration. The glassine sheet attenuates all signals, and it is important to have calibration measurements from all relevant lidar heights (for CRL preferably up to 10 to 20 km altitude). Thus, particular atmospheric situations are helpful during the calibration, especially those with highly backscattering clouds at mid and high altitudes.
It takes several hours to do this measurement to build up a good calibration profile.
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A critical disadvantage is that the "constant" profile Y (z) contains overlap functions which could change with time, such as each time the laser beam is realigned to the sky, and when there is a change in laboratory temperature. Therefore Y (z) must be determined each night (unless experience shows that a less frequent calibration suffices), by putting a depolarizing sheet over the lidar, accumulating sufficient counts (which are attenuated during the calibration) to determine the calibration profile, then removing the sheet, and 15 making actual measurements of the atmosphere for the remainder of the night. Realistically, CRL can be calibrated in this way or it can measure the atmosphere, but not both in any given night. If the calibration profiles are determined to be sufficiently constant from night to night, this calibration method could be used every couple of days in between days of good measurements. (In this case, an uncertainty will be introduced to d 2 , which can be estimated by examining the typical variation in profiles of Y (z) and prop-20 agating this value through the equations for d 2 . Each lidar retrieval's tolerance for additional uncertainty in its d 2 calculations will determine the level of variation which can be tolerated in Y (z)).
While possible for a lidar with a local operator, this procedure is not practical for a remotely operated instrument such as CRL. Nonetheless, d 2 offers attractive advantages due to the higher signal rates involved:
The resolution of d 2 far exceeds that of d 1 for CRL, and measurements are available to higher altitudes. It A more advantageous approach is to combine the efforts of these two methods, using the low-resolution 4. Parallel and polarization-independent measurements are then coadded to their optimal time and al-5 titude resolutions. Their higher photocount rates mean that less coadding is required to achieve the same signal to noise that is possible with the perpendicular measurements at low resolution.
5. Finally, the single Y (z) profile for the night is applied to each profile of the high resolution parallel and polarization-independent signals to calculate d 2 . The result is that the d 2 values calculated in this way can have higher resolution, and retain more data points, than d 1 .
The method described here is most advantageous for CRL's depolarization calculations, as demonstrated in the following sections.
Measurements to demonstrate the three-channel method
A night of regular-operations measurements (i.e. not a special calibration run) on 10 March 2013, with measurements made in all three channels (parallel, perpendicular, and polarization-independent), is used 15 for this demonstration.
Signals and uncertainties in each channel
The the signal-to-noise ratios in the latter two channels are far superior to that in the perpendicular channel.
The absolute uncertainties include the statistical measurement uncertainties carried through the described processing using standard error propagation methods. Because of the combined photon counting and analogue measurements at CRL, these uncertainties are not the simply the standard deviation of the pho-5 tocounts reported in the top row of plots, although this element is the dominant contributor to the overall uncertainty values. The statistical uncertainty of the merged profiles has been discussed in McCullough (2015).
Depolarization parameter d 1 as determined by the traditional method
The depolarization parameter d 1 is determined using the parallel and perpendicular measurements follow- 
Determining the calibration profile Y (z)
Next, the polarization-independent channel is brought into the evaluation, and the calibration profile Y (z)
is determined. 
Calculations of Y (z) for each data point
Using Eqn. (14), a value of Y (z) is determined for each data point in time and altitude, based on the Fig. 2 . The results and their uncertainties are given in Fig. 3 . The uncertainties are calculated assuming uncorrelated errors, using standard error propagation methods. tainty reduces drastically as a large number of profiles are combined (just as for any co-adding procedure).
A smooth profile was desired so that the profile would not be unduly influenced by small clouds, etc. A 10-point moving-average filter was applied to the mean profile to smooth it in altitude.
A number options were tested to determine the optimal profile of Y (z) with altitude, and acceptable results were found using a powerlaw fit to the entire profile, as shown in This fit has R 2 = 0.998 and the root mean square error is RMSE = 1.523 (compared to the values of Y (z) = 400 at its largest point, and around 40 to 50 at its smallest).
In Fig. 4 , four curves are plotted over the individual profiles: the mean profile; the upper and lower bounds on the mean profile based on the mean profile's uncertainty; the power-law fit function; and the 25 upper and lower bounds on the power law fit function based on the root mean square error in the fit itself.
Note that the root mean square error in the fit dominates the error in the mean profile. It was determined that the measurement error in the mean profile could be neglected in the fitting process for this reason.
This quantity is quite stable over the course of the night, indicated by the near coincidence of all profiles plotted in each panel of Fig. 4 , and the lack of a trend in time at any altitude in Fig. 3 . 
Variation in the profile Y (z) with changing co-adding resolution and with different dates
To check whether the profile of Y (z) with altitude is different depending on the co-adding of the original 10 data, the calibration procedure was carried out for the following resolutions of 10 March 2013 data:
(10 min × 7.5 m), (20 min × 7.5 m), and (10 min × 37.5 m). To check whether the profile changes with time on scales longer than one day, data from 11 March 2013 and 14 March 2013 were also examined, mostly at 20 min × 7.5 m resolution. The general form of these fits is unchanging for these days in
March 2013, as shown in Fig. 6 . This suggests that it is appropriate to use the calibration profile from one day to make d 2 measurements from a nearby day. This could be useful if the perpendicular channel is unavailable for one day for some reason. Also, there are certain sky conditions which are not well- day containing just such a situation. In that case, a nearby day's calibration may be preferable to its own day's calibration.
Determinations of d 2 at low resolution
A sample from 10 March 2013 is given in Fig. 7 , with d 2 calculated using Eqn. (13) and the calibra- 
Determinations of d at higher resolution
Using the traditional method, d 1 is calculated a higher resolution of 10 min × 7.5 m, keeping only data for which photon count signal-to-noise > 1 and for which absolute d 1 uncertainty < 0.2. The resulting plots in Fig. 9 readily show a deterioration in interpretability as compared to the plot using the lower resolution 5 20 min × 7.5 m values of d 1 (calculated in Sect. 5.2). There are large differences in data coverage at this higher resolution, and there are atmospheric features which are no longer able to be discerned. These photocounts have been dead-time corrected, coadded, and background-subtracted.
The d 1 depolarization parameters are presented with uncertainty and relative uncertainty in Fig. 12 .
Individual Y (z) calculations are made next for each time-altitude measurement point for the entire time and altitude range for this day. These are plotted in Fig. 13 . The analysis of determining a representative calibration profile for this day, and using it to calculate d 2 , was performed twice: Once including all the data (Box A in Fig. 13 ; Panel a in Fig. 14; Fig. 15 ), and again taking into account only regions without thick clouds (Box B in Fig. 13 ; Panel b in Fig. 14; Fig. 16 ). We can see at once that using the whole region (Box A) will not be appropriate: the value of Y (z) at particular altitudes, such as at 1000 m, is not constant throughout the time series. taken to understand which data are trustworthy, which are less so, and the geophysical reasons for this.
Discussion
The depolarization parameter obtained from our new method, that depolarization parameter measurements be sensitive at these spatial scales, which are on the order of metres. Low uncertainty is vital if one is to examine small differences in the depolarization parameter within specific clouds. The increased altitude range of the d 2 measurements has different advantages.
There are instruments at Eureka which measure whole-column quantities (having no altitude resolution).
The d 2 measurements to higher altitudes, capturing more of the relevant clouds and aerosols in its data (including those missed by d 1 , but which are certainly captured by the whole-column instruments), will allow a more reasonable comparison with these range-integrated data products. Finally, once sufficient depolarization measurements have been made, survey-type investigations may be done to examine the 5 relative frequency and coverage of various types of clouds; this can only be done well if the lidar can see the clouds. This is bound to be a more thorough survey when done using the d 2 product than it is using the d 1 product which misses data from many regions of the atmosphere.
The first example showing the advantages of using d 2 rather than d 1 is 10 March 2013, which shows one cloud near the start of the day extending from 3000 m to 5000 m altitude (see Figs. 2, 7, 9 , and 10).
10
There are several smaller clouds between 5000 m and 6000 m a few hours later. The d 2 measurements are required to identify fine scale cloud structure and allow depolarization parameter to be determined at low altitudes. can be calculated, but they are likely to be the result of multiple scattering within the thick cloud, and should be discounted from calibrations and from depolarization interpretations.
It is recommended that users of CRL depolarization measurements make use of the d 2 depolarization parameter measurements. These are available at higher resolution and lower uncertainty than traditionally-5 calculated d 1 depolarization parameter measurements. For CRL, the highest quality depolarization measurements are the depolarization parameter values calculated from the parallel and polarization-independent Rayleigh elastic channels, calibrated nightly using contributions from the perpendicular channel.
If depolarization ratio measurements are desired instead of depolarization parameter, the d 2 measurements may be easily converted into expressions for that quantity, according to standard methods (see e.g. channel. In this work, we developed equations for the calculation of the depolarization parameter using combinations of the three available channels (two polarization-dependent, one polarization-independent), and these were expressed in terms of the fewest calibration constants possible.
For the most promising depolarization calculation option, full worked examples were presented using CRL measurements from 2013. In these examples, the parallel and perpendicular channel measure-25 ments were used at low resolution to calculate a calibration profile for the night. Then the parallel and polarization-independent elastic channels were used at high spatial-temporal resolution, along with the nightly calibration profile, to produce estimates of the depolarization parameter.
The advantages of the new three-channel calculation technique are several relative to the traditional method: better coverage in time and space, and higher spatial and temporal resolution of derived the depolarization parameter data products, due to higher signal-to-noise ratios.
CRL depolarization measurements exist for 2013, 2014, 2016 and 2017 with at least one month (in 5 some cases, more than two) of approximately 24 h/d coverage in the polar sunrise season of each year, taken with the same settings as the measurements presented in this paper. Now that measurements have been optimized and so have the calibrations, routine calculations of depolarization ratio and depolarization parameter plots for these years, with uncertainties, will be produced. The low perpendicular signals and very large k value of the d 1 method for the CRL were the reason 10 for our development of the d 2 method. The advantages of the d 2 method apply to other lidar systems as well, including those with k ≈ 1, provided their polarization-independent channel has signal rates larger than those in either of the other two channels. An extension to this method is simple to apply in the case that k << 1 for a particular lidar: in that case, the algebra would be carried out to eliminate the parallel channel measurements from the high-resolution calculations. The relative signal rates in a particular lidar's 15 measurement channels will indicate whether the advantages of the d 2 method are significant enough to warrant its use at that laboratory. Likewise, practical considerations will determine whether the use of the two-channel d 2 method, calibrated nightly without the use of d 1 , will determine whether that procedure is useful to any other lidar, or whether as for CRL, the three-channel d 2 procedure is of more benefit.
9 Data availability 20 Data used in this paper available upon request from corresponding author (e.mccullough@dal.ca).
Appendix A: Demonstration that CRL's Rayleigh Elastic Channel is polarization independent
Measurements in all three 532 nm channels were made on 5 March 2014 during a calibration test in which a cube polarizer was mounted at the entrance to the polychromator, just downstream of the focus stage in the lidar (Fig. 1 of McCullough et al. (2017) ). This polarizer was rotated, and lamp light was shone first through a depolarizing glassine sheet, and then through the polarization-generating cube polarizer. The cube polarizer was rotated to a variety of angles θ, and the signals in each channel were measured as a function of angle. Any channel whose response is not sensitive to the rotation angle of the polarizationgenerating cube polarizer is considered to be a "polarization independent channel". S Rθ = G cube G P M T R G gl I lamp 2 (T 00 + T 01 cos 2θ + T 02 sin 2θ) .
in which: S Rθ is the signal rate measured in the polarization-independent Rayleigh elastic channel as a function of the rotation angle θ of the polarization-generating cube polarizer, G cube is the attenuation of the polarization-generating cube polarizer, G P M T R is the gain (or attenuation) of the photomultiplier tube, G glassine is the attenuation of the depolarizing glassine sheet, I lamp is the lamp intensity, T xx are individual elements of the 4×4 Mueller matrix T which describes the combined optical effect of all optics between the polarization-generating cube polarizer and the polarization-independent Rayleigh elastic PMT. .
T 02 does not appear in any equations for the depolarization parameter d shown in the paper, but its determination here allows the calculation of T 01 , which does appear in the expression for d. S Rθ = G cube G P M T R G gl I lamp 2 (T 00 ) .
As the individual gains of the PMT, the cube polarizer, the glassine, and the intensity of the lamp remain unknown throughout the test, it is not possible to determine T 00 by rearranging this equation and solving for it.
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Results indicating that both T 01 and T 02 are zero are encouraging for the CRL. Considering that this channel is intended to be polarization-independent, these results are what one would expect. If its measurements indicated a polarization preference, then the CRL's Rayleigh Backscatter Coefficient data products, and all others using this channel, would need to be re-evaluated. Fortunately, the channel performs as intended. 
