Optimization of multiple classifiers is an important problem in data mining. We introduce additional structure on the class sets of the classifiers using string rewriting systems with a convenient matrix representation. The aim of the present paper is to develop an efficient algorithm for the optimization of the number of errors of individual classifiers, which can be corrected by these multiple classifiers.
Introduction
This article uses string rewriting systems to introduce additional structure on the class sets of multiple classifiers, designed in the framework of a standard approach well known in data mining, see Witten and Frank [38] , Section 7.5. Additional structure makes it possible to generate these classifiers with a small number of generators and optimize their essential properties.
Optimization of classification systems plays one of the central roles in data mining (see, for example, [41] and [5, 6, 17, 18, 28, 31, 33, 35, 39, 40] ). A well-known method of designing multiple classifiers consists in representing them as several individual classifiers combined in one scheme. This method is very effective, and it is often advisable to apply it even in situations where it is possible to build multiple classifiers analysing the data directly, see Witten and Frank [38] , Section 7.5.
The main advantage of using combined multiple classifiers is that they can correct errors of individual classifiers and produce correct classifications despite individual classification errors. This is why the problem of finding the number of errors of individual classifiers, which can be corrected by a multiple classifier, is very important.
In full generality this problem is rather complicated. It is related to several other very difficult algorithmic problems, see [33, 38, 39, 41] . It is usually desirable to choose a convenient representation for the class set of the multiple classifier and to ensure that it has a small set of generators.
It is remarkable that, in the special case of string rewriting systems with convenient matrix representations, we have managed to develop an efficient and sophisticated algorithm for the optimization of the number of errors of individual classifiers, which can be corrected by a combined multiple classifier. This algorithm is presented in Figure 1 . Theorem 5.1 establishes correctness of our algorithm. The proof of this theorem is based on a technical result of independent interest, see Theorem 5.2. At the same time, it shows that our algorithm cannot be applied to other classes of rewriting systems.
Motivation -Multiple Classifiers
We are going to consider the problem of combining several individual classifiers into a multiple classifier. Background information on classification methods used in data mining can be found, for example, in [35] , [38] and [41] .
Suppose that there are individual classifiers, each of which divides input data into a finite number of classes by producing output. We may assume that the set of possible outputs lies in a finite field. Let p be a prime number, r a nonnegative integer, q = p r , and let F = F q = GF (q) be the finite field of order q. If r 1 , . . . , r m ∈ F are the outputs of the individual classifiers, then the sequence (r 1 , . . . , r m ) is called a class vector of the combined multiple classifier, and the set of all class vectors is called the class set. Each class vector represents one class in the classification produced by the multiple classifier, see [38] , Table 7 .1, for an illustrating example.
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Denote by F m the set of all sequences of all possible of outcomes of the individual classifiers which can occur in general. This means that
The number of nonzero coordinates in a sequence c ∈ F m is denoted by wt(c) and is called the weight of s. The minimum distance of a class set C is the minimum weight among all weights of nonzero differences between pairs of elements in C. If the class set C forms a linear subspace of F m , then it is known and easy to prove that its minimum distance always coincides with its weight.
For any real number x, denote by x the integral part of x, or the floor of x, that is the largest integer which does not exceed x. It is well-known and easy to verify that the number of errors of individual classifiers, which the multiple classifier can correct, is equal to (d − 1)/2 , where d is the minimum distance of the class set of the classifier.
The information rate of a class set C in F m can be defined as log q (|C|)/m. It reflects the proportion of output of the individual classifiers used to produce the outcomes of the multiple classification, as opposed to additional efforts spent on increasing reliability and correcting classification errors.
All sequences of the class set C can be recorded in a matrix M . If M has two identical columns, then this means that two individual classifiers produce identical outputs. This duplication is very inefficient, even though it could help to correct classification errors. Therefore, in a situation like this, one of these classifiers can be removed and a better scheme can be devised. Likewise, it is undesirable to have strong correlation or functional dependencies between very small sets of columns in M or between individual classifiers.
According to [38] , Section 7.5, for a classifier with a class set C to be efficient, the class C must satisfy the following most essential basic properties:
(1) The minimum distance of C must be large. ( 2) The information rate of C must be large. Additional properties may also be required depending on the particular application of the classifier.
String Rewriting Systems
Instead of storing the whole large class set C in computer memory, it is convenient to be able to generate C with one or more generators. To this end we are going to introduce a multiplication on the set F m . It will allow us to multiply the generators with arbitrary elements of F m and to take their sums. This section contains an overview of the standard notions required for our main algorithm. More detailed information, prerequisites, and more comprehensive bibliography can be found, for example, in [3, 9, 13, 15, 16, 21, 26, 29, 30, 36] .
String rewriting systems are a special case of more general term rewriting systems. Let X be an alphabet, i.e., a finite set of letters. The set of all nonempty finite strings over X is denoted by X + and is called the free semigroup generated by X. A string rewriting system is a pair (X, Q) where Q is a set of rewriting rules, i.e., a finite set of pairs from X + × X + . String rewriting systems are also often called Semi-Thue systems.
In general the word problem for string rewriting systems is undecidable. This is why one has to impose additional properties on the system to be able to develop algorithms answering questions about the system. We assume that the rewriting system (X, Q) is confluent and terminating. In this case it is strongly normalizing, i.e., every word from X + reduces to a unique normal form. Then it follows that the set Q of rules generates a congruence Q on X + and defines the quotient semigroup
in a standard way, see [9] and [30] , Sections 2.3 and 3.10 for details.
Remark 3.1. There are alternative terminologies used in this research direction. In particular, a confluent and terminating string rewriting system is essentially the same as a semigroup sgp X|B , presented by generators X and defining relations B, such that the free semigroup X + is equipped with a monomial well-ordering < and the Generalized Newman Lemma is satisfied. On the other hand, the last condition is equivalent to saying that B is a Groebner-Shirshov basis of the semigroup sgp X|B relative to the ordering <. For example, the well-known book [22] uses the Groebner-Shirshov basis language. In view of the well known Knuth-Bendix algorithm for any universal algebra, the latter is called a Knuth-Bendix algorithm in [22] . Let us refer, for example, to [7] and [8] for recent related results and more comprehensive bibliography.
In order to generate classifiers with known properties and find optimal multiple classification schemes, we are going to take a string rewriting system (X, Q) with a convenient matrix representation and use it to introduce additional structure on the class set of a multiple classifier. The structure will enable us to find small generating sets for the classifier.
Consider a subsemigroup T of the semigroup S = S(X, Q). The semigroup ring of T is denoted by F[T ] and is defined as the set
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with addition and multiplication defined by the associative and distributive laws and the rules
As customary, zeros of semigroups will be denoted by θ. The symbol 0 will denote the zero of a ring. The sets {0} and {θ} will be also denoted by 0 and θ, respectively.
If T has a zero θ, then a contracted semigroup ring F 0 [T ] is defined as the quotient ring of F[T ] modulo the ideal Fθ. This construction has been used by many authors in solutions to various problems. To illustrate we include just a few references to articles devoted to constructions of this sort [1, 2, 4, 10, 11, 20, 32, 33] .
It is natural to regard T as a subset of The weight of r is equal to the cardinality of supp (r).
Further, we assume that T has a zero and the number of nonzero elements in T is equal to the number of individual classifiers being combined. In other words, we assume that
Then it follows that the set F m , regarded as an abelian group, is isomorphic to the additive group of the ring F 0 [T ]. In order to introduce an additional operation on F m , let us identify the set F m with the ring F 0 [T ] by identifying each sequence r ∈ F m with the element
Given an arbitrary element
and any 1 ≤ i ≤ m, we introduce the notation r ti = r i . Clearly, the weight wt(r) of an element
coincides with the number of nonzero coefficients r s in (3.10). Now we can use two operations to generate classifiers. An element r ∈ F m is said to be generated by the elements g 1 , . . . , g k ∈ F m if it is a linear combination of multiples of these generators. This means that r is generated by the elements g 1 , . . . , g k if and only if there exist j,i , r j,i ∈ F m ∪ F such that
Here we assume that the identity element 1 of F acts as an identity on the set F m , which allows us to use the concise notation above.
Next, for convenience, we review a simplified form of expression (3.11). If T is a semigroup, then T 1 = T ∪ {1} is obtained by adjoining an identity element to T . By the definition of F 0 [T ], the multipliers occurring in (3.11) can be rewritten, for i = 1, . . . , k, as follows:
where
If we substitute (3.12) in (3.11), then we see that to simplify the notation, we may assume that all the multipliers in (3.11) have been chosen as homogeneous elements from the very beginning, so that
for some u j,i , v j,i ∈ F and s j,i , t j,i ∈ T . Therefore we can write
where s j,i , t j,i ∈ T 1 and 0 = f j,i ∈ F. Accordingly, the whole class set C of a multiple classifier is said to be generated by the elements
It is easy to show that all maximum weights of class sets can be always achieved by generating the sets with single generators. On the other hand, considering several generators makes it possible to generate class sets with larger information rates.
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Matrix Representations
We are going to consider confluent and terminating string rewriting systems (X, Q) where the semigroup S = S(X, Q) has a standard convenient matrix representation, called a Rees matrix semigroup. Rees matrix semigroups and associated concepts play important roles in semigroup theory (see, for example, [12, 14, 23, 24, 27] ).
Suppose that G is a group, G 0 = G ∪ {θ} is the group G with zero θ adjoined, I and Λ are nonempty sets, e is the identity of G, and P = [p λi ] is a (Λ × I)-matrix with entries p λi ∈ G 0 , for all λ ∈ Λ, i ∈ I. The Rees matrix semigroup M 0 (G; I, Λ; P ) over the group G with sandwich-matrix P consists of all triples (g; i, λ), where i ∈ I, λ ∈ Λ, and g ∈ G 0 , where all triples (θ; i, λ) are identified with θ, and multiplication is defined by the rule
(4.1)
Our algorithm deals with inverse Rees matrix semigroups. Inverse semigroups form an important class (see, for example, [19] , [20] , [25] , [26] , [34] and [37] ). It is well known that a Rees matrix semigroup over a group is inverse if and only if each row and each column of the sandwich-matrix has precisely one nonzero entry, see [26] .
For any i ∈ I and λ ∈ Λ, the following standard subsets of S = M 0 (G; I, Λ; P ) are required for our main algorithm
Likewise, for any subsemigroup T of S, we put
3)
Finally, for any subsets J ⊆ I and K ⊆ Λ, we set
5)
6)
Main Algorithm and Theorems
The pseudocode of our main algorithm is given in Figure 1 .
Theorem 5.1. Let (X, Q) be a string rewriting system such that S(X, Q) is an inverse Rees matrix semigroup M 0 (G; I, Λ; P ) over a group G, and let T be a subsemigroup with zero in S(X, Q). Then Algorithm 1 computes the maximum number 8 Dazeley, Kelarev, Yearwood, Mammadov Algorithm 1. Let (X, Q) be a string rewriting system such that S(X, Q) is an inverse Rees matrix semigroup M 0 (G; I, Λ; P ) over a group G, and let T be a subsemigroup with zero in S(X, Q).
Step 1. Compute the set L = {i ∈ I | T i * = θ}.
Step 2. Compute R = {λ ∈ Λ | T * λ = θ}.
Step 3. Compute T * L = ∪ λ∈L T * λ .
Step 4. Compute T R * = ∪ i∈R T i * .
Step 5.
Step 10. Output E = N −1 2
.
Fig. 1. Main Algorithm
E of errors of individual classifiers which can be corrected by a multiple classifier of the form id
Remark 5.1. For confluent and terminating systems, there exist known algorithms verifying whether a string rewriting system defines an inverse Rees matrix semigroup over a group and computing the standard subsets (4.2), (4.3) and (4.4) defined above. These algorithms have been implemented in the main computational algebra systems GAP and Magma, see [3, 21, 36 ]. The running times of these algorithms depend on the sets of rewriting rules being considered and on particular implementations. Our main algorithm deals with string rewriting systems defining inverse Rees matrix semigroups over groups only. Hence in evaluating the running time of the algorithm, we may assume that these standard subsets have already been found during a pre-processing stage and are already known. After that it is routine to verify that the running time of our main algorithm is O(|T |).
The proof of our main theorem relies on the following technical result of independent interest.
Theorem 5.2. Let (X, Q) be a string rewriting system such that S(X, Q) is a Rees matrix semigroup M 0 (G; I, Λ; P ) over a group G, let T be a subsemigroup with zero in S(X, Q), and let L, R, M Z , M L , M R , M G be the sets and integers introduced in Algorithm 1. Then the following conditions are equivalent:
(i) For every finite subsemigroup T with zero in M 0 (G; I, Λ; P ), the largest weight W of the class sets id (g 1 , . . 
Proofs
Proof of Theorem 5.2. The case where T is a singleton is trivial, and so further we assume that |T | > 1.
(ii) ⇒ (i): Suppose that the Rees matrix semigroup M 0 (G; I, Λ; P ) is inverse. It is well known that a Rees matrix semigroup over a group with zero is inverse if and only if each row and each column of the sandwich-matrix P contains precisely one nonzero entry, see [26] . In this case it is also well known that one can reorder the rows and columns of M and show that M is isomorphic to a Rees matrix semigroup with identity matrix P , see [26] or [30] , Section 2.14. For such semigroups it is customary to identify the elements of the sets I and Λ so that I = Λ and
where e is the identity of the group G.
The definitions of the sets L, R, T * L and T R * in Figure 1 mean that L is the set of indices of empty or zero rows of T , and R is the set of indices of empty or zero columns. It is easily seen that T * L is the set of columns of T corresponding to empty or zero rows. Similarly, T R * is the set of rows corresponding to empty or zero columns of T . It follows from the definitions that T * L coincides with the left annihilator Ann (T ) of T , i.e.,
Likewise, T R * coincides with the right annihilator Ann r (T ) of T , i.e.,
Denote by W the largest weight W of the class set of the form id (g 1 , . . . , g k ) in
. We have to show that W satisfies (5.1). Consider a class set C = id (g 1 , . . . , g k ) which has the largest weight W = wt(C) in F 0 [T ]. Evidently, all id (g 1 ), . . . , id (g k ) are subsets of C = id (g 1 , . . . , g k ). The weight of a subset is never less than the weight of the superset. Therefore all the id (g 1 ), . . . , id (g k ) have the same weight W . Hence it suffices to prove (5.1) in the case where k = 1 and C is generated by one element g = g 1 , so that C = id (g) and W = wt(C). The proof of (5.1) will be divided into two parts. Part 1. First, we are going to verify the inequality
Obviously, it suffices to verify four inequalities:
The maximality of W = wt( id (g)) shows that these inequalities will follow if we demonstrate that
G , which generate the class sets satisfying
Hence in Part 1 of our proof it remains to find elements g Z , g L , g R and g G with required properties. First, we are going to find an element g Z ∈ F 0 [T ] satisfying (6.5). Put
The case where Z = ∅ is trivial, and so we assume that M Z = |Z| > 0. Consider the element
Clearly, the weight of the element g Z itself satisfies wt(g Z ) = M Z . It follows from (6.2) and (6.3) that T Z = ZT = θ. Therefore (3.3) and (3.4) imply that
Hence we see that id (g Z ) coincides with the linear space
. Therefore the weight of id (g Z ) is equal to the weight wt(g Z ), and so (6.5) holds true, as required. Second, we are going to find an element g L ∈ F 0 [T ] satisfying (6.6). The case where T (I\L) * ∩ T * L = ∅ is trivial, and so we assume that
(6.10)
Take any nonzero element x with minimal weight in id (g L ). Since Z i ⊆ Ann (T ), we see that expression (3.15) for id (g L ) simplifies as follows
Therefore x can be recorded as
for some s 1 , . . . , s m1 ∈ T ∪ {1} and 0 = f 1 , . . . , f m1 ∈ F. We may assume that all summands in (6.12) are nonzero and that the likely terms have been combined. For each j = 1, . . . , m 1 , it follows from the maximality of |Z i | that there exists i j ∈ I such that |Z j | = |Z i | and Therefore, it follows from the minimality of the weight of x that x = f y∈Zj y for some f ∈ F and j ∈ I such that |Z j | = |Z i |. Hence wt(x) = M L . Thus we get wt(g L ) = M L , i.e., g L always satisfies (6.6).
Third, we are going to find an element g R ∈ F 0 [T ] satisfying (6.7). The case where T * (Λ\R) ∩ T R * = ∅ is trivial, and so we assume that M R > 0. Let us take λ ∈ Λ \ R such that |T * λ ∩ T R * | = M R . Put
(6.13)
We claim that id (g R ) satisfies (6.7). The proof of this fact is dual to the proof given above for g L , and so we omit it. Fourth, we are going to find an element g G ∈ F 0 [T ] satisfying (6.8). The case where T I\L,Λ\R = ∅ is trivial, and so we assume that
(6.14)
Pick any nonzero element x of minimal weight in id (g G ). By (3.15), 15) for some f j ∈ F and s j , t j ∈ T 1 . We may assume that all summands s j g G t j in (6.15) are nonzero and all similar terms have been combined.
For each j = 1, . . . , m 1 , equality (4.1) implies that there exist i j ∈ I and λ j ∈ Λ such that s j T iλ t j ⊆ T ij λj . Since G is a group, it is obvious that
for all i = 1, . . . , m 1 . Therefore it follows from the maximality of |T iλ | that
Hence the minimality of wt(x) implies that wt(x) = M G . This means that g G satisfies (6.8), as required.
Thus we have found the desired elements g Z , g L , g R and g G . This establishes that (6.4) holds.
Part 2. Now we are going to prove the reversed inequality where g has been chosen in F 0 [T ] as above so that the weight wt( id (g)) achieves the largest possible value. Consider a nonzero element x of minimal weight in id (g). Since x ∈ id (g), we get id (x) ⊆ id (g), whence wt( id (x)) ≥ wt( id (g)). Therefore in Part 2 of the proof we can replace g by x.
To simplify further notation we may assume that the element g has been chosen from the very beginning so that wt( id (g)) = wt(g).
(6.17)
The rest of Part 2 will be divided into several possible cases. It is obvious that one of these cases always occurs.
Case 1: supp (g) ⊆ Z, where Z = T * L ∩ T R * . Then (6.2) and (6.3) imply that id (g) coincides with the linear space Fg spanned by g in F 0 [T ]. Hence wt( id (g)) ≤ |Z|, i.e., (6.16) is satisfied.
Case 2:
Then there exists s ∈ T * L \ T R * such that s ∈ supp (g). Hence g s = 0. It is clear that s ∈ T j λ for some j ∈ I \ R and λ ∈ L. Since j / ∈ R and T R * = Ann r (T ) by (6.3), we see that there exists u ∈ T such that us = θ. It follows that ug = 0. Clearly, u ∈ T iµ for some i ∈ I, µ ∈ Λ. Put
Obviously, supp (ug) ⊆ Z i . Besides, ug ∈ id (g) implies id (ug) ⊆ id (g); whence wt( id (ug)) ≥ wt( id (g)). By the maximality of wt( id (g)), we get wt( id (ug)) = wt( id (g)). Hence we could have chosen ug instead of g. To simplify the notation we may assume that supp (g) ⊆ Z i from the very beginning. It follows that (6.16) is satisfied.
Case 3: supp (g) ⊆ T R * but supp (g) ⊆ T * L . This case is dual to Case 2, and so a dual argument shows that (6.16) holds true.
Then there exists s ∈ T such that sg = 0. Since sT R * = θ, we get supp (sg) ⊆ T * L . By the minimality of wt( id (g)), we see that the weight of id (sg) is equal to the weight of id (g). Hence we can replace g by sg and assume that supp (g) ⊆ T * L . Therefore Case 4 reduces to Case 2.
Case 5:
It follows from (6.2) and (6.3) that there exist u, v ∈ T such that usv = θ. Hence ugv = 0. There exist i, j ∈ I and λ, µ ∈ Λ such that u ∈ T iµ and v ∈ T jλ . Then (4.1) implies that supp (ugv) ⊆ T iλ .
Clearly, ugv ∈ id (g) implies id (ugv) ⊆ id (g) and wt( id (ugv)) ≥ wt( id (g)). By the choice of g, we get wt( id (ugv)) = wt( id (g)). Therefore we may assume that ugv has been chosen as g from the very beginning. This means that further we can use the inclusion supp (g) ⊆ T iλ .
Hence it follows that wt(g) ≤ |T iλ | ≤ M G ≤ W . Thus in Case 4 the inequality (6.16) also holds. This shows that condition (i) is always satisfied.
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(i) ⇒ (ii): Suppose that condition (i) holds. We claim that then each row and each column of the sandwich-matrix P has precisely one nonzero entry.
First, suppose to the contrary that there exist two nonzero entries in one column of the sandwich-matrix P . Denote these entries by p γi and p δi , where i ∈ I, γ, δ ∈ Λ, and p γi , p δi ∈ G. Consider the elements a = (p It follows from (4.1) that a = a 2 = ba and b = b 2 = ab. This means that T = {a, b} satisfies the identity xy = y, for all x, y ∈ T , and so T is a right zero band.
Put g = a − b ∈ F 0 [T ] and consider the id r (g). It is straightforward to verify that the weight W = wt( id (g)) = wt(g) in the left-hand side of (5.1) is equal to 2. However, T * L = ∅ implies |T * L | = 0. Besides, |T * λ | = 1 if λ ∈ {µ, ν}, 0 otherwise.
Therefore the right-hand side of equality (5.1) is equal to 1. This contradicts condition (i) and shows that each column of the sandwich-matrix P contains one nonzero entry. Second, suppose that there exist two nonzero entries in one row of the sandwichmatrix P . Denote these entries by p λi and p λj , where i, j ∈ I, λ ∈ Λ, and p λi , p λj ∈ G. Consider the elements a = (p It follows from (4.1) that a = a 2 = ab and b = b 2 = ba. This means that T = {a, b} satisfies the identity xy = x, for all x, y ∈ T , and so T is a left zero band.
Put g = a − b ∈ F 0 [T ] and consider id r (g). It is straightforward to verify that the weight W = wt( id (g)) = wt(g) in the left-hand side of (5.1) is equal to 2, but the right-hand side of equality (5.1) is equal to 1. This contradicts condition (i) and shows that each row of the sandwich-matrix P contains exactly one nonzero entry.
It is well known that a Rees matrix semigroup over a group with zero is inverse if and only if each row and each column of the sandwich-matrix contains precisely one nonzero entry, see [26] . Thus, condition (ii) has been established. This completes the proof of Theorem 5.2.
Proof of Theorem 5.1. Let M 0 (G; I, Λ; P ) be an inverse completely 0-simple semigroup with a finite subsemigroup T with zero, and let M Z , M L , M R , M G and N be the integers introduced in Algorithm 1. Then Theorem 5.2 tells us that the largest weight W of the class set of the form id (g 1 , . . . , g k ) in F 0 [T ] is determined by (5.1), i.e., W = N .
It is well known and easy to verify that every class set with minimum distance W can correct . This is
