This article examines the problem of visual area coverage by a network of Mobile Aerial Agents (MAAs). Each MAA is assumed to be equipped with a downwards facing camera with a conical field of view which covers all points within a circle on the ground. The diameter of that circle is proportional to the altitude of the MAA, whereas the quality of the covered area decreases with the altitude. A distributed control law that maximizes a joint coverage-quality criterion by adjusting the MAAs' spatial coordinates is developed. The effectiveness of the proposed control scheme is evaluated through simulation studies.
Many algorithms have been developed for mapping by MAAs [16, 17, 18, 19] relying mostly in Voronoi-based tessellations or path-planning. Extensive work has also 10 been done in area monitoring by MAAs equipped with cameras [20, 21] . In these pioneering research efforts, there is no maximum allowable height that can be reached by the MAAs and the case where there is overlapping of their covered areas is considered an advantage as opposed to the same area viewed by a single camera. There are also studies on the connectivity and energy consumption of MAA networks [22, 23] . 15 In this paper the persistent coverage problem of a convex planar region by a network of MAAs is considered. The MAAs are assumed to have downwards facing visual sensors with a conical field of view, thus creating a circular sensing footprint. The covered area as well as the coverage quality of that area are dependent on the altitude of each MAA. MAAs at higher altitudes cover more area but the coverage quality is 20 smaller compared to MAAs at lower altitudes. A partitioning scheme of the sensed region, similar to [12] , is employed and a gradient based control law is developed.
This control law leads the network to a locally optimal configuration with respect to a combined coverage-quality criterion, while also guaranteeing that the MAAs remain within a desired range of altitudes. The main contribution of this work is the guarantee 25 it offers that all MAAs will remain within a predefined altitude range. In addition to that, overlapping between the sensed regions of different MAAs is avoided if possible, in contrast to previous works which consider it an advantage.
The problem statement and the joint coverage-quality criterion are presented in Section 2. The chosen quality function is defined in Section 3 and the resulting sensed 30 space partitioning scheme in Section 4. The distributed control law is derived and its most notable properties explained in Section 5. The stability of the altitude control law and its property to restrict the nodes' altitude is examined in Section 6. Simulation studies highlighting the efficiency of the proposed control law are provided in Section 7 followed by concluding remarks. 35 
Problem Statement
Let Ω ⊂ R 2 be a compact convex region under surveillance. We assume a swarm of n MAAs, each positioned at the spatial coordinates X i = [x i y i z i ]
T , i ∈ I n , where I n = {1, . . . , n}. We also define the vector q i = [x i y i ] T , q i ∈ Ω to note the projection of the center of each MAA on the ground. The minimum and maximum altitudes The simplified MAA's kinodynamic model iṡ
where [u i,q , u i,z ] is the corresponding 'thrust' control input for each MAA (node). The 45 minimum altitude z min i is used to ensure the MAAs will fly above ground obstacles, whereas the maximum altitude z max i guarantees that they will not fly out of range of their base station. In the sequel, all MAAs are assumed to have common minimum z min and maximum z max altitudes.
As far as the sensing performance of the MAAs (nodes) is concerned, all members are assumed to be equipped with identical downwards pointing sensors with conic sensing patterns. Thus the region of Ω sensed by each node is a disk defined as
where a is half the angle of the sensing cone. As shown in Figure 1 , the higher the 50 altitude of an MAA, the larger the area of Ω surveyed by its sensor.
The coverage quality of each node is a function
is dependent on the node's altitude constraints z min and z max . The coverage quality of node i is assumed to be uniform throughout its sensed region C s i . The higher the value of f (z i ), the better the coverage quality. It is assumed that as the altitude of a 55 node increases, the visual quality of its sensed area decreases. The exact definition and properties of f (z i ) are presented in Section 3.
For each point q ∈ Ω, an importance weight is assigned via the space density function φ : Ω → R + , encapsulating any a priori information regarding the region of interest. Thus the coverage-quality objective is
In the sequel, we assume φ (q) = 1, ∀q ∈ Ω but the expressions can be easily altered to take into account any a priori weight function. A uniform coverage quality throughout the sensed region C s i can be used to model downward facing cameras [24, 25] that provide uniform quality in the whole image.
The uniform coverage quality function
A plot of this function can be seen in Figure 2 [Left]. This function was chosen so that f (z min ) = 1 and f (z max ) = 0. In addition, f (z i ) is first order differentiable with respect to z i , or
exists within C s i , which is a property that will be required when deriving the control law in Section 5. The derivative 
Sensed space partitioning
The assignment of responsibility regions to the nodes is achieved in a manner similar to [12] , where only the subset of Ω sensed by the nodes is partitioned. Each node is assigned a cell
with the equality holding true only at the boundary ∂W i , so that the cells W i comprise a complete tessellation of the sensed region.
Because the coverage quality is uniform, ∂W j ∩ ∂W i is either an arc of ∂C i if z i < z j or of ∂C j if z i > z j . In the case where z i = z j , ∂W j ∩ ∂W i is chosen arbitrarily as the line 75 segment defined by the two intersection points of ∂C i and ∂C j . Hence, the resulting cells consist of circular arcs and line segments.
If the sensing disk of a node i is contained within the sensing disk of another node
An example partitioning with all of the aforementioned cases illustrated can be seen in Figure 3 By utilizing this partitioning scheme, the network's coverage performance can be written as
Definition 1. We define the neighbors N i of node i as
The neighbors of node i are those nodes that sense at least a part of the region that 85 node i senses. It is clear that, due to the partitioning scheme used, only the nodes in N i need to be considered when creating W i .
Remark 1.
The aforementioned partitioning is a complete tessellation of the sensed region i∈I n C s i . However it is not a complete tessellation of Ω. The neutral region not assigned by the partitioning scheme is denoted as O = Ω \ i∈I n W i .
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Remark 2. The resulting cells W i are compact but they are not always convex. It is also possible that a cell W i consists of multiple disjoint regions, such as the cell of node 1 shown in red in Figure 3 [Right]. In addition it is possible that the cell of a node is empty, such as the cell of node 8 in Figure 3 [Right]. Its sensing circle ∂C s 8 is shown in a solid red line. 
Spatially Distributed Coordination Algorithm
Based on the nodes kinodynamics (1), their sensing performance (2) and the coverage criterion (5), a gradient based control law is designed. The control law utilizes the partitioning (4) and result in monotonous increase of the covered area. (2), governed by the kinodynamics in (1) and the space partitioning described in Section 4, the control law
where α i,q , α i,z are positive constants, υ i i and ν i i are the Jacobian matrices of the points q ∈ ∂W i with respect to q i and z i respectively and n i the outward pointing normal vector of W i , maximizes the performance criterion (5) monotonically along the nodes' 105 trajectories, leading in a locally optimal configuration.
PROOF. Initially we evaluate the time derivative of the optimization criterion
. The usage of a gradient based control law in the form
will result in a monotonous increase of H .
By using the Leibniz integral rule [26] we obtain
where υ i j stands for the Jacobian matrix with respect to q i of the points q ∈ ∂W j ,
whose two terms indicate how a movement of node i affects the boundary of its cell and the boundaries of the cells of other nodes. It is clear that only the cells W j which have a common boundary with W i will be affected and only at that common boundary.
The boundary ∂W i can be decomposed in disjoint sets as
These sets represent the parts of ∂W i that lie on the boundary of Ω, the boundary of the node's sensing region and the parts that are common between the boundary of the cell 115 of node i and those of other nodes. This decomposition can be seen in Figure 4 with the sets ∂W i ∩ ∂ Ω, ∂W i ∩ ∂ O and ∂W i ∩ j =i ∂W j appearing in solid red, green and blue respectively.
At q ∈ ∂ Ω it holds that υ i i = 0 2×2 since we assume the region of interest is static. Additionally, since only the common boundary ∂W j ∩ ∂W i of node i with any other 120 node j is affected by the movement of node i, The evaluation of υ i i can be found in Appendix A. Because the boundary ∂W i ∩∂W j is common among nodes i and j, it holds true that υ i j = υ i i when evaluated over it and that n j = −n i . Finally, the sums and the integrals within them can be combined, producing the final form of the planar control law
Similarly, by using the same ∂W i decomposition and defining
where the evaluation of
is constant over W i and using the expression for ν i i (q) · n i from Appendix A, the control law can be further simplified into
Remark 3. The cell W i of node i is affected only by its neighbors N i thus resulting in a distributed control law. The discovery of the neighbors N i depends on their coordinates X j , j ∈ N i and does not correspond to the classical 2D-Delaunay neighbor search. The computation of the N i set demands node i to be able to communicate with all nodes within a sphere centered around X i and radius r c i 135 
MAA Altitude Stability
In this section we examine the stability of the nodes' altitude z i and show that it always remains in the interval [z min , z max ]. The system under examination iṡ
We will first find and characterize its equilibrium points for the case of a single node and then generalize to the case of multiple nodes.
Optimal altitude for a single MAA
It is useful to define an optimal altitude z opt as the altitude a node would reach if: 1) it had no neighbors (N i = ∅), and 2) its whole cell was inside the region of interest (Ω ∩ W i = W i ). When the aforementioned requirements are met it holds true that W i = C s i . This optimal altitude is the stable equilibrium point of the systeṁ
Its value and stability are examined in the following section. This altitude is con- If Ω = R 2 and because the planar control law u i,q results in the repulsion of the nodes, the network will reach a state in which no node will have neighbors and all nodes will be at z opt . In that state, the coverage-quality criterion (5) will have attained its maximum possible value H opt for that particular network configuration and coverage 160 quality function f . This network configuration will be globally optimal.
When Ω is a convex compact subset of R 2 , it is possible for the network to reach a state where all the nodes are at z opt only if n C s i,opt disks can be packed inside Ω. This state will be globally optimal. If that is not the case, the nodes will converge at some altitude other than z opt and in general different among nodes. It should be noted that 165 although the nodes do not reach z opt , the network configuration is locally optimal.
Optimal altitude stability
We will now evaluate z opt and its stability properties. The system under examina-
In Appendix B it is shown that out of the five equilibrium points of this system, only
Because the system is scalar, in order to evaluate the stability of those two equilibrium points, it is sufficient to consider the sign of u This can also be seen in Figure 6 where u opt i,z (z i ) is shown in blue, the integral over W i in green and the integral over ∂W i in red. It can now be shown that the equilibrium point z max is unstable because a small negative disturbance dz will result in u opt i,z < 0, thus leading the node to a lower altitude and away from z max .
Similarly, the equilibrium point z eq 5 is asymptotically stable. This is because a small negative disturbance dz will result in u opt i,z > 0, thus leading the node to a higher altitude and closer to z eq 5 . Conversely, a small positive disturbance dz will result in u opt i,z < 0, thus leading the node to a lower altitude and again closer to z eq 5 .
To conclude, when a node has no neighbors and its whole cell is inside Ω, the only 185 stable equilibrium point is z opt = z eq 5 which has a domain of attraction [z min , z max ).
Stable altitude for a team of MAAs
In the general case, each node will move towards an altitude which is an equilibrium point of the systemż
where
We call this the stable altitude z stb i . The stable altitude is not common among nodes as it depends on one's neighbors N i and is not constant over time since the neighbors change over time.
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We will attempt to generalize the proof of Section 6.2 in the case of a node with neighbors, which is the general case. The system under examination is derived from equations (11) and (12) . The integrals over ∂W i are non-negative whereas the integral over W i is non-positive. The integrals over ∂W i of a node with neighbors will always be smaller than the same integral of a node without neighbors. This is because the 195 neighbors will either remove some arcs of W i from the integral or reduce their influence due to the term f (z i ) − f (z j ). Similarly, the absolute value of the integral over W i of a node with neighbors will not be greater than the same integral of a node without neighbors. This is due to the area of W i possibly being reduced because part of C s i has been assigned to neighbors with higher coverage quality. Thus we conclude that z stb i 200 will attain its minimum value when the integrals over ∂W i are zero and its maximum value when the integral over W i is zero.
When the integrals over ∂W i are both zero, the control law u i,z has a negative value.
This will lead to a reduction of the node's altitude and in time the node will reach z stb i = z min , provided the integrals over ∂W i remain zero. Once the node reaches z min its 205 altitude control law will be 0 until the integral over ∂W i stops being zero. The planar control law u i,q however is unaffected, so the node's performance in the future is not affected. This situation may arise in a node with several neighboring nodes at lower
When the integral over W i is zero, the control law u i,z has a positive value. This will 210 lead to an increase of the node's altitude and in time the node will reach z stb i = z max and as shown in Remark 4 the node will be immobilized from this time onwards. However this situation will not arise in practice as explained in Section 6.4.
When the integral over W i and at least one of the integrals over ∂W i are non-zero, then z stb i ∈ z min , z max .
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The stability of z stb i is shown similarly to the stability of z opt , by using the sign of u i,z .
Degenerate cases
It is possible due to the nodes' initial positions that the sensing disk of some node i is completely contained within the sensing disk of another node j, i.e. C s i ∩C s j = C s i .
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In such a case, it is not guaranteed that the control law will result in separation of the nodes' sensing regions and thus it is possible that the nodes do not reach z opt . Instead, node j may converge to a higher altitude and node i to a lower altitude than z opt , while their projections on the ground q i and q j remain stationary. Because the region covered by node i is also covered by node j, the network's performance is impacted negatively.
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Since this degenerate case may only arise at the network's initial state, care must be taken to avoid it during the agents' deployment. Such a degenerate case is shown in Figure 3 [Left] where the sensing disk of node 4 is completely contained within that of node 3.
Another case of interest is when some node i is not assigned a region of respon-230 sibility, i.e. W i = / 0. This is due to the existence of other nodes at lower altitude that cover all of C s i with better quality than node i. This is the case with node 8 in Figure  3 [Right]. This situation is resolved since the nodes at lower altitude will move away from node i and once node i has been assigned a region of responsibility it will also move. It should be noted that the coverage objective H remains continuous even when node i changes from being assigned no region of responsibility to being assigned some region of responsibility.
In order for a node to reach z max , as explained in Section 6.3, the integral over W i of its altitude control law u i,z must be zero, that is its cell must consist of just a closed curve without its interior. In order to have W i = ∂W i , a second node j must be directly 240 below node i at an infinitesimal distance. However just as node i starts moving upwards the integral over W i will stop being zero thus changing the stable altitude to some value z stb i < z max . In other words, in order for a node to reach z max , the configuration described must happen at an altitude infinitesimally smaller than z max . So in practice, if all nodes are deployed initially at an altitude smaller than z max , no node will reach z max in the 245 future.
Simulation Studies
Simulation results of the proposed control law using the uniform coverage quality instantaneously from a line segment to a circular arc. The coverage-quality objective H however will present no discontinuity when this happens.
Case Study I
In this simulation three nodes start grouped as seen in Figure (7) [Left]. Since the region of interest is large enough for three optimal disks C s i,opt to fit inside, all the nodes 260 converge at the optimal altitude z opt . As it can be seen in Figure 10 , the area covered by the network is equal to A i∈I n C s i,opt and the coverage-quality criterion has reached H opt = A i∈I n C s i,opt . However since all nodes converged at z opt , the addition of more nodes will result in significantly better performance coverage and quality wise, as is clear from Figure 7 [Right] and Figure 10 
Case Study II
A network of nine nodes, identical to those in Case Study I, is examined in this simulation with an initial configuration as seen in Figure 11 [Left]. The region Ω is not large enough to contain these nine C s i,opt disks and so the nodes converge at different altitudes below z opt . This is why the covered area never reaches A i∈I n C s i,opt ,
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which is larger than A (Ω) and why H never reaches H opt , as seen in Figure 14 . It can be clearly seen though from Figure 11 [Right] and Figure 14 [Left] that the network covers a significant portion of Ω with better quality than Case Study I. The volume of the cylinders in Figure 12 [Right] has reached a local optimum. The trajectories of the MAAs in R 3 can be seen in Figure 
Conclusions
Area coverage by a network of MAAs has been studied in this article by use of a combined coverage-quality metric. A partitioning scheme based on coverage quality 
APPENDIX A -Evaluation of Jacobian matrices
The parametric equation of the boundary of the sensing disk
We will first evaluate n i , υ i i (q) and ν i i (q) on ∂W i ∩ ∂ O which is always an arc of the circle γ i (k) because of the partitioning scheme (4). The normal vector n i is given
It can be shown that
and similarly that
We will now evaluate n i , υ i i (q) and
is irrelevant since the corresponding integral will be 0 due to the f (z i ) − f (z j ) term.
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If f (z i ) > f (z j ), then according to the partitioning scheme (4), ∂W j ∩ ∂W i will be an arc of γ i (k). Thus the evaluation of n i , υ i i (q) and ν i i (q) is the same as it was over
, then according to the partitioning scheme (4), ∂W j ∩ ∂W i will be an arc of γ j (k). Thus both υ i i (q) and ν i i (q) will be 0, since
To sum up, the evaluation of υ i i (q) and ν i i (q) over ∂W j ∩ ∂W i are the following
It is thus concluded that for the integrals over ∂W j ∩ ∂W i for the control law of node i, only arcs where f (z i ) > f (z j ) need to be considered.
APPENDIX B -Equilibrium points
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The dynamical system can be written aṡ
Since f (z i ) and f d (z i ) are 4th and 3rd degree polynomials respectively, the system has five equilibrium points, one of them being
The other four are the solutions of the 4th degree polynomial 2 f (z i ) + z i f d (z i ) = 0 whose analytic expressions are
where Q is defined in (10) , thus all equilibrium points are real.
We will examine which of these equilibrium points reside in the interval D = 
Since the sign of u opt i,z is constant in the interval z eq 5 , z max , we obtain that u opt i,z < 0, ∀z i ∈ z eq 5 , z max .
