Majority of research in occupational safety and health area lean towards describing accidents with the aid of surveys and descriptive statistics, instead of using inferential statistical techniques. Therefore, an extensive archival study was performed in cooperation with Social Security Institute of Turkey, which included examination and reorganization of more than 2000 accident report forms to create a categorically identified data set, incorporating "Injury Severity Score" concept, followed by various statistical analysis techniques (univariate frequency, cross tabulation and binary logistic regression). As a result, a model was developed to identify the factors that contribute to severity. The findings of the analyses showed that four of the independent variables (work experience, accident type, unsafe condition and unsafe act) have statistically significant influence on workplace injury severity.
INTRODUCTION
Research efforts in occupational safety and health field have mainly concentrated on determining the causes of occupational injuries and illnesses and thus help discover new strategies to reduce or eliminate them. Majority of research studies in the past used surveys to collect information from employers and workers [1] [2] [3] , while several studies preferred to use descriptive statistics to summarize and interpret occupational injury and illness data [4] [5] [6] [7] [8] [9] [10] [11] [12] . Even though conducting surveys and using descriptive statistics may be helpful, such as describing how the accident occurred and who were involved; using them alone is not sufficient in determining the factors that contribute most to the unfortunate incident. Therefore, using more advanced statistics techniques, such as logistic regression, to support Note:
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Logistic regression, which is a commonly used inferential statistics technique in medical and social science to develop statistical models and make predictions [13] [14] [15] [16] [17] , is rarely utilized in occupational safety and health research [18] [19] [20] , most likely, this study aims to fill this gap in occupational safety and health field by integrating inferential statistics, namely logistic regression technique, to develop a statistical model in identifying the factors that contribute most to the severity of occupational injuries. The study also benefited from traditional descriptive statistics techniques to analyze frequency distribution, which are discussed in the following sections.
Severity is particularly an important topic to focus on. Risk is typically defined as the combination of two components: the probability (frequency) of a defined hazard and the consequences of its occurrence (severity). In occupational safety and health field, severity is more difficult to estimate when compared to frequency. Frequency can be merely calculated by finding the ratio between number of incidents and total number of workers or loss of time due to injury and total work hours. On the other hand, severity is the potential loss when an event occurs and the loss may be expressed in human terms, such as loss of life, serious injury, serious illness, number of cancer losses and so forth [21] . Therefore, efforts were made in this study to find methods to properly quantify and analyze severity component of occupational safety and health risk.
The reason for the drought of advanced statistical studies in occupational safety and health research is most likely due to available public data being ambiguous and insufficient. Similarly, a detailed database was paramount for the intended study to proceed. Thus, cooperation was established with Social Security Institution (SSI), which collects injury statistics in Turkey, to access their database for archival study. Turkish construction industry was used as the sample data set, since construction is the leading industry in fatal injuries (35.3%) in Turkey, and still remain a major problem with ever increasing construction projects and catastrophic incidents along with them [22] [23] [24] , Consequently, this study also aims to depict an accurate safety portrait of Turkish construction industry, taking into account that there are not many statistical studies due to improper recordkeeping system and lack of immediate data in construction.
The objectives of the research study addressed in this paper can be summarized as: (a) identifying the factors affecting the injury severity score of construction injuries; (b) investigating the frequency distributions of these factors; (c) examining the relationships between the factors; and (d) developing a predictive statistical model for construction injuries in Turkey.
MATERIALS AND METHODS
The research study summarized in this paper consisted of two parts: The first part was mainly the creation of database to be used in statistical analyses. Physical reports of more than two thousand construction accidents that resulted in fatal or nonfatal injury were collected from the offices of Social Security Institution in three different cities (İstanbul, Ankara, İzmir), since there was not an available online database. Then the raw data in the reports were organized to generate a new database to be used for statistical analyses. The database included 16 research variables, where each variable had several categories. Injury severity score was selected as the dependent variable, while the others were assumed as independent variables.
The second part of the study was applying a methodology that included performing three different statistical analysis techniques on the database. First, descriptive univariate frequency analysis was performed to establish data demographics and observe the distribution of selected variables with using frequency tables. Then in the next step, crosstabulation, a bivariate analysis method, was used to examine the relationships between each independent variable and the dependent variable. The final statistical analysis in the study was applying binary logistic regression on the identified independent variables to come up with a model that predicts the injury severity. The flow chart of the methodology is displayed in Figure 1 .
The most challenging parts of the methodology were to quantify injury severity for logistic regression, where many factors affect the outcome, and how to integrate fatal and nonfatal injuries. Therefore, a literature review was conducted to find a universally accepted method to quantify injury severity. Even though the review failed to find such a method used in construction safety and health area, a rating system named "Injury Severity Score (ISS)", which is predominantly seen in medicine and traffic safety research studies, was adopted for this study. Using ISS to quantify severity of construction injuries enabled ranking and making comparisons between each injury case. Furthermore, ISS was a great fit for logistic regression analysis part of the study due to ISS having a nonlinear structure. 
DATA ACQUISITION AND MINING
Finding occupational injury data is a significant challenge in Turkey, even though employers are responsible for reporting worksite injuries and illnesses to Social Security Institution (SSI) as mandated by law (Article 14) [25] . SSI shares annual summaries of these reports on their website [22] . However, it isn't possible to extract detailed information from the available online data. Therefore, a special work permit was obtained to be able to study injury reports stored in SSI's physical archives in three biggest cities of Turkey (Ankara, Istanbul, and Izmir).
Following this arrangement, a systematic archival study was carried out. Since, work-related injury reports lack an industry or injury based categorization system, report forms associated with construction injuries had to be handpicked among 50,000 work-related accident cases. This data collection effort covered only the cases reported between 2010 and 2012. During data collection process there have been no important changes in the way that accident data were collected or in compensation practices. The classification system of accidents and occupations remained unchanged as well.
The selection process included identifying fatal and nonfatal injuries that only occurred in the construction sites and production areas, such as ready-mix concrete, prefabricated structural concrete and steel production. Accident cases in other industries were not taken into consideration. Overall 2249 construction related cases were found in database (1062 cases from Izmir, 732 cases from Istanbul, and 655 cases from Ankara) of those, 425 records were disregarded due to inadequate or missing information. Finally, a total of 2024 cases were selected for analyses.
The SSI workplace accident report forms already contain some of the information about the variables within the defined characteristics, such as injured worker characteristics, nature of injury, injured body part and equipment involved. However, existing information wasn't sufficient to perform the intended analysis in this study. Particularly, there were too many inconsistent answers due to the nature of open ended questions contained in the form. Therefore, a new taxonomy was created to be used for descriptive statistical analysis. During this process, a thorough screening of collected data was performed to identify missing data, consolidate some of the categories and include additional variables.
The significance of the pattern of missing data in a data set is indicated by Tabachnik and Fidell (2013) [26] . Deleting the variables or dropping the cases with missing data from the data set are two ways to deal with missing data. Dismissing or dropping the case from the data set is the first alternative if a case is missing too many data. However, just deleting the variable is suggested if only certain variable information is missing for too many cases. The data set of this study had only one problematic variable in terms of missing data; worker's education background. Apart from this, there were also a few unknown variables in several cases. However, all the cases were kept to acknowledge their presence in the database. Only the missing data from certain variables were neglected and weren't included in the analysis.
Additional categorical variables were also required to be added to the new database by using the information extracted from open-ended questions. Kass (1980) also suggests merging some levels in order to reach a meaningful conclusion in studies that involve data mining [27] . Therefore, collapsing levels technique was applied to variables with high number of categories but low number of observation counts.
Finally, taxonomy study resulted in 15 independent research variables. They were grouped under four different categories (time, project, accident, and worker characteristics) according to their relevance with their characteristics, as seen in Tables 1-4 . Also, Injury Severity Score was selected as the dependent variable required for bivariate analysis section of the study, which will be addressed in the following section. Independent variables selected for this research were, in most part, consistent with those used in past research [28] [29] [30] [31] [32] [33] . More information about the categories and variables listed under them are given below.
Time characteristics describe when the accident happened and include three variables: month of the year, day of the week and hour of the day. Project characteristics provide information about the construction project that the worker was involved in (type and end use) at the time of incident. Construction sites, different in shape and size, are unique dynamic environments. Therefore, project characteristics help to understand and classify the construction environment where accidents mostly occur. Project type variable comprises of 3 selections: new project or addition, manufacturing of construction materials, and repair/maintenance/renovation of existing structures. Project end use variable addresses the usage purpose of the finalized project (residential, institutional and commercial, industrial, infrastructure and construction materials). Accident characteristics variables (type of injury, nature of injury, injured body part, unsafe act and condition) reveal plenty of information regarding the incident and injury; in other words, they describe the accident. Categorical data under "type of injury" variable were created based on the International Classification of Diseases (ICD) codes [34] , while nature of injury and injured body part information were directly taken from workplace accident reports. Unsafe acts and conditions variables were deducted from the open ended questions in the workplace accident report forms based on the ILO accident cause theory and Hill's definitions [35] [36] . Heinrich's Domino Theory states that accidents result from a chain of sequential events, metaphorically like a line of dominoes falling over. According to Herbert W. Heinrich; all incidents directly relate to unsafe conditions and acts and removing a key factor (an unsafe condition or an unsafe act) prevents the start of the chain reaction [37] .
Worker characteristics variables aim to investigate the personal (Age, education) and professional (work experience, assigned task, construction trade) background of injured worker. Data categories were mostly determined in compliance with the classification used in SSI annuals. Appropriate classification of injuries by type and severity is fundamental to the study of injury [38] . Even within a single community, groups of injured persons differ as to the nature and severity of their injuries. The difficulty of adjusting for such variation has hampered scientific study of injured persons. Nevertheless, it is essential to take differences in severity of injury into account when comparing the morbidity (the state of being diseased or unhealthy) and mortality (the number of people who died) of various groups for purposes of evaluating their emergency and subsequent care [39] .
Quantifying injury severity has been a challenge in this study as well. A literature review was conducted to find a universally accepted method to quantify injury severity. The Injury Severity Score (ISS), a method predominantly seen in medicine and traffic safety research studies, was found. ISS is virtually the only anatomical scoring system in use, and correlates linearly with mortality, morbidity, hospital stay and other measures of severity [40] . Therefore, this study adapted ISS rating system to quantify severity of construction injuries, and to rank and make comparisons between each injury case. It was also deemed as a great fit for logistic regression analysis part of the study due to its nonlinear structure. The ISS can be applied to persons who have sustained injury to more than one area of the body as well as to those with isolated injuries. Each injury is assigned an Abbreviated Injury Score (AIS) (may vary from 1-minimum severity to 6-maximum severity, almost always fatal) and is allocated to one of six body regions (head, face, abdomen, extremities, external).
Only the highest AIS in each body region is used. An individual's ISS is determined by rating each injury with the AIS, then adding together the squares of the highest AIS rating for each of the three most severely injured body areas [40] . The ISS takes values from 0 to 75; it can generate only 44 values [42] [43] [44] . The ISS gives equal importance to injuries with the same AIS severity occurring in different body regions [45] . Researchers used ISS for different areas such as medicine, traffic safety [46] [47] [48] [49] [50] [51] . Different categorizations were used for different cases and application areas in these studies. It is noteworthy that categorization was done in a systematic way but there was no standardization. With this in mind, the ISS calculated for the cases in this study was classified within a logic framework. ISS for each victim was estimated by using the type of injury and injured body part information found in the SSI workplace accident report forms. ISS for each casualty, ranging from 0 to 75, was calculated and then classified into 4 groups. Classification was done based on type of injury and time away from work. The framework used for ISS classifications along with the counts and percentages of analyzed cases are displayed in Table 5 .
ISS, was used as a dependent quantitative variable in addition to the 15 variables grouped under four categories that are presented in Tables 1-4 . ISS variable was converted into binary category at the modelling stage in the logistic regression analysis. Converting process is explained in detail in the Logistic Regression Analysis section of this paper.
Univariate Analysis
In vast majority of the construction safety literature that utilizes descriptive statistics analysis, research findings are based on univariate analysis [52] [53] [54] [55] . Similarly, univariate analysis was adopted in this research, for two purposes: data screening and classification, and to understand what we have and choose the right variables for bivariate data analysis, which is the next step in methodology.
As discussed in the previous section of this paper, the database created for this study consists of 15 research variables. The frequency distributions of each variable are presented in Tables  1-4. Each table and corresponding 
Cross Tabulation Analysis
After applying univariate analysis to investigate whether there is a meaningful relationship between variable pairs, cross tabulation analysis is carried out. Cross tabulation is widely utilized to study the relationship between categorical variables [55] . Researchers used cross tabulation analysis for different purposes, such as for determination of the relationship between service quality and customer satisfaction, comparing three widely used methods for assessing alcohol consumption, tracing of the pattern of general and specific aspects of marital satisfaction over the family life cycle and determining attitudes of students towards using credit cards [56] [57] [58] [59] [60] .
Cross tabulation analysis produces a contingency table displaying relationship, in the form of joint frequencies of two or more variables. The rows indicate one variable while the columns indicate the other [61] . The Pearson Chi-square test is one of the tests that can be used to interpret this relationship successfully [62] . Pearson chi-square compares the observed counts with those that would be expected if there were no association between two variables [63] . After calculating the Pearson Chi-squared value, the p-value based on that value (which expresses the importance of the Chi-square value) must be calculated separately. The p-value is the probability value that is used for hypothesis testing by the Pearson chi-square test. After finding the p-value, one can decide whether the result is statistically significant or not. Most common practice for significance level is 0.05, in other words the confidence interval is 95%. Therefore, a p-value less than 0.05 is accepted as significant and allows researcher to reject the null hypothesis of no association, and conclude that there is an association between variables [62] .
After the null hypothesis is rejected to determine the strength of this relationship, researchers have to calculate Phi or Cramer's V values. Phi values from 0 to 0.1 show a weak relationship; 0.1 to 0.3 indicate a moderate relationship; and values between 0.3 and 1.0 suggest a strong relationship [64] .
Following the conclusion of univariate frequency analysis in this study, Injury severity score (ISS) was selected as the dependent variable, while the others were assumed as independent variables. Cross tabulation analysis was performed between dependent variable ISS and each independent variable. Pearson chi-square, "p" and Phi or Cramer's V values were taken into account to statistically test the relationships of variables.
Even though, cross tabulation analysis investigates whether a significant relationship exists between the dependent and independent variables and its influence on the statistically dependent variable, the findings of the cross tabulation do not reveal information about the interactions between the independent variables. Therefore, binary logistic regression analysis was performed to check the combined effect of the statistically significant independent variables and to determine their relationships with the dependent variable.
Logistic Regression Analysis
Logistic regression (LR) is a statistical analysis tool for modeling the relationship between a response variable and a set of explanatory variables when the response variable is categorical [26] . The main goal of the LR analysis is to find the best fitting and most parsimonious, yet reasonable, model to describe the relationship between a dependent (response) and a set of independent (predictor or explanatory) variables [65] . Logistic regression does not have the requirements for the independent variables to be normally distributed, linearly related or of equal variance within each group [67] . In logistic regression, instead of predicting the value of Y (dependent variable) from predictor variable X1…n , the probability of Y occurring is predicted with given known values of X 1…n [61] .
The significance of LR lies in the logistic transformation. In order to predict the dependent variable probability and, perform logistic transformation, the probability function can be written as Equation 1, where p is the probability of being in one group (occurrence of an event) and 1-p is the probability of being in the other group (non-occurrence of an event) [67] .
The problem with Equation 1 is that the right side of the equation can get any value between -∞ to + ∞ while, the left side of the equation cannot be negative. The logit transformation equation must be used to overcome this problem, and it is formulated as following equation where the natural log of the probability of being in one group divided by the probability of being in the other group.
After logit transformation is applied the equation becomes;
In solving the Equation 3, the LR equation from which the probability of Y is predicted becomes as following equation where, P(Y) = probability of Y occurring; e is the base of natural logarithm and β 0 represents exposure variable or constant, β 1…n are the coefficients, and X 1…n are the independent (predictor) variables.
In LR, to distinguish the difference between the occurrence and non-occurrence of an event, the dependent variable is coded in a certain way. Assigning a value of 1 (Y=1) to event occurrence and 0 (Y=0) to no occurrence is the simplest way to code the dependent variable [26] . In this research, injury severity score (ISS) was selected as a binary dependent variable. A value of one (1) was assigned to the variable, when ISS is ≥ 9; otherwise, it was assigned zero (0) indicating an ISS < 9. Independent variables identified as statistically significant in cross tabulation analysis were treated as multilevel independent variables.
In order to measure the performance of models validation of the LR models is necessary. Poorly fitting results that inaccurately predict the future outcomes may be caused doesn't apply validation to the model [68] . In this study, the model subsets were selected based on a 70/30 ratio. Bernoulli distribution was used to facilitate a random selection on injury cases. Hence Bernoulli distribution takes values of 0 and 1, 1 value was assigned randomly to 70% of the cases, which were used to develop the model and the remaining 30% was used to validate the data [69] .
Initially, prediction power of naive model, which has only one constant (β 0 ) without any predictor variables, was estimated. Then, independent variables were added to the naive model to improve its predictive power, where the improved model is called the development model in this study. A stepwise backward enter method was used during the development of the model. After incorporating the independent variables into the model, the variables that did not have significant positive effect on the predictive power of the development model were left out (assigned task, construction trade), while the significant ones remained in the model (work experience in project, type of injury, unsafe condition, and unsafe act). It should be noted that validation of 30% data set was performed for both naïve and development models.
The model creation is a challenge, to choose the best predictive model various numbers of tests should be applied. The first thing one has to do is to make sure that it meets the guidelines for "goodness-of-fit". This goodness-of fit is done by a parameter that checks the fit of the model. The log-likelihood needs to be calculated In order to do so. The loglikelihood is based on summing the probabilities associated with the predicted and actual outcomes [26] . Wald's test, Hosmer and Lemeshow's R L and Exp (β) can be listed as other tests that need to be conducted. Wald test is used to determine whether an independent variable is a significant predictor of the outcome or not. Hosmer and Lemeshow's R L is a test which represents the measure of how much the goodness of fit improves as a result of the inclusion of predictor variables in each step. Exp(β) is the exponential value of the β coefficients and its value represents the odds ratio. Therefore, Exp(β) represents the odds ratio of that predictor variable and how it affects the outcome [61] . Similar to the past research discussed above, this study calculated log-likelihood values, ran Wald and Hoshmer Lemeshow chi-squared tests to determine the predictive power of the development model. Interpretation of the results can be found in Results and Discussion sections.
RESULTS

Univariate Analysis Results
The results of univariate analysis are presented in Table 1 -4, where the "count" values of every variable are displayed. This value indicates how many cases are recorded in each category, or in other words their frequency. "Percentage" value in the table represents the percentage distribution of the data categorized under the same variable type. The following inferences were drawn by analyzing the frequency distribution of each variable:
 Contrary to expectations, the number of accidents in winter turned out to be higher than in the summer. This finding is quite surprising because the production output in construction industry, which is negatively affected by weather conditions in winter, usually accelerates during summer months. It was expected to see more injuries in summer due to increase in the number of workers on site. This could indicate that there are fewer risks in construction sites, while working under fair weather conditions.
 It was seen that injuries occurred on Monday the most (17.2%). Many previous research studies have proved that this finding is common, which is also named as "Monday Effect" [67] [68] [69] [70] .
 It was observed that the injuries tend to occur more between the hours of 10:00-12.00 (24.5%) and 14.00-16:00 (21.4%). It is assumed that this could happen due to acceleration of work during those time periods.
 When "type of injury" variable was examined, "falls" and "struck by falling object" were the two most noticeable data with 36.4% and 30.0% frequencies respectively. These findings show similarities with the past studies. Many researches pointed out that fall accidents are not only the highest frequent in the construction but also their results are more severe [71] [72] [73] [74] [75] [76] . Similarly, Arndt et al., found that struck by falling objects is one of the common causes of fatal injuries in the construction industry [77] .
 There wasn't a clear cut choice among the results of "nature of injury" variable category. Superficial wound, bruise, fracture/crack and cuts were the most encountered injuries. However, these results did not lead to a specific finding.
 Findings indicate that workers who are assigned in formwork and material handling (such as lifting and carrying materials and products) had the most number of injuries with 25.3% and 17.5% respectively. Thus, these two construction tasks pose more risks to workers safety according to this study.
 It is observed that the worker's age group is predominantly younger. The average age of victims in the database is 33 and the workers between 19-24 years old (20.3%) had more injuries than the other age groups. It was found that the frequency of accidents has decreased in proportion to the increasing age.
 Results of the study showed that work experience reduces injury severity. This somewhat anticipated finding solidifies that the increasing work experience has a positive effect on safety awareness. As the worker gains experience, they become experts in their jobs and become more aware of their surroundings with safety in mind. Safety and health training, if provided, also is a tool for reducing injury severity. Past research on similar topic also could support this finding [11] .
 Educational background variable revealed an interesting finding that in more than half of the cases analyzed, workers had no further education beyond elementary school. This finding is directly associated with the fact that majority of construction force in Turkey has elementary school diploma or less.
 Similar to educational background finding, most of the cases (28.1%) involved unskilled worker because most of the construction workforce consists of unskilled laborers. However, a noteworthy amount (25.5%) of the cases involved form workers. This finding naturally matches with the findings of "assigned task" category, which is somewhat close to the description of "construction trade" variable.
 When unsafe act and condition variables were analyzed, three data categories stood out: no personal protective equipment (PPE) usage, insufficient/lack of written work procedures and unsafe work practices. Other most encountered unsafe acts and conditions were poor housekeeping, no collective protection systems, no PPE provided, and position inappropriate for the task.
Cross Tabulation Results
To investigate the relationship between ISS and other independent variables cross tabulation analysis was performed as the second part of the descriptive analysis. Only statistically significant results of cross tabulation analysis were presented in Table 6 . According to the analysis, 6 of the 14 independent variables (work experience in project, assigned task, construction trade, type of injury, unsafe act, unsafe condition) were found statistically significant with p<0.05, as shown in Table 6 . (Table 6 ). 
Logistic Regression Analysis Results
Naive and development models were generated, validated and tested for prediction power in the logistic regression analysis part of the study. Injury Severity Score (ISS) was used as the dependent variable for both models. While naïve model used six variables that were identified in cross tabulation analysis part, development model left out two variables (assigned task, construction trade) that did not have significant positive effect on the predictive power of the model. The following results were obtained from the analysis:
The naïve model shows the general percentages of the classified data without any predictor variables and uses the 70% data set, which is assumed to have ISS lower than 9. The prediction power of the naïve model was found to be 61.5%. Whereas the prediction power of the 30% data set, which is used to validate data and has ISS equal to or greater than 9, was found to be 65.4%. The development model using the 70% data set, this time with the inclusion of the predictor variables, yielded a prediction accuracy of 71.4%. The validation of the development model was performed on the 30% data set, which produced 73.1% accuracy. The outcome of logistic regression modeling is presented in Table 7 . Finally, based on a p value of .817 from the Hoshmer Lemeshow chi-squared test, which is greater than 0.05, the development model shows a good fit with the data.
In light of these results, it can be stated that the four significant factors (work experience in project, type of injury, unsafe act and unsafe condition) are valid predictor variables that can be used in estimating whether an accident is going to result in a high injury severity or not. The negative signs of the regression (beta) coefficients listed indicate that work experience in project has decreasing effects on the probability of a workplace injury resulting with high ISS. In other words, the more experience the worker has, the less likely he/she will be exposed to a severe workplace related injury. Faulty tool/equipment/machinery and not using Personal Protective Equipment (PPE) categories from unsafe condition and unsafe act variables respectively had the most significant effect on the ISS. Types of injury such as falls, vehicle accidents, heat exposure and electric shock had increasing effects on ISS.
SUMMARY AND CONCLUSION
The study presented in this paper intended to use logistic regression analysis to develop a statistical model in identifying factors that contribute to severity of construction injuries and predicting their severity scores. An extensive archival study was initially performed to establish a database to realize this study. Research methodology included using statistical analysis methods such as frequency analysis (univariate) and cross tabulation (bivariate) analyses before undertaking logistic regression.
Although, univariate and bivariate analyses were primarily used as tools to determine statistically significant variables for logistic regression, the following conclusions can be drawn from the findings:
 Cold weather conditions could have a negative impact on the frequency of injuries.
 "Monday effect" theory was once again confirmed by this study.
 "Falls" and "struck by" were identified as dominant injury types in Turkish construction industry.
 As the age of worker increases, it was observed that frequency of work related injuries decreases. This could be an indicator of work experience positively affecting safety awareness.
 Form workers tend to have more injuries than other worker trades.
 Unsafe act and condition variables revealed that safety management or lack thereof is a major problem in Turkish construction sites. Particularly insufficient or unsafe work procedures and not using PPE were encountered the most in accident reports.
The outcome of the logistic regression analysis showed that four of the independent variables (work experience, accident type, unsafe condition and unsafe act) have statistically significant influence on workplace injury severity. To elaborate further on the regression results;
 Workers who have more work experience than others are less likely to be exposed to a severe workplace related injury.
 Faulty tool/equipment/machinery and not using Personal Protective Equipment (PPE) categories from unsafe condition and unsafe act variables respectively had the most significant effect on the severity of construction injuries. In other words, injuries caused by those unsafe acts and conditions are more likely to end up severe.
 Types of injury such as falls, vehicle accidents, heat exposure and electric shock have higher probability of causing severe injuries.
DISCUSSION AND RECOMMENDATIONS
Injury severity score (ISS), which had not been applied in the construction safety related research studies before, was identified as the dependent variable in the logistic regression analysis part of the study. Using ISS values as a dependent variable and including scoring in the model has been one of the features that made this study unique. In addition, the nonlinear nature of the ISS allowed the use of this scoring system as a dependent variable in the logistic regression analysis, which has a similar nonlinear structure. Using ISS makes it possible to compare and rank injuries by their severity and could be used in future studies that involve estimating the costs of injuries and risk analysis.
Research information on modeling the accident outcomes is scarce in safety and health literature. In fact, this was one of the main driving forces of this study that led to selection of binary logistics regression analysis, which is usually used in research areas other than construction safety. Logistic regression analysis developed a model that consists of four multilevel independent variables (work experience in project, type of injury, unsafe condition, and unsafe act), all of which have significant relationships with the binary dependent variable (injury severity score). The improvement of accuracy from the naive to the development model (9.9%), and further improvement of accuracy on the validation model (7.7%) are indicative of the successful validation of the logistic regression model presented.
The model developed in the study allows to predict the injury severity (whether the ISS is greater or less than 9) by using the information coming from independent variables included in the model and to approach proactively. It would be possible to at least reduce the severity of potential injuries by focusing on the factors that meaningfully contribute to the outcome of injury; such as, increasing training efforts for workers with less work experience, eliminating fall and struck by falling object hazards, providing PPE and encouraging their usage, enforcing written safety procedures.
This study was realized by investigating more than two thousand construction accident case reports that occurred in three big cities (İstanbul, Ankara and İzmir) of Turkey over a span of three years with the special permission of Social Security Institution. It is expected that the database created for this study could be useful in other statistical studies involving Turkey, where accurate statistical injury data is still difficult to obtain. Furthermore, a similar study could be carried out in different locations or with different sectors and comparisons could be made with the findings of this study.
