In this paper, we apply certain measure of noncompactness and fixed point theorem of Darbo type to derive the existence and limit property of solutions to quadratic Erdélyi-Kober type integral equations of fractional order with three parameters. Moreover, we also present the uniqueness and another existence results of the solutions to the above equations. Finally, two examples are given to illustrate the obtained results.
Introduction
Fractional calculus has been introduced since the end of the nineteenth century by Liouville and Riemann, but the concept of non-integer calculus, as a generalization of the traditional integer order calculus was mentioned already in 1695 by Leibnitz and L'Hospital. The subject of fractional calculus has become a rapidly growing area and has found applications in diverse fields ranging from physical sciences, engineering to biological sciences and economics. It draws a great application in nonlinear oscillations of earthquakes, many physical phenomena such as seepage flow in porous media and in fluid dynamic traffic model. Moreover, Erdélyi-Kober fractional integrals, Hadamard fractional integrals and Riesz fractional integrals are also widely used to describe the medium with non-integer mass dimension. One can also find more details of such fractional integrals in physics, viscoelasticity, electrochemistry and porous media [2] [3] [4] [5] [6] [7] [8] . In the past ten years, there has been a significant development in the field of fractional differential (integral, evolution) equations and related controls problems, one can see the monographs [9, [12] [13] [14] [15] [16] and the papers [10, 11, . The Erdélyi-Kober fractional integral [39] of a continuous function is defined by can be named as Erdélyi-Kober singular kernel. Obviously, RiemannLiouville singular kernel is a special case of Erdélyi-Kober singular kernel which implies that Erdélyi-Kober fractional integral can better describe the memory property than Riemann-Liouville fractional integral. Thus, quadratic integral equations involving Erdélyi-Kober singular kernels maybe better applicable in the theory of kinetic theory of gases [44] and in the theory of neutron transport [45] . Let us pay attention to the fact that only a few papers investigated the existence and local stability of solutions of Erdélyi-Kober type integral equations of fractional order on an unbounded interval [46] . Motivated by the above fact, we are going to study the following quadratic Erdélyi-Kober type integral equations of fractional order:
where ∈ R + := [0 ∞),
1 , 2 and are three functions will be defined later. Obviously, the equation (1) is a particular case of the equation (2) when β = 1 and γ = 0. We will use certain measure of noncompactness from [1] and some of the methods in [46] to derive new existence and limit property of solutions to the equation (2) with restriction. Moreover, we also give the uniqueness and other existence results of the solutions to the equation (2) . The rest of this paper is organized as follows. In Section 2, some notations and preparation results are given. In Section 3, the existence and limit property of solutions to the equation (2) are obtained. In Section 4, we give sufficient conditions to derive the uniqueness and other existence results of the solutions to the equation (2) . In the final Section 5, two examples are given to demonstrate the applicability of our results.
Preliminaries
In this section we collect some definitions and results which will be needed in our investigations. We shall work in the Banach space BC (R + ) consisting of all real functions defined, continuous and bounded on R + and furnished with the standard norm || || := sup{| ( )| : ∈ R + }. Next, for any given continuous function :
It is well-known that F is continuous [40] . Now we recall some results from the theory of measures of noncompactness [41, 42] . Let E be a real Banach space with a norm || · ||. Denote B := { ∈ X : || || ≤ }. For any X ⊂ E, X , ConvX denote the closure and convex closure of X , respectively. Moreover, M E denotes the family of all nonempty and bounded subsets of E, and N E all relatively compact subsets.
Definition 1.
A mapping µ : M E → R + = [0 ∞) is said to be a measure of noncompactness in E with a kernel ker µ ⊂ N E , if the following properties hold:
We shall use a measure of noncompactness in the space BC (R + ) [41, 42] . In order to define this measure let us fix a nonempty bounded subset X of the space BC (R + ) and a positive number T . For ∈ X and ε > 0 denote ω 
The kernel ker µ of this measure consists of all sets X ∈ M BC (R+) such that functions belonging to X are locally equicontinuous on R + and tend to their limits at infinity uniformly with respect to the set X . The following basic equality [43] will be used in the sequel.
Lemma 2.
Let α β γ and be constants such that α > 0, (γ − 1) + 1 > 0 and (β − 1) + 1 > 0. Then
is the well-known Beta function and θ = [α(β − 1)
To end this section, we state a fixed point theorem of Darbo type [41] which will be used in the sequel.
Theorem 3.
Let Q ⊆ E be a nonempty, bounded, closed and convex set and : Q → Q be a continuous mapping. If there exists a constant ∈ [0 1) such that µ( X ) ≤ µ(X ) for any nonempty subset X ⊆ Q, then T has a fixed point in the set Q. Moreover, the set fix of all fixed points of belonging to Q is a member of the family ker µ.
Existence and limit property of solutions
In this section, we will investigate existence and limit property of solutions to the equation (2) by using the fixed point theorem of Darbo type via measure of noncompactness in the above section. We introduce the following assumptions (see [1] ):
(H 1 ) ∈ C (R + × R R), = 1 2 and there are nondecreasing functions :
for any ∈ R + , ≥ 0 and
(H 2 ) ∈ C ( × R R) and there exists ∈ C ( R + ) and a nondecreasing function φ ∈ C (R + R + ) with φ(0) = 0 such that
for all ( ) ∈ and ∈ R. Here :
It is clear that (2) is equivalent to a fixed point problem
when an operator V is defined by
Our aim is to solve (5) on BC (R + ) by following a method of [1] . For the sake of convenience, we shall split our main result into several lemmas. Obviously by (H 1 ), we get the first result.
Lemma 4.

Assume (H
To we show U ∈ C (BC (R + ) BC (R + )), and then V ∈ C (BC (R + ) BC (R + )) as well, we introduce functions ( ) and ( ) on R + as follows
Consequently, (·) and (·) are well defined. Moreover, we show:
Lemma 5.
Assume (H 2 ) and (3), then ( ) and ( ) are continuous functions on
Proof. It is enough to check the continuity of ( ), since the same method can be applied for ( ). First, by (6), we have a continuity at = 0. Next, fix arbitrarily T > 0 ε > 0 and 
where ( ) :=
is continuous on [0 T ]. By (H 2 ), lim ε→0 ω T 1 ( ε) = 0, so using (7) we derive that is continuous on [0 T ]. Since T is arbitrary, the proof is completed. Now we are ready to prove the following result. Proof. We need to verify only continuity of U. Let ∈ BC (R + ). First, by (6), we have a continuity at = 0. Next, we take T > 0 ε > 0 and set 
Lemma 6.
T = sup{| ( 0)| : ∈ [0 T ] ≤ } ω T 1 ( ε; || ||) = sup{| ( 2 ) − ( 1 )| : 2 1 ∈ [0 T ] ≤ 1 ≤ 2 | 2 − 1 | ≤ ε | | ≤ || ||} Now, assume that 1 2 ∈ [0 T ] are such that | 1 − 2 | ≤ ε with 1 < 2 . Then we get |(U )( 2 ) − (U )( 1 )| = 1 Γ(α) 1 0 ( β 2 − β ) α−1 γ ( 2 ( )) + 2 1 ( β 2 − β ) α−1 γ ( 2 ( )) − 1 0 ( β 1 − β ) α−1 γ ( 1 ( )) ≤ 1 Γ(α) 1 0 ( β 2 − β ) α−1 γ | ( 2 ( )) − ( 1 ( ))| + 1 Γ(α) 1 0 [| ( 1 ( )) − ( 1 0)| + | ( 1 0)|]|( β 2 − β ) α−1 − ( β 1 − β ) α−1 | γ + 1 Γ(α) 2 1 [| ( 2 ( )) − ( 2 0)| + | ( 2 0)|]( β 2 − β ) α−1 γ ≤ ω T 1 ( ε; || ||) Γ(α) T β(α−1)+γ+1 β B γ + 1 β α + 1 Γ(α) 1 0 [ ( 1 )φ(|| ||) + | ( 1 0)|]|( β 2 − β ) α−1 − ( β 1 − β ) α−1 | γ + 1 Γ(α) 2 1 [ ( 2 )φ(|| ||) + | ( 2 0)|]( β 2 − β ) α−1 γ ≤ ω T 1 ( ε; || ||)T β(α−1)+γ+1 βΓ(α) B γ + 1 β α + T φ(|| ||) + T Γ(α) 1 0 [( β 1 − β ) α−1 − ( β 2 − β ) α−1 ] γ + T φ(|| ||) + T Γ(α) 2 1 ( β 2 − β ) α−1 γ ≤ ω T 1 ( ε; || ||)T β(α−1)+γ+1 βΓ(α) B γ + 1 β α +2 T φ(|| ||) + T Γ(α) ζ * √ ε ζ T ζβ(α−1)+ζγ+1 B ζγ+1 β ζ(α − 1) + 1 β + [ T φ(|| ||) + T ]B γ+1 β α ω T ( ε) βΓ(α) → 0 as ε → 0(8)
Lemma 7.
Then for any ∈ BC (R + ) and ∈ R + we calculate
which implies
From Lemma 6 and (9) we obtain V ∈ BC (R + ). The proof is done.
Lemma 8.
Assume (H
Proof. By Lemmas 4 and (7), and construction of V , we only need to show that U ∈ C (BC (R + ) BC (R + )). But for any ε > 0, ∈ BC (R + ) with || − || ≤ ε and ∈ R + we obtain:
which implies the desired continuity of the operator U on BC (R + ). The proof is completed.
Next, we introduce a final assumption (H 4 ) There exists an 0 > 0 such that (9) and (H 4 )(i) give V : B 0 → B 0 . Now, we are ready to state the main result of this paper. 
Theorem 9.
Under the assumptions (H 1 )-(H 4 ) and (3), the equation (2) has at least one solution ∈ BC (R + ) and it tends to a limit at infinity.
Proof. We intend to apply
and using (8), we obtain
where ζ, ζ * and are defined in the proof of Lemma 5. So (10) gives
For fixed T , according to our assumption, we get ω (11) we derive the following inequality
Similarly, for any 1 ≥ T , 2 ≥ T , we have
, (H 4 )(iii) and (13), we derive
Consequently, (12), (14) and (H 4 ) give
with κ < 1, so by Theorem 3, the operator V has a fixed point in B 0 which is a solution of the equation (2) . Moreover, we obtain that all solutions of the equation (2) have finite limits at infinity. This completes the proof.
Uniqueness and another existence results
In this section, we establish some sufficient conditions to derive the uniqueness and another existence results of solutions to (2).
Theorem 10.
Suppose assumptions of Theorem 9 hold with Lipschitzian φ, i.e.,
for any ∈ R + and all ∈ R. Then (2) has a unique solution.
Proof. Suppose that be another solution of (2) . Then || || ≤ 0 and like above, we have
where ζ and ζ * are defined in the proof of Lemma 5. In view of (H 4 ), we can rewrite the above inequality to
where
From ( Then (12) remains and instead of (14) we get
Consequently, there is a solution of (2), and the set F V of all solutions satisfies
Estimate (18) measures uniform asymptotic oscillation bounds of all solutions of the equation (2).
Remark 11.
It is clear that (H 4 ) (and so (H 4 )(i)(ii)) holds for an
Hence it is enough to verify (19) . Note N ∞ ≤ N and U ∞ ≤ U.
Applications
In this section, we present two examples illustrating the main results contained in Theorems 9 and 10 which are partly motivated by an example in [1] .
Example 12.
Consider the following quadratic Erdélyi-Kober type integral equations of fractional order: 
where ∈ R + , > 0 and > 0. Clearly, (20) has a form of (2) Figure 1) . Summarizing, by Theorems 9 and 10, we arrive at the following result.
Theorem 13.
If ∈ (0 1) and > 0 satisfy ( ) > , then (20) has a unique solution.
For instance, for = 0 2 we have (0 2) = 0 6983 and (0 2) = 0 286 > > 0.
Example 14.
Consider another quadratic integral equation involving Erdélyi-Kober singular kernels
where α β γ, ( = 1 2) are the same as in the Example 12 and
Clearly, for all ∈ R, ( ) ∈ and Lemma 2, we derive Thus the function ( ) satisfies (H 2 ) with the same ( ) as in the Example 12 but now φ( ) = 1 4 , and (15) is satisfied for ν = = 0 (24) which is a polynomial of order 5 in 1 4 , and so we cannot expect its explicit solution. On the other hand, by Descartes sign rule [47] , we know that (24) has precisely one positive solution¯ ( ). But still we cannot find it explicitly. For this reason, we use numerical tools of Mathematica for plotting the graphs of¯ ( ) and¯ ( ) on Figure  2 . NoteF ( ) is decreasing in , so¯ ( ) is decreasing in and again lim →0¯ ( ) = ∞ and lim →1¯ ( ) = 0. Furthermore, we do solve explicitly the inverse of¯ ( ) = 1. So¯ ( ) is also increasing in , lim →0¯ ( ) = 0 and lim →1¯ ( ) = ∞. So a necessary and sufficient condition for solvability of (23) for some 0 > 0 is¯ ( ) > , and then we can take 0 =¯ ( ). Summarizing, by Theorem 9, we arrive at the following result.
Theorem 15.
If ∈ (0 1) and > 0 satisfy¯ ( ) > , then (22) has a solution.
For instance, for = 0 2 we have¯ (0 2) = 0 754 and (0 2) = 0 2648 > > 0. Moreover, using (17) , a distance between any two solutions is less or equal to 
Conclusion
In this paper, we investigate a class of quadratic Erdélyi-Kober type integral equations of fractional order involving three certain parameters α ∈ (0 1), β ∈ (0 ∞), γ ∈ (β(1 − α) − 1 ∞). By applying the techniques of measure of noncompactness and fixed point theorem of Darbo type, the existence and limit property of solutions are derived. Further, the uniqueness and another existence results of solutions are also presented. Comparing with our previous restriction on α ∈ ( 1 2 1) β ∈ (0 1) γ ∈ ( 3 2 − α ∞) for the integral equation in [46] , the current fields on α β γ are extended.
