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A RIZIKÓFÜGGVÉNY LOGISZTIKUS MODELLJE EPIDEMIOLÓGIAI VIZSGÁLATOKBAN 
Békéssy András, Krámli András, Soltész János, Csukás Andrásné 
MTA SZTAKI, Országos Kardiológiai Intézet 
Előadásunknak az a célja, hogy néhány uj szemponttal járuljon 
hozzá a logisztikus függvénnyel történő rizikóbecsléssel kapcsolatban 
összegyűlt tapasztalatokhoz. A logisztikus modell egyike az epidemio-
lógiában leggyakrabban használt modelleknek. Az epidemiológia egyik 
alapfeladata az, hogy nagy populációban bizonyos könnyen mérhető ada-
tok /un. rizikófaktorok/ alapján minden egyedre előrejelezzék egy 
adott betegség fellépésének valószínűségét. A rizikófaktorok általá-
ban nem állnak közvetlen kapcsolatban a szóbanforgó betegséggél, ezért 
az egyik legnehezebb feladat a lényeges rizikófaktorok kiválasztása. 
Matematikai szempontból a fenti előrejelzési feladat az un. statisz-
tikai diszkriminancia-analizissel rokon. A diszkriminancia-analizis 
alapfeladata a következő: Adva van n populáció /A^,...,An/ és minden 
egyes populációból bizonyos előre rögzitett elemszámú minta. A mintá-
hoz tartozó egyedek bizonyos folytonos illetve diszkrét jellemzői 
alapján megszerkesztünk egy olyan szabályt, amelynek segitségével to-
vábbi egyedekről eldönthetjük, hogy melyik osztályba tartoznak. 
Az epidemiológiában felmerülő szétválasztási probléma különleges-
sége az, hogy az egyik populáció /egy adott időszakban megbetegedett sze-
mélyek/ viszonylag kicsi. A megelőzés szempontjából az a legfontosabb 
feladat, hogy a várhatóan megbetegedő személyeknek minél nagyobb há-
nyadát lehetőleg kevés paramétertől függő szabály segitségével válasz-
szuk ki-. Ezt a szétválasztási szabályt egy olyan minta alapján szer-
kesztjük meg, amelyben az egyedek már osztályozva vannak. Először 
minden populációban - paraméteres vagy nem paraméteres eljárással -
megbecsüljük az x^, . .'. rizikóváltozók eloszlásfüggvényét, majd 
Bayes tétele segitségével minden j egyedre kiszámitjuk annak a 
n. (x ,x ) a-posteriori valószínűségét, hogy. az A. osztályba 
1 Jl 1 tartozik, ha 
m a x & n m ( x j l " " ' x j k ) rlm = E V x j l xjk ) rim 
ahol r^ m annak a hibás osztályozásnak a költsége, ha egy A^ osztály-
ba tartozó egyedet az A m osztályba sorolunk. 
Ha csak két osztály van A2), és a rizikóváltozók közös £ 
kovarianciamátrixü, különböző /csak az osztálytól függő/ várhatóérté-
kü együttesen normális eloszlású változók, akkor az osztályozás fel-
adata leegyszerűsödik: a j-edik egyedet akkor soroljuk pl. az A 2 osz-
tályba, ha a n„(x .. , ... ,x ) a-posteriori valószinüség egy bizonyos 
z g I JK 
szintnél nagyobb. Ekkor H2(xji'•••'xjk^ a 3 0 1 i s m e r t logisztikus függ-
vény 
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r k v 1 
n2_(jc1, ... ,xk) = I 1 + expG-a; - E. Pt*^) 
k " Is Cl) 
= 2 C m2s" mls^ 
s=l 
ahol illetve n^i' • • * ' m2k a z A1 -^l* A2 o s z t a l y b a n a rizi-
kóváltozók várhatóértéke, {a^s} a E kovarianciamátrix inverze, N^ 
illetve N 2 az A^ illetve A 2 osztályból vett minták elemeinek száma, 
végül . v • 
lr k ' . N. 
a = - 2 En 0s ( mls + m2s ) " l o g N7 • s=l 2 
E, m^, m 2 a minta alapján becsülhető. 
Még ha el is fogadjuk azt a feltevést, hogy a rizikófaktorok 
együttesen normális eloszlásúak, lehetséges, hogy a különböző populá-
ciókhoz tartozó kovarianciamátrixok nem azonosak. Ebben az esetben a 
megbetegedés két rizikófaktor együttes hatásával kapcsolatos. Ekkor a 
Bayes-féle rizikófüggvény a 
-1 
r . N 1 . det E r 1 
n2(x1,...,xk) = |l+ ^ exp Ĵ  - 1 «r1 (x l-m l l)(x s-m l s) + 
+ * -i.b a 2 S ( x r m 2 l ) ( X s - m 2 s | ] } 
Is Is 
alakot ölti, ahol {o^ } ill. {a2 } az A^ ill. A 2 populációhoz tarto-
zó kovarianciamátrixok inverzéi. 
Az (1) esetbén a rizikófüggvény szintfelületei hipersikök, a (2) 
esetbén pedig kvadratikus felületek. 
Példaként tekintsük áz ischaemiás szivbetegségek rizikójának becs-
lésére három Szeged környéki községben végzett vizsgálatokat /ezek ha-
sonlóak ahhoz a hét országbán végzétt vizsgálatokhoz, amelyet Ancel 
Keys szervezett/. Először elfogadtuk mind az együttes normalitás, mind 
pedig a kovarianciamátrixok azonosságának feltételét. A numerikus ered-
mények közül a következő táblázatot választottuk ki illusztrációként: 
Az x^,x2,x3,x4 rizikóváltozó rendre a systoles vérnyomás, a kolesz-
terin, az életkor és a Quetelet index. 
Ekkor 
a=-15.272, ^=0.013, 3 2=0.0Ö6 , &3='0,091 34=0.159 
Illeszkedési tábla .".". 
decilis 1 2 3 4 5 6 7 8 9 10 
egyedek száma 101 101 101 101 100 100 101 101 101 ÍOI 
várható megbetegedésszám 0.50 0.77 1.07 1.38 1.73 2.18 2.87 3.89 5.77 13.14 
megfigyelt megbetegedesszám 0 1 1 3 3 4 1 2 6 11 
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Pontosabb analizis azt mutatta, hogy a kovarianciamátrixok szig-
nifikánsan eltérnek a két populációban. A (2) rizikófüggvényt hasz-
nálva ugyanazokra a rizikófaktorokra a következő illeszkedési táblát 
kaptuk. 
decilis 1 2 3 4 5 6 7 8 9 10 
egyedek száma 101 101 101 101 100 100 101 101 101 101 
várható megbet.sz. 0.25 0.51 0.78 1.16 1.64 2.20 2.91 3.79 5.09 18.63 
megf. megbet.sz. 1 1 2 0 1 1 4 5 5 12 
Az élső esetben 20, a másodikban pedig 26 /súlyosan/ beteg esett a 
felső négy decilisbe. így a második formula alkalmasabb azoknak az 
egyedeknek kiválasztására, akiknek az ischaemiás szívbetegségre való 
hajlamuk viszonylag nagy. A (2) formula azonban sokkal több paramétert • 
tartalmaz, igy ez a modell kevésbé stabil. 
A logisztikus modellt egyszerűsége miatt még akkor is gyakran 
használják, amikor a rizikóváltozók együttes normalitásának feltétele 
nem fogadható el. Walker és Duncan [ll a modell paramétereinek becs-
lésére egy iterativ eljárást ajánl. Módszerük szoros kapcsolatban áll 
a számítandó a, 8^, ..., 8 k paraméterek maximum likelihood becslésé-
vel, ha feltételezzük, hogy (l) alakú annak az eseménynek a valószinü-
sége, hogy egy személy az A2 osztályba tartozik /azaz beteg/. [2]-ben 
megmutattuk, hogy Walker és Duncan formuiái azonosak a likelihood 
egyenlet Taylor-sorfejtésének elsőrendű tagjaival. 
Woodböry, Manton és Stallard [ 3 ] krónikus betegségek longitudiná-
lis vizsgálatánál több logisztikus függvény szorzatát ajánlották. Eh-
hez hasonló eredményre jutunk, ha feltételezzük, hogy a rizikófüggvény 
szintfelületei két vagy több hipersikból állnak. A Eayes-módszer is 
ilyen rizikófüggvényhez vezet, ha a nagyobb /egészséges/ populáció al-
populációkra osztható, feltételezve az együttes normalitást és a közös 
kovarianciamátrixot. Vizsgálatunkban két alpopulációt természetes mó-
don meg lehet adni: volt 69 személy, aki kevésbé súlyos ischaemiás 
szívbetegségben szenvedett. Ebben az esetben az A 2 /súlyos beteg/ po-
pulációhoz tartozó rizikófüggvény a 
N 2* e x p ^ i £ a l s (x 1-m 2 l) (x s-m 2 s)} ^ 
n 2(xr,.„.,x k) = ~ T T r f - T T - VT" 
J i K  e X P & 1,1=1 Í X l " , B i l ) ( X ^ Í B , } J 
alakot ölti, ahol m^, m 2 és m 3 rendre az A^, A 2 és A 3 /egészséges, 
súlyos beteg, kevésbé súlyos beteg/ populáció rizikóváltozói várható 
értékeinek vektora. Ugyanazon rizikófaktorok esetén a következő illesz-
kedési táblát kaptuk: 
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decilis • 1 2 3 4 5 6 7 8 9 10 . 
egyedek száma ioi 101 101 101 100 100 101 101 101 ÍOI 
várható megbet.sz. 0.48 0.74 1.06 1.37 1.73 2.19 2.89 3.93 5.81 13.11 
megf. megbet.szám 0 1 2 2 3 4 1 2 6 11 
Ez utóbbi tábla majdnem ugyanaz mint az első, mivel az m^/ m 2 és m 3 vár 
hatóérték vektor jó közelítéssel egy egyenesre illeszkedett a mintatér-
ben. így a mi esetünkben ez a bonyolultabb elválasztási szabály nem ha-
tékonyabb a klasszikus logisztlkus modellnél. Ez a megközelítés azonban 
mégis Ígéretes, mivel ujabb szabadságfokokat ad anélkül, hogy lényege-
sen megnövelné a modell paramétereinek számát. Elképzelhető, hogy más-
képpen definiált alappopulációk esetén jobb eredményt kapnánk. 
A Bayes-féle döntési eljárást alkalmaztuk arra az esetre is, ami-
kor a rizikófaktorok között diszkrét változók /d.,...,d / is előfordul-
X S -
nak. Feltételezzük, hogy a diszkrét változók teljesen függetlenek, és 
a folytonos vátlozóktól is függetlenek. Ekkor a megbetegedés a-poste-
riori valószínűsége 
f r s p. (d )"[ k i , 
n2(x1...,xk;d1 d s) = |l+ ^ ^ d M j ex P L-a - ^ x ^ (4) 
ahol p^(du)/ill. annak az eseménynek a valószinüsége, hogy egy 
egészséges /ill. beteg/ személy u-adik diszkrét rizikóváltozója a d u 
értéket veszi fél. Ezeket a valószínűségeket a relativ gyakoriságokkal 
becsülhetjük, az a, 8^,..., 8 k paraméterekre pedig ugyanaz a becslés 
adható, mint az (1) esetbén. 
A systoles vérnyomást, a koleszterint, az életkort és a Quetelet 
indexet használva folytonos, az EKG V. Minnesota kódját és a dohányzás 
Keys-féle kódját használva a diszkrét rizikófaktorként, a (4) esetben a 
következő illeszkedési táblát kapjuk: 
decilis 1 2 3 4 5 6 7 8 9 10 . 
égyedek száma 100 100 100 100 99 99 100 100 100 100 
várh. megbet.sz. 0.34 0.64 0.92 1.22 1.53 2.00 2.62 3.60 5.51 14.87 
megf. megbet.sz. 0 0 1 2 1 3 3 4 7 11 
Egy illeszkedési táblát epidemiológiai szempontból annál jobbnak 
tekinthetünk, minél több beteg esik a felső decilisekbe. Megállapíthat-
juk, hogy a mi esetünkben a fent vázólt modellek ebből a szempontból 
nem mutatnak lényeges eltérést, ezért a legkönnyebben mérhető és számit-
ható modellt tudjuk javasolni. 
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