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$y=\pm 1$ 2 .
$(w, b)$ $X=$ {(yi, $x_{i}$ ) $|y_{i}\in$ {\pm 1}, $x_{i}\in \mathrm{R}^{n},$ $i$ =




$y_{i}(w^{\mathrm{T}}x_{i}+b)\geq 1$ $(i=1, \ldots, l)$ (2.2)
$(w, b)$ . ,
. ,
.




, Support Vector Machine(SVM)
2 , SVM $\mathrm{Q}\mathrm{P}$ :
$L(w., \xi)=\frac{1}{2}|w|^{2}+C\sum_{i=1}^{l}\xi$i(2.3)
$\xi_{i}=y_{i}(w^{\mathrm{T}}\phi(x_{i})+b)-1\geq 0$ , $(i=1, \ldots, l)$ (2.4)
. $C$ –
1.
$\forall_{N\geq 1},$ $\forall_{x_{1},\ldots,x_{N}\in \mathrm{R}^{n}},$
$\forall_{c_{1},\ldots,c_{N}\in \mathrm{R}},\sum_{i,j=1}^{N}c_{i}c_{j}K(x_{i}, x_{j})\geq 0$
(2.5)
$\mathrm{R}^{n}\cross \mathrm{R}^{n}$ $K$ .
,
$K(x, y)=\phi$ (x) $\mathrm{T}\emptyset$ (y) (2.6)
$\phi$ [7].
.
$K$ (x, $y$ ) $=$ $x^{\mathrm{T}}y$ :
$K(x, y)$ $=$ $(x^{\mathrm{T}}y+r_{0})^{n}$ , $r_{0}\in \mathrm{R}$ : $n$




$W( \alpha)=\frac{1}{2}\sum_{i,j=1}^{l}y_{i}y$ j\mbox{\boldmath $\alpha$}i\mbox{\boldmath $\alpha$}j $K$ (xi, $xj$ ) $- \sum_{i=1}^{l}\alpha_{i}$ (2.7)
$\sum_{i=1}^{l}y_{i}\alpha_{i}=0$ , $0\leq\alpha_{i}\leq C$ $(i=1, \ldots, l)$ (2.8)






$\partial_{i}W:=\frac{\partial W(\alpha)}{\partial\alpha_{i}}=y_{i}(\sum_{j=1}^{l}y_{j}\alpha_{j}K(x_{i}, x_{j}))-1$ (2.9)
, $\mathrm{Q}\mathrm{P}$ (KKT )
iW+yi\beta $\geq$ 0 if $\alpha_{i}=0$ ,
iW+yi\beta $=$ 0 if $0<\alpha_{i}<C’$. (2.10)
$iW\pm_{\mathfrak{l}}$ $y_{i}\beta$ $\leq$ 0 if $\alpha_{i}=C$




2 [8]. , $I_{0},$ $I_{1}$ , $I\mathit{2}\subset \mathrm{Z}_{\geq 0}$
$I_{0}=\{i|\alpha i=0\}$ , $I_{1}=\{i|0<\alpha_{i}<C\}$ , $I_{2}=\{i|\alpha i=C\}$ (2.12)





$x_{i}$ 11 (support vector),
$\alpha=C$ ( $\mathrm{b}\mathrm{o}\mathrm{u}\mathrm{n}\mathrm{d}\mathrm{e}\mathrm{d}$ support vector)
. , $v$
$v:= \max$ $(\{-\partial_{i}W|i\in I_{0}\}\cup\{|\partial W_{i}||\acute{\mathrm{z}}\in I1\})\cup$ { $\partial_{i}$W $|i\in I_{2}$ } $)(2.13)$
, KKT $v=0$ .
, $v$ KKT .
2.2 Sequential Minimal Optimization(SMO)
$\mathrm{O}\mathrm{s}\mathrm{u}\mathrm{n}\mathrm{a}-\mathrm{F}\mathrm{r}\mathrm{e}\mathrm{u}\mathrm{n}\mathrm{d}-\mathrm{G}\mathrm{i}\mathrm{r}\mathrm{o}\mathrm{s}$ [15] $\mathrm{Q}\mathrm{P}$ (2.8), (2.9)
1 . (working set)
$B=\{i1, i_{2}, \ldots, i_{q}\}$ $\mathrm{Q}\mathrm{P}$
$W(\alpha_{i_{1}}, \alpha_{i_{2}}, . . . , \alpha_{i_{q}})=$ (2.14)
$\frac{1}{2}\sum_{\dot{\iota},j\in B}y_{i}y_{j}\alpha_{i}\alpha_{j}K(x_{i}, x_{j})-\sum_{i\in B}\alpha_{i}(1-y_{i}\sum_{j\not\in B}y_{j}\alpha_{j}K(x_{i}, x_{j}))$
$\sum_{i\in B}y_{i}\alpha_{i}=-\sum_{j\not\in B}y_{j}\alpha_{j}$


















Step 0. $\alpha$ .
Step 1. 2 $\alpha_{i},$ $\alpha j$ .
Step 2. $\alpha_{i},$ $\alpha j$ 2
$\tau$
Step 3. $\alpha$ .








ffi|\rfloor $g_{i}=a_{i}^{\mathrm{T}}x+b_{i}\leq 0$ , $(i=1, \ldots, m)$ (3.1)
. , $x,$ $a_{i}\in \mathrm{R}^{n}$ , $I$ $x$
. $I=I(x)=\{i|g_{i}=0\}$ ,
.
$A_{q}=$ $(a_{i_{1}},$ $a$ti2’. . . , $a_{i_{q}})^{\mathrm{T}}$ , (3.1)
KKT
$\lambda q=-\nabla f(x_{q})A_{q}^{\mathrm{T}}(A_{q}A_{q}^{\mathrm{T}})^{-1}\geq 0$ (3.2)






Algorithm PQN (Projected Quasi Newton method)
Step 0. $x_{0}.$, $I$ (x0),
$P_{0}$ , $H_{0}=P_{0}$ .
Step 1. $d_{k}=-H_{k}\nabla f$ (xk) $d_{k}$ .
Step 2. $d_{k}=0$ Step 4 ,
$\alpha_{k}$ , $x_{k+1}=x_{k}+\alpha kd_{k}$ .




, $I$ $r$ , $P$ Step 1
Step 4. KKT - ,
KKT $a_{s}$ , $I$
$s$ , $P$ , $\mathrm{H}$
$H_{k+1}=H_{k}+ \frac{Pa_{s}^{\mathrm{T}}a_{s}P}{a_{s}Pa_{s}^{\mathrm{T}}}$ (3.4)
Step 1 .
Step 3 BFGS $\mathrm{H}$
$H_{k+1}=H_{k}- \frac{H_{k}y_{k}s_{k}^{\mathrm{T}}+s_{k}y_{k}^{\mathrm{T}}H_{k}}{s_{k}^{\mathrm{T}}y_{k}}+(1+\frac{y_{k}^{\mathrm{T}}H_{k}y_{k}}{s_{k}^{\mathrm{T}}y_{k}})\frac{s_{k}s_{k}^{\mathrm{T}}}{s_{k}^{\mathrm{T}}y_{k}}$ (3.5)
. ,




. (3.3), (3.4) $\mathrm{H}$ ,
$\mathrm{H}$
. $\mathrm{H}$
, (3.3), (3.4) . BFGS (3.5)
$\mathrm{H}$ ,





BFGS $\lfloor\lceil 14$]. ,
$V_{k}=I- \frac{y_{k}s_{k}^{\overline{|}}}{s_{k}^{\mathrm{T}}y_{k}}$ (3.7)
,
$H_{k}$ $=$ $(V_{k-t}V_{k-t+1}\ldots [)^{\mathrm{T}}P_{0}(V_{k-t}V_{k-t+1k-1}\ldots 1)$ (3.8)
$+(V_{k-t+1}1 \cdot\cdot V_{k-1})^{\mathrm{T}}\frac{s_{k-t}s_{k-t}^{\mathrm{T}}}{\mathrm{T}}(V_{k-t+1}\cdots V_{k-1}.)$
$s_{k-t}$y$k-t$
$+\cdot$ .
$+$ (K-2 $Vk-1$ ) $\mathrm{T}_{\frac{s_{k-3}s_{k-3}^{\mathrm{T}}}{\mathrm{T}}}(V_{k-2}V_{k-1})$
$s$k-3 $y_{k-3}$
$+(V_{k-1})^{\mathrm{T}} \frac{s_{k-2}s_{k-2}^{\mathrm{T}}}{\mathrm{T}}(V_{k-1})+\frac{s_{k-1}s_{k-1}^{\mathrm{T}}}{\mathrm{T}}$
$s$ k-2 $y_{k-2}$ $s_{k-1}y_{k-1}$
$\mathrm{r}$ {sk, $y_{k}$ } $\mathrm{H}$ .
, $t$ ,
1\sim 10 . $t=1$ BFGS
Solenson-Wolfe








Algorithm LMBFGS-PQN (Limited Memory BFGS
Projected Quasi Newton method)
Step 0. $x_{0}$ , $I=I$(x0) .





Step 3. $d_{k}=0$ Step 5 ,
$\alpha k$ , $xk+1=x_{k}+\alpha k$dk .
Step 4. $s_{k},$ $yk$ Step 2 .
$s_{k}$ $=yk=0$ , $I,$ $P$ Step 1
Step 5. KKT
$s$ $I$ , $P$
Step 1
3.3 2






Step 0. $\alpha$ , $l_{\mathrm{L}}^{\mathrm{p}_{-\mathrm{Y}}}$ $v_{t}$ .
Step 1. KKT $v_{t}$ Step 3 ,
134
Step 2 .
Step 2. SMO $\alpha$ Step 1 .
Step 3. KKT , Step 4 .
Step 4. LMBFGS-PQN $\alpha$ Step 3 .
SVM $\mathrm{Q}\mathrm{P}$ , (2.4)
, $\{e_{i}|i=1, \ldots, l\}$
. $x$ , $I(x)=\{i1, . . . , i_{k}\}$
, $y=$ ( $y_{1},$ $\ldots,$ $y$l)T $\{e_{i_{1}}, \ldots, e_{i_{k}}\}$
$P_{I}= \frac{e_{0}e_{0}^{\mathrm{T}}}{l-k}+\sum_{i\not\in I}e_{i}e_{i}^{\mathrm{T}}$ (3.9)
. , $e_{0}= \sum_{i\not\in I}y$iei.
$p\in I$ , , (3.9)













2 , SMO . SMO










$\epsilon=1.0\cross 10^{-3}$ . , KKT $vt=1.0\cross 10^{-2}$
. CPU Intel Celeron 1.2 $\mathrm{G}\mathrm{H}\mathrm{z}$ ,
$512\mathrm{M}\mathrm{B}$ .
4.2
1, 2 web-3a , adult-3a SMO 2
. ,
. 1, 2, SMO
. , 2 ,
, , SMO
.
1, 4.2 Web UCI Adult
SMO 2








size $\mathrm{S}\mathrm{V}\mathrm{s}$(BSVs) steps time $[\mathrm{m}\mathrm{s}]$ $\mathrm{S}\mathrm{V}\mathrm{s}(\mathrm{B}\mathrm{S}\mathrm{V}\mathrm{s})$ steps time $[\mathrm{m}\mathrm{s}]$
2477 170(47) 5161 1230 167(47) 3342 1863
3470 220(73) 8698 2711 217(73) 5616 3337
4912 277(107) 12475 4690 272(111) 6348 4759
7366 363(167) 37744 12064 359(172) 13512 11187
9888 453(251) 32956 17774 450(251) 15684 19699
17188 720(481) 103225 76662 704(489) 40507 88211
24692 945(709) 146846 167100 939(718) 54941 173505






. , , $\epsilon=1.0\cross 10^{-3}$
.
SVM $C$ .
SMO 2 $C$ , web-4a
4 ,







size $\mathrm{S}\mathrm{V}\mathrm{s}(\mathrm{B}\mathrm{S}\mathrm{V}\mathrm{s})$ steps times $[\mathrm{m}\mathrm{s}]$ $\mathrm{S}\mathrm{V}\mathrm{s}(\mathrm{B}\mathrm{S}\mathrm{V}\mathrm{s})$ steps times $\lfloor\lceil$ms]
1605 588(524) 10969 3717 588(522) 8152 4176
2265 $\mathrm{S}80(805)$ 34086 7138 879(807) 12172 6094
3185 1166(1079) 25149 13831 1163(1080) 14159 12970
4781 1735(1645) 35416 32058 1731(1644) 23086 28765
6414 2289(2195) 61279 62469 2285(2199) 24688 56033
11220 4013(3910) 87841 230008 4004(3919) 45854 239493
16100 5759(5656) 133806 593668 5756(5663) 594310 599458







, $C$ , 2










$\frac{\epsilon \mathrm{s}\mathrm{t}\mathrm{e}\mathrm{p}\mathrm{s}\mathrm{t}\mathrm{i}\mathrm{m}\mathrm{e}[\mathrm{m}\mathrm{s}]\mathrm{s}\mathrm{t}\mathrm{e}\mathrm{p}\mathrm{s}\mathrm{t}\mathrm{i}\mathrm{m}\mathrm{e}\lceil \mathrm{m}\mathrm{s}]\mathrm{L}}{1.0\cross 10^{-3}32956184691520619490}$
$1.0\cross 10^{-4}$ 122105 30905 15501 19036
$1.0\cross 10^{-5}$ 271900 52641 15501 19103
$1.0\cross 10^{-6}$ 419157 73561 15517 20002
4: , $C$
SMO $2\mathrm{S}\mathrm{T}\mathrm{A}\mathrm{G}\mathrm{E}$
$C$ steps time $[\mathrm{m}\mathrm{s}]$ steps time $[\mathrm{m}\mathrm{s}]$
0. 1 2519 15389 1813 15653
1.0 25149 20218 13881 20996
$1.0\cross 10^{1}$ 328107 44030 144397 42051
$1.0\cross 10^{2}$ 10323589 243264 1412523 152620
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