The Longest-Edge (LE) bisection of a triangle is obtained by joining the midpoint of its longest edge with the opposite vertex. Here two properties of the longest-edge bisection scheme for triangles are proved. For any triangle, the number of distinct triangles (up to similarity) generated by longest-edge bisection is finite. In addition, if LE-bisection is iteratively applied to an initial triangle, then minimum angle of the resulting triangles is greater or equal than a half of the minimum angle of the initial angle. The novelty of the proofs is the use of an hyperbolic metric in a shape space for triangles.
Introduction
The finite element method requires efficient meshes (triangulations of surfaces) for the numerical algorithms to run. Although the requirements for meshes largely depend on the algorithm, the sharp (minimum/maximum) angle conditions seem to be a common feature of particular importance in this context [2, 6, 14] . For example, the longest-edge bisection algorithms guarantee the construction of high-quality triangulations [1, 11, 13, 24, 26, 27] .
Regularity or non-degeneracy is one of the crucial properties required for simplicial meshes in finite element method. Several regularity criteria for triangular and tetrahedral finite element partitions have been proposed in literature [5, 16, 20] . Also, in several triangle partitions properties on mesh quality improvement have been studied [15, 21] .
With respect to the longest-edge (LE) bisection of triangles the most classical result is due to Rosenberg and Stenger [24] . They showed the non-degeneracy property for LE-bisection by studying angles generated: if α 0 is the minimum angle of the given triangle, and α is the minimum interior angle among all new triangles produced at iteration , then α ≥ α 0 /2.
Another important property of the longest-edge bisection of triangles is the finiteness of the number of triangles obtained up to similarity [1, 26, 27] . The main goal of this paper is to provide with new proofs for these two important properties of the longest-edge bisection for triangles. The proofs given here are new and use concepts from hyperbolic geometry in a space of normalized triangles. Hyperbolic geometry has been employed in other problems in computational geometry. See in this sense [3, 8, 9] and references therein. While previous demonstrations employed ad hoc methods of Euclidean geometry, the methodology of the proofs given here is generalizable to other partition methods [17] [18] [19] . The proofs are not necessarily shorter, but they are structured in an systematic way.
The structure of the paper is as follows. In Section 2, we introduce a scheme for normalizing triangles [10, 22] . In Section 3, we present the elements of hyperbolic geometry that will be used later. The result on the finiteness of the number of distinct (up to similarity) triangles generated is proved in Section 4. Section 5 is devoted to the new proof of the non-degeneracy property of the longest-edge bisection. Finally, a summarized version of some of the conclusions is given.
Triangle normalization
One of methods used in the literature on triangular mesh refinement is to normalize triangles [10, 17, 22] . The method consists of applying several possible isometries and dilations to a triangle, in such way one side can be identify with the segment whose endpoints are (0 0) and (1 0 The LE-bisection of a triangle ∆ is obtained by joining the midpoint on the longest edge of the triangle to the opposite vertex. Two new triangles are denoted as follows: the left triangle, ∆ L , and the right triangle, ∆ R .
The normalization of the left triangle ∆ L gives a complex number L ( ). In the same way the normalization of the right triangle ∆ R gives a complex number R ( ). Note that the normalization process depends on which edge in each subtriangle is the longest one. Figure 3 shows how the normalization of the right triangle produced by the longest-edge bisection defines complex variable function R ( ) in that particular case. In the right triangle ∆ R , in grey in the figure, the longest edge is marked by LE and the opposite vertex is coloured. In this way, for an initial triangle with associated complex number , we obtain two complex numbers L ( ) and R ( ), corresponding to the final position of the opposite vertex to the longest edge of each sub-triangle, after they have been normalized.
The normalization process of the left and right triangles generated by the LE-bisection depends on the lengths of the sides of the initial triangle and their relative positions. Therefore, for each one of the functions L ( ) and R ( ), there are subdomains in the normalized region where that function has the same expression. The expressions of the piecewise functions L ( ) and R ( ), are given in Figure 4 , where also the boundaries between subdomains are provided. Figure 3 (a)) joins point 1 to the affix of the complex number . We translate the right triangle as in Figure 3 (b) and then the triangle is rotated so that the longest edge is over the real axis, see Figure 3 (c). Then the longest edge is normalized to 1 through a dilation of rate 1 | −1| , as depicted in Figure 3 (d) . In the last step, Figure 3 (e), a reflection with respect to the line Re( ) = 1/2 is applied to the complex
Hyperbolic distance
We use the results of hyperbolic geometry and particularly the Poincare half-plane model [12, 25, 28] in this paper. 
The functions L and R are symmetric with respect to the circumferences and to the straight lines which appear on the boundary of two neighbouring zones of the normalized region.
Lemma 3.1.
Let W be any of the functions L and R . Then W is invariant under inversion with respect to the circumferences (or under symmetry with respect to the straight line) which appear in its definition.
Proof. It is enough to check that all the expression of functions W verify the property. Here, for convenience, we recall some results for hyperbolic distance. 
If 1 and 2 are points in a geodesic circumference, and 2 is the top point directly over the centre of the circumference, the hyperbolic length of the segment in the geodesic from 1 to 2 , say , verifies
where θ is the difference between π/2 and the central angle determined by the segment from 1 to 2 over the geodesic. See Figure 5 .
The following property assures that functions L and R do not increase the distance between points in the normalized region of space of triangles. 
Lemma 3.2 (Non-increasing property).

Let W be any of the functions L and R . For any points
1 and 2 in the normalized region,
where (· ·) denotes the hyperbolic distance on the half-plane. Therefore, by the triangular inequality,
(2) 1 and 2 are in different regions without a common boundary. We may apply the previous process to bring both 1 and 2 into the same region.
Finite number of non similar generated triangles
In this section it will be proved that the iterative application of the longest-edge bisection to any initial triangle and its descendants only produce a finite number of distinct (up to similarity) triangles. This result will be shown by demonstrating that the orbit of any initial triangle is always finite. Before, however, we need the concepts of closed set for bisection and orbit of a point given by the following definitions.
Definition 4.1.
A region Ω is called a closed region for LE-bisection if for all ∈ Ω, then L ( ) ∈ Ω and R ( ) ∈ Ω.
Of course, the normalized region is trivially a closed region for bisection.
Definition 4.2.
Let in the normalized region. Let 
In the sequel below, we will prove in a straight way that for any point in the union of regions I, II or IV its orbit is finite.
Lemma 4.4.
The union of the regions I and IV in the normalized region as labeled in Figure 7 is a closed region. In addition, for ∈ I ∪ IV then the cardinal of its orbit, |Γ |, is finite.
Proof. It is enough to check the images of the corner points of regions I and IV . This is because the boundary lines of these regions are geodesic lines and functions L ( ) and R ( ) are isometries of the hyperbolic plane. For example,
In the same way it may be proved easily that L (I) = I, L (IV ) = I, and R (IV ) = IV . Therefore the union of I and IV is a closed region for LE-bisection.
Note that for ∈ I, L ( ) = 1 2 which is an inversion with respect to the geodesic | | = which is a hyperbolic rotation of −π/2 radians with center ζ. With these information, it is straightforwardly deduced that a typical orbit for a point ∈ I ∪ IV is of the form Γ = 1 2
−1
2 −2 2 −1 , and consequently is finite. Figure 8 shows the elements of the orbit of a point ∈ I. 
Remark 4.5.
It should be noted that an orbit may have less than four elements. In a tipical orbit may appear some coincidences that produce that the orbit presents a lower cardinal. An orbit of importance in the proof of the finiteness of the orbits for the longest-edge bisection and of exactly two elements is the set 1 Figure 7 , then the cardinal of its orbit, |Γ |, is finite. To employ that a similar argument to the previous one other regions seems long-winded. Instead, we will extend the result about finite orbits to a closed region given by hyperbolic circles with centers 1 and 2 . We will prove first the property for the points in the orbit of equilateral triangle.
Lemma 4.6.
If ∈ II in the normalized region as labeled in
Proof. By the simmetry of function
Lemma 4.7.
There exists > 0 such that for every in the normalized region with hyperbolic distance less or equal than to any of the points 0 , 1 and 2 , the cardinal |Γ | < ∞.
Proof. Notice that may be chosen such that every circle with centre does not overlap a region not containing point on its boundary. See Figure 10 . 
it follows that |Γ | < ∞ by Lemma 4.4.
If, finally, ( 2 ) ≤ , then ( L ( ) 1 ) ≤ and also ( R ( ) 1 ) ≤ , so this case is reduced to the previous one.
Lemma 4.8. Proof. Observe that may be chosen such that every circle with centre 1 does not overlap region V II. See Figure 11 . This is possible since ( 1 1 ) < ( 1 2 ). For such , we can assure that the region { such that ( 1 ) < + } is contained in the set I ∪ II ∪ IV together with a small hyperbolic circle with centre 1 as in Lemma 4.7.
Lemma 4.9. 
Because Γ is the union of finite sets, the result follows.
Lemma 4.10.
Let be as in Lemma 4.8 and = ( 1 1 ). Let K be a compact set into the normalized region such that if ∈ K , then + ≤ ( 1 ). Then, there exists a value A, with
is continuous on K . In addition, if ∈ K , then / ∈ I. So, by the non-increasing
Therefore, ( ) < 1, for ∈ K . In particular this hold for the maximum of ( ), A < 1.
Theorem 4.11 (Finite orbits).
Let be in the normalized region. Then |Γ | < ∞.
Proof. Let We may assume that ( 1 ) > + and ( 2 ) > + . In this situation, as it is shown in Figure 12 the orbit of point given by
Let K the compact set comprised by the points in the normalized region such that (
, and at the same time ( 1 ) ≥ + and ( 2 ) ≥ + . See Figure 13 . 
, and at the same time + ≤ ( 1 ) and + ≤ ( 2 ).
By Lemma 4.10, there exists a constant A such that for any ∈ K , there is (
, or the orbit of R ( ) is finite, and also in particular is finite the orbit of L ( R ( )).
Since, also by the non-increasing property, we have that
is finite, and also in particular is finite the orbit of L ( 2 R ( )).
In conclusion, the orbit of point is described as union of a finite set of points, say B, and a finite number of orbits either finite or of points closer to 1 than the points of the set B. We may iterate the same process as many times as necessary to finally describe the orbit Γ as a finite set and a finite number of orbits, either finite or orbits of points with distance to 1 less or equal than + . Therefore, by Lemma 4.8 these orbits also are finite.
Non-degeneracy property of the longest-edge bisection
The non-degeneracy of the longest-edge bisection follows from the fact that only finite number of similar triangles are generated. This already shows that the minimum angle does not tend to zero. Further we give a lower bound for the minimum angle, also using concepts from hyperbolic geometry in the normalized region. Although the result is well-known [23, 24] , the approach used here is new and could be applied for the other longest-edge partition methods.
Theorem 5.1 (Lower bound on the angles of triangles constructed by LE-bisection).
Let α be the smallest angle of an initial triangle. Let α be the minimum interior angle in new triangles generate the iterative LE-bisection of the initial triangle. Then α ≥ α/2.
We will cover the normalized region with subsets in which the statement of the theorem holds. The first subset, Ω is determined by four points: the fixed point for the LE-bisection, ζ = 1 2 + 1 2 , and the three points of the orbit of the equilateral triangle. See Figure . Then, We proceed now to prove the proposition for the points on the normalized region over the straight line with angle arctan the points of the straight line between 1 + 0 · and ξ into the normalized region, the highest quotient α/α is obtained for ξ and it image, ξ , which are the highest and the lowest points in both equidistant lines. 
Conclusions
In this paper we have used concepts from hyperbolic geometry to prove two relevant properties of the longest-edge bisection of triangles. These properties are commonly required e.g. for the finite element method [2, 6, 14] . We have proved that the number of distinct (up to similarity) triangles generated by iterative application of the longest-edge bisection to any initial triangle is finite. Besides, and also by hyperbolic geometry, we have proved easily that the longest edge partition does not degenerate. More precisely, if α 0 is the minimum angle of an initial given triangle, and α is the minimum interior angle in new triangles considered after any number of iterations of longest-edge bisection, then α ≥ α 0 /2.
