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Summary
As the use of agent-based models (ABMs) in policy making continues to expand, it is
increasingly clear what a variety of uses ABMs can be put to. Using the development
of the SWAP model of soil and water conservation (SWC) adoption in developing
countries, this thesis explores how a non-predictive policy-focused ABM can be useful
in policy and theoretical contexts.
Policies designed to increase adoption of SWC have generally been unsuccessful due
to poor calibration to farmers’ needs. This is understood to be a result of poor interac-
tion between the various stakeholders working on SWC.
The SWAP model is developed: (i) as an ‘interested amateur’ to be used as a discussion
tool to improve the quality of interaction between policy stakeholders; and (ii) as an
exploration of the theory on farmer behaviour in the SWC literature. This approach
was underpinned by a set of semi-structured interviews with policy practitioners on
their understanding, use, and evaluation of models used in policy.
The model’s use as an ‘interested amateur’ was explored during a workshop with
stakeholders in Ethiopia. Participants recognised the value of the model and it was
successful in aiding discussion. However, participants described an inability to in-
novate in their work, and viewed stakeholders ‘lower-down’ the policy spectrum as
being in more need of discussion tools.
A pattern-oriented modelling approach showed that the theory used in the model is
successful in recreating broad patterns of adoption, but is too generic to represent a
variety of different contexts.
This thesis develops and presents the first use of the ‘interested amateur’ approach
for ABMs. The findings suggest it has value and could be applied in other policy
domains. The performance of the SWC theory is also encouraging, suggesting it can
be used as a basis for other ABMs exploring farmers’ SWC behaviour.
For instructions on how to download and run the model go to:
http://petergeorgejohnson.com/2014/08/18/download-swap-model/.
Key words: Agent-Based Modelling, Computational Social Science, Soil and Water
Conservation, Farmer Behaviour, Policy-making, Discussion Tool
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Chapter1
Introduction
Environmental policy making is a complex and political process (Ja¨ger, 1998; Matth-
ies et al., 2007; Poch et al., 2004) in which many individuals have input, but very few
have significant control. Model builders and model users are just two small parts in
this process. Models built to be used in the policy process may be designed with the
intention of predicting the future, comparing hypothetical policies, or helping policy
makers understand the real-world; but actually developing a model that a policy
maker finds useful and that is intellectually credible is extremely challenging. This
thesis attempts to develop such a model in the context of soil and water conservation
policy.
The UNEP (United Nations Environment Programme, 2007, 2011) has identified land
degradation as a significant global challenge to humanity; posing a threat to liveli-
hoods, society and the environment on a par with those of climate change and biod-
iversity loss. Soil and water conservation (SWC) by farmers is a key part of the fight
against land degradation and offers a way of helping to deliver sustainable develop-
ment to many parts of the world. Despite awareness of the problem, and the identific-
ation of simple SWC measures in many areas, the policy interventions designed to in-
crease SWC adoption have often been a failure in developing countries. Many writers
have suggested policies are poorly calibrated to farmers and their behaviour (e.g., Il-
lukpitiya and Gopalakrishnan 2004) as a result of the highly contextual nature of land
degradation (Warren, 2002). It would appear that the extrapolation of understandings
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of individual household decisions to a wider community, and more broadly, construc-
tions of farmer behaviour, have been unsuccessful when used in policy design. This is
potentially due to the social and complex nature of the individual adoption decisions
being made.
Agent-based modelling (ABM) offers an alternative to the traditional approaches used
to understand farmer behaviour, and inform SWC policy. ABM involves the con-
struction of a simulation model built in computer code, with a focus on the actors
(or agents) in a system and their interaction with each other and their environment.
It allows more nuanced understandings of heterogenous farmer behaviour, and im-
portantly, interaction, to be placed inside a simulation model. This thesis presents an
exploration of how ABM can be used when applied to the policy question of SWC
adoption by small-scale farmers in developing countries. Moreover, it demonstrates
the use of an ABM to (i) test existing SWC theory, and (ii) aid policy stakeholders’
interaction, discussion and decision-making.
This introductory chapter is structured as follows. Section 1.1 introduces the underly-
ing motivation behind this thesis. Section 1.2 distills these broad motivations into the
aims and research questions to be addressed. Section 1.3 provides a brief introduction
to ABM, for the unfamiliar reader. Finally, Sections 1.4 and 1.5 deal with some key
terminology, and lay out the structure of the thesis.
1.1 Motivation
A critique of the SWC policy process in Ethiopia, and more generally in developing
countries, is presented in Chapter 6. To summarise, it states that one of the key drivers
of the poor formulation of SWC policy is the lack of interaction between stakeholders,
and specifically the top-down push of policy. From an early stage, this was a driving
motivation behind this thesis: the question of whether and, if so, how an ABM can
contribute to changing these top-down structures. This was an ambitious question to
address, so the aim narrowed and began to focus on the more tractable question of
how an ABM can aid interaction and discussion in the SWC policy process.
A secondary motivation came from the idea that current understandings of farmer
behaviour did not translate into effective policy. This led to the motivation to test, or
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explore, an existing theory of SWC behaviour. It was decided to implement a frame-
work of farmer behaviour that was indicative of current thinking in the literature in
an ABM, and thus have the opportunity to test and explore it thoroughly.
Both of these underlying motivations could potentially be pursued in other policy
areas; SWC policy is unlikely to be the only area in which there is a lack of interaction
in policy making and challenges in conceptualising key actors’ behaviour. However,
SWC was used as the case study to explore the use of ABM in these two ways owing
to two key factors:
• Pressing issue: Historically, other environmental issues have received more at-
tention, both from the academic community and wider society (e.g., climate
change, biodiversity). However, increasing recognition of land degradation (and
the pressure to grow food in the context of expanding populations and decreas-
ing available land) by governments, funders and researchers mean that the issue
is becoming more prominent, and the focus of more research. This makes the ap-
plication of ABM here timely.
• Opportunity: Doctoral research is conducted with limited funds available for
research costs, and researchers have little or no legitimacy with policy makers
on their own. Thus it is important that doctoral researchers take advantage of
opportunities to collaborate when these arise. Two key opportunities arose dur-
ing this research, which narrowed the focus onto SWC policy. First, early in the
process an opportunity emerged for collaboration with the World Agroforestry
Centre (ICRAF) in Kenya, to explore the anthropogenic factors associated with
land degradation. Second, the opportunity arose to work with the Interna-
tional Livestock Research Institute and International Water Management Insti-
tute (ILRI/IWMI) which allowed access to SWC policy stakeholders in Ethiopia.
These opportunities to engage with experts in the SWC policy domain also drove
the decision to focus on this topic.
The second collaboration described above was the most important to the develop-
ment of the thesis, and provided access to policy stakeholders. The International Live-
stock Research Institute and International Water Management Institute (ILRI/IWMI)
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are two ‘centres’ of the Consultative Group on International Agricultural Research
(CGIAR). Both have offices in Addis Ababa in Ethiopia. The collaboration came about
after discussions with Dr Beth Cullen identified the overlap between the work of
ILRI/IWMI on SWC, and specifically the ‘Nile Basin Development Challenge’ (more
information can be found at www.nilebdc.org), and the focus of this thesis. ILRI/
IWMI provided an invaluable critique of the work presented here, and the opportun-
ity and funding to carry out a stakeholder workshop in Ethiopia.
Underlying these motivations, and providing the footing for the entire thesis, are the
broad questions of (i) how models are used in policy making, and (ii) how models can
be made useful for policy makers. From an early stage it was decided to address the
first question directly, by engaging with policy makers, and to use the demonstration
of developing an ABM for SWC policy to address the second.
1.2 Aims
Although these motivations give a flavour of this thesis, it is important to clarify the
specific aims and research questions that are addressed. These fall into three parts:
1. The role of models in environmental policy - addressed through interviews with
policy practitioners.
2. The exploration of existing SWC farmer behaviour in an ABM - addressed through
the development of the SWAP (Soil and Water Conservation AdoPtion) model,
which implements an existing framework of farmer behaviour (the De Graaff
et al. 2008 framework) and additional representations of farmer interaction in an
ABM.
3. The use of the SWAP model as a discussion and engagement tool for policy
stakeholders - to address the question of how an ABM can aid interaction and
discussion in the SWC policy process.
1.2.1 The Role of Models in Environmental Policy
This part of the thesis aims to answer the following question:
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How do environmental policy practitioners use, understand, and evaluate
models in their work?
The context for this is set with a literature review, before being directly addressed
through semi-structured interviews with environmental policy practitioners. A subset
of further research questions are also addressed through the interviews:
• How do practitioners perceive the types and roles of models in their work?
• How do practitioners perceive the policy process?
• How do practitioners evaluate models they use in their work?
• How do practitioners perceive the use of models more generally in environ-
mental policy?
Beyond addressing these important questions, the overarching intention is to gain a
firm understanding of how models are used in policy contexts, and use this to under-
pin and improve the development of the SWAP model for its use in SWC policy. The
aim here was to help make the SWAP model more likely to be useful to a range of
policy makers and stakeholders working on SWC. If we can improve our understand-
ing of how practitioners perceive, evaluate and use models, we are likely to be able to
build better models.
It may have been beneficial to interview policy makers and stakeholders working spe-
cifically on SWC before starting development of the SWAP model. However, this
would give a very narrow focus early on to this section of the thesis, and thus a
broader approach was taken. Further discussion on this key point can be found in
Section 6.1.1. It is intended that giving a more general perspective to this section will
allow the research to consider more broadly how models are used in environmental
policy. Once the SWAP model had gone through the first stage of development, it was
presented to stakeholders working on SWC, and thus this was the stage of the research
in which their specific knowledge and experience was drawn upon.
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1.2.2 Framework Exploration
The aim here is to use the implementation of a framework of farmer behaviour, taken
from the literature, in an ABM to test that framework. The basic agent behaviour that
the SWAP model is built on is the De Graaff et al. (2008) framework. This framework
breaks down farmers’ decisions to adopt SWC into various stages, and attaches dif-
ferent social and demographic factors to the stages. The framework was chosen based
on the potential for a relatively simple implementation in an ABM, and its position
as a synthesis of much of the existing literature (further discussion on this point can
be found in Section 6.3.1). In addition, there are three novel representations of farmer
interaction in the model: farmer groups, influential individuals, and extension agents.
These representations of interaction were developed for this model and are not based
on any specific previous literature; rather, they are based on a understanding of com-
mon ways in which farmers interact (e.g., through farmer unions, and through local
leaders). Both the De Graaff et al. (2008) framework and the novel representations
of farmer interaction are tested by applying the model to three case study areas and
observing the model’s ability to reproduce observed real-word patterns.
This aim leads to the research question:
How do the De Graaff et al. (2008) framework of farmers’ SWC behaviour,
and the representations of farmer interaction perform when implemented
in an ABM and explored in multiple case-study contexts?
The results of this approach allow us to do two things: (i) comment on how well each
has performed, and (ii) consider their use in more detailed descriptive, forecasting
type, models. The choice to use the De Graaff et al. (2008) framework also included
consideration of what would be most useful for the model’s use as a discussion and
engagement tool.
1.2.3 Policy Stakeholder Use
The aims of this part of the thesis are based on the critique of the SWC policy process,
in which difficulties in implementing policies that are sensitive to farmer behaviour
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were identified; and in which interaction between different stakeholders was shown
to have been poor or failing. This led to the following research question:
What tools can be developed to improve the success of SWC policy inter-
ventions by aiding policy stakeholders’ interaction, discussion and com-
munication?
To address this question, the SWAP model is positioned as an ‘interested amateur’
(Dennett, 2013) to be used in policy stakeholders’ interactions. Dennett suggests that
experts often talk past each other, avoid confrontation on basic assumptions, and gen-
erally under-explain their positions in discussions on topics they are expert on. Den-
nett’s solution to this problem is to include ‘interested amateurs’ or ‘curious nonex-
perts’ in discussions. They can ask the simple questions, and ask for clarifications
that experts may not; generally refocussing discussions and shifting conversation to
err on the side of over-explaining the topic under discussion. In the context of SWC
policy, it is the SWAP model that acts as an ‘interested amateur’ by being placed in
policy stakeholders’ discussions. The fit between the idea of a student entering dis-
cussions and that of a model being used in discussions is not perfect, but provides a
useful concept and motivation for positioning the model. The aim was to address the
following secondary questions:
• Can an ABM be used as an ‘interested amateur’ in the context of SWC policy?
• Can an ABM’s level of detail focus discussion, whilst still keeping concepts and
ideas tractable?
• Do stakeholders value such a discussion tool?
• Are stakeholders open to the idea of adopting the use of such a tool?
A stakeholder workshop was run in Ethiopia in June 2013, with mid-level policy stake-
holders, to address these questions. The workshop was held at the ILRI Info-Centre in
Addis Ababa, in conjunction with the International Livestock Research Institute and
International Water Management Institute.
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1.3 Agent-Based Modelling
Whilst a full introduction and description of ABM is presented in Chapter 5, it is
worthwhile briefly introducing it here. An ABM is a computational model, usually
developed by writing computer code to represent the behaviour of actors within an
environment. As the name suggests, the key elements of the model are the ‘agents’;
these are objects in the model that represent some decision-making unit, typically indi-
viduals, households, firms or organisations. They make decisions, or react to stimuli,
in an environment, which they can interact with - this can be thought of as a phys-
ical geographic space, or a social or conceptual space. Agents also typically interact
with each other, rather than act completely independently. They are heterogenous,
and autonomous, rather than representative and centrally-controlled.
ABMs normally have one of three uses. These conceptual divisions are not perfect and
the three are not mutually exclusive. First, the model may be a descriptive, highly ap-
plied, model. The purpose is to describe some real-world phenomena in a high level
of detail, and to use the model to make forecasts about the future states of the system,
or to run different scenarios. These types of models have a clear intuitive appeal to
policy makers, but they are very time consuming and difficult to construct. The reli-
ability of the results of such models is also much debated. A second use of an ABM
is as an exploratory or explanatory model. Here the purpose is to describe the pro-
cess of agent decision-making and interaction in a more intuitive way, based on our
theories of how the agents behave in the real-world. In this sense the model helps to
explain and explore the behaviour of a system, rather than just describe and predict it.
Finally, models can be developed with stakeholders for a variety of uses in a particip-
atory modelling approach. Here, the problem identification, model rules and use are
developed by the stakeholders and modellers, rather than the model builders alone.
These types of models are typically used to develop understanding and learning, aid
discussion and decision-making, and engage stakeholders.
To flesh out this generic description, the SWAP model will now be briefly described (a
full description is presented in Chapter 6). In the SWAP model, the agents are farm-
ers. They make a decision on whether to practice SWC or not. The decision process is
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based on the De Graaff et al. (2008) framework which breaks the decision into stages
and describes how different factors affect each stage. The decision is affected by the
agent’s own characteristics, as well as their interaction with other agents and their
land. The environment represents the land they farm on. The agents’ characteristics
are set up using census and survey data from real-world case studies. The purpose
of the model is two-fold; (i) to test the ‘rules’ of the agents in their ability to generate
realistic results (i.e., somewhat akin to an exploratory model), and (ii) to aid policy
SWC stakeholders as a discussion and engagement tool (i.e., somewhat akin to a par-
ticipatory model). The lack of a perfect fit of these two uses with the three generic uses
outlined above serves to highlight the fact that ABMs can be used in a variety of ways.
The final sections of this chapter define some of the key terms used throughout this
thesis, and provide an overview of the structure.
1.4 Important Definitions
Whilst most of the terminology used in this thesis is discussed in the appropriate
chapters, it is worth covering some of the key terms here to clarify their use.
What is a model? How do you ‘use’ it? The term ‘model’ elicits very different ideas in
different people. For example, it could suggest: a physical model, such as a train set,
or model aeroplane, or fashion models - people possessing socially idealised physical
features, or the cost benefit analyses of some proposal, or regression models of some
relationship between variables. Other examples include conceptual models, such as
flow charts or simple text-based descriptions of processes, or more complex computer
or simulation models, such as weather models, or indeed, agent-based models like the
SWAP model. During the interviews with policy practitioners, a very open definition
of a model was used. It was based on the idea that whatever the participants described
as a model, was a model. Equally, what is termed ‘using’ a model was left as open as
possible, and based on the participants’ own conceptualisation of what it meant. This
openness was intended to keep the discussion, and the selection of participants who
took part, as wide as possible, and not exclude anything on the basis of technical
definitions not used by participants. This aim had to be balanced against the need to
keep the boundaries, or ‘boundedness’, of the interviews tractable. Keeping the focus
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open increases the chances of the interviews becoming too broad, and/or disconnec-
ted. During the chapters directly presenting and discussing the SWAP model, the term
is used in a more closed manner to refer to the SWAP model itself, or more generally
an agent-based model.
What is Environmental policy? Environmental policy encompasses a wide spectrum
of areas including: waste management, energy production and consumption, ecology
and wildlife, agriculture, climate and pollution, amongst many more. Again, the
definition was left open for the interviews, with no boundaries drawn except those
made by the participants. In practice the participants mostly came from energy, con-
servation, and local pollution backgrounds.
Land degradation and soil and water conservation Land degradation is defined by
the United Nations as “the reduction or loss of the biological or economic productiv-
ity and complexity in croplands, pastures, forest or woodlands resulting from climate
variability, natural processes, and unsustainable human activities” (United Nations
Environment Programme, 2011, p. 513). Soil and water conservation is the human at-
tempt to reduce or reverse these land degradation processes. SWC can be in the form
of individual measures or strategies, or wider policies of a state or region. Measures
often found in the developing world include stone bunds or walls, and terracing, both
designed to stop the physical movement of soil down a slope (i.e., erosion). Trees
and other large plants may also be planted amongst farm-land to help hold the soil
in place, but also increase hydrological activity and nutrient recycling. Water conser-
vation measures can include digging large water pits at strategic points on the land,
or much smaller ‘zai-pits’ around a plant, both of which help to capture water. A
fuller discussion of the terminology around land degradation and SWC can be found
in Chapter 4.
Policy makers, stakeholders and practitioners The most commonly used term in the
literature is policy maker, or policy makers. This is typically used as a catch-all term
to mean anyone working on the policy process, most commonly for government. Two
other less common terms are also used in this thesis. Firstly, policy practitioner is used
throughout the chapters on the role of models in environmental policy. This reflects
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the fact that those interviewed were not all in government, but were actively ‘working’
on environmental policy, rather than a receiver of policy, or a local person facing the
effects of policy. This is in contrast to the use of the term policy stakeholder during the
presentation of the stakeholder workshop on using the SWAP model as a discussion
tool. This terminology reflects the fact that the model is aimed at being used by people
in many different roles, not just those working on policy, but also those who face its
consequences. Additionally, it reflects the terminology often used in these kinds of
workshops and negotiations.
1.5 Thesis Structure
This thesis comprises nine chapters, spread over three ‘parts’. It is a non-traditional
thesis structure so is worth describing here in detail. The premise behind the three part
structure of the thesis comes from the motivations described above. Underlying the
use of the SWAP model is a fundamental interest in the role of models in policy, so this
part is presented first. Next comes the more traditional literature review and methods
chapters on SWC and ABM, before the presentation of findings and discussion.
Part One: The Role of Models in Environmental Policy
An empirical study involving the semi-structured interviewing of practitioners work-
ing on environmental policy was conducted. The purpose of these interviews was:
1. In relation to the thesis, to underpin and inform the design and application of
the SWAP model; and
2. More generally, to fill a gap in the literature relating to practitioners’ views on
the use of models in environmental policy.
This section is split into two chapters. Chapter 2 reviews the literature relevant to
the use of models in policy, and makes clear the gap in the literature on practitioners’
views. Specifically, the literature on the science-policy interface, research utilisation,
models in environmental policy, decision-support systems, and finally, similar stud-
ies to that conducted in this part, are reviewed. Chapter 3 presents the interviews,
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detailing the aims, method, participants, and findings. The use of these findings in
underpinning the design of the SWAP model is detailed in Chapter 6.
Part Two: Soil and Water Conservation and Agent-based Modelling
This part of the thesis contains what could be thought of as more traditional literature
review and methods sections. Chapter 4 reviews the literature on, and the policy
landscape surrounding, land degradation and soil and water conservation. It begins
by presenting a history of land degradation, before reviewing more recent academic
literature and approaches to SWC specifically. Chapter 5 then describes ABM in detail;
including the components of a model, as well as the most common uses of ABMs.
Finally, a review of the literature within the ABM field that is directly relevant to the
SWAP model is presented.
Part Three: The SWAP model
The third part of the thesis presents the SWAP model, and the findings coming from
its use. Chapter 6 gives a detailed description of the SWAP model, as well as going
into more detail on the aims and concepts behind its design. Chapter 7 presents the
approach and findings from using the model to explore the framework of SWC farmer
behaviour taken from the literature. Finally, Chapter 8 outlines the approach and find-
ings from the stakeholder workshop, used to address the question of the potential for
the SWAP model to be used as a discussion and engagement tool.
Chapter 9 concludes the thesis, by summarising the aims and findings, and providing
some critical discussion of each, before outlining potential future work.
Part I
The Role of Models in
Environmental Policy
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Chapter2
The Role of Models in Policy:
Literature review
The use of modelling to inform environmental issues and policy problems is wide-
spread. Various types of organisation (e.g., government, NGOs, consultancies, re-
search institutions) use models to help understand and forecast real-world systems,
at various stages of the policy process. Whilst the quantity of research exploring how
policy making happens and how research is utilised is large, this chapter explains that
little empirical research has been conducted concerning the perceptions and views of
practitioners on the use of models in policy.
The aim of this first part of the thesis is to attempt to answer the following question:
“How do environmental policy practitioners use, understand, and evalu-
ate models in their work?”
This chapter begins to set the context and address this question using various literat-
ures including those on research utilisation, the science-policy interface, and the use of
social science. The next chapter then attempts to directly address it through interviews
with policy practitioners.
This chapter is structured as follows. Sections 2.1 - 2.3 review the literature on the
science-policy interface and research utilisation. Section 2.4 reviews the literature on
14
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decision-support systems (DSS). Section 2.5 reviews the empirical literature that is dir-
ectly relevant to this part of the thesis. Finally, section 2.6 concludes the chapter. The
extensive literature on the policy process more generally is not dealt with directly here
because of its breadth and lack of specific relevance, though much of the literature dis-
cussed draws from it heavily; for reference Sabatier (2007) provides a useful overview
of this literature.
2.1 Science-Policy Interface
One of the key areas of relevance here is research that focuses on the interface between
science/research, and policy; specifically the interaction and communication between
researchers and policy makers, that is, assuming they are two separate groups. This is
relevant based on the assumption that it is typically researchers that develop models
which they intend to be used by policy makers. This may not always be the case; in-
dividuals working in policy making institutions may also develop their own models.
However, it would seem reasonable to assume these too are based heavily on the ap-
proaches developed by researchers. Furthermore, as the aim of this part of the thesis
is also to underpin the approach taken to the SWAP model, it is sensible to focus on
the interaction between researchers and policy makers.
The traditional two-communities theory of research utilisation portrays researchers
and policy makers as two separate groups (Caplan, 1979). In this case, it is the con-
nections and understanding between the separate groups that informs how research
is used in policy. Historically, researchers testing this theory found that there was in-
deed a ‘great divide’ (Weiss, 1976) between the two-communities (e.g. Caplan et al.,
1975). The two-communities conceptualisation has a long history and still persists in
the literature.
Rather than simply documenting the disconnect between the two communities, some
researchers have focussed on improving the connections between researchers and
policy makers (e.g., Clark and Holmes, 2010; Holmes and Savgard, 2009). Clark and
Holmes (2010) detail the results from eighty-two interviews and a workshop with
policy makers working on environmental policy, in which the focus was on how par-
ticipants obtained and communicated research findings. The results suggested that
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problems do not lie with a lack of communication and mixing of the two communit-
ies, but in the communities’ differing cultures and social structures. It is suggested
researchers face incentives for academic excellence but not policy relevance and suffer
from a lack of interaction with policy makers at the beginning of the research cycle.
Making contact with policy makers early in the research cycle is now clear best prac-
tice for researchers working on policy relevant issues, and for those seeking to develop
models for policy. However, how this can be done is unclear for many researchers.
For early-career, or lone researchers, it can prove highly difficult to make contact with
policy makers. This practice is only likely to be met by those that carry legitimacy
through their previous work, contacts or institution, have funding from policy mak-
ing bodies, or have a high level of experience of conducting policy relevant research.
Others have considered communication and flow of information between the two
groups, highlighting the need for information to be salient, credible and legitimate
to traverse discipline and science-policy boundaries (Cash et al., 2003). The fact that
different groups define these three characteristics differently is highlighted. This could
explain one of the reasons we observe many consultancies being used by policy makers.
They act as an intermediary, offering the cutting-edge knowledge of the research world,
but with understanding of the circumstances policy makers face. This combination
can come from non-traditional recruitment and organisational structures. For ex-
ample, a consultancy may employ full-time, experienced policy and domain experts,
with strong communication and business skills, and then hire in research expertise on
a piecemeal basis, as and when required. This gives them a flexibility and ‘spread’
that allows them to traverse both groups, and aid communication.
Assuming that policy makers and researchers are two separate groups is potentially
problematic. With the rise of the ‘boundaryless’ career model (Arthur and Rousseau,
1996; Baruch and Hall, 2004), the career paths of many individuals pass between re-
search institutions and policy making institutions, meaning it is difficult to define
them as one or the other completely. Individuals are more likely to be a combination of
the two, to varying degrees. Clark and Holmes (2010) show that it is the institutional
culture and narratives that can override individuals, and provide the environment and
incentives which lead to the two-communities conceptualisation. Clark and Holmes
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(2010) identify this overriding institutional effect culture most strongly for researchers.
Johnson (2004) and Davies (2004), both gatekeepers between researchers and policy
makers in the sense that they have commissioned researchers’ input into govern-
mental departments’ policy questions, are negative about the interaction of social
researchers with policy makers. They suggest social scientists are “too distant and
unwilling or unable to work effectively together” and, “do not do enough to facilitate
democratic debate” with policy makers, and that “too little social science is directed
at important issues” (Johnson, 2004, p. 29). Furthermore, Davies (2004) suggests that
social researchers are poorly trained in statistical techniques, not educated with policy
science in mind, and that they write in opaque and jargonistic language. These are
damning verdicts from senior advisors to policy makers.
Within the boundaries of the academic fields of social science, and sociology specific-
ally, Burawoy (2005) provides a taxonomy of research types. First there is the pro-
fessional and objective knowledge produced by ‘professional’ sociologists and social
scientists. Second, there is a more applied policy sociology, which is aimed at provid-
ing answers to questions from policy makers. Third, there is critical sociology, which
is intended to critique the first two, and more generally, society. Finally, ‘public’ so-
ciology, or social science, is identified as the attempt of researchers to communicate
directly with external audiences, on an equal level. It is suggested, in a similar man-
ner to the ‘boundaryless’ career model described above, that researchers may move
between these four areas many times in their career (Burawoy, 2005; Scott, 2005).
The size of an academic field has also been identified as of importance in determining
the way researchers may interact with policy makers. Wiles (2004) suggests that there
are now enough sociologists and social scientists that they can all talk to themselves,
rather than engage with others outside, i.e., policy makers. He suggests this was not
the case during the 1960s when social scientists were perceived to have a greater im-
pact on policy. Relatedly, Scott (2005) suggests that social science has achieved a relat-
ive level of autonomy from external forces - namely government influence - but that
this autonomy has been at the cost of isolation from those external groups, meaning a
lack of influence is inevitable.
2.2. Research Utilisation 18
This literature on the interface and interactions between researchers and policy makers
begins to provide us with a context to the question of how policy makers may view
models and modellers outside their own institutions. Next, we add to this picture by
considering the literature on how research is utilised by policy makers.
2.2 Research Utilisation
An extensive literature exists on the role of information, knowledge, and research in
policy making contexts (Ja¨ger, 1998; Weible, 2008). This is of relevance here, as models
created by researchers are a prime example of the kind of information, knowledge and
research produced by researchers for policy contexts.
Many authors have focussed on conceptualising the ways in which research is util-
ised. Weiss (1979) provides an excellent overview of various theories of the impact
of research on policy observed in the literature. Seven distinct models or types of re-
search utilisation are identified. First, a knowledge driven model (in which a natural
sciences analogy is used) characterises basic research leading to applied research, fi-
nally leading to development and application to policy. Second, a problem-solving
model is identified in which research is simply used to address policy problems and
questions raised by policy makers. Third, an interactive model is presented in which
policy makers seek information in a chaotic and iterative manner, from many sources,
including research. Fourth, a political model characterises policy makers as using re-
search to legitimise decisions and viewpoints already taken or held. Fifth, a tactical
model suggests research is used to show that ‘something is being done’ about a policy
issue, when in fact, no serious action is being taken. Sixth, is the enlightenment model
in which research slowly ‘percolates’ into the policy maker’s mind and informs con-
cepts and perspectives, rather than individual studies directly affecting policy. This
enlightenment model is discussed in more depth by Weiss (1977). The final model
characterises research as just one of many endeavours within society that runs along-
side others, including policy, all affecting each other.
This summary of the literature, though quite old now, still represents a comprehensive
view of the way in which research may interact with policy at a broad level. In spe-
cific policy domains, there is certainly room for more detailed study of the patterns
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in how research is used. The main weakness in the conceptualisation is the apparent
simplicity in how policy makers and researchers are seen; they both appear homogen-
ous and separate, in line with the two-communities tradition. Within each group, no
difference or variation in training, goals or cultures is acknowledged.
Recent research has developed more complex ideas, with policy makers no longer
viewed as a homogenous group, and the policy process depicted in a more detailed
way (e.g., Weible, 2008). For Weible (2008), policy makers are not homogenous, in-
stead, it is suggested, groups or policy subsystems exist. The groups are either col-
laborative or adversarial, and use research in ways that chime heavily with the en-
lightenment, political and problem-solving models of Weiss (1979). Here, the different
models of utilisation are not competing, but rather explain various real-world pro-
cesses; thus it is the role of the researcher to consider when each may occur, and not
to accept/dismiss one over another.
Underlying Weible’s more nuanced ideas are four theories on the policy process taken
from political science. First, multiple streams theory (Kingdon, 1995; Zahariadis, 2007),
which explains policy change and agenda setting emerging from ‘policy entrepren-
eurs’ combining problem, policy and political pressures or ‘streams’. Here research
can be used to identify problems, or inform policy ideas. Second, punctuated equi-
librium theory (Baumgartner and Jones, 1993; Jones and Baumgartner, 2005) in which
policy change is characterised by periods of no change followed by large shifts in po-
sition. This reflects policy makers’ desire to appear consistent, whilst realising that a
policy may need to change. Once the need for a change outweighs the need for con-
sistency, then a jump in policy will be seen. Research can be used here to defend both
no change, or a shift in policy. Research may also play a part in the gradual shifting
of policy makers’ understanding of an issue or policy. Third, social construction the-
ory (Ingram et al., 2007; Schneider and Ingram, 1997), which emphasises the socially
constructed nature of both policy making and research. Here, research is used to rein-
force or challenge existing social constructions of a policy issue. Finally, the advocacy
coalition framework (Sabatier and Jenkins-Smith, 1993) characterises policy makers as
existing in various groups or coalitions. In times of high conflict between coalitions,
research may be used to defend or attack positions, and mobilise allies. In periods of
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lower conflict, research may be more useful for inter-coalition learning, where there
is room for debate between coalitions. These theories describe the policy process in
detail, and allow Weible to move his ideas of how research may be used in policy to a
more advanced position. However, the cost of this more nuanced framework is that it
loses clarity and thus becomes more difficult to use as a tool for thinking in a simple
way.
Knorr (1976) presents a study that explores the use of social science knowledge and
tests some of Weiss’ theories. Seventy interviews were carried out with Austrian gov-
ernment officials in which participants were asked about their use and commissioning
of social science research. Social science knowledge was found to serve multiple pur-
poses. First, it can serve as a data collection tool, when no previous information has
been collected (e.g., household surveys). Second, it can be used to understand what
motivates individuals to play an adequate role in society. The example of traffic plan-
ning is given, in which research was used to understand “how the potential user of
the traffic means acts in relation to those means, how attractive traffic means have
to be in order to be accepted” Knorr (1976, p. 5). The third function, is described as
very similar to the second, but is used more directly in policy measures, however the
differentiation is quite unclear. Finally, a rationalisation function is found in which
knowledge is used simply to increase government’s ability to perform its objectives,
in a sense to increase their capacity in terms of knowledge, and ability to rely on ‘ob-
jective’ information. This framework is somewhat confused, which probably reflects
the difficulty in seeking out coherent themes from the government officials. The non-
intuitive and messy nature of the uses of social science knowledge by the officials is in
stark contrast to the clear and intuitive models found by Weiss (1979).
Knorr (1976) also presents findings on the specific role social science knowledge plays
in a decision, perhaps reflecting an acceptance of the lack of clarity of the four pur-
poses outlined above. First, social science knowledge is suggested to be used as either,
a general base, or specific information on which a policy can be based. Beyond this it
is suggested the knowledge can be used in ways essentially similar to the tactical and
political models identified by Weiss (1979).
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More recently, Ouimet et al. (2009) re-examined the theoretical perspectives on re-
search utilisation and proposed a new framework that was tested empirically with
civil servants. Civil servants’ education level was found to affect the likelihood of their
use of research, and more generally, their communication with researchers. Whilst this
may seem like a relatively obvious finding at first, it is important as it is built on em-
pirical grounds, based on the observation of civil servants’ behaviour. In this sense it
continues the tradition set out by Knorr (1976).
Ulrich Beck’s programme of research on the use of social science, and specifically soci-
ology (Beck, 1982, 2005; Beck and Bonß, 1989) reaches more negative conclusions. The
expectation of researchers for their research to be used in a ‘rational’ manner is heavily
criticised, and Beck (2005) suggests that the classical model of applied social science
(akin to Weiss’ knowledge-driven and problem-solving models) has been empirically
demonstrated to be wrong. The fundamental cause of this is that,
“practitioners, decision-makers and journalists...had re-interpreted both
the sociological content and the so-called ‘results’ within their own frame
of reference and for their own practical purposes” (Beck, 2005, p. 337).
This re-interpretation of the results of the social research is said to lead to the loss of
the ‘sociologiness of a result’.
Recognising this ‘mis-use’ of research in a direct applied context, some authors sug-
gest social science is more likely to have an impact through mechansims akin to Weiss’
enlightenment model. Burawoy (2005) suggests that the influence of social science
will only come through its ‘public face’, i.e., a broader dialogue with external audi-
ences and publics, not just policy makers. Similarly, Wiles (2004) (at the time the Chief
Scientific Advisor and Director of Research to the Home Office) suggests politicians
have strong ideological positions, which individual researchers, or pieces of research
are unlikely to shift. However, their underlying ideology can be influenced by broader
social research, and particularly theory; the example of Tony Blair and the ‘third way
theorists’ is given. However, Wiles is quick to point out that this process also leaves
the social researcher with a lack of control over the use of their research, as the roots
of an idea are lost.
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Burawoy (2005) illustrates the link between public engagement and policy further
with the example of Diane Vaughan; Vaughan (1996) conducted a detailed ethno-
graphic study of the social processes behind the design and construction of the Chal-
lenger space shuttle, which crashed. When the Columbia shuttle later crashed in 2003,
Vaughan became involved in the media coverage. She engaged with the media and
her theory and critique was taken up by them. This is then suggested to have directly
influenced the authorities’ response, and thus her public sociology became policy so-
ciology.
The literature on how research is utilised gives us a rounded picture of the way a
model may be used by policy makers. It highlights how policy makers may view and
use models in ‘non-scientific’ ways that researchers may not typically consider. Next
we begin to narrow our review, and focus on developments specifically in environ-
mental policy.
2.3 Environmental Policy
There has been some relevant research on the science-policy interface and research
utilisation which focuses on environmental policy. This has been dominated by cli-
mate change policy and thus also includes some relevant discussions on the use of
models, specifically large computational climate models. Ja¨ger (1998) provides an ex-
cellent overview of this literature. However, what is most relevant is the discussion
and overview of the design and use of integrated assessment modelling.
Rotmans (1998, p. 155) defines integrated assessment as:
“a structured process of dealing with complex issues, using knowledge
from various scientific disciplines and/or stakeholders, such that integ-
rated insights are made available to decision-makers”.
Thus, integrated assessment modelling can include any type of modelling within this
process, with a focus on interdisciplinarity and ‘usefulness’ for policy makers. Integ-
rated assessment modelling has been widely used in relation to climate change, and
thus has had a lot of attention paid to it in the literature, reflecting the focus on cli-
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mate change as the premier environmental issue. The strengths and weaknesses of in-
tegrated assessment modelling are discussed by Ja¨ger (1998) and revolve around the
limited understanding of the system being modelled, limited computational power,
analytic tractability (Parson, 1997) and debates about the need for predictive model-
ling (Brunner, 1996). These are all relevant issues for ABM, and more generally for any
form of computational modelling, or models which aim to represent complex systems.
One proposed benefit of building models is the bringing together of a community of
scientists and policy makers, which shifts the fundamental structure of scientific work
to a more interconnected arrangement (Edwards, 1996). In this sense the model is a
tool for bringing together various stakeholders and bringing out discussion and thus
learning between stakeholders. In the climate change modelling referred to by Ed-
wards (1996) and Ja¨ger (1998) this is a secondary bonus to the primary goal of making
forecasting models.
Though many models may not have a direct impact on policy, Ja¨ger (1998) suggests
they can make more fundamental changes in policy makers’ understanding, and in-
troduce new ideas that would otherwise not enter the policy makers’ minds. The
famous ‘limits to growth’ debate in the 1970s is cited as an example, in which import-
ant principles (e.g., feedback, unsustainability of exponential growth) were brought
to the debate, even if the model was not directly used in policy decisions (Edwards,
1996).
Alcamo et al. (1996) present their experience of modelling projects and suggest rela-
tions between modellers and policy makers benefit from an iterative and interactive
process. Stalpers et al. (2009) make similar observations and label this a ’reconciling’
of model results with policy makers’ needs. Alcamo et al. (1996) suggest four po-
tential factors for the success in their projects involving integrated global modelling.
First, the fact the models have enough detail and description to visualise policy al-
ternatives. Second, the fact the models used geographical maps is suggested to have
allowed the various countries’ representatives to understand easily the model outputs
for their country. Third, the models explicitly linked policy action with outcomes. Fi-
nally, the models could be used to run scenario analyses. These points make good
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sense, and chime well with some aspects of basic ‘best practice’ when building models.
Alcamo et al. (1996) also suggest further improvements in the models. First, calcula-
tions should be testable; aggregation beyond testability is counter-productive. Second,
calculations should be transparent and reproducible. Third, uncertainty needs to be
quantified. Fourth, models need to cover the policy domain fully, either by containing
sub-models, or by linking smaller models.
These ‘reflection’ papers provide useful insights; however they are not based on a
rigorous empirical research design, but are rather drawn from experience on a handful
of projects. The strength of this approach is in the reflection on specific experience;
researchers’ reflections and suggestions are very useful for other researchers, as they
include an implicit awareness of the opportunities and barriers faced by researchers.
However, they lack a strong input from the policy side. Though the policy makers’
views are indirectly shown through the researchers, it is not unreasonable to believe
that policy makers’ views, taken directly, would add another level of depth to the
discussion.
Some researchers have used more rigorous approaches than these reflection type pa-
pers. Daalen et al. (2002) is an excellent example in which the roles models can play
in environmental policy are explored in a more systematic way, even if policy makers’
voices are still not included. Daalen et al. (2002) suggest that models can be used in
four different ways: (i) as eye-openers, (ii) as arguments in dissent, (iii) as vehicles in
creating consensus and (iv) for management. Example case studies are used to identify
and flesh out these roles. Using a case study design, King and Kraemer (1993) describe
how their studies concluded that models can be used because of their effectiveness as
‘weapons’ in ‘ideological, partisan, and bureaucratic warfare’ over policy debates. An-
other example of a more thorough approach is that of Sterk et al. (2009) considering
how land-use models’ characteristics affect their potential roles, using case studies and
their own conceptual framework.
This stream of literature is close to beginning to directly answer our question of how
environmental policy makers use, understand and evaluate models, but does not fully
give policy makers a voice. It thus shows the potential for more empirically founded
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(and policy maker focussed) studies.
2.4 Decision-Support Systems
Work on the use and possibilities of decision-support systems (DSS) and environ-
mental decision-support systems (EDSS) has created a literature stream that is of rel-
evance to this part of the thesis through the widespread use, or at least design, of
DSS in environmental policy areas. Matthies et al. (2007, p. 123) defines DSS (and by
extension EDSS) as:
“an interactive, flexible, and adaptable computer based information sys-
tem especially developed for supporting the recognition and solution of a
complex, poorly structured or unstructured, strategic management prob-
lem for improved decision-making...It uses data and models, provides an
easy, user-friendly interface, and can incorporate the decision-makers’ own
insights”.
DSS and EDSS almost always contain some basic modelling as a component, if not a
complex model. The concept originally developed in the business literature but has
been taken on board by many researchers working on environmental issues; in fact
the boundaries between modelling and DSS have become increasingly blurred (Mat-
thies et al., 2007). Janssen (1993) and Nijkamp (1980) are two good examples of early
efforts to describe the possibilities of DSS and set out suggestions for how to create
‘multi-objective decision support’ tools. Rizzoli and Young (1997) provide a useful in-
troduction to EDSS and outline some of the reasoning behind its use. Wierzbicki et al.
(2000) provides a large resource, detailing many environmental applications of DSS,
alongside justifications for its use. Poch et al. (2004) outline the application of EDSS
to two examples both relating to wastewater policy issues. Van Kouwen et al. (2007)
review the literature and available tools for the use of EDSS for integrated coastal zone
management. The SEAMLESS (www.seamless-ip.org) project is another good ex-
ample of efforts to apply DSS and integrated assessment to an environmental policy
issue.
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Although the literature on DSS and EDSS is large, there is no work that empirically
considers the use of these methods by practitioners. Matthies et al. (2007) suggest that
DSS are often built iteratively with end users, and that this is important. However,
more needs to be done to understand how end users interact with these tools in the
medium to long term. This highlights a common gap in the literature on models and
modelling that this part of the thesis aims to address. Indeed, the various literatures
often suffer from a presumption of influence that largely ignores the literature on re-
search utilisation and the science-policy interface. Boulanger and Bre´chet (2005) is a
good example of a study that makes this omission. Different types of modelling ap-
proaches are considered and reviewed for their differing applicability to sustainable
development policy issues. However, no consideration is given to the messy reality of
how research, and thus models, actually come to be used in policy making.
This is not to suggest that consideration of these issues is always absent; there are
occasions in which it is considered as we have seen above. Furthermore, individual
studies can always be excused of an absence of discussion on the basis that this was
not their aim or purpose. However, the systematic and widespread absence of this
type of reflective study is clearly problematic.
2.5 Empirical Research with Policy Makers
All of the literature discussed in sections 2.1 - 2.4 provides context for and begins to
address the question of how policy makers use, understand and evaluate models. In
this section a narrower view is taken, with a review of research using similar methods,
or focussing on similar topics, to the empirical study presented in the next chapter.
Manno et al. (2008) explore the use of models by policy makers responsible for the
Great Lakes in North America. Thirty-five interviews were conducted with scient-
ists, managers and stakeholders. The study used three basic indicators of success.
First, deliberative effectiveness, which considers whether a model increases the effect-
iveness of deliberations by policy makers. Second, explanatory effectiveness, which
considered whether the model improved the policy makers’ understanding of the en-
vironmental and policy systems. Finally, policy relevance is considered, in which the
question is asked whether or not the model is actually used in a way that is directly
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relevant to the policy decision. This is an interesting conceptualisation that puts clear
labels on several different uses of models in policy. The use of a model as a forecasting
tool is omitted, and it is unclear whether this is intentional or not. Though the con-
ceptualisation is clear, it is likely to have influenced the participants in the way they
spoke about their use of models. The findings highlight the fact that planning and
management of the modelling process is as important as focussing on decreasing un-
certainty in the model. Additionally, it is noted that model objectives and complexity
should be decided upon up front by modellers and managers, and that ambiguity and
lack of direction can seriously undermine chances of success. Taking these findings
the authors then go on to suggest a framework for future modelling processes, which
resembles a best practice list. These findings are useful, but the real value is in the
depth of discussion and use of quotes that this qualitative approach allows.
Da Silva and Shear (2010) take a more quantitative approach to the perception and
use of environmental indicators and ‘state of the environment’ reports by local govern-
ment and conservation groups, using a web-survey and telephone interviews. Though
the authors did not directly assess models, these kinds of indicators and reports can
serve as an acceptable proxy for the use of modelling, in the absence of a wealth of
literature. The findings suggest that the spatial scale of information can seriously af-
fect its use at the local level; local decision makers claimed to find local and regional
information most useful, rather than national or international information. This is
an important point as it highlights the unintended consequences of presentation and
design of information sources. Different stakeholders are always likely to face differ-
ent barriers and opportunities, and have different needs, so models, or information
produced by one, is unlikely to fit immediately or match their situation.
Taking a qualitative approach, Beers et al. (2003) explored what information policy
makers want, what sources they use and how they learn about issues using a vari-
ety of sources. Seven interviews were carried out with Dutch policy makers working
on global sustainability issues. The findings suggested that the participants want in-
formation on linkages between policy areas and want to understand different cultural
perspectives on issues. They were found to use many different sources and filters
of information, and often used consultants or others to help in the process of learn-
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ing and distilling the knowledge they required. These findings highlight the complex
nature of policy makers’ behaviour and information gathering, which is only possible
with this type of approach.
Following a very similar process, Mutshewa (2010) interviewed forty-four environ-
mental planners in Botswana about their use of information. The findings suggested
that the planner’s perceptions of their own competence, resistance of stakeholders,
and the perception of the usefulness of the information, affected their behaviour and
use of information. The type of policy makers Mutshewa (2010) interviewed are the
most similar here to those that the SWAP model is aimed at. As such the findings
are particularly relevant to the aims of this part of the thesis. The findings are strik-
ingly honest, in that participants admitted to worrying about their own competence
with certain information and tools, and acknowledged that other stakeholders can be
resistant. These kinds of findings are significant as they give an extra depth to our
understanding of how policy makers are interacting with information, and by proxy,
with tools and models.
2.6 Conclusion
Through the use of existing literature this chapter has provided context to and begun
to address the question of how policy makers use, understand and evaluate models.
We have seen, despite the literature on research utilisation and the science-policy in-
terface, that there is little work that specifically focuses on models and modelling. For
other areas of research concerned directly with modelling such as those for DSS and
integrated assessment models there is little work that empirically considers the use of
these methods by practitioners, and authors do not typically engage with the research
utilisation and science-policy literature streams.
This highlights a gap in the literature between that which deals directly with mod-
els, but does not consider their use in a reflexive and pragmatic manner, or does not
include policy makers’ voices, and that which considers the use of research in the real-
world, but not specifically models. The question of how environmental policy makers
use, understand and evaluate models falls in this gap.
Thus it is the focus on modelling, with an awareness of the research utilisation and
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science-policy literatures, and an empirical design including policy makers’ voices,
which allows the interviews presented in the next chapter to begin to directly address
the question of how environmental policy makers use, understand, and evaluate mod-
els.
Chapter3
Interviews with Environmental
Policy Practitioners
This chapter directly addresses the question of how environmental policy practition-
ers use, understand, and evaluate models in their work. A loose definition of practi-
tioners is used here to denote any individual self-identifying as working on environ-
mental policy; this means individuals can come from any type of organisation.
Environmental issues are complex (Ja¨ger, 1998; Matthies et al., 2007; Poch et al., 2004)
and policy makers are required to consider the various potential impacts of policies
(Ayoub et al., 2009; Boulanger and Bre´chet, 2005). To address this, governments often
look for model-based evidence to make problems more tractable and back up their
decisions (Clark and Holmes, 2010). Thus, it is suggested the use of models allows
government, and other institutions, to claim rigour in their decision-making, the use
of evidence, and even to delegate decision-making. In light of this, it is important to
improve our understanding of the real role and value of models to policy makers. To
do this, it is necessary to engage with policy making practitioners in a formal research
sense, to interview and observe them. This is an important part of the more general
effort to improve the use of modelling in policy, recognised by government efforts to
improve their use of modelling and science (e.g., HM Government Office for Science,
2010; National Research Council, 2007).
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At this point it is wise to outline our working definition of a model. National Research
Council (2007, p. 18) provide a broad and inclusive definition that is used throughout
this study:
“a simplification of reality that is constructed to gain insights into select
attributes of a particular physical, biological, economic or social system”.
This is a broad definition, alternatives tend to be more narrow, focussing on more
formal and complicated forms of modelling that require academic training or study.
A broad definition is used to be inclusive, and allow the practitioners interviewed to
have freedom in what they consider a model and choose to discuss.
3.1 Aims
The aim of the interviews was to gain a qualitative understanding of the opinions
and perceptions of individuals working on environmental policy on the use and role
of models in their work. To do this, nineteen semi-structured interviews with practi-
tioners working on environmental policy were carried out. The perceptions are those
of individuals working in environmental policy, in many types of organisation, not
just government. This is important as it is not just government that has an input into
environmental policy; NGOs, research institutions, and consultancies, to name a few,
also have important roles.
The key research questions to be addressed were:
1. How do practitioners perceive the types and roles of models in their work?
2. How do practitioners perceive the policy process?
3. How do practitioners evaluate models they use in their work?
4. How do practitioners perceive the use of models more generally in environ-
mental policy?
This constitutes an attempt to contribute to the goal of improving the use of modelling
in policy. The literature has historically focussed on more conceptual and theoretical
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discussions (see Chapter 2); thus, attempting to understand the views of people who
use models is important. It allows us as modellers to consider what actions we may
wish to take to make our models more useful to policy makers, and thus improve the
use of modelling in policy. Additionally, the findings will be used to underpin the
design of the SWAP model. How this is to be done is outlined in more detail in the
next chapter.
The chapter continues as follows. Section 3.2 details the methods used. Section 3.3
presents the findings and accompanying discussions. Conclusions are made in Section
3.4.
3.2 Methods
The focus of the interviews was on participants reporting their job role and use of
models, describing any models they use, explaining how they evaluate models, and
their perceptions of the role and use of models more generally. A semi-structured
approach was used with an interview schedule consisting of an introduction to gain
informed consent, and eleven basic questions with probes and follow up questions. A
copy of the interview schedule can be found in Appendix B.
Fourteen of the interviews were carried out by telephone, averaging nearly twenty
six minutes each. The remaining five were conducted by email, averaging over one
thousand words each, including questions. Of the nineteen interviews carried out, the
first two were not used in the analysis as they were pilot interviews. These interviews
were with participants that had borderline relevance to the scope of the study; one
being a junior researcher not working on policy directly, and the second working on
policy issues that are not under the environmental policy umbrella. As this potential
lack of relevance was clear from communications before the interviews, these two
were purposely set up prior to others and used as a form of pilot.
The participants were treated as ‘elite’ (Desmond, 2004; Hertz and Imber, 1995) due to
their relative position of power, experience and subject knowledge. The main outcome
of this was to offer participants a choice of interview mode in an attempt to maximise
participation, thus in the call for participants a choice was offered between face-to-face
interviews and telephone interviews.
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Face-to-face interviews are often seen as the ‘gold-standard’ when conducting qualit-
ative interviews (Cachia and Millward, 2011; Opdenakker, 2006; Seymour, 2001). This
is based upon the assumption that researchers are most likely to develop good rapport
with participants in this mode (Irvine, 2011). However, this may not be so relevant
when interviewing ‘elites’, or indeed, professionals that have high social and com-
munication skills. In this case, the researcher is likely to be able to take advantage of
the participant’s communication skills, and understanding of the researcher’s goals,
by using the telephone to conduct interviews, and thus increasing the pool of poten-
tial participants. A fuller discussion offering a choice of mode to elite or professional
participants can be found in Johnson (2013).
Participants who were based geographically distant from the researcher, were inter-
viewed by phone to reduce costs. The remaining participants chose to be interviewed
by phone, or stated that time and flexibility in the timing of the interview were im-
portant for them, so telephone interviews were carried out for them also. The five
participants who ended up being interviewed by email had all agreed to telephone in-
terviews, but proved very difficult to get hold of; they regularly rearranged interview
times or were simply unavailable at the planned time. Eventually, an email interview
was suggested to allow them to still participate.
During the interviews it was often necessary to repeat questions, or ask for more in-
formation to get past ‘stock’ responses (i.e., responses resembling public relations ma-
terial). When interviewing elites, and when interviewing individuals about their job,
it is important to consider the possibility that participants are constructing narratives
to serve purposes beyond simply describing their true perceptions. Several research-
ers have considered the potential for elites to deploy ‘official lines’ or use neutral,
teacher-like voices (Duke, 2002; Stephens, 2007). Participants may have also construc-
ted socially desirable responses, or indeed responses that protected and justified their
own job roles. Although strategies to deal with these issues are hard to pin down, the
literature offers many intuitive tips and ideas (e.g., Harvey, 2010, 2011) which include
asking for elaboration or clarification, or mentioning other sources of information that
may provide different viewpoints.
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While there was no obvious defensiveness in any of the participants’ responses, it
was clear that ‘stock’ responses were often used initially, before the researcher asked
for more detail. Asking for more detail, and rephrasing questions were the only tactics
used in these cases, which appeared to work well enough. Though several participants
reported feeling underprepared for the interviews, they did have time to think about
the interview and prepare any positions beforehand. The fact that some participants
felt they could be underprepared (when in fact this was impossible) shows that the
participants, even if subconsciously, were preparing a front, or narrative to display in
the interview.
Theory from a broad range of disciplines is used in the analysis to help reinforce and
improve the findings’ relevance and depth. Much of the theory relevant to the analysis
was not explored in detail until after the interviews and initial coding of data had
taken place; this was done to minimise any effect this knowledge may have had on
both these components of the research. The use of quotes is prioritised in this research,
to ensure the research is as empirically grounded as possible.
3.2.1 Sampling
The sampling strategy was purposive (participants needed to be working on an area
that could be reasonably considered environmental policy) and relied on gatekeep-
ing (using individuals with contacts to reach participants) and snowballing (asking
participants to suggest or find further participants). There was no attempt to make
the sampling representative as it is not appropriate in a small qualitative study, and
is likely impossible given the lack of sampling frame. A ‘call for participants’ docu-
ment (see Appendix A) was distributed by email in several ways. Professional con-
tacts were used as gatekeepers to circulate the call within their organisations; they
were also asked for suggestions of other possible gatekeepers. Professional networks
(mailing lists and LinkedIn) that the researcher was a member of were also used to
distribute the call. Finally, snowballing was used when participants offered to help
find other participants.
Throughout the sampling process, the role of professional and personal contacts, name-
dropping, individual circumstance and luck was clear; a different researcher may have
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found a different set of participants because of this. Whilst this increases the potential
for systematic bias in the sampling procedure, it is unlikely to have problematic effects
on the findings, owing to the qualitative nature of the analysis and approach.
Table 3.1 shows a list of the participants, including a description of their role, seniority,
their role with models, and the mode used to interview them.
All of the participants self-identified as working on policy issues. Overall, nine had
high seniority in their organisations, only one had a low seniority role, the rest had
middle-level seniority. Seniority was based on the impression the participant gave
of how many people worked under them, and how close they were to politicians or
decision-makers. This meant that it was a somewhat subjective judgement. It was
decided that asking participants directly to describe their seniority may have been too
sensitive or antagonising. All but one of the participants worked with models, either
directly working on modelling, or overseeing and interpreting the application of mod-
els. Six of the participants worked in government departments or other public bodies,
five worked at universities as researchers or lecturers working directly on policy, three
worked at a consultancy, two at an NGO and one at a lobbying organisation.
The sample has two key characteristics that are potentially unrepresentative of those
working on environmental policy. Firstly it is very UK-centric, and thus missing the
views of individuals from elsewhere. Particularly noticeable is the lack of participants
from developing countries, this is probably a consequence of the sampling strategy
which relied on personal and professional networks. Secondly, only one participant
did not use models at all in their work. Again, this is probably a reflection of the call
for participants, which used words and phrases (see Appendix A) revolving around
models which meant potential participants not working with models are unlikely to
have paid enough attention to the call to realise those that do not work with models
were welcome too.
3.2.2 Ethics
Standard ethical procedures were conducted to ensure that participants had given in-
formed consent to take part in the research. This was done by formally asking at the
beginning of the recorded interview, which can be seen in the interview schedule in
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Table 3.1: List and basic details of participants
No. Description Seniority Role with models Interview
Mode
1 Economist government de-
partment (UK)
Mid Does “simple” modelling Telephone
2 Economist government de-
partment (UK)
Mid Uses models Telephone
3 Director trade organisation
lobbying group - (Belgium)
High None Telephone
4 Economist government de-
partment (UK)
High Oversees work, does not
do the modelling
Telephone
5 Academic university (UK) High Oversees work, does not
do the modelling
Telephone
6 Programme manager public
body (UK)
High Oversees work, does not
do the modelling
Telephone
7 Academic university (UK) High Oversees work, does not
do the modelling
Telephone
8 Economist government de-
partment (UK)
Mid Does not do modelling
but has to work with out-
puts of models
Telephone
9 Economist Non-
governmental-organisation
(USA)
Mid Builds models Telephone
10 Senior consultant con-
sultancy (UK)
High Oversees work, does not
do the modelling them-
selves
Telephone
11 Modeller/analyst statutory
body (UK)
Low Does the modelling Telephone
12 Research associate university
(UK)
Mid Does not do the model-
ling directly but works
with modelling team
Telephone
13 Consultant consultancy
(France)
Mid Builds and works with
models
Email
14 Academic university (UK) High Oversees and works dir-
ectly on models
Email
15 Senior researcher non-
governmental-organisation
(UK)
High Uses models but does not
build models
Email
16 Lecturer university (UK) High Builds and works with
models
Email
17 Consultant consultancy
(France)
Mid Uses models but does not
build models
Email
18* Researcher university (Ger-
many)
Low Builds models Telephone
19* Retired researcher and local
government official (UK)
High Built and worked with
models
Telephone
*These participants were used for pilot interviews.
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Appendix B. For emails, the same statement was made at the beginning of the first
email, which required the participants to confirm they accepted. Privacy and confid-
entiality are also protected by using anonymised quotes. This was particularly import-
ant, as participants could easily be identified by many of the details in their answers
had they not been altered to protect privacy. Relatively vague descriptions of par-
ticipants’ roles and organisations were also used. This has the downside of reducing
the available context for some of the quotes, but was necessary to maintain anonymity.
For some participants, commercially sensitive information could have been discussed
and so it was made clear to participants that this was an academic piece of research
that would not be applied in any commercial context. As the participants were elites,
and the topic was not sensitive, psychological harm was less of a concern than in
some other interview circumstances. However, when snowballing and gatekeeping
was used, it was important to make clear that participation was completely voluntary,
so that participants would not feel any pressure to participate from managers or senior
colleagues.
3.3 Findings
The findings are presented as follows. Section 3.3.1 considers participants’ descrip-
tions of the type and roles of models they work with. Section 3.3.2 covers the par-
ticipants’ discussion of the policy process. Section 3.3.3 explores how participants
evaluate models. Section 3.3.4 discusses how participants viewed the use of models
in their field more generally.
3.3.1 The Types and Roles of Models
Participants were first asked about their role within their organisation, and the wider
purpose of that organisation. Then they were asked about what models they use in
their work, and what these models are used for.
A list of descriptions and names of models given by the participants were compiled
from the data (see Table 3.2), however these proved difficult to group without relying
heavily upon preconceived ideas. Participants spoke about the models they use in an
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informal manner, focussing on the purpose of the model, rather than technical details
and definitions. This was unexpected, and proved problematic at first; it was difficult
to find ways of understanding the information that made sense, without the help of
academic terminology.
Descriptions of the role of the models participants work with covered a wide variety
of uses at all stages of the policy cycle, from policy identification and development,
to delivery, and from answering specific questions to understanding systems. Short
descriptions of the roles (compiled and paraphrased from the participants’ words - see
Table 3.3) give more specifics, and a flavour of the way models are used.
This varied description of the role of models would appear to reflect their wide and
varied use within the policy cycle. The various roles described by the participants
all fitted into the knowledge driven, problem solving and enlightenment theories of
research utilisation as outlined by Weiss (1979). None of the participants, when talking
about their own work, came close to suggesting that the political or tactical theories
may carry some weight.
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3.3.2 The Policy Process
Participants were asked directly about the position of their work, and the models they
use, in the policy process. They also discussed the policy process when answering
other questions. These responses have been used here to highlight how the parti-
cipants constructed the policy process and evaluated models’ uses within it.
3.3.2.1 Complexity of the Policy Process
Some participants described the policy process as a vague process, with no clear stages
or powerful individuals. For example:
Interviewer: You mention there a few examples where it [modelling work]
is used...to win arguments...are there any other times where you see it used
inappropriately...?
Participant: I don‘t know. I suppose it depends, I think it is used in dif-
ferent areas of policy in different ways. I don‘t know exactly how it gets
used...and I suspect it is a mixture of, it is very difficult to tell. In a polit-
ical process which is ultimately what drives the decision to go on it is very
difficult to really know what forms of evidence are influential and what
forms are simply being deployed to win arguments. I think the boundary
can be very vague.
Researcher at a university (UK)
This statement, made when talking about the use of models more generally, is one
of a few that makes a direct assertion about the political nature of the policy process;
however it is one of several that alludes to the disorderly nature of the process. Other
participants had a much simpler and more linear view of the role of models in the
policy process. For example:
Interviewer: Is that information then used for advocating for certain policies...?
Participant: To make decisions between different policies and to have an
informed base to make a recommendation to [senior policy maker]. So
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Table 3.3: Participants’ description of the role of models
Participant Role of models
Researcher at a university Models used directly in government decision-making
Modeller/analyst at a
statutory body
Models used to estimate environmental impact of our
policies
Project manager at an en-
vironmental consultancy
Models are part of reports on the state of an environmental
issue, to highlight issue or display policy options
Senior consultant at
an environmental con-
sultancy
Used to answer questions put to them by clients
Senior economist
for a government
agency/department
Used to explore new policy development, but also analysis
to support delivery of policy initiatives
Senior academic at a uni-
versity
Use models to provide evidence on policies
Economist at a govern-
ment department/agency
Use models to gather information on the costs and benefits
of policies, used to then make recommendations to minis-
ters
Economist at a govern-
ment department/agency
Using models to raise awareness of issues, models also
used in valuation of natural capital
Manager at a government
department/agency
Using models in delivery of policy initiatives
Senior academic at a uni-
versity
Uses models in research output, large research projects, for
government
Director at a lobby/trade
organisation
Does not use models
Economist at an interna-
tional NGO
Using models to predict impact of different policy options,
then put to decision makers
Economist at a govern-
ment department/agency
Uses models to gather evidence on potential policies, also
impact assessments of current policies
Project manager at an en-
vironmental consultancy
Use models to give clients understanding of potential fu-
ture scenarios and policy effects
Senior academic at a uni-
versity
Models used to develop and demonstrate concepts and re-
lationships for evidence gathering
Senior researcher at an
international research or-
ganisation
Uses models to promote participation of stakeholders, to
answer specific questions about policies
Academic at a university Models are used in a range of forums: consulting to govt,
private companies, European commission, NGOs, etc..
Also used in teaching, a significant reason for modelling
is understanding systems as opposed to answering partic-
ular questions
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for each different policy option, evidence is gathered about what the cost
and the benefits are of that option and that then informs decisions and
recommendations.
Economist in a government department (UK)
Perhaps it is no coincidence that the researcher at a university has a less simple picture
of the policy process than a civil servant. A researcher is likely to be further away
from the policy process, so may perceive a less clear picture of what is happening
as a result of their distance. Furthermore, they may be more critical of the process.
Conversely, an economist in a governmental department is placed so closely to the
policy process, that they may perceive only that which is directly relevant to them, and
may be well versed in the organisational structures and narratives which attempt to
present a clear framework of the policy process. They may also have a vested interest
in being less critical of the process. Whether the difference in the two views is due
to their embededness in the policy process, or their use of different organisational
narratives and understandings is unclear.
3.3.2.2 Links between Modellers and Policy Makers
Some participants brought up the links between those building models and making
decisions. There can be individuals who see themselves as the “cartilage in the joint”
(Academic in a university, UK) between modellers and policy makers. For example:
Interviewer: Sure, when you say opening up the black box, whose re-
sponsibility do you see it is to do that?
Participant: I mean if you look at somebody in [government bodies], to get
the piece of modelling work done there is somebody who directly commis-
sions it and...writes the specification for the project. And that person is a
kind of...buffer, the cartilage in the joint, between the analytical side and
the policy side. And I think they bear actually quite a heavy responsibility
for understanding what the modellers are actually doing,...and communic-
ating the significant implications of that to the people who don‘t get their
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hands dirty with the modelling and the analysis, that have to make...policy
judgements.
Academic in a university (UK)
However, these links can also be very direct:
Interviewer: How much contact do you have with the members of the [in-
ternational organisation] and national governments...I mean do you your-
self speak to them or is there an intermediary there?
Participant: ...there are both but I definitely do speak to them. I‘m in the
fortunate position that because I work for an international organisation
with great contacts and very active participation in this evolving, emerging
field, that I get to - I‘m never very far from the people making the decisions.
Economist at a NGO (USA)
The difference here is perhaps a reflection of the difference between academic institu-
tions and NGOs; NGOs have a much stronger remit to influence policy, and as such,
are likely to employ individuals who can both conduct modelling and interact with
policy makers.
The two communities appear to be much closer here than they are described in the lit-
erature, even for academics. The two-communities view could be seen as too simplistic
here; individuals can be members of each at different times or members of both at the
same time. The suggestion from Clark and Holmes (2010) that researchers and policy
makers have differing social structures and cultures could explain why individuals of
the ‘cartilage in the joint’ type may exist. Alternatively, the existence of these indi-
viduals could undermine the concept of the two-communities entirely.
3.3.2.3 The Political Side of the Policy Process
From this sample it would appear there is generally a positive and welcoming re-
sponse to models by policy makers. However, one participant did suggest that those
at the political end of the policy making spectrum might have more difficulty with
models:
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“...the reason I don‘t use the models, is because...it‘s because I think that
gets completely in the way of effective lobbying...the most effective lob-
bying that you can do is by talking to people, and by talking to them in
a natural and informed way, and using models, and things like that, just
tend to create a barrier between people.”
The participant elaborates:
“I certainly don‘t think that they aid communication ...with the likes of
the people we tend to lobby. For example the [politicians], are potentially
people who don‘t understand anything at all about [policy area] that we
have to explain things in such a simple and kind of forthright way, because,
for various reasons they may not have a background in any of these topics,
using models just confuses things, and is almost jargon, which we try to
avoid massively in our lobbying, because we just think it creates obstacles,
and puts up barriers.”
Director - lobbying organisation (Belgium)
Here, the policy maker is described as finding models confusing because of their (i.e.,
politicians’) lack of specific understanding of the model, or indeed the policy area.
This is one of the few cases in which participants were discussing elected politicians,
rather than senior civil servants or similar. It would appear that the two-communities,
or ‘great divide’ (Weiss, 1976) concepts have the most weight when we consider these
groups of policy makers. It seems the circumstances of the situation play a large role.
In this example, when lobbying was being carried out on a topic which the policy
maker may not have specific knowledge, the use of a model was not considered or
quickly dropped and seen as problematic. In other cases, where senior policy makers
are assigned to specific areas for periods of time, this is not the case.
3.3.2.4 Spatial Scales in the Policy Process
One of the potential strengths of models highlighted by one participant is their ability
to be used at different spatial scales (i.e., local, regional, national) within the policy
process from national to local users.
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“...what we want to do is think about how you can apply the model to
different spatial scales and how it can be used by different types of audi-
ences.”
Economist in a government department (UK)
Da Silva and Shear (2010) made similar conclusions to those being expressed here;
there is a clear understanding on the part of this participant of the need to make in-
formation and models locally relevant. It may be the case that local policy makers feel
more confident and comfortable with locally tailored information, as suggested by
Mutshewa (2010), as well as simply finding the information more useful in the sense
they are easier to apply.
3.3.3 Evaluating Models
Participants were asked direct and hypothetical questions (e.g., would they like to
make changes to existing models if possible?) about their work, and questions about
the work of others in their field. These answers were combined to consider the per-
ceived strengths and weaknesses of models. The coding of the responses identified
four key categories: importance of data, design characteristics, model usability and
links to policy.
3.3.3.1 Importance of Data
The ability to update a model in terms of incorporating new data was seen as import-
ant:
“...updating [models] is another key thing as well because you don‘t want
a model that you can‘t update.”
Economist in a government department (UK)
Linked to this was the ability to run different scenarios. This was mentioned by par-
ticipants as a strength, but also as a positive change they would like to make to their
models when it was not already in place:
3.3. Findings 46
“...it‘s really about the opportunity that that affords us for us to kind of
play around with different scenarios and look at what the future might
look like.”
Programme manager at a public body (UK)
Alcamo et al. (1996) suggested that the ability of a model to easily run scenarios is
key to its acceptance by policy makers, and the data appears to support that assertion.
Some participants believed that more modelling would be done in their area if more
data were available; here we see how lack of data can block modelling work, showing
how important data is in these applied policy situations:
“...we tend to struggle to develop models to be honest, primarily because
of lack of data.”
Economist in a government department (UK)
This is important when we consider concerns about the potential for systems to be
modelled when there is poor understanding or a lack of data. It would appear that,
in the areas of policy examined in this study, this problem is less pressing than for the
global climate modelling that was discussed in section 2.3 in the previous chapter, be-
cause when there is a lack of data here, the participants suggest models are simply not
built. This can be seen as positive in the sense that modelling will not be used when
it is inappropriate due to a lack of understanding or lack of data for validation. How-
ever, it could also be seen as problematic, as for many issues there will not be a large
availability of data, and thus modelling will be dismissed when it may still have value
to offer to policy makers in terms of identifying what data should be collected, and
building understanding, consensus and discussion between different stakeholders.
Data was also sometimes perceived as too influential on the outputs of a model. Here,
we see an awareness of the sensitivity of a model to its data inputs:
“...there‘s quite a lot of suspicion about approaches...where it feels like you
are effectively manipulating the model to get the outcome that you want”
Economist in a government department (UK)
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3.3.3.2 Design Characteristics
Fundamental design features of models (e.g., statistical vs dynamic, feedback) came
up repeatedly in the interviews. Participants often had strong views and a high level
of understanding of what basic elements certain types of models could contain and
should have in order to answer certain questions.
Links between models were perceived as a key issue; participants were keen to have
modelling in which results could be linked to other models. For example, an academic
working directly with government on policy states:
“...rather than running individual models and thinking there‘s a perfect
model out there that will your answer questions, what we‘re much more
thinking about is modelling frameworks where we to try to soft-link mod-
els together and use them sort of side by side or in parallel and develop
ways of making sure that the output of one model can be taken in as the
input to another model”
Academic at a university (UK)
A lack of links and feedback to other models or systems was equally worrying for
some participants:
“The weakness of the [subsystem] models is their lack of, you know, they‘ve
obviously got more detail which gives more plausibility to what is hap-
pening in a specific [area]...but they lack that connection to other parts of
the...system.”
Academic at a university (UK)
This was highlighted by other participants perceiving weaknesses in their model on
a lack of feedback between elements of a system, or a lack of key components being
incorporated into a model:
“...people forget that you have to build the assumptions around what that
policy is doing...They want to know “Tell me what that does” and you can
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obviously tell them...but there is a bigger picture to that. How do people
then start [reacting to the policy]? Are you displacing a problem?”
Analyst/modeller at a statutory body (UK)
The participant here is clearly concerned that policy makers may ask for a model to be
used to answer a question, which they feel it is simply unable to do because of a lack
of links and feedback between elements in the model, which exist in the real world.
Beyond the issue of feedback, one participant brought up the issue of the structure of
a model. Here, a lack of dynamic structure was perceived to cause problems when
using the model for forecasting/prediction:
“...as an econometric model, it‘s based on past relationships. And therefore
the assumption going forwards is that those past relationships continue to
hold. If there are structural changes in the economy that fundamentally
alter those past relationships...then clearly these estimated records in the
economy aren‘t going to hold in the future. But the model won‘t know
that.
The participant observes the flaw in the econometric models they use, and then states:
“Which means that an econometric model is of rather less use in a time of
radical structural change and transformation. Which is why you wouldn‘t
want to project, for example, the [policy area] with an econometric model
much beyond 2025.
Academic at a university (UK)
Overall, the participants saw the perception of a model being ‘realistic’ or having a
high level of detail as important. This was reflected in comments about the model
being based on real data or well-established assumptions. Some participants showed
an awareness of issues regarding reductionism, and the trade-offs between tractability
and realism:
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“...like any model it‘s reductionist. It‘s taking extraordinarily complicated
real-world phenomenon...boiling it down to a few variables.”
Economist at a NGO (USA)
3.3.3.3 Model Usability
A model being well known and understood by various users was seen as a strength
by some participants. For example:
“So it‘s quite a powerful tool now. And they have actually used it, it has
been used, they have done work for [government departments] looking at
international work. So it has been quite well respected”
Economist in a government department (UK)
Similarly, when a model is intended to have many users it needs to be easy to use and
understand:
“...it‘s much more accessible...so people all over the world can and do
download it and then adapt it. You can open it up...You can change it
around...It can propagate itself. It doesn‘t need to all go through the pro-
grammer. So I think that‘s a big strength to the approach.”
Economist at a NGO (USA)
Though this is somewhat contradictory to other strengths cited on detail and realism,
it would seem a trade-off is necessary between realism and usability. Alcamo et al.
(1996) suggest that models need to be transparent to be ‘successful’ in policy. How-
ever, from the data here, we can see a more complex picture emerging whereby the
specific use of the model can determine which is more important, transparency or
detail. If a model is required to be used by many people, usability and ease of under-
standing is key. However, if a model is used for a policy issue of a more ‘centralised’
nature (i.e., to be used by one department or agency), a more complex and realistic
model may be more desirable. In this situation, the existence of the ‘cartilage in the
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joint’ type individual means that the increased complexity does not become a problem
for policy makers without modelling skills. Of course, this presumes that detail and
realism, and transparency are mutually exclusive, which may not always be the case.
However, considering the complex nature of environmental policy issues, it would
appear reasonable to assume the two characteristics do not often go together.
When users did not build a model themselves they reported finding it difficult to
appraise. This is related to another issue raised by some participants, that models can
be perceived as black boxes, which undermines trust:
“There can be some [clients] that are reluctant to use models because of
fear of “garbage in - garbage out” syndrome, or of fear of the black box.”
Consultant (France)
Issues surrounding transparency are key, and can stop some organisations using mod-
els. It is interesting to note that a consultant, who also stated that the details of their
models could not be shared with clients because they are the basic product they are
selling, raises this concern. This absolute lack of transparency appears to be the issue
here, rather than lack of transparency caused by difficulty in understanding a model.
3.3.3.4 Links to Policy
A model‘s ‘fit’ to a policy was repeatedly cited as a key strength:
“...one thing that frustrates slightly, possibly, is that people, I mean, more
on the research side, get a bit hung up on the definition of the models...we‘re
not really bothered what the scientific definition [is], what we‘re bothered
[about] is, that the scope of what‘s being looked at matches the decision
making context.”
Senior consultant (UK)
This viewpoint matches completely with the suggestion Alcamo et al. (1996) make that
a model must cover the policy domain fully.
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Application of a model to more than one policy area was also cited as a strength.
Several reasons were given; it can mean that the model is well known and respected,
or that new users can use it easily. A model also tends to be more cost-effective if it
can be used more than once.
Policy makers are often perceived to want forecasting from models; this appears to
be somewhat controversial, as mixed opinions were gathered. Some participants be-
lieved the ability to provide forecasting was a key strength whereas others stated that
forecasting was not always the most useful element of using models. Interestingly,
counter-intuitive results can be a problem for forecasting models, as they raise suspi-
cions about the value of the model:
“I think there‘s a lot of suspicion out there with some of the people that
we work with, you know, in terms of...when they see model outputs that
don‘t correspond to their understanding of what they believe is going on.”
Programme manager at a public body (UK)
3.3.4 Perceptions of How Models are Used More Generally
Participants were asked their opinions about how intelligently models were used in
their field generally. The responses to this question were overwhelmingly positive,
with many suggesting that modelling had grown into a well accepted endeavour in
environmental policy and that modelling was carried out intelligently by individuals
who understood how to use models appropriately:
“What I like is that in the several fields in which we work there is a wide
acceptance of models from conceptual to quantified.”
Academic at a university (UK)
“I think it [modelling] is used very well within the world of environmental
policy development. I think we have managed to establish that we have
these tools available, they work well, they help support arguments, and
they help make decisions.”
Modeller/analyst at a statutory body (UK)
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Some participants were aware of possible problems; some suggested models were
sometimes used with a very narrow purpose.
“Well, you then just get a one off answer to a question and that might
be useful at that point in time, you know, but then a year later you get a
different answer to a different question.”
Senior consultant (UK)
Here, the problem lies either in a lack of cost-effectiveness of a model, or in a lack of
institutional memory.
Others thought that they could be used as a black box and as such be twisted for
political or tactical reasons:
“I‘m afraid that a) something that definitely tends to happen with models
is that they are used as black boxes to arrive at - not to answer questions,
but to arrive at answers which the commissioning parties have determined
in advance.”
Academic at a university (UK)
Here, we see a direct reference to what Weiss (1979) identified as political use of re-
search. It is interesting to note that this was only cited when discussing others’ work;
no participant admitted to these kinds of issues with their own work. It is impossible
to know whether this is because they do not believe it to be the case, or because they
would not admit or discuss it in an interview.
Another problem mentioned was the potential for models to be used to close down
debate:
“People are having a big old argument about this or that and you get to
say ‘We have done the modelling and it says this.’ You could get to more
or less shut down discussions if that is what you want to do. I saw people
certainly trying to do that.”
Researcher at a university (UK)
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3.4 Conclusion
The nineteen semi-structured interviews carried out for this research have been used
to explore the perceived use and role of models in environmental policy, descriptions
and reflections on the policy process, the perceived strengths and weaknesses of mod-
els, and the perceived use of models within environmental policy generally. These
topics have not been addressed in previous research, and are explored in-depth and
with an acceptance of the opinions of practitioners working directly on environmental
policy. As such they begin to address an important gap in the literature on models and
knowledge utilisation, which has too often focussed on theoretical discussions, or not
considered models or modelling specifically.
3.4.1 Summary of Findings
The role of models as described by the participants appears difficult to categorise;
participants described the role in an informal manner, relevant to their specific organ-
isation and job. This creates a messy and varied picture of the role of models in envir-
onmental policy. Participants have varying descriptions of the policy process. Some
view it in simple terms with a clear flow between models and decisions, others see a
more complex and political process, and admit to their own difficulty in perceiving
the reality of such a process.
The perceived strengths and weaknesses of models revolve around four key categor-
ies: importance of data, design characteristics, model usability and links to policy.
Under data, the ability to update models, and run different scenarios, are key factors
in the perceived quality of a model. For design characteristics, linking of models, and
feedback between components, are especially important. For usability, how many
users a model has and thus how complex it can be, is a key question. Finally, under
links to policy, how well a model fits the decision-making context, and its applicability
to multiple cases, affects how it is appraised.
The participants perceived the general use of models in their field in a good light.
Most believed that models are well accepted and used intelligently and appropriately
by most users. However, where participants identified problems, these related to an
overly narrow purpose of a model, political manipulation and the use of models to
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close down debate. These responses, when participants were talking about the use
of models more widely, were the only times the findings reflected some of the more
negative conceptualisation of research utilisation found in the literature.
3.4.2 Using the Findings
It is not the aim of these interviews to develop a checklist for ‘good’ modelling in the
future, which would be a somewhat common-sense exercise that would only reflect
basic good practice in any case. Rather, the findings and discussion should serve as
a basis for improving understanding of the use of modelling in environmental policy,
from both the perspective of modellers, and policy makers, if indeed the groups are
separate. Discussion and conclusions on this point can be found in Chapter 9.
More specifically, within this thesis, these interviews and the findings taken from
them, are used to underpin the design and approach taken to the SWAP model. How
this was done is discussed in detail in Chapter 6, Section 6.1.2.
This concludes this part of the thesis. The next part - part two - introduces in detail
land degradation, soil and water conservation, and agent-based modelling, before the
third and final part of the thesis presents the SWAP model and the findings coming
from it.
Part II
Soil and Water Conservation and
Agent-based Modelling
55
Chapter4
Land Degradation and Soil and
Water Conservation: Literature
Review
This chapter will present a review of the literature relevant to the study of land and
soil degradation, and the adoption of soil and water conservation (SWC) to combat
degradation. The aim of the review is to attempt to use the literature to understand
how land and soil degradation have been approached, what causes of land and soil
degradation have been identified, and how SWC, and its adoption, have been under-
stood.
The chapter is structured into two sections. The first presents an overview of the
history of perspectives on land and soil degradation. This highlights how the debate
has continually swayed between blame being laid on climatic shifts, human activity,
poor land management, or a combination of two or all three of these potential causes.
Historically, it also appears that explanations were overly simplistic and far reaching
(i.e., one overriding cause was highlighted, or causes were applied to multiple areas).
The second section reviews recent academic literature which has developed a more
complex, contextual and location-specific explanation of the causes of degradation,
and increasingly adoption of conservation. Before the review however, we must first
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deal with some awkward terminology.
Terminology
There are a plethora of terms used to refer to the many forms, types and components of
land and soil degradation. This is a function of the fact that the topic is “par excellence
an interdisciplinary issue” (Blaikie and Brookfield, 1987, p. xvii). As we will see below,
researchers have typically focussed on specific elements of degradation, reflecting the
fact that different elements affect different areas and have different causes.
Land degradation is defined by the United Nations (UN) as “the reduction or loss of
the biological or economic productivity and complexity in croplands, pastures, forest
or woodlands resulting from climate variability, natural processes, and unsustainable
human activities” (United Nations Environment Programme, 2011, p. 513). This ap-
pears to be a reasonably clear and inclusive definition. However, it is important to be
precise about from whose point of view we consider a reduction in productivity. Dif-
ferent land users may view changes in different ways. Blaikie and Brookfield (1987)
cite the example of forest changing to savannah or agricultural land as improvements
in the land for herders and farmers respectively, though these changes may be seen as
a degrading of the land by conservationists or users of the forest. Blaikie and Brook-
field (1987) rightly conclude that the ‘value’ of the land can be almost impossible to
define in the presence of multiple, and conflicting land uses and users. Instead they
use the term ‘capability’ and describe land being degraded when “it suffers a loss of
intrinsic qualities or a decline in capability” (Blaikie and Brookfield, 1987, p. 6). How-
ever, the issue still persists; in the discussions of most authors this issue is not dealt
with, or even mentioned. Often it appears assumed or implicit that the view taken is
that of the conservationist, or ‘naturalist’, who would see any change from that which
could be considered the ‘natural’ state of the land, as degradation. When this is not
the case, the position of agricultural productivity is taken; here any reduction in the
ability of the land to produce crops is viewed as degradation. Again, this position is
not discussed or exposed to any scrutiny.
It is easier to be more precise about change when referring to the productivity, level
of nutrients, biological activity, physical attributes, hydrological characteristics, or the
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vegetation of the land, or to processes such as salinization or acidification. These terms
cover many of the components that make up land degradation relating first to the soil:
organic (biological activity) and in-organic (nutrients) attributes of the soil (i.e., fertil-
ity), and the physical attributes of the soil (i.e., erosion such as gullys). Second, the
presence and processes of water in and on the land, and third the level of vegetation.
These three components broadly cover most of the issues that fall under the term land
degradation.
In this thesis, the term soil degradation is also widely used, to refer to these processes
specifically on the soil (i.e., excluding hydrology and vegetation). One of the key com-
ponents of soil degradation is soil erosion, which typically refers to the physical pro-
cess of soil being removed, or changed in some sense. Blaikie (1985) gives two defin-
itions of soil erosion. The first, after Kirkby and Morgan (1980), is the removal of
inorganic soil grains (i.e., a purely physical process). The second, taken from Hudson
(1971), is much more inclusive, and could be used as a definition of soil degradation;
“any degradation of the soil which reduces its ability to grow crops” (Hudson, 1971,
p. 41). Here, the viewpoint is that of the farmer, which narrows the definition in the
sense of the use of the land. However no specificity is given in relation to the form of
degradation.
All of the terms and concepts above deal with the process of change in the land or soil.
The final key term to define here is that which deals with human attempts to reduce or
reverse these processes: soil and water conservation (SWC). SWC can be in the form
of individual measures or strategies, or wider policies of a state or region. Measures
often found in the developing world include stone bunds or wall, and terracing, both
designed to stop the physical movement of soil down a slope (i.e., erosion). Trees
and other large plants may also be planted amongst farm-land to help hold the soil
in place, but also increase hydrological activity and nutrient recycling. Water conser-
vation measures can include digging large water pits at strategic points on the land,
or much smaller ‘zai-pits’ around a plant, both of which help to capture water. In
the literature the term SWC appears poorly defined, and it is often assumed that its
meaning is obvious.
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Finally, there is another term that requires our attention. Desertification is perhaps
one of the most well known terms related to land degradation. It is defined by the
UN as “land degradation in arid, semi-arid and dry sub-humid areas resulting from
various factors, including climatic variations and human activities. It involves cross-
ing thresholds beyond which the underpinning ecosystem cannot restore itself, but
requires ever-greater external resources for recovery.” (United Nations Environment
Programme, 2011, p. 508). In the past, desertification has received a lot of attention
from the academic world, international organisations such as the UN, and the me-
dia, despite it being only one specific (if extreme) type of degradation. The intuit-
ively appealing idea of productive (and green) land turning to desert appears to have
underpinned this attention. However, in more recent years a realisation that land de-
gradation is often a more subtle and less intuitively obvious process, affecting all areas
of the globe has taken hold, particularly in the academic literature.
Throughout this chapter, and the thesis, land degradation, soil degradation, and SWC
will be the terminology used. The literature on all three uses various terms and names
(mostly those mentioned above) to focus work and these three are used here to cover
the variety of terms they can encompass. Furthermore, some of the key concepts used
in the SWAP model were taken from researchers working specifically on SWC, and so
this also underpins its use here.
4.1 A Brief History of Land and Soil Degradation
4.1.1 Pre-1950s
One of the earliest mentions of land degradation in recorded history comes from
Plato’s dialogue Critias (Jowett, 1871), in which Plato laments the fact the land is no
longer cultivated by ‘true husbandmen’ resulting in “all the richer and softer parts of
the soil having fallen away” (Jowett, 1871). This shows us that there was an awareness
of the issue, and that Plato lay blame at the feet of those that use and farm the land.
In the nineteenth century another possible cause became popular; Livingstone (1857)
suggested that land was suffering from ‘progressive desiccation’ as a result of long
term post-glacial climatic shifts. In the twentieth century this was still considered
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a reasonable theory by Kroptokin (1904) in ‘Eur-Asia’, Huntington (1907) and Stein
(1938) in Asia, and Coching (1926) in China. This marks a clear difference to the view-
point taken by Plato, laying blame on the climate rather than humans.
The idea of poor land management began to become more popular in the 1930s (Mor-
ris, 1995) as the American west suffered the effects of the Dust Bowl. The Dust Bowl,
a term coined by the American press, is used to refer to a period in the 1930s during
which America suffered severe dust storms. These storms were the result of extremely
dry soils and wind erosion. They caused damage to the agricultural sector and the
natural environment, and displaced many thousands of households. As Morris (1995)
states, the idea of poor land management causing the storms became popular at this
time. This however, is a somewhat simplistic explanation. It is now more widely
accepted that the causes were related to the increasing mechanisation of agriculture
which enabled larger areas and marginal land to be farmed, as well as severe drought
during the period. Without the natural anchor of vegetation of the un-farmed land,
the soil suffered severe wind erosion. Despite the complex interplay of human and
biophysical processes, there is still a tendency to focus on human activity. George
Borgstrom referred to the events that led to the Dust Bowl as the “one of the three
worst ecological blunders in history” (cited in Worster 1982, p. 4), and Worster (1982)
clearly identifies the actions of farmers in America in the preceding fifty years, in
‘dominating’ and ‘exploiting’ the land, as the cause of the Dust Bowl.
It is possible to see a similar pattern in other situations. Criticising the farmers of the
land also appealed to colonial powers, fitting well with the propaganda of the ‘stupid’,
conservative or ignorant native using backward techniques. Colin Maher, writing
in 1937, suggests that uncontrolled development by natives was exacerbated by the
increase in population under “benevolent British rule”, free from war and disease
(quoted by Tiffen et al. 1994, p. 3). This kind of analysis almost takes us back full
circle to Plato; with the British colonial powers as Plato’s ‘philosopher kings’, and
indigenous people as the ‘poor husbandmen’.
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4.1.2 United Nations
The second half of the twentieth century saw newly independent countries become
increasingly concerned that the Malthusian problem (Malthus, 1826) (i.e., population
growth exceeding potential of natural resources to support it) was becoming relevant
(Morris, 1995); this led to increased activity by the UN in seeking to tackle land de-
gradation. The concerns of countries driving the UN work were backed up by writers
such as Boulding (1970); and warnings of soil loss from Eckholm (1976), Bennett (1944)
and Hyams (1952).
In the 1960s and 1970s the UN work expanded, particularly focussed by the Sahelian
‘Great Drought’ of 1968-73 (Thomas and Middleton, 1994), and culminated in the Con-
ference on Desertification (UNCOD) in 1977. It should be noted here that the term
desertification was used rather than land degradation, and this reflected its focus on
arid areas. UNCOD had three central aims (Verstraete, 1986): to increase awareness of
desertification, to collect all the scientific and technical knowledge on the problem and
solutions, and to instigate a programme to combat desertification. These aims were
certainly ambitious (Thomas and Middleton, 1994) and proved to be impossible to ad-
dress in only a matter of years. With rising concerns that land degradation was still
not being tackled adequately, the 1992 Earth Summit led to the adoption of the Con-
vention to Combat Desertification (UNCCD) in 1995 and ratification in 1996. Here,
the terminology shifted and land degradation, and drought, were included alongside
desertification (though not in the title of the convention). However, mixed results
were still a problem (United Nations Convention to Combat Desertification, 2007) so
Parties to the Convention attempted to revitalise plans with a 2008-2018 strategic plan,
which is yet to run its course.
4.1.3 Large-scale Assessments
The UN identifies monitoring land degradation at large scales as a key activity (United
Nations Environment Programme, 2011), and over the past thirty years many attempts
have been made to assess the level of degradation on the national and international
scale. The Global Assessment of Human Induced Soil Degradation (GLASOD) carried
out by the International Soil Reference and Information centre (ISRIC) and the vari-
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ous soil atlases developed by the European Commission’s Joint Research Centre are
amongst the best known of these. ISRIC made a worldwide survey map at a scale of
1:10,000,000, intended to provide a consistent collection of primary data on soil de-
gradation. The soil degradation survey included data on soil loss through erosion, the
physical state of the soil, and chemical pollution. Van Lynden and Oldeman (1997)
provides a similar regional assessment for south and south-east Asia, whereas Kharin
et al. (1999) and Stolbovoi and Fischer (1997) provide assessments for Asia and Rus-
sia respectively. In addition to this the World Atlas of Desertification (Middleton and
Thomas, 1997) provides data on desertification in some countries. These efforts have
not been updated for some time (United Nations Environment Programme, 2011), but
new materials based on satellite imagery, such as the Soil Atlases developed by the
European Commission, are helping to re-ignite efforts to map and measure degrada-
tion at the national and international scale.
These studies constitute the main sources of information used by the the UN in their
programmes; however, they have come under much scrutiny and criticism. This
comes from the basic differences in definitions and measurements used between stud-
ies. For example, Dregne and Chou (1992) use the terminology of slight, moderate,
severe, and very severe to grade degradation, whereas the GLASOD uses light, mod-
erate, strong and very strong; these terms are not equivalent, and more generally no
one system of classification has emerged. The studies use different measurements
and include different elements; some including vegetation, others not, some covering
only dry land. These differences in terminology, approaches and areas included, mean
that estimates are almost impossible to compare (Eswaran et al., 2001). As a result, a
conclusive position on the rate and extent of degradation has not yet been reached.
The United Nations Environment Programme (2011) recognises many of these prob-
lems and identifies a lack of data (or problems with data) on land cover, forest cover
losses, carbon sequestration of rangelands and grasslands, land-use change, and wet-
land inventories. Finally, United Nations Environment Programme (2011) highlights
the absence of an adequate tool to measure population changes, particularly in rural
areas, as a key issue in the effort to gain useful data related to land degradation.
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4.1.4 ‘The Myth of Man Made Deserts’
At the same time that large amounts of money were being spent by the UN on its
various activities, a significant school of thought began to build around the idea that
‘man-made’ deserts were a myth (e.g., Morris 1995). This idea primarily came from
a suspicion of the measurement of desertification, which is inherently difficult (Es-
waran et al., 2001) as discussed above. These issues are genuine concerns. However,
to believe they undermine our ability to perceive the existence of human-led land de-
gradation is an extreme conclusion, is not common in the mainstream literature, and
in fact contradicts the majority of the literature.
A strong mistrust of organisations such as the UN, and the governments of developing
countries, also inspired the ‘myth’ analysis. Morris (1995) provides a detailed history
of the UN efforts described above. However, the language used by Morris to present
the history is littered with loaded and pejorative terms. When discussing the various
studies assessing the science behind degradation, an attempt is made to present evid-
ence and comparison (though it may now be well beyond the mainstream), however
when discussing the institutions, governments and politics, little attempt is made to
evidence or explain the distrustful and negative language used. This appears to reflect
the publication of this material via a well known right-wing UK think-tank.
A second, and more insightful criticism was that which highlighted the ‘edenism’ of
some work relating to degradation. Some authors appeared to be seeing nature as
having a static, or perfect state, that we should aim to ‘return’ to (Morris 1995; Thomas
and Middleton 1994). As stated above, these views sometimes appear implicit in the
current literature. However, the specificity of most studies with regard to the degrad-
ation process, or the location studied, means that it is difficult to make the edenism
criticism stick in a meaningful way in most cases, and thus to the field as a whole.
4.1.5 Does it Matter?
Setting aside arguments over whether degradation is happening and what the causes
are; if we assume degradation is happening, there is still controversy over whether this
matters or not. The famous Malthusian analysis (Malthus, 1826) whereby productivity
must rise at a high pace to keep up with increases in population, can be used to sup-
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port the importance of tackling land degradation (assuming land degradation means a
reduction in productivity). However, there is another school of thought; Simon (1981),
Kahn et al. (1976), Beckerman (1974) and Rapp et al. (1972) are all examples of what
could be called technology optimists. Simon (1981) in particular asserts that humans
have mastered the land and even though degradation is occurring in some areas, over-
all the amount of arable land is increasing as humans make land viable through im-
provements in technology. Beckerman (1974) points to the last two thousand years of
increasingly intensive cultivation of land in western Europe as evidence that techno-
logy will not degrade the land, or at least it will not reduce productivity. Perhaps he is
right in the latter, but he neglects the fact that this negation of the effect of degradation
on productivity can only be sustained with heavy use of fertilisers and other manage-
ment techniques, all of which are very expensive for most farmers around the world
and potentially unsustainable. Kahn et al. (1976) also takes a long term outlook, over
the next two thousand years; though it is easy to be a technology optimist over such
timescales. Rapp et al. (1972) take a more practical position, considering soil erosion
and sedimentation in Tanzania, but still consider technology the solution. Work by
Higgins et al. (1983) also employed this analysis, suggesting that the carrying capacity
of the land can only be increased by technology. These kinds of positions, relying on
technological fixes, are now uncommon in the literature.
Boserup (1965, 1981) and Ruttan (1982) suggest that increases in population and la-
bour supply are what drive these improvements in technology and innovation. Here,
the Malthusian problem is negated, with increased population pressure leading to in-
creases in productivity rather than reducing the food output per person. However,
Boserup (1981) admits that there are diminishing returns to these increases in techno-
logy and innovation, which with continued increases in population pressure, suggests
that Malthus’ original analysis might come into focus again. Blaikie and Brookfield
(1987) make the point that a clear distinction must be recognised between intensifica-
tion and innovation. Intensification is defined as the addition of inputs, and is clearly
different from innovation, where a change in the manner in which the factors of pro-
duction are used is seen (Blaikie and Brookfield, 1987). Brookfield (1984) illustrates
this point analysing the West Indian sugar industry under slavery; here, the social
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conditions of production meant that a cheap supply of labour actually inhibited in-
novation, as a large population of workers needed to be kept in work.
4.2 Recent literature
4.2.1 Dealing with Multiple Causes
Much of the historical and more conceptual literature discussed so far has taken a
single cause position on degradation, whether it be climate, population or poor land
management. This is now a somewhat dated position, at least in applied and case
study work. More recently an appreciation of multiple causes of degradation has be-
come much more widespread. This is despite an acknowledgement that land cover
more generally is poorly documented and the causes are not fully understood (Geist,
2005; Lambin et al., 2003; Reynolds and Stafford Smith, 2002).
The multiple causes concept is neatly outlined in Blaikie (1985) and Blaikie and Brook-
field (1987) and named the ‘chains of explanation’. Here, explanations are first based
on land managers and their direct relationship with the land; next comes relations
between land managers and other groups who may affect their land management
(e.g., suppliers, purchasers, support groups). The government or state and the wider
world makeup the final ‘links’ in the chain. Thus Blaikie (1985) explains the high level
of contingency in any explanation of soil erosion in a particular place. The focus is
also clearly put on the farmer, or land manager, and their activities.
Building on this, the importance of including both the physical and social/economic
system in any analysis is highlighted along with the ‘place-based’ and ‘location-specific’
element of soil erosion. Both these insights highlight the fact that degradation should
be seen as having multiple and conjunctural causes. Jones (2008) asserts that there is
a lack of concentration on multiple causes in the literature. However, this assertion
appears somewhat flawed in the presence of a large amount of literature looking at
multiple causes of change and degradation in specific locations (Geist and Lambin,
2004).
The ‘chains of explanation’ begins to give us a framework for understanding how
different causes of degradation and erosion fit together. It thus begins what has be-
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come a defining characteristic of much of the literature on identifying causes, or rather,
factors, associated with degradation and erosion; that is, identifying broad ranges of
factors, and using generic typologies. Reflecting this more complex picture, the lan-
guage used has shifted to become less directly about mechanisms and causation. An
array of factors associated with degradation are now often used, rather than a handful
of more concrete causes.
Dealing with broad arrays of factors has led some to develop typologies or groups
of factors. Geist and Lambin (2004) and Geist (2005) use a meta-analytical research
design to survey 132 case studies of desertification. Looking for causal patterns they
highlight a generic set of common causative factors: climatic factors, economic factors,
institutions, national policies, population growth and remote influences. At an even
more abstract level proximate and distal drivers are defined, in a similar way to those
Blaikie and Brookfield (1987) name levels of links in the chain of explanation. This
effort to define generic types or groups of factors is a direct result of the need to deal
with multiple causes in a tractable way.
The tension is clear between this approach and the assertion that causes are local and
contextual (e.g., Dregne 2002; Warren 2002). The aim of creating generic typologies,
particularly proximate and distal drivers, is to incorporate the depth and richness of
location specific studies whilst generating a more generic and tractable understanding
of various causes of degradation. How useful this approach is depends on the quality
of the conceptualisation of types; if the types created ‘fit’ or work in various locations
without requiring much adaptation then they are of use in policy and planning. Of
course, if the types are too abstract they are of less use as they do not incorporate
the depth and richness of causes. Geist and Lambin (2004) identify relatively abstract
typologies meaning they are easily applicable but do not give much detail. For the
developing world at least, it is now possible to see a common set of on-farm (opera-
tional), socio-economic, biophysical, and distal factors emerging, that appear accepted
as potential explanatory factors of both degradation and adoption of SWC.
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4.2.2 Conceptualising the SWC Adoption Decision of Farmers
Many studies approach the problem of degradation from the angle of adoption of
conservation and management practices (eg., Anley et al. 2007; Cramb 2006; Damisa
and Igonoh 2007; Odendo et al. 2009; Okoye 1998; Omamo et al. 2002; Somda et al.
2002; Sureshwaran et al. 1996; Yila and Thapa 2008). Here, adoption is seen as a proxy
for reduced risk of degradation. This decision also reflects a general shift to focus
efforts on improving the effectiveness of interventions.
One of the most influential studies of this sort, Shiferaw and Holden (1998), looks at
adoption of land conservation technologies in Ethiopia by peasant households. The
adoption process is modelled as two clear decision making steps. First the degradation
must be perceived and recognised, and only then can the second step, of a decision on
whether to adopt, and the level of adoption, be made. These two steps are then used
as dependent variables in a regression with various explanatory variables based on
typical household data (i.e., age, children, income, education). Again, this refines the
approach so that results can be directly incorporated into future interventions (i.e., to
answer questions such as: is more policy effort required in perception, or adoption?).
Others have broken the decision down in a similar way. Mbaga-Semgalawea and
Folmer (2000) breaks the decision process into three components: perception of the
problem, decision to use a conservation measure, and the effort to carry out a measure.
These are then used in the same way as dependent variables to create a regression
model for factors at each stage. De Graaff et al. (2008) use a similar approach, but
focus on building up an exhaustive conceptual framework of the decision process.
Their framework is used directly in the SWAP model owing to its level of detail. The
decision is broken into three keys stages, first acceptance of the need for SWC, second
the decision on how ‘much’ to adopt, and third, once adopted, whether to continue
with, reduce, or expand SWC. Additionally the first acceptance stage is broken down
into nine steps, each with various factors attached to it. More detail on the De Graaff
et al. (2008) framework can be found in part three of this thesis. Some researchers do
not break down the decision in either of these ways, but simply use adoption of any
soil and water conservation technique as their dichotomous dependent variable (e.g.,
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Bekele and Drake 2003).
Another way to approach the adoption decision is to conceptualise it as a continuous
variable, akin to investments in SWC. Pender and Kerr (1998) use this approach for
indigenous technologies and techniques in India. This is important as degradation
is not only about the dichotomous choice between old and new, or indigenous and
‘foreign’ measures, but more a continuous scale of levels of investment in conservation
and management.
Others have taken a different approach. Shiferaw and Holden (1999) create a simula-
tion model for households’ conservation decisions (again in Ethiopia). The key differ-
ence is to model the decisions households make as non-separable, that is, production
decisions are made jointly with consumption decisions. Furthermore, the assump-
tions are made that households seek to maximise income whilst being self-sufficient
and having some minimum level of leisure. The strength of this model really depends
whether we believe the assumptions are reasonable. Here, the assumptions come
from first hand data and would seem intuitively reasonable, if a little economically
focussed. However, as the authors state themselves, the model uses a linear program-
ming framework, which is restrictive for these types of complex decision processes,
undermining the model significantly.
4.2.3 Selection of Potential Factors to Focus on
Beyond the decision of how to conceptualise the decision-making of farmers, the de-
cision of what factors to focus on, or include in data collection, is of paramount con-
cern. How many independent variables are used in a regression or other analysis (and
thus how many factors are considered as possibly causing degradation or adoption)
is of key importance. Most studies use between ten and twenty. Whilst using more
and more becomes increasingly difficult it is important that as many are included as
possible to reduce the risk that some factors are missed through systematic oversight.
Some studies loosely refer to conversations, interviews, or assessments with local ex-
perts or leaders as dictating initial choices before carrying out surveys (e.g., Binh et al.
2008; Malley et al. 2006; Mbaga-Semgalawea and Folmer 2000), some cite the existing
literature as inspiring their choice (e.g., Halim et al. 2007), and others simply do not
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state how they came to using the factors they did. Finally, some studies focus solely
on farmers’ perceptions of the causes and factors associated with degradation or ad-
option (e.g., Ashby 1985; Qasim et al. 2011; Sulieman and Buchroithner 2009; Wilson
1995), and so only focus on factors they suggest. It would be highly beneficial if more
consideration and detail was given to how researchers arrived at their lists of inde-
pendent variables, especially as many studies use the same or very similar variables,
with little or no explanation as to why these were chosen.
It is also possible to find patterns in the types of factors different disciplines focus
on. Though many of these patterns are intuitive, they highlight a pervasive problem;
very few, if any, individual studies use a comprehensive list of potential explanatory
factors to explore. Economic studies tend to use socio-economic factors, sometimes
neglect more operational (e.g., access to markets, crop type) and biophysical factors,
and always neglect historical or more distant factors (e.g., government, institutions).
Studies from the agricultural sciences tend to highlight operational and biophysical
factors, and perhaps a few socio-economic factors, but again neglect historical and
distal factors. Historical and political studies tend to do the reverse. Sociological stud-
ies often have the best coverage owing to their rich qualitative approach. However,
these studies often refrain from offering clear causative factors, preferring to high-
light the contextuality of causes meaning they are easily omitted from reviews with a
quantitative focus. These patterns in the focus of studies reflect the various methods
used, and the fact that too few studies use mixed methods to cover potential blind-
spots (e.g., a study using household surveys will always struggle to pick up on distal
and historical factors).
4.2.4 Focus and Scale of Studies
A second clear pattern in the literature is the variation in focus, in terms of the SWC
measures examined and the geographic scale of studies. Some studies take a narrow
focus on one SWC measure. For example, Lapar and Pandey (1999) use a microeco-
nomic analysis of the adoption of hedgerows by farmers in the Philippines. This is
also a good example of a highly location specific study. The value is in the local area,
but it is difficult to generalise conclusions beyond this because the focus is on one spe-
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cific management technique in one specific area. Gebremedhin and Swinton (2003)
compare two measures in Ethiopia; showing that the factors affecting adoption vary
hugely between stone terraces and stone bunds. These two measures would appear
on the face of things reasonably similar, however they have clear temporal differences.
Bunds appeared to be a more short-term investment, compared to terraces, so various
factors associated with land tenure and extension support play a key role. Others can
have a more broad application owing to a more general focus on any type of SWC (e.g.,
Pender and Kerr 1998; Shiferaw and Holden 1998). This may broaden the applicability
of results, but also may hide important patterns for individual measures.
Some studies coming from the agricultural sciences focus very closely on soil fertil-
ity and nutrient balance, rather than adoption of SWC or more loosely defined de-
gradation (e.g., Onduru et al. 2007; Ramisch 2005). Chianu et al. (2011) also take this
approach to the above but review ongoing work in four locations; making the conclu-
sions more generalisable. These types of review do appear in the literature, but are
likely to be difficult to publish owing to the lack of new empirical work they contain.
However, this is problematic as they provide a higher level of analysis - comparing
multiple studies - which cannot be attained in individual studies. These review, or
higher level type, articles are of great use to the field.
Historical and anthropological studies (e.g., Farshad and Barrera-Bassols 2003; Fisher
et al. 2003; Scoones 1997) allow us to view land degradation on a different time scale
to that which is commonly seen in other disciplines. This is important when remem-
bering the common ‘edenism’ criticism of much environmental research, which fails
to take into account underlying climatic and geomorphic trends well beyond human
timescales.
Studies that use geographical information systems (GIS) tend to have different issues
relating to scale. Feoli et al. (2002) is a prime example of the potential power of GIS in
bringing together various types of data. Environmental data, vegetation data, geomor-
phology, and erosion maps are combined with socio-economic data. However, a rather
generic finding of human and livestock populations being associated with degrada-
tion is presented. This shows how the broad scale of the study reduces the potential
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for really insightful and policy-useful findings. Meshesha et al. (2012) put forward a
similar finding, but combine it with the clarification that these factors are most im-
portant in areas with limited resources, unsustainable farming processes and poverty.
Again, we can see that the use of GIS has shifted the focus to the distal factors, and left
the specific processes and local contexts to the side. Binh et al. (2008) represent a more
rounded use of GIS in which farming practice data (collected by household survey)
were coupled with ground cover data from the Landsat programme run by NASA.
This was used to identify areas vulnerable to erosion. The combination of Landsat
data and household survey data allowed for a more diverse set of factors (land use,
local knowledge, the economic reality for farms) to be identified. Thus we can see that
GIS methods still require good primary data collection methods to include the depth
and nuance required, but do offer a method for combining data at different scales.
4.2.5 What are the Common Factors Identified?
Table 4.1 shows all the factors identified in the studies mentioned in the second part
of this review. These are compiled and broken into two broad types (proximate and
distal after Geist 2005; Geist and Lambin 2004), six sub-categories, and then coded
into factor titles (e.g., education, land tenure situation). In a similar way as the focus
of studies differs by discipline, the factors actually identified by discipline shows clear
patterns.
4.2.5.1 Who Identifies What?
Operational (e.g., crops used, market access, prices faced) and demographic factors
(population) are relatively well cited throughout various disciplines, whereas socioeco-
nomic factors are rarely cited outside the field of economics. The underlying socioeco-
nomic makeup of an area, or at least some basic demographics, are always of interest
so it is puzzling that so few others cited them as risk factors. In the social science dis-
ciplines this is particularly strange, whereas in the disciplines with closer links to nat-
ural science it is perhaps more expected. Future planning (eg., land tenure, discount
rate) and support factors (eg., extension work, local institutions) both get patchy re-
porting across disciplines. Historical factors are only really considered in associated
subject areas (history, anthropology, politics). Studies with a focus on factors affect-
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Table 4.1: Factors identified in the literature
Proximate Distal
Operational Factors Support Factors
Labour force available Government policies / laws
Farm access to services/markets Extension work
Farm prices faced Private Sector
Farm practices
Farm size Demographic and Poverty Factors
Innovation Livestock population
Human population
Socioeconomic Factors Poverty
Education of farmer
Income (household/farm) Historical Factors
Farmer perceptions of degradation Colonial past
Social status of farmer Power relations with indigenous peoples
Age of farmer
Social groups
Gender of farmer
Marital status of farmer
Future planning Factors
Land tenure situation
Planning Horizon of farmer
Source: Author’s creation
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ing adoption of management and conservation practice cited all types of risk factors
except historical ones based on this typology. This could be because historical factors
are incorporated into demographic trends under this approach. For example, it may
be stated that minority groups are at particular risk of non-adoption, and this is a
demographic factor, but the reason for this (i.e., historical events) is not discussed or
included. However, it is encouraging that studies focussing on adoption of SWC ap-
pear to have a more complete picture than those focussing on just degradation.
4.2.5.2 Contextual, Conjectural and Contradictory findings
Some results highlight the conjunctural nature of drivers and factors associated with
degradation. Shiferaw and Holden (1998) find that in areas of poverty with poor sup-
port polices, population pressure does not encourage sustainable land use; this con-
tradicts the ideas of Boserup (1965, 1981) and Ruttan (1982) which suggest increased
population pressure will encourage innovation. These combinations of circumstances
are at the heart of the contextual and conjunctural nature of causes.
However, Fisher et al. (2003) use archeological examination and other techniques to as-
sess human induced degradation in the Lake Ptzcuaro Basin in Mexico. Settlements,
rather than agriculture, are found to be the main cause of degradation, with an in-
verse relationship between population density and erosion. This arguably supports
the work of Boserup (1965, 1981) and Ruttan (1982), suggesting that more densely
populated settlements worked the land more sustainably. Another interesting conclu-
sion was that the influx of Europeans caused disease to drastically reduce the pop-
ulation and thus the labour supply working the land, meaning landscapes were no
longer maintained and began to degrade. This strongly opposes the common colonial
view of indigenous peoples’ poor management of the land, suggesting instead that
colonialism caused degradation.
Farshad and Barrera-Bassols (2003) use case studies from the Lake Ptzcuaro Basin,
and another from Iran, and use similar methods to Fisher et al. (2003). The approach
used sought to find out why some areas show less, or no degradation compared to
surrounding areas. They conclude that contextual factors are of vital importance and
that factors cannot be generalised, also highlighting the fact that natural characterist-
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ics determine the level of management that is required. Here, it is the combination of
biophysical and socioeconomic systems that creates the contextual nature of degrada-
tion.
Whilst Fisher et al. (2003) pick out some specific processes, Scoones (1997) uses an
historical analysis to paint a much more complex picture of soil fertility management
in Zimbabwe. Based on the past hundred years, the role of labour organisation, land
tenure, government legislation and markets is highlighted. Interestingly, we see that
these forces can have opposing effects in different localities, again confirming the con-
textual and conjunctural playing out of causes. Taking such a long-term view of de-
gradation does create some practical issues. The conclusions often draw out factors
that are not amenable to policy interventions; however this is not the aim of the work.
For example, large and even most small settlements cannot be moved by policy, and
colonial pasts cannot be changed. However, historical analysis does allow us to see a
broader picture in which we can compare why some areas degrade and others do not;
this scaling issue is important as economic and agricultural science studies often lack
the ability to see the larger picture because of the cost of scaling up their data collection
methods. Furthermore, the path dependence of degradation processes is understood
more deeply using historical analysis.
The distance a field is from a farmer’s home is often given as an explanation of the care
a farmer takes to manage that field (Ramisch, 2005). However, when Ramisch (2005)
investigated differences in ‘home’ and ‘bush’ fields (i.e., fields close to the home, and
far from the home respectively) of the same household for explanations of soil fertility
gradients, they found that differences between different households actually provided
a better explanation. Onduru et al. (2007) start from this understanding, and find that
operational factors, on-farm livestock density, levels of purchased feeds and fertilisers
were the main determinant of nutrient stocks.
Nyombi et al. (2006) take another approach and focus on the factors that impair farm-
ers’ ability to manage soil fertility in Uganda. Soil analyses were combined with in-
terviews, meaning that respondents were able to discuss their experiences in-depth.
These interviews highlighted the limited access to supplies, markets, credit, exten-
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sion work, labour and organic materials as decisive factors. Others have taken similar
approaches. Gauthier (2000) considers constraints to management of soil fertility, spe-
cifically biological management in Indonesia. The focus here is on socio-cultural and
political factors; a welcome complement to the pervasive household socio-economic
characteristics. Both these studies show how the approach of research on causes can
be changed to help identify all the factors and processes at work.
An altogether different approach comes from Sulieman and Buchroithner (2009) and
Wilson (1995). They studied farmers’ perceptions of degradation in the Southern
Gadarif region of Sudan and southern Zimbabwe respectively. In the Sudan study,
farmers indicated continuous cropping, mono-cropping and use of inferior seeds led
to degradation. We can see that this approach restricts what sort of factors can be high-
lighted, but basing conclusions on farmers’ reported perceptions gives a much deeper
understanding than simply looking for correlations in household survey data. As with
studies from agricultural science, this approach means the focus is very much on the
operational reality of the farm. Ashby (1985) also considers how farmers perceive the
land, but also builds up a larger analysis around the social ecology perspective. This
social theory espouses a communitarian, ecological and ethical approach to critiquing
society. The role of biophysical and institutional factors in creating incentives for farm-
ers to use damaging soil management techniques is highlighted. Qasim et al. (2011)
again uses farmers’ perceptions of degradation, in Pakistan, but combines them with
a more traditional economic approach.
4.3 Conclusions
This review aimed to use the literature to understand how land and soil degradation
have been approached, what causes of land and soil degradation have been identified,
and how SWC has been approached and understood.
4.3.1 How have Land and Soil Degradation been Approached?
If there is one thing that is certain, it is that the debate on the causes of land degrad-
ation has been controversial (Geist, 2005; Hellde´n, 1991; Thomas, 1997). Historically,
debates examined whether human activity, population, poor land management, or
combinations of the three were to blame for degradation. Some questioned the impact
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of humans at all on degradation processes. As the literature developed, the causes,
and more commonly factors associated with degradation, became more numerous, spe-
cific, and inter-related. Focus also began to increase on the the factors associated with
adoption of SWC, rather than degradation alone. This would appear to be a reflection
of the field attempting to focus research onto improving interventions designed to in-
crease adoption. The shift to focussing on SWC also appears to have broadened the
factors identified.
4.3.2 What Causes of Land and Soil Degradation have been Identified?
The causes of land degradation are increasingly seen as a complex interaction of vari-
ous factors that are governed by the local context. Such a problem, characterised by its
complex, non-linear, path dependent and contextual and conjunctural nature, requires
analysis using methods that can incorporate these characteristics.
The literature includes many studies that survey farmers on their behaviours and col-
lect data on their charactersitics, as well as collecting environmental data (e.g., Binh
et al., 2008; Cramb, 2006; Damisa and Igonoh, 2007; Gauthier, 2000; Gebremedhin and
Swinton, 2003; Lapar and Pandey, 1999; Malley et al., 2006; Mbaga-Semgalawea and
Folmer, 2000; Odendo et al., 2009; Okoye, 1998; Omamo et al., 2002; Qasim et al., 2011;
Shiferaw and Holden, 1998, 1999; Somda et al., 2002; Sureshwaran et al., 1996; Yila
and Thapa, 2008). This literature clearly identifies the social and economic factors that
correlate with degradation, or adoption of conservation, in any one study site. Taken
together they also allow us to build up an extensive list of all the factors identified as
associated with degradation, or adoption of conservation (see table 4.1). The social
and economic factors associated with conservation adoption are similar to those of
degradation as degradation is usually a result of a lack of conservation measures.
Some studies take a qualitative approach to studying the causes of degradation or con-
servation (e.g., Ashby, 1985; Sulieman and Buchroithner, 2009) and many quantitative
studies also include a qualitative element in conjunction with a household survey (e.g.,
Gauthier, 2000; Halim et al., 2007). The findings from qualitative pieces of research
tend to highlight the context-dependent nature of degradation and conservation; the
causes are almost always a function of the specific biophysical, social, economic or
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cultural context of any one area. These studies tend to refrain from listing factors.
4.3.3 How has SWC been Approached and Understood?
SWC by farmers has clearly been identified as a key part of the fight against land
and soil degradation and offers a way of helping deliver sustainable development to
many parts of the world. In many areas, the policy interventions designed to increase
conservation adoption have often been a failure. Many writers have suggested this
is because policy has not taken farmers and their behaviour into account sufficiently
(e.g., Illukpitiya and Gopalakrishnan, 2004).
Farmers have been surveyed and interviewed in many areas across the globe. The
approach taken has been similar to that of degradation, with household surveys and
quantitative analyses dominating the literature. However, policy interventions have
still struggled to increase the level and efficacy of SWC adoption. It would appear that
the extrapolation of individual household decisions to a wider community, and more
broadly, constructions of farmer behaviour have been unsuccessful in some way. This
could be due to the social and complex nature of the individual adoption decisions
being made, which are not captured by existing approaches. It is clear there is a need
for new approaches that may be able to incorporate more of the complexity required
to understand farmers’ decision-making. Agent-based modelling offers one such ap-
proach. The next chapter will outline the characteristics of agent-based models, and
will show what they can offer in general, and specifically for the question of SWC
adoption.
Chapter5
Agent-based Modelling
The first section (5.1) of this chapter introduces social simulation, and specifically
agent-based modelling (ABM), in some detail. Despite ABM becoming an increas-
ingly common approach, it is still not part of the mainstream of most disciplines, and
so it is worthwhile introducing for readers that are not familiar with the approach.
However, it is anticipated that most readers of this thesis will be familiar with ABM to
some extent. For these readers the chapter will provide a clear re-cap of the approach.
The second section (5.2) of the chapter reviews the literature on agent-based mod-
els (ABMs) relevant to the SWAP model. Broadly this includes ABMs that represent
social and ecological systems (SES), with interaction and feedback between the two.
Specifically, ABMs of land-use and land cover-change, ecosystem management, and
ABMs that represent farmer decision-making within a variety of contexts, will be re-
viewed. There will also be particular focus on participatory modelling approaches
similar to that used in the SWAP model. The review will provide context to the SWAP
model, as well as help to explain and justify the approach used.
The chapter is structured in the following sections. First, social simulation and ABM
are briefly introduced, and some terminological issues are dealt with. In section 5.1.1,
the key components of ABM are introduced. In section 5.1.2, the the various uses of
ABM are covered. Section 5.1.3 outlines when ABM should be used. Next, Section
5.2 presents the review of ABM literature relevant to the SWAP model, with Section
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5.2.1 focussing on applied policy models, Section 5.2.2 on participatory models, and
Section 5.2.3 on explanatory models.
5.1 Introducing Social Simulation and Agent-based Modelling
Social simulation refers to the use of computers to simulate social processes. Over
the last forty years this has become an increasingly popular approach for exploring
our ideas about the social world (Axelrod, 1997; Epstein and Axtell, 1995; Gilbert and
Troitzsch, 2005). Of the various modelling techniques that can be used for social sim-
ulation (e.g., system dynamics, micro-simulation; see Gilbert 2008 for introductions),
ABM is the most complex. ABMs represent our theories, or ideas, about the behaviour
of agents, or actors (e.g., a person, household, firm), and their interaction with other
agents, and their environment. For example, in the SWAP model, the agents are farm-
ing households, and their environment is the land they live and farm on. ABMs are
written in computer code which is then run, to simulate, and iterate, the behaviours we
define in the code. The results that are typically of interest are the macro-level patterns
that emerge from these behaviours and interaction, iterated over time.
ABM is referred to throughout this thesis. There are many similar terms used in
the literature including: agent-based simulation modelling, multi-agent simulation,
multi-agent-based simulation, agent-based social simulation. The acronym MAS is
often used by others to refer to multi-agent systems, or simulations. Bousquet and
Page (2004) state that the two phrases refer to the same thing and Hare and Deadman
(2004) show the confusion and similarity of the various phrases. Owing to the varied
use of each of these terms, they are taken on their own merits in this thesis, and it is
generally assumed no one term has specific meaning relative to another. Hare and
Deadman (2004) do try to tease out some consistent and relative meanings related to
the complexity of the models developed under each term.
5.1.1 Components
5.1.1.1 Agents
An agent represents an actor or decision-making unit that is central to the topic or
issue we are interested in. For example, an agent could be an individual person, a
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household, a firm or organisation, a government department or regulator, or a state.
In theory, any entity which we believe is important to the social system we wish to
model, that can be reasonably assumed to have some decision-making rules, and that
we can capture in computer code, can be represented as an agent. A model can have
any number of agents (subject to computer processing power) we wish to include,
though we would typically expect more than one agent to be present in a model.
Agents are autonomous, that is to say they have their own behaviour or decision-
making rules. These micro-level rules will represent our ideas, or observations of how
the agent behaves in the social system. For example, in the SWAP model, the agents
are farmer households, making decisions about whether to adopt SWC or not. An-
other example of an agent might be a voter, deciding which party to vote for in an
election. The complexity of these rules can vary widely. Agents may have simple
rules based on rationality and utility maximisation; for example, a consumer choos-
ing between two products based on microeconomic theory. Other models use rules
which make social factors key; for example agents may copy others, or follow pre-
vailing norms. Agents may also have behaviour rules which allow them to adapt, or
learn based on the outcomes of their previous decisions and the resulting outcomes.
The decision of which architecture to use is based on the purpose of the model, be-
liefs about the nature of real-world actors’ decisions, and/or practical and technical
considerations.
Central to the use of ABM, is the idea that agents interact. They interact with each
other, and with their environment. This can be implemented in different ways, but
typically involves agents passing information between each other, affecting each oth-
ers perception of the world, directly affecting others’ behaviour rules, or making changes
to the environment. These interactions are one of the attributes that distinguishes
ABM from other modelling approaches.
A third defining characteristic of agents in ABMs is that they are typically hetero-
genous. Agents will normally have various attributes or parameters that affect their
behaviour rules. For example, an agent that represents a household may have attrib-
utes such as, the number of people in the household, income, education levels etc.
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ABM allows us to create agents with different levels of these attributes to reflect our
beliefs about the distributions of these attributes in the real-world. The attributes are
then typically used in the behaviour rules of agents.
When we define and implement agents’ behaviours and their attributes, we may use
theories, real-world data, or a combination of both to underpin our implementation.
Using theory to underpin these micro-level rules is common (Berger and Schreinemach-
ers, 2006; Valbuena et al., 2008) and means the results of the model can be used to help
us develop our understanding of these theories. Using real-world data is potentially
more valid, but relies on intensive data collection (particularly for behaviour rules)
(Valbuena et al., 2008).
5.1.1.2 The Environment
Once we have specified our agents and their rules, they are placed within an environ-
ment. The environment can be used in multiple ways. Firstly, it may not have signi-
ficant meaning; agents will not interact with it, or move about it. Alternatively, it may
represent a conceptual space, for example a social space, where agents close to one an-
other are akin to friends or have similar beliefs, and agents far apart are strangers or
have differing beliefs. Thirdly, the environment may represent a real physical space,
in which agents may move about.
The environment is typically represented by a grid of cells, similar to a chess-board,
Each cell may have attributes, in a similar manner as agents, that affect their inter-
action with agents. For example, in the SWAP model, each cell has a ‘soil quality’
attribute, which affects the agent’s decision about the need for conservation on that
cell. Attributes may diffuse around the environment, if the real-world system exhibits
such behaviour (e.g., pollution). As with agents, we may wish to use real-world data
to initialise cells’ attributes. This may be in the form of levels of attributes, or can be
in the use of GIS data to set up an environment in a spatial pattern equivalent to that
in the real-world system.
5.1.1.3 Running the Model
Once the agents and the environment have been specified, the model is typically ready
to run. A run of the model iterates the behaviour rules of agents over multiple time
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steps. The model designer will have to decide for how long the model may run, and
how many decisions are to be made within each time step. Typically, agents will all
make one cycle of their behaviour rule in one time-step, in a randomised order, if not
concurrently.
5.1.1.4 Outputs
After a model has been run, or typically, run multiple times, we can gather outputs.
Whilst it is possible to record the ‘histories’ of individual agents, it is much more
common to focus on the aggregate or macro-level results of the model. Among these
we normally hope to see some emergent result or phenomena. There is much debate
around emergence, and no definition is universally accepted or agreed upon (Salgado,
2012). Parker et al. (2003, p. 323) defines emergent results as “aggregate outcomes that
cannot be predicted by examining the elements of the system in isolation”. Epstein
and Axtell (1995, p. 6) offer a marginally more inclusive definition of emergence being
characterised by “organization into recognizable macroscopic social patterns”. These
two definitions give a good sense of the way in which emergence is conceived in this
thesis. An intuitive example of a macro-level emergent phenomenon is a traffic-jam. A
traffic-jam cannot be described easily by examining the behaviour of one driver alone,
but is clearly a result of many drivers interacting.
These outputs may be of interest either as a one-off measure at the end of the model-
ling time-frame, or as a trend over time, within the modelling time-frame. The outputs
of a model are normally gathered over multiple runs. Results tend to vary from run to
run by varying degrees (owing to the model representing a complex system), and so
multiple runs are used to generate average results, with associated confidence inter-
vals. Experiments may be set up to find averages over several different initialisations
of the model. For example, parameters of interest may be changed systematically to
explore their effect on the outputs. By combining repeats of the model, with different
setups, the number of runs required in an experiment can become very large.
5.1.2 Uses of ABM
There are broadly three fundamental purposes of a model, which determine the way
in which the model (and results) are designed, developed and used. These three are
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not mutually exclusive, but can be combined in a variety of ways depending on the
topic at hand, researcher preferences, and demands of the ‘user’ of the model (e.g.,
a policy maker). For example, the SWAP model is used both as an explanatory and
participatory model, and has the potential to be extended to a descriptive model (the
full discussion of the design and purpose of the SWAP model can be found in Chapter
6).
5.1.2.1 Explanatory Models
The first is to use ABMs as virtual laboratories. In this approach, we typically use the-
ory to underpin our ideas of agents’ behaviour rules (the micro-level rules). By imple-
menting a theory or theories in the model, and running the model, we are testing and
exploring the theory or theories. The macro-level results of the model may resemble
patterns we see in the real-world, or patterns we hypothesise the behaviour rules may
cause. If this happens, we have proved that the micro-level rule is a candidate for
explaining the macro-level phenomena. This demonstration of the potential for the
macro-level phenomena to emerge from the iteration of the micro-level role is known
as generative sufficiency (Epstein, 1999). If the macro-level phenomena expected does
not appear, then we may need to change or extend our ideas of the micro-level rules.
ABMs have been developed in this way to explore general social science concepts and
theories (e.g., the role of imitation in Polhill et al. 2001) and more specific theories loc-
ated in sub-disciplines (e.g., Parker and Meretsky 2004). As ABM has become more
widely used, and the literature has developed, the tendency has been for these more
theoretical models to be developed less often, in favour of more applied, or descriptive
models (Matthews et al., 2007).
5.1.2.2 Descriptive Models
ABMs can also be developed with a more applied focus. Most commonly these mod-
els are used to explore policy and planning issues (Matthews et al., 2007), and are
essentially scenario-analysis tools (e.g., Sengupta et al. 2005). Developing a model in
this way requires a much higher level of calibration to real-world data. Micro-level
rules are likely to be complex, and informed more directly by data collection. Valid-
ation of the model (comparing of outputs to real-world observation) is also typically
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more formal. The model may be compared to specific real-world data to check its
performance in recreating observed results. Once a model has been thoroughly val-
idated in this way, it can then be used to run various scenarios, such as potential
policy interventions, and then be aimed at supporting real-world decision-making.
Applied ABMs are often less intuitively appealing than explanatory models, and have
less clear examples of emergent phenomenon. As ABMs represent complex systems
it is also impossible to rely heavily on them for prediction in a precise sense. Rather,
broader patterns of the dynamic behaviour of a system under different scenarios are
sought. As a result, some (e.g., Matthews et al. 2007) have suggested the strength of
these forms of ABM are as a research tool for greater understanding, rather than a tool
to be used directly in operational decision-making.
5.1.2.3 Participatory Models
The third of the most common purposes of ABM is as a tool in participatory processes.
In essence this involves including stakeholders in the modelling process, either from
the beginning, at some point during model development, or at the end of the pro-
cess for feedback on the model results. Involving stakeholders from the beginning
grounds the model in the stakeholders’ views and concerns, and most importantly
focuses the model towards what they want; however the model may lack academic
credibility as a result (Matthews et al., 2007). The purpose of this early form of parti-
cipatory modelling will be to build researchers’ understanding of the social processes
they are modelling. Involving stakeholders at a later stage, once a prototype, or ini-
tial model has been developed will have a slightly different purpose, and potentially
more benefit for the stakeholders, as the model acts as an aid to discussions between
stakeholders, and helps them understand how each other conceptualises the issue, in
a more focussed way than building the model from scratch may.
5.1.3 When to Use ABM
It is important not to suggest that ABM is an appropriate tool in all cases. The ap-
proach any researcher takes to a problem will clearly inform what kind of modelling
tools are to be used. The overview of ABM and its purposes above implicitly identify
the attributes of a topic or research question that make it suitable for analysis using
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ABM, but it is worthwhile making them explicit. ABM will be a potentially desirable
modelling option and should be considered when:
• we are interested in modelling interactions and feedback between actors, and
actors and their environment;
• we believe heterogeneity of actors is important in the social system;
• we are interested in the spatial dynamics of a system;
• we believe path dependence (i.e., past decisions or states affect future decisions
or states) may be an important element in the social system;
• we believe actors in the system have behaviours that change, or adapt over time;
or
• we want to use an intuitive and flexible modelling approach for participatory
modelling.
Many of these points are part of a more fundamental one, which is that ABM may be
a modelling approach worth considering when we feel that other tools are not flexible
enough to capture the complexity of the topic or approach we are using (Parker et al.,
2003). When none of the above points are applicable to a research question, then it is
likely that another tool may be more appropriate.
5.2 Agent-based Modelling: Literature Review
The aim of this section is to review the literature on ABMs relevant to the SWAP model.
Broadly this includes ABMs that represent social and ecological systems (SES), with
interaction and feedback between the two. Specifically, ABMs of land-use and land
cover-change, ecosystem management, and ABMs that represent farmer decision-making
within a variety of contexts, will be reviewed. There will also be particular focus on
participatory modelling approaches similar to that used in the SWAP model. The sec-
tion will critically review work in these areas, which will provide context to the SWAP
model, as well as help to explain and justify the approach used.
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There is a diverse set of studies of relevance here; categorising them is difficult owing
to their provenance in different disciplines. It would have been possible to split the
review into discipline-based sections, however there are large overlaps in approaches
used between disciplines, meaning the division would be somewhat arbitrary. An-
other option would have been to split the review by the empirical underpinning of
the ABM, as Robinson et al. (2007) do, using the data collection methods that support
the design of the ABM to categorise models. However, the review is split by the most
important defining characteristic of an ABM; its intended use. The intended use of
a model should inform all decisions concerning its design and development. There-
fore, to make a critical review of the use of ABMs on the topics relevant to the SWAP
model, this was the best approach. Matthews et al. (2007) provide a taxonomy of the
various applications of ABM in this area; for policy analysis and planning, for par-
ticipatory modelling, for testing hypotheses and theories (both specific to land-use,
and more general social science concepts), for explaining spatial patterns and finally
for explaining land-use function. The groupings used in the review are a reflection of
these categories, but also of the uses identified earlier in the chapter. They are: policy
analysis and planning models (analogous to descriptive), participatory models, and
explanatory models (analogous to testing hypothesis and theories).
It is important to note these three types of use are not mutually exclusive, and can
overlap. However, the demarcation between the types is clearer, and more concept-
ually sound, than when separated by discipline. As is discussed in the next part of
the thesis, the primary intended use of the SWAP model is as a discussion and stake-
holder engagement tool. It also has a secondary use as a SWC theory exploration and
development tool. Finally, there is potential to develop the model further into a more
descriptive and forecasting type model. This means the SWAP model potentially falls
across all three types of model as outlined by Matthews et al. (2007) and above. A
much deeper discussion of the model’s design and use is in Chapter 6.
The review aims to cover some key questions. For policy analysis and planning mod-
els the focus is on:
• how agents’ decision-making rules are underpinned and modelled, and
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• identification and comparison of different approaches.
For participatory models, of interest is:
• at what point are stakeholders introduced/included in the modelling process,
and
• to whom the benefits of the participatory process mainly accrue.
For explanatory models the focus is on:
• what topics have been explored in relation to SES, land-use and farmer beha-
viour, and
• what value these types of models add to a relatively applied field such as SES
models.
Once again, it is worth making a quick note on terminology here. There is a wide se-
lection of terms used in the literature; some researchers use ABM and MAS alongside
SES or CHANS (coupled human and natural systems), others use ABLUM(s) (agent-
based land-use model), others use ABM/LUCC (agent-based model of land-use and
cover change). There are other minor variations, and a plethora of specific project or
model names (similar to SWAP here). An inclusive approach is taken here with re-
gards to terminology, no model is excluded on the basis of terminology, rather each is
taken on its merits of relevance to the SWAP model.
5.2.1 Policy Analysis and Planning Models
Many authors have highlighted the increasing focus amongst ABM researchers on
building applied SES models intended for policy analysis and planning, instead of
more abstract models for theory exploration (e.g., An 2012; Janssen and Ostrom 2006;
Kaufmann et al. 2009; Robinson et al. 2007; Valbuena et al. 2008). This move reflects a
common trend for maturing methodologies in research, with initial proof of concept
and explorative work being displaced by more applied and policy-oriented work. This
is sometimes a difficult path for ABMs to plot, as the models are not well suited to
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making point predictions and forecasts. They can also begin to lose their intuitive ap-
peal, both in design and outputs (i.e., emergent results), when applied to increasingly
complex real-world phenomena and forced to focus on policy-relevant dynamics and
parameters. Despite this, the shift in the literature would appear to confirm that re-
searchers, policy-makers and funders are increasingly interested in using ABMs to
explore applied and policy problems.
5.2.1.1 Underpinned by Data?
The main implication of this is that SES models are expected and are typically under-
pinned by real-world data, and often purpose-collected data. There are several ways
in which real-world data can be used to underpin a model. First, population level data
(e.g., survey or census) can be used to set up populations of agents, with attributes that
reflect the distributions seen in the real world (e.g., income, age). Second, the outputs
of the model can be compared to real-world data for validation; the model may then
be adjusted to calibrate it to the real-world data. These two forms of underpinning
are relatively simple, and similar to other modelling techniques (particularly valida-
tion). They are also pervasive throughout models developed for policy analysis and
planning. However, the third way in which data can be used is unique to ABMs but is
not always utilised. This is the use of a variety of types of data to directly inform the
design of the agents’ decision-making rules.
Robinson et al. (2007) identify five types of data collection that are used in this way:
sample surveys, participant observation, field and laboratory experiments, compan-
ion (or participatory) modelling, and GIS and remotely sensed spatial data. The data
collected will then be combined with a researcher’s background conceptual frame-
work to design the agents’ decision-rules. Surveys may be used to ask respondents
directly what affects their decisions and behaviour, or may be used to find correlations
between decisions/behaviour and other characteristics. Survey respondents may also
be ‘clustered’ to identify different typologies of agents with different decision pro-
cesses. Observation may be used in a similar way but instead of asking respondents
directly, behaviour is observed in situ to draw out decision processes. Experiments are
also used allowing the researcher more control in the data collection process, creating
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scenarios for participants to react to and thus reveal their decision-making process.
Participatory modelling uses a more explicit approach to generate data to be used in
the model. Here, participants are asked to help design the rules with the researcher.
Finally, GIS and remotely sensed data can be used to identify factors that affect de-
cisions or outcomes that may be difficult to ascertain with surveys and observation.
5.2.1.2 Types of Agent Decision-making Behaviour
In practice, it is common for a combination of these types of data to be used (to varying
degress), and to be used in conjunction with theory (either from social science broadly,
or specific to the topic under study) about agents’ decision processes. This gives us a
variety of ways in which agents’ decision-making is modelled in SES models.
Microeconomic decision-making
Arguably the most common type of agent decision-making in SES models is microe-
conomic decision-making. Here, agents are assumed to be rational, and seek to max-
imise income, profit, or utility in some sense. Agents’ specific decisions are commonly
implemented using equations taken directly from, or inspired by, microeconomic the-
ory, and thus must implicitly represent some form of economic decision or process.
One well known SES example is the AgriPoliS (Agricultural Policy Simulator) model
originally developed to represent the German agricultural sector by Balmann (1997).
This model applied a well-accepted microeconomic model of farmer behaviour to a
spatially-explicit representation of the land and land-use. The results demonstrated
path dependence in the sector which ran counter to the thinking within agricultural
policy at the time (Matthews et al., 2007). Later, Balmann et al. (2002) further de-
veloped the model to explore potential effects of policies under the EU Agenda 2000,
namely reduced pricing support and new compensation payments. The results of the
model showed income and average farm size increased under the EU Agenda 2000
policy scenario. This work was again expanded by Happe (2004) with an evaluation
of the impact of decoupling farm payments from production and the effect on struc-
tural change in the Baden-Wurttemberg region in Germany. The model results showed
that short-term effects of different policies may differ, but that long-term effects were
likely to be very similar. Again the model was used by Berger (2001) to study free
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trade policies in Chile, and their effects on the diffusion of innovations and resource
use. Another large model, based on AgriPoliS (Kremmydas, 2012) is the RegMAS (Re-
gional Multi Agent Simulator) model developed by Lobianco and Esposti (2010). The
model makes long-term simulations of the effects of government policies on agricul-
tural systems in a very similar way to the AgriPoliS model.
Other examples of microeconomic decision-making rules have included land-use (Le
et al., 2010, 2008), specifically with respect to forest conservation (Evans and Kelley,
2008; Monticino et al., 2007), development policies (Li and Liu, 2008), and livelihood
decisions (Miller et al., 2010). Others, coming from an agricultural economics back-
ground have built on traditional bio-economic models (Schreinemachers et al., 2007)
with models of soil fertility and poverty dynamics. Here, the decisions of farmers are
represented by investment, production and consumption decisions.
Some researchers have combined different types of agents to reflect a more nuanced
picture of how various types of agents may make decisions. Millington et al. (2008)
combine rational economic farmers, and traditional, or ‘cultural’, farmers, in model-
ling potential wildfire risk in mediterranean agricultural landscapes. They used this
second type of farmer and thus decision rule because “[i]t became clear during in-
terviews with local farmers and farming officials that the representation of actors as
perfectly economically rational agents would not adequately represent all farmers in
the landscape” (Millington et al., 2008, Section 3.2). Gibon et al. (2010) also use dif-
ferent types of farmers, each with different decision rules, to represent differences in
land-use strategies found during data collection on the study area. The model of in-
novation diffusion amongst farmers developed by Berger (2001) also uses a strong
microeconomic foundation for the farmer agents’ decision, but highlights heterogen-
eity based on likelihood of adoption. This heterogeneity appears somewhat superfi-
cial, as it represents heterogeneity at the outcome or decision level of the agent, rather
than at the characteristic or attribute level of the agent. Deffuant et al. (2002) explore
innovation diffusion amongst farmers, with the case of organic farming. Here, mi-
croeconomic rules are combined with information and social processes. For example,
information is treated differently if it comes from another farmer, rather than directly
from government.
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Using decision-rules inspired or heavily based on microeconomics provides models
with a well-accepted and understood theoretical underpinning. Whilst ABMs still
face reservations from unfamiliar researchers and policy makers, using rules based
in well-accepted economic theory helps to give models a familiarity and legitimacy.
Research on the behaviour of land-users and farmers also has a strong history in eco-
nomics and its subfields, which is less true of other social sciences, meaning that the
applicable theories are more visible and numerous from the field of economics. Des-
pite this, and as Gibon et al. (2010) and Millington et al. (2008) show, there is an in-
creasing recognition that assuming agents are rational and use optimising behaviour
contradicts much of the data collected in interviews and surveys with land-users and
farmers. To account for this many studies incorporate bounded rationality into their
agents’ behaviour rules.
Bounded rationality suggests that whilst agents can reasonably be assumed to make
rational choices, these choices are in reality bounded or constrained by imperfect
knowledge and the inability to make complex calculations without great cost (An,
2012; Bell et al., 1988; Simon, 1997). Filatova et al. (2011) make their agents’ ability to
sense their environment bounded by making their ‘vision’ incomplete; this is a com-
mon way in which agents rationality is bounded. Others have extended or broken-up
decision processes with various sub-models, representing different behaviours; for ex-
ample, An et al. (2005) represent household socio-economic changes, fuel-wood and
electricity demand. Further variations can be seen in the examples of Ligtenberg et al.
(2010) and Chu et al. (2009) in which preferences are given to agents for combinations
of land-use and location outside of the basic economic decision. Brown and Robinson
(2006) show that representing a heterogeneity of preferences within microeconomic
models of decision behaviour has significant effects on model outcomes. Brown et al.
(2008) further highlight the use of collecting data to underpin the design of agents and
their interaction, and using this as the basis of the bounding of rationality. Janssen
et al. (2000) also use a basic microeconomic model of pastoralist behaviour, but with
theoretical and empirically-based refinement.
This bounding, altering or addition to agents’ rationality and information gathering
is an important step, and begins to allow ABMs to be used to their full potential.
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However, the focus is still very much on the economic element in decisions of agents.
This may be of interest to many researchers, but ABMs have a lot more to offer by
representing less analytically neat behaviours, and incorporating social and other non-
economic processes.
Empirically-based decision-making
Empirically-based decision-making rules use data directly in the design and imple-
mentation process of these rules. This is as opposed to data being used just to set up
populations of agents and their parameters (e.g., age or income distributions), or spa-
tial values (e.g., importing GIS or environmental quality data). Smajgl et al. (2011)
provide a detailed review of the ways in which agent behaviours are empirically-
based, and point to surveys, interviews, field experiments, observation and role-playing
games (RPG) as key methods of data collection in the development of behaviour rules.
More broadly, the use of data in decision-rules is typically done in one of two ways.
First, probabilities of behaviours can be derived from past data and then attached to
agents. Second, more qualitative data can be used directly to conceptualise the beha-
viour process, and/or parameters that affect it.
A variation on the former is used by Sengupta et al. (2005) when modelling enrolment
on conservation programmes in Illinois, USA. They use inductive-learning software
to develop decision-trees for agents from survey data in their study area. The survey
is also used to identify three types of agent; large commercial farms, small low pro-
ductivity farms, and small-medium commercial farms. The inductive-learning soft-
ware uses the survey data to make decision-trees that are intended to predict future
states. In effect, for each type of farm, the variables that are most important in predict-
ing their decisions are used in the decision-trees. Whilst this is a potentially powerful
technique, it can lead to the process appearing opaque to readers, especially if the
inductive-learning software is proprietary, as it is in this case.
The second type of empirically-based behaviour rules are used in the the SimPaSl
model. This model was developed and applied to Central Java, and then to East Ka-
limantan (Smajgl et al., 2009, 2008). The purpose of the models was to facilitate dis-
cussions amongst government. Though the exact methods differ for each application,
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the models make use of a large amount of data to underpin the design and setup of
agents. For East Kalimantan, survey data was used to identify nineteen types of agent
based on their livelihood strategies and values. Initial decision trees were also de-
rived from the survey data before the actual behavioural responses were developed
from data from 540 in-depth interviews.
Valbuena et al. (2010a,b) developed a model of the Dutch agricultural region designed
to simulate the effects on land-use, cover and structure of farmers’ response to changes
in policy. Here, the first type of empirical-based behaviour rule is used, with agents
being assigned a probability of a certain choice. A quantitative survey was used to
generate the data for the region, and various analyses performed to end up with the
probability of certain behaviours.
Another example, Balke and Gilbert (2013); Johnson et al. (2014), shows how these two
types of empirical underpinning can be combined. Here, a simulation is developed
and intended to be used as part of a larger tool for policy makers to use as part of
their planning and information gathering for the energy sector. Survey data and inter-
view data were collected on the behaviour of households with respect to photovoltaic
solar panel adoption. However, the basic conceptual framework of the model was
first developed based on past studies and reasonable assumptions about households’
behaviour. These were then refined using the survey and interview data, before fi-
nally the survey data was used to identify several different types of household, and
determine which types went through which sub-models of decision-making.
As with all modelling efforts, there are varying degrees of transparency in each of
these examples, and the approach in general. Where the conceptualisation of the
model, and the use of data to design behaviour rules is clear and intuitive it is a power-
ful technique, and one which has become increasingly popular. The relatively recent
attention being paid to developing behaviour rules from qualitative data (e.g., special
track at European Social Simulation Association conference 2013, and special issue of
Journal of Artificial Societies and Social Simulation, forthcoming) is clear indication of
this. However, the data collection and analysis requirements are likely to be very in-
tensive and costly. Furthermore, the research skills required are relatively uncommon
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amongst researchers with model building experience.
More quantitative methods for behaviour rule development (particularly the use of
inductive-learning and assigning of probabilities) are less intuitively appealing, but
allow modellers to fall back on existing familiarity with ‘strong’ validation and stat-
istical techniques, which appeals to some stakeholders and end-users. The types of
behaviour derived from these quantitative methods are also somewhat static. This is
a result of the fact that they are based upon the assumptions that relations between
variables are fixed, typically linear, and involve only one or a handful of ‘signific-
ant’ variables. This takes away from the model’s potential in the sense that ABM is
capable of more complex and realistic decision-rules. More fundamentally, they in-
hibit the model’s ability to explain the phenomenon it is simulating. Finally, the rules
developed under these approaches have very little explanatory power which under-
mines this key strength of ABM.
Theory-based decision-making
The final broad process of behaviour rule development is theory-based. In this type,
the rules of agent behaviour are based on existing or newly developed theories of be-
haviour concerning the real-world actor. This type of model is not to be confused with
explanatory models (below) which are concerned with exploring some theoretical or
abstract element of the system; instead theory-based decision-making uses theory of
individual agents’ behaviour to explore a specific system, policy or domain. The the-
ory can be taken from the existing literature, can be developed in a general form to be
used in multiple models, or can be loosely based on some data collection (typically in
a less intensive manner than above).
One of the most well known, and increasingly well-used examples of a decision-
rule based on theory is the ‘consumat’ approach developed by Jager (2000); Janssen
and Jager (1999). This combines various economic, psychological, social-psychology
and sociological theories of human behaviour into one relatively simple framework
based around consumer decision, or more abstractly the way an agent makes a choice
between alternative options. There are many researchers using the consumat ap-
proach currently, most working directly with the original developers of the frame-
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work. In the past, Janssen and Jager (2002) have used the framework to explore the
diffusion of green products; Schwoon (2006) similarly used the framework to explore
dynamics of the fuel cell vehicle market. Outside of product adoption, Janssen (2001)
uses a simplified consumat approach to explore farmers’ behaviour and effects on lake
eutrophication.
A similar approach, with a longer history, is the BDI (beliefs, desires, intentions)
framework (Rao, 1991; Rao and Georgeff, 1995). In this framework, agents are given
a set of beliefs (i.e., a set of information about their world they believe to be true), a
set of desires (i.e., motivations or goals that they wish to achieve) and intentions (i.e.,
choices or plans of behaviour). These are then used as the basic stages of the agent
behaviour. This framework can be applied to any domain or system to be modelled
with varying conceptual fit. This approach is less common in the social simulation
community, but can be found more commonly in the computer science literature on
programming agents. The BDI approach has come in for much criticism for its rigid
framework, and lack of theoretical underpinning or ‘faux formalism’ (Deffuant et al.,
2006). Examples of its use related to SES include spatial planning (Ligtenberg et al.,
2004), and urbanisation (Tian et al., 2011).
Using a specially designed framework like the consumat or BDI frameworks has many
advantages. Firstly, it immediately gives models a level of legitimacy to research-
ers familiar with the framework. It also potentially allows researchers to focus on
other elements of the model in more detail, considering the end-use of the model,
or other elements of its design in closer detail. This may allow for more innovative
models in the sense that the designing of agent behaviours is commonly a central
and time-consuming task for ABM researchers, which can take away from efforts in
other elements of the modelling process. It also reduces the problem of researchers
‘re-inventing the wheel’ with each new model. It may also help the researcher to con-
sider all the elements of the agents’ behaviour that are relevant, giving a clear frame-
work for the researcher to base their thinking around. Finally, it may also allow the
researcher to utilise the validation of the framework already undertaken. One of the
biggest hurdles to ABM’s acceptance within and outside the community is concerns
about validation. Whilst some researchers may question the fundamental approach
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of the framework, it is difficult to accuse a researcher using an approach such as con-
sumat or BDI, that they have not at least attempted to base their agent behaviour rules
on solid conceptual ground, and to build upon the work of others.
However, these general frameworks face problems when they are applied across a
range of different topics. The BDI framework particularly faces this problem, as its
theoretical underpinning is weak; when applied to a wide range of topics, it becomes
difficult to defend in every case. More generally, the use of high-level generic frame-
works seems inflexible when there are more specific theories and conceptual frame-
works developed in the literature on the topic at hand. When considering SES spe-
cifically there are often mature literatures surrounding the behaviour of agents, and
extensive efforts to survey and interview stakeholders, for example, as detailed in
Chapter 4 for SWC and land degradation. These more ‘local’, or specific, theories and
frameworks may be better accepted by stakeholders and researchers working on the
policy or topic of interest. They also may stand up to examination on grounds of val-
idation and conceptual validity more readily. They will also aid the re-usability or
applicability of a model to other contexts, if the theory was developed to be relatively
generic across contexts.
5.2.2 Participatory Models
The second broad type of ABM is participatory models, sometimes referred to as com-
panion modelling (after the popular approach developed by CIRAD - Agricultural
Research for Development) which is essentially the same (An, 2012). Participatory
models are almost always developed with some policy or real-world purpose inten-
ded. They differ from policy analysis and planning models in that the outcomes or
results of the model are not the sole interest. Instead it is the process of designing
and building ABMs with stakeholders that is of interest, and within which the value
of the research is contained. Voinov and Bousquet (2010) rightly state that particip-
atory modelling is a generic term that applies to a wide spectrum of activities, and it
should be noted the field is increasingly diverse (Smajgl, 2010). In some cases, most
well known being the work of CIRAD (Bousquet et al., 2002), the stakeholders typ-
ically involved in the model building are those that are represented by the agents in
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the model (e.g., farmers, land-users, local policy makers), and the stakeholders are
brought in from the beginning of the process. In other cases, the stakeholders can be
‘higher’ up the policy process or stakeholder hierarchy (as is the case with the SWAP
model), and/or are brought into the modelling process later. Along both these axes
of stakeholder type and time of inclusion, the value is typically in the generation and
sharing of knowledge between stakeholders, and between stakeholders and research-
ers. Further benefits can stem from the setting up of future decision-making capacity
and empowerment amongst stakeholders.
The most well known, and widely applied participatory agent-based modelling is the
Companion Modelling, or ComMod, approach developed at CIRAD (see Bousquet
et al. 2005 and E´tienne 2014 for overviews of the approach). The ‘charter’ is pub-
lished in Olivier Barreteau and Others (2003) and outlines the principles upon which
the approach is based. To summarise, the approach places the upmost importance
on interaction between modellers and stakeholders from the beginning of a project,
and with many iterations. The focus is placed on learning between the researchers
and stakeholders, and on using the process to come to decisions, or at least build
decision-making capacity. There are numerous examples of the application of Com-
Mod, including water management in Bhutan (Gurung et al., 2006), natural resource
management (Campo et al., 2010) and forest management (Campo et al., 2009) in the
Philipines, and fishery management in Thailand (Worrapimphong et al., 2010).
A more challenging approach is taken by the likes of Smajgl (2010), again on the Sim-
PaSl model. Here, the process also involves the use of the model results to challenge
the beliefs of the stakeholders, and thus generate discussion.
Participatory modelling with ABM has gone hand in hand with the use of role-playing
games (RPG) and their widespread use in agricultural and land-use research (Bar-
reteau et al., 2001). Barreteau et al. (2001) specifically explore the use of RPG with
ABM and suggest RPGs are good at explaining the rules of ABMs. D’Aquino et al.
(2002) review the use of RPG specifically with the CORMAS software (developed at
CIRAD) in various different formats.
Voinov and Bousquet (2010) provide an excellent overview of modelling with stake-
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holders (not just using ABM, but other methods). Herrmann et al. (2011), and the
associated special issue of the International Journal of Agricultural Sustainability, fur-
ther provide an excellent introduction and state-of-the-art on participatory modelling
in integrated assessment processes. Sylvestre et al. (2013) compare three modelling
approaches (bio-economic modelling, ABM and statistical models) that can be used
in participatory modelling. They suggest combinations of the three should be used
to reflect the relative strengths and weaknesses of each, but their own analysis across
a range of categories shows ABM’s relative strength over the other methods, partic-
ularly statistical models. Sano` et al. (2014) highlight the importance of drawing out
stakeholders’ ‘mental models’ in the participatory modelling process, in their devel-
opment of an approach using the context of coastal management in Egypt. This is
taken further by Bommel et al. (2014) who develop a method for using interactive
‘live’ UML (Unified Modelling Language) diagrams (akin to visual programming) to
aid stakeholders’ input in the modelling process.
It is important to recognise some of the potential drawbacks of participatory model-
ling. In many cases ABMs developed using participatory modelling are unlikely to
have any applications in forecasting or prediction, owing to the nature of the design
process. It is possible for the modeller to steer the process to keep this option open,
but this would require significant input that may undermine the benefits of includ-
ing stakeholders. Equally, participatory models are unlikely to be generalisable, or
re-usable in other contexts, except where this is an express aim of the research. This
reflects the fact that a specific set of stakeholders, with their own beliefs, experiences
and aims, have designed the model. Beyond this, most participatory modelling exer-
cises are time consuming, reliant on contacts within communities of stakeholders, and
on stakeholders enthusiastic engagement, which cannot be assumed. In addition, in a
similar manner to other data collection methods, the skills required to run successful
participatory sessions need to be honed over time and may not be common amongst
typical modelling researchers.
Examples of participatory modelling include Naivinit et al. (2010), where the combina-
tion of academic and indigenous knowledge was used to generate a model of rain-fed
rice over a three year project. The model was then taken as a shared representation of
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the rain-fed rice system. The process was used to deepen farmers’ understanding and
management ability through exchange of knowledge. Pak and Castillo (2010) used a
similar approach in the Colombian Amazon, using RPG and interviews to construct
an ABM. The model was then used for a variety of tasks from discussions between
stakeholders, to more formal planning and scenario building and analysis. Pak and
Castillo (2010) highlight the fact that the use of RPG was key in bringing out data that
would not have been possible using a traditional interview. This example is clearly
closer to the type of model detailed under policy and planning models owing to the
use of its outputs, but had a strong participatory element, and thus is a good example
of a model that blurs the lines between the two groups.
The FIRMA (freshwater integrated resource management with agents) project (Kry-
wkow and Gilbert, 2003) made use of participatory modelling to involve stakeholders
in model specification and validation. In this project the aim was to use the stake-
holders to assess whether the description of agent behaviour was ‘correct’. Etienne
et al. (2003) built an ABM of various land management strategies in central France
with stakeholders. In this example, emphasis was put on the development of different
agent viewpoints to help identify issues which divided stakeholders and thus focus
discussions. The model was also developed in different stages, first with a focus on
validation of the micro-rules of each type of agent, before moving to a more general
global level exploration of the model with stakeholders.
Others have taken a more organic approach, allowing stakeholders to self-design RPG
before using these to build an ABM (D’Aquino et al., 2003). This approach, taken in
Senegal, places the value of the process completely with the stakeholders, and ignores
any of the researchers’ traditional aims or objectives. The outcome is unlikely to be
an academically coherent or re-usable model, but the process is intended to help em-
power stakeholders in their conceptualisation, discussion and decision-making on an
issue. Further examples include forest management in Zimbabwe (Prabhu et al., 2003)
and Indonesia (Purnomo et al., 2005).
Some researchers have brought together many tools in the participatory modelling
process. For example, Castella et al. (2005) and Boissau et al. (2004) combine the use of
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narrative conceptual models, RPG and GIS data to build an ABM of land-use in Viet-
nam. This makes the outcomes of the model usable in different ways. The simulations
in this case helped villages identify commonalities with other areas and villages, and
explore different scenarios for impacts on resources and development. Continuing
the work in Vietnam Castella (2009) assessed the different stages of using RPG and
ABM specifically with regard to social learning. Again the intention of the process is
to generate new perspectives amongst stakeholders and generate capacity for natural
resource management.
Participatory modelling with stakeholders ‘higher’ up the policy process is also pos-
sible. Vanclay et al. (2003) reflect on a workshop using the FLORES (the Forest Land
Oriented Resource Envisioning System) model which was intended to help these policy
makers anticipate outcomes of policies and different scenarios. This type of participat-
ory modelling appears less common than that with farmers, or land-users. This likely
reflects the intuitive appeal of using ABMs with RPG, which makes less sense when
used with policy maker stakeholders as they are typically not directly represented in
the model.
The use of ABM in participatory modelling addresses the issue identified in Matthews
et al. (2007) that there is a lack of use of models by policy makers and general engage-
ment with applications and outreach. Using participatory modelling embeds the re-
search process in the policy process, and builds trust between stakeholders and ABM
researchers and their tools. The participatory process can lead to real value for stake-
holders as the legitimacy embodied in the researchers is used to bring together dif-
ferent stakeholders whom otherwise might not interact. This empowerment of stake-
holders at the ‘bottom’ of the policy process is a clear potential benefit, and has been
the focus of much work, exemplified by that of CIRAD. However, more empowered
stakeholders have not always been included or focussed on to such a great extent,
though they are sometimes included. Though the benefit is less direct or intuitive, the
use of participatory modelling with these stakeholders can also generate knowledge
and understanding, and improve discussion and decision-making capacity - this is
where the SWAP model fits into the approaches in the literature. In the development
and agriculture context, where interaction and understanding between different stake-
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holders has long been identified as an issue, this is particularly important.
5.2.3 Explanatory Models
The third broad type of ABMs is explanatory models. These models can be used to
test or hypothesise about theories, by implementing theoretical mechanisms and ex-
ploring the consequences. They are typically not applied to any one specific region or
domain, but are more abstract. It is important to make clear the distinction between
explanatory models and models that have decision-rules based on theory but are still
applied to a specific region or domain. However, there is still a blurred boundary
between the two, which the SWAP model falls into. The focus in this section is on
those models which aim to explore generic dynamics such as spatial effects or het-
erogeneity, or seek to explain common real-world phenomena, such as urban sprawl,
or long-term settlements, without being heavily applied to one area. Models of this
type typically face less stringent validation criteria, with re-creation of broad patterns
sufficient to suggest that a dynamic or mechanism has been identified rather than spe-
cific matching of real-world data. Many of the most well known examples of ABMs,
used when introducing researchers or students to the topic, are explanatory models
(e.g., the segregation model, Schelling 1978, 1971, ‘Sugarscape’, Epstein and Axtell
1995), however they appear less common in the recent literature, and are certainly less
common in the SES literature.
Exploring and explaining urban sprawl has been a common theme for some land-
use ABM researchers. Parker and Meretsky (2004) explore the effects of distance-
dependent externalities on land-use patterns, and show the economic inefficiency of
land-use patterns when these spatial effects are included. Brown et al. (2004) present a
comparison of a mathematical model and several ABMs in testing the effectiveness of
green-belts in stopping urban sprawl. The more complex ABMs give different results
to the mathematical model and simple ABM, showing that inclusion of heterogeneity,
multiple land-scape patterns, and information imperfections affect outcomes. Brown
and Robinson (2006) also demonstrated that inclusion of heterogeneity of agents af-
fected aggregated outcomes and clustering. Similarly, Filatova et al. (2009) show the
importance of modelling agent-level data rather than using representative assump-
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tions. Others have made similar models and applied them to Vienna (Loibl and To-
etzer, 2003), and Thailand (Rajan and Shibasaki, 2001), or included different elements
such as firms (Otter et al., 2001).
A second popular SES topic for explanatory models is exploring long-term settlement
and agricultural patterns. For example, Sanders et al. (1997) simulate settlement pat-
terns over the long-term and attempt to mimic transitions observed in reality (e.g.,
cities, villages). The findings suggest that the emergence of large complex cities is reli-
ant on the industrial revolution, and does not appear without representing industrial
activity in the model. Dean et al. (2000) develop a model simulating long-term set-
tlement patterns in Mesoamerica and show that environmental factors alone cannot
reproduce all the dynamics observed in the archeological evidence, suggesting other
socio-political factors must have been important. Kohler et al. (2000) use the same
model to show that water availability can be used to reproduce the real-world pat-
terns in settlements in the Mesa Verde region. The LUCIM model (Hoffmann et al.,
2002) simulates a shorter time-period (200 years) of deforestation and reforestation
of Indiana. The model was then again used by Evans and Kelley (2004) to explore
scale-dependent issues and their effect on the model. The model was then used once
again, and updated by Deadman et al. (2004) for the Amazon rainforest. A similar
generic model named MameLuke was developed by Huigen (2004) and applied to the
Phillipines.
Others have used explanatory ABMs to explore the differences in the results of exper-
iments or other types of models, and ABMs. Evans et al. (2006) show the difference
between a land-use ABM with utility-maximising agents, and real people taking part
in an experiment representing the same system. The results show a clear difference
between the two and, if we assume the experiment’s results are reliable, highlight the
value of using non-maximising agents in ABMs of land-use. Similarly, Fowler (2007)
uses an ABM to highlight the flaws in an analytic geographical economic model. Jager
et al. (2000) present an ABM with agents in a commons dilemma. A comparison is
made between agents with standard economic decision-making, and those with ‘psy-
chologicus’ decision-making (implemented with the consumat approach as detailed
above). The results show that the outcome of the model is dependent on the type
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of decision-rule the agents have. The authors also conclude that the ‘psychologicus’
decision-making makes the model more amenable to exploration, and ultimately bet-
ter aids understanding of the behaviour of the system.
Others have used ABMs of SES to explore the effects of more general social science
concepts. Becu et al. (2003) demonstrate the effects of agents having the ability to act
honestly, dishonestly, or in an aggressive manner, with regard to water management
negotiations. Various researchers from the FEARLUS group based at the Macaulay
Institute (now part of the James Hutton Institute) have also explored the effect of dif-
ferent strategies on land-use; Polhill et al. (2001) explored imitation strategies, whilst
Gotts et al. (2003) extends this work, exploring how the economic concept of an ‘aspir-
ation threshold’ affects farmer decisions. Izquierdo et al. (2004) explored case-based
reasoning as a means of decision-making, whereby agents look for similar scenarios
in their memory on which to base current decisions.
All of these models have clear and intuitive explanatory power. They make the mech-
anisms within the ABMs clear, and explore potentially important and interesting dy-
namics, whereas this may not be possible with more applied/descriptive models. The
findings of explanatory models can be of great use to all ABM researchers, either in
helping to inspire and justify their design decisions, or more fundamentally explain
the potential of using ABM in any specific domain. However, criticisms of explanatory
ABMs can be harsh, with policy makers or more applied researchers viewing them as
merely games, rather than meaningful representations of reality.
5.3 Conclusion
This chapter first introduced ABM at a basic level, before reviewing the ABM literature
on topics relevant to the SWAP model, namely ABMs of SES, land-use and farmer
behaviour. The review aimed to provide context to the SWAP model and begin to
explain the approach used.
Within the literature there are three broad types of ABMs; policy analysis and planning
models, participatory models and explanatory models. Whilst these three categories
or types of models are useful for framing our thinking about ABMs, it is important to
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note they are not mutually exclusive, and often the lines between them are blurred, as
is the case with the SWAP model.
Policy analysis and planning models are intended to represent a real system in detail
and to be used to aid policy makers in their decisions and analysis. This means that
models have a clear requirement to be based on real-world data, whether it be in
setting up the model, or directly determining agent behaviour rules. Where data is
not used in designing behaviour rules, theoretical or established frameworks are used.
The most common of these are microeconomic models of behaviour. These are well-
accepted in economic disciplines, but are heavily criticised in other social sciences,
and seem not to make use of some of the potential advantages of ABM.
When other theories are used, there is a clear choice between high-level generic the-
ories of human behaviour, taken from psychology for example, and more specific, or
‘local’, theories developed in the literature relevant to the domain the model is being
developed for. Using frameworks developed in the relevant literature is likely to be
desirable as the model will be more widely accepted in that area, and can be defended
more strongly on its conceptual validity.
Participatory models are increasingly popular for a range of topics relevant to the
SWAP model. They are most commonly developed alongside the use of tools such
as RPG, with farmers or land-users. The value in this form of research is in the pro-
cess of developing the model, and thus empowering stakeholders, generating and
sharing knowledge and contributing to stakeholders’ discussion and decision-making
capacity. Less common is the inclusion of stakeholders further along the policy spec-
trum, in government, or other institutions with strong input on policy. These types of
stakeholders can also benefit from participatory modelling to help complement their
thinking, and help them view their work from the viewpoint of others. Participatory
modelling at this level is also likely to have wider effects than community level efforts,
as stakeholders ‘higher’ up the policy process have wider reach.
Explanatory, or more theoretical, models are also widespread in the literature. These
are typically used to demonstrate key dynamics, or patterns, and the mechanisms
that cause them. Whilst these types of models are increasingly seen as less important
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because of their lower impact on policy, they are key to ABM researchers wanting
to keep an open mind to issues they may not have included in their more applied
models, and keep the methodological debates within this still maturing research area
strongly alive. They are also useful for developing and testing theories developed in
the literature.
Part III
The SWAP Model
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Chapter6
The Aims and Design of the SWAP
Model
This chapter presents the ideas and aims behind the design of the SWAP model, as
well as a full description of the model itself. Before discussing these in detail it is use-
ful to briefly recap the purposes for which the model has been developed. These are
twofold: the primary purpose is as a discussion and engagement tool to be used by
SWC policy stakeholders. In this mode, the model is intended to aid and focus discus-
sion between stakeholders to improve their understandings of each other’s views and
experiences. The secondary purpose is to explore the De Graaff et al. (2008) frame-
work. As the model implements this pre-existing framework of farmer behaviour in
an ABM, it serves as exploration of the framework. The rest of this chapter makes
clearer these uses of the model and explains the ideas behind their development.
Researchers (e.g., Axelrod, 1997) have long noted that designing and building an ABM
is more of an art than a science. It is thus very important to document and justify the
decisions taken in this process as so little is universally agreed upon by ABM research-
ers. This process of careful thought, deliberation, decision and documentation, allows
an ABM researcher a well-defined space to consider how best to approach their re-
search problem, given their aims and objectives, and thus allows the researcher to
move beyond the unthinking application of a methodology to a new topic.
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The chapter is structured as follows. First, the use of the findings from the interviews
with environmental policy practitioners is discussed. Next, the understanding and
construction of the SWC policy context is outlined. Then, the pre-existing framework
of farmer behaviour is described as well as the motivation for using it. Finally, the
intended purposes of the model are discussed in detail before a full description of
the SWAP model (using the ODD protocol) is presented. After this, Chapters 7 and
8 detail the methods and findings of the model as a framework exploration tool, and
discussion tool, respectively.
6.1 Using the Environmental Policy Practitioner Interviews
As we have seen from Chapter 5, ABMs can be underpinned in a number of ways us-
ing various sources including expert input, empirical data, theoretical frameworks, or
a combination of the above. These are typically used directly to inform the design of
the agent behaviour and environment. However, it is less common to take (or at least
discuss in writing) a step back and think more generally about the purpose, and over-
all approach taken in an ABM project using data, theory, or expert input to underpin
these decisions.
This was the intention here; to use a set of semi-structured interviews with environ-
mental policy practitioners that focussed on their use and evaluation of models, to un-
derpin the basic approach and purpose of the SWAP model. As discussed in Chapter
2, these interviews also contribute to the literature concerning practitioners’ actual use
of models in the policy context.
From the outset of this project, it was the primary aim to build an ABM that would be
useful to policy makers and other stakeholders in the policy process. A secondary aim
was to improve, in some way, the current policy process and policy makers’ practice.
Intuitively, one of the best ways to achieve the former would be to seek the input of
these users from an early stage in the modelling process. Interaction with policy stake-
holders can give the researcher an understanding of their situation, requirements, and
skills that is invaluable in tailoring the model in a way which makes it useful to them.
As such, it may have been desirable to seek the input of the policy makers working on
SWC from an early stage in the modelling process.
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However, this was not the approach taken (see discussion below). Instead, a broader
set of policy makers’ views were sought, on a broader set of questions about the use
and evaluation of models. The input sought from policy makers working on SWC
came later, once the first prototype of the model had been developed. Prior to this, the
model was refined using feedback from the more applied academic partners based in
Ethiopia (ILRI/IWMI) working with these SWC policy stakeholders. Their input was
fundamental in allowing the researcher to gain an understanding of the policy context
of SWC in Ethiopia.
The process of model development is outlined in Figure 6.1. The oval components
show inputs and the rectangles show stages/versions of the model. Whilst this pro-
cess included iterations at each stage, and was thus not as linear as the diagram sug-
gests, it gives a clear indication of the broad inputs and stages in the model develop-
ment. It should be noted that this diagram does not include technical inputs, such as
data on case study demographics.
6.1.1 Why not Interact with SWC Policy Makers from the Beginning?
Had the researcher sought the input of SWC policy makers from an early stage, several
potential problems may have arisen. First, speaking to policy makers and seeking
input to modelling tools can become problematic if there is no prototype from which
to work. Policy makers are likely to be unclear about what the researcher intends, and
unable to picture or conceptualise what the hypothetical model could do for them.
This is particularly the case for approaches the policy maker may be unfamiliar with,
such as ABM. This means that early interactions can be frustrating for the researcher,
and undermine trust and legitimacy for the research with the policy maker(s). This
issue can sometimes be negated by using models others have developed as examples,
but this would have been difficult because the purpose of the model in this context was
novel, and so heavily based on discussion, rather than forecasting. In addition, the use
of a demonstration model, or a prototype, can bias the thinking of policy makers, so
that potentially fruitful areas of exploration are not considered.
Second, if a researcher is successful in communicating with policy makers without a
demonstration or prototype, but bends their approach entirely to the policy makers’
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Figure 6.1: Stages of model development
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demands, a model may reinforce the policy makers’ current practice, and any prob-
lems within it. The researcher’s aim was to provide a useful tool, but at the same time
improve policy makers’ practice beyond simply making their work easier, or provid-
ing them with evidence for a decision. To increase the chances of providing a tool that
can improve the policy process in this way, a critique of the current policy process is
necessary. This is unlikely to come directly from current policy makers. Instead, other
stakeholders working with the policy makers may have different perspectives that
give this critique. In this case, this was provided initially by the literature, and second
by the input of ILRI/IWMI in the background understanding of the policy context of
SWC in Ethiopia. More generally, this critique of the policy context, outlined in more
detail below, is taken to be broadly applicable to many developing countries’ SWC
policy contexts.
Third, SWC policy makers in developing countries are typically time poor, and under
resourced generally. It was thus prudent to engage with them only once so as not
to exhaust their interest and/or motivation for the project. Consequently, the decision
was taken to set up the model using other inputs, before the crucial step of stakeholder
input. This timing decision was also reinforced by practical concerns to develop a
strong understanding of SWC issues before interaction with the stakeholders, so a
better interpretation of their input could be made. Finally, the practicalities of cost
and time for doctoral research were also important. These meant only one iteration
of interaction with SWC policy makers was possible. Again, the decision was made
that it would be more useful to make this one interaction further along the modelling
process.
6.1.2 Using the Interview Findings
The aim of the interviews with individuals working on environmental policy was to
gain a qualitative understanding of their use and evaluation of models in their work.
The findings of these interviews were then used to underpin the approach taken in the
SWAP model.
As the interviews were the first stage in the modelling process (see Figure 6.1) for
the SWAP model, the analysis was necessarily open and flexible. Key themes and
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commonalities were identified in the interview data, and were then used as issues on
which decisions needed to be taken (or awareness kept high) for the SWAP model to
be coherent in a policy context and thus useful. This approach was used alongside
a more technical/academic approach to making decisions about the construction of a
model, for which the ODD protocol (overview, design concepts, and details) of Grimm
et al. (2006, 2010) was used as a guide.
What follows in this section is a brief recap of the findings of the interviews (presented
originally in Section 3.3), and a discussion of how these were used to underpin the
SWAP model.
Types and roles of models The interviews highlighted the informal and ‘usage-
based’ way in which participants defined the types and roles of models (see page 37).
This is useful to know when introducing and presenting the SWAP model to potential
users. The focus should be on clearly explaining how the model is used. The inten-
ded users are unlikely to have Western academic backgrounds, meaning the technical
language used in that forum is likely to be unhelpful. However, as was the case in the
workshop (discussed in Chapter 8), users are likely to be aware of the types of mod-
els researchers use in their area, and have a strong intuitive understanding of such
models, meaning clarity about the type and intended use of a model is important for
legitimacy.
Understanding of the policy process It was clear from the interviews (see page 40)
that some participants viewed the policy process as simple, and/or linear in structure,
whereas others saw a complex, and even messy political process. Those that saw a lin-
ear process are potentially reproducing organisational narratives. Thus it was decided
to use the understanding that the policy process in any domain is likely to be complex,
with a large number of stakeholders contributing without any significant level of indi-
vidual control. This concept informed the idea that the SWAP model would be more
useful as a tool to aid discussion and engagement between these stakeholders, rather
than to produce forecasts of future states for individual stakeholders to use as a tool
to influence the policy process. In this way, the model could serve to improve the
connections and quality of communication between stakeholders rather than improve
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any one individual stakeholder’s knowledge or control.
Political side of the process One participant who worked directly with elected offi-
cials said that elected policy makers are very unlikely to engage with models directly
(see page 43). Instead, it is individuals ‘lower down’ the policy hierarchy who are
going to use and interact with models. In the context of SWC this was particularly
pertinent, as it is the ‘top-down push’ nature of the policy process that has been cri-
tiqued heavily (see page 114). This again fed into the general sense that the SWAP
model would be most useful for policy stakeholders at the ‘bottom’ and ‘middle’ of
the policy process, to communicate with each other.
Spatial scales Spatial scale relevance was identified as important (see page 44) in the
use of models by policy stakeholders (i.e., the scale of the model should be commen-
surate with the scale of policy making the user is working at). As is discussed in the
findings from the stakeholder workshop in Chapter 8, this issue arose as a potential
barrier to the use of the SWAP model. Participants primarily saw the model as being
of use to farmers rather than themselves, as it represented farmers’ decisions and be-
haviour. However, this issue is not a fundamental problem with the model, but rather
symptomatic of the critique of the SWC policy context. Policy stakeholders need to
engage with spatial scales above and below the level at which they work in order to
increase their chance of having a strong and rounded understanding of the situation
as a whole. It is specifically the misconceptions about processes at other levels of scale
that the SWAP model seeks to help redress by improving discussion and engagement.
As such, it was important to make this point clear to workshop participants in a dip-
lomatic manner. Indeed, in future work, tactics to deal with this delicate issue and
potential barrier to use need to be developed further.
Evaluating models: Design characteristics The finding that policy practitioners have
more trust in a model when it can be linked to other (sub)models or components of
a system (see page 47) does not have any direct application to the SWAP model as a
discussion, or framework exploration tool. However, this understanding was central
to the decision not to proceed with using the model as a forecasting tool in its current
form. As discussed below (page 125), the model’s representation of the biophysical
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system is currently very simple; this component of the system would need to be de-
veloped, or linked to other sub-models before it could be considered for forecasting.
This point was echoed during the stakeholder workshop, and in discussions with re-
searchers at ILRI/IWMI.
Evaluating models: Usability Participants were clear that models that were to be
used by many stakeholders needed to be highly intuitive, useable and/or familiar to
the users (see page 49). This was central to the approach taken, with several iterations
in simplifying the GUI (graphical user-interface), instructions for users and the ap-
pearance of the model code. These were all made with the single purpose of making
the SWAP model more transparent and usable to potential users. This process is still
not complete. It would be desirable for further iterations of stakeholder feedback to
improve the usability of the model.
Evaluating models: Links to policy Several of the participants were clear about the
need for a model to fit the policy context (see page 50). If there are ‘levers’ a policy
maker has, that are not included in the model, the model will be quickly dismissed.
This concept was central to the decision to use a pre-existing framework of farmer
behaviour and the factors central to the adoption of SWC measures (see page 117).
By using this framework, developed in the literature, the inclusion of all the relevant
factors was insured from the start. Some individuals may raise factors that are not
included (e.g., gender). This is unlikely to be a fatal flaw in the model, as participants
can see the factors included have been through significant development prior to the
model being built, giving the model legitimacy.
6.2 Constructing the SWC Policy Context
This chapter has explained that the way in which the SWC policy context was viewed
was central to the development of the SWAP model, both in the general approach
taken, and in the specific design. It is thus important to make explicit the way in
which the issues of SWC and more generally land degradation have been construc-
ted here. Chapter 4 began to do this implicitly but it is worthwhile making explicit
and specifically focussing on detailing the critique of the policy process of SWC in
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Ethiopia.
6.2.1 In General
In summary the general explanation in the literature is as follows. Despite awareness
of the problem and the identification of simple SWC measures in many areas, the
policy interventions designed to increase adoption have often failed in developing
countries. It would appear that understandings of individual household decisions and
constructions of farmer behaviour (based on household surveys and interviews) have
been unsuccessful in guiding interventions when extrapolated to a wider scale. This is
potentially due to the social and complex nature of the individual adoption decisions
being made. Indeed, many writers have suggested policies are poorly calibrated to
farmers and their behaviour (e.g., Illukpitiya and Gopalakrishnan 2004). It would
appear one of the underlying issues is that land degradation and SWC are highly
contextual (Warren, 2002), making them difficult for traditional policy hierarchies and
structures to deal with.
6.2.2 In Ethiopia
Beyond these generic explanations, in the Ethiopian context the disappointing impact
of interventions has been put down to “misguided policy, authoritarian and top-down
approaches guided by targets and coercion to mobilise labour, blanket approaches
across vastly different agro-ecological and socio-economic contexts, or inappropriate
technologies, just to name a few” (Ludi et al. 2013, p. 5). Others have drawn sim-
ilar conclusions (e.g., Merrey and Gebreselassie, 2011), which begin to highlight the
political and cultural context alongside more generic issues.
Historically, interventions have been made in a top-down fashion in Ethiopia (Ludi
et al., 2013). Keeley and Scoones (2000, p. 94) suggest that tendencies toward “au-
thoritarianism, hierarchy, centralized rule and lack of transparency” have persisted in
the Ethiopian state. Ethiopia’s history of authoritarian rule under the Derg is likely
to play a large part in the development of its policies and thinking of policy makers
(Ludi et al., 2013).
In recent times, the language of policy makers, and other stakeholders has shifted to
include participatory concepts (Ludi et al., 2013). However, as Keeley and Scoones
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(2000) and Harrison (2002) point out, this change appears to be a reflection of the
international development literature and the demands of donors (i.e., official agen-
cies, philanthropic organisations), and the actual changes felt on the ground are less
clear and well-documented. Indeed, Merrey and Gebreselassie (2011, p.5) note that
“[a]lthough guidelines and training programs emphasize ‘participation’ of communit-
ies, it will take many years to change the dominant culture of government and indeed
communities from an authoritarian to a democratic mindset”.
Key to the process of SWC adoption and the interventions designed to increase it are
the ‘development agents’ that play a central role in government work. These are indi-
viduals who have the most contact with farmers, and are intended to provide neutral
technical support . However, Ludi et al. (2013) highlight the fact that their training is
often inadequate, their voices are not generally heard in the planning process, they are
poorly motivated owing to poor pay, and are often compromised by being involved
in administrative and political matters alongside their technical duties. More funda-
mentally they are,
“caught between farmers and government, with the difficult task of recon-
ciling top-down plans and quotas with local concerns and needs. They
transmit information down to farmers but struggle to pass ideas and re-
flections back from farmers to higher levels” (Ludi et al. 2013, p. 19).
This final point sums up the central problem that motivates the primary purpose of the
SWAP model. The model is designed to help address this struggle in passing ideas and
information up the policy hierarchy, by focussing discussion and interaction between
stakeholders.
Whilst the possibility is not explored here in detail, this critique is assumed to be of
some relevance to many developing countries’ SWC policy contexts. Thus the SWAP
model is also potentially relevant and useful to SWC policy stakeholders in other
countries.
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6.3 Using an Existing Framework of Farmer Behaviour
When designing and building agent behaviour in an ABM, it is vital to have a clear
framework, or theory, to base the behaviour on. These frameworks, or theories, (as
explained in Chapter 5) can come from many places, but may also come in many
forms. For example, they could be a simple textual description of a behaviour and
the factors that affect it, or a flow diagram, or some diagrammatic depiction of the
sequence of events in a behaviour. They could be developed by the modeller from
primary data or could be developed by another researcher. In the case of the SWAP
model, a pre-existing framework of farmer SWC behaviour developed by De Graaff
et al. (2008) was used.
6.3.1 Why Use a Pre-existing Framework?
As detailed in Chapter 4 there is a large literature on land degradation, soil degrad-
ation, SWC, and more generally natural resource management by farmers. This lit-
erature includes many studies that survey farmers on their behaviours and collect
data on their characteristics (e.g., Binh et al., 2008; Cramb, 2006; Damisa and Igonoh,
2007; Gauthier, 2000; Gebremedhin and Swinton, 2003; Malley et al., 2006; Mbaga-
Semgalawea and Folmer, 2000; Odendo et al., 2009; Omamo et al., 2002; Qasim et al.,
2011; Somda et al., 2002; Yila and Thapa, 2008). This literature does a good job of
identifying the social and economic factors that correlate with degradation and/or
SWC in any one study site. Taken together they also allow us to build up an extens-
ive list of all the factors identified as associated with degradation and SWC. The social
and economic factors associated with SWC are similar to those of degradation because
degradation is usually a result of a lack of conservation measures.
Some studies take a qualitative approach to studying the causes of degradation and
SWC (e.g., Ashby, 1985; Sulieman and Buchroithner, 2009) and many quantitative
studies also include a qualitative element in conjunction with a household survey
(e.g., Gauthier, 2000; Halim et al., 2007). The findings from qualitative pieces of re-
search tend to highlight the context-dependent nature of degradation and SWC; the
causes are almost always a function of the specific biophysical, social, economic or
cultural context of any one area.
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Thus, creating any general model of SWC adoption is difficult in the sense that the
drivers in each area are very specific to that area. This is particularly true of the bio-
physical context. The social, economic and cultural context is less specific to each indi-
vidual area, but is more likely to follow broader patterns at national or even regional
scales.
It would have been possible to use participatory methods with farmers in one area
to develop behaviour, decision, and interaction rules for adoption of SWC. However,
this would have meant that the model, in the first instance, would have been only
applicable to that one area. In addition, this participatory process would have been
time consuming and expensive. Furthermore, the information gathered would have
reproduced much of the knowledge already developed by others. As a result, it was
decided that the use of a framework already developed in the literature was more
desirable than generating a new framework from scratch.
The other alternative would have been to use a higher-level theory developed in the
social and behavioural sciences such as the ‘consumat’ model developed by Jager
(2000); Jager et al. (1999), or a framework based on microeconomic theory. However, it
was decided these approaches would have made the model less intuitive, less familiar
and thus less useful to the intended policy users. They would have made the model
more difficult to conceptualise quickly, and may have undermined trust in the model,
by making it more opaque. Thus, it was decided that the use of higher-level frame-
works would be less desirable than using a framework taken from the SWC literature.
6.3.2 The De Graaff et al. (2008) Decision Framework
An appropriate framework would be one that requires little adaptation for imple-
mentation into an ABM. Some implementation decisions are inevitable when using a
framework not originally developed for an ABM, but a clear framework, rather than
simply a list of factors, reduces the decisions to be made by the modeller significantly.
During the background literature search the framework of De Graaff et al. (2008) was
found. This framework met the requirements well: it was the result of a long trend
in empirical work in the field, was intended to represent decisions across a range of
developing countries, and had a clear structure that could be imported into an ABM.
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De Graaff et al. (2008) consider the adoption and continued use of SWC measures in
five developing countries, and the factors that influence adoption. In doing so they
first present a theoretical framework that links stages in adoption to the factors that
affect adoption - which they title ‘a model of adoption of SWC technologies’. Here,
the term framework is used. The decision framework is split into three stages: the
acceptance, adoption, and continued-use stages.
Acceptance stage
Table 6.1 describes the first stage in the decision framework, the acceptance stage. This
stage is broken down into seven steps, which any farmer must go through before they
can consider adopting a SWC measure. These steps may be made in order, or together.
The table shows the seven steps, the factors that affect a farmer’s decision at each step,
and the agent attributes that are required to represent this in an ABM.
Once all of these steps have been made, a farmer is in the position to have accepted a
SWC measure. De Graaff et al. (2008) highlight the fact that acceptance may be reached
in reaction to policy incentives when not all the steps have been met.
Adoption stage
Once a positive decision to adopt has been taken in the acceptance stage, the intens-
ity or effort of this adoption must be decided. This stage is often thought of as a
dichotomous decision (between adoption and no adoption), but here the framework
suggests farmers will decide on the intensity of their adoption, or the effort they put
into the measure, which can then vary over time. The intensity is a function of per-
sonal household characteristics, physical, sociological, economic and institutional and
policy factors (as considered by Ervin and Ervin 1982).
Continued-use stage
Once adoption has happened, the farmers still have the ongoing decision to continue
using the SWC method, or to change their intensity/effort. The conditions that led
them to adopt may change because of shifts in the farmer’s characteristics, context,
policy incentives, or in the soil quality. This decision will be similar to the original
adoption decision but with altered inputs in light of the fact the farm is currently
under conservation methods.
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Table 6.1: Steps and factors in the acceptance stage
Steps Factors influencing accept-
ance
Agent attributes required
1. Degradation
symptoms recog-
nised?
Perception of erosion prob-
lem, Off-farm employment.
Knowledge of land, Decision
maker does labouring (Y/N).
2. Degradation
effects recog-
nised?
Age, Perception of erosion
problem, Lack of education,
Traditional beliefs.
Age, Knowledge of land,
Education, Cultural inertia.
3. Degradation
taken seriously?
Their problem? Perception
of erosion problem, Land ten-
ure.
Adherence to social norms,
Land tenure status,
4. Aware of
conservation
methods?
Lack of research/extension,
Contacts with extension.
Knowledge of tech, Exten-
sion contact.
5. Able to under-
take measures?
Labour availability, Age, Ab-
sence of farmer groups, Farm
size, Income, Lack of credit,
Land tenure.
Labour availability, Age, So-
cial/group links, Number of
fields, Income, Credit access,
Land tenure status.
6. Willing to
undertake meas-
ures?
Consumption requirement,
Discount rate, Social status,
Tribe, Gender, (Genuine) par-
ticipation, Attitude, Family
composition, Age, Off-farm
income.
Consumption requirement,
Discount rate, Cultural in-
ertia, social links, Gender,
Institution attitude, Suc-
cessor? Age, Decision maker
does labouring (Y/N).
7. Ready to
undertake meas-
ures?
Few resources, Risk averse,
Psychological threshold.
Income, savings, Risk atti-
tude, Cultural inertia, social
links.
Source: Adapted from De Graaff et al. (2008)
6.4 Purpose of the SWAP Model
Central to all the decisions taken in the design process was the intended purpose and
use of the SWAP model. As discussed above, the findings of the interviews, and the
understanding of the SWC policy context were instrumental in inspiring the primary
purpose of the SWAP model as a discussion and engagement tool. However, this
does not mean that the model should automatically be considered only useful in this
way. As the model made use of a pre-existing framework of farmer behaviour, and
implemented this with minimal alterations, the model also serves as an exploration
of this framework. Beyond this, if the model can be validated in a rigorous fashion,
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there is no clear technical reason why it cannot also be used for forecasting or scenario
analysis.
The approach taken was to prioritise the use of the model, first as a discussion tool,
second as an exploration of the farmer behaviour framework, and lastly as a forecast-
ing tool. This ordering was a result of the likely validity and acceptance achievable
in using the model in each way. Thus the design process had a strong focus and clear
aim, but did not exclude other potential uses of the model from the start. In what
follows in this section, these three potential purposes/uses of the SWAP model will
be presented and discussed. Chapter 7 and 8 then present the methods and findings
of the two chosen uses of the model conducted here in more detail. It should be noted
that the third potential use of the model, as a forecasting tool, was not carried out
during this doctoral research.
6.4.1 Discussion and Engagement Tool
Given the critique of the SWC policy process detailed above, it was clear that the
central aim of the model could/should be to help improve the interaction and com-
munication of the various stakeholders working on SWC. This aim gives the research
question:
What tools can be developed to improve the success of SWC policy inter-
ventions by aiding policy stakeholders’ interaction, discussion and com-
munication?
To address this question, the concept of the ‘interested amateur’ or ’curious non-
expert’ developed by Daniel Dennett (Dennett, 2013) was used as inspiration. Dennett
suggests that when experts on a subject debate or discuss that subject, they assume the
expertise of the other and do not discuss basic concepts. The result is that they often
‘talk past’ each other and fail to identify differences in assumptions and key under-
standings of the topic or system under discussion. This can also be the result of experts
not wanting to offend one another by asking for explanations of basic positions and
assumptions. In either case, the experts end up erring on the side of under-explaining
or discussing the topic at hand.
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This general form can be applied to the SWC policy context described above. Here,
part of the hypothesised explanation of stakeholders’ (the experts) struggle to com-
municate between levels is that they are talking past each other. They are failing to
identify, or are ignoring, basic differences in their assumptions about farmer beha-
viour and the incentives and constraints they face. This may be a result of: not want-
ing to offend each other, not wanting to appear uninformed, basic misunderstanding
of each other, strongly contrasting views, or willingly ignoring differences.
Dennett’s proposed solution to the general problem is to use lay audiences, or inter-
ested amateurs, to force discussion to focus on assumptions and differences between
experts, and thus to err on the side of over-explaining issues under discussion. For
Dennett, an academic philosopher, this means bringing undergraduate students into
discussions and debates and asking them to query anything they find unclear. For
SWC, it is the SWAP model that plays the role of the interested amateur. The model
represents a detailed ‘guess’ at the behaviour of farmers, and the system as a whole,
and gives stakeholders a tool to focus their discussions and interactions on.
ABM is particularly well suited to this owing to the need to describe in computer code
the behaviour of agents (farmers). This level of detail means that stakeholders are
forced to consider farmer behaviour and the system at a level of granularity difficult
to reach through general discussion and the use of more simple or conceptual models.
At the same time, the ABM may have an intuitive appeal which helps to allow this
level of detail to be reached without the issue becoming too complicated or intractable
for the users.
The decision of how to present the model to the stakeholders is key to maximise the
chance of this enhanced detail adding value to stakeholders’ discussions. The mater-
ials used must focus discussion without relying on overly complicated components.
Simply relying on the computer code alone would be unlikely to be successful, as this
is difficult to make sense of without a background in coding or computer science. In-
stead, the model should be presented using other forms alongside the code. For the
SWAP model, it was decided to present the model using a simple table of the steps of
farmer behaviour and the factors that affect it, and a graphical representation of the
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interaction of farmers, alongside the model code itself and a demonstration and ex-
planation of the model running in NetLogo. More detailed discussion of the approach
taken in the workshop with stakeholders can be found in Chapter 8.
The decision to use a pre-existing framework of farmer behaviour was based on the
idea that this would lend the model a familiarity to stakeholders. The terminology
and concepts in this framework would be the same as those the stakeholders would
be familiar with, if not use themselves. This further increases the likelihood of the
model succeeding in adding detail to discussions without overly complicating them.
The use of the model as a discussion tool also informed the decision to include a re-
latively long and exhaustive list of agent attributes (i.e., factors in farmer behaviour)
in the model. This choice lent the model more detail for discussions but meant that
in terms of identifying links between micro-rules and macro outputs it became less
tractable and intuitive. Indeed, it is received wisdom amongst some ABM researchers
to keep the number of parameters to a minimum, following the KISS (keep it simple
stupid!) maxim, but this advice was trumped by the need to have an exhaustive list.
To explore the use of the model as a discussion tool, a stakeholder workshop approach
was taken. This is presented in chapter 8 in detail. The approach was to invite a group
of intended users of the SWAP model (i.e., individuals working for government and
NGOs on SWC) and: first, ask them to appraise the micro rules of the model, second,
attempt to demonstrate the models’ ability to generate discussion between them, and
third, to explore participants’ views on their potential use of the model.
6.4.2 Framework Exploration Tool
The second purpose of the model has no direct policy application. Rather it is a
purely academic exercise in exploring the functioning of the pre-existing framework
of farmer behaviour taken from De Graaff et al. (2008) and the interaction types. Here,
the research question is:
How do the De Graaff et al. (2008) framework of farmers’ SWC behaviour,
and the representations of farmer interaction perform when implemented
in an ABM and explored in multiple case-study contexts?
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The aim here is to test the framework and interaction types by placing them in the
‘virtual laboratory’ of an ABM. By iterating the behaviours over time, endowing mul-
tiple agents with these behaviours, and allowing them to interact, they are subject to
a level of attention and exploration not possible using thought experiments. It is im-
portant to note that the framework was not developed with this kind of exploration
in mind, and so to test it in this way is not to test whether the framework has any
value, or credibility, in an absolute sense. Rather, the purpose is to test whether the
framework serves as a strong building block from which a sufficient mechanism can
be developed to cause, and thus offer one explanation of, patterns of adoption similar
to those in the real-world. There is an indirect policy application of this endeavour
as this is the first step in the process of using such a framework to build a model for
forecasting or scenario exploration, on specific case studies.
The main effect of this aim on the design of the SWAP model was to implement the
framework of behaviour in as unaltered a state as possible. By implementing a theory
or framework in an ABM, we are essentially building a new theory (the code itself), as
it is usually impossible to get a 1:1 fit between the two. Had the implementation of this
framework been more difficult, or been combined with other frameworks, the model
would no longer stand as a suitable test of the De Graaff et al. (2008) framework.
However, some changes were necessary. The main omission of the De Graaff et al.
(2008) framework is in specifying interaction between farmers. Some interaction is
implicit in the factors that affect decisions (e.g., social status), but no details are given
about how these interactions happen. Thus the only important addition to the frame-
work, made in its implementation in the SWAP model, was the addition of a specific
framework of interaction amongst farmers, based on three types: farmer groups, in-
fluential individuals, and extension agents.
An experimental design was needed to see if the framework could serve as a building
block for an agent behaviour that reproduced patterns of adoption of SWC measures
that are observed in the real world. This is, in effect, attempting to validate the model,
and in turn, the framework. However, a rigorous quantitative validation is not ne-
cessary, but rather a ‘looser’ validation based on qualitative agreement on patterns
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between the model outputs and the real world. To do this, a pattern-oriented model-
ling (POM) approach was used, as presented by Railsback and Grimm (2012). A POM
approach involves setting up the model with data from a case study (i.e., demograph-
ics, environmental context), and seeing if the model can reproduce multiple qualitative
patterns that describe the adoption of SWC in that case study. Examples of a qualitat-
ive pattern include: ‘adoption rose slowly at first and then accelerated’, or ’adoption
is characterised by pockets of adoption amongst areas of no adoption’, or ’adoption
never went above roughly three quarters of the population’. Reproducing one of these
patterns alone does not constitute validation in this sense, rather the model needs to
reproduce three, or more of these patterns to be validated. This process is then re-
peated for several case study areas, ideally with different patterns of adoption, and
similar availability of input data. This process is described in detail in Chapter 7.
6.4.3 Forecasting Tool
Perhaps the most common perception of a model is that it will be used to make some
prediction, or forecast, about the future state of a system. Whilst it is well established
that ABMs cannot be used for point prediction with low uncertainty, they can be, and
have been (see Chapter 5 for examples), used for forecasting more general develop-
ments in a system and/or comparing potential policy scenarios. For the SWAP model
to be used in this way, the POM validation described above would first need to be
completed and be successful in the sense that the model reproduced multiple qual-
itative patterns, for multiple case studies. Once this is the case, there is no technical
reason why the model cannot be used for forecasting and scenario exploration in those
case studies, if validated quantitatively and used appropriately.
However, input from ILRI/IWMI scientists, and comments from participants in the
workshop both highlighted that an important barrier to using the model in this way
was the simplistic way in which the biophysical system is modelled. The model cur-
rently only has one variable for the biophysical quality of the land, and uses no pattern
in the distribution of this variable through the model area. For the model to be accep-
ted and trusted as a forecasting tool, this representation of the biophysical system
would need to be made more nuanced, and incorporate more of the context of each
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case study. Other researchers have also made this point well, for example, Malawska
et al. (2013). This would be the single most important design decision for the model
to be used in this way. Beyond this, the farmer behaviour would also need to be more
closely calibrated by exposing the model to sensitivity and uncertainty analyses.
The omission of a more nuanced representation of the biophysical processes did not
appear to be problematic for the workshop participants or ILRI/IWMI scientists when
considering the model as a discussion tool. This reflects the fact that the model is
aimed at aiding discussion about farmers’ behaviour, rather than the reaction of the
biophysical system to their behaviour. In reality, there is a feedback between the two
which is important. Thus, this separation can only be defended on simplicity and
tractability grounds. By keeping the model simpler on this front, the discussion can
be targeted more on social and behavioural processes. Furthermore, as the science
of SWC is well understood and open to a much lower level of debate (if any at all),
it is not clear that it is a topic that requires a discussion tool. Finally, adding a suit-
able representation of the biophysical system would pose a significant stage in model
development - it would require considerable data collection and model coding, and
would also significantly increase the run-time of the model.
Reflecting the focus on the use of the model as a discussion tool and time constraints,
this potential use of the model is not developed as part of this thesis.
This concludes this part of this chapter, which has aimed to justify and explain the de-
cisions behind the design of the SWAP model. The next section of this thesis presents
a formal description of the model.
6.5 Description of the SWAP Model
The model is presented here using the ODD protocol developed in Grimm et al. (2006)
and Grimm et al. (2010). ODD stands for Overview, Design concepts, and Details, and
is a tool used for the standardised description of ABMs.
For instructions on how to download and run the model go to:
http://petergeorgejohnson.com/2014/08/18/download-swap-model/.
The model can be found on the Modelling Commons website at:
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http://modelingcommons.org/browse/one_model/4117.
The description of the model here is intended to give a thorough overview, but does
not go into high levels of detail throughout. The model code is available when down-
loaded, or can be viewed online at the Modelling Commons URL above. As NetLogo
code is relatively simple to read, and has comments throughout, this should prove
sufficient for readers wishing for more detail.
6.5.1 Overview
Purpose
The primary purpose of the model is as a discussion and engagement tool to be used
by SWC policy stakeholders. In this mode, the model is intended to aid and focus dis-
cussion between stakeholders to improve their understandings of each other’s views
and experiences. The secondary purpose is to explore the De Graaff et al. (2008) frame-
work. As the model implements this pre-existing framework of farmer behaviour in
an ABM, it serves as exploration of the framework. Section 6.4 provides detailed dis-
cussion of these purposes of the model.
Entities, state variables and scales
The SWAP model contains agents that represent individual farming households that
make a decision between using two farming methods: non-SWC methods, or SWC
methods. The farmer agents have a three-stage decision process in which they decide,
(i) whether they accept the need for SWC, (ii) if they accept, how intensely they wish
to adopt, and (iii) once they have adopted, whether to continue adoption. These de-
cisions (and the ability to carry out a behaviour once a decision has been made) are
affected by the characteristics of the farmer agent and their local environment. The
farmer agents interact with each other, influencing each other’s characteristics and
thus decisions. The farmer agents’ decisions impact on their local environment, cre-
ating a feedback between the human and biophysical systems in the model. Farmer
agents are by far the most complex agent, with several decision-making processes
(Figures 6.2, 6.3, and 6.4) and multiple state variables, detailed in Table 6.2.
The next type of agent are Extension agents, which represent development agents
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Table 6.2: Farmer agent state variables
Variable Name Values Notes
1 position Coordinates Randomly distributed at init-
alisation
2 soil-conservation-
decision
not accepted; ac-
cepted not adop-
ted; adopted
Current status of decision
3 acceptance-decision-
score
0-9 Current status of acceptance
decision
4 age-of-decision-maker Years Norm dist
5 education-of-decision-
maker
Years Number of years of educa-
tion of the decision maker in
the h/h. Norm dist
6 successor? Y/N Does the h/h head have a
successor?
7 decision-maker-does-
labouring
Y/N Does the h/h head take part
in farm labouring?
8 size-of-household Persons Norm dist
9 land-tenure-status owned / rented
10 labour-access Y/N Does the h/h have access to
hired labour?
11 credit-access Y/N Does the h/h have access to
credit?
12 number-of-fields-
owned
Number
13 income Number/Index = number of fields owned *
average soil quality of fields
owned * knowledge of land
14 savings Number/Index Norm dist
15 consumption- require-
ment
Number/Index = size of household *
consumption-reqiurement-
per-individual
16 risk-aversion Score Norm dist
17 discount-rate Score Norm dist
18 cultural-inertia Score Norm dist
19 adherence-to-norms Score Norm dist
20 institution-attitude Score Attitude towards outside in-
stitutions. Norm dist
21 influence-score Score Strength of influence on oth-
ers. Norm dist
22 knowledge-of-land Score Norm dist
23 knowledge-of-
technology
Score Norm dist
24 extension-worker-
contact
Y/N Has the h/h had contact?
N.B: Norm dist = Normally distributed around the case study data. H/h=household
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Table 6.3: State variables of the environment/fields
Variable Name Value Notes
1 Position Coordinates
2 Soil-quality Score Norm Dist
3 Soil-conservation-
practised?
Y/N Is SWC currently practised
on the field?
4 Owned-by Agent ID Shows farmer agent in charge
of that field
Table 6.4: Global variables
Variable Name Value Notes
1 Chance of shock
weather event per tick
% Based on case study data
2 Farmer group vision Score Based on case study data
3 Death-age Years Based on case study data
as described above (page 116). Extension agents have only the most basic variable:
position. As well as this they all have a fixed attribute for the distance they can move
on each time step. Their only process is to pick a random heading and move forward
in that direction on each time step. They function to affect farmer agents’ ‘extension-
worker-contact’ variable, when they are nearby (i.e., change it from ‘no’ to ‘yes’).
The environment is modelled by many patches, which represent fields. A group of
fields owned by a farmer agent makes up that agent’s farm. Each patch/field has the
variables listed in Table 6.3.
There are state variables that do not belong to any specific agent, or are the same for
all agents (globals), but can be changed at initialisation (see Table 6.4).
Shock weather events cause a sudden drop in soil quality and occur randomly. ‘Farmer
group vision’ determines how far farmers’ range of influence is, and over how large
an area groups form. Death-age indicates the age of death for a farmer agent. When
agents die, agents with successors will sprout new agents with similar characteristics,
agents without successors will sprout new agents with random characteristics.
Each time step represents three months. This time scale reflects a rough approximation
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of how long the relevant decisions take to make and implement in real life, as well as
a consideration of relevant policy decision time frames.
The patches do not represent an explicit size, but rather a non-size specific field.
Farmer agents may own different numbers of fields; this is randomly generated at
the initialisation.
Process overview and scheduling.
The basic processes of the model involve the decision of farmer agents to adopt SWC
measures. This is done in three parts, first an acceptance decision must be reached.
Second an adoption decision must be made, and third a continued use decision can be
made.
Figure 6.2: Agent’s basic decisions.
The first two UML (Unified Modelling Language) diagrams (Figures 6.2 and 6.3) detail
this high-level process. Figure 6.2 shows the three different decisions that an agent
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must choose between on each time step. First they must check their current decision
scores and choose the appropriate decision to make this time step.
If the farmer agent is still in the acceptance decision step (Figure 6.3), they will again
check their current decision, and choose which step is next for them to consider. Only
one step in the decision process can be made in each time step. All of the steps must
be completed in order before the agent can move onto the adoption decision.
Within the acceptance decision (Figure 6.3), the eight steps are made using the follow-
ing psuedo-code:
1) Run symptoms recognised
if ( farm soil quality = low )
and ( decision maker works on farm )
and ( farmer knows the land well )
then [ recognise symptoms ]
2) Run effects recognised
if ( farmer not too old )
and ( farmer knows the land well )
and ( farmer is well educated )
and ( farmer has extension contact )
and ( farmer has low cultural inertia )
then [ recognise effects ]
3) Run degradation taken seriously
if ( farmer has extension contact )
and ( farmer owns the land )
then [ take degradation seriously ]
4) Run aware of SWC methods
if ( farmer has knowledge of methods )
and ( farmer has extension contact )
then [ be aware of methods ]
5) Run able to undertake SWC
if ( farmer can hire labour )
and ( farmer not too old )
and ( farmer has extension contact )
and ( farmer can access credit )
and ( farmer owns the land )
then [ able to undertake SWC ]
6) Run willing to undertake SWC
if ( discount rate is low )
and ( farmer has low cultural inertia )
and ( farmer sympathetic to gov/NGOs )
and ( farmer has a family successor )
and ( farmer is not too old )
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Figure 6.3: Agent’s acceptance decision.
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and ( decision maker works on farm )
then [ willing to undertake SWC ]
7) Run ready to undertake SWC
if ( not too risk averse )
and ( farmer has enough savings )
and ( farmer has enough income )
then [ ready to undertake SWC ]
8) Run accept SWC
set acceptance score to [ accepted but not adopted ]
This is implemented by combining variables that have a score, and checking if these
together reach a threshold (threshold values set during calibration and sensitivity ana-
lysis). Dichotomous variables simply must have the appropriate value for the agent
to move onto the next step. For example, for the first step of recognising degradation
symptoms, the following code is used:
to degradation-symptoms-recognised
let ‘deg-symp-recog’ equal
( ( 100 - soil-quality ) + knowledge-of-land )
if ( ‘deg-symp-recog’ > 100 )
and ( decision-maker-does-labouring = true )
then [ recognise symptoms ]
At each time step there is a 10% chance that the agent will jump straight through the
acceptance decision without meeting its criteria and move onto the adoption decision;
this represents an element of chance in the decisions. This figure is relatively high and
was reached after the calibration and sensitivity analysis.
If the farmer agent is in the adoption decision process, they must decide on how much
of their farm they want to adopt SWC. The amount of land they adopt conservation
on is determined by their level of savings (savings must meet a minimum threshold),
their contact with extension workers (contact is required for any adoption), and their
risk aversion score (less risk averse agents will adopt at a higher level).
Finally, if they have already adopted SWC measures, they must decide whether to
increase or decrease adoption. If their income is higher than their consumption re-
quirement they will increase adoption by 20%. If their income is lower than their
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consumption requirement they will reduce their adoption by 20% (Note: the presence
of adoption will increase soil quality, which in turn will increase income). Consump-
tion rate is a constant (per individual), and income is a function of the soil quality and
farmer knowledge.
Figure 6.4 shows the basic processes behind the interaction of agents with each other,
and Figure 6.5 shows the basic structure of these interaction types.
The following pseudo-code details the changes that are made to agent state variables
at each time step.
Farmers
[ increase age 0.25years ] and
[ increase knowledge of land 0.25 ] and
[ recalculate current farm soil quality ] and
[ recalculate current income ] and
[ check for extension agents nearby ] and
[ die and spawn successor? ]
The environment
[ shock weather event?
If yes [ reduce soil quality of all patches ] ] and
[ random change in soil quality ] and
[ if soil conservation present, then
[ improve soil quality ] ] and
[ if fields nearby have good soil quality, then
[ increase mine ] ] and
[ if fields nearby have poor soil quality, then
[ decrease mine ] ]
The processes are carried out by the agents one at a time, but in a randomised order
each time step.
In one time step an agent can pick a decision, and carry it out, but only one decision.
When they change their decision score they must stop for that time step (i.e., an agent
can decide they recognise the existence of degradation, but cannot then also suddenly
be aware of methods to combat it; or an agent can decide they do accept the need for
SWC, but then cannot also decide how much to adopt).
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Figure 6.4: Agent’s interaction
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Figure 6.5: Agent interaction types
6.5.2 Design Concepts
Basic principles
The model of adoption behaviour of farmers is based on a framework explicitly stated
in De Graaff et al. (2008). Although the issue is highly contextual and factors are differ-
ent in every case, a comprehensive list of all factors that affect adoption is reasonably
settled in the literature, with many studies covering similar social, economic, histor-
ical, political and other anthropogenic factors.
On top of this framework, the model incorporates interaction between the farmers,
affecting each other’s variables; the framework for this is novel and is based on three
types of interaction: (1) farmer groups, in which farmers are in groups with those
near to them, and all influence each other as peers, (2) influential individuals, in
which those with highest influence scores in an area make all those near them sim-
ilar to themselves, and (3) extension agents, in which government/NGO agents move
around the space, making farmer agents more likley to adopt SWC. Figures 6.4 and
6.5 further describe the interaction types.
Emergence
The spatial pattern of adoption is emergent. All the other key macro variables of
interest are not technically emergent.
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Adaptation
The agents do not adapt their decision process.
Objectives
The agents have no explicit objective when making decisions, they simply make a
decision if they fulfil all the criteria necessary, (i.e., it is assumed that SWC will increase
utility for the agents, and that they inherently know this, they just have to get to the
point where they can accept the need for SWC, and are able to adopt it).
Learning
The agents do not learn.
Prediction
Agents use their current situation to make predictions and thus decisions for the next
time period.
Sensing
The agents can sense the soil quality of their fields, and thus their whole farm. They
can sense the attributes of other agents when interacting (see Figure 6.4).
Interaction
See Figure 6.4 for a full UML description of agent interaction, and Figure 6.5 for the ba-
sic structure of these interaction types. This framework was developed for this model
and is not based on any specific previous literature; rather, it is based on the under-
standing of common ways in which farmers interact (e.g., through farmer unions, and
through local leaders).
Stochasticity
Shock weather events, which reduce soil quality significantly, are modelled stochastic-
ally. Many of the agent variables are also randomly generated based on a normal
distribution with a mean taken from case study data.
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Collectives
Some simple collectives are modelled when agents interact to influence each other.
This may be in the form of a group of geographically close agents, whom either all
influence each other, or follow the influence of a leader.
Observation
The main visualization window is observed for initial qualitative assessment. The
adoption rates of farmers, and the rate of adoption on fields are recorded as the key
outputs.
6.5.3 Details
Initialisation
The initalisation of parameters is determined by the input data from each case study.
All variables that do not have available data, are set at plausible levels and, if farmer
agent variables, are normally distributed across the population of agents.
Input data
Data is derived from census data, previous studies and other secondary data sources.
Submodels
All the details of the model are included above.
6.6 Conclusion
The aim of this chapter has been to outline the motivations and inspiration taken from
a number of sources that have informed the purpose, approach, and thus design of
the SWAP model. With an approach such as ABM, which despite recent advances in
standardisation does not have a single widely agreed upon methodology, it is import-
ant to make clear the decisions and intentions behind any model. The model itself has
also been described in detail using the ODD protocol.
We have seen why and how the set of interviews with environmental policy prac-
titioners, concerning their use and evaluation of models, was used to underpin the
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approach generally. These generic findings, from a broad range of policy practition-
ers, allowed the researcher to develop a strong understanding of what types of mod-
els may be useful to policy stakeholders. Of particular note was the understanding
of the policy process as a complex and non-linear process, in which there are many
individuals contributing without any significant individual control over the process.
To borrow terminology from economics, these individuals are in effect ‘policy takers’
rather than ‘policy makers’. This concept was central in deciding to focus the SWAP
model on being used as a discussion tool, so as to attempt to help policy stakeholders
improve their communication and interaction; rather than to give them a tool to legit-
imise or increase the volume of their voice amongst the many, which would likely be
an unsuccessful endeavour.
A critique of the current SWC policy context, both generally, and specifically in Ethiopia,
has been presented that further identifies the importance of attempting to increase
communication, interaction and discussion between policy stakeholders. This is a res-
ult of the ‘top-down push’ nature of recent policy interventions, and more general
failure of the current approaches to, and understandings of, farmer behaviour.
The reasons for using a pre-existing framework taken from the SWC literature have
also been outlined, including discussion of potential alternatives such as participatory
methods, or higher-level theories. The three potential uses of the model, and the way
in which these have been approached have been introduced and discussed in detail.
This chapter thus gives an overview of the model development process, and its two
final uses as a discussion tool and framework exploration tool. The next two chapters
in this part of the thesis present the findings of the model when put to use as (i) a
framework exploration tool, and (ii) a discussion tool.
Chapter7
Framework Exploration
This chapter introduces and presents the results of the SWAP model when used to
explore the De Graaff et al. (2008) framework of farmer behaviour and novel repres-
entations of farmer interaction. As described in Chapter 6 (in Section 6.4.2), the aim
here is to test the framework and interaction types by placing them in the ‘virtual
laboratory’ of an ABM. By endowing multiple agents with these behaviours and it-
erating over time, they are subject to a level of attention and exploration not possible
using thought experiments. Using various case studies to initialise the model and give
macro-level patterns to validate the model against, we have the research question:
How do the De Graaff et al. (2008) framework of farmers’ SWC behaviour,
and the representations of farmer interaction perform when implemented
in an ABM and explored in multiple case study contexts?
The term ‘perform’ (or performance) here refers to the ability of the framework to
serve as a strong building block from which a sufficient mechanism can be developed
to cause, and thus offer one explanation of, patterns of adoption similar to those in the
real world, across multiple case studies. A pattern-oriented modelling (Grimm et al.,
1996, 2005; Railsback and Grimm, 2012; Wiegand et al., 2003) approach is used in the
experimental design to address this question, and is described in detail below.
At this point, it is important to note that the framework was not developed with this
kind of exploration and test in mind. De Graaff et al. (2008) suggest that creating such
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a framework is useful for ‘analytical purposes’ - in effect a framework for aiding our
thinking, and thus data collection and analytical approach to the question of what
causes farmers to adopt, or not adopt, SWC. Thus, to test the framework in the way
presented in this chapter, is not to test whether the framework has any value, or cred-
ibility, in an absolute sense, but rather has value being used as the basis of agent-based
models of farmers’ SWC behaviour.
As detailed in Chapter 6, the direct implementation of the De Graaff et al. (2008) frame-
work does not make up the entirety of the SWAP model. The model also includes a
novel representation of the interaction of farmers. This interaction is not specified by
the De Graaff et al. (2008) framework; rather it is based on a more general reading of
the literature, and understandings of farmer networks and institutions. To explore the
performance of the De Graaff et al. (2008) framework alone, and with the additional
interaction, the experiments on the model run for this chapter included versions with
and without the interaction components.
This chapter is structured as follows. Section 7.1 presents the experimental design
used to explore the De Graaff et al. (2008) framework and the interaction components.
Section 7.2 presents the three case studies used, and the micro and macro-level data
gathered on each. In Section 7.3 the way verification and calibration were approached
is covered, including a discussion of variables for which it was impossible to gather
case study data. Finally, Section 7.4 presents the results of the experiments, before
conclusions are presented in Section 7.5.
7.1 Experimental Design
7.1.1 Pattern-oriented Modelling
To address the research question described above, and thus assess the performance of
the De Graaff et al. (2008) framework, a pattern-oriented modelling (POM) approach
is used. This is formally presented by Railsback and Grimm (2012), and further dis-
cussed, particularly in relation to ecology, by Grimm et al. (1996, 2005); Wiegand et al.
(2003). In essence, the POM approach involves setting up the SWAP model with data
from a case study (i.e., demographics, other household characteristics), running the
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simulation and assessing if the model can reproduce multiple qualitative macro-level
patterns that describe the adoption of SWC in that case study. Examples of a qual-
itative pattern could include: ‘adoption rose slowly at first and then accelerated’, or
‘adoption is characterised by pockets of adoption amongst areas of no adoption’, or
‘adoption did not go above roughly three quarters of the population’. These types of
pattern can be understood as ‘weak’, rather than ‘strong’, such as, for example, precise
data on regular cycles in populations. The difference is that a ‘strong’ pattern has a
higher level of precision, normally based on quantitative data, whereas a ‘weak’ pat-
tern is less precise, and based on qualitative data or description. Reproducing one of
these ‘weak’ patterns alone does not constitute validation as they are relatively simple,
rather the model needs to reproduce three, or more, of these patterns to be validated.
This process is then repeated for several case study areas (with no further calibration
of the model), ideally with different patterns of adoption, and similar availability of
input data. Once this process has been completed, we can begin to get a sense of how
‘well’ the framework of farmer behaviour has performed, and whether or not we can
claim the model is validated.
To summarise, this gives the overall modelling cycle of:
1. Identify a suitable framework for agent behaviour.
2. Implement the framework of agent behaviour in an ABM.
3. Collect micro-level (i.e., households) and macro-level (i.e., country or region)
data on three (or more) case studies.
4. Initialise the model with the first case study’s micro-level data.
5. Calibrate other variables so that the model reproduces the macro-level patterns
of the first case study.
6. Initialise and run the model with micro-level data from the other case studies,
and do NO further calibration.
7. Assess the performance of the model in replicating the macro-level patterns of
the 2nd and 3rd case studies.
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7.1.2 Interaction Components
The De Graaff et al. (2008) framework on its own is worthwhile testing in an ABM.
However, the framework does not incorporate social dynamics in a meaningful way.
We can assume that this is unlikely to be realistic. We also know that ABMs are well
suited to representing interaction amongst agents, therefore it is relatively easy to
implement some interaction on top of the framework. Finally, as a discussion tool
(presented in Chapter 8) the model does include models of farmer interaction. As a
result of each of these three points, the framework was tested, both with and without
the additional representation of farmer interaction.
Chapter 6 detailed the four ways interaction is modelled in the SWAP model: (i)
farmer groups, (ii) influential individuals, (iii) extension agents, and (iv) all three com-
bined. In practice, testing the model with each of these meant running it without any,
with each alone, and with all ‘on’. This allows us to compare the framework’s per-
formance across the five model setups. In effect, this reproduces what Railsback and
Grimm (2012) refer to as model selection.
7.1.3 Repeats
A key decision in setting up the experimental design was to decide how many repeats
of each intialisation of the model was required to generate a reliable average output
(percent of farmers with SWC was used to test here as it is one of the key outputs of
the model). To do this, one scenario was run one hundred times, and then averages
and standard deviations taken of the outputs over 5, 10, 20, 30, 40, 50, 60, 70, 80, 90
and 100 of these repeats. The aim was to explore the relationship between the size of
the standard deviation and the number of repeats used to generate it, and thus be able
to choose the smallest number of repeats that gave an acceptable standard deviation,
relative to that of one hundred repeats. Table 7.1 shows that there was no additional
reliability gained from having a high number of repeats. This was also true of the
second key output - percent of fields with SWC. The standard deviation actually rises
from 5 to 30 repeats, reflecting the effect of such a small sample size. Ideally a repeats
value of 30 or 50 would have been chosen so as to provide a reasonable sample size
for averages to be calculated. However, this would have increased the experiments’
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run-time considerably. In addition to the repeats of identical runs of the model, there
were also additional repeats of very similar runs based on the different micro data
points and parameter values used (as described in Tables 7.3, 7.4 and 7.5 below). These
additional runs of the model for each experiment meant a lower repeats value was
deemed acceptable. Thus, the least computationally demanding option of using five
repeats was decided upon.
Table 7.1: Repeats of the model and size of standard deviation of final percentage of farmers adopting
SWC
No. of Repeats 5 10 20 30 40 50 60 70 80 90 100
St. Deviation 3 3.84 4.66 4.77 4.74 4.47 4.86 4.70 4.90 4.80 4.77
7.2 Case studies
The case studies used as part of the POM approach are (i) the region of Tigray in north-
ern Ethiopia, (ii) the ‘South-East’ region in Nigeria, and (iii) the island of Cebu in the
Philippines. These case studies were chosen on the basis of (i) availability of data, and
(ii) attempting to choose examples with differing cultures, agricultural and economic
circumstances - and thus macro-level patterns of SWC adoption. Published accounts
of research projects, and national or international level census and survey data were
searched for useable data. Owing to the high number, and unusually wide spread,
of variables the De Graaff et al. (2008) framework includes, no individual study, or
database contained all of the data of interest. Thus a selection of sources on each case
study were required. Even so, pragmatic decisions had to be made on several occa-
sions where data were lacking; each of these are discussed in this section.
The data collected, and the macro-level patterns identified, are assumed to be roughly
accurate. It is not the aim to make precise predictions about how the model should
behave, but rather identify clear trends or results. The model should reproduce these,
but does not need to have highly accurate results. For example, if the macro-pattern
is ‘half of farmers adopt SWC’, this does not mean the model must give precisely 50%
adoption rates, but rather should come to a point near this, most of the time.
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7.2.1 Tigray
Tigray (see Figure 7.1) lies at the northern tip of Ethiopia, bordered by Eritrea to the
north and Sudan to the west. Agriculture in the region is dominated by subsistence
Source: Google Maps
Figure 7.1: Map of Ethiopia
Tigray labelled as ‘A’ and highlighted in red
farmers (Mekuria et al., 2009); the land suffers from high levels of degradation and soil
erosion (Gebrermichael et al., 2005). Efforts have been made in the region to conserve
soil since the early 1990s, and have included private (terraces and bunds supported
by extension services) and public (community labour and food-for-work programmes)
investments (Gebremedhin and Swinton, 2003). Kriiger et al. (1997) suggests the na-
tional government first began to recognise the severity of degradation after the 1973-4
famines in the country. This history of high levels of soil erosion and degradation were
important in choosing Tigray as a case study, and explains the relatively high level of
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attention the region has experienced with regards to research and conservation pro-
grammes, and thus the resulting data availability.
Table 7.2 presents the micro-level data collected and used in the intitialisation of the
SWAP model for Tigray. These micro-level variables were reasonably easy to find data
Table 7.2: Micro-level data for Tigray
No. Variable Value Source
1 proportion-of-households-with-
extension-contact
0.574 Gebrermichael et al. (2005)
2 death-age 60.5 World Health Organisation (2011)
3 proportion-of-households-with-
successor
0.422 Gebrermichael et al. (2005)
4 average-size-of-household 4.6 Population Census Commission
(2007)
5 average-age-of-decision-maker 47 Population Census Commission
(2007)
6 proportion-of-households-with-
labour-access
0.2 Estimate based on low level of
commercialisation
7 proportion-of-households-with-
decision-maker-labourer
0.9 Estimate based on low level of
commercialisation
8 average-years-of-education 4.79 Population Census Commission
(2007)
9 proportion-of-households-with-
credit-access
0.1 Estimate based on low level of
commercialisation
10 average-adherence-to-norms 59.4 Gebremedhin and Swinton (2003)
11 proportion-of-households-own-
land
0.75 Halfway point between estimates
of Gebrermichael et al. (2005) and
Population Census Commission
(2007)
NB: For more information on the variables, refer back to Table 6.2.
for. Two issues arose on which a pragmatic approach had to be taken. First, for three of
the variables (proportion-of-households-with-labour-access, proportion-of-households-with-
decision-maker-labourer, and proportion-of-households-with-credit-access) it was not pos-
sible to find quantitative data, rather estimates were based on background knowledge
of the region, that it is dominated by subsistence farming and thus has a low level of
commercialisation. This meant that farmers were assumed to be (i) unable to hire-in
labour easily, (ii) commonly working on their own land, and (iii) unable to get easy
access to credit. Second, determining the proportion of farmers that owned their land
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proved difficult in the sense that a range of data was found. This likely reflects the
sensitive nature of land tenure in the region and country. In the end, a mid-point was
chosen between two of the most trustworthy data sources - Gebrermichael et al. (2005)
and Population Census Commission (2007). Trustworthiness was judged based on one
source being from a peer-reviewed journal, and the other being a national government
census.
The macro-level patterns identified for Tigray were:
1. Roughly half of farmers practise conservation,
2. Farmers do not practise conservation on all of their land, and
3. There are ‘waves’ of adoption through time.
These three were developed on the basis of a combination of multiple sources, includ-
ing Demeke (2003); Esser and Haile (2002); Feoli et al. (2002); Gebremedhin and Swin-
ton (2003); Gebrermichael et al. (2005); Hengsdijk et al. (2005); Mekuria et al. (2009);
Munro (2008); Nyssen et al. (2000, 2008). This process was much more fluid than that
for the micro-level data. A high-level of interpretation and decision-making was re-
quired on the part of the modeller to come to these qualitative descriptions of adoption
patterns. This is a potential limitation of the approach, and is discussed further in the
conclusion.
7.2.2 South-East Nigeria
Nigeria (see Figure 7.2) is made up of thirty-six states and a federal capital territory.
These are split between six zones: North Central, North East, North West, South East,
South South, and South West (National Population Commission Nigeria et al., 2010).
The South-East zone was chosen as the case study region. Similarly to Tigray, Nigeria’s
economy is dominated by agriculture, contributing just under half of the country’s
GDP, and roughly two thirds of employment for the labour force (Yila and Thapa,
2008). Over 90% of the agricultural output of the country comes from small-scale,
resource-poor, subsistence farmers (Adedipe et al., 2004).
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Source: National Population Commission Nigeria et al. 2010
Figure 7.2: Map of Nigeria
South-East region labelled
Table 7.3 presents the micro-level data collected and used in the initialisation of the
model for South-East Nigeria.
Gathering data for this region proved a little more difficult than was the case for
Tigray. For some variables, data from neighbouring areas was used as a proxy for
that of South-East Nigeria; these are those from Babatunde (2008); Damisa and Igonoh
(2007); Yila and Thapa (2008). As such, this case study is probably the weakest in
terms of availability of data. A potentially bigger limitation here was the difficulty of
finding any data for the successor and adherence to norms variables. As no data were
available for these, two values were simulated in turn, and results from both used in
the analysis.
The macro-level patterns identified for the region were:
1. Roughly half of farmers adopt conservation (Yila and Thapa, 2008),
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Table 7.3: Micro-level data for SE Nigeria
No. Variable Value Source
1 proportion-of-households-with-
extension-contact
0.33 Damisa and Igonoh (2007)
2 death-age 53 World Health Organisation (2011)
3 proportion-of-households-with-
successor
0.4 &
0.6
Rough estimate based on Tigray,
thus two values used to check for
sensitivity
4 average-size-of-household 4.52 Omonona (2009)
5 average-age-of-decision-maker 54.6 Omonona (2009)
6 proportion-of-households-with-
labour-access
0.745 Damisa and Igonoh (2007)
7 proportion-of-households-with-
decision-maker-labourer
0.73 Omonona (2009)
8 average-years-of-education 7.01 Babatunde (2008)
9 proportion-of-households-with-
credit-access
0.204 Babatunde (2008)
10 average-adherence-to-norms 40 &
60
Rough estimate based on Tigray,
thus two values used to check for
sensitivity
11 proportion-of-households-own-
land
0.61 Yila and Thapa (2008)
NB: For more information on the variables, refer back to Table 6.2.
2. Extension contact causes more adoption than local/clustering effects (Yila and
Thapa, 2008), and
3. Long lasting adoption only occurs in a small number of cases (Yila and Thapa,
2008).
These macro-level patterns were easier to find, in the sense that they were contained
in others’ work, rather than having to be pieced together from a selection of sources as
done for Tigray. However, Yila and Thapa (2008) present work done at the Jos Plateau,
which is to the north of SE Nigeria. These patterns are thus assumed to be similar for
the two regions. This assumption appears reasonable given the general nature of the
patterns, and the comments from Yila and Thapa (2008), that these patterns are found
in other areas.
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Source: Google Maps
Figure 7.3: Map of Philippines
Cebu labelled as ‘A’ and highlighted
7.2.3 Cebu
Figure 7.3 shows Cebu Province, an island in the centre of the Philippine archipelago.
The Philippines is relatively more developed than Ethiopia or Nigeria, with agricul-
ture only employing 37% of the labour force (Olabisi, 2012). Cebu is the most defor-
ested province in the Philippines (Bensel, 2008). Owing to the combination of steeply
sloped terrain, high population, and deforestation, degradation and environmental
decline have long been identified as problems in Cebu (Bensel, 2008).
Table 7.4 presents the micro-level data collected and used in the initialisation of the
model for Cebu. Five variables proved difficult in terms of data collection. For the
successor variable, a rough estimate was again used, based on the assumed similarity
with Tigray. Although the region is in a different part of the world, the similarity is
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Table 7.4: Micro-level data for Cebu
No. Variable Value Source
1 proportion-of-households-with-
extension-contact
0.08 Lapar and Pandey (1999)
2 death-age 73 World Health Organisation (2011)
3 proportion-of-households-with-
successor
0.4 &
0.6
Rough estimate based on Tigray,
thus two values used to check for
sensitivity
4 average-size-of-household 4.8 National Statistics Office Philip-
pines and ICF Macro USA (2008)
5 average-age-of-decision-maker 48.2 Lapar and Pandey (1999)
6 proportion-of-households-with-
labour-access
0.3 Estimate based on low level of
commercialisation, but marginally
more than Tigray
7 proportion-of-households-with-
decision-maker-labourer
0.6 &
0.9
Estimate based on low level of
commercialisation, but marginally
more than Tigray
8 average-years-of-education 4.4 Lapar and Pandey (1999)
9 proportion-of-households-with-
credit-access
0.3 Estimate based on low level of
commercialisation, but marginally
more than Tigray
10 average-adherence-to-norms 40,
50, 60
Rough estimate, thus three values
used to check for sensitivity
11 proportion-of-households-own-
land
0.45 Lapar and Pandey (1999)
NB: For more information on the variables, refer back to Table 6.2.
based on the region’s status in a developing country with high rates of subsistence
farming. For the labour access, decision maker does labouring, credit access, and adherence
to norms variables, estimates were also based on similarity to Tigray, but set at dif-
ferent values owing to Cebu’s relatively higher level of development. Again, ranges
were used for some of the values for which absence of data was felt to be particularly
problematic.
The macro-level patterns identified for Cebu were:
1. Low adoption rates (Cramb, 2006; Lapar and Pandey, 1999),
2. Adoption has not diffused through the population - i.e., high clustering (Cramb,
2006), and
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3. The majority of farmers that adopt conservation, do so on a large majority of
their land (Olabisi, 2012)
Again, some data sources from neighbouring regions were required (these are Olabisi
2012 and Cramb 2006).
7.3 Verification and Calibration
Before the results of the simulations conducted for each of the case studies are presen-
ted it is important to go over how the model was verified and calibrated. Validation
is not included explicitly here, as the entire POM process is in effect an attempt to
validate the SWAP model. Verification refers to the process of ensuring the model is
‘bug free’ and is doing what is intended by the modeller. Calibration is the process
of finding values for parameters (that data cannot be collected for) in the model that
allow the model to produce the macro-level patterns of interest.
7.3.1 Verification
As detailed in Figure 6.1 in the previous chapter, the SWAP model was developed
over several stages, and was refined following input from the research partners at
ILRI/IWMI and policy makers at the stakeholder workshop. This process had the ad-
ded benefit that it enforced a layer of verification on the model that would have oth-
erwise not been present. Presenting the model in detail to these two groups ensured
extensive efforts were made to check the model was working as intended. During
development the model was also constructed in a modular fashion, with diagnostics
run after each additional module was added to minimise the chance of ‘bugs’ in the
NetLogo code.
Beyond this development process, the model was also put through a more formal veri-
fication process prior to the running of the experiments presented in this chapter. This
was based on extensive diagnostics, run on the model to explore many parameters
and outputs, that are not part of the main analysis. Individual agents (both farmers
and fields) within the model were also ‘followed’ during simulations to check that
their behaviour was in line with expectations.
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7.3.2 Calibration
There are ten variables that were required (in the sense that the De Graaff et al. (2008)
framework, and/or its implementation, required their presence) during the develop-
ment of the SWAP model that were conceptually difficult or impossible to acquire data
for. These variables were set aside from those used in the case studies, and were as-
signed values using a sensitivity analysis (SA) in this calibration process. This was
done on the case study of Tigray, and each of the five versions of the model: no in-
teraction, farmer groups, influential individuals, extension agents, and all. Table 7.5
presents these variables and the value(s) used on each. These are the values that best
delivered the macro-patterns for each of the model types for the Tigray case study. It
is worth making a special note for initial-proportion-practising-conservation. Though it
would have been possible to gather data on this variable, it was kept in the calibra-
tion process. This is because the model simulates adoption starting at some point in
the past, approximately 50 years (based on each time step representing three months).
This estimate of time is approximate, the intention is to simulate dynamics, rather
than a specific time period, thus it was decided not to formally express the start point
of the simulation, which would have been implicit by using real data for the initial-
proportion-practising-conservation variable.
As noted in Table 6.2 in the previous chapter, all of these variables (except consumption-
per-individual and initial-proportion-practising-conservation) were assigned to agents us-
ing the values presented in Table 7.5 as a mean of a normal distribution, meaning
agents did not have the exact values presented, but a value chosen at random from a
normal distribution around the value.
The variables that were simulated at different levels (average-discount-rate and number-
of-initial-farmers), and results combined, were modelled in this way because the sens-
itivity analysis showed that they had the largest effects on the outcome of the model.
Thus it was decided to incorporate a range.
7.4 Results
This section presents the results of the various simulation runs on the three case stud-
ies. They are presented in turn; each with a focus on how well the results fitted with
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Table 7.5: Variables in the calibration process
Variable None FG II EA All
average-institutional-
attitude
50 50 50 30 15
average-risk-aversion 50 50 50 75 90
average-discount-rate 0.12,
0.15, &
0.18
0.12,
0.15, &
0.18
0.12,
0.15, &
0.18
0.4 0.5
average-cultural-
inertia
50 50 50 80 90
average-savings 100 100 100 100 100
number-of-initial-
farmers
200, 300,
& 400
200, 300,
& 400
200, 300,
& 400
200, 300,
& 400
200, 300,
& 400
average-influence-
score
50 50 50 30 15
consumption-per-
individual
200 200 200 200 200
average-knowledge-of-
tech
50 50 50 20 15
initial-proportion-
practising-
conservation
0.1 0.1 0.1 0.1 0.1
NB: For more information on the variables, refer back to Table 6.2. FG=farmer groups, II=influential
individuals, EA=extension agents.
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the qualitative macro-level patterns identified for each case study. The results of the
runs with the interaction components turned off and on are considered together. These
results are summarised in Table 7.6. Throughout the figures displaying the results, FG,
II and EA/ExtA are used to refer to: farmer groups, influential individuals, and ex-
tension agent interaction types respectively.
7.4.1 Tigray
It is important to note that the results of the Tigray case study fit well because the
model was calibrated to ensure similarity between the model behaviour and the qual-
itative patterns identified in the literature.
Macro-pattern 1: Roughly half of the farmers practise conservation
Figure 7.4: Farmer adoption rates for Tigray simulation
Figure 7.4 shows a scatter plot of the results of the Tigray simulations, plotting the
percent of farmers who adopted SWC, against the time step (i.e., time period in the
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model) for each of the interaction types. Each dot represents one data point, i.e., one
step in one simulation run. In all interaction types we can see that there is a level of
variation between model runs. For none, farmer groups and influential individuals
interaction types, there is a high density of results centred around approx 40-60% of
farmers adopting SWC. The rise from the initial starting position of 10% is quick, and
there is a slight drop and levelling out of adoption levels from the high point at around
50 time steps. In some model runs this drop is more pronounced than others. ‘Influen-
tial individuals’ shows a few runs in which the results were lower, going towards 30%
adoption, but these are very few. The ‘extension agents’ and ‘all’ simulations show
slightly higher levels of adoption, around 55-80%. Note that the dots on these last two
interaction types are less dense as there were less simulation runs used for these; this
is because the sensitivity analysis results showed that there was less need for ranges
on some of the parameter values (see Table 7.5).
Macro-pattern 2: Farmers do not practise conservation on all of their land
The percentage of fields on which SWC is being practised, plotted against each time
period for Tigray, is shown in Figure 7.5. Here, with interactions turned off, we see
a similar rise and levelling off as for the percent of farmers adopting, but the rise is
slower, and the variance appears marginally larger. It is interesting to note that the
point at which the percent of fields with SWC levels-off is later than that at which the
percent of farmers levels-off, suggesting a lag, caused by the farmers only adopting on
a subset of their farm at first. Most importantly, the percent of fields on which SWC is
practised is significantly lower than the percent of farmers, showing that the farmers
are not adopting SWC on all of their farm/land.
‘Farmer groups’ shows a similar patten to ‘no interaction’, but reaches a marginally
higher level, between 20-35% rather than 15-35%. Again, the ‘influential individu-
als’ interaction increases the variation, and shows runs with lower levels of fields
with SWC. The ‘extension agent’ and ‘all’ simulations show slightly higher levels of
fields with SWC. However, as these interaction types also generated marginally higher
levels of farmers practising SWC, this does not necessarily undermine this macro-
pattern.
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Figure 7.5: Land SWC practised rates for Tigray simulation
Macro-pattern 3: There are ‘waves’ of adoption through time
The most difficult qualitative pattern to reproduce was the ‘waves’ of adoption through
time. Figure 7.6 plots the average cumulative count of farmers’ decisions, either to ad-
opt, or to stop adoption (dis-adoption) at each time step of the model, surrounded
by 95% confidence intervals. This shows there is a constant ‘churn’ in the adoption
of SWC (‘underneath’ the apparent even/level percentage of farmers adopted), with
farmers stopping and restarting adoption as time passes. This happens for several
reasons; first a farmer may die or move away, being replaced by a different farmer, or
a successor may choose to change the decision, or a farmer may simply choose to stop
adoption if it is not producing the outcomes they desire. Though these graphs show
a relatively constant rate of these decisions (i.e., the relationship with time is roughly
linear), this is interpreted as showing the ‘waves’ of adoption through time. If there
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Figure 7.6: ‘Waves’ of adoption for Tigray simulation
was only one ‘wave’ of adoption, the count of decisions would level off rather than
continue to rise. It should be noted that these lines show average figures over multiple
runs, and that individual lines show much more of a ‘wandering’, and thus varying,
path.
‘Farmer groups’, ‘influential individuals’ and ‘all’ simulations show lower levels of
this churn of decisions. The ‘farmer groups’ simulations show a particularly lower
level with little variation. ‘None’ and ‘extension agents’ interactions types show the
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highest levels in the decisions. ‘Influential individuals’ and ‘all’ also show a kink
in some of the line, all suggesting a slowing in the rate of decisions as the model
progresses, though this effect is very subtle.
As stated above, reproducing the macro-level qualitative patterns for Tigray, was part
of the process of calibration, and is not itself enough to suggest success for the model,
or indeed the De Graaff et al. (2008) framework. However, it is possible that no com-
bination of parameters could have been found to fit the macro-patterns, and thus it is
an encouraging start in the pattern-oriented modelling process. In the next step, we
now consider the case studies of South-East Nigeria and Cebu.
7.4.2 South-East Nigeria
Figure 7.7: Farmer adoption rates for SE Nigeria simulation
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Macro-pattern 1: Roughly half of farmers adopt conservation
This macro-level pattern is the same as for the Tigray region. Figure 7.7 again plots
the percent of farmers who adopted SWC, against the time step, for every run of the
model. For ‘no interaction’, we see a slightly lower overall adoption rate, with a range
between 20-40% of farmers adopting. In this sense, the simulation underestimates
the level of adoption by farmers shown in the macro-pattern, though it is roughly in
the right area and there is a clear rise from the initial level of 10%. ‘Farmer groups’
gives very similar results to ‘no interaction’, ‘influential individuals’ is similar also but
with a little more variation, particularly at lower levels. Again, ‘extension agents’ and
‘all’ result in higher levels of adoption, around 40-80%, with a high level of variation
relative to the others. The ‘extension agents’ and ‘all’ types appear to perform better
here as some runs do show results around 50% adoption, though these are towards
the lower bound of results.
Macro-pattern 2: Extension contact causes more adoption than local/clustering ef-
fects
To compare the effects of extension contact and local/clustering on adoption rates,
two sets of output from the model are used. For extension contact, the average (over
the multiple runs of the model) percent of farmers with SWC is plotted against the per-
cent of farmers with extension contact. For clustering effects an index of dissimilarity
(IoD) was calculated. IoD is a measure commonly used in demographics (Taylor et al.,
2000), which measures the evenness with which two groups are distributed across
a geographical area. The score is generated by splitting the model space into four
quadrants, and comparing the number of each type of farmer (adopted or not) in each
quadrant. Summing the absolute value of the differences, and halving this score, gives
us a value between 0 and 1. A higher score is interpreted as meaning a higher level of
dissimilarity and thus a higher level of clustering.
Figure 7.8 shows the average percentage of farmers adopting against the percent of
farmers with extension contact for all interaction types. As the level of extension con-
tact rises, we see a clear rise in the average level of adoption, suggesting a strong posit-
ive relationship. It is also worth noting that in the simulations with ‘all’ and ‘extension
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agents’, in which the level of extension could change during the simulation, we see the
strong positive relationship continue throughout all levels of extension contact.
Figure 7.8: Farmer adoption rates versus extension contact
Next, Figure 7.9 shows the same type of bar graph as the previous, but with the IoD
score on the x-axis. All five types show an approximately positive skew type distri-
bution, though this is most clear in the ‘extension agents’ and ‘all’ simulations. The
association between the IoD and percentage of farmers adopting SWC rises at first,
then drops away quickly, particularly after the IoD score goes above 0.2. The percent
of farmers appears to level off around 10% in all types, with ‘no interaction’ reaching
this level more often at the higher IoD scores.
These results are less clear cut than those for extension contact, with a less simple
linear relationship, but still do appear to show an association, and potential effect.
However, it is important to consider that at higher adoption levels, there is bound to
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Figure 7.9: Farmer adoption rates versus local/clustering effects
be lower levels of strong clustering, and a lower chance of uneven spread, as the space
begins to fill with farmers adopting SWC.
Macro-pattern 3: Long lasting adoption only occurs in a small number of cases
The third of the three qualitative patterns for South-East Nigeria is assessed in Figure
7.10. This figure shows five histograms of the values of the variable ‘timeHadSWC’ at
the end of a simulation (i.e., the scores are only recorded at the end of a simulation).
This ‘timeHadSWC’ denotes the average number of time steps an agent has had SWC
on its land in a row for each of its adoption periods (i.e., its total number of timesteps
with SWC divided by the number of times it has stopped SWC completely). The histo-
grams show results from one simulation run, and are indicative of typical results. Re-
call from above, that there is a constant churn of adoption and dis-adoption amongst
farmers in the model. The histograms show that there are many agents with a score
of zero, and then typically a ‘tail’ of agents with longer and longer periods of adop-
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Figure 7.10: Histograms of length of SWC adoption
tion. There does appear to be a decreasing frequency as the length of time increases.
This shows that the agents with a long period of adoption are in the minority, and
that the simulations are successful in reproducing this third qualitative pattern. The
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differences between the interaction types are subtle here. The ‘influential individuals’
and ‘extension agents’ simulations appear to show a second peak around 10-20 time-
HadSWC, which the ‘none’, and ‘farmer groups’ do not show. The ‘all’ simulations
show this even more strongly, with the most common timeHadSWC, no longer zero,
but in the 10-20 range.
7.4.3 Cebu
Macro-pattern 1: Low adoption rates
Figure 7.11: Farmer adoption rates for Cebu simulation
Figure 7.11 presents a scatterplot of farmers’ adoption rates at each stage of the sim-
ulations. The pattern here is clearly different from the previous two case studies. In
‘no interaction’, ‘farmer groups’ and ‘influential individuals’, the number of farmers
with SWC adopted actually appears to decrease on average, from the initial position
of 10%. This suggests a strong success in the performance of the model here. The
pattern in farmer adoption is qualitatively different, and in line with the macro-level
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pattern observed for Cebu. However, ‘extension agents’ and ‘all’ show much higher
levels of adoption, suggesting these two fail to reproduce this qualitative pattern.
Macro-pattern 2: Adoption has not diffused through the population - i.e., high clus-
tering
The next qualitative pattern is assessed here using the IoD score once again. Recall,
a high score denotes higher levels of dissimilarity and thus higher clustering. Figure
7.12 compares the histograms for the IoD variable, over the three case studies, and the
five interaction types. Note the differing axes values; the y-axes are not particularly
relevant, as there were a different number of runs of each case study, reflecting the
lower levels of certain data for SE Nigeria and Cebu. Rather, it is the values on the x-
axis that are important. For the ‘no interaction’ simulations we can see that the Cebu
case study has many IoD scores reaching over 0.2, whereas South-East Nigeria and
Tigray stop at approx 0.2. Thus it would appear that the Cebu simulation with ‘no
interaction’ showed higher levels of clustering compared to the other two. If we take
the other two case studies as a base line, this suggest the simulations were successful
in reproducing the pattern of a lack of diffusion through the total population of SWC
adoption.
This result holds for ‘influential individuals’ and ‘farmer groups’, but for ‘extension
agents’ and ‘all’ interaction types it no longer holds, and all the case studies show sim-
ilar results. This suggests in these two interaction types, the model is less successful
in reproducing this macro-pattern.
These results are confirmed by comparisons of each of the median IoD score for these
histograms. The Cebu simulations give a median IoD of 0.13 for ‘no interaction’ and
‘influential individuals’, 0.12 for ‘farmer groups’, and 0.9 for ‘extension agents’ and
‘all’. The median IoDs for SE Nigeria and Tigray all fall between 0.08 and 0.1, showing
that the ‘no interaction’, ‘influential individual’ and ‘farmer groups’ for Cebu do have
higher clustering.
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Figure 7.12: IoD for the three case studies
Macro-pattern 3: The majority of farmers that adopt conservation, do so on a large
majority of their land
The final macro-pattern for Cebu is assessed first using the percentage of fields with
SWC adopted against the time step, and secondly using histograms showing the count
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Figure 7.13: Fields with SWC for Cebu simulation
of farms’ differing ‘percent of farm with SWC’ values.
Figure 7.13 plots the former, with the percent of fields with SWC practised on for each
time step. For ‘no interaction’, ‘farmer groups’ and ‘influential individuals’, this shows
a broadly even pattern, with the proportion of fields with SWC varying between 1.5%
and 10%. Recall, the percentage of farmers adopted SWC averaged out at around 5%
to 20% (Figure 7.11). This shows that there are many farmers that are not employing
SWC on all of their fields. The relationship between percentage of farmers adopting,
and fields with SWC is similar to that of Tigray, and thus there is not much support
for the qualitative pattern of a majority of farmers with SWC using it on nearly all
of their land. The results of the model with ‘extension agents’ and ‘all’, show a now
familiar pattern, with results higher than the others, around 20-45%. However, given
that these models gave adoption rates around 50-80%, they are still unsuccessful in
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Figure 7.14: Proportion of farm with SWC for Cebu simulation
reproducing this macro-pattern.
To explore this macro-pattern further, Figure 7.14 plots the histograms of the percent
of farm with SWC at the end of one simulation for each interaction type. The fre-
7.5. Conclusion 169
quency gives the count of farms with the corresponding percent of farm with SWC.
To reproduce the macro-pattern we would hope to see high counts on the right hand
side of the x-axis. Here, this is partially the case for ‘extension agent’ and ‘all’ simula-
tions, but not for the other three interaction types, reinforcing the result that all types
perform poorly here.
7.5 Conclusion
This chapter has presented the exploration of the SWAP model on theoretical grounds.
The performance of the De Graaff et al. (2008) framework, and the interaction types
built upon it, have been assessed in terms of their ability to reproduce multiple qualit-
ative macro-level patterns of SWC adoption, over three case studies. This endeavour
has sought to validate the SWAP model, and explore whether or not the De Graaff
et al. (2008) framework and the interaction types are suitable to be used as a building
block from which a sufficient mechanism can be developed to cause, and thus offer
one explanation of, patterns of adoption similar to those in the real world.
Table 7.6 summarises the ‘performance’ of the SWAP model over the three case studies
and nine qualitative macro-level patterns.
For the model with ‘no interaction’, only one of the qualitative patterns was clearly
not met, the other eight were all met well, or reasonably well. For the ‘farmer groups’
and ‘influential individuals’ models, the performance was the same, with only one
macro-pattern not being met at all. However, the ‘extension agent’ and ‘all’ mod-
els performed less well, particularly on the last case study of Cebu. Giving the five
versions of the model scores (based on one point for a good reproduction of a macro-
pattern, half a point for OK, and zero for poor reproduction) we get scores of seven out
of nine for the ‘no interaction’, ‘farmer groups’ and ‘influential individuals’ models,
and five and a half for the ‘extension agents’ and ‘all’ versions.
This result suggests the De Graaff et al. (2008) framework itself, and the ‘farmer groups’
and ‘influential individuals’ interaction types perform well, but that adding the ‘ex-
tension agent’ interaction component reduces the explanatory power. This appears
to suggest that extension agents in the SWAP model spread SWC too effectively. This
is seen by the adoption rates being too high, and the lack of clustering, in the Cebu
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Table 7.6: Summary of performance of SWAP model
Assessment - Interaction Type
Macro-level Pattern None FG II EA All
Tigray
1. Roughly half of farmers
adopt SWC
Good Good Good Good Good
2. Farmers do not practise
SWC on all of their land
Good Good Good Good Good
3. There are ‘waves’ of adop-
tion through time
OK OK OK OK OK
South-East Nigeria
4. Roughly half of farmers
adopt SWC
OK OK OK Good Good
5. Extension contact causes
more adoption than cluster-
ing effects
Good Good Good OK OK
6. Long lasting adoption
only occurs in a small num-
ber of cases
Good Good Good Good Good
Cebu
7. Low adoption rates Good Good Good Poor Poor
8. Adoption has not diffused
through the population - i.e.,
high clustering
Good Good Good Poor Poor
9. Majority of farmers that
adopt SWC, do so on the ma-
jority of their land
Poor Poor Poor OK OK
Overall
Score out of 9 7 7 7 5.5 5.5
Score based on Good = 1 point, OK = 0.5 points, Poor = 0 points
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case study. The extension agents in this version of the model appear to have over-
ridden the underlying characteristics of the model that gave low adoption, and high
clustering in other versions.
The framework alone can be considered validated, and we can be reasonably confid-
ent in using the De Graaff et al. (2008) framework as a building block for a sufficient
mechanism to offer one explanation of adoption patterns, and thus as a basis for build-
ing models such as that presented in this thesis. In this sense, the results suggest the
framework is useful in a way significantly different from that described by De Graaff
et al. (2008) themselves. That is, the framework is useful as a basis for computational
model building - namely agent-based modelling - of the SWC adoption process.
In addition, the ‘farmer groups’ and ‘influential individuals’ interaction types have
been shown also to perform well, and thus have been equally validated. However,
this is not the case for the ‘extension agent’ interaction type. The way the framework
is used should not include overly effective extension agent activity.
The success of the framework and two of the three interaction types means pursuing
future work on building more detailed and applied models of SWC adoption, using
the De Graaff et al. (2008) framework and SWAP model, appears worthwhile. As dis-
cussed in Section 6.4.3, this validation of the framework and model is the first stage
in building forecasting models based on the SWAP model. However, feedback from
both scientists at ILRI/IWMI and the policy makers at the stakeholder workshop sug-
gested that the model would need to be considerably more detailed, particularly in
the biophysical representation, to be trusted as a forecasting tool. Nonetheless, these
results are encouraging towards this goal.
There are some key limitations that we should be aware of. First, there were some
limitations in the collection of micro and macro-level data for two of the three case
studies. Where data were not found for some variables, other data had to be used
from neighbouring or similar areas elsewhere in the country/region. This means that
there is the potential for some of the matching up of micro to micro level data, and
micro to macro level data, to be flawed. This is unlikely to be fatal, but the risk is non-
etheless present. Second, the process of arriving at qualitative, macro-level patterns
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for SWC adoption is necessarily a fluid and interpretative process. This means there
is plenty of opportunity for bias on the part of the researcher to be introduced, partic-
ularly in the use of patterns that the researcher intuitively ‘feels’ can be achieved by
the model. This was combatted by selecting the macro-level patterns before the final
development (verification and calibration) of the model was complete. A strict rule
of no calibration between initialising the model for the 1st, and 2nd/3rd case studies
was also observed to minimise any potential for researcher bias. Finally, it should be
noted that the macro-patterns for the first two case studies of Tigray and SE Nigeria,
were not mutually exclusive, so there is a chance that the calibration conducted on the
Tigray case study, ‘carried over’ to SE Nigeria. This is however, not the case for the
Cebu case study.
The next chapter moves on from the exploration of the model to explore its potential to
be used as a discussion and engagement tool with policy stakeholders, by describing
a workshop run with a group of such stakeholders.
Chapter8
The Stakeholder Workshop
This chapter presents the approach and findings of the SWAP model stakeholder
workshop. The workshop was held on 20th June 2013, at the ILRI Info-Centre in Ad-
dis Ababa, Ethiopia. The general aim of the workshop was to explore the potential
use of the SWAP model as a discussion and engagement tool as outlined in Chapter 6,
Section 6.4.1.
The workshop would not have been possible without the support of the scientists at
the International Livestock Research Institute and International Water Management
Institute (ILRI/IWMI), both part of the Consultative Group on International Agricul-
tural Research (CGIAR), in Addis Ababa, and specifically the collaboration with Dr
Beth Cullen. This collaboration came about after discussions identified the overlap
between the work of ILRI/IWMI on SWC, and specifically the ‘Nile Basin Develop-
ment Challenge’ (more information can be found at www.nilebdc.org), and the fo-
cus of this thesis. For ILRI/IWMI, their interest lay in two areas: firstly in reaching-out
to ‘mid-level’ regional stakeholders, with whom they had not interacted previously,
and understanding these stakeholders’ perception of the policy context in which they
worked. This complemented their existing work and knowledge on the experience of
farmers and local organisations (i.e., at the local ‘Kebele’ and ‘Woreda’ levels), and the
efforts of national-level policy makers. Secondly, alongside this general interest, was
a desire to understand how these stakeholders perceive the sort of tools researchers
devise, such as the SWAP model, that have the express aim of aiding stakeholders.
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This was the result of the development of a suite of tools underway at ILRI/IWMI
at the time (e.g., Nile Goblet Tool, www.nilebdc.org/tag/nile-goblet), and
significant collaboration with researchers using existing tools (e.g., WAT-A-GAME,
www.watagame.info). These aims complemented those of this thesis well, and led
to the joint organisation of a one-day workshop on which this chapter is based.
The chapter is structured as follows. In Section 8.1, the aims and objectives of the
workshop are presented in detail. Section 8.2 presents the approach taken in finding
participants for the workshop. Section 8.3 outlines the structure and format of the
workshop. In Section 8.4, the important question of how the model was presented is
addressed. The main discussion of the events, findings and outcomes of the workshop
can be found in Section 8.5, prior to the final conclusions in Section 8.6.
As this chapter includes descriptions and reflections on the discussion and interac-
tions, and my role in the stakeholder workshop, some of the language used is less
formal than that in the rest of the thesis. Moreover, it is my goal to be reflexive in this
chapter, and so the first-person is used in some places, particularly Section 8.5.
8.1 Aims and Objectives
Given the critique of the SWC policy process detailed in Section 6.2 - in which diffi-
culties in implementing policies that are sensitive to farmer behaviour were identified;
and in which interaction between different stakeholders was shown to have been poor
or failing - the aim of the model here is to help improve the interaction and commu-
nication of the various stakeholders working on SWC.
This aim gives the high-level research question:
What tools can be developed to improve the success of SWC policy inter-
ventions by aiding policy stakeholders’ interaction, discussion and com-
munication?
To address this broad question, the concept of the ‘interested amateur’ or ‘curious
non-expert’ developed by Daniel Dennett (Dennett, 2013) was used as inspiration.
Dennett suggests that when experts on a subject debate or discuss that subject, they
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assume the expertise of the other and do not discuss basic concepts. The result is
that they often ‘talk past’ each other and fail to identify differences in assumptions
and key understandings of the topic or system under discussion. This can also be the
result of experts not wanting to offend one another by asking for explanations of basic
positions and assumptions. In either case, the experts end up erring on the side of
under-explaining or discussing the topic at hand.
This general form can be applied to the SWC policy context as critiqued above. Here,
part of the hypothesised explanation of stakeholders’ (the experts) struggle to com-
municate between levels is that they are talking past each other. They are failing to
identify, or ignoring, basic differences in their assumptions about farmer behaviour
and the incentives and constraints they face. This may be a result of not wanting to
offend each other, basic misunderstanding of each other, strongly contrasting views,
or wilfully ignoring differences.
Dennett’s proposed solution to the general problem is to use lay audiences, or inter-
ested amateurs, to force discussion to focus on assumptions and differences between
experts, and thus to err on the side of over-explaining issues under discussion. For
Dennett, an academic philosopher, this means bringing undergraduate students into
discussions and debates and asking them to query anything they find unclear. For
SWC, it is the SWAP model that plays the role of the interested amateur. The model
represents a detailed ‘guess’ at the behaviour of farmers, their interaction, and the sys-
tem as a whole, and gives stakeholders a tool to focus their discussions and interac-
tions on. Critique is invited from the various stakeholders, and thus the model serves
as a way of starting, framing, and focussing discussions between the stakeholders.
The suggestion is that an ABM has a unique combination of characteristics that give
it distinct strengths (e.g., specificity, structure, intuitive) when used in this way. This
hypothesis gives the more specific research questions:
1. Can an ABM be used as an ‘interested amateur’ (Dennett, 2013) in the context of
SWC policy?
2. Can an ABM’s level of detail focus discussion, whilst still keeping concepts and
ideas tractable?
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3. Do stakeholders value such a discussion tool?
4. Are stakeholders open to the idea of adopting the use of such a tool?
The workshop was intended to address all of these questions, and thus both to explore,
and to demonstrate the potential for the SWAP model to be used as a discussion and
engagement tool.
8.2 Participants
The workshop was run and organised by four people: myself (Organiser), Dr Beth
Cullen (ILRI - Organiser), Zelalem Lima (ILRI - Facilitation), and Tigist Endashaw
(ILRI - Administrative support). All four of us were present at the workshop. Dr Beth
Cullen and I devised the idea and content for the workshop. Zelalem Lima aided
in the facilitation of small groups, and helped with translation between English and
Amharic when required. Tigist Endashaw made detailed notes on the day and helped
with administration before and after the event.
Potential participants were invited several weeks before the workshop. They were
identified based on their positions in the regional Bureaus of Agriculture (responsible
for agricultural policy implementation, coordination, and evaluation) and the NGOs
working with them. This ‘mid-level’ position was of interest to ILRI/IWMI as they
had not had interaction with stakeholders at this level before. More importantly, it
was ideal for the SWAP model aims, as the participants would have had experience
working with stakeholders both at the local and national levels, and so were well po-
sitioned to comment and reflect on the potential for poor interaction amongst stake-
holders ‘up’ and ‘down’ the policy process.
Of the twenty participants invited, nine were available and agreed to participate (I
do not know why the other eleven declined). The legitimacy lent to the workshop
being held at ILRI, and including ILRI/IWMI staff, was invaluable in motivating par-
ticipants to attend. Table 8.1 outlines the participants’ positions and expertise.
There was a reasonable mix of participants in the final list. Amhara and Oromia were
well represented, as they are the two most populated regions. Though there was a ma-
jority of Bureau of Agriculture participants, there were also enough NGO participants
8.2. Participants 177
Table 8.1: List of workshop participants
No. Organisation Expertise / Position
1 ORDA (NGO) Project Design and Action Research Officer
2 BoA Amhara Region Soil and Water Conservation Specialist
3 BoA Amhara Region Livestock Expert in Watershed Study Case
Team
4 BoA Amhara Region Agronomist in Integrated Watershed Planning
team
5 BoA Amhara Region Tana Beles Watershed Development Project -
Livestock and Forage Development Advisor
6 GIZ-SLM Amhara Region
(NGO)
SWC Engineering Specialist
7 GIZ-SLM Oromia Region
(NGO)
Senior Cluster Advisor
8 BoA Oromia Region Watershed Development Planning Expert
9 BoA Oromia Region Agricultural Engineer for SWC
NB: ORDA = Organisation for Rehabitation and Development in Amhara. BoA = Bureau of
Agriculture. GIZ-SLM = Deutsche Gesellschaft fur Internationale Zusammenarbeit - Sustainable Land
Management Project.
such that their voices would not be drowned out or ignored. It was hoped that the
number of participants would total around twelve, as this was felt to be an optimum
number balancing practicalities of managing a workshop with getting as many views
as possible. Owing to not wanting to invite participants at the last minute, and having
got nine participants on the first round of invites, it was decided to settle for nine.
It is possible the findings from the workshop are biased by the characteristics of the
group of participants that took part. The fact that they were willing to take part, and
travel quite far in some cases, suggests they were already interested in researchers’
work, and/or tools like the SWAP model. Generally, it is fair to assume they are more
engaged with researchers and interested than a typical mid-level policy stakeholder.
The final participant list was also not comprehensive in the sense it covered all re-
gions, or types of organisation working on SWC. This means it is difficult to attempt
to generalise the findings beyond government and large NGO actors, or to other re-
gions. Despite these potential drawbacks, the findings of the workshop can still be
used to make attempts at understanding how policy stakeholders view tools such as
the SWAP model, and how they might fit into their work.
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All of the participants spoke English to a functional level, and most spoke well. There
were very few occasions during which translation into Amharic was required. How-
ever, the participants did on occasion switch to talking in Amharic with each other.
This was obviously more convenient and natural for them, but meant that I could
not understand what they were saying. There did not appear any obvious reason for
this change in language in terms of the content of the discussion (e.g., a sensitive or
complex topic) - rather it seemed the participants did this when they wanted to say
something quickly, or with more clarity, to another participant. When this persisted
for more than a few sentences, I tried to use humour to get them to speak in English
again, though this was rarely necessary.
8.3 Workshop Structure
To address these questions, and those of ILRI/IWMI, in the time available, the planned
workshop structure was as shown in Table 8.2.
The day was split into four substantive sessions, in addition to an introduction and
wrap up. The two sessions in bold in Table 8.2 were the sessions which focussed dir-
ectly on the SWAP model. These were in the format of a short (5-15min) presentation
(as shown in Figures 8.1 and 8.2), before an extended discussion in break-out groups
of 4-5 participants (as shown in Figure 8.3), before the whole group reformed to report
back on their discussions. Participants were asked to make notes on their discussions
on flip-charts (an example can be seen in Figure 8.4). These were used to refer back to
after the session, and as prompts during the whole group feedback sections. Though
timing slots were detailed in the workshop plan, they were left intentionally flexible,
and where possible time was extended or shortened to accommodate the natural flow
of discussion. Indeed, on the day, the timings were not stuck to closely, this and the
reasons for it are discussed in Section 8.5.
The first of the two sessions focussing on the SWAP model introduced participants to
the model and built a discussion on the model, against the backdrop of the previous
session on participant’s experiences with SWC planning. The aim of this session was
two-fold. First, to get a basic sense of the views of the participants on the model, and
the assumptions, and framework underlying the model, and second to demonstrate
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Table 8.2: Timeplan of workshop
Time Session
8.30am-9.15am: Arrival, welcome, registration
9.15am: Introduction (Nile Basin Development Challenge Project, SWAP,
Objectives of workshop, Participant introductions)
9.45am: Discussion Session 1 - Experiences with SWC planning
10.30am-10.50am: BREAK
10.50am: Introduction to SWAP model
11.10am: Discussion session 2 - The SWAP model
12.30pm-1.30pm: LUNCH
1.30pm: Potential uses of the SWAP model
1.50pm: Discussion Session 3 - Potential uses of the SWAP model
2.30pm-2.50pm: BREAK
2.50pm: Discussion Session 4 - Use of tools in regional actors work
4.00pm: Wrap up
the use of the model as a discussion tool. This was done by asking the participants to
critique the model, and explore their views, both when they agreed or differed. The
framework and underlying assumptions were used as the main focus here, rather than
the results, or live ‘running’ of the model.
The second of the two sessions introduced the envisaged uses (discussion, theory
exploration, and forecasting) of the SWAP model and built discussion on the parti-
cipants’ views of these. The aim was to understand whether the participants agreed
that the SWAP model could be used in the ways envisaged, explore any other potential
uses, and understand what barriers there may be to its use.
8.4 Presenting the Model
In Chapter 6 it was suggested that ABMs were particularly well suited to being used
as discussion tools owing to the need to describe in computer code the behaviour of
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Figure 8.1: Photo during presentation - introducing handout materials
agents. This level of detail means stakeholders are forced to consider micro-behaviour,
and the system as a whole, at a level of granularity difficult to reach through gen-
eral discussion and the use of more simple or conceptual models. At the same time,
the ABM may have an intuitive appeal which helps to allow this level of detail to be
reached without the issue becoming too complicated or intractable for the users. The
decision of how to present the model to the stakeholders is key to maximise the chance
of this enhanced detail adding value to stakeholders’ discussions, without causing
‘information-overload’.
It was decided to present the SWAP model in four ways:
1. To give an overview of the purpose, assumptions (in UML, pseudo-code, and
text) and results of the model in a short presentation,
2. To present the framework of individual farmer decisions using the De Graaff
et al. (2008) table (see Figure 8.5) in handouts,
3. To present the frameworks of farmer interaction diagrammatically (using Figure
8.6) in handouts, and
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Figure 8.2: Photo during presentation - running the model
4. To refer back to any element of the above during small group discussions using
the handouts and printed slides of the presentation.
In practice, this meant the participants received a focussed introduction to the model
in a presentation, and then a self-led exploration of the model using the handout ma-
terials, which mainly focussed on the Table and diagram of 2 and 3 from above, but
also included UML, pseudo-code and text descriptions in the printed slides if they
were required/desired.
Giving the presentation first meant that the participants were able to get a sense of the
overall purpose of the model, and its components. Beyond this they were also able to
get a sense of what information on the model was being handed out, and to what level
of detail they could consider the model, but without having to actually go through all
the information themselves.
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Figure 8.3: Photo during break-out group
It was this premise of quick overview, but with depth available when required, that
inspired the approach taken. It was during the break-out group discussions that the
detail of the model really came to the fore. As the participants asked questions and
made comment I was able to point to the handouts to give the finer-level granular
detail. It should be noted that only I, owing to being the developer of the SWAP model,
was able to quickly explain the fine detail of the model, whereas the other organisers
were less able to do this due to their lower level of familiarity with the model. Despite
this, in all the break out groups, much use was made of the handout materials, which
suggests that the participants did engage with the detail of the model.
8.5 Discussion
This section will present the actual discussion during, and findings from, the work-
shop. It is split into two sections, one for each of the sessions focussing on the SWAP
model. Recall, the first session focussed on introducing the model and demonstrating
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Figure 8.4: Example of a flip chart sheet with notes
its potential to be used as a discussion tool; the second session took a step back and
focussed on the participants’ views on the potential use of the model.
8.5.1 First Session: Using the model
After the short presentation about the model, the participants broke into two smaller
groups, to discuss the model in detail. Each of the organisers was assigned a group
and sat with them throughout the session The facilitator jumped between the two
groups. The small groups were given the following questions to discuss:
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Figure 8.5: Table from De Graaff et al. (2008) used to present agent behaviour
• What do you agree with in the model?
• What do you disagree with in the model?
• How do you feel about the model assumptions? (with prompts)
• How do you feel about the results of the model?
• Do you believe this model has any important messages (e.g., variability, different
trends, identifying key variables)?
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Figure 8.6: Diagram used to present agent interaction
Atmosphere
The participants engaged with the frameworks in a lively way, discussion started
quickly, with minimal prompting from the organisers and facilitator. The vibrant dis-
cussion continued throughout the session, with only minor prompting, and indeed
continued beyond the allotted time. The session overran by approximately thirty
minutes. I felt the buoyant and sustained discussion was an excellent sign of the par-
ticipants’ engagement with the model and its detail. They seemed interested in the
model, and my fears of struggling with facilitation were quickly dispelled.
Generally, the discussion was good natured and friendly. I attempted to use humour
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to deal with my position as a clear and obvious outsider, and felt this made the discus-
sion open, if a little informal. I felt the lack of formality was a positive as the setting
(on a Western NGO campus), and the political/cultural sensitivity of some of the is-
sues under discussion (e.g., land tenure, ethnicity) meant the discussion could have
become difficult and constrained. Furthermore, the informality maximised the chance
that the participants would be less guarded about their opinions and the model could
begin to become the ‘interested amateur’ as envisaged.
I chose to present myself clearly as a less experienced researcher, hoping to get help
from the participants. In this sense I continued to draw inspiration from the concept
of the ‘interested amateur’, not only was the model playing this part, but so was I.
In the very first session, before I had given a presentation, or been able to show my
work in any way, it was clear the participants were less interested in me or my input;
it was certainly harder to get involved in the discussions. However, once I had given
my presentation to the whole group, and my ownership of the SWAP model was clear,
the participants seemed much more open to my input, and inclusion in the discussion.
Findings
It is important to note that the participants seemed to like ABM in general. They
did not show any apprehension or distaste for the methodology, which was likely
unfamiliar to all. I was prepared to go into detailed discussion of ABM in general,
both to introduce it to the participants, but also to defend it as an approach. However,
this proved unnecessary. The participants’ good reaction to ABM supports the idea
that ABM has an intuitive appeal. The participants also seemed to get a good grasp
of what an ABM was, and what it can do - they did not ask any questions or make
any comments that showed misunderstanding of the methodology. Again, this could
easily not have been the case, and was encouraging from the start.
The discussion on each of the steps in the De Graaff et al. (2008) framework of farmer
behaviour (see Figure 8.5), and the interaction types (see Figure 8.6) will be presented
in this section. Recall the framework, and the interaction types, underpin the agent
behaviour rules in the SWAP model. These are presented in detail in Sections 6.3.2
(framework only), 7.1.2 (interaction only), 6.5.1, and 6.5.2.
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Steps in the De Graaff et al. (2008) framework
Step 1: Erosion symptoms recognised? The first group agreed with the conceptu-
alisation of the step, but felt that ‘land tilled by labourers’ was less important in the
context of Ethiopia as they stated very few farmers had labourers. However, this was
contradicted somewhat in discussion when one participant identified the problem of
communal groups working land, and carrying out work that a farmer may not have
asked for or wanted. The participants also identified off-farm employment as less
important owing to the low levels of off-farm employment in their experience. The
visibility of erosion was also highlighted as key to farmer’s perception, suggesting
education or knowledge of less clearly visible indicators is poor. The second group
believed that farmers do recognise erosion as a problem, and do observe change over
time (giving the examples of forest decline, yield reduction, and gulley formation).
They believed that older farmers tend to be better at recognising change as they have
superior knowledge of the history of an area, and comprehend change that is unusual.
As such, education is particularly important for young people to help them recognise
erosion.
Step 2: Erosion effects recognised? Both groups appeared to agree with the concep-
tualisation of this step in that they had no significant disagreement with it. How-
ever, though not explicitly stated, it could be that the participants considered this
second step as very similar, or even part of the first step, (i.e., recognising symptoms
of erosion, and recognising effects of erosion, just being considered as recognising
erosion as a problem). The first group did refer to farmers as short-sighted during
discussion of this step. This was the first overtly negative opinion of farmers given.
Step 3: Erosion taken seriously? For the first group, the main point of contention
here was that the participants felt that most farmers in Ethiopia owned their land (had
‘certification’ for 30 years) and thus land tenure was not a factor that may reduce a
farmer’s likelihood of taking erosion seriously. The group also described farmers in
Ethiopia as having ‘individualistic’ attitudes, meaning that they often feel erosion is
a problem for someone else. This comment seemed to complement that given previ-
ously concerning farmers being short-sighted.
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The second group felt that location was key here, suggesting in the northern areas
of Ethiopia erosion is a bigger problem and so farmers are likely to be much more
concerned generally. At a more local level, the topography and location of farmers
was identified as important, suggesting that severity (and perceived severity) based
on topography is key. In direct contradiction to the first group, this group felt that
land tenure was important here, as those renting land did not take erosion as seriously
owing to their short-term use of the land. This contradiction was raised, and became
a focus of the feedback discussion as a whole group. It was clear there were two
understandings of land tenure - one in which the majority of farmers have secure
tenure, and thus trust in their future, and a second in which there are many farmers
who only rent land on a short term basis.
Step 4: Aware of adequate measures? The first group focussed on research to identify
SWC measures by academics and NGOs. They suggested that such research was too
often not applicable in practice. This could be because a measure is too costly, or
requires skills, materials or tools that are not available, or is not appropriate for the
local biophysical circumstances. They also felt that most research ‘gets left on the
shelf’. It was clear they had a perception of research as being unused ‘on the ground’
because of a lack of links between researchers, extension agents and farmers. They
also mentioned a lack of demand for research from farmers meaning research is simply
‘pushed’ down unsuccessfully. Distrust of extension agents on the part of farmers was
also mentioned, as well as a lack of expertise in extension agents.
The second group felt that many SWC measures were not part of the ‘culture’ of
farmers, or the daily activities they habitually carry out. In situations where there
were no extension services, or much SWC, the group felt extension was the key to
kick-starting SWC interventions. The group also felt there was a clear difference here
between private and communal lands. The focus on identifying measures is a priority
for private land, but not for communal land, for which collective action and labour is
more important in building up SWC.
Step 5: Able to undertake measures? The first group felt that labour was not in lim-
ited supply and so farmers were unlikely not to carry out a measure due to a lack of
8.5. Discussion 189
available labour. They again identified land tenure as less important in their experi-
ence owing to the high rate of land ownership and ‘certification’. Land size was seen
as a potential barrier, as small farms struggle in the face of potentially reducing the size
of their farm yet further, using land for SWC measures. The group also mentioned, in
relation to capital, that some investors in land/farms often have good capital, but only
want to make as much profit from the land as possible in a short time, before moving
on, whereas others may have a longer-term interest but less available capital.
The second group suggested that SWC measures are only undertaken during a cam-
paign (e.g., under extension services), and during the rest of the year little or nothing
is done directly on SWC. Labour organisation was identified as a problem as organisa-
tion for SWC activities is poor relative to that of other agricultural activities. Land size
was problematic at both ends of the spectrum, with small farms fearing SWC would
reduce their land size further, and large farms requiring large amounts of labour to
carry out SWC. Capital was identified as important in relation to tools for farming.
It was suggested problems could arise when specialised tools are required for cer-
tain SWC measures. But when normal tools were required this was not an issue. On
gender, the group felt that women and men were equal in their ability and likelihood
to carry out SWC.
Step 6: Willing to undertake measures? This step was felt to be less important than
the previous five. Socio-cultural barriers were seen as less important. Specifically
the term ‘tribe’ was dismissed as irrelevant; the participants seemed to dislike the
term and its connotations. The participants also felt that most farmers would have a
successor, and few offspring would leave for the city or other work, and so a lack of
successor was deemed less important. Once again, off-farm income was identified as
less important in Ethiopia due to a lack of off-farm opportunities.
The second group felt that willingness was dependent on the severity of the erosion,
and the barriers discussed above. It was felt farmers may be keen to carry out SWC
but it often does not fit with the priorities of planners, who, for example, may want
to start measures at the top of a watershed and work down, rather than help those
farmers who are most willing. Furthermore, the participants suggested standardised
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structures based on the slope of the land may not be appropriate for ploughing, and
so a lot of land can be lost, reducing willingness. Poorer or landless farmers were
also identified as potentially suffering reduced income from carrying out SWC meas-
ures, if it meant they had to reduce their off-farm, or ‘other-farm’ (i.e., working for
cash on other’s land) income generating activities. Finally, the participants sugges-
ted increases in yield are key to increasing willingness, and recognised these as often
coming with time, meaning they are difficult to demonstrate in many cases.
Step 7: Ready to undertake measure? The first group engaged with this step the least;
they seemed to feel the previous stages had covered most of the issues here. Similarly
to step 6, they felt this step was clearly less important than steps 1-5. The second
group picked up on the issue of risk, and identified the risk of SWC structures being
destroyed or washed away, and fears of measures being difficult to sustain as final
concerns of farmers at this step.
Framework of farmers’ interaction
The discussion fell into two parts here; the first, on when the three types of interaction
occur, and what examples of them are found in Ethiopia, and the second identifying
which of the types of interaction are the most effective in increasing adoption of SWC.
The three frameworks: Farmer groups were identified as being analogous to church
groups before the workshop (based on input from ILRI/IWMI researchers working in
Ethiopia), and the participants agreed with this unanimously. Though these groups
have the advantage of being based on pre-existing networks and relationships, the
participants felt that members of a church group, or similar, could easily disagree
with each other, and thus group action may be difficult to encourage. This was an
unexpected finding, the participants suggested the point was that groups that are not
based on homogeneity of farming techniques, crops, or conditions cannot be relied
upon to increase, or advocate, for adoption of SWC, as they do not all face the same
situation.
Influential individuals were immediately assumed to mean ‘model’ farmers, as in the
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1:5 system used in Ethiopia. This is a system in which the local authorities nominate a
farmer to act as a ‘model’ farmer, and give them increased support to carry out SWC,
with the aim that this demonstrates the advantages to other local farmers. It was sug-
gested that these farmers can have positive influence but also face barriers/problems.
First, it was suggested farmers may be busy, and so cannot spend a lot of time directly
working with other farmers, and second, model farmers may not be respected or trus-
ted by other farmers if they have been selected by government or others viewed as
outsiders. The participants identified the 1:5 system as coming from another country
(Malaysia) and seemed to suggest that it had been adopted on the basis of its success
elsewhere. The participants were aware that this did not necessarily ensure its success
in Ethiopia, owing to the country’s different social, cultural, and political landscape.
Extension agents were discussed relatively little; the participants were aware that ‘de-
velopment agents’ in Ethiopia face a difficult task as SWC intervention is only one
small part of their job in interacting with farmers and thus can clash with other pri-
orities. They suggested they can also face distrust and animosity from communities
who view them as government ‘meddlers’ or outsiders.
Effectiveness: Without prompting, the participants brought up the concept of effect-
iveness of each type of interaction to encourage SWC. This was an unexpected focus
on ‘what works’. They focussed mainly on influential individuals and farmer groups.
It was unclear why they did not include extension in this discussion. It could be that
they felt this was already widely done and so was not a potential policy choice, and/or
faced many of the issues outlined above. Farmer groups were viewed as potentially
more sustainable in terms of encouraging adoption of SWC. The participants saw this
method as a somewhat slower process of changing communities’ attitudes and cul-
tures. The participants believed erosion was an urgent problem, and so it was prob-
lematic to have to wait longer periods of time for change. Using influential individu-
als was seen as potentially more quickly effective, but increasing the likelihood of only
short-term success. However, some participants believed using influential individuals
did also create more gradual, long-term change.
8.5. Discussion 192
8.5.2 Second Session: Potential Uses of the Model
This session began after lunch and was used to build discussion around the potential
uses of the SWAP model for the participants and their organisations. The envisaged
uses were presented to the participants and then a whole group discussion was held.
The discussion was based around two broad topics: the use of the model as an en-
gagement and discussion tool, and the use of the model as a forecasting tool. The
participants were given the discussion questions:
• Do you think this model might be useful in your work?
• What barriers do you perceive to its use?
• How do you think the model could be improved?
Atmosphere
This session had been planned in a similar way to the previous sessions on the frame-
works behind the model, with the group breaking into smaller discussion groups be-
fore coming back together. However, as time had run over in the morning, the ses-
sion was streamlined into one larger group discussion. This meant that the session
seemed more formal, with the participants all facing the front as I took notes on a
flipchart. Unfortunately this format appeared to inhibit the discussion, and the parti-
cipants were much less engaged than when in smaller groups. The subject matter may
have played a role in this too, the topic was much more hypothetical, and removed
from the participants’ current work and experience. The topic was more explicitly
‘selfish’ in terms of the organisers getting information from the participants without
much potential benefit for the participants. This is likely to have also reduced the
participants’ engagement in discussions. Having the session after lunch also gave the
session a sense of lethargy that was not present in the morning. Finally, the session,
with a large group discussion, was primarily run by myself, the lesser experienced
workshop facilitator/organiser, and thus many of the challenges in running a work-
shop were not dealt with as successfully as they may have been with a more experi-
enced facilitator/organiser. The discussion brought out some interesting points, and
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was certainly of use, however it was clear that the outcomes of the session could have
been improved significantly if the challenges above were dealt with more aptly.
Findings
The SWAP model as a stakeholder discussion tool: The participants reacted most
positively to the use of model in this way. They felt that they could understand how
the model could help communication between different stakeholders and structure
the thinking of stakeholders by offering a clear framework for the stages of adop-
tion. They also believed the model could generate knowledge between stakeholders
by making it easier for them to identify areas where knowledge is missing or is dif-
ferent between stakeholders. The participants suggested that the model may be most
useful in this way when working directly with farmers, as the model very clearly
represents their behaviour, and not the behaviour, or circumstances, of stakeholders
further along the policy spectrum (e.g., extension agents, regional/government act-
ors). ‘Field knowledge exchange visits’ were cited as a specific example of an existing
activity that could be aided by the use of the model in discussions.
Despite their positive views on the hypothetical use of the model, the participants
seemed quite clear that they are unlikely to use the model themselves. This opin-
ion seemed to revolve around two key issues. First, they appeared to believe that the
model was of more use for more local stakeholders working directly with farmers on a
regular basis. This seemed to stem from a belief that as the model represented farmers’
situations, it was most useful when interacting directly with them. The participants
worked at the regional level in Ethiopia and so only had direct interaction with farm-
ers irregularly. The second issue revolved around the participants’ existing working
patterns and instructions, and their ability to innovate in their role. The participants
cited the ‘Watershed Guidelines’, which they use to guide their work. They suggested
that as the SWAP model is not part of these guidelines they would be very unlikely to
utilise it as a tool.
The SWAP model as a forecasting tool: The participants were clearly less convinced,
or interested, in the use of the model in this way. When the model was presented
on the projector, the participants appeared impressed and interested in engaging with
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the user interface, which was encouraging. However, some participants appeared
acutely aware of the potential limitations of using the model, in its current form, to
make forecasts of various potential scenarios. They seemed satisfied with the data
and theory behind the representation of farmers’ behaviour, but were less satisfied
with the underpinning of the representation of interaction of farmers. One participant
asked how data could be gathered on what forms of interaction were taking place,
and suggested it would be problematic. The same participant also suggested that the
very simplistic representation of the biophysical system in the model would make the
model less useful.
8.6 Conclusion
This chapter has presented the approach taken to the stakeholder workshop carried
out in June 2013 in Addis Ababa, as well as a detailed discussion of the events and
findings taken from them. To recap, the main aims of the workshop were to address
the questions:
1. Can an ABM be used as an ‘interested amateur’ (Dennett, 2013) in the context of
SWC policy?
2. Can an ABM’s level of detail focus discussion, whilst still keeping concepts and
ideas tractable?
3. Do stakeholders value such a discussion tool?
4. Are stakeholders open to the idea of adopting the use of such a tool?
The conclusion of this section will be used to summarise the findings, along the lines
of these questions, before some limitations are discussed.
Can an ABM be used as an ‘interested amateur’ (Dennett, 2013) in the context of
SWC policy?
The development of the SWAP model and the workshop serve as a demonstration
of how an ABM can be used as an ‘interested amateur’. As we have seen from the
discussion above, the participants recognised the vast majority of the factors in the
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farmers’ behaviour framework, and recognised the forms of interaction under which
the model assumes farmers act. The participants agreed that all of the factors identi-
fied in the framework were relevant, but to varying degrees. They felt some were less
important than others because, as a generic set of factors, some were less applicable to
their specific region, or Ethiopia as a whole.
There were some clear areas of discussion on which the participants did not come to
a consensus. These included, the prevalence of off-farm employment and/or activity,
and the prevalence of rented or short-term use of land. There were also many con-
tradictions in the discussion, these also most commonly related to land tenure and
off-farm employment.
These differences of opinion were clearly highlighted by the presence of the model in
the participants’ discussions. Whilst it is entirely possible that they may have reached
these issues without the model, it is certain that the framework of agent behaviours,
and the granular detail it provides, led the participants directly to the main issues of
contention. Having the model as the focus of discussion gave the participants an easy
target on which to make their criticisms and assertions, in the full sight of others. In
this sense, the model served as an excellent ‘interested amateur’.
Can an ABM’s level of detail focus discussion, whilst still keeping concepts and
ideas tractable?
The participants were quick to use the step-by-step nature of the agent rules as a
guide for their discussion. This meant they went through each step, and its associated
factors, in a systematic manner. This certainly gave the discussion a level of detail that
was valuable. At times the discussion became very focussed on specific issues, and
the participants went off on tangents on occasion. However, they never lost sight of
the basic question of why farmers adopt SWC. Very little effort was required to keep
the discussion on track, or on topic, and in this sense the model was very useful as the
basis of materials to base a discussion around.
The timing of the workshop, whilst not perfect, was reasonable. The planned topics of
discussion were all covered; this was in part due to the model lending a clear structure
to the discussions. The participants were able to identify the next area of discussion
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easily, and have a sense of how long they should spend on each topic. In this sense,
the model was successful in keeping the concepts and discussion tractable.
Do stakeholders value such a discussion tool?
The participants did recognise the value of the model as a discussion tool, and agreed
that it had shown up differences in opinion amongst them. However, they were quick
to suggest the real value would be to those nearer the ‘bottom’ of the policy process,
and working closely with farmers on a regular basis. This appeared to be based on two
beliefs. First, as the the model represents farmers’ decision making, the participants
appeared to see an intuitive appeal in using the model with farmers. Secondly, they
seemed less keen on the idea that those ‘further up’ the policy process needed to un-
derstand, or discuss, farmer behaviour in such detail.
Are stakeholders open to the idea of adopting the use of such a tool?
The area on which participants were most negative was the potential for them to use
the SWAP model themselves. Beyond suggesting the model would be most useful
to those nearer the ‘bottom’ of the policy process, they were quick to suggest that it
was not in their remit to ‘innovate’ in the methods they use, and that they would
need to be instructed by their superiors to use such a tool as the SWAP model. It is
not clear whether this is a genuine bureaucratic/administrative barrier to their use of
such tools, or whether this is a polite excuse, which avoids the need to be more critical
of the model.
Limitations
Before going on to the final chapter, and attempting to draw some conclusions, it is
important to acknowledge some limitations in the approach to this stakeholder work-
shop.
The main issue, as referred to previously (in Chapter 6), was the restriction on time
and money which meant only one, one-day workshop could be held. There would
have been potential benefits in holding more, and/or larger workshops. This would
have allowed us to reach more participants, and potentially build on the findings of
this workshop. However, larger workshops would have further stretched my ability
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to be involved with all of the participants, and take messages from the discussion.
Thus, it is likely that running, longer, or multiple workshops would have been the
most fruitful extension. However, it is important not to over-estimate what added
value this may have made. As this was a qualitative process of assessing participants’
reaction and opinions on the model, simply increasing the number of workshops is
unlikely to have led to conceptually different findings.
Beyond this, the second key issue was recording, both in the sense of recording the
events of the day, and recording the effect of the day on the participants. As the day
was held in a large room, and small group sessions were used, it was decided it was
too difficult to attempt to record the discussion using a dictaphone. There were also
concerns that the participants may be more hesitant to speak freely in the presence
of a dictaphone, given the setting and potential formality of the workshop. Though
this was unfortunate, the potentially more important issue was recording the effect
of the workshop on the beliefs of the participants. To serve as a full demonstration
of the power of the SWAP model as a discussion tool, it would have been interesting
to attempt to record the change in the participants’ perceptions of SWC and farmer
behaviour, before and after the workshop. This could have been done by survey or in-
terview, before and after the session. In future work this could be attempted, however,
it was felt this was a potentially unreliable method given the constraints and format
of the workshop.
Chapter9
Conclusion
For computational model builders, it is now a cliche´ to quote George Box (Box and
Draper, 1987) by stating that ‘all models are wrong, but some are useful’. The state-
ment has become obvious, self evident, common sense. Despite this, it is often diffi-
cult to get past the feeling that some researchers do not have this quote, or at least the
concept, at the forefront of their mind when developing models. Some model build-
ers look at others, and say ‘ah, but they have forgotten the purpose of their model’, or
look at their own work, and submit to the proposition that it will never be used by a
policy maker, let alone be useful to them. Paul Wiles, whilst he was the Chief Scientific
Advisor and Director of Research to the Home Office, stated that:
“[i]ronically, 50 years ago when there were few sociologists they had to
speak to a broader public - there simply weren’t enough just to talk to each
other. That meant they had to express their ideas in a language that others
could understand and in widely read publications. Today sociology has
turned inwards[.]” (Wiles, 2004, p. 32)
Whilst Paul Wiles was talking about sociologists, I would suggest it appears some-
thing similar has happened in the computational modelling community. Its size, and
the ideas that modellers are poor communicators and policy makers lack attention and
time, mean it is possible to build a successful career as a modeller with little meaning-
ful engagement with policy makers. This goes hand in hand with the proliferation of
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ever more complicated and computationally demanding models, and increased pres-
sure for researchers to work in large consortia across countries and disciplines. There
are very good reasons for these trends, and I do not intend to crudely attack them, but
they have meant that relatively simple, applied, and potentially useful models are less
likely to be developed. However, the culture of doctoral research in the social sciences
in the UK is such that it provides one of the few, if not the only, chances for an aspiring
computational model builder to avoid these pressures and attempt to develop simple,
useful models. Whilst developing a simple but useful model was not the initial aim of
this thesis, it has emerged as my main ambition.
This final chapter is structured as follows. First, Section 9.1 restates the aims of the
thesis, and presents the findings on (i) the role of models in environmental policy,
(ii) the exploration of the SWAP model, and (iii) the stakeholder workshop, as well
as considering future work along these three directions. Next, Section 9.2 critically
assesses the aims of the thesis, thereby exploring broader limitations not discussed in
previous chapters. Lastly, Section 9.3 concludes with some final remarks.
9.1 Aims and Findings of this Thesis
The aims of this thesis fall into three streams. First, the use and role of models in
environmental policy. Second, the exploration of the De Graaff et al. (2008) framework
and the SWAP model on theoretical grounds. And third, the use of the SWAP model
as a discussion and engagement tool for policy stakeholders.
9.1.1 The Role of Models in Environmental Policy
In this part of the thesis, presented in Chapters 2 and 3, the aim was to answer the
following question:
How do environmental policy practitioners use, understand, and evaluate
models in their work?
Chapter 2 set the context for this with a literature review, before Chapter 3 directly ad-
dressed it through semi-structured interviews with environmental policy practition-
ers. A subset of further research questions were also explored through the interviews:
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• How do practitioners perceive the types and roles of models in their work?
• How do practitioners perceive the policy process?
• How do practitioners evaluate models they use in their work?
• How do practitioners perceive the use of models more generally in environ-
mental policy?
Beyond these important questions, the overarching intention was to gain a firm under-
standing of how models are used in policy contexts, and thus underpin and improve
the development of the SWAP model.
Findings
The literature review in Chapter 2 concluded that despite the large literature on re-
search utilisation and the science-policy interface, there is little work here that spe-
cifically focuses on models and modelling. For other areas of research concerned dir-
ectly with modelling, such as those for decision-support systems and integrated as-
sessment models, there is little work that considers empirically the use of these meth-
ods by practitioners, and authors do not typically engage with the research utilisation
and science-policy literature streams. This highlights a common gap in the literature
between that which deals directly with models, but does not consider their use in a
reflexive and pragmatic manner, and that which considers the use of research in the
the real-world, but not specifically models. The question of how environmental policy
makers use, understand and evaluate models falls into this gap.
During the interviews with policy practitioners the role of models as described by the
participants was difficult to categorise; participants described the role in an informal
manner, relevant to their specific organisation and job. This created a messy and var-
ied picture of the role of models in environmental policy. Participants gave varying
descriptions of the policy process. Some viewed it in simple terms with a clear flow
between models and decisions, others saw a more complex and political process, and
admitted to their own difficulty in perceiving the reality of such processes.
The perceived strengths and weaknesses of models discussed by participants revolved
around four key categories: importance of data, design characteristics, model usability
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and links to policy. Under data, the ability to update models, and run different scen-
arios, were key factors in the perceived quality of a model. For design characteristics,
linking of models, and feedback between components, were especially important. For
usability, how many users a model has and thus how complex it can be, was a key
question. Finally, under links to policy, how well a model fitted the decision-making
context, and its applicability to multiple cases, affected how it was appraised.
The participants perceived the general use of models in their field in a good light.
Most believed that models are well accepted and used intelligently and appropriately
by most users. When participants identified problems, these related to an overly nar-
row purpose of a model, political manipulation and the use of models to close down
debate. These responses, when participants were talking about the use of models
more widely, were the only times the findings reflected some of the more negative
conceptualisation of research utilisation found in the literature.
To use these findings to underpin the development of the SWAP model, key themes
and commonalities were identified in the interview data, and were then used as issues
on which decisions needed to be taken (or awareness kept high) for the SWAP model
to be coherent in a policy context and thus useful. This approach was used alongside
a more technical/academic approach to making decisions about the construction of a
model, for which the ODD protocol (overview, design concepts, and details) of Grimm
et al. (2006, 2010) was used as a guide. A detailed breakdown of the findings and their
use can be found in Section 6.1.2.
Future Research
The findings raised two key questions that could be considered in future research.
These were:
• How do individuals working on policy construct policy makers and the policy
process? It was clear in the findings that there were different beliefs about the
policy process amongst the participants. Attempting to categorise these, and
draw out key factors in their development, and finally their relation to the use
of models would be an interesting stream of research to pursue. How to gain
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good access, and enable policy practitioners to reveal their thinking in a reliable
way will require serious attention. In addition, a deeper understanding of the
social processes within policy making, and specifically, how those who ‘produce‘
knowledge (through the use of models in some cases) view those who ‘use’ this
knowledge is likely to shed much light on how models are used.
• What is the process by which certain methodologies and models come to be
well established in policy making? When asked why certain tools were used,
participants either did not know, or were quite clear the reasons were haphazard.
Drawing up histories of models, in a STS (Science and Technology Studies) type
approach, could be a fruitful avenue for future research, to try to unravel the
processes through which some models come to be widely used.
Finally, attempting to address the research questions used here, but for a much nar-
rower policy domain (e.g., household energy use, or solar panel adoption) would also
be interesting to pursue in future work, and could allow the findings to have a more
practical use.
9.1.2 Framework Exploration
The basic agent behaviour that the SWAP model is built on is the implementation in
an agent-based model (ABM) of the De Graaff et al. (2008) framework of farmers’ soil
and water conservation (SWC) decisions. On top of this are three representations of
farmer interaction: ‘farmer groups’, ‘influential individuals’, and ‘extension agents’.
The second central aim of the thesis was to test the performance of the framework,
and the representations of farmer interaction, in providing a mechanism that could
generate, and thus potentially explain, real-world patterns in the SWC adoption. This
test would then also allow us to consider how useful the framework, and representa-
tions of interaction, would be for the basis of more detailed models of SWC adoption,
to be used for forecasting or policy scenario analysis.
Findings
To carry out this test a pattern-oriented modelling (POM) approach was used, testing
the ability of the model to reproduce nine qualitative macro-patterns, across three case
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studies; the results are summarised in Table 9.1.
Table 9.1: Summary of performance of SWAP model
Assessment - Interaction Type
Macro-level Pattern None FG* II* EA* All*
Tigray
1. Roughly half of farmers
adopt SWC
Good Good Good Good Good
2. Farmers do not practise
SWC on all of their land
Good Good Good Good Good
3. There are ‘waves’ of adop-
tion through time
OK OK OK OK OK
South-East Nigeria
4. Roughly half of farmers
adopt SWC
OK OK OK Good Good
5. Extension contact causes
more adoption than cluster-
ing effects
Good Good Good OK OK
6. Long lasting adoption
only occurs in a small num-
ber of cases
Good Good Good Good Good
Cebu
7. Low adoption rates Good Good Good Poor Poor
8. Adoption has not diffused
through the population - i.e.,
high clustering
Good Good Good Poor Poor
9. Majority of farmers that
adopt SWC, do so on the ma-
jority of their land
Poor Poor Poor OK OK
Overall
Score out of 9** 7 7 7 5.5 5.5
**Score based on Good = 1 point, OK = 0.5 points, Poor = 0 points
*FG = ‘farmer groups’ - farmers interact as peers, II = ‘influential individuals’ - some farmers have high
influence over others, EA = ‘extension agents’, government or NGO extension agents travel around
encouraging adoption of SWC, ‘All’ - all three of the above operating at once.
The results showed that the De Graaff et al. (2008) framework alone, and with the
‘farmer groups’ and ‘influential individuals’ interaction types, performed best, scoring
seven out of nine. The ‘extension agents’ interaction component reduced the ability of
the model to produce the macro-patterns of SWC adoption, with a score of five and a
half out of nine.
The framework alone can be considered validated, and we can be reasonably confid-
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ent in using the De Graaff et al. (2008) framework as a building block for a sufficient
mechanism to offer one explanation of adoption patterns, and thus as a basis for build-
ing models such as that presented in this thesis. In this sense, the results suggest the
framework is useful in a way significantly different from that described by De Graaff
et al. (2008) themselves. That is, the framework is useful as a basis for computational
model building - namely agent-based modelling - of the SWC adoption process. In
addition, the ‘farmer groups’ and ‘influential individuals’ interaction types have been
shown also to perform well, and thus have also been validated. However, this is not
the case for the ‘extension agent’ interaction type. The way the framework is used
should not include overly-effective extension agent activity (i.e., extension activity that
overrides other dynamics in the model).
Future Research
The success of the framework and two of the three interaction types means pursuing
future work on building more detailed and applied models of SWC adoption, using
the De Graaff et al. (2008) framework and SWAP model, appears worthwhile. As dis-
cussed in Section 6.4.3, this validation of the framework and model is the first stage
in building forecasting models based on the SWAP model. However, feedback from
both scientists at ILRI/IWMI and the policy makers at the stakeholder workshop sug-
gested that the model would need to be considerably more detailed, particularly in
the biophysical representation, to be trusted as a forecasting tool. Nonetheless, these
results are encouraging towards this goal.
9.1.3 Policy Stakeholder Use
The aims of this part of the thesis are based on the critique of the SWC policy process,
in which difficulties in implementing policies that are sensitive to farmer behaviour
were identified; and in which interaction between different stakeholders was shown
to have been poor or failing. This gave the following research question:
What tools can be developed to improve the success of SWC policy inter-
ventions by aiding policy stakeholders’ interaction, discussion and com-
munication?
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To address this question, the SWAP model was positioned as an ‘interested amateur’
(Dennett, 2013) to be used in policy stakeholders’ interactions. The aim was then to
address the following secondary questions:
• Can an ABM be used as an ‘interested amateur’ in the context of SWC policy?
• Can an ABM’s level of detail focus discussion, whilst still keeping concepts and
ideas tractable?
• Do stakeholders value such a discussion tool?
• Are stakeholders open to the idea of adopting such a tool?
A stakeholder workshop was run in Ethiopia, with mid-level policy stakeholders, to
address these questions.
Findings
Recall, Dennett suggests students entering discussions between experts may aid the
quality of, and understanding in, those discussions. It is important to note that the
fit between Dennett’s description of students as ‘interested amateurs’, and the SWAP
model being used in discussions between policy stakeholders is not perfect. However,
the development of the SWAP model and the workshop served as a good demonstra-
tion of how an ABM can be used in a similar way to an ‘interested amateur’. The
participants recognised the majority of the factors in the farmers’ behaviour frame-
work, and recognised the forms of interaction under which the model assumes farm-
ers act. There were some areas of discussion on which the participants did not come
to a consensus. These included the prevalence of off-farm employment and/or activ-
ity, and the prevalence of rented or short-term use of land. There were also many
contradictions in the discussion, most commonly also related to land tenure and off-
farm employment. These differences of opinion were highlighted by the presence of
the model in the participants’ discussions. Whilst it is entirely possible that they may
have reached these issues without the model, it is certain that the framework of agent
behaviours, and the granular detail it provides, led the participants directly to the
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main issues of contention. Having the model as the focus of discussion gave the par-
ticipants an easy target on which to centre their criticisms and assertions, in the full
sight of others. In this sense, the model served as an excellent ‘interested amateur’.
The participants were quick to use the step-by-step nature of the agent rules as a
guide for their discussion. This meant they went through each step, and its associated
factors, in a systematic manner. This certainly gave the discussion a level of detail
that was valuable. The timing of the workshop, whilst not perfect, was reasonable.
The planned topics of discussion were all covered; this was in part due to the model
lending a clear structure to the discussions. The participants were able to identify the
next area of discussion easily, and have a sense of how long they should spend on each
topic. In this sense, the model was successful in keeping the concepts and discussion
tractable.
The participants did recognise the value of the model as a discussion tool, and agreed
that it had shown up differences in opinion amongst them. However, they were quick
to suggest the real value would be to those nearer the ‘bottom’ of the policy process,
and working closely with farmers on a regular basis. This appeared to be based on two
beliefs. First, as the the model represents farmers’ decision making, the participants
appeared to see an intuitive appeal in using the model with farmers. Secondly, they
seemed less keen on the idea that those ‘further up’ the policy process needed to un-
derstand, or discuss, farmer behaviour in such detail. These seem to reflect some of
the ideas around poor interaction and top-down pressures presented in the critique of
the SWC policy process previously. This reinforces this understanding of the policy
process, and further highlights the need for approaches and tools to break these cycles
of thinking and interaction.
The issue on which participants were most negative was the potential for them to use
the SWAP model themselves. Beyond suggesting the model would be most useful
to those nearer the ‘bottom’ of the policy process, they were quick to suggest that it
was not in their remit to ‘innovate’ in the methods they use, and that they would
need to be instructed by their superiors to use a tool such as the SWAP model. It is
not clear whether this is a genuine bureaucratic/administrative barrier to their use of
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such tools, or whether this is a polite excuse, which avoids the need to be more critical
of the model.
Future Research
The experience and findings from the stakeholder workshop raised two interesting
questions that could be explored in future work to further improve the chances of
ABMs being used as ‘interested amateurs’:
• Can the model rules be used alone, or do we need a full ‘running’ simulation?
It was unclear how much value having a fully functioning model, running in
NetLogo, added. The participants were most drawn to the rules of the agent
behaviour, rather than the results of the model. Indeed, they showed almost no
interest in finding out the results of the model, or what they suggested. This
was very encouraging in terms of the argument that the granular detail of an
ABM aids its use as a discussion tool, but opened up questions about the value
of creating a full model, rather than just basic agent rules alone - which would
be a much quicker process. Exploring this in future work may be a fruitful av-
enue, particularly with the aim of speeding up the research process, and thus be-
ing able to introduce a more interactive and participatory modelling approach.
However, it is important not to underestimate the value of the process of build-
ing an ABM in highlighting key assumptions, relationships and inconsistencies,
that a higher level representation of rules may not achieve.
• How important is problem ‘ownership’ and identification in determining stake-
holder engagement? One of the key factors in the participants’ disinterest in
using the SWAP model themselves would seem to be the fact that they do not
identify with the critique of the policy process that outlines the need for the
model - i.e., the problem identification. One of the central tenets of approaches
such as Companion Modelling, is that the stakeholders should be central to
the problem and question identification which the model is designed to ad-
dress. This process gives the stakeholders an ownership of the modelling pro-
cess which further embeds and improves the use of the model. Assessing ways
of incorporating this into the use of a model as an ‘interested amateur’ will likely
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further improve the chances of the model being useful. However, resolving the
difference between an outsider ‘interested amateur’ type model, and a model
that has been designed by insiders (i.e., stakeholders) will be challenging.
9.2 Limitations
Though the previous section has shown that the thesis was successful in its aims, it
is important to consider some of the potential limitations of the approaches used. In
previous chapters, methodological issues have been discussed, here the basic aims of
thesis are critiqued with the goal of discussing some of the more broad limitations of
the thesis.
9.2.1 The Role of Models in Environmental Policy
On first thought, the aim of understanding how policy makers use models is im-
possibly broad. There are many types of policy maker, many areas of policy, and
many types of model. Indeed, discussion in the interviews bore this out - details of
contexts and models were hard to summarise and code. The focus is narrowed along
one of these axes when environmental policy is taken as the policy domain. However,
this is still very broad, encompassing an array of different areas with very different
characteristics. This breadth means the findings cannot be thought of as complete or
generalisable in any meaningful sense. Rather, their value is in teasing out some of
the thought processes of users of models in policy making, comparing the views of
different individuals and organisations in the policy process, and in contributing to
the relatively sparse literature on the actual use of models, rather than their potential
use.
To some, parts of the findings section in Chapter 3 may read like a best practice guide
for modellers. They highlight the importance of reliable data, sound model design,
the usability of a model, and its links to other models. Whilst best practice type guid-
ance is vital, it already exists in abundance elsewhere. It proved more difficult than
had been anticipated to develop the findings beyond this kind of guidance. Whilst
the process was not unsuccessful, the findings struggled for the depth that would take
them beyond best practice guidance. This is likely to be a result of the broadness of
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the topic, and potentially the mode mostly used (telephone). However, it is important
not to undermine the findings of the interviews simply because they did not unearth
any hugely surprising results. The findings are still valid, and were valuable in un-
derpinning the the design of the SWAP model.
Finally, this intended use of the findings, to help underpin the development of the
SWAP model, is worth critically assessing. Chapter 6 describes how the findings were
used in detail. This was a qualitative and subjective process, meaning that bias to-
wards ideas already present in a researcher’s mind is possible. It is also a process that
is difficult to describe accurately. Despite this, the aim of using these broad interview
findings to inform model design was successful, and certainly added specific value to
the SWAP model that would have been difficult to arrive at by other means.
9.2.2 Framework Exploration
For this part of the thesis, the limitations and problems faced are discussed in Chapter
7; the main point to consider here is what the process of testing the model tells us. Can
it tell us that the model is validated? Does it tell us that the model is ‘correct’ in some
sense? Moreover, do we trust the results of such a test?
Chapter 7 suggests that the POM process embodies a form of validation, and that if
the model can reproduce multiple qualitative macro-patterns then it is validated. Such
a validation is a relatively ‘weak’ or qualitative validation. It is not strong enough
for us to then use the model to make predictions about future states. Rather, it is
only sufficient to confirm that the model seems to have some power in explaining
the process of farmer SWC adoption. But, is the representation of farmer behaviour
‘correct’? Intuitively, it is clear that a farmer would not make the exact same decisions
as the agents do in the SWAP model; they would not use the same heuristics and
calculations. The rules of the agents are an abstracted simplification. Thus they are
not ‘correct’ but rather they have performed well, in offering (one) explanation of
SWC adoption. As the model was tested, and reproduced more macro-patterns, the
chances of it offering a ‘better’ explanation increased.
The final fundamental issue that should be discussed here is researcher bias entering
the POM process. The process of establishing qualitative macro-level patterns was
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central to the POM approach, and involved the collection of materials (journal articles,
reports, censuses) on each of the case studies, from which to draw the patterns. In a
few cases these macro-patterns were stated clearly in these materials. In others, the
process involved drawing together several pieces of information, often in textual form,
and combining them to create a ‘neat’ macro-pattern. As a result this process was very
susceptible to researcher bias: towards finding patterns that were felt likely to be more
achievable, and bias towards finding similar patterns for each of the case studies. As
the risk of these biases was very real, it is important to maintain a healthy scepticism
about how powerful this test of the model can be.
9.2.3 Policy Stakeholder Use
Creating a model that could be used in the way described in this thesis is an ambitious
goal. To fully answer the question, ‘can an ABM be used in this way?’, would require
the sustained use and ‘roll-out’ of a model over a longer period of time than was
possible in this doctoral research. Thus the aim here is to demonstrate the potential for
an ABM to be used in this way; and to engage directly with the individuals whom we
might hope would be those using the model as an ‘interested amateur’, to ascertain
their views on the likelihood of the use of the model.
Another important issue is whether it is possible to measure the effect the model has
on discussions, or policy stakeholders’ thinking. There is no reliable counterfactual,
or control group, available from which to draw comparisons. Some researchers have
tools that could be used to attempt to understand participants’ mental models, the
results of which could have been compared before and after exposure to the SWAP
model, but to use these would have represented an unrealistic amount of work and
expertise considering the constraints of the workshop, and doctoral research more
generally. The lack of ability to measure the effect of the model directly means we
have to be more nuanced in our aim to demonstrate the model’s value, focussing on
the signs of learning, changed attitudes and consensus building rather than trying to
observe these directly.
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9.3 Final Remarks
What problems has this thesis identified?
In Chapter 2 researchers were criticised for not including policy makers’ views readily
enough when they considered how research, and models, were used in policy making.
In Chapters 4 and 6 the existing policy process and actors for SWC were criticised for
not taking into account the views of a variety of stakeholders, particularly farmers and
those at the ‘bottom’ of the policy hierarchy.
What solutions has the thesis presented?
At a fundamental level this thesis has addressed these criticisms by (i) interviewing
policy practitioners on their use of models, and using findings coming from these
interviews to underpin the (ii) construction and use of an ABM as an ‘interested ama-
teur’ to aid SWC policy stakeholders’ interaction and discussion.
AppendixA
The Call for Participants
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Using	  models	  in	  environmental	  policy	  	  
WHAT…	  	  We	  are	  carrying	  out	  research	  into	  the	  use	  of	  models	  (of	  any	  type)	  by	  individuals	  and	   organisations	   working	   on	   environmental	   policy.	   We	   aim	   to	   understand	  better	  the	  role	  and	  value	  of	  models	  in	  this	  area.	  The	  research	  is	  being	  carried	  out	  using	  interviews,	  which	  will	  allow	  us	  to	  get	  a	  rich	  understanding	  of	  how	  models	  are	  used,	  what	  problems	  commonly	  occur,	  and	  what	  policy	  makers	  really	  want	  from	  models.	  
SO…	  	  We	  would	   like	   to	   speak	   to	  you	   if	   you	  work	  or	   are	   involved	   in	   any	   stage	  of	   the	  policy	  process	  in	  an	  environmental	  domain.	  We	  would	  like	  to	  talk	  to	  you	  even	  if	  you	  don’t	  have	  direct	  personal	  experience	  of	  using	  models.	  	  You	  can	  give	  as	  little	  or	  as	  much	  of	  your	  time	  as	  you	  wish.	  We	  know	  your	  time	  is	  valuable	   and	   aim	   to	   take	   up	   as	   little	   of	   it	   as	   possible.	   The	   interview	   can	   be	   in	  person	  (we	  will	  come	  to	  you),	  or	  by	  telephone,	  whichever	  you	  prefer.	  We	  expect	  the	  interview	  to	  last	  approximately	  20	  minutes.	  
‘HEALTH	  WARNING’…	  	  This	  is	  academic	  research	  being	  carried	  out	  by	  the	  Centre	  for	  Research	  in	  Social	  Simulation	   at	   the	   University	   of	   Surrey.	   No	   information	   received	  will	   be	   put	   to	  business	   purposes.	   All	   respondents	   will	   remain	   anonymous	   and	   any	   sensitive	  information	   confidential.	   If	   you	   would	   like	   to	   participate	   but	   have	   concerns	  please	  contact	  us	  using	  the	  email	  below.	  
PLEASE…	  	  If	  you	  wish	  to	  participate	  or	  would	  like	  further	  information	  please	  contact	  Peter	  Johnson	  (p.g.johnson@surrey.ac.uk).	  	  	  	   CRESS,	  Department	  of	  Sociology,	  University	  of	  Surrey,	  Guildford,	  GU2	  7XH,	  UK	  Tel:	  +44(0)1483	  683	  762	  	  	  	  Web:	  http://cress.soc.surrey.ac.uk/web/home	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The Interview Schedule
Interview Script Using models in environmental policy 
Intro Blurb
It’s Peter Johnson from the University of Surrey
Thank you very much for participating in this research. Before I start I just need to 
run through a couple of things.  First, I must let you know I am recording this call 
for note taking purposes, is this ok? (if not, explain note taking – transcribed and  
used as data, then offer to send transcript afterwards and they can choose what to  
omit, or offer to stop recording during certain sections, finally offer to not record). 
Second, you should know you can withdraw from this call at any time.  Lastly I 
just need to confirm you are happy for this conversation to be used as part of my 
research as I may use anonymous quotes from you in published work.
Please feel free to interrupt, or ask any questions, at any time. I may ask  you what 
seem like silly or simple questions
1. Can I start by asking you to briefly outline your role(s) in (environmental) 
policy (and under what organisations this is done)?
i. Advocating
ii. Designing policy
iii. Deciding on policy
iv. Tailoring policy
v. Type of organisation (size, funded by)
2. Do you use, or come across any types of models or modelling in this work? ? 
What do you use the models, you use, for?
i. What do you use them for?
i.i. Do you use models to advocate a policy?
i.ii. Do you use models to decide between polices?
i.iii. Do you use models to identify potential policies?
i.iv. Do you use models to calibrate / tailor policies?
i.v. Do you use models for anything else?
ii. What type of model are they?
ii.i. Economic / CBA / etc
ii.ii. Simulation / systems dynamics
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ii.iii. Statistical / Regression models
ii.iv. Risk model
ii.v. Physical models
ii.vi. 3D models
ii.vii. Conceptual model
3. (If don’t use models) Why don’t you use models?
i. For advocating /deciding / identifying / calibrating
ii. Have you had the chance and declined or never even thought about it / 
not come across suitable models?
4. (If don’t use models) What might make you consider using models in your 
work?
i. For advocating / deciding / identifying / calibrating
ii. Who would need to do the modelling
iii. Do it yourself / consultancy / academic
iv. Knowing / seeing others in your field using models
v. Would you pay for / hire staff or want it to be done by current staff
5. Where do the models you use come from?
i. Who designed them originally?
ii. Do you know about the conceptual and theoretical background?
iii. Who implements them for you?
iv. Who does the analysis of outputs?
v. Why do you chose to do it in-house / use a consultancy / work with 
academics?
6. What do you see as the strengths and usefulness of the modes you use? 
i. What makes you trust the model?
i.i. Familiar
i.ii. Understand how it works
i.iii. Who supplies it
i.iv. Results in past
ii. Ease of use
iii. Inputs
iv. Outputs
7. What do you see as the limitations / problems with the models you use?
i. What makes you distrust the model?
i.i. Unfamiliar
i.ii. Don’t understand how it works
i.iii. Poor results
ii. Ease of use
iii. Inputs
iv. Outputs
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8. Is there anything you would like to change about the models you use?
i. Who does them for you
ii. What’s included in the model
iii. How outputs are presented
iv. Other?
9. Would you say you have any expectations about the types of models you use?
i. Do you want to only use one type
ii. Would you consider using other types that may be applicable to your 
work?
10. (If not discussed use of models in the field more broadly) Do you think models 
are used to an appropriate level in your field?
i. Too many?
ii. Too few?
iii. Wrong types of models?
11. Have you heard of agent based modelling, or computational models? 
i. What do you understand this to be?
ii. Do you see any role for it in the policy process?
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