Recovering Causal Relations
Consider pairs <g, P> for which g is a directed acyclic graph and P is a probability distribution on the vertices of g such that (i) for every vertex v and every set S v of vertices that are neither parents nor descendents of v, v and S v are independent conditional on the parents of v; and (ii) every independence relation in P is a consequence of the independence relations in (i). Pairs satisfying these conditions can be viewed as causal structures in which the causal dependencies generate statistical dependencies. When the set of measured variables for which probabilities are provided in the data is such that every common cause of a measured variable is measured, we say the structure is causally sufficient.
Recovery problems have to do with determining g, or features of g, from the distribution P or from samples obtained from P. In Spirtes, Glymour, and Scheines(forthcoming) we proposed the following algorithm for the recovery problem with causally sufficient structures, using as input independence and conditional independence facts about P 2 :
SGS Algorithm
(A) Start with the empty graph. The practical value of the improvement is limited by the fact that conditional independence relations of the order of the number of vertices of the graph (minus two) must still be estimated, with consequent costs in computational efficiency and reliability. With discrete data the great majority of the corresponding states will not be instantiated in the data, and with data from linear structures the formula for higher order correlations is recursive: to compute the partial correlations of nth order, three partial correlations of order n-1 must be determined, and so on.
We should like an algorithm that has the same input/output relations as the SGS procedure but for sparse graphs does not require the determination of higher order independence relations, and in any case requires as few conditional independence relations as possible. In many cases it may be more efficient to perform conditional independence tests on all subsets of Acab rather than to compute I)Gab. We have not yet theoretically determined the trade-off.
The structure of the algorithm and the fact that it continues to test even after having found the correct graph suggest a natural heuristic for very large variable sets whose causal connections are expected to be sparse, namely to set a fixed bound on the order of conditional independence relations that will be considered.
Proposition:
The PC and SGS algorithms give the same output. 
