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Abstract
Optical tweezers are an important tool in biophysics for their ability to noninvasively control micro-
scopic particles, and measure forces in cellular environments. The trap must be calibrated for there to
be a quantified force measurement. In this thesis, I use simulation to investigate the forces in optical
tweezers and calibration of these forces.
There are many methods which can be used to calibrate the forces. I first discuss the use of escape
force calibration in detail. Using a combination of dynamic simulation and force calculations, I find
that there is a zero axial force contour in the optical trap, which affects escape force measurements
and explains behaviour which has been previously observed. I then use this escape force calibration
for the calibration of the motility forces of isolated chromosomes, which provides information for the
calculation of chromosome mitotic forces.
I then introduce a new method of calibration which does not require any knowledge of the parti-
cle being optically trapped, or its environment. This is a method of absolute calibration. I require
only the assumption that the force–position curve is monotonic, making no assumptions about the
sphericity of the trapped particle or viscosity of the medium. Using dynamic simulation of an opti-
cally trapped particle, I find that the accuracy and tolerance of this new method of absolute calibration
is comparable or an improvement on that of other calibration methods.
I then use my absolute calibration method for the calibration of nonoptical forces. I first discuss
the calibration of forces from surfaces, then forces from swimmers. Through dynamic simulations,
I find that wall forces can be calibrated with the combination of my absolute calibration method and
another position-only calibration method. I find that for an analogue of biological swimmers, swim-
ming with uniform velocity, the calibration is straightforward and resembles that of the walls. For a
more complex swimming model, the calibration is not as straightforward and other factors may need
to be included.
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The final topic of my thesis is on the optimisation of a two-photon polymerised optically-driven mi-
cromachine. I specifically consider a paddlewheel which can be optically trapped and spun to create
a shear force in a cellular environment. Through calculations of the forces acting on the paddles of
the paddlewheel, I provide the optimal dimensions of the paddles and an estimate on the shear forces
it can exert.
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Introduction
Light carries momentum. From works of the late 1800s, to satisfy the second law of thermodynamics,
it was accepted that light must carry momentum [Bartoli, 1884; Carazza and Kragh, 1989]. Radiation
pressure, the momentum carried by light, was used to explain phenomena on the astronomical scale
such as tails of comets [Euler, 1746; Keplero, 1619]. The key to this scale of phenomena was that this
radiation pressure is tiny. Light carries momentum of ~k per photon, where ~ is the reduced Planck
constant and k the wavevector. For pure reflection, the particle experiences a change in momentum
of magnitude
∆p = 2~k = 2
nE
c
(1.1)
where n is the refractive index of the surrounding medium and c is the speed of light. The magnitude
of this force, for a given beam of photons, is then
F =
dp
dt
= 2
n
c
dE
dt
= 2
nP
c
(1.2)
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where E is the energy of the light and P is the power of the light. For a collimated beam in water,
one would expect a force of about 10 nN/W or 10 pN/mW. To feasibly use this radiation pressure,
there were ideas of a solar sail [Tsander, 1964], where there were no friction or drag forces compared
to on Earth. Early experiments to measure the radiation force at terrestrial scales were discussed in
Lebedew [1902]. In the context of optical tweezers, radiation pressure is referred to as the scattering
force.
The invention of the laser came in 1960. With a collimated light source, this beam could be focused to
a diffraction-limited spot to exert pico-nanonewton forces. This restricts us to microscopic particles,
but is ideal for biological environments at the cellular scale. One of the first uses of the radiation pres-
sure from lasers was in the paper by Ashkin [1970], where 2.68 µm and 0.585 µm latex particles were
stably trapped in water with counter-propagating beams. A following study had ∼15–20 µm glass
spheres stably levitated in air with a single beam [Ashkin, 1970], and the demonstration of a Millikan
oil droplet experiment with optical levitation through radiation pressure [Ashkin, 1980]. Ashkin and
Dziedzic [1977] suggested the use of a levitation trap to measure forces. The development of the op-
tical levitation trap led to the single beam gradient force trap reported in Ashkin et al. [1986], which
is what we know today as optical tweezers. Previous levitation traps relied on the scattering force to
be countered by gravity, or a counter-propagating beam, to provide trapping. Here the single beam
gradient trap uses a strongly focused laser beam which produces a gradient force, which counters the
scattering force.
When the trapped particle is much larger than the wavelength of the trapping beam, the trapping mech-
anisms can be explained in the geometric (ray) optics limit. We can think of a laser beam in a trap
as a collimated beam which becomes focused. When a beam is collimated, all of its momentum is in
the forward direction. When the beam converges, it carries less momentum in the forward direction,
since although the magnitude of its momentum density has not changed, only the component in the
forward direction contributes to the total momentum. The beam refracts through the trapped particle.
Given that the particle has a higher refractive index than the trapping medium, the particle will act as
a converging lens. In the case when the particle is before the focus of the beam, as in Figure 1.1a, the
beam will converge more after the particle, thus reducing the forward momentum of the beam. From
3conservation of momentum, the forward momentum of the beam has been transferred to the particle,
which will push the particle forward towards the focus of the beam. In the case of when the particle is
downstream of the focus, as in Figure 1.1b, the beam is diverging after the focus, but after the particle,
the beam is now slightly less diverging. To conserve momentum, this forward momentum given to the
beam has to result in the particle being pulled backwards towards the focus. Now suppose the particle
drifted to the side, as in Figure 1.1c. As the light passes through the particle, it is refracted to the
side of the particle, away from the beam axis, introducing transverse momentum. To conserve mo-
mentum, there must be a restoring force which pulls the particle towards the original axis of the beam.
This makes a distinction between the two forces. The scattering force from the beam pushes the par-
ticle downstream, and the gradient force pushes the particle towards the focus of the beam. It is the
gradient force which traps the particle. Further details of the ray optics derivation for optical tweezers
can be found in Ashkin [1992]; Rocha [2009]; Wright et al. [1990].
When we have particles which are much smaller than the wavelength of the trapping beam, we can
treat the particles as if they are in the Rayleigh limit. Here, a dipole moment, p, is induced in the
particle, by the electric field E. This can be treated most simply, if approximately, in the electrostatic
limit where we can write
p = αE (1.3)
where α is the polarisability of the particle. The potential energy of the dipole in an electric field is
U = −p · E, (1.4)
which means that the force from the electric field on the particle is
F = −∇U = ∇ (p · E) . (1.5)
Now, taking the vector expansion of ∇E2 = 2(E ·∇)E+2E×(∇×E)⇒ 2(E ·∇)E = ∇E2−2E×(∇×E),
and ∇ × E = 0 from Maxwell’s equations, the force field is given by
F = α∇ ∣∣∣E2∣∣∣ . (1.6)
This is an expression for the gradient force. The gradient of the intensity of electric field is what gives
the gradient force its name. The gradient force points towards the intensity of the electric field. This
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a b c
Figure 1.1: Demonstration of the behaviour of a beam as it passes through a particle. a The particle is
before the focus, with the beam converging more when the beam passes through the particle. The increase in
convergence reduces the forward momentum of the beam, resulting in the forward movement of the particle
towards the focus. b The particle is after the focus, increasing the convergence of the beam after the focus. The
forward momentum of the beam has increased; thus the particle has been moved in the backwards direction
towards the focus. c The particle is to the side of the focus, refracting the beam to the side which has increased
the lateral momentum of the beam, thus the particle is moved in the opposite lateral direction.
is in contrast to the scattering force, which can be thought of as a radiation pressure, resulting from a
photon reflecting off a particle, pushing the particle downstream from the light source. There are two
forces which balance each other to create the optical tweezers: the scattering force, which is in the
direction of incident light, and the gradient force, which is in the direction of the intensity gradient.
This explanation was given in the original optical tweezers paper of Ashkin et al. [1986] and has been
further described in Rocha [2009], with a derivation presented in Albaladejo et al. [2009].
The typical modern optical tweezers experimental setup resembles that of Figure 1.2. A laser beam is
strongly focused by a high numerical aperture objective. The focus of this beam is now at the sample,
which is where the trapping occurs. The sample is typically on a microscope slide under the cover-
slip. The slide rests on the stage. The laser passes through the sample, to a detector, commonly a
quadrant photodiode (QPD) or a position-sensitive detector (PSD). To observe the sample, a separate
5illumination beam is used. Typically the illumination beam is of a different wavelength, allowing the
use of dichroic mirrors to separate it from the trapping beam.
Figure 1.2: Typical optical tweezers arrangement. A laser beam is strongly focused by an objective, which
allows trapping of the sample. The laser beam is collected by a detector. To observe the sample, an illumination
is usually set up independent of the laser beam.
Early uses of optical tweezers took advantage of the ‘contactless’ or ‘noninvasive’ manipulation of
microscopic particles, especially for biological applications. Ashkin and Dziedzic [1987] and Ashkin
et al. [1987] demonstrated the use of optical tweezers for the trapping of viruses, bacteria and cells,
and with an infrared wavelength chosen to minimise damage to the cells. Berns et al. [1989] manipu-
lated chromosomes in vivo with optical tweezers.
Optical tweezers are a tool which can quantify forces, which broadens our understanding of the forces
6 Introduction
at the cellular scale [Moffitt et al., 2008]. Kinesin stepping motion was observed, and measured, with
the use of optical tweezers [Block et al., 1990; Svoboda and Block, 1994; Svoboda et al., 1993].
Spherical particles were coated with kinesin molecules, which stepped along a microtubule. The
spring constant of the trap was calibrated with the power spectrum of the particle, and through a
step response calibration. In Ashkin et al. [1990], the force of a mitochondrion moving along a mi-
crotubule was measured through the force of the trap when the trapped mitochondria were escaping
the trap. In this case, there was no trapping of a spherical probe particle; the mitochondria were
trapped directly. The measurement of the spring constant of a tether was demonstrated in Block
et al. [1989], on the flagella of bacteria. Finer et al. [1994] measured the interaction force between
a myosin molecule and an actin fibre with the fibre ends attached to optically trapped spheres. With
the spring constant of the trap and tether known, the displacement of the spheres from the trap centres
gives a force caused by the myosin–actin tether interaction force. Roca-Cusachs et al. [2017] presents
a review on the forces in cell biology and the different tools which can be used to quantify such forces.
The development of the photonic force microscope, a scanning force microscope with an optically
held probe particle, led to the calibration of probe particles within optical tweezers [Ghislain et al.,
1994]. There has been the use of spherical particles used as probes [Florin et al., 1997; Friese et al.,
1999; Rohrbach et al., 2004; Volpe and Petrov, 2006; Volpe et al., 2007], as well as more bespoke
devices [Carberry et al., 2010; Olof et al., 2012]. The use of bespoke probe particles for photonic
force microscopy was reviewed in Marago` et al. [2013]. Continuing the use of nonspherical shaped
probe particles, led to the calibration of nonspherical probes in optical tweezers [Bui et al., 2013b;
Grießhammer and Rohrbach, 2014]. This leads to the absolute calibration, which is a calibration for
an arbitrary particle in an arbitrary trapping arrangement which is discussed further in Chapter 5. Cal-
ibration for nonspherical probe particles allows the use of a nonspherical probe particle to perform
measurements in vivo within a cell and other unknown environments [Mas et al., 2013, 2014].
In Chapter 3, I outline the procedures and theory I have used for the calculations of the optical tweez-
ers throughout this thesis. Much of this has been summarised in the reviews of Bui et al. [2017] and
Nieminen et al. [2014]. I have used the Optical Tweezers Toolbox in Matlab [Nieminen et al., 2007],
which is based on the T-matrix method for the calculations of optical forces. I provide a derivation
7of the Mie coefficients for the T-matrix, and discuss my implementation of the optical force in my
dynamic simulations. In my simulations, the optical force is often accompanied by the thermal be-
haviour of the trapped particle. I discuss my implementation of Brownian motion, using either Euler’s
method or the fourth-order Runge–Kutta method, to find my ideal fixed timestep or adaptive timestep.
In Chapter 4, I have approached the escape calibration of chromosome motility forces with simula-
tion. From the simulation of the escape calibration, I first show that there are different trajectories
along which the trapped particle can escape from the trap, which affects the force calibration. The
experiment corresponding to my simulations were performed with collaborators in the lab of Michael
Berns at the Beckman Laser Institute and Medical Clinic, University of California, Irvine, USA.
Chromosome manipulation was performed in the collaborating lab [Ferraro-Gideon et al., 2013]. I
performed the force calibration with the collaborating lab, published in Khatibzadeh et al. [2014c].
This led to my further investigations into the escape force calibration method itself [Bui et al., 2015a],
where I find that there is an equilibrium force landscape which affects the trajectory at which the par-
ticles escape from the optical trap.
In Chapter 5, I introduce a novel method of force calibration. This method also relies on thermal
motion of a tracked particle, but the tracking is performed with a camera and a PSD. The core of this
work is submitted for publication [Bui et al., submitted]. The previous calibration methods require
the trap and probe system to first be calibrated. This absolute calibration method does not depend on
the properties of the probe particle or trapping medium, beyond that the force profile is monotonic,
and thus can be used in a more varied set of environments and trapping arrangements.
Chapter 6 uses the new absolute calibration method of Chapter 5 to investigate the measurement of
non-optical forces. The two non-optical forces I’ll explore are wall forces and swimming forces. I
first discus the effects of a wall which has an exponential force–position relationship, as well as the
position of the trap near a wall which has a Hookean response. I discuss two models of swimming
behaviour for calibration. The first is a uniform time-independent velocity, and the second is a time-
dependent swimming velocity. This work is in preparation for publication.
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Lastly, in Chapter 7, I explore optically-driven micromachines, as was mentioned in my book chapter
[Kashchuk et al., 2017]. The micromachine explored is a rotor, which is optically trapped by handles,
but the paddles themselves are pushed by another beam. We look at the optimisation of the shape
of this rotor structure. This is different to the dynamic simulations of Chapters 4, 5 and 6. The
calculations here are of the optical force as it acts on a (stationary) paddle, and not with any motion.
2
Force calibration methods
Optical tweezers can be used for quantitative force measurements. The key to quantifying such forces
is force calibration. There are two regimes where forces can be quantified as a single quantity, as
shown in Figure 2.1. The trap can be characterised by the spring constant of the trap, κ, or the escape
force of the trap, Fesc or Qesc. Q is the normalised force, or dimensionless force efficiency, which
relates force to power
F =
nQ
c
P (2.1)
where n is the refractive index of the medium, c is the speed of light in vacuum and P is the power.
Another method to describe an optical trap is to quantify the force everywhere in the trap, as F(r) or
Q(r), which is the whole force profile shown in Figure 2.1. Figure 2.1 shows the lateral force profile
of a polystyrene sphere of diameter 4.5 µm, trapped in water with a 1064 nm Gaussian beam focused
with a numerical aperture of 0.8. This curve is typical for any sphere trapped in a Gaussian beam. In
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the centre of the trap, the relationship between force and position is approximately Hookean, i.e.
F(r) = −κr. (2.2)
If the position of the particle, r, is known, then the force acting on the particle, F(r), at that position
can be calculated with the spring constant of the trap. On the edges of the trap, the force acting on the
particle is the strongest. The magnitude of this force is known as the escape force, Fesc.
Figure 2.1: There are two regions of an optical trap whose calibration can be expressed as a single quantity:
the Hookean and the escape force regions. Force in the Hookean region can be calculated from the position
through the spring constant of the trap. Force in the escape region is calculated from the trapping power by
knowing the escape force, Qesc, of the particle. The other method of calibrating the trap is to construct the force
profile shown as the black curve in the figure. The force shown is in the normalised radial component of the
optical force.
Calibration of the escape force region shall be discussed in Chapter 4. In this chapter, I shall discuss
calibration in the linear region. I first describe power spectrum analysis for force calibration, which
is one of the most commonly used methods of calibration. I then explore calibration with Boltzmann
statistics, which, although useful in the Hookean region of the trap, does not necessarily require as-
suming that the trap is Hookean. Two core force calibration methods used throughout my thesis,
escape force calibration and the absolute calibration method, will not be discussed in detail here; they
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are discussed in Chapters 4 and 5 respectively.
Here I discuss the core calibration methods commonly used in quantitative force measurements with
optical tweezers. I do not provide an exhaustive review of force calibration methods, although I have
written a summary of procedures, which has been published in Rubinsztein-Dunlop et al. [2015].
There have been numerous comparisons of force calibration methods, which, for example, can be
found in Baek et al. [2007]; Capitanio and Pavone [2013]; Capitanio et al. [2002]; Neuman and Block
[2004]; Simmons et al. [1996]. Here, only a brief summary is given.
2.1 Power spectrum analysis
The power spectrum describes the frequencies which combine to give the observed motion of a
trapped particle. For a thermal spherical particle, the power spectrum of the particle should resemble
that of Figure 2.2a. To calculate the power spectrum, the thermal motion of the particle was walking
with steps taken randomly from a standard normal distribution. The thermal motion is comprised of a
large amplitude of low frequencies, and small amplitude of high frequencies. When a thermal particle
is in a Hookean trap, as in Figure 2.2b (κ = 0.025 N/m here), there is a distinct dampening of the
lower frequencies caused by the trap. This is more obvious when a series of power spectra, 100 runs
of the same particle in Figure 2.2c, are averaged. Finding the frequency where this trapping meets
the free motion, the corner frequency, gives an indication of the strength of the trap. In the case of an
optically trapped particle, this corner frequency, fc, is proportional to the ratio of the spring constant
of the trap, κ, and the drag coefficient, Γ, of the particle, as shown in Equation (2.3),
fc =
κ
2piΓ
. (2.3)
Thus, if the corner frequency and the drag coefficient are known, then the spring constant of the trap
can be calculated. For a given particle position, the force acting on that particle can then be calculated
from the spring constant.
One of the greatest weaknesses of using the power spectrum is that the drag coefficient of a nonspher-
ical particle is not necessarily straightforward to calculate. In the special case of an optically trapped
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a b c
Figure 2.2: Power spectrum of a a single run of 5 × 105 steps of a free thermal particle, b a single run
of 5 × 105 steps of a thermal particle in a Hookean trap, and c an average of 100 runs of 5 × 105 steps, of a
thermal particle in a Hookean trap. The trap limits the lower frequencies, seen as the horizontal part of the
power spectrum, and the free diffusion is the negatively sloped region to the right of the corner frequency. This
corner frequency is proportional to the ratio of the drag to the spring constant of the trap.
sphere, the friction coefficient, Γ, can be calculated with Equation (2.4)
Γ = 6piηr, (2.4)
assuming Stokes flow, where η is the viscosity of the trapping medium and r is the radius of the
sphere. In general, the drag cannot be represented as a scalar, but requires a tensor. For example, as
will be seen later in this thesis, a cylinder cannot be represented as a scalar, but its symmetry allows
a diagonal tensor. For chiral particles, there will be coupling of the off-diagonal tensor terms as there
will be coupling between rotational and translational degrees of freedom. Consequently, a force–
position relation is not sufficient to describe forces acting on a non-spherical particle; the force is also
dependent on orientation.
The limitation of requiring knowledge of the drag of a particle limits the use of power spectrum anal-
ysis for force calibration. In practice, this method is used commonly, but the trapped particles are
typically spheres and when force calibration is required of a non-spherical particle, then a sphere is
used as a probe to interact with the non-spherical particle. Introduction of a probe particle is not
always practical, for example, in biological cell where the introduction of a particle may affect the
forces that are being measured. Thus, calibration of existing particles, which may not be spherical,
would be preferred.
A thorough analysis of power spectrum calibration and a discussion on the difficulty in fitting a
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Lorentzian to strong traps is found in Berg-Sørensen and Flyvbjerg [2004]. The power spectrum
method was the core calibration method in the design of an early scanning force microscope [Ghis-
lain and Webb, 1993; Ghislain et al., 1994]. More recently, the power spectrum method was used
to calculate the spring constant of a particle trapped in a cell [Mas et al., 2014]. It should be noted
this spring constant calibration is typically done in a particular direction. In Figure 2.2, the spring
constant was calculated in a lateral direction. The spring constant can also be calculated with the
power spectrum method in the axial direction [Mack et al., 2012]. I do not use this method later in
this thesis.
2.2 Boltzmann statistics analysis
The thermal statistics approach and related methods which involve thermal motion, have been ex-
plored for calibration in detail by Rohrbach’s group (University of Freiburg, Germany) [Rohrbach
et al., 2004], Ritsch-Marte’s group (Innsbruck Medical University, Austria) [Singer et al., 2000], and
also other groups who work with nonspherical probe particles, such as Marago’s group (Istituto per
i Processi Chimico-Fisici, Italy )[Marago` et al., 2013] and the Bristol group (University of Bristol,
United Kingdom) [Simpson and Hanna, 2012].
a b c
Figure 2.3: Simulation of a spherical particle (polystyrene, 1 µm radius) undergoing a Brownian motion
in a simulated Hookean trap, with κ = 0.025 N/m, and b a simulated optical trap, with wavelength 1064 nm,
numerical aperture of 0.8, and power at the focus of 20 mW, and c free Brownian motion within the frame of
the trapped particles.
A thermal sphere undergoes Brownian motion, as shown in Figure 2.3. Its motion is random, but has
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been quantified [Einstein, 1956]. With optical trapping, a simplistic model is a harmonic (Hookean)
trap, which is shown in Figure 2.3a. This Hookean trap is an approximation for an optical trap, which
is shown in Figure 2.3b. Although the Hookean approximation simplifies the trap, it does still resem-
ble the original trap, and thus, it is a commonly used assumption. For the same frame of view, a free
particle is shown in Figure 2.3c. For comparison, a larger field of view of the same particles is shown
in Figure 2.4, with the particle drawn on top of the Brownian motion walks. The trapped particles
of Figure 2.4a and b are clearly trapped with their Brownian motion very small compared to the size
of the particle. The free particle of Figure 2.4 has an unrestricted Brownian walk, much larger than
the size of itself. Note that the Brownian motion occurs in three dimensions (and rotationally too),
although only the xy view is shown in Figures 2.3 and 2.4.
a b c
Figure 2.4: Simulation of a spherical particle (polystyrene, 1 µm radius) undergoing a Brownian motion
in a simulated Hookean trap, with κ = 0.025 N/m, and b a simulated optical trap, with wavelength 1064 nm,
numerical aperture of 0.8, and power at the focus of 20 mW; and c free Brownian motion. The particle has been
drawn on top of the traces. The observed Brownian motion is small compared to the size of the particle. There
is a clear distinction between trapped and free motion.
Observation of this motion will produce a probability distribution of where the particle has traversed,
as shown in Figure 2.5. This position probability distribution, P, follows the form
P(r) ∝ exp
(−U(r)
kBT
)
(2.5)
where I have taken r to be my position vector, U is the potential of the trap, kB is the Boltzmann
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constant and T is the temperature. Since the free particle of 2.3c is not restricted in any potential, this
approaches the limit where its traversed area is infinite, thus its probability distribution (independent
of time) is zero. There is no need to further discuss the calibration of a free particle since a free
particle implies that there is no trap, and this section discusses the force calibration of optical traps.
Since the trapped particles of 2.3a and b have restricted motion, their distributions are greater at the
trap equilibrium, and are influenced by the trap potential. Thus, for the harmonic particle of Figure
2.3a, its probability distribution would resemble:
P(r) ∝ exp
( −κr2
2kBT
)
(2.6)
where I have substituted the potential of a Hookean trap,
U(r) =
κr2
2
, (2.7)
into Equation (2.6), noting that κ in this case could be independent in all three degrees of freedom,
but for the purpose of calibration in one dimension, is a scalar. For the 3D case, where κ is diagonal,
one could write this potential in Cartesian components as
κr2 =
1
2
(
κxx2 + κyy2 + κzz2
)
(2.8)
where x, y, and z are the Cartesian components of r. From the form of Equation (2.6), this probability
distribution of a harmonically trapped particle is now a Gaussian distribution, as illustrated in Figure
2.5a, which is what one would expect. 2.5b is the probability distribution of an optically trapped
particle. Since it does closely follow a Hookean shape, the probability distribution does resemble the
Gaussian distribution, but does deviate at the edges of the trap.
Note that to transform the trajectories of the particles, I have discretised my data, by binning the data
to make a histogram. This introduces a discretisation error, which is discussed further in Chapter 5
where I compare errors from this method to my proposed method of absolute calibration.
I now have two ways to handle this probability distribution. I can assume the shape of the potential
of the trap, or I can use its position probability distribution to calculate the potential of the trap.
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a b
Figure 2.5: Probability distributions for a spherical particle (polystyrene, 1 µm radius) trapped in a a simu-
lated Hookean trap, with κ = 0.025 N/m, and b a simulated optical trap, with wavelength 1064 nm, numerical
aperture of 0.8, and power at the focus of 20 mW.
In the most common case of a spherical particle in a Gaussian beam, the trap shape is typically
harmonic, that is the shape follows that of Equation 2.7. From Equation 2.6 which represents a
harmonic potential, this is a Gaussian distribution, we see that the standard deviation of that Gaussian
must be
σ =
√
kBT
κ
, (2.9)
which means that the fitting of a Gaussian to the position probability distribution allows one to cal-
culate the spring constant of the trap. By calculating the spring constant of the trap, I have assumed
that the trap is Hookean in its shape. If we compare the shapes of the real trap Figures 2.5–2.7a, to
the Hookean trap of Figures 2.5–2.7b, they are similar in shape, which makes the assumption that this
real trap is roughly Hookean sound.
Should I not assume that the trap is Hookean, I can rearrange Equation (2.5) to reveal a general
expression for the trap potential based on its probability distribution:
U(r) = −kBT log (P(r)) , (2.10)
where kB is the Boltzmann constant and T is the absolute temperature of the surrounding trapping
medium. This holds true for a trap which can be described by a potential.
2.2 Boltzmann statistics analysis 17
a b
Figure 2.6: Boltzmann potentials of a spherical particle (polystyrene, 1 µm radius) trapped in a a simulated
Hookean trap, with κ = 0.025 N/m, and b a simulated optical trap, with wavelength 1064 nm, numerical aperture
of 0.8, and power at the focus of 20 mW.
By definition, the optical trapping force, F(r), is the sum of the gradient of a scalar potential and the
curl of the vector potential, i.e.,
F(r) = −∇U(r) + ∇ × A(r) (2.11)
where in the case of optical tweezers, U(r) is the optical potential of the trap and A(r) is a vector
potential of the trap.
In the usual case of a Gaussian beam, there is little rotation in the optical force, that is, the trap is
conservative. Nonconservative forces arise when there is a torque present, but also in other cases. In
the case of an optically trapped cylinder, where there is torque, the nonconservative force is typically
only around 5%–10% of the trap strength [Irrera et al., 2016]. Thus, the optical force of a trap can be
written to be related only to the gradient of the optical potential
F(r) = −∇U(r). (2.12)
Although only the xy force fields are shown in Figure 2.7, calibration can be taken along any direction
in the lateral direction, or along the axial direction.
This expression for force is a relation between force and position. For a given position in the trap, the
force acting on the particle will be known. Note that for this calibration, without the assumption that
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a b
c d
Figure 2.7: Force field of a simulated spherical particle (polystyrene, 1 µm radius) undergoing Brownian
motion in a a simulated Hookean trap, with κ = 0.025 N/m, and b a simulated optical trap, with wavelength
1064 nm, numerical aperture of 0.8, and power at the focus of 20 mW. c The Hookean force field and d the
simulated optical trap force field acting on particle that was initially in the simulation. Note that the calculated
fields of a and b resemble the original fields of c and d respectively. Note that the extremities of a and b were
affected by the handling of the gradient function on the edge of the data.
the trap is Hookean, I do not make any assumptions about the drag tensor of the particle, which means
that this calibration method does not depend on the size, shape or refractive index of the particle. The
calibration does depend on temperature, so provided that temperature changes very slowly compared
to calibration or can be estimated, temperature should not be an issue. This is especially true for
biological systems, which are kept at body or room temperature. There is a requirement that the
trapped particle is in thermodynamic equilibrium, else its behaviour would not follow Boltzmann
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statistics. The necessary assumption is that the optical force field is conservative to be described
sufficiently by the scalar potential, and usually, this is true enough. When these requirements are not
fulfilled, the scalar and vector potential may be used to describe the nonconservative force field. This
was presented in Moyses et al. [2015] for the discussion of Brownian vortices, and Irrera et al. [2016]
and Toe et al. [2016] which discusses optically trapped nanowires.
2.3 Other methods
Continuing with the Hookean model of optical tweezers, one could also calibrate the optical trap
by measuring the displacement of a particle from the trap equilibrium under a known flow field or
external force. Movement of the stage, whether with a uniform or periodic velocity, can create a
viscous drag force which displaces the particle form the trap equilibrium [Neuman and Block, 2004].
Likewise, an external force can be applied by a previously calibrated optical trap [Chen et al., 2009].
The spring constant at the new equilibrium position can be calculated following any of the methods
outlined in this chapter.
Provided the drag of the particle and the viscosity of the trapping medium is known, then a step
response calibration is possible. Here the particle is displaced from the trap equilibrium, then its tra-
jectory as it returns to the trap equilibrium is observed. The time it takes to return to the equilibrium
is related to the ratio of the spring constant and friction coefficient of the particle.
Referring to Figure 2.1, once outside of the central region of the trap, the force profile of the trap is not
Hookean. Only calibrating within this central region limits the use of the optical tweezers. There is
generally a smaller force than the rest of the trap in this central region. This has led to hybrid methods
to determine the force profile outside the central region of the optical trap, although still assuming
that the trap is locally Hookean.
Much like a trapped particle interacting with a nearby trap previously described, if the nearby trap
was strong enough to displace the particle to the non-Hookean region of the weaker trap, the local
spring constant can be calculated for the new equilibrium positions around the weaker trap [Wilcox
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et al., 2016]. Similarly, the stiffer trap need not be interacting directly with the trapped particle. Two
particles can be tethered together, with one particle in the weaker trap and the other particle in the
stronger trap. With a known spring constant of the tether and the stronger trap, the non-Hookean
region of the weaker trap can be calibrated with local spring constants [Greenleaf et al., 2005].
3
Simulation methods
In this chapter, I shall describe the dynamics used in the simulations throughout this thesis. I discuss
the forces at play in optical tweezers, notably the thermal (Brownian) and optical forces and torques. I
discuss the T-matrix approach with a derivation for the Mie coefficients of a sphere. A summary of the
optical tweezers modelling is published in the review paper Nieminen et al. [2014], and a summary
of the optical tweezers simulation methods is published in another review paper Bui et al. [2017], and
in the conference abstract Bui et al. [2016a].
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3.1 Dynamics
To describe the dynamics of trapped particles in optical tweezers, I first begin with Newton’s second
law of motion
mr¨ = F = Fopt + Fdrag + Fr−t + Fthermal + Fext, (3.1a)
Iθ¨ = τ = τopt + τdrag + τt−r + τthermal + τext (3.1b)
where m and I are the mass and moment of inertia of the particle, r is the position of the particle,
θ is the angular orientation of the particle,and there are optical, drag, rotation–translation coupling,
thermal and external forces and respective torques that may act on the particle.
In the linear drag regime, the drag force and torque are given by
Fdrag = −Γtr˙, (3.2a)
τdrag = −Γrθ˙, (3.2b)
where Γt and Γr are the translational and rotational drag tensors of the particle.
My handling of the rotation–translation coupling forces and torques can be summarised as
Fr−t = Γr−tr˙ = 0 (3.3a)
τt−r = Γt−rθ˙ = 0 (3.3b)
which results in a force and torque of zero for achiral particles. In this thesis, I shall deal with various
shapes, from spheres, cylinders to rectangular blocks. I do not discuss chiral objects in this thesis,
and so the rotation–translation coupling is zero as stated in Equations (3.3).
There are different flow behaviours, which are characterised by the Reynolds number defined as the
ratio of the inertial to the viscous forces. A high Reynolds number allows us to ignore viscosity; this
is inviscid flow. A low Reynolds number allows us to ignore inertia; this is Stokes flow or creeping
flow. The Reynolds number is defined as
Re =
ρvL
η
, (3.4)
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where ρ is the density of the fluid, v is the characteristic velocity of the flow, L is the characteristic
linear dimension of the particle and η is the viscosity of the fluid. For a typical representative optical
tweezers arrangement in this thesis, I consider a spherical particle of diameter of 1 µm, moving at
100 µm/s, in water (with density 1000 kg/m3 and viscosity of 10−3 Pa s), and the Reynolds number is
about 10−5. This is a very low Reynolds number, so the Stokes limit can used, where we can assume
mr¨ = 0, (3.5a)
Iθ¨ = 0. (3.5b)
This means that when the particle moves, it is at terminal velocity. The time it takes the particle to
reach terminal velocity, the relaxation time, for a microscopic particle, is about half a microsecond
[Volpe and Volpe, 2013]. The simulations I have used sample at a longer timescale, so this will not
be an issue in this thesis.
By combining Equations (3.2), (3.3) and (3.5) into Equation (3.1), the dynamics of the optical tweez-
ers system can be expressed as
r˙ = Γ−1t
(
Fopt + Fthermal + Fext
)
(3.6a)
θ˙ = Γ−1r
(
τopt + τthermal + τext
)
. (3.6b)
The velocity of the trapped particle is affected by the translational drag tensor of the particle and the
optical, thermal and external forces. Likewise, the angular velocity of the particle is affected by the
rotational drag tensor of the particle, and the optical, thermal and external torques. The following
sections shall discuss these forces and torques.
3.2 Thermal forces and torques
The thermal forces and torques that arise in my simulations of optical trapping come from Brownian
motion [Einstein, 1956]. The force and torque which cause Brownian motion can be written as
Fthermal(t) = P
√
2kBT
Γt
ξ(t) (3.7a)
τthermal(t) = P
√
2kBT
Γr
ξ(t) (3.7b)
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where Γt is the translational friction tensor and Γr is the rotational friction tensor, kB is the Boltzmann
constant and T is the temperature around the particle. P is a coordinate transform which makes the
drag tensors consistent with the lab frame as the particle changes orientation within the trap. The
drag tensors used throughout this thesis are discussed in more detail in Section 3.5. ξ(t) is a vector
discretised Wiener process of independent random numbers from a standard Gaussian distribution.
Note that the expressions of Equations (3.7) do not help with the computation. The average force, and
torque, over a finite time interval, ∆t, will follow Gaussian distributions with standard deviations of
〈Fthermal〉∆t = P
√
2 kBT
Γt∆t
(3.8a)
〈τthermal〉∆t = P
√
2 kBT
Γr∆t
, (3.8b)
which are useful computationally. Note that this leaves the average displacement with a
√
∆t scaling.
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Figure 3.1: Demonstration of the process used in Figure 3.2 with an artificial Brownian walk. The original
path of sixteen steps in black, has the number of points halved to become the blue walk. The number of points
are halved from the blue walk to form the green walk, then halved again to form the orange walk, then halved
a final time to form the red walk which is now only two points. The Brownian motion remains the same for all
of the steps; it has become averaged over the new timestep.
To determine the limits of this time interval, I use a computational approach. Since I use computer
simulation to explore optical tweezers dynamics, I must have a discrete time step for calculations.
Figure 3.2 shows the effect of the size of the time step on the final position of the particle. This is
equivalent to testing the same Brownian walk in an optical trap, but with different data collection rates.
Throughout this thesis, I use Euler or fourth-order Runge–Kutta methods to generate the trajectories
of trapped particles, so both methods are used for comparison here. The same random numbers were
used to generate the random walks for both the Euler and fourth-order Runge–Kutta method. For the
fourth-order Runge–Kutta method, one random number was used to cover the time composed of the
four subintervals; the four subintervals took their division of the whole interval’s Brownian motion.
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This ensures consistency of the walks between the two methods. The test particle here is a particle
of radius 1 µm and refractive index of 1.59. The trapping medium has refractive index of 1.33 and
viscosity 0.93 mPa s. The trapping beam has a wavelength of 1064 nm, is focused with numerical
aperture of 1.3, and the system is at 298 K. I have used a strong trap of 500 mW and a weak trap
of 20 mW. The particle starts at (0,0,0), which is the location of the focus of the trap. The particle’s
equilibrium position is a little downstream of the focus. The particle undergoes a Brownian walk
in the trap. The random numbers for the Brownian motion are calculated beforehand and the same
random numbers are used for both algorithms.
10-7 10-6 10-5 10-4 10-3
timestep (s)
10-9
10-8
10-7
10-6
10-5
10-4
Fi
na
l d
isp
la
ce
m
en
t (m
)
Euler 20 mW
Euler 500 mW
Runge-Kutta 20 mW
Runge-Kutta 500 mW
Figure 3.2: Comparison of the accuracy for the Euler method method and the fourth-order Runge-Kutta
method for various timesteps. The accuracy is limited by the Brownian motion and not the algorithm.
The particle walks for 220 steps, with a time step interval of 10−7 s, and its final position is recorded. I
then halve the number of steps, which doubles the time step. The Brownian motions for the involved
steps are added. This is demonstrated in Figure 3.1 with an artificial Brownian walk. The original
walk has the number of points halved, which leaves a walk sampled at half the rate, but with the
same Brownian motion. The steps are then halved until there is only one step remaining, which will
essentially be the result of a Brownian step over a very large time. I find that the Euler method can
be used for larger timesteps than the fourth-order Runge–Kutta method. There is a jump in the Euler
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method at about 10−4 s. Comparing the two trapping powers, the strong trap and the weak trap, I see
that the biggest limitation to the choice of timestep is the Brownian motion, not the optical force. This
means that for a particle in an optical trap, and no significant other forces, the Euler method with a
larger timestep is sufficient. This reduces the time taken for calculation compared to using a higher
order method, or smaller time step.
Although this reveals an ‘ideal’ time step, it should be noted that in some calibration arrangements
throughout this thesis, there is an external force which is not optical or thermal. Two instances of this
presented in this thesis in Chapter 4 with the escape calibration, and in Chapter 6 with the calibration
near walls and of swimmers. This is outlined in Section 3.5. Bui et al. [2017] and Bui et al. [2013b],
and in the conference abstract Bui et al. [2016a], discuss my use of Brownian motion in optical
tweezers. Further details on the Brownian motion of optical tweezers can be found in Ermak and
McCammon [1978], Volpe and Volpe [2013], and Jones et al. [2015].
3.3 Optical forces and torques
To determine the optical forces from the tweezers that act on the probe particle, I use the T-matrix
formalism. I discuss the T-matrix method, and I provide the Lorenz–Mie solution from the derivation
to find the T-matrix of a particle. I have written these simulations, describing the motion and trapping
behaviour, using the Optical Tweezers Toolbox in MATLAB [Nieminen et al., 2007]. The Toolbox
treats the optical tweezers as a scattering problem with generalised Lorenz–Mie theory (GLMT),
where the beam is described a wave which scatters off a particle. This is appropriate as the particles
are too big to be treated as dipoles, but also too small to use ray optics. The electric field of the
incoming wave, Einc, is given as
Einc =
Nmax∑
n=1
anψincn , (3.9)
where ψn is the nth basis wavefunction and an is the coefficient for ψn. Likewise, the electric field of
the scattered electric field, Escat, which can be written as
Escat =
Nmax∑
n=1
pnψscatn . (3.10)
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These series for the incident and scattered electric field are infinite, but to use this expansion compu-
tationally, the series must be truncated at an Nmax. When using vector spherical wavefunctions as the
basis wavefunctions, then this series truncated to Nmax defines a sphere that encloses the particle. If
the Nmax is too small, then the whole particle is not enclosed, and the scattering does not describe the
full effect from the particle. If the Nmax is too large, then the calculation will take longer, and it does
not scale well and can have numerous problems.
The scattering is equivalent to a linear transformation between the vectors of a and p coefficients,
such that
p = T a (3.11)
where T is the T-matrix, or transition or transfer matrix, which describes the effect of a particle on
a wave. Note that the T-matrix is characteristic of the particle—specifically shape, dimensions and
refractive index. The incident wave does not change the T-matrix. Thus, this need only be calculated
once for a particular particle. This makes the T-matrix method ideal for simulation.
The symmetry of the trapped particle helps the speed of the simulation. The particles used are usually
spheres, so there are no rotational degrees of freedom. However, this depends on the experiment being
simulated. For the chromosome calibration, a calculation was done with cylinders as a chromosome
resembles a cylinder more than a sphere, but still retains some symmetry. A lathe, or non-circular
cylinder, was chosen to model the sperm head for its symmetry, although the dynamics simulation
were carried out with a sphere model. The paddle of the paddlewheel was modelled as a rectangular
prism.
Here I use solutions of the vector Helmholtz equations to describe the wave as it scatters from the
particle. The Lorenz–Mie solution accurately describes spherical particles with a radius, R.
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The incident electric field can be described as
Einc =
(
Einc
)
TE
+
(
Einc
)
TM
(3.12a)
Einc = anmM(3)nm (kextr, θ, ϕ) + bnmN
(3)
nm (kextr, θ, ϕ) , (3.12b)
where we consider kext to be the wavenumber of the incident beam in the medium, r, θ, and ϕ to be
our radial, polar and azimuthal directions in spherical coordinates, respectively. I take M(3)nm and N(3)nm
to be the regular vector spherical wavefunctions (VSWFs) which are mutually orthogonal solutions
to the vector Helmholtz equation, with anm and bnm their mode amplitudes, respectively. Here I shall
use the notation that M(3)nm and N(3))nm refer to the regular VSWF, which are defined as
M(3)nm =
1
2
(
M(1)nm + M
(2)
nm
)
(3.13a)
N(3)nm =
1
2
(
N(1)nm + N
(2)
nm
)
(3.13b)
where M(1)nm and N(1)nm are the outgoing VSWFs and M(2)nm and N(2)nm are the incoming VSWFs. To expand
the M and N VSWFs,
M(1,2)nm (kr) = Nnh
(1,2)
n (kr) Cnm (θ, ϕ) (3.14a)
N(1,2)nm (kr) =
h(1,2)n (kr)
krNn
Pn,m (θ, ϕ) + Nn
(
h(1,2)n−1 (kr) −
nh(1,2)n (kr)
kr
)
Bn,m (θ, ϕ) (3.14b)
where h(1,2)n (kr) are the spherical Hankel functions of the first and second kind,
h(1)n (x) = jn(x) + iyn(x) (3.15a)
h(2)n (x) = jn(x) − iyn(x), (3.15b)
and
Nn =
(
2n + 1
4pin (n + 1)
) 1
2
, (3.16)
and
Bnm (θ, φ) = r∇Ymn (θ, ϕ) = ∇ × Cnm (θ, ϕ) = θˆ
∂
∂θ
Ymn (θ, ϕ) + ϕˆi
m
sin (θ)
Ymn (θ, ϕ) (3.17a)
Cnm (θ, ϕ) = ∇ × rYmn (θ, φ) = θˆi
m
sin (θ)
Ymn (θ, ϕ) − ϕˆ
∂
∂θ
(θ, ϕ) (3.17b)
Pnm (θ, ϕ) = rˆYmn (θ, ϕ) (3.17c)
3.3 Optical forces and torques 29
with
Ymn (θ, ϕ) =
(
(2n + 1) (n − m)!
4pi (n + m)!
) 1
2
Pmn (cos (θ)) exp (imϕ) (3.18)
which are the normalised scalar spherical harmonics, where Pmn are the associated Legendre functions.
Note that M(1,2)nm is purely tangential, and that N(1,2)nm is only radial in its Pnm (θ, ϕ) component. The full
expansion of these VSWFs, can be found in Brock [2000]; van de Hulst [1957].
Note that M and N are related such that
M =
1
k
∇ × N (3.19a)
N =
1
k
∇ ×M. (3.19b)
I shall take the M VSWFs to be for the TE wave modes, and N for the TM wave modes.
Similar to the incident electric field, I can describe the scattered electric field, Escat, to be
Escat =
(
Escat
)
TE
+
(
Escat
)
TM
(3.20a)
Escat = pnmM(1)nm (kextr, θ, ϕ) + qnmN
(1)
nm (kextr, θ, ϕ) , (3.20b)
and the internal electric field, Eint, inside the particle, to be
Eint =
(
Eint
)
TE
+
(
Eint
)
TM
Eint = cnmM(3)nm (kintr, θ, ϕ) + dnmN
(3)
nm (kintr, θ, ϕ) , (3.21a)
where kint is the wavenumber inside the particle.
To solve for the scattering, the expressions can broken into TE and TM modes. For the TE modes, I
am looking for the mode amplitudes anm, cnm, pnm of the VSWF M(1,3)nm (k, kint). For the TM modes, I
am looking for the mode amplitudes bnm, dnm, qnm of the VSWF N(1,3)nm (k, kint).
The boundary conditions are that the tangential components of E and H are continuous. For the
sphere of radius R, we have that
Eincθ,ϕ(R, θ, φ) + E
scat
θ,ϕ (R, θ, φ) = E
int
θ,ϕ(R, θ, φ) (3.22a)
Hincθ,ϕ(R, θ, φ) + H
scat
θ,ϕ (R, θ, φ) = H
int
θ,ϕ(R, θ, φ) (3.22b)
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Looking at the tangential components, at the surface of the scatterer where r = R, and substituting
Equations (3.12), (3.20) and (3.21) into Equation 3.22a, we are left with
anmM(3)nm (kextR, θ, ϕ) + pnmM
(1)
nm (kextR, θ, ϕ) = cnmM
(3)
nm (kintR, θ, ϕ) (3.23a)
bnmN(3)nm (kextR, θ, ϕ) + qnmN
(1)
nm (kextR, θ, ϕ) = dnmN
(3)
nm (kintR, θ, ϕ) , (3.23b)
where Equation (3.23a) is for the TE mode, and Euqation (3.23b) is for the TM mode.
Now note that the tangential components of Equations (3.14), can be written as
M(1,2)nm (kr) = Nnh
(1,2)
n (kr)Cnm(θ, ϕ) (3.24a)
N(1,2)(kr) = Nn
(
h(1,2)n−1 −
nh(1,2)n (kr)
kr
)
Bnm (θ, ϕ) . (3.24b)
Using the expansions of Equations (3.13), (3.24), (3.15), I reduce Equations (3.23) to
anm jn (koutR) + pnmh(1)n (koutR) = cnm jn (kintR) (3.25a)
bnm j′n (koutR) + qnmh
′(1)
n (koutR) = dnm j
′
n (kintR) , (3.25b)
where I take the notation of j′n and h
′(1)
n to be the first derivatives of the Bessel and Hankel functions
respectively, i.e.
j′n(kr) = jn−1(kr) −
n jn(kr)
kr
(3.26a)
h′(1)n (kr) = h
(1)
n−1(kr) −
nh(1)n (kr)
kr
. (3.26b)
So Equations 3.25 gives us the scattering coefficients for three, but can be reduced to two, variables
with one equation from the electric field. To solve for the coefficients, I am looking for the mode am-
plitudes anm, cnm and pnm in the TE mode. For the TM modes, I am looking for the mode amplitudes
bnm, dnm and qnm.
We now consider the magnetic field. The magnetic field is related to the electric field by
H =
1
ikZ
∇ × E (3.27)
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where Z is the impedance of the medium. This leaves the incident field for the TE and TM modes,
transforming Equations 3.12 with Equations 3.27,
Hinc =
(
Hinc
)
TE
+
(
Hinc
)
TM
(3.28a)
Hinc =
anm
iZext
N(3)nm(kext) +
bnm
iZext
M(3)nm(kextr), (3.28b)
where Zext is the impendance in the medium surrounding the particle. The corresponding scattered
fields, taking Equations 3.20 and 3.27,
Hscat =
(
Hscat
)
TE
+
(
Hscat
)
TM
(3.29a)
Hscat =
pnm
iZext
N(1)nm(kextr) +
qnm
iZext
M(1)nm(kextr), (3.29b)
and likewise with the magnetic field inside the particle, from the electric field of Equations 3.21 and
the transform of Equation 3.27,
Hint =
(
Hint
)
TE
+
(
Hint
)
TM
(3.30a)
Hint =
cnm
iZint
N(3)nm(kextr) +
dnm
iZint
M(3)nm(kextr), (3.30b)
where Zint is the impedance inside the particle.
Now, the tangential components of the electric and magnetic fields at the surface of the particle, at
r = R, must be continuous. Substituting Equations 3.28, 3.29 and 3.30 into Equation 3.22b for the
magnetic field, we are left with
anm
iZext
N(3)nm(kextr) +
pnm
iZext
N(1)nm(kextr) =
cnm
iZint
N(3)nm(kextr) (3.31a)
bnm
iZext
M(3)nm(kextr) +
qnm
iZext
M(1)nm(kextr) =
dnm
iZint
M(3)nm(kextr), (3.31b)
where Equation 3.31a is for the TE mode and Equation3.31b is for the TM mode. Following the
simplifications made with the electric field, the magnetic fields of Equation 3.31 reduces to
anm j′n(kextR) + pnmh
′(1)
n (kextR) = cnmnrel j
′
n(kintR) (3.32a)
bnm jn(kextR) + qnmh(1)n (kextR) = dnmnrel jn(kintR) (3.32b)
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where I have taken Zint/Zext = 1/nrel where nrel is the relative refractive index of the particle with
respect to the medium.
Combining Equations 3.25 and 3.32, expressions from the electric and magnetic field, I have the
scattered field in terms of the incident field
pnm
anm
=
jn(kintR) j′n(kextR) − nrel jn(kextR) + j′n(kintR)
nrelh
(1)
n (kextR) j′n(kintR) − jn(kintR)h′(1)n (kintR)
(3.33a)
qnm
bnm
=
jn(kextR) j′n(kintR) − nrel jn(kintR) + j′n(kextR)
nrel jn(kintR)h
′(1)
n (kintR) − h(1)n (kextR) j′n(kintR)
, (3.33b)
and the internal field in terms of the incident field
cnm
anm
=
h(1)n (kextR) j′n(kextR) − jn(kextR)h′(1)n (kextR)
nrelh
(1)
n (kextR) j′n(kintR) − jn(kintR)h′(1)n (kextR)
(3.34a)
dnm
bnm
=
jn(kextR)h
′(1)
n (kextR) − nrel j′n(kextR)h(1)n (kextR)
nrel jn(kintR)h
′(1)
n (kextR) − j′n(kintR)h(1)n (kextR)
. (3.34b)
Equations 3.33 can be constructed into a linear systempq
 = diag [p/a q/b]
ab
 (3.35)
which can be solved for different incident fields whilst keeping the same diagonal matrix. This diag-
onal matrix is the T-matrix for a spherical particle.
This derivation is given in further detail in van de Hulst [1957] (in English) of the original Lorenz–
Mie publications [Lorenz, 1890; Mie, 1908] (in Danish and German). For a nonspherical particle,
the T-matrix will not necessarily be diagonal. To calculate T-matrices, there are methods such as the
point-matching method (PMM) and extended boundary condition method (EBCM), which work best
for particles which are close to spherical. For particles of higher aspect ratio or very irregular shapes,
the discrete-dipole approximation (DDA) method would work better. A discussion of T-matrix cal-
culation methods can be found in Qi et al. [2014]. A discussion of methods to calculate optical
tweezers scattering without the T-matrix, and with finite-difference methods can be found in Lenton
et al. [2017b].
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3.4 Rotations and translations
Throughout my dynamic simulations, the particle moves around the trap with a combination of trans-
lations and rotations. For the spheres, there were only translations since it is rotationally symmetric.
For the cylinders, there were translations and rotations. It is possible to translate and rotate the par-
ticle around the trap, but I have chosen to keep the particle still. The trap was translated and rotated
about the particle. This meant that the T-matrix did not need to be rotated; only the beam needed to
be translated or rotated, which is more efficient.
The translations in the simulations throughout this thesis are carried out along the z-axis. The trans-
lation matrices along the z-axis are sparse, whereas translations off-axis are not. Doing only z-axis
translations saves time and memory by a factor of nmax. In order to only have z-axis translations, there
were additional rotations. The procedure of a particle translation is shown in Figure 3.3. From the
initial stage, the particle is rotated so that the new z-axis points in the direction of where it is to be
translated. It is then translated by that desired distance along its new z-axis. To complete the transla-
tion, the inverse of the original rotation is performed to reorientate the particle at its final translated
position.
3.5 Dynamics used for each case in this thesis
Throughout this thesis, I have used simulation to calculate the forces acting on a particle trapped with
optical tweezers. In this section, I outline the dynamics used for each case.
For the examples in Chapter 2, and to generate the position and force measurements of Chapter 5,
I have used an optically trapped sphere under Brownian motion with no external forces. Since the
orientations of a sphere are indistinguishable from one another, I have ignored rotational Brownian
motion; translational Brownian motion was still included. The friction tensor of a sphere is a constant
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Figure 3.3: To perform a translation not along the z-axis, from position 0 to 3, the system is first rotated to
stage 1 where the direction is along the z1-axis. There is a translation along the z1-axis to position 2. The stage
2 axes are rotated to to stage 3, which aligns with the orientation of stage 1.
due to its sphericity, or a diagonal tensor of rank 2 such that
(Γt)sphere =

Γ 0 0
0 Γ 0
0 0 Γ
 (3.36)
with
Γ = 6piηR (3.37)
where η is the viscosity of the medium and R is the radius of the particle. The variance of the time-
averaged velocity is proportional to the variance of the time-averaged force. Due to the thermal
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motion, this velocity is random. From Equation (3.8), the instantaneous velocity is then
r˙(t) =
Fopt
6piηR
+ P
√
2 kBT
6piηR
ξ(t). (3.38)
This was solved computationally, using the Euler method to replace the derivative with the forward-
difference approximation, as
ri = ri−1 +
Fopt(ri−1)
6piηR
∆t + P
√
2∆t kBT
6piηR
ξi−1, (3.39)
where the time interval is denoted by ∆t, and ξ is a vector from a standard normal distribution. The
optical force was calculated with the Optical Tweezers Toolbox, with the T-matrix calculated using
the Lorenz–Mie solution. Note that the stochastic term scales to the square root of the time interval.
In Chapter 4, two cases are being considered: the escaping sphere and the escaping cylinder chromo-
some. For the case of the escaping sphere, I have a linearly accelerating stage, which is described in
my external force term. I have also included a buoyancy force. The trap is inverted, i.e., the trapping
beam is pushing upwards. The beam is focused with a low numerical aperture and these particles
are relative large for optical trapping, so to keep the particles trapped, gravity is added. Note that the
particles do indeed trap under these conditions in the lab, but for the simulations, gravitational and
buoyancy cannot be ignored. Much else is similar to the dynamics of the sphere of Equation (3.38),
but with the added external force term:
r˙(t) =
Fopt
6piηR
+
Fgrav
6piηR
+ P
√
2kBT
6piηR
ξ(t) + vstage (3.40)
where vstage is the velocity of the stage. This is handled computationally as
ri = ri−1 +
Fopt(ri−1)
6piηR
∆t +
Fgrav(ri−1)
6piηR
∆t + P
√
2∆t kBT
6piηR
ξi−1 +
(
vstage
)
i−1 ∆t. (3.41)
The effect of the Brownian motion in the escape trajectory of the sphere is shown in Figure 3.4. The
visibly small effect from Brownian motion with regards to the overall motion of the particle allows
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Figure 3.4: The escaping spheres always have Brownian motion acting on them since this is all in a thermal,
lab temperature, setting. The light blue curves show the trajectories with Brownian motion, and the dark blue
curves show the trajectories without Brownian motion. For simplicity of calculation, Brownian motion was not
included in the simulations since it has little effect on the outcome. Note that the z and x displacements are
shown with different scales.
me to exclude Brownian motion from the simulations. This leaves the dynamics equations for the
escaping spheres as
r˙ =
Fopt
6piηR
+
Fgrav
6piηR
+ vstage, (3.42)
which is handled computationally as
ri = ri−1 +
Fgrav(ri−1)
6piηR
∆t +
Fopt(ri−1)
6piηR
∆t +
(
vstage
)
i−1 ∆t. (3.43)
For the case of the escaping cylindrical chromosome, I have followed similar calculations as for the
sphere, but now I have included the rotational degrees of freedom since the cylinder does not share
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the symmetry of a sphere. The friction tensor of the cylinder can no longer be represented as a scalar,
but will require two diagonal tensors, one each for translational and rotational motion [Tirado and de
la Torre, 1979, 1980]. There would also be translational and rotational Brownian motion. Brownian
motion was not included in my simulations for the same reason as the sphere in that there was lit-
tle effect from Brownian motion compared to the other motion. Bui et al. [2013b] discusses how to
handle cylinders with translational and rotational Brownian motion. Unlike the spheres, gravitational
forces was not included in the simulations with the cylinders.
For translational motion, the translational drag tensor, (Γt)cylinder, is
(Γt)cylinder =

Γt11 0 0
0 Γt22 0
0 0 Γt33
 (3.44)
where
Γt11 = Γt22 =
4piηh
log
(
h
2R
)
+ 0.87
and Γt33 =
2piηh
log
(
h
2R
)
− 0.05
(3.45)
for η the viscosity of the trapping medium, h the height of the cylinder and R the radius of the cylinder.
Likewise, for rotational motion, the rotational drag tensor, (Γr)cylinder, is
(Γr)cylinder =

Γr11 0 0
0 Γr22 0
0 0 Γr33
 (3.46)
where
Γr11 = Γr22 =
piηh3
3 log
(
h
2R
)
− 0.526
and Γr33 = (1 + 0.099)
(
3.841piηhR2
)
. (3.47)
Note that there is a term in the drag values, which is dependent on the aspect ratio of the cylinder, and
was taken from Tirado and de la Torre [1979, 1980]. The dynamics of the escaping cylinders is then
r˙ =
Fopt
(Γt)cylinder
+ vstage, (3.48a)
θ˙ =
P′τ
(Γr)cylinder
(3.48b)
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which is handled computationally as
ri = ri−1 +
Fopt(ri−1)
(Γt)cylinder
∆t +
(
vstage
)
i−1 ∆t (3.49a)
θi =
P′τi−1
(Γr)cylinder
∆t. (3.49b)
The orientation of the cylinder was recorded as the 3 × 3 rotation matrix, P′ (or 9 × 1 vector), which
was used to rotate the particle or beam to its correct orientation. As mentioned in Section 3.4, there
were constant rotations such that the translations were all performed along a z-axis, and it was the
beam that was translated or rotated, not the particle itself.
Throughout Chapter 4, an adaptive timestep was used for these escaping trajectories calculation to
increase precision and minimise computation time. There are orders of magnitude difference between
the fastest stage motion to the slowest, and one fixed timestep for all of these trials was impractical.
The timestep was initially set in proportion to the stage acceleration, then if that timestep results in a
particle displacement of greater than 0.2 % of the sphere radius, or 0.5 % of the cylinder’s height, then
the time step was halved until that condition is met. This became especially useful when the external
force, e.g., force from stage movement, became large.
In Chapter 6, I consider the measurement of external nonoptical forces. I use an optically trapped
sphere, so again, I disregard orientation and rotations. The trapped spheres are near a wall or the
spheres themselves have a swimming force. I regard these forces as external forces.
r˙(t) =
Fopt
6piηR
+ P
√
2kBT
6piηR
ξ(t) +
Fext
6piηR
(3.50)
which is handled computationally as
ri = ri−1 +
Fopt(ri−1)
6piηR
∆t + P
√
2∆t kBT
6piηR
ξi−1 +
Fext
6piηR
∆t. (3.51)
The explicit expression for the external forces can be found in the relevant section of Chapter 6.
For my simulations with the sperm, I have used DDA to model the sperm head as a cone with a
blunt end, allowing the use of symmetry to decrease computation time. Only the head is included
in the simulation; the body and tail of the sperm are not included, although their swimming force is
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included. The cone model was tested, but no calculations are shown in this thesis. The presented
simulations for sperm used a simple sphere model.
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4
Escape force calibration
Escape force calibration was one of the first calibration methods to be used for the quantified measure-
ments of forces on the microscopic biological scale [Ashkin et al., 1990; Kuo and Sheetz, 1993]. This
calibration method requires a probe particle to be optically trapped. The probe particle is dragged out
of the trap, usually through movement of a stage to exert a known drag force on the probe particle,
as shown in Figure 4.1. When the probe particle escapes from the trap, this means that the stage drag
force has overcome the trapping force, and thus the maximum trapping force can be equated to the
stage drag force.
In Chapter 2, I have discussed common calibration methods in the Hookean region of the optical trap.
In this chapter, I introduce the escape force calibration method, which is at the edge of the trap. I
discuss the effect of the stage acceleration required to generate the escape force, and why care must
be taken when using this calibration method. The work undertaken for this section was published
41
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in Bui et al. [2015a]; Khatibzadeh et al. [2014c], in the conference proceedings Bui et al. [2014c];
Khatibzadeh et al. [2014d], and conference abstracts Bui et al. [2014a]; Stilgoe et al. [2014].
Further to this, the escape calibration was used to quantify the motility force of chromosomes during
cell division. Cell division is a fundamental biological process, yet the mechanisms by which cell
division happens are still somewhat mysterious. Using escape force calibration simulations, I confirm
the experimental calibration of chromosome motility forces. This was published in Khatibzadeh et al.
[2014c], in the conference proceedings Khatibzadeh et al. [2014d], and conference abstracts Khati-
bzadeh et al. [2014a,d, 2015].
Figure 4.1: Arrangement for escape force calibration. The particle is held in a medium with optical tweezers.
The stage is moved with known velocity, creating a drag force through the medium, pulling the particle out of
the trap. The particle escapes the trap when the drag force overcomes the trapping force.
The core of the escape force calibration is finding the force efficiency, Q, for a particle. Force, F, is
related to trapping power through
F =
nQ
c
P (4.1)
where n is the refractive index of the medium, c is the speed of light, P is the trapping power, and Q
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is the force efficiency of the particle. Q is a dimensionless function describing the photon–particle
momentum conversion proportion, which is the relation between a particle and a trap. The key to
the conversion of escape power to the escape force is finding Q at escape. We take advantage of the
escape Q being constant for a given particle, to calculate an optical force from a known applied drag
force through Stoke’s law:
Fesc = Γvesc (4.2)
where the sample is moved with a known stage velocity, then its velocity when the particle escapes,
vesc, is related to escape force, Fesc, and the drag tensor of the particle, Γ, which is dependent on
the particle’s orientation and dimensions, and medium’s viscosity. This is done at a known trapping
power, which can then be used with Equation (4.1) to find the escape Q of the particle.
Escape force calibration involves applying an external force on a trapped particle so that the particle
escapes from the trap. In such an experiment, this calibration is carried out by trapping a particle in a
fluid medium, which rests on a stage. This is shown in Figure 4.1. The stage is moved, which creates
a drag force from the medium to push the particle out of the trap. This is the external force. The
greatest external force with the particle still trapped, or the smallest external force required to push
the particle out of the trap, is the magnitude of the escape force. This is the method that was used for
the early optical tweezers biological force measurements [Ashkin et al., 1990; Kuo and Sheetz, 1993].
To begin the analysis of this escape force calibration method, as briefly described in Section 4.1, I
look at this method using simulations. Consider a spherical polystyrene particle, with refractive index
of 1.59, and diameter of 4.5 µm. The trapping beam has a wavelength of 1064 nm focused with an
objective of numerical aperture of 1.3. The data points I consider are spaced evenly with time steps
of 1.2 × 10−4 s. The spherical particle is optically trapped and the stage is accelerated. The stage is
allowed to move in one direction, with constant acceleration and linearly increasing velocity. Alter-
natively, the stage could be oscillating, with the peak force from the oscillation increasing with each
cycle. Here, the stage is moving in one direction with linearly increasing velocity.
In an experiment, it is possible to collect position data in three dimensions, but this is not necessary as
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the drag force is applied in only one direction. Early experiments tracked the position of the particle
using a camera [Ashkin et al., 1990; Wright et al., 1990]. Many methods are used today to track the
position of the trapped object, such as a camera, quadrant photodiode (QPD) or position-sensitive
detector (PSD).
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Figure 4.2: Simulation of a 4.5 µm polystyrene (n = 1.59) sphere with Brownian motion, with 10 mW
1064 nm trap with NA 1.3 in water. The stage is accelerated at 0.0015 ms−2 from rest in the x-direction. Escape
was taken to be at about 0.25 s, as indicated by the dashed black line, as this was the point where there was
the greatest force. Before escape, the particle moves only sightly in the x-direction. Once escaped, the particle
moved dramatically. Note that there is also a deviation in the axial, z-, direction. b is a close up of a.
A typical 3D particle tracking of an escaping spherical particle is shown in Figure 4.2. Note that the
position of the particle in the x-direction changes dramatically; this is seen on a video recording as
the particle ‘pops’ out of the trap. If the drag force is applied in a constant acceleration manner, as
it is here, then matching the time of escape to the velocity of the stage gives us the drag force which
is equivalent to the escape force, as shown in Equation (4.2). Figure 4.2b is a close up of 4.2a. To
determine when the escape has occurred, I refer to Figure 4.3 which shows the corresponding forces
acting on the particle as it escaped in Figure 4.2. Note here that the largest force occurs at about
0.25 s, which is what I will refer to as the escape. This is immediately before the position of the
particle suddenly increases, or ‘pops’, in Figure 4.2. I have defined my point of escape as the point
at which there is the greatest optical force acting on the particle. From the style of my simulations,
I know the optical force acting on the particle throughout its whole trajectory. Although it may be
easier to wait for the particle to ‘pop’ out of the trap and label the force occurring at that time to be
the escape force, as is convention, the greatest force exerted by the optical trap onto the particle is just
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before the particle has ‘popped’ out of the trap and that is my escape force.
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Figure 4.3: Simulation of a 4.5 µm polystyrene (n = 1.59) sphere with Brownian motion, with 10 mW
1064 nm trap with NA 1.3 in water. The stage is accelerated at 0.0015 ms−2 from rest. Escape was taken to
be at about 0.25 s, as indicated by the dashed black line. The force acting on the particle is known during
simulations. By taking the definition of the escape force to be the greatest force acting on the particle (in the
direction of stage motion, in this case the x-direction), the escape force is straightforward to unambiguously
define. Note that there is jitter from the thermal motion, and that there is a nonzero force acting in the axial, z-,
direction too. b is a close up of a.
I shall now outline the general conventional procedure to identify the point of escape. Throughout
these figures, I have marked out the point at which there is the greatest force. It is easier to judge the
point of escape when the position of the particle is compared to the position of the stage, as shown in
Figure 4.4. The stage has a constant acceleration, from rest, so we see its path as a quadratic starting
from (0,0,0). The particle remains at equilibrium near (0,0,0) until escape when its trajectory begins
to follow that of the stage. If one were to look at the position for find the escape point, one would
deduce that escape has occured at 0.26 s since this is where the trajectory of the particle follows the
stage. From Figure 4.3, the greatest force acting on the particle has occured at about 0.25 s, which
is the more accurate point of escape. Note that the beam is propagating along the +z-direction with
the focus at (0,0,0), so the trap equilibrium is slightly in the +z-direction. The stage is being dragged
only in the +x-direction.
For the purpose of analysis, to determine the point at which escape has occurred, the position of the
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Figure 4.4: Simulation of a 4.5 µm polystyrene (n = 1.59) sphere without Brownian motion, with 10 mW
1064 nm trap with NA 1.3 in water. The stage is accelerated at 0.0015 ms−2 from rest. The particle stays in one
position, at x ≈ 0 m, until escape where it follows the trajectory of the stage. Escape from force was taken to
be at about 0.25 s, as indicated by the dashed black line. This is earlier than the perceived escape at 0.26 s. b is
a close up of a.
stage can be offset such that their final trajectories are together as shown in Figure 4.5. This is equiva-
lent to the difference between the position of the stage and the particle, with zero difference in position
being the end of the simulation, long after escape. It is clear to see here that the point at which one
would observe the particle escaping the trap is just after 0.26 s since this is when the particle is no
longer held by the trap, but is now completely under the force of the stage. This point is after what
I would call the escape, which was at about 0.25 s, which is when there was the largest optical force
acting on the particle, as demonstrated in Figure 4.3. Intuitively, when the particle is following the
stage trajectory, it must already be out of the trap and therefore cannot have the trap’s largest force
acting on it. If I were to wait until the trajectories of the stage and particle are together, then I would
be constantly overestimating my escape force.
Although the offset positions of Figure 4.5 allows identification of the point of escape, one could
also consider the velocity of the stage and particle, instead of position, as in Figure 4.6. The stage is
moved from rest at constant acceleration, resulting in a linear increase in velocity. The velocity of the
particle, though affected by Brownian motion, remains at an average of 0 ms−1 until escape when the
velocity jumps to follow the velocity of the stage. This jump allows the clearest identification of the
time of escape for experimental data where position is recorded, and is consistent with finding when
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Figure 4.5: Simulation of a 4.5 µm polystyrene (n = 1.59) sphere without Brownian motion, with 10 mW
1064 nm trap with NA 1.3 in water. The stage is accelerated at 0.0015 ms−2 from rest. Escape was taken to be
at about 0.25 s, as indicated by the dashed black line. The particle stays in one position, at x ≈ 5.2 × 10−5 m,
until escape where it follows the trajectory of the stage. The position of the stage has been translated so that
they have the same position at the end of the simulation. This allows straightforward identification of the point
at which the particle follows the stage motion, which occurs after escape. b is a close up of a.
there is the greatest optical force acting on the particle.
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Figure 4.6: Simulation of a 4.5 µm polystyrene (n = 1.59) sphere with Brownian motion, with 10 mW
1064 nm trap with NA 1.3 in water. The stage is accelerated at 0.0015 ms−2 from rest. Escape was taken to be
at about 0.25 s, as indicated by the dashed black line. Note the fluctuations in the velocity about zero when the
particle is trapped but still undergoing thermal motion. When the particle escapes, its velocity joins the velocity
of the stage, but still retains its thermal jitter. b is a close up of a.
Simulation allows one to know more about the particle than does the experiment. The optical forces
are required to be calculated to simulate a particle in an optical trap. This allows one to know ex-
actly what forces and when they are acting on the particle, as shown in Figure 4.3. The force in the
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x-direction increases in magnitude until the particle ‘pops’ out of the trap. I define the escape force to
be the greatest force exerted on the particle with the particle still trapped. The escape force is easy to
find in a simulation where the force has to be calculated anyway. The escape time can be estimated as
the time where the applied force has the greatest value, and from Figure 4.3, one can see that the time
of escape is at about 0.25 s. This precision in the definition of escape is not possible during experi-
ment unless the force is also recorded, which is rather uncommon. The simulation has demonstrated
that for the point of escape when only the position is recorded, the last of the zero-average velocity
phase should be taken as the point of escape, as marked out in Figure 4.6. This is different to the
previously established method of waiting for the particle to pop out, as in the positions of Figure 4.2,
of the trap when the average particle velocity follows the velocity of the stage, as in the velocity of
Figure 4.6, which results in an underestimated escape force, as can be seen in Figure 4.3.
4.1 Stage acceleration and trajectories of escape from the trap
In this section, I discuss the movement of the particle in the axial direction as it escapes from the
trap in the lateral direction. This motion was observed in Neuman et al. [2003] with the measurement
of RNA extension force. The particle needed to be pulled laterally and axially to counter the axial
motion. In Figure 4.3, we see that whilst the force in the x-direction increases in magnitude, the force
in the z-direction increases too. This means that as the particle is moved in the radial direction, it also
moves in the axial direction. To understand this, consider Figure 4.7 which is a calculation showing
the axial component of force in the optical trap.
It can be seen from Figure 4.7 that there is a region where there is zero axial force, which begins at the
trap equilibrium and curves upwards out of the trap. As the particle is being dragged out in the radial
direction from the trap equilibrium, there are still optical forces acting on the particle. If the particle
were to stray away from this zero axial force contour, the optical force would push it back into the
contour. This calculation of Figure 4.7 is of a sphere of radius 0.1 µm and refractive index of 1.45
(silica), in a medium with refractive index 1.33 (water). The trapping beam has circular polarisation, a
wavelength of 1060 nm and is focused through an objective with numerical aperture of 1.3. The beam
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width is marked out for reference, and it is clear to see that the zero axial force contour is not paral-
lel to the lateral axis. This zero axial force contour was previously pointed out by Stilgoe et al. [2008].
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Figure 4.7: Calculated normalised axial force, Qz, of an optical trap. There is a contour along which there
is zero axial force. A slow escape is along this zero axial force contour, whereas a fast escape is straight out
axially. Note that this zero axial force contour is not straight along the radial direction.
Since this zero axial force contour is not parallel to the lateral axis, the particle will be pushed axially
as it is being dragged out of the trap laterally. Figure 4.2 showed deviation of the particle movement
in the z-direction, despite the drag force only being applied in the x-direction. Here, I investigate the
effect of this zero axial force contour on the escape Q obtained through escape force calibration. I
have found that the escape force, measured during experiment, depends on the trajectory of the par-
ticle as it escapes from the trap. Different rates of applied drag force, i.e. accelerations of the stage,
result in a different trajectory of the particle as it escapes the trap.
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Figure 4.8: The stage pushes the particle in the x-direction, perpendicular to the beam, but the particle then
travels in the z-direction, along the direction of beam propagation. The stage acceleration affects the trajectory
at which the particle escapes. Thus, the escape velocity and escape force, are also affected. High accelerations
have the escape trajectory following the direction of the applied drag force whereas low accelerations have
the escape trajectory approach the zero axial force contour. a The trajectories corresponding to the different
accelerations on top of the xz-force field. The arrows show the direction and are scaled to the magnitude of the
force. b The resulting forces along these trajectories show that the escapes with fast accelerations approach the
force trace of the expected theoretical straight-out-of-trap trajectory (in black) with a force more than twice that
of the slowest escape. The cross marks where there is the greatest force.
I investigate particle escapes at different stage accelerations. I use a spherical particle of refractive
index 1.59 (polystyrene), this time with a diameter of 4.5 µm. The trapping is in water with refractive
index of 1.33. The 50 mW beam has a wavelength of 1070 nm and is focused by an objective with
numerical aperture 0.8. This particle was optically trapped and the stage was accelerated from rest,
creating the drag force to remove the particle from the trap. Figure 4.8 shows the effect of the stage
acceleration, with rates from 1 × 10−6 ms−2 to 1 × 102 ms−2, and the theoretical trajectory of escaping
parallel to the radial axis shown in black.
Figure 4.8a shows the force map with the trajectories for the same particle, but escaping as a result
of different stage accelerations. Slow particles escape with a trajectory that approaches the zero axial
force contour which was also seen in Figure 4.7. The particles which are moving with high acceler-
ation follow a trajectory that approaches parallel movement to the radial axis. The crosses mark the
points where the greatest force occurs; this is escape force. Note that this occurs at a different position
along the lateral axis for each trajectory. Figure 4.8b shows the forces from these escape trajectories.
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One can see that these different trajectories result in different escape forces. The slowest escape has
an escape force of less than half that of the fastest escape. The fastest trajectory approaches the force
of the theoretical trace parallel to the radial axis, but would need to be infinitely fast to reach that
escape Q.
Figure 4.9: The effect of the stage acceleration, i.e. the rate at applying the drag force, on the ‘measured’
escape Q for spheres of diameters 4.5 µm and 10 µm and for four trapping powers of 5 mW, 10 mW, 25 mW
and 50 mW. There are high acceleration and low acceleration regimes for the escape Q, with the escape Q
varying by about a factor of two.
The observation of escape trajectories which are pushed in the axial direction has been previously
made [Gong et al., 2007; Merenda et al., 2006]. Those calculations were with the ray optics approxi-
mation, whereas here I use generalised Lorenz–Mie theory. My work takes a wider range of data and
provides explanation to the observed behaviour. Figure 4.9 furthers my extension to previous stud-
ies, showing the transition behaviour of the ‘measured’ escape Q over a range of stage accelerations.
The escape Q when the stage is accelerated slowly is around a factor of two smaller than when it is
accelerated quickly. This affects experiments which assume that their measured escape force is the
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greatest force exerted by their trap. The calculations are performed for two sizes of particles, 10 µm
and 4.5 µm diameters, and four trapping powers of 5 mW, 10 mW, 25 mW and 50 mW. Despite the
varied trapping conditions, there is still the phase-like transition between high Q and low Q.
The result of the varying escape trajectories is that when an escape calibration is used, care needs to
be taken to note if the corresponding escape Q is in the high region or the low region. An example of
where this occurs is shown in the next section when we look at the calibration of the motility forces
of chromosomes. This calibration was performed in the low Q region. Away from the chromosome
calibration, the escape trajectories also raise questions on the description of optical traps as conser-
vative. The work done can be calculated for different trajectories, or rates of leaving, an optical trap,
which I am currently investigating, with the foundation presented in Hodges et al. [2016].
4.2 Chromosome calibration
Genetic information in eukaryotes is stored in DNA chains, which are arranged into chromosomes.
A fundamental process of living involves the DNA replicating and growing new cells. During this
replication, the chromosome divides. An unknown feature is how much force is acting on the chromo-
some as it is being pulled apart. The key processes of mitosis include interphase, prophase, metaphase,
anaphase and telophase, which are illustrated in Figure 4.10. The initial phase is interphase, which
is where the cell is in preparation for cell division with two copies of each chromosome. During
prophase, microtubules are formed between the poles of the cell and the chromosomes. The chromo-
somes arrange themselves at equator of the cell during the metaphase. The sister chromatids of the
chromosomes are pulled apart towards opposite sides of the cells during anaphase. The movement of
the chromosomes in this phase are of interest in this section. During telophase, the nuclear membrane
re-forms, creating the two sister cells with a chromatid in each sister cell.
Anaphase is the process where the chromosomes are pulled apart towards the poles; however, how this
happens is unclear, although progress to understand the process of mitosis has occurred [Paweletz,
2001]. Although the microtubules are attached to the poles and the chromatids, it was generally
accepted in literature that it was these microtubules which pulled the chromosomes apart; however,
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Figure 4.10: The process of mitosis. Interphase has the DNA replicating. Prophase has the chromosomes
arranging into two sister chromatids, with microtubules joining them from the cell poles. Metaphase has the
chromosomes aligning along the equator of the cell. Poles are at opposite ends of the cells with fibres attaching
the poles to the chromatids. Anaphase has the sister chromatids being pulled apart. This is what we are
investigating. Telophase has the chromatids together with a full set of chromosomes at each pole. The cell
stretches the membrane in the centre and becomes two daughter cells.
chromosomes with severed microtubules still moved. This leaves the mechanisms by which chromo-
somes move during cell division as a mystery [Forer et al., 2015].
As discussed in Forer et al. [2015], there are two proposed mechanisms that are responsible for the
movement of chromosomes: the kinetochore stub interacts with non-kinetochore microtubules, or a
spindle matrix acts on the stub. Earlier studies [Nicklas, 1963, 1965] had shown that there is in-
dependence of the mitotic forces acting on the chromosomes and the load required. Forer [1966]
showed that the mitotic forces acting on the chromosomes were constantly regulated. Forer and Wil-
son [1994] summarise this in a model for the movement of chromosomes during mitosis where the
kinetochore spindle fibres contain microtubules, which are connected to the kinetochore. There are
motor molecules acting on the spindle matrix, as well as the chromosomes themselves, and the kine-
tochore fibres. Although this describes the biological processes at play, it does not quantify the forces
acting on the chromosomes during mitosis.
One of the early experiments on chromosomes themselves, was on grasshopper spermatocytes [Nick-
las, 1983]. Here a cell during anaphase had a glass needle snag a chromosome as it was moving.
These needles were flexible and their deflection was calibrated to a force, in air and in oil. This found
the force required to stop chromosome movement to be about 700 pN. It should be noted that although
54 Escape force calibration
the chromosome was hooked, it would be likely that other materials, such as the cell membrane, were
also snagged, resulting in an artificially large motility force.
This was in large disagreement with theoretical calculations of the forces during anaphase. Calcula-
tions with the Einstein–Stokes equation yield a force of between 0.1 pN and 10 pN [Alexander and
Rieder, 1991; Nicklas, 1965]. Calculations based on Stokes’ equation have resulted in a force of
1.1 pN [Marshall et al., 2001].
Despite being part of a fundamental process for life, the magnitude of the forces acting on chro-
mosomes during mitosis has been disputed, as have the methods to measure them. A collaborating
group, Michael Berns’ group (University of California, Irvine and San Diego, USA), were measur-
ing the motility forces of chromosomes during cell division. Their original experiment [Liang et al.,
1994], and later refined experiment [Ferraro-Gideon et al., 2013], used optical tweezers to trap chro-
mosomes of Potorous tridactylus (rat kangaroo) kidney (PtK2) cells during anaphase. As the chro-
mosomes pulled apart, the optical trap held the chromosome stationary until it would escape from the
trap. In this case, the greatest laser power at which a trapped chromosome could escape from the trap
would be the escape power. However, this escape power is not an escape force. This experiment was
lacking the conversion between the power and force quantities, which can be done through the escape
force calibration.
The weakness with their approach to using optical tweezers was their calibration method to convert the
trapping motion to a force in standard units of newtons. Liang et al. [1994] estimated the force from
the velocity and size of the chromosome to give a force of 26–35 pN. Ferraro-Gideon et al. [2013]
found that a laser power of 15–23 mW was required to consistently stop chromosome movement.
Using estimates from Liang et al. [1994], this was converted to 0.31–2.3 pN, with their equivalent
version of Equation (4.1). This escape Q of the chromosome was estimated and not measured, thus
affecting the calculated value of the motility forces. If the escape Q can be found for a chromosome
in any fluid with similar drag properties to cellular fluid, then the trap is calibrated. Deviating from
my presented Equation (4.1), the refractive index used in the Ferraro-Gideon et al. [2013] calcula-
tions was of the trapped chromosome and not of the trapping medium. My calculations follow the
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Figure 4.11: Escape force calibration of a chromosome. The stage is moved to create a viscous drag force
on the chromosome. When this drag force overcomes the trapping force, the chromosome escapes from the
trap. The chromosome is modelled as a cylinder of height 6 µm and diameter 1 µm.
convention of taking the refractive index, n, to be the refractive index of the trapping medium.
My contribution to this study is the calculation of the escape Q. I first began with a sphere model of
a chromosome. A corresponding experiment was performed alongside, using polystyrene spheres in
methylcellulose solution. From Equation (4.1), the escape force must be related to power by
Fesc =
nQesc
c
P (4.3)
where Fesc is the force at escape, Qesc is the normalised force at escape, P is the trapping power, n is
the refractive index of the trapping medium, and c is the speed of light. With the normalised force,
Qesc should be constant for all trapping powers. Thus, it is expected that there is a linear relation
between the escape force and the trapping power, as it is shown in Figure 4.12. The escape force is
calculated from Equation (4.2) from the escape velocity. This escape velocity is the stage velocity at
the point of escape. With the stage being accelerated at a constant rate from rest, if the time of escape
is known, then so is the escape velocity, which allows straightforward calculation of the escape force
if the viscous drag of the particle is known.
As mentioned previously, as a first model, I have used spheres in my calculation, so the viscous drag
tensor reduces to a scalar, Γ,
Γ = 6piηr (4.4)
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where η is the viscosity of the trapping medium and r is the radius of the particle. The spheres used
were polystyrene, with refractive index of 1.59 and diameters of 4.5 µm, 10 µm and 15 µm. I have
used spheres as the experiment calibrating the escape Q of the chromosomes used spheres as a first
model. The properties and sizes of the spheres, and of the experiment conditions, have been set to
match those of the experiment. The spheres were not intended to be a close analogue of the chromo-
somes, but rather to allow controlled investigation of relevant escape behaviour. The viscosity of the
trapping medium inside a cell is not known with great certainty and Ferraro-Gideon et al. [2013] had
noticed that previous force calculations used viscosities between 50 cP to 300 cP (1 cP = 10−3 Pa s.)
The corresponding experiment was not performed inside a cell, but in a methylcellulose solution
where the trapping viscosity was controlled. This resulted in a viscosity of 1 cP, 3 cP and 7 cP. Some
data points were not taken, in experiment or in simulation, due to the difficulty or impractical memory
or time requirements. The refractive index of the trapping medium in a cell is not known with great
certainty either, but like the case of the viscosity, the controlled methylcellulose solution, in which
the experiment took place, has a fixed refractive index close to that of water (1.33).
From Figure 4.12, one can then obtain the normalised escape force, Qesc, by rearranging Equation
(4.3), to give
Qesc =
c
n
Fesc
P
. (4.5)
As can be seen in Figure 4.13, this normalised escape force is roughly constant over all trapping
powers, as should be expected, as the escape Q is normalised and should be independent of trap-
ping power. Like Figure 4.12, Figure 4.13 shows the escape Q for the three diameters of polystyrene
spheres, 4.5 µm, 10 µm and 15 µm, and three viscosities of trapping medium, 1 cP, 3 cP and 7 cP. Now,
the behaviour of the escape Q being constant is based on the assumption that the particle escapes with
the same trajectory under all conditions. As we have seen in Section 4.1, the particle does not escape
with the same trajectory under all conditions. In this case with the spheres, the stage is controlled to
move with the same acceleration, 1 µm/s2, which should minimise the variation in the escape Q value.
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There were criticisms of the Ferraro-Gideon et al. [2013] experiment regarding heating or photodam-
age [Betterton and McIntosh, 2013]. The simulations, at a fixed temperature of 293 K, and experi-
ments of the escape Q follow a similar trend; thus one could conclude that there were minimal effects
due to heating. In addition, if there was heating, one would expect different behaviour at higher trap-
ping powers, but the escape Q was independent of trapping power. The typical heating generated by
a 1064 nm laser in water is about 1-1.5 K for 100 mW of laser power [Liu et al., 1994, 1995]. Given
that the trapping power in this case does not exceed 60 mW, heating should not be expected to be
an issue. Further to this, there have been studies showing the safety of using 1064 nm laser light on
biological materials [Ashkin and Dziedzic, 1987; Liu et al., 1995].
This calculation of escape Q for the polystyrene spheres shows that the experimental apparatus did
not introduce any unexpected effects, and it is sound for taking escape force measurements. Now,
to measure the escape Q of chromosomes. This was done in experiment by Nima Khatibzadeh at
the Berns’ group at the Beckman Laser Institute and Medical Clinic, University of California, Irvine,
USA [Khatibzadeh et al., 2014c,d]. Isolated Chinese hamster ovary (CHO) chromosomes were used
in an escape calibration, the results of which are shown in Figure 4.11. The escape Q of an isolated
chromosome was determined to be 0.01–0.02, which is a little lower than the estimate used in the
Ferraro-Gideon et al. [2013] investigation. Substituting in this escape Q, this leaves the forces acting
on chromosomes during cell division to be 3–12 pN. This value is consistent with previous theoretical
calculations of the mitotic chromosomes forces as 0.1–10 pN [Alexander and Rieder, 1991; Marshall
et al., 2001; Nicklas, 1965].
In the following, I outline escape simulations with chromosomes. I have taken the model of a chro-
mosome to be a rigid cylinder of height 6 µm and diameter 1 µm, with a refractive index of 1.36, in
a trapping medium of refractive index 1.33 and viscosity of 0.91 mPa s. The trapping beam has a
wavelength of 1070 nm and is focused with numerical aperture of 0.8. The orientation of the cylinder
is important since the force on the cylinder is dependent on orientation [Bui et al., 2013b]. Thus, the
orientations of the cylinder has been included in the simulations.
A sample of a dynamic escape simulation for a cylindrical chromosome is shown in Figure 4.14.
58 Escape force calibration
When the particle is optically trapped, the cylinder generally has its equilibrium orientation with its
long axis along the beam axis. In some cases, especially for small cylinders, the cylinder can sit
perpendicular to the beam axis, but Brownian motion, or an artificial jitter, usually takes the cylinder
out of this unstable equilibrium position. As the stage drags the cylinder out of the trap, the cylin-
der begins to tilt, then pops down and out of the trap. Figure 4.14a shows a low stage acceleration,
10−6 ms−2, and the trajectory of the cylinder is influenced by the zero-axial force contour described
in Section 4.1. Figure 4.14b shows a high stage acceleration, 102 ms−2, resulting in little tilt from the
cylinder as it escapes the trap.
These dynamic cylinder simulations show the orientation of the cylinder as it escapes the trap. Since
the orientation affects the force measured, a different escape Q would have been expected for different
orientations of cylinders [Bui et al., 2013b]. From Figure 4.14, we can see that there is little differ-
ence in orientation as the cylinder has escaped from the trap for the two different stage accelerations.
The force as the particle has escaped is shown in Figure 4.15. From Figure 4.14, we can see that the
small difference in orientation results in a small, about 10%, difference in force for the two escaping
cylinders. Given that the experimental apparatus used to measure the escape force on the isolated
chromosomes was not able to measure the orientation of the chromosomes, it would be difficult to
collect all required parameters to reproduce the experiment in simulation, but the calculations do pro-
vide bounds on what should be expected from the experiment.
Aside from orientation, the size, shape and refractive index of the chromosomes also affect the es-
cape Q of the cylinder. Through the fluid mechanics analysis of the movement of the chromosome
at low Reynolds number, it was shown that velocity of chromosomes, during anaphase but also
prometaphase, is not affected by the size of the chromosomes [Nicklas, 1965]. The size of the chro-
mosome cylinder has a height of 6 µm and diameter of 1 µm. This was the average size of the isolated
CHO chromosomes used in the escape force measurements. The modelling of the chromosomes as a
cylinder means that shape deformations were not included in the simulations. As the chromosomes
move during the experiment, but also during mitosis, the chromosomes bend and deform, and do not
remain as a straight cylinder. There are improvements that can be made to improve the calculation
of forces of the chromosomes during mitosis. A non-rigid model of the chromosome can be used, or
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the refractive index of the chromosome can be measured more accurately. Here in my simulations, I
have taken the refractive index of the chromosomes to be 1.36. Previous studies show that the chro-
mosomes can change their refractive index when in different media, between 1.36 and 1.54 [Barer,
1957; Sung et al., 2012]. There are plans underway to measure the refractive index of chromosomes
by comparing measured and modelled forces, as has been done previously for spheres in Kno¨ner et al.
[2006].
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Figure 4.12: Experiment and simulation of the escape force for polystyrene spheres of three sizes in methyl-
cellulose solution of three viscosities. a, b, c show the escape force for the three different trapping medium
viscosities of a 4.5 µm, 10 µm and 15 µm diameter polystyrene sphere respectively. d, f, e are also of the escape
force for the three different polystyrene spheres, this time grouped into trapping medium viscosities of 1 cP,
3 cP and 7 cP.
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Figure 4.13: Experiment and simulation of the escape Q for polystyrene spheres of three sizes in methyl-
cellulose solution of three viscosities. a, b, c show the escape force for the three different trapping medium
viscosities of a 4.5 µm, 10 µm and 15 µm diameter polystyrene sphere respectively. d, f, e are also of the escape
force for the three different polystyrene spheres, this time grouped into trapping medium viscosities of 1 cP,
3 cP and 7 cP. Note that the escape Q is expected to be independent of trapping power.
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Figure 4.14: Frames from a dynamic simulation of a cylinder model of a chromosome, height 6 µm and
diameter 1 µm. A cylinder is optically trapped, with the stage being accelerated from rest, causing the cylinder
to escape the trap. a–e A low stage acceleration of 10−6 ms−2 and f–g a high stage acceleration of 102 ms−2,
result in a different chromosome orientation as the chromosome escapes the trap. The simulations begins in
frames a and f, with the escape occurring at frames c and h, and the simulations ending at frames e and j, for
the slow and fast cylinder respectively. The cylinder experiencing low stage acceleration tilts as it escapes from
the trap whereas the cylinder with high stage acceleration escapes almost in its original orientation.
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Figure 4.15: The force acting of the cylinder as it escape from the trap with low stage acceleration,
10−6 ms−2, and high stage acceleration, 102 ms−2. Both trajectories experience a similar force with the cylinder
escaping with low stage acceleration experiencing about 10% less force than the cylinder escaping with high
stage acceleration.
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5
Absolute force calibration
Previous chapters have shown that most calibration methods involve a variable which is dependent
on the probe or environment in which the calibration is performed. Absolute calibration is when an
optical trap can be calibrated for an arbitrary probe particle in an arbitrary environment. Specifically,
this means that the calibration method is independent of viscous drag. Consequently, the calibration
method is independent of the probe particle’s size, shape, and refractive index; and independent of
the trapping medium’s viscosity. Ideally, this absolute calibration would be usable for an arbitrary
trapping arrangement, i.e., applicable for a single Gaussian beam and other trap shapes, which allows
for a greater variety of optical tweezers measurements. To have this absolute calibration method com-
monly adopted by the optical tweezers community, the calibration procedure should be user-friendly.
Optical tweezers are often used to make force measurements on the scale which is of interest to biol-
ogists who may not necessarily have deep optics training. Having a calibration method which fulfils
these conditions would make quantitative force measurements in unknown environments possible and
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practical.
In this chapter I shall give an introduction discussing previously reported contributions towards ab-
solute calibration and why they differ in the goals and achievements of absolute calibration. I then
outline my proposed method of absolute calibration, which I refer to as the ‘mapping method’, fol-
lowed by an error analysis comparing this mapping method to other methods of force calibration.
Lastly, I compare the noise tolerance of this absolute calibration method and compare it to the noise
expected from an experiment. The work from this chapter will be published in Bui et al. [submitted].
Figure 5.1 was drawn by Anatolii Kashchuk; I analysed and drew Figure 5.11 with experimental data
collected by Anatolii Kashchuk and Alex Stigoe, both of which have been submitted for publication
in [Bui et al., submitted]. I have drawn all other figures in this chapter, including Figures 5.9 and 5.10
which was also submitted for publication in Bui et al. [submitted].
Three of the most prominent previously reported absolute calibration methods include the methods
presented in Mas et al. [2013], Dutra et al. [2014] and Thalhammer et al. [2015]. These three methods
have their own uses, aligned with the style of measurements performed by their respective research
groups.
There are three broad categories of absolute calibration. Firstly, we could think of absolute calibra-
tion as an a priori prediction of the spring constant of the trap. This category covers the work of
Dutra et al. [2012] and Dutra et al. [2014]. The second category of absolute calibration is through
a force measurement through measurement of beam deflection of a calibrated detector. This is the
category covers the work of Mas et al. [2013]; Nieminen et al. [2001]; Thalhammer et al. [2015]
and the experimental portion of Bui et al. [submitted]. The work presented in this section covers the
third category of absolute calibration, which aims to construct the force–position curve of arbitrary
particle in an aribtrary optical trapping arrangement, as was demonstrated in Bui et al. [submitted].
It should be noted that the second category gives force measurements, but does not give the force–
position curve of the trapped particle. If these force measurements are collected synchronously with
position measurements, then a force–position curve can be constructed. This would then not require
the assumption that the trap shape to be monotonic. My presented method of absolute calibration
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constructs the force–position curve without the need for synchronously collected force and position
measurements, which is why it is in the third category of absolute calibration.
Much like one of my research group’s research aims, Mas et al. [2013] presents a calibration method
used for a force measurement inside a cell. Force measurements inside cells present the challenge of
an unknown environment and potentially an unknown probe particle. Ideally, measurements inside
cells would be done with the cell as is, and calibration could have a locally present particle used as a
probe particle, reducing any effects from disruption of the cellular environment and inserting a probe
particle into the cell. In such an unknown environment, external calibration may not be practical
or possible, given that many physical properties of biological systems are yet to be determined or
otherwise difficult to model. Mas et al. [2013] finds the spring constant of an already present probe
particle inside a cell, thereby assuming a Hookean force relationship, which was compared with a
power spectrum calibration. To extend the versatility of this method, a Hookean trap shape should
not be assumed.
Thalhammer et al. [2015] presents a method of absolute calibration which measures the change of
momentum of incoming and outgoing light to calculate the force acting on a trapped particle. By
looking at the change in momentum, this calibration method is not affected by the shape of the parti-
cle or of the beam, and does not assume a Hookean relation of the trap and the probe particle. This is
the second category of absolute calibration where the apparatus has been calibrated to measure forces.
This is also the category of the work of Farre´ and Montes-Usategui [2010]; Farre´ et al. [2012].
5.1 Mapping method for absolute calibration
Here I present a novel calibration method, which uses the force and position distributions of a trapped
particle. For this method, the force and position distributions need not be collected synchronously,
nor is there a requirement to have the same number of data points in the distributions. I have car-
ried out the theory and simulations. My simulations generate the force and position data, assuming
a perfect experiment. I do not include simulation or calibration of the experimental apparatus itself
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My research group has an experimental setup as shown in Figure 5.1 to collect both position and
force measurements of an optically trapped particle. The camera measures the illumination light as it
passes from above the probe particle. The centroid of the image of the probe particle gives the posi-
tion of the particle. The trapping beam is refracted by the probe particle as it travels to the position
sensitive detector (PSD). This deflection of the beam is recorded by the PSD as a voltage, which can
be calibrated to give the optical force acting on the particle [Bui et al., submitted]. The calibration of
the apparatus was performed by Anatolii Kashchuk and Alex Stilgoe, and is not included in my thesis.
It should be noted it is not common to have both the PSD, or quandrant photodiode (QPD), and cam-
era installed to record the force and position. It is common to have both present in a system where
the PSD is used to record the position of the probe particle and the camera is used for viewing. With
a further calibration of the PSD, it is straightforward to use an existing experiment system to record
the force with the PSD, and the camera to record the position of a probe particle in an optical trap.
The force measurement calibration requires a linear response proportional to the deflection of the
beam, thus a PSD or linear filter with photodetector is required. A QPD is not sufficient since it has
a step function response as demonstrated in Figures 5.2 and 5.3. Figure 5.2a, shows representative
(normalised) response functions of the PSD and QPD. As an example, I consider two cases: Gaussian
beams of different widths, with the same power of 1 (normalised units), as shown in Figure 5.2b. This
represents beams with the same properties, but transmitted through two particles of different refrac-
tive indices, thus giving a different divergence, or convergence, of the beam. When the beam hits the
PSD or QPD, the voltage output, i.e. the product of the beam intensity and detector response function,
would resemble that of Figure 5.3. This voltage output is the calibration curve of the detector. The
two beams cases result in two calibration curves with the QPD. However, these two different beams
result in the same calibration curve with the PSD. Thus for any beam, there is no need to repeat the
detector calibration, which fulfils the second category of absolute calibration: the calibration of the
detector. This allows us to progress with my third category of absolute calibration which is the con-
struction of the force–position curve of an arbitrary particle in an arbitrary beam.
When a probe particle is optically trapped, it continues to undergo Brownian motion. This creates
fluctuations about the equilibrium in the position of the particle and on the optical forces acting on the
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Figure 5.1: The experimental setup for the absolute calibration. The trapping beam passes through the probe
particle into a PSD. This PSD measures a voltage proportional to the deflection of the beam, which can be
calibrated to be a force. The illumination beam shines to the camera with a image of the trapping particle,
which gives the position of the particle.
particle, as shown in Figure 5.4a. Here I consider the case of a simulated spherical particle of refrac-
tive index of 1.5 trapped in water with an 1064 nm infrared Gaussian beam focused with a numerical
aperture of 1.05. For Figure 5.4, I present 104 force and position measurements collected at 10 kHz,
with the measurements collected nonsynchronously. The parameters for this simulation were chosen
to match the research group’s experiment setup. Although the simulation was three-dimensional, here
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Figure 5.2: a Representative response functions of a quadrant photodiode (QPD) and a position sensitive
detector (PSD). The QPD has a step function response whereas the PSD has a linear response to input. b
The two cases of Gaussian beams I shall consider. Both are mormalised to have a power of 1 (normalised
units). These two beam cases are representative of when the beam has transmitted through particles of different
refractive index, resulting in a Gaussian beam image of different widths.
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Figure 5.3: Representative output for a QPD and PSD with the two different Gaussian beams of Figure 5.2.
The two different beams result in two different calibration curves for the QPD. Thus for each new beam or
particle, the QPD would require a new calibration curve. However, these two different beams have the same
calibration curve for the PSD; thus the PSD need not be recalibrated for each new beam or particle.
5.1 Mapping method for absolute calibration 71
I only present the x-dimension. These measurements can be sorted into ascending order for the posi-
tions, and descending order for the forces, as in Figure 5.4b. From here, the data points can be mapped
to each other between the two datasets to form a force–position curve, which is a force calibration
curve, as shown in Figure 5.4c.
It should be noted that this mapping absolute calibration method does not require the force and posi-
tion datasets to be of the same size, or synchronously collected, although this can be done. It would be
common to have the position and force, via the camera and PSD, measurements collected at different
rates. In my group’s experimental setup, the PSD currently takes data at 15 kHz, but can collect data
at up to 60 kHz. The camera currently takes data at 5 kHz, but can collect data at up to 10 kHz. Thus,
should the force and position datasets not be of the same size, then the datasets can be divided into N
quantiles, and the nth quantile of one would be mapped to the (N −n) quantile of the other. This bears
resemblance to a quantile–quantile plot (or q–q plot) which was the foundation of how I developed
this calibration. Although a q–q plot is typically used to test if datasets are from the same distribution,
here I am using it to directly construct a force–position curve. Further details on the q–q plot can be
found in Wilk and Gnanadesikan [1968].
Assuming that the trap profile is monotonic, then the negative forces should go to the positive posi-
tions and the positive forces should go to the negative positions. Intuitively, this works for Hookean
traps. A Gaussian trap is approximately Hookean near the trap equilibrium, so one would expect this
mapping method to be able to soundly calibrate a Gaussian trap since it is monotonic. I have con-
firmed this with simulation of a realistic optical trap with the Optical Tweezers Toolbox as outlined
in Chapter 3, as shown in Figure 5.5.
Figure 5.5 shows the calibration with the mapping method compared to the commonly used method of
the Boltzmann potential. One of the advantages of using simulation is that the exact force is known,
unlike experiment, and this actual force curve is included in these plots. The Boltzmann potential
constructs its potential from the probability that the particle traverses a particular area of a trap, thus
suffering from poor edge statistics due to less frequent occupation of the edge. The number of quan-
tiles, or bins, taken to map the two datasets together is arbitrary. With fewer bins, as in Figure 5.5a
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Figure 5.4: Simulated real 10 mW lower numerical aperture trap of 1.05, with a particle of refractive index
1.5 and radius of 1 µm. Each dataset contain 104 measurements collected nonsynchronously. a Force and
position for a trapped particle undergoing Brownian motion. Note that they fluctuate about the trap equilibrium.
b The data can be sorted into ascending order for position, and descending order for force. c When the sorted
force and position datasets are mapped to each other, a force–position curve is formed. A reference of the actual
force is added to this mapping calibration curve.
with 20 bins, both the Boltzmann potential and mapping calibration construct similar force calibration
curves. Note that the Boltzmann potential is defined over the whole range of the positions, and that
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Figure 5.5: Representative calibration curve for a simulated real trap with the mapping method and the
Boltzmann potential method, compared to the actual force. Datasets analysed each have 106 measurements, for
a simulated real 10 mW lower numerical aperture trap of 1.05, with a particle of refractive index 1.5 and radius
of 1 µm. There are a 20 and b 200 bins used for the calibration curve.
the view of Figure 5.5 is only of the interquartile range, since this is the range over which I consider
my error calculations presented later in this chapter.
The strength of the mapping method can be seen when there are more quantiles taken for the map-
ping, as in Figure 5.5b shows the calibration with 200 quantiles. The Boltzmann potential calibration
method has an optimal number of quantiles, seen as the minimum in dark green in Figure 5.6. The
Boltzmann statistics and mapping methods both agree with the actual force curve for 20 bins in Figure
5.5a. With 200 bins in Figure 5.5b, the Boltzmann potential’s force curve deviates from the actual
force curve, whereas the mapping force curve still follows the actual force curve.
Since force is the gradient of the potential, there is a differentiation error which occurs with an increase
in resolution; however, to construct a calibration curve which resembles the shape of the trap, greater
resolution is generally required. For a non-Hookean trap, the resolution of a trap is important to
identify the shape of the force–position curve. For a spherical probe particle in a single Gaussian
beam, the trap shape is roughly Hookean, which corresponds to a Gaussian probability distribution
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(in the particle’s position). Thus the core of finding the ideal resolution with the Boltzmann potential
method is in the discussion of what is the best number of bins to divide a Gaussian distribution into a
histogram. One of the common and straightforward arguments is given by Sturges [1926] where the
ideal number of bins, Nbins, is
Nbins = 1 + log2 N, (5.1)
where there are N elements of data. For the case of Figure 5.5 and Figure 5.6 where there are 106 data
points, this corresponds to an ideal resolution with 21 bins, so it should be of no surprise to us to see
that the Boltzmann potential performs well for 20 bins, but not so much for 200 bins.
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Figure 5.6: A comparison of the relative error versus resolution for different calibration methods on the
simulated real 10 mW trap of lower numerical aperture trap of 1.05, with a particle of refractive index 1.5 and
radius of 1 µm, with 106 force and position measurements each. The green lines show currently used methods
involving Boltzmann statistics and equipartition theorem. The red and pink lines show the mapping method,
with the pink dotted line showing mapping with a linear fit to the resulting force curve. The yellow line shows
a linear for to the synchronous force–position data. The blue and light blue lines show the mapping method
with synchronous force and position data.
The absence of an ideal binning is an advantage of the mapping method. With the mapping method
shown in Figure 5.5 for nonsynchronous force and position data, there is no dramatically ideal binning
like there is for the Boltzmann potential method. Figure 5.6 shows the effect of the number of bins
for different force calibration methods. In dark green and dark red, these are the Boltzmann poten-
tial and nonsynchronous mapping methods, which were shown in Figure 5.5. Note that the mapping
method could be applied to synchronously or nonsynchronously collected force and position data.
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This analysis was performed on one dataset of 106 position and force points. The position data was
the same for both the synchronous and nonsynchronous datasets. The force data to the synchronous
dataset was calculated in the same calculation, with the same Brownian motion, as the position data.
The force data to the nonsynchronous dataset was calculated in another dynamic simulation under the
same conditions, but with different random steps for its Brownian motion. There is no added experi-
mental noise; thus the relative error presented here would underestimate the error from an experiment.
In dark blue, there is the error associated with the synchronously collected force and position data,
noting that it is about an order of magnitude improvement on the error compared to nonsynchronously
collected data. Given that a spherical particle in a Gaussian beam corresponds to a roughly Hookean
force profile, one could assume a Hookean shape and find a linear fit for the force–position curve. This
has been applied to the mapping method and is shown in pink and light blue for the nonsynchronous
and synchronous datasets respectively. For comparison, light green shows the force curve from a
calibration method using Boltzmann statistics, but assumes a Hookean trap shape, commonly known
as equipartition theorem. We can see that this has similar accuracy to the mapping method with non-
synchronous measurements. The yellow curve shows the error associated if the force–position curve
was directly constructed by taking synchronous measurements and taking a linear fit directly from the
pairs of force and position, without sorting in any order besides time. We see that this is as accurate
as the mapping method with synchronous measurements. This sorting associated with the mapping
method makes a difference. The trapped particle undergoes Brownian motion, which will offset the
position and force randomly, but over a long enough time period, will have the offset average to zero.
Brownian motion based calibration methods, like the Boltzmann potential, usually have poor statistics
at the edges of the trap, since the trapped particle is most likely to be at the centre of the trap and less
likely to traverse the edge of the trap, which limits the range over which the trap is calibrated. Since
more bins can be taken with the mapping method, then the range over which the trap is accurately
calibrated is increased. This becomes more obvious when the trap shape is not Hookean, as in Figure
5.5 where there is a simulated artificial Hookean trap with an added non-Hookean force, i.e. a non-
zero cubic term in its force–position relation with no added noise term.
Figure 5.7a compares the Boltzmann potential method with the mapping method for nonsynchronously
76 Absolute force calibration
a b
Boltzmann potential nonsynchronous mapping actual force
-15 -10 -5 0 5 10
x
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
F
-15 -10 -5 0 5 10
x
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
F
Figure 5.7: Representative calibration curve for a simulated non-Hookean trap, with added 1% noise in the
trap, with the mapping method and the Boltzmann potential method, compared to the actual force. There are a
20 and b 200 bins used for the calibration curves.
collected force and position data with 20 quantiles taken for the mapping, and 20 bins taken for the
Boltzmann potential. Much like with the real trap of Figure 5.5a, both of these methods follow the
shape of the non-Hookean trap. Again, like Figure 5.5b, the non-Hookean trap of Figure 5.7b has
the Boltzmann potential and mapping method calibration compared to the actual force curve for 200
bins. The mapping calibration follows the actual force curve closely, but the Boltzmann potential has
a strong contribution from the discretisation error.
Despite this error from the Boltzmann potential, it can outperform other methods in terms of accuracy,
if the calibration is performed with the ideal number of bins, as shown in Figure 5.8. This analysis
was performed on one dataset of 106 position and force points. The position data was the same for
both the synchronous and nonsynchronous datasets. The force data to the synchronous dataset was
calculated in the same calculation, with the same Brownian motion, as the position data. The force
data to the nonsynchronous dataset was calculated in another dynamic simulation under the same
conditions, but with different random steps for its Brownian motion. There is added noise, 1% Gaus-
sian noise, although the relative error presented here would likely underestimate the error from an
experiment. The dark green marks the Boltzmann potential calibration method, and like with the real
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trap, there is an ideal binning at about 20 bins, where reduction in error from increased resolution
meets the increase in error from the differentiation of the potential to obtain force.
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Figure 5.8: A comparison of the relative error over resolution for different calibration methods for a simu-
lated non-Hookean trap model with added 1% Gaussian noise. The green lines show currently used methods
involving Boltzmann statistics and equipartition theorem. The red and pink lines show the mapping method,
with the pink dotted line showing mapping with a linear fit to the resulting force curve. The yellow line shows
a linear for to the synchronous force–position data. The blue and light blue lines should the proposed method
of mapping done with synchronous force and position data. We see the methods that rely on on assuming a
Hookean trap shape are outperformed by the mapping methods which do not assume a Hookean trap shape.
The next accurate methods are the mapping methods, in dark blue for synchronous measurements and
in dark red for nonsynchronous measurements, which do not assume a Hookean trap. These meth-
ods are not as accurate as the Boltzmann potential at the Boltzmann potential’s ideal resolution, but
outperform the Boltzmann potential calibration at higher resolutions. The calibrations from the syn-
chronous measurements have a smaller error than the nonsynchronous measurements, which should
not be a surprise.
These mapping calibration methods with a linear fit to assume a Hookean trap shape, light blue
for synchronous and pink for nonsynchronous data, perform as well as the Boltzmann statics with
equipartition theory shown in light green and direct force–position curve construction with linear
fit of synchronously collected force and position data shown in yellow. These calibration methods
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which assume a Hookean trap shape do not calibrate a non-Hookean trap as well as calibration meth-
ods which do not assume a Hookean trap shape, which should not a surprise.
Throughout the calculations of error, e.g. as shown in Figures 5.6 and 5.8, the calibration is performed
over the whole range of data, but only the centre half, i.e. interquartile range of the position, is
considered in the integration to calculate error. I have defined the error to be the average error over
the calibration, which is
error =
√√√√√√ b∑x=a δx ( f (x) − m(x))2
b∑
x=a
δx · m(x)2
(5.2)
where x = a to x = b is that domain over which the error is calculated, f (x) is the value of the force
that is calculated with the calibration methods, and m(x) is the actual force at x calculated with the
T-matrix method (or explicitly as is the case of the non-Hookean trap), which is the same method as
used to obtain the data for analysis. This actual curve was taken to be the lateral force, extending
laterally outwards from the beam axis at the point of axial equilibrium. When integrating the error,
the points x, where the difference is calculated, are taken to be the points at which the bins or quantiles
were calculated. The integration is done with the trapezoidal method.
5.2 Calibration with noise
For any calibration method to be practical, it needs to be able to be tolerant of noise that would occur
naturally in an experiment. Here I shall compare the mapping method against the other calibration
methods with data that have varying levels of added Gaussian noise. These data were transformed by:
noisy data = raw data + noise factor · std(raw data), (5.3)
where the noise factor is a scalar.
In Figure 5.9, I compare the effect of noise on the different calibration methods. Like previously, I
compare the Boltzmann potential calibration against the mapping methods with and without synchro-
nisation and linear fitting, as well the Boltzmann statics with equipartition theorem and a direct linear
fit to synchronous force and position datasets.
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Figure 5.9: The effect of noise on different calibration methods for a simulated real 10 mW trap with nu-
merical aperture of 1.05, with a particle of radius of 1 µm, refractive index 1.5 with 106 force and position
measurements. The noise factor is included as shown in Equation (5.3). The dark and light green lines show
currently used methods involving Boltzmann statistics and the equipartition theorem, respectively. The red and
pink lines show the mapping method, with the pink dotted line adding a linear fit to the resulting force curve.
The yellow line shows a direct linear fit to the synchronous force and position data. The blue and light blue
lines show the mapping method with synchronous force and position data, with the with the light blue dotted
line adding a linear fit to the resulting force–position curve. a has added noise of the noise factor in the position
data with fixed noise of 1% in the force data, b has added noise of the noise factor in the force data for a fixed
noise of 1% in the position data, and c has added noise in equal proportions in the position and force data.
For all of Figure 5.9a–c, we see that below a noise level of about 10%, the synchronous measurement
calibration methods are more accurate than the mapping and equipartition methods, which are still
more accurate than the Boltzmann potential method. 100 bins was chosen for this calibration, which
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is not the ideal binning for the Boltzmann potential. Figure 5.9a shows the effect of various noise
factors in the position data, for a fixed noise of 1% in the force data. Above a noise level of 10%
in the position data, all the calibration methods are equally accurate. Figure 5.9b shows the effect
of various noise factors in the force data, with a fixed noise of 1% in the position data. We can
see that the Boltzmann potential and equipartition calibration methods are not affected by noise in
force. These methods calibrate using only position measurements, so we would not expect noise in
the force to affect these calibration methods. The mapping methods begin to be affected by noise at
the level of about 10%. The direct linear fit is not affected until more noise is added into the force
data, which is different to how it behaved in Figure 5.9a, where less position noise is required to affect
the accuracy. This would be due to the process of constructing a function based on the position axis.
A shift, from noise, in the position also moves the location of the force, but a shift in the force still
keeps the position where it was before. When there is equal noise in force and position, as in Figure
5.9c, the mapping methods are relatively unaffected. The mapping methods sort the measurements,
so as long both sets of data are spread equally, they should still map to each other as they did without
noise on average. Comparing the synchronous and nonsynchronous calibrations, the advantage of the
synchronous calibration diminishes as more noise is introduced beyond about 1–10%. Similar trends
can be see in Figure 5.10, where only 104 force and position measurements are used instead of 106
measurements.
In general, for noise of less than 10% of the standard deviation of data, any of these methods should
calibrate sufficently well. There was roughly 10% noise in the experiment that was performed with
the setup of Figure 5.1 and described in Bui et al. [submitted]. This noise level corresponds to position
resolution of a fiftieth of a pixel, at roughly 300 nm/pixel. From Figure 5.9 and 5.10, we can see that
the mapping calibration method, without or without synchronised data, with or without assuming a
Hookean trap shape, would calibrate a trap sufficiently well.
Figure 5.11 depicts the experimental calibration showing the behaviour of the relative error as more
data points are collected. This analysis is taken from a larger run of 105 data points, which is then
divided into the appropriate sizes. Where discretisation was necessary, 15 bins were taken. The
experimental data was taken by Anatolii Kashchuk and Alex Stilgoe with the setup shown in Figure
5.1 and described in Bui et al. [submitted]. The trapping conditions match those of the simulation
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Figure 5.10: The effect of noise on different calibration methods for a simulated real 10 mW trap with
numerical aperture of 1.05, with a particle of radius of 1 µm, refractive index 1.5 with 104 force and position
measurements. The noise factor is included as shown in Equation (5.3). The dark and light green lines show
currently used methods involving Boltzmann statistics and the equipartition theorem, respectively. The red and
pink lines show the mapping method, with the pink dotted line adding a linear fit to the resulting force curve.
The yellow line shows a direct linear fit to the synchronous force and position data. The blue and light blue
lines show the mapping method with synchronous force and position data, with the with the light blue dotted
line adding a linear fit to the resulting force–position curve. a has added noise of the noise factor in the position
data with fixed noise of 1% in the force data, b has added noise of the noise factor in the force data for a fixed
noise of 1% in the position data, and c has added noise in equal proportions in the position and force data.
of a 10 mW trap of lower numerical aperture trap of 1.05, with a particle of refractive index 1.5 and
radius of 1 µm. The different calibration methods behaved similarly. When more points were used in
calibration, there was a reduction in error.
In this section, I have presented a method of absolute calibration which requires the force and position
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Figure 5.11: The error associated with the number of force and position measurements for the different
calibration methods. There is a general reduction in error when the number of collected points is increased.
All of the test calibration methods are comparable, with the exception of the Boltzmann potential which has a
noticeably larger relative error.
measurements to be sorted, then mapped to each other to form a force–position curve of an optically
trapped particle. There are no required assumptions about the size, shape, refractive index or drag
of the particle, or the viscosity or refractive index of the trapping medium. Synchronous force and
position measurements are not required. The only required assumption is that the force–position
curve is monotonic. The force–position curve does not need to be Hookean. This absolute calibration
method’s accuracy and tolerance to noise is comparable to that of currently used methods, when used
on both synchronous and nonsynchronous force and position measurements. In the following chapter,
I shall use this calibration method, in conjunction with the Boltzmann potential calibration method.
6
Calibration of non-optical forces
In the previous chapter, Chapter 5, I have introduced a new calibration method for force measure-
ments with optical tweezers. I have compared this new method of mapping with current commonly
used methods. Although I have compared them against each other, they do not perform the same
calibration. The reasons for this lies in the experimental arrangement.
A camera measures the shadow of trapped particle from the illumination beam, for some definition of
‘shadow’. All forces that result in the movement of the particle influence the position of the shadow.
When I find the centroid of this shadow, I find the position of the trapped particle. Although the
PSD is commonly used to measure position, it in fact measures a force. The PSD outputs a voltage
for the trapping beam, proportional to the ‘centre of mass’ position of the beam, either reflected or
transmitted. The trapping beam is deflected by the trapped particle through refraction. Since this PSD
measurement is of the deflection of the trapping beam, it measures only the optical force. It cannot
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directly measure non-optical forces. I have introduced non-optical forces in Chapter 4. The stage drag
force is a non-optical force. It was a drag force exerted on the particle which displaced the particle
from the original trap equilibrium position. It is this difference between the equilibrium positions
with and without the non-optical force that will be determined to give the non-optical force.
Now, the mapping method introduced in Chapter 5 measures only the optical forces, since my simula-
tions did not introduce any external non-optical forces; there was only the optical force and Brownian
motion acting on the trapped particle. The Boltzmann potential method measures the total force act-
ing on a particle, since it only uses position measurements, which would be collected from a camera.
The difference between the forces from these two methods should, in principle, give any force contri-
butions which are not from the optical trap. Thus, I have a method to find external non-optical forces
acting on the trapped particles. I use the example of the Boltzmann potential method of calibration
here since it is the most general method of calibration because it does not assume a Hookean trap
shape. In this method, only position is monitored.
Here I use the mapping calibration and Boltzmann potential calibration method to show that the com-
bination of these methods can be used to measure external non-optical forces. I first investigate the
case of a theoretical straight wall: first an ionic screening model, then a linear spring wall model,
as simple proof of principle models. Secondly, I use this method to explore the forces exerted by a
swimming sperm and discuss the applicability of this method to study swimming forces of a sperm
that swims close to wall. The work presented in this chapter is in preparation for publication, and was
discussed at the conference presentations of Bui et al. [2016c] and Lenton et al. [2017a].
6.1 Force mapping with a wall
There is great interest in measuring forces near walls because many biological processes at the cellu-
lar scale occur in a confined space, or near a wall. When investigating forces at this scale, especially
inside a cell or confined space, it must be questioned if the force being measured is from the process
itself, or from the interaction with the wall.
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Here I consider two models to determine wall forces as a proof of principle demonstration of the
usefulness the mapping method with the Boltzmann potential to calculate the wall force. The trapped
particle’s dynamics were simulated in three dimensions with the fourth-order Runge–Kutta method.
The wall is infinite in the yz-plane, and the force acts only in the x-direction. These walls are simplistic
models to determine if using the difference between the two calibration methods, i.e., the Boltzmann
potential to calculate total force and my mapping method to calculate optical force, allows feasible
extraction of a nonoptical force. Force measurements near a wall should follow the considerations
presented in Brettschneider et al. [2011].
For both of these wall models, I have ten runs of the same particle under the same conditions for 106
time steps at 20 kHz for which synchronous force and position data was simulated. To recreate non-
synchronous data for the mapping calibration, the force data has been permuted around the different
trials to ensure that each ten of the position datasets were mapped to another trial’s force dataset. The
behaviour of the Boltzmann potential is not dependent upon the simultaneity of the position and force
measurements since it only uses position measurements.
6.1.1 Exponential wall
For a first model, I consider the case of a particle trapped next to an electrically charged wall. I have
modelled the force of this wall, Fwall, as an exponential decay in the x-direction:
Fwall (r) = α · exp (βx) x (6.1)
where α and β are parameters which scale this force, x is the x-Cartesian component of r, and x is the
unit vector in the x-direction.
In this case, the wall force had α = 10−16 N and β = 2 × 108 m−1. In terms of order of magnitude, the
displacement of the particle whilst optically trapped is on the order of 10−8 m, and the forces from
Brownian motion is about 10−14 N. These values were chosen by order of magnitude for illustrative
purposes to test if this procedure is sound in theory. In practice, values would be chosen to match the
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experimental arrangement.
a b
Figure 6.1: Simulation of 106 steps of a spherical particle of diameter 1 µm in a 10 mW optical trap,
experiencing an exponentially decaying force, representing a wall to the left of the optical trap. a The trajectory
traversed by the particle in its final 105 steps. b The trajectory of the particle with the optical trap included for
reference.
The trajectory of this particle is shown in Figure 6.1a. The location of the trap is superimposed on
this trajectory in Figure 6.1b. The wall is to the left of the particle, with an exponentially decaying
effect on its motion. Figure 6.2c shows the force calibration curves for a simulation where 0.5 µm
radius particle of refractive index 1.45 in water is used. The trap is 10 mW 1064 nm focused with an
objective with numerical aperture 1.3. These calibration curves were calculated using the Boltzmann
potential, in yellow, and the mapping method, in blue. The Boltzmann potential method only uses
position measurements, from a camera, and 55 bins to find the force–position curve, and thus produces
the total force acting on the particle. The mapping method uses the position measurements from the
camera, but matches these position to forces measured with a PSD (or similar), which measures the
optical force. The difference between the force curves from these two calibration methods is shown
in green in Figure 6.2c. The coloured (blue, yellow and green) curves have thickness equivalent to
the standard deviation of the ten trials undertaken. There is a very small standard deviation, and
thickness, for the mapping method shown in blue. The lines on top of the coloured patches show the
simulation input for the total force (i.e., sum of optical and wall force), optical force and wall force.
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Figure 6.2: The force calibration curves to determine force from the wall. The yellow shows the force curve
obtained by the Boltzmann potential using the positions measurements only, thus the total force. The blue curve
shows the force curve from the mapping method which used both the position and force measurements. This is
the optical force. The difference between the yellow and blue curve is the green curve, is the non-optical forces,
in this case, the wall force. The thickness of the coloured curves shows the standard deviation of the ten trials.
The green and blue band to the left of −5 × 10−8 m is an artefact of the great difference between the trials.
We see that the calibration methods do calculate the forces that were used in the particle dynamics
simulations, and the difference between the Boltzmann potential and the mapping calibration methods
does in fact result in the non-optical force, which is the wall force. The solid region of colour below
x = −5 × 10−8 m is from the width of the error at that position. This is a result of the edge statistics
causing larger error from the particle traversing the centre of the trap more frequently than the edge
of the trap.
6.1.2 Linear wall
As a second model I consider optical trapping near a soft surface, such as a liposome wall. A lipo-
some is a bubble with a bilipid layer, which is often used as a model of a biological cell. Within my
88 Calibration of non-optical forces
research group, Shu Zhang has been making liposomes as models for cells, using them to investi-
gate the microrheological properties within cells. This is our first step to using optical tweezers for
measurements within living cells. This potentially extends the use of optical tweezers forces mea-
surements into living cells.
I treat the liposome wall as a linear spring model. When the particle is far away from the wall, there
is no force acting on the particle; no repulsive or attractive electrostatic forces are included. There is
a Hookean spring relationship between the force exerted on the particle and the distance the centre of
the particle has pushed into the liposome. A liposome is large relative to the particle, roughly 10 µm
in diameter.
a b
Figure 6.3: Simulation of 106 steps of a spherical particle of diameter 1 µm in a 10 mW optical trap,
with a wall from the left of the trap. a The trajectory traversed by the particle in its final 105 steps. b The
trajectory of the particle with the wall and the optical trap included for reference. The wall of the liposome is
at x = −2 × 10−8 m, marked with the yellow line, with the inside of the liposome to the right. The trap focus is
inside the liposome, marked with the red cross.
Figure 6.3 shows the situation where the wall of a liposome is at x = −2 × 10−8 m, and the focus
of the trapping beam at (0,0,0). For x ≤ −2 × 10−8 m, the force from the liposome is zero, and for
x ≥ −2 × 10−8 m, the force is linear from there onwards with a spring constant of −1.25 × 10−5 N/m.
Again, I use a probe particle which is a 0.5 µm radius sphere of refractive index 1.45 in a water
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Figure 6.4: The force calibration curves to determine force from the wall. The yellow curve shows the force
curve obtained by the Boltzmann potential using the positions measurements only, thus the total force. The blue
curve shows the force curve from the mapping method which used both the position and force measurements;
this is the optical force. The difference between the yellow and blue curves is the green curve, which would
be the non-optical forces, in this case, the wall force. The thickness of the coloured curves shows the standard
deviation of the ten trials. We can see that the difference between the mapping (blue) and Boltzmann (yellow)
calibration curves gives the wall force (green) which correspond to a wall from x = −2 × 10−8 m.
medium. The particle is confined to the optical trap and traverses the trap, under the influence of the
optical forces. The trap is 10 mW in power and the trapping wavelength is 1060 nm, focussed with
numerical aperture of 1.3. The path of the particle is shown in Figure 6.3a. The particle will be pulled
towards the focus, but is met by the liposome, which exerts the Hookean wall force onto the particle.
This wall and trap arrangement is shown in Figure 6.3b.
Figure 6.4c shows the force calibration to determine the liposome force. The Boltzmann potential
calibration curve, in yellow, shows the total force acting on the particle. The dashed line on top shows
the simulation input of the optical force and wall force. The Boltzmann potential has indeed found the
total force acting on the particle. The blue curve is from the mapping calibration, which shows only
the optical force. The dotted line on top shows the optical force that was used in the simulation. The
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mapping calibration does indeed find the optical force acting on the particle. The difference between
the Boltzmann potential and mapping calibration is shown in green. This is the difference between
the total force and the optical force, which I infer to be the force from the liposome wall. The broken
line on top shows the input into the simulation of the liposome force, which is aligned with the green
curve of the difference between the Boltzmann potential and mapping methods. So, much like the
case of the exponential wall, the difference between the Boltzmann potential and mapping calibration
curves, of a particle trapped near a wall, can measure wall forces.
a b
Figure 6.5: Simulation of 106 steps of a spherical particle of diameter 1 µm in a 10 mW optical trap, with a
wall from the left of the trap. a The trajectory traversed by the particle in its final 105 steps. b The trajectory
of the particle with the wall and the optical trap included for reference. The wall of the liposome is at x = 0 m,
marked with the yellow line, with the inside of the liposome to the right. The trap focus is the edge of the
liposome, marked with the red cross.
It is not necessary to have the trap behind a wall to determine the force from the wall. Here I now
consider the wall force calibration when the optical trap is placed at the surface of the wall, at (0,0,0)
as demonstrated in Figure 6.5. With the same 0.5 µm particle and trap as the previous example of the
Hookean wall, I now obtain a trajectory as that of Figure 6.5a if the wall is placed at the trap. The
layout is clarified in Figure 6.5b. The particle is drawn towards the trap focus, which is right at the
wall of the liposome. Movement of the particle to the left of the trap will be not be affected by the
liposome, but will be influenced by the liposome to the right. This leads to the calibration curves of
Figure 6.6. The blue mapping calibration curve shows the optical force. The yellow calibration curve
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Figure 6.6: The force calibration curves to determine force from the wall. The yellow shows the force curve
obtained by the Boltzmann potential using the positions measurements only, thus the total force. The blue
curve shows the force curve from the mapping method which used both the position and force measurements;
this is the optical force. The difference between the yellow and blue curve is the green curve, which would be
the non-optical forces, in this case, the wall force. The thickness of the coloured curves shows the standard
deviation of the ten trials. We can see that the difference between the mapping (blue) and Boltzmann (yellow)
calibration curves gives the wall force (green) which correspond to a wall from x = 0 m.
is obtained from the Boltzmann potential calibration method, which is the total force acting on the
particle. The difference between these curves leads to the green curve, which I infer to be the force
from the liposome wall. Similar to previous plots, the broken lines on top of the coloured patches are
the input from the simulation. These lines sit on top of their corresponding patches, so we see that
these calibrations are giving expected results.
I now explore a final arrangement of the trap and liposome. The first arrangement had the trap focus
on the inside of the liposome. The second arrange had the trap focus at the surface of the liposome.
In this case I have the trap outside the liposome. The trajectory of this particle now resembles that of
Figure 6.7a, with the wall and trap drawn in for reference in Figure 6.7b. The particle is not pushed
by the liposome wall as strongly as the previous two arrangements since the particle would be drawn
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a b
Figure 6.7: Simulation of 106 steps of a spherical particle of diameter 1 µm in a 10 mW optical trap,
with a wall from the right of the trap. a The trajectory traversed by the particle in its final 105 steps. b The
trajectory of the particle with the wall and the optical trap included for reference. The wall of the liposome is
at x = 2 × 10−8 m, marked with the yellow line, with the inside of the liposome to the right. The trap focus is
outside the liposome, marked with the red cross.
to the focus, which is away from the wall. Nevertheless, since the particle is undergoing a random
walk, it would still travel into the liposome wall, which will have a Hookean response.
The force calibration of this liposome wall is shown in Figure 6.8. Once again, the yellow calibration
curve is from the Boltzmann potential method, which has calibrated the total force acting on the parti-
cle. The blue calibration curve from the mapping calibration is from the mapping method, which has
calibrated the optical force acting on the particle. The difference between the total and optical force
is shown in green. Again, I infer that this is the wall force from the liposome. The lines on top of the
patches are the input from the simulation and follow the patches, confirming the calibration methods.
We can see that because the particle is drawn away from the liposome, the wall response is not as
well-characterised in this arrangement compared to the two previous arrangements.
From the three trapping arrangements shown in this section, I have been able to calculate the forces
from a wall acting on a trapped particle. The difference of the force–position curves using both the
Boltzmann potential and mapping calibration methods, gives a force–position curve of the wall force.
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Figure 6.8: The force calibration curves to determine force from the wall. The yellow shows the force curve
obtained by the Boltzmann potential using the positions measurements only, thus the total force. The blue
curve shows the force curve from the mapping method which used both the position and force measurements;
this is the optical force. The difference between the yellow and blue curve is the green curve, which would be
the non-optical forces, in this case, the wall force. The thickness of the coloured curves shows the standard
deviation of the ten trials. We can see that the difference between the mapping (blue) and Boltzmann (yellow)
calibration curves gives the wall force (green) which correspond to a wall from x = 2 × 10−8 m. There is a
smaller region of the wall force calibrated in this arrangement compared to the other arrangements.
Out of the three arrangements, the trap in the inside of the wall gives the most information about the
wall force, and this would be the best arrangement for such a force measurement. These wall forces
have been spatially-varying, but time-independent, forces acting on the particle. In the next section, I
shall explore the sperm swimming force, which is spatially independent, but time-dependent.
6.2 Sperm swimming force measurement
The ability to assess sperm motility is a crucial step in fertility. For artificial insemination, or in vitro
fertilisation, sperm is assessed on its quality to ensure the best fertility. A key indicator of sperm qual-
ity is the motility. There are currently established methods used for the description of sperm motility.
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In general, one can consider the ’speed of progression’. The speed of progression is a number on the
scale of 1 to 5. This is assigned to a sperm as a qualitative description of the rate at which it moves
forward, with 1 being little movement in a forward direction and 5 being fast movement in a forward
direction [World Health Organization, 2010]. Although a simple method, the disadvantage of this is
that this is a subjective method of assessment. This section discusses my approach to quantifying this
speed of progression, by measuring the sperm’s swimming force with optical tweezers.
The underlying motivation to analysing sperm with optical tweezers again is to measure sperm swim-
ming forces when it is close to a surface. Naturally, a sperm must swim to the oviduct to fertilise an
egg, which is in an enclosed space with its own fluid flow field, the dynamics of which is reviewed
in Fauci and Dillon [2006]; Kunz et al. [1997]; Suarez and Pacey [2006]. The difficulty of modelling
the swimming force of a sperm near a wall comes from that even if I know the free-fluid drag of the
sperm, it will be different when the sperm is near a wall. The theory of bacteria and sperm swimming
near surfaces has been discussed in Elgeti et al. [2010]; Evans and Lauga [2010]; Lauga et al. [2006];
Ramia et al. [1993]. Slithering swimming behaviour has been observed when it approaches a surface
[Nosrati et al., 2015]. This change in swimming behaviour could be as a result of the change in the
drag, but it could also be the sperm changing its swimming behaviour. Sperm have been observed to
change their swimming behaviour from when it is swimming alone to when it swimming in a group
with other sperm. As a group, they swim more linearly, but not faster [Fisher et al., 2014].
Earlier work to quantify this speed of progression has been previously attempted where optical tweez-
ers were used to hold the sperm until it escaped the trap [Nascimento et al., 2006, 2008]. This cali-
brated the escape force for the sperm to swim out of a trap: an escape calibration of the sperm. The
main shortfall of this investigation is that the quantified swimming force was given in units of watts,
which is not a standard unit of force. The standard unit of force is newtons. The force in watts refers
to the maximum force given by that amount of watts of laser power for that particular laser trapping
system; it cannot be used for any other laser trapping system, and does not give a definitive force
value. A conversion factor from watts to newtons is required, much like the chromosome calibration
of Section 4. In this chapter, I shall not be finding this conversion factor. Here I use the mapping
calibration method of Chapter 5 to quantify the swimming forces of sperm.
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Here I show a proof of principle demonstration of measuring a sperm’s swimming force with optical
tweezers. The sperm is optically trapped, then I take a Boltzmann potential and mapping calibration,
the difference of which will result in the sperm’s swimming force. First I discuss the simple models of
sperm behaviour, which I shall use to demonstrate the calibration. I then discuss the modelling of the
sperm in the trap, and demonstrate how to measure the swimming force. I conclude this section by in-
troducing the idea of using this method to measure the swimming force of sperm when it is near a wall.
To simulate the force measurement of a sperm, I first need to model the sperm’s swimming behaviour.
There are numerous studies of sperm motility which have already been published. General models of
microorganism swimming behaviour have been reviewed in Lauga [2016]; Lauga and Powers [2009];
Taylor [1951]. The specific swimming behaviour and mechanisms of sperm have been reviewed in
Fauci and Dillon [2006]; Gaffney et al. [2011]. The commonality between the swimming of sperm,
bacteria and other microorganisms is that they all occur at low Reynolds number. This leads to similar
models describing their swimming behaviours. Both the sperm and bacteria have a flagellum, or tail,
which they use for swimming. It has been shown, and modelled, that the beating patterns of the tail
are responsible for the swimming motion [Camalet et al., 1999; Hilfinger et al., 2009; Riedel-Kruse
et al., 2007].
Here I consider two basic models: swimming with a uniform speed and direction in Subsection 6.2.1,
and run-and-tumble in Subsection 6.2.2. It should be noted that this external force is time-dependent,
unlike the walls in Section 6.1 which is a time-independent force. Here when I find the potential of
the sperm, I am describing the time-averaged force with a potential, much like the process described
in Bui et al. [2013b].
From Nascimento et al. [2006], the mean speed of an optically trapped (dog) sperm was 104 µm/s.
For the sperm swimming with uniform speed and direction, I have the sperm swim with 104 µm/s
along the x-axis. For the second swimming model of run-and-tumble, the sperm has an average speed
of 104 µm/s, but changes direction randomly, at randomly chosen intervals.
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I continue the use of optical tweezers to study sperm motility. Optical tweezers can noninvasively
control and manipulate sperms without direct physical contact. Whilst the sperm is optically trapped,
it will remain swimming, which allows a direct measurement of its swimming force. The trapping
occurs at the head of the sperm, leaving the body and tail free. The location of trapping has been ob-
served by fluorescence [Ko¨nig et al., 1995]. A representative size comparison for the trap and sperm
is shown in Figure 6.9. Note that the tail is much longer than the head and falls mainly out of the opti-
cal trap. The head will orientate itself within the optical trap, usually aligning pointing upwards. The
choice of wavelength used in the optical tweezers is important. Near infrared optical trapping does
not harm sperm motility, but UV radiation has been shown to cause damage [Ko¨nig et al., 1996a,b].
medium
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Figure 6.9: Relative size of a representative (cat) sperm and an optical trap.
For my simulations with the sperm, I have modelled the head of a sperm as a sphere of radius 1 µm
and refractive index of 1.45, which is trapped in water. The trap is 10 mW of 1060 nm, and the data
are collected at 20 kHz. Only the head is included in the simulation; the body and tail of the sperm are
not included, although their swimming force is included. It is possible to use DDA method to model
the sperm head as a cone with a blunt end, allowing the use of symmetry to decrease computation
time. Although this would be a closer match to the shape and dimensions of the sperm head, there
would be significantly more memory and time required, compared to the sphere, to perform the cal-
culations. Given the crudeness of the swimming models, and the purpose of this calculation to give
a proof of principle demonstration of measuring non-optical forces, I have not used a more complex
shape, although this would be interesting to explore in future studies.
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6.2.1 Uniform velocity swimming
First I consider the case of a sperm travelling with uniform velocity along the x-axis, as shown in
Figure 6.10. I begin recording the sperm motion once it has reached an equilibrium position, which
was taken to be after 100 steps, or 5 ms. Figure 6.10 shows a representative trajectory of this sperm.
It undergoes Brownian motion in the optical trap with the added force from its swimming.
Figure 6.10: The representative trajectory of the sperm swimming, at equilibrium, with uniform velocity
whilst undergoing thermal motion. This is the uniform velocity model of a trapped sperm. The velocity of the
sperm is 104 × 10−6ms−1in the x-direction. The sperm is modelled as a sphere of radius 1µm.
Now, as I have done with the liposome wall forces, I can find the force–position curve of this sperm
with both the Boltzmann potential and mapping calibration methods. Doing so yields the force–
position curves of Figure 6.11. Here, there is a difference between the calibration curve from the
Boltzmann potential, which is the total force acting on the sperm head, and the mapping calibration,
which is the optical force. The difference between these two curves is (1.780 ± 0.009) pN between
x = 0.2082 µm and x = 0.3796 µm, which implies that the non-optical forces, that is the swimming
force, is (1.780 ± 0.009) pN. A swimming force of (1.780 ± 0.009) pN corresponds to a swimming
velocity of (103.7 ± 0.4) µm/s in the Stokes’ flow limit, which is consistent with the simulation input
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Figure 6.11: The force calibration curves for the full 106 once equilibrium is reached. The yellow curve
is from the Boltzmann potential calibration, which is of the total force acting on the sperm. The blue curve
is from the mapping method, which has calibrated the optical force. The difference between x = 0.2082 µm
and x = 0.3796 µm is relatively constant at (1.780 ± 0.009) pN, which corresponds to a swimming velocity
of (103.7 ± 0.4) µm/s, which matches the velocity used in the simulation of 104 µm/s. The thickness of the
coloured patches is the standard deviation of the ten runs which were performed.
of 104 µm/s. Thus, we can see that taking the difference between the Boltzmann potential and map-
ping calibration curves gives the non-optical force.
The case of the sperm swimming with uniform velocity is simplistic, but it is not physically impos-
sible. For this simulation, the entire sperm has been described as a sphere. Real sperm heads are
not spherical, and the head is attached to a body and tail. The rotation of the sperm would no longer
be able to be neglected for a nonspherical sperm. Although rotational Brownian motion will change
the direction of swimming over time, uniform swimming is a convenient approximation and will be
sufficiently accurate for times short enough that rotational Brownian motion has little effect, and the
sperm doesn’t actively change its swimming direction. The above example was with 106 data points
collected at 20 kHz, so about 50 s of data. From Chapter 5, more collected data points allows one to
have higher resolution with the Boltzmann potential calibration, which may be a limiting factor. The
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idea resolution for the above data would be divided into 21 bins, which corresponds to a resolution
of 8.162 nm. If only 104 data points were collected, then the idea number of bins is 14, which would
leave the Boltzmann potential with a resolution with 12.24 nm. This would only require half a sec-
ond, at 20 kHz, of the sperm swimming with uniform velocity, which is feasible. In a 3D tracking of
sperm swimming movements, there was approximately 64 seconds of sperm swimming in a uniform
direction [Shi et al., 2006]. In an E. coli study, long runs were about six seconds long, and short runs
were about half a second long [Berg and Brown, 1972].
6.2.2 Run-and-tumble swimming
A different model to consider for sperm behaviour is a run-and-tumble implementation. Here, I have
the spherical sperm head again of refractive index 1.45, radius of 1 µm radius, in water. It is held with
a 10 mW 1060 nm trap in water. The simulation has the sperm head running in 3D under the forces
from the optical tweezers, Brownian motion, and its own swimming force. The sperm’s swimming
speed is random, selected from a Gaussian distribution of mean 104 µm/s and standard deviation of
25 µm/s. The direction of its swimming is chosen randomly as well. A sequence of random numbers
was chosen between 1 and 106. If the nth step taken was equivalent to 0, modulo the nth random
number, i.e. (nth step) mod (nth random number) ≡ 0, then the sperm changed direction. For the ten
trials taken, the direction changed about 125 times in each trial, which leaves an average run of 0.42 s
before the next tumble.
Figure 6.12 shows what would be expected from a run-and-tumble sperm dynamic simulation. A
typical snail trail, in the xy-view, of a run-and-tumble sperm head as it is optically trapped is shown in
Figure 6.12. There are little wells where the sperm is in equilibrium, but its velocity changes (at ran-
dom intervals), moving it to a well in another position. Its force–position curves from the Boltzmann
potential and mapping calibrations, in Figure 6.13, are more difficult to infer a swimming force from
this swimming model. There is no clear parallel region as there was with the uniform velocity model
in Figure 6.11. This is the weakness of the Boltzmann potential method of calibration. The swimming
force for the run-and-tumble sperm is time-varying and spatially independent. Strictly speaking, this
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Figure 6.12: Typical trajectory of the run-and-tumble sperm for 2 × 105 points. The average speed of the
sperm is 104× 10−6ms−1, and it travels in random directions, changing randomly. Sphere of radius 1µm model
of the sperm head is used.
Boltzmann potential is not a potential; it is a pseudo-potential or time-averaged potential. For this
Boltzmann potential calibration, I have taken a time average of my time-dependent swimming force.
This has not produced useful results to measure forces.
The Boltzmann potential of the run-and-tumble sperm is shown in Figure 6.14a. The potential is rela-
tively flat, but slightly toroidal. The sperm swims towards the edges of the trap until the optical force
is in equilibrium with the swimming force, which will be further from the trap centre when there is a
greater swimming speed. This Boltzmann potential produces the force of Figure 6.14b. This force is
not the total force that is acting on the sperm, but the time-average force acting on the sperm when it
is at that particular position. As such, I cannot use the method of finding the difference between the
Boltzmann potential and the mapping calibration curves as I have for the previous non-optical force
models.
We can look closer at the movements of the run-and-tumble sperm. Figure 6.15 shows the position of
the sperm against time. There is a certain period when the sperm is relatively still at the one position
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Figure 6.13: The calibration curve, using all 106 points, for the Boltzmann potential (yellow) and mapping
(blue) calibration methods. There is no parallel section as there was with the uniform velocity sperm.
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Figure 6.14: The Boltzmann potential and force of the run-and-tumble sperm with the Boltzmann potential
calibration. a The Boltzmann potential of the sperm. We can see the sperm prefers to be on the edges of the
trap since there is a slightly lower potential there. The centre of the trap is still traversed, but less frequently
than the edge of the trap. b The resulting force curve from the Boltzmann potential. There is a relatively flat
force profile consistent with the flatness of the potential.
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before it changes velocity. This is, after all, the model that has been used. When the sperm remains
at a particular location, it would be safe to assume that it is swimming with roughly the same force.
If we were to analyse segments of the motion where it is swimming with approximately the same
force, then the run-and-tumble swimming analysis has been reduced to the uniform velocity sperm of
Subsection 6.2.1. As stated in Subsection 6.2.1, with a high enough bandwidth, it is possible to make
a force measurement by taking enough data for the short duration where the sperm is swimming with
uniform force. This is under the assumption that the total acquisition time includes the equilibrium
behaviour of the particle. The short instances of uniform velocity swimming in Figure 6.15 are peri-
ods of local equilibrium, and do not reflect the entire behaviour of the run-and-tumble motion. The
Boltzmann potential assumes that the particle is in equilibrium, and thus follows Boltzmann statistics.
The Boltzmann potential is not appropriate for describing the run-and-tumble sperm over the short
time period I have presented in this section. An alternative method for calculating the total force act-
ing on/from the sperm needs to be used. The search for the alternative method of calculating the total
force lies within the search for the truly versatile method of absolute force calibration, which remains
an open investigation.
Figure 6.15: The x-position of a run-and-tumble sperm throughout the simulation. There are distinct regions
where the mean position does not change, only fluctuates, which correspond to periods when the sperm is
swimming with uniform force.
In this section, I have demonstrated a procedure to measure the swimming force of sperm by taking
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the difference between two calibration curves: one curve from the Boltzmann potential calibration
which shows the total force, and one curve from the mapping or absolute calibration which shows the
optical force. This swimming force is a more definitive quantity to describe sperm motion, compared
to the speed of the progression, which assigns a value of 1 to 5, and is the common measure of sperm
movement.
In this section, I have chosen the two models, which are simplistic. They were chosen for their
simplicity as I intend to use them for a proof of principle demonstration of an optical tweezers force
measurement. The sperm swimming force near a wall remains an open investigation to be continued.
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7
Optically driven micromachines
Here I continue with forces at the cellular scale. In Chapters 4, 5 and 6, I have used dynamic simula-
tions to demonstrate force measurements. In this chapter, through simulation, I use optical tweezers
to hold an optically driven paddlewheel, which can exert a shear force. The force generation itself
is by a non-trapping beam which pushes the paddles, resulting in the paddlewheel spinning. Here I
perform force calculations to determine the ideal paddle dimensions and non-trapping beam arrange-
ment. The work for this chapter has been published in Kashchuk et al. [2017].
The paddlewheel was introduced to work with lab-on-a-chip devices. These devices are often on the
millimetre, micron or nanometre size scale. As the name suggests, they have an end goal of replacing
bulky, and expensive, laboratory equipment with smaller and more accessible versions. Microma-
chines have been designed as components of these lab-on-a-chip devices. Various micromachines,
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ranging between probe tips, cogwheels, gears and pumps, can be assembled together and driven op-
tically [Galajda and Ormos, 2001; Maruo et al., 2002; Neale et al., 2005]. Here I investigate the
optically-driven paddlewheel.
The motivation to design an optical paddle wheel was to have a device that could exert a shear stress
in otherwise inaccessible places, such as in a cellular environment. In particular, when one wants to
study effects of shear stress exerted on flat cells, the paddle geometry will allow it as the force can
be generated on top of the cell. Being optically driven, this paddlewheel uses radiation pressure to
drive its motion. Light carries momentum, p = nP/c, which exerts a force on the paddles to turn the
paddlewheel. This micromachine has been fabricated with two-photon polymerisation (2PP) [Asavei
et al., 2009]. Here, a resin is hardened under UV excitation with two-photon absorption [Denk et al.,
1990; Maruo et al., 1997; Strickler and Webb, 1991]. The 2PP system used allowed a resolution
210 nm × 210 nm × 970 nm, which is the smallest solidified resin volume, which is affected by the
size of the focal spot [Asavei et al., 2009].
My contribution to the paddlewheel project is the optimisation of the structure of the paddlewheel
and trapping arrangement, as shown in Figure 7.1. The paddlewheel is on an axle with two spherical
handles. The handles are held with optical traps. The paddles of the paddlewheel are pushed with
the radiation pressure of another beam. The pushing beam’s wavelength is 1070 nm. For the pad-
dlewheel to turn, the handles must be trapped and holding the paddlewheel in place, and the paddles
themselves must be pushed and not trapped. Therefore the beam that is used for pushing cannot be
highly focussed. The paddles are of width 2 µm and length 4 µm, as marked out in Figure 7.1. The
optimisation of the thickness of the paddle is calculated in Section 7.1. The other unknown in this
micromachine arrangement is the convergence of the 1070 nm beam. A higher numerical aperture
focussing would result in a larger magnitude force being exerted on the paddle, but may also induce
trapping. A lower numerical aperture beam focus would have a smaller magnitude of force exerted on
the paddle, but would be less likely to trap the paddle. The beam convergence is explored in Section
7.2.
For my calculations on the paddlewheel, I have only included the radiation pressure beam and one
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Figure 7.1: The optically-driven paddlewheel is held by two beams, shown in green, at the two spherical
handles. The paddlewheel turns from the force of the centre beam, shown in red. This chapter discusses the
thickness of the paddle, which has a set width of 2 µm and length 4 µm, and the numerical aperture of the centre
beam.
paddle. I have scanned the optical force as this one paddle is moved along the axial direction through
the focus. I have assumed that the rest of the paddlewheel, the other paddles and the handles, do
not affect the one paddle on which I am doing the calculations. I have used the T-matrix method to
determine the optical force on the paddles, with a new T-matrix for each size of paddle. DDA was
used to calculate the T-matrices of the paddles. The optical forces have been left as the normalised
force efficiency, Q, which would be scaled by the trapping medium’s refractive index, laser power
and speed of light to convert to a force.
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7.1 Paddle dimensions
It is important to consider design optimisation of the paddle as it is the paddle that interacts with the
beam to rotate the paddlewheel. The paddles must be reflective, as this is the optical force rotating the
paddle, and they cannot be trapped. The key issue here is resonance, which is when the reflectivity of
the paddle varies with its dimensions and refractive index [Stilgoe et al., 2008].
Here I model the paddle as a rectangular prism, of width 2 µm and length 4 µm and of thickness
between half a wavelength and a wavelength. This wavelength refers to the 1070 nm beam in the
paddle, which has a refractive index of 1.6, so the thickness ranged from 334 nm to 669 nm.
Figure 7.2: Taking the rectangular prism model of the paddle, the thickness of the paddle affects the force
efficiency, Q. The force efficiency along the axial direction is shown here. The areas of negative force efficiency,
shown in red, show that there is trapping of the paddle, and not pushing.
For each paddle thickness, I have calculated the optical force acting on the paddle as it moves along
the axial (z) direction, as shown in Figure 7.2. The beam pushing the paddle is the 1070 nm beam,
weakly focussed with a numerical aperture of 0.8. We can see that below the focus, the position of
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which is marked in the thick black line, the force efficiency is positive, corresponding to a force push-
ing the paddle along the axial direction. When the paddle is downstream of the focus, we can see that
for paddle thickness of about λ/2 and λ, i.e. 334 nm and 669 nm, the optical force is now negative.
The negative force corresponds to the gradient force pulling the paddle towards the focus. This is
optical trapping, as marked in red in Figure 7.2. Trapping is not desired in the case of the paddles,
because then the paddlewheel cannot turn.
There is no trapping for a large range of thicknesses. At about 3λ/4, or 502 nm, the trapping forces
are smallest. This would be the ideal thickness of the paddle to maximise the rotating motion of the
paddlewheel. Given the periodic nature of resonance, it would be expected that the optimal thickness
of the paddle is
thickness =
(
n
2
+
1
4
)
λ, (7.1)
where n is a non-negative integer and λ is the wavelength of the beam in the paddle. Given the con-
straints of resolution of the voxels in the two-photon polymerisation of the paddlewheel, the fragility
of the structure, and the use of the paddlewheel in small areas, I conclude that the best thickness for
the paddle is 3λ/4, where λ is the wavelength in the paddle, i.e., a thickness of 502 nm.
7.2 Beam convergence
From Section 7.1, I have established that the paddle should have width of 2 µm, length of 4 µm and
thickness of 502 nm, when the paddlewheel is rotated by a 1070 nm beam. The paddle is modelled as
a rectangular prism of these dimensions, and I calculate the optical force as it moves along the beam
axis. In this section I look at the convergence of this 1070 nm beam. The choice of numerical aper-
ture depends on how sensitive I want the system to be when it comes to trapping the paddle. Higher
numerical apertures result in greater forces, but also have the risk of trapping.
First, I look at the optical forces on the 3λ/4-thick paddle as it moves along the axial direction, as
shown in Figure 7.3. The beam providing the optical force is focused with numerical apertures be-
tween 0.6 and 1.3. For higher numerical apertures, i.e., NA = 1.1 to 1.3, we see a large force pushing
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the paddle downstream before the focus at z = 0. Past the focus, the optical force is negative, thus
pulling the paddle towards the focus, which is optical trapping, marked in red in Figure 7.3. Lower
numerical apertures, below 1, do not have any trapping as the force remains positive, so pushing the
paddle downstream. Thus, the best numerical apertures to focus the 1070 nm beam for the paddle-
wheel are below 1.
Figure 7.3: The numerical aperture used to focus the beam pushing on the 3λ/4-thick paddle affects the
force efficiency, Q. The force efficiency along the axial direction is shown here. The small region of negative
force efficiency, shown in red, shows that there is trapping of the paddle, and not pushing for high numerical
apertures.
Further justification regarding the optimising the paddlewheel is shown in Figure 7.4, where we can
see the effect of the numerical aperture on the force as the paddle is moved along the axial direction,
for a paddle which is λ/2 thick. For all numerical apertures, there is trapping, shown by the negative
force in red. Thus, there is no practical way to implement a paddlewheel with paddles that are λ/2
thick.
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Figure 7.4: The numerical aperture used to focus the beam pushing on the λ/2-thick paddle affects the
force efficiency, Q. The force efficiency along the axial direction is shown here. The region of negative force
efficiency, shown in red, shows that there is trapping of the paddle, and not pushing for all numerical apertures.
7.3 Conclusion
The ideal dimensions of the paddle has been determined to be of a thickness of 3λ/4, i.e., 502 nm,
with the given width of 2 µm and length of 4 µm. The numerical aperture of approximately less than
1 was calculated to be ideal.
The motivation for this paddlewheel was to be able to have it held above a cell surface, and turned
to exert a shear force on the cell. Shear forces play an important role in many biological processes,
e.g. endothelial shear stress from the flow of blood in arteries, is associated with the health of arteries
[Caro et al., 1969]. We can now calculate the expected shear stress from this paddle wheel. The Q
pushing upwards on the paddle for the 3λ/4 was about 0.1, which corresponds to a force of 4 pN for a
10 mW beam, with the paddle in water. Given that the beam is pushing from the centre of the paddle,
the moment arm is about 2 µm, which corresponds to a torque of 9 pN µm. Taking a calculation on the
drag torque of a similar paddlewheel in Asavei et al. [2013], this torque can rotate the paddlewheel at
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0.3 Hz. If I model the paddles as a rotating sphere, the tangential fluid flow, Vϕ, around the sphere is
Vϕ =
R3Ω sin θ
r2
(7.2)
where R is the radius of the sphere, θ is the angle measured from the rotation axis and r is the distance
from the centre of the sphere.
The shear stress, S , is defined as
S = η
∂Vϕ
∂r
=
−2ηR3Ω sin θ
r3
, (7.3)
where η is the viscosity of the fluid medium. When there is a distance of two radii between the centre
of the particle to the surface, perpendicular to the surface, so r = 2R and sin θ = 1,
S =
−2ηR3
8R3
Ω =
η
4
Ω, (7.4)
which is the shear stress for one sphere. Following the calculations of Wu et al. [2011], to maintain
the boundary condition of zero fluid flow at the surface itself, I construct an image sphere on the other
side of the surface. The shear stress from the two spheres is then
S 2 =
η
2
Ω, (7.5)
which means that the shear stress from my paddlewheel is about 0.1 N/m2. To put this in perspective,
a similar paddlewheel presented in Asavei et al. [2013], uner similar conditions has a shear stress of
0.04 N/m2. An optically driven vaterite was shown to be able to direct the direction of growth of an
axon nerve fibre with a shear stress on the order of 1 mN/m2 [Wu et al., 2011]. The typical endothelial
shear stress is on the range of up to 1–7 N/m2 [Chatzizisis et al., 2007; Franzoni et al., 2016].
8
Summary and outlook
This thesis was concerned with the development of computational methods for the design and testing,
through simulation, of calibration techniques for optical tweezers force microscopy. Chapters 1, 2
and 3 presented an introduction to force microscopy with optical tweezers. In Chapter 1, I presented
a brief discussion of the basic principles and the experiments which led to optical tweezers and a
discussion of different optical theories to derive the expression for the gradient force which is the
core of optical tweezing. In order to be able use optical tweezers quantitatively in a wide range of
applications, we have to be able to perform a calibration. A step-by-step example of typical calibra-
tion procedures was shown in Chapter 2. Chapter 3 outlined the theory and methods I have used for
my simulations. Throughout this thesis, I have explored optical forces and the calibration of force
measurements with optical tweezers.
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Chapter 4 discussed new findings regarding escape force calibration and the force calibration of chro-
mosomes. The trajectories taken by the particle during an escape force calibration were found to be
influenced by the rate at which the external drag force was applied. The different trajectories were
found to be a result of the zero-axial force contour which was not on the lateral plane to the beam axis.
Regarding chromosomes, there has been, up to now, a long standing problem with developing reliable
methods for the measurements of forces acting on chromosomes trapped using optical tweezers. The
escape force calibration enabled us to find their motility force during mitosis to be 0.1-12 pN. Further
work is underway to confirm the presented conversion factor of the escape force efficiency, Qesc, for
the chromosome. The viscosity of the local medium, when chromosomes are undergoing mitosis, is
not known with great certainty, and neither are the refractive indices of the chromosomes or medium.
Further measurements and modelling of this would improve the calculations of the forces involved in
this very important process. Regarding the use of the conservative description of optical traps, further
study is being carried out on the work done for different trajectories of a particle with an optical trap,
with the addition of a surface force as was discussed in Chapter 6.
Chapter 5 introduced a new method for absolute force calibration. By collecting force and position
measurements from a system, the force–position curve of the trap can be constructed through a map-
ping of sorted measurements. It was not necessary to have these force and position measurements
collected synchronously. It was not necessary to make assumptions about the size, shape or refractive
index of the trapped particle, or about the index or viscosity of the trapping medium. The only as-
sumption required was that the force–position curve is monotonic. This absolute calibration is more
versatile than currently existing force calibration methods, where more assumptions are required.
With regards to the experimental set up which accompanied the absolute calibration calculations,
there are further ongoing investigations. The experimental setup has generated other uses such as the
measurement of temperature.
Chapter 6 used the absolute calibration method of Chapter 5 to measure the forces at surfaces, such
as liposomes, and of swimmers, such as sperm. There is ongoing work using liposomes as a model
for cells to investigate the forces and rheological properties inside cells. This is in conjunction with
micromachines like the paddlewheel discussed in Chapter 7. Regarding sperm, I have presented
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an approach to quantifying their swimming force for short time intervals when the sperm does not
change its swimming behaviour. The absolute calibration will be useful because the shape of the
sperm changes as it swims, and also varies from species to species. It should be noted that sperm
behaviour changes for various reasons which should be the topic of future work. Sperm behaviour
not only changes when it is near a wall, but also changes in the presence of chemical gradients, other
sperm and external flow fields. Even if a sperm’s swimming force is quantified with optical tweezers,
there is further investigation required to address the issue of whether this is representative of sperm
behaviour when it is seeking an egg as in nature.
116 Summary and outlook
References
S. Albaladejo, M. I. Marque´s, M. Laroche, and J. J. Sa´enz. Scattering forces from the curl of the spin
angular momentum of a light field. Physical Review Letters, 102(11):113602, 2009.
S. P. Alexander and C. L. Rieder. Chromosome motion during attachment to the vertebrate spindle:
initial saltatory-like behavior of chromosomes and quantitative analysis of force production by
nascent kinetochore fibers. The Journal of Cell Biology, 113(4):805–815, 1991.
T. Asavei, T. A. Nieminen, N. R. Heckenberg, and H. Rubinsztein-Dunlop. Fabrication of microstruc-
tures for optically driven micromachines using two-photon photopolymerization of UV curing
resins. Journal of Optics A: Pure and Applied Optics, 11(3):034001, 2009.
T. Asavei, T. A. Nieminen, V. L. Y. Loke, A. B. Stilgoe, R. Bowman, D. Preece, M. J. Padgett, N. R.
Heckenberg, and H. Rubinsztein-Dunlop. Optically trapped and driven paddle-wheel. New Journal
of Physics, 15(6):063016, 2013.
A. Ashkin. Acceleration and trapping of particles by radiation pressure. Physical Review Letters, 24
(4):156–159, 1970.
A. Ashkin. Applications of laser radiation pressure. Science, 210(4474):1081–1088, 1980.
A Ashkin. Forces of a single-beam gradient laser trap on a dielectric sphere in the ray optics regime.
Biophysical Journal, 61:569–582, 1992.
A. Ashkin and J. M. Dziedzic. Feedback stabilization of optically levitated particles. Applied Physics
Letters, 30(4):202–204, 1977.
117
118 References
A. Ashkin and J. M. Dziedzic. Optical trapping and manipulation of viruses and bacteria. Science,
235(4795):1517–1520, 1987.
A Ashkin, J. M. Dziedzic, J. E. Bjorkholm, and S. Chu. Observation of a single-beam gradient force
optical trap for dielectric particles. Optics Letters, 11(5):288–290, 1986.
A Ashkin, J. M. Dziedzic, and T. Yamane. Optical trapping and manipulation of single cells using
infrared laser beams. Nature, 330(6150):769–771, 1987.
A. Ashkin, K. Schu¨tze, J. M. Dziedzic, U. Euteneuer, and M Schliwa. Force generation of organelle
transport measured in vivo by an infrared laser trap. Nature, 348:346–348, 1990.
J.-H. Baek, S.-U. Hwang, and Y.-G. Lee. Trap stiffness in optical tweezers. In Asian Symposium
for Precision Engineering and Nanotechnology. Asian Society for Precision Engineering and Nan-
otechnology, 2007.
R. Barer. Refractometry and interferometry of living cells. Journal of the Optical Society of America,
47(6):545–556, 1957.
A Bartoli. Radiant energy and the second law of thermodynamics. Nuovo Cimonto, 15:193–202,
1884.
Howard C. Berg and Douglas A. Brown. Chemotaxis in Escherichia coli analysed by three-
dimensional tracking. Nature, 239(5374):500–504, 1972.
K. Berg-Sørensen and H. Flyvbjerg. Power spectrum analysis for optical tweezers. Review of Scien-
tific Instruments, 75(3):594–612, 2004.
M. W. Berns, W. H. Wright, B. J. Tromberg, G. A. Profeta, J. J. Andrews, and R. J. Walter. Use of a
laser-induced optical force trap to study chromosome movement on the mitotic spindle. Proceed-
ings of the National Academy of Sciences, 86(12):4539–4543, 1989.
M. D. Betterton and J. R. McIntosh. Regulation of chromosome speeds in mitosis. Cellular and
Molecular Bioengineering, 6(4):418–430, 2013.
References 119
S. M. Block, D. F. Blair, and H. C. Berg. Compliance of bacterial flagella measured with optical
tweezers. Nature, 338(6215):514–518, 1989.
Steven M. Block, Lawrence S. B. Goldstein, and Bruce J. Schnapp. Bead movement by single kinesin
molecules studied with optical tweezers. Nature, 348(6299):348–352, 1990.
T. Brettschneider, G. Volpe, L. Helden, J. Wehr, and C. Bechinger. Force measurement in the presence
of brownian noise: Equilibrium-distribution method versus drift method. Physical Review E, 83
(4):041113, 2011.
B. C. Brock. Using vector spherical harmonics to compute antenna mutal impedance from measured
or computed fields. Report, Sandia National Laboratories, 2000.
A. A. M. Bui. Force measurements in cellular environments with optical tweezers, 2016. Talk
presented at Australian Mathematical Sciences Institute Winter School 2016 on Biological and
Environmental Modelling, Brisbane.
A. A. M. Bui, A. B. Stilgoe, Y. Cao, H. Rubinsztein-Dunlop, and T. A. Nieminen. Calibration of
optical traps with nonspherical particles using pseudopotentials, 2013a. Talk presented at Electro-
magnetic and Light Scattering Conference XIV, Lille.
A. A. M. Bui, A. B. Stilgoe, T. A. Nieminen, and H. Rubinsztein-Dunlop. Calibration of nonspherical
particles in optical tweezers using only position measurement. Optics Letters, 38(8):12446, 2013b.
A. A. M. Bui, A. B. Stilgoe, T. A. Nieminen, and H. Rubinsztein-Dunlop. Time-averaged force fields
for nonspherical particles using position-only measurements, 2013c. Poster presented at SPIE
Optics + Photonics: Optical Trapping and Optical Micromanipulation X, San Diego.
A. A. M. Bui, A. B. Stilgoe, N. Khatibzadeh, T. A. Nieminen, M. W. Berns, and H. Rubinsztein-
Dunlop. Escape force calibration of optical tweezers, 2014a. Poster presented at 21st Australian
Institute of Physics Congress, Canberra.
A. A. M. Bui, A. B. Stilgoe, N. Khatibzadeh, T. A. Nieminen, M. W. Berns, and H. Rubinsztein-
Dunlop. Escape force calibration of optical tweezers, 2014b. Poster presented at School of Math-
ematics and Physics Postgraduate Poster Day, Brisbane.
120 References
A. A. M. Bui, A. B. Stilgoe, N. Khatibzadeh, T. A. Nieminen, H. Rubinsztein-Dunlop, and M. W.
Berns. Optical tweezers escape force. In Kishan Dholakia and Gabriel C. Spalding, editors, Optical
Trapping and Optical Micromanipulation XI, volume 9164, page 916413. Proceedings of SPIE,
2014c.
A. A. M. Bui, A. B. Stilgoe, N. Khatibzadeh, T. A. Nieminen, H. Rubinsztein-Dunlop, and M. W.
Berns. Escape force calibration of optical tweezers and chromosomes, 2014d. Talk presented at
Teach at the Beach Student Conference, Stradbroke Island.
A. A. M. Bui, A. B. Stilgoe, N. Khatibzadeh, T. A. Nieminen, M. W. Berns, and H. Rubinsztein-
Dunlop. Escape forces and trajectories in optical tweezers and their effect on calibration. Optics
Express, 23(19):24317–24330, 2015a.
A. A. M. Bui, A. B. Stilgoe, T. A. Nieminen, and H. Rubinsztein-Dunlop. Force calibration of non-
hookean optical traps, 2015b. Talk presented at Optical Manipulation Conference, Yokohama.
A. A. M. Bui, A. B. Stilgoe, T. A. Nieminen, and H. Rubinsztein-Dunlop. Mapping of indepen-
dent force and position measurements for calibration of non-Hookean optical traps, 2015c. Talk
presented at SPIE Optics + Photonics: Optical Trapping and Optical Micromanipulation XII, San
Diego.
A. A. M. Bui, A. B. Stilgoe, T. A. Nieminen, and H. Rubinsztein-Dunlop. Force calibration of struc-
tured light in optical tweezers, 2015d. Poster presented at SPIE Photonics West OPTO Complex
Light and Optical Forces IX, San Francisco.
A. A. M. Bui, A. V. Kashchuk, A. B. Stilgoe, T. A. Nieminen, and H. Rubinsztein-Dunlop. Simulation
of optical tweezers for force calibration, 2016a. Talk presented at AIBN Centre for Theoretical
and Computational Molecular Science Symposium on Computational Methods and Applications,
Brisbane.
A. A. M. Bui, A. V. Kashchuk, A. B. Stilgoe, T. A. Nieminen, and H. Rubinsztein-Dunlop. Absolute
calibration of optical tweezers for measurement of nonoptical forces, 2016b. Talk presented at Joint
13th Asia Pacific Physics Conference and 22nd Australian Institute of Physics Congress, Brisbane.
References 121
A. A. M. Bui, A. V. Kashchuk, A. B. Stilgoe, T. A. Nieminen, and H. Rubinsztein-Dunlop. Calibration
of non-optical forces in optical tweezers, 2016c. Talk presented at SPIE Photonics West OPTO:
Complex Light and Optical Forces X, San Francisco.
A. A. M. Bui, A. B. Stilgoe, H. Rubinsztein-Dunlop, and T. A. Nieminen. Measuring forces with/in
optical tweezers, 2016d. Talk presented at 11th International Conference Series on Laser-light and
Interactions with Particles, Xi’an.
A. A. M. Bui, A. B. Stilgoe, I. C. D. Lenton, L. J. Gibson, A. V. Kashchuk, S. Zhang, H. Rubinsztein-
Dunlop, and T. A. Nieminen. Theory and practice of simulation of optical tweezers. Journal of
Quantitative Spectroscopy and Radiative Transfer, 195:66–75, 2017.
A. A. M. Bui, A. V. Kashchuk, M. A. Balanant, T. A. Nieminen, H. Rubinsztein-Dunlop, and A. B.
Stilgoe. Absolute calibration of arbitrarily shaped particles in optical tweezers. Scientific Reports,
submitted.
S. Camalet, F. Ju¨licher, and J. Prost. Self-organized beating and swimming of internally driven fila-
ments. Physical Review Letters, 82(7):1590–1593, 1999.
Y. Cao, A. A. M. Bui, A. B. Stilgoe, L. Chen, H. Rubinsztein-Dunlop, and T. A. Nieminen. Efficient
simulation of dynamics of nonspherical particles in optical tweezers, 2013. Poster presented at
Electromagnetic and Light Scattering Conference XIV, Lille.
M. Capitanio and F. S. Pavone. Interrogating biology with force: single molecule high-resolution
measurements with optical tweezers. Biophysical Journal, 105(6):1293–303, 2013.
M. Capitanio, G. Romano, R. Ballerini, M. Giuntini, F. S. Pavone, D. Dunlap, and L. Finzi. Cal-
ibration of optical tweezers with differential interference contrast signals. Review of Scientific
Instruments, 73(4):1687–1696, 2002.
B. Carazza and H. Kragh. Adolfo Bartoli and the problem of radiant heat. Annals of Science, 46(2):
183–194, 1989.
D. M. Carberry, S. H. Simpson, J. A. Grieve, Y. Wang, H. Schafer, M. Steinhart, R. Bowman, G. M.
122 References
Gibson, M. J. Padgett, S. Hanna, and M. J. Miles. Calibration of optically trapped nanotools.
Nanotechnology, 21(17):175501, 2010.
C. G. Caro, J. M. Fitz-Gerald, and R. C. Schroter. Arterial wall shear and distribution of early
atheroma in man. Nature, 223(5211):1159–1161, 1969.
Y. S. Chatzizisis, A. U. Coskun, M. Jonas, E. R. Edelman, C. L. Feldman, and P. H. Stone. Role of
endothelial shear stress in the natural history of coronary atherosclerosis and vascular remodeling:
molecular, cellular, and vascular behavior. Journal of the American College of Cardiology, 49(25):
2379–2393, 2007.
Y. F. Chen, G. A. Blab, and J. C. Meiners. Stretching submicron biomolecules with constant-force
axial optical tweezers. Biophysical Journal, 96(11):4701–8, 2009.
W. Denk, J. H. Strickler, and W. W. Webb. Two-photon laser scanning fluorescence microscopy.
Science, 248(4951):73–76, 1990.
D. der Kinderen and A. A. M. Bui. The mechanics of entanglement, 2016. Dance performed at 2High
Festival of Art, Science and Ideas, Brisbane.
R. S. Dutra, N. B. Viana, P. A. Maia Neto, and H. M. Nussenzveig. Absolute calibration of optical
tweezers including aberrations. Applied Physics Letters, 100(13):131115, 2012.
R. S. Dutra, N. B. Viana, P. A. Maia Neto, and H. M. Nussenzveig. Absolute calibration of forces in
optical tweezers. Physical Review A, 90(1), 2014.
A. Einstein. Investigations on the theory of the Brownian movement. Dover Publications, New York,
1956.
J. Elgeti, U. B. Kaupp, and G. Gompper. Hydrodynamics of sperm cells near surfaces. Biophysical
Journal, 99(4):1018–1026, 2010.
D. L. Ermak and J. A. McCammon. Brownian dynamics with hydrodynamic interactions. The Journal
of Chemical Physics, 69(4):1352–1360, 1978.
References 123
L. Euler. Memoire sur l’effet de la propagation successive de la lumiere dans l’apparition tant des
planetes que des cometes. Memoires de l’academie des sciences de Berlin, 2:141–181, 1746.
A. A. Evans and E. Lauga. Propulsion by passive filaments and active flagella near boundaries.
Physical Review E, 82(4 Pt 1):041915, 2010.
A. Farre´ and M. Montes-Usategui. A force detection technique for single-beam optical traps based
on direct measurement of light momentum changes. Optics Express, 18(11):11955–11968, 2010.
A. Farre´, F. Marsa`, and M. Montes-Usategui. Optimized back-focal-plane interferometry directly
measures forces of optically trapped particles. Optics Express, 20(11):12270–12291, 2012.
L. J. Fauci and R. Dillon. Biofluidmechanics of reproduction. Annual Review of Fluid Mechanics, 38
(1):371–394, 2006.
J. Ferraro-Gideon, R. Sheykhani, Q. Zhu, M. L. Duquette, M. W. Berns, and A. Forer. Measure-
ments of forces produced by the mitotic spindle using optical tweezers. Molecular Biology of the
Cellunless, 24:1375–1386, 2013.
J. T. Finer, R. M. Simmons, and J. A. Spudich. Single myosin molecule mechanics: piconewton
forces and nanometre steps. Nature, 368(6467):113–119, 1994.
H. S. Fisher, L. Giomi, H. E. Hoekstra, and L. Mahadevan. The dynamics of sperm cooperation in a
competitive environment. Proceedings of the Royal Society of London. Series B, 281(1790), 2014.
E.-L. Florin, A. Pralle, J. K. Heinrich Ho¨rber, and E. H. K. Stelzer. Photonic force microscope based
on optical tweezers and two-photon excitation for biological applications. Journal of Structural
Biology, 119(2):202–211, 1997.
A. Forer. Charaterization of the mitotic traction system, and evidence that birefringent spindle fibers
neither produce nore transmot force for chromosome movement. Chromosoma, 19:44–98, 1966.
A. Forer and P. J. Wilson. A model for chromosome movement during mitosis. Protoplasma, 179:
95–105, 1994.
124 References
A. Forer, K. M. Johansen, and J. Johansen. Movement of chromosomes with severed kinetochore
microtubules. Protoplasma, 252:775–781, 2015.
M. Franzoni, I. Cattaneo, L. Longaretti, M. Figliuzzi, B. Ene-Iordache, and A. Remuzzi. Endothelial
cell activation by hemodynamic shear stress derived from arteriovenous fistula for hemodialysis
access. American Journal of Physiology —Heart and Circulatory Physiology, 310(1):H49–H59,
2016.
M. E. J. Friese, A. G. Truscott, H. Rubinsztein-Dunlop, and N. R. Heckenberg. Three-dimensional
imaging with optical tweezers. Applied Optics, 38(31):6597–6603, 1999.
E. A. Gaffney, H. Gadeˆlha, D. J. Smith, J. R. Blake, and J. C. Kirkman-Brown. Mammalian sperm
motility: Observation and theory. Annual Review of Fluid Mechanics, 43(1):501–528, 2011.
Pe´ter Galajda and Pa´l Ormos. Complex micromachines produced and driven by light. Applied Physics
Letters, 78(2):249–251, 2001.
L. P. Ghislain and W. W. Webb. Scanning-force microscope based on an optical trap. Optics Letters,
18(19):1678–1680, 1993.
L. P. Ghislain, N. A. Switz, and W. W. Webb. Measurement of small forces using an optical trap.
Review of Scientific Instruments, 65(9):2762–2768, 1994.
Z. Gong, Z. Wang, Y. Li, L. Lou, and S. Xu. Axial deviation of an optically trapped particle in
trapping force calibration using the drag force method. Optics Communications, 273(1):37–42,
2007.
W. J. Greenleaf, M. T. Woodside, E. A. Abbondanzieri, and S. M. Block. Passive all-optical force
clamp for high-resolution laser trapping. Physical Review Letters, 95(20):208102, 2005.
M. Grießhammer and A. Rohrbach. 5D-Tracking of a nanorod in a focused laser beam–a theoretical
concept. Optics Express, 22(5):6114–6132, 2014.
A. Hilfinger, A. K. Chattopadhyay, and F. Ju¨licher. Nonlinear dynamics of cilia and flagella. Physical
Review E, 79(5):051918, 2009.
References 125
E. Hodges, B. M. Cooke, E. M. Sevick, D. J. Searles, B. Dunweg, and J. R. Prakash. Equilibrium
binding energies from fluctuation theorems and force spectroscopy simulations. Soft Matter, 12
(48):9803–9820, 2016.
A. Irrera, A. Magazzu, P. Artoni, S. H. Simpson, S. Hanna, P. H. Jones, F. Priolo, P. G. Gucciardi, and
O. M. Marago. Photonic torque microscopy of the nonconservative force field for optically trapped
silicon nanowires. Nano Letters, 16(7):4181–4188, 2016.
P. H. Jones, O. M. Marago`, and G. Volpe. Brownian motion, pages 188–218. Cambridge University
Press, Cambridge, 2015.
A. V. Kashchuk, A. A. M. Bui, A. B. Stilgoe, D. M. Carberry, T. A. Nieminen, and H. Rubinsztein-
Dunlop. Measurements of particle-wall interaction forces using simultaneous position and force
detection, 2016. Talk presented at SPIE Optics + Photonics: Optical Trapping and Optical Micro-
manipulation XIII, San Diego.
A. V. Kashchuk, A. A. M. Bui, S. Zhang, A. Houillot, D. Carberry, A. B. Stilgoe, T. A. Nieminen, and
H. Rubinsztein-Dunlop. Optically driven rotating micromachines, book section 4, pages 99–128.
Elsevier, 2017.
J. Keplero. De Cometis Libelli Tres. Augsburg, 1619.
N. Khatibzadeh, A. A. M. Bui, A. B. Stilgoe, T. A. Nieminen, M. W. Berns, and H. Rubinsztein-
Dunlop. Chromosome escape force calibration with optical tweezers, 2014a. Poster presented at
21st Australian Institute of Physics Congress, Canberra.
N. Khatibzadeh, A. A. M. Bui, A. B. Stilgoe, T. A. Nieminen, H. Rubinsztein-Dunlop, and M. W.
Berns. Optical tweezers force calibration of chromosomes, 2014b. Talk presented at 10th Interna-
tional Conference Series on Laser-light and Interactions with Particles, Marseille.
N. Khatibzadeh, A. B. Stilgoe, A. A. M. Bui, Y. Rocha, G. M. Cruz, V. Loke, L. Z. Shi, T. A.
Nieminen, H. Rubinsztein-Dunlop, and M. W. Berns. Determination of motility forces on isolated
chromosomes with laser tweezers. Scientific Reports, 4:6866, 2014c.
126 References
N. Khatibzadeh, A. B. Stilgoe, A. A. M. Bui, Y. Rocha, G. M. Cruz, T. A. Nieminen, H. Rubinsztein-
Dunlop, and M. W. Berns. Optical trapping of isolated mammalian chromosomes. In Kishan
Dholakia and Gabriel C. Spalding, editors, Optical Trapping and Optical Micromanipulation XI,
volume 9164 of Proceedings of SPIE, page 9164I. SPIE, 2014d.
N. Khatibzadeh, A. A. M. Bui, A. B. Stilgoe, T. A. Nieminen, H. Rubinsztein-Dunlop, and M. W.
Berns. Chromosome escape force calibration with optical tweezers, 2015. Poster presented at
Forces in Biology Symposium, Brisbane.
G. Kno¨ner, S. Parkin, T. A. Nieminen, N. R. Heckenberg, and H. Rubinsztein-Dunlop. Measurement
of the index of refraction of single microparticles. Physical Review Letters, 97(15):157402, 2006.
K. Ko¨nig, H. Liang, M. W. Berns, and B. J. Tromberg. Cell damage by near-IR microbeams. Nature,
377(6544):20–21, 1995.
K. Ko¨nig, L. Svaasand, Y. Liu, G. Sonek, P. Patrizio, Y. Tadir, M. W. Berns, and B. J. Tromberg.
Determination of motility forces of human spermatozoa using an 800 nm optical trap. Cellular and
Molecular Biology, 42(4):501 – 509, 1996a.
K. Ko¨nig, Y. Tadir, P. Patrizio, M. W. Berns, and B. J. Tromberg. Effects of ultraviolet exposure and
near infrared laser tweezers on human spermatozoa. Human Reproduction, 11(10):2162–4, 1996b.
G. Kunz, D. Beil, H. Deiniger, A. Einspanier, G. Mall, and G. Leyendecker. The Uterine Peristaltic
Pump, pages 267–277. Springer US, Boston, MA, 1997.
S. C. Kuo and M. P. Sheetz. Force of single kinesin molecules measured with optical tweezers.
Science, 260(5105):232–234, 1993.
E. Lauga. Bacterial hydrodynamics. Annual Review of Fluid Mechanics, 48(1):105–130, 2016.
E. Lauga and T. R. Powers. The hydrodynamics of swimming microorganisms. Reports on Progress
in Physics, 72(9):096601, 2009.
E. Lauga, W. R. DiLuzio, G. M. Whitesides, and H. A. Stone. Swimming in circles: Motion of
bacteria near solid boundaries. Biophysical Journal, 90(2):400–412, 2006.
References 127
P. Lebedew. Experimental ivestigation of the pressure of light. American Journal of Physics, 15:
60–2, 1902.
I. C. D. Lenton, A. Bui, A. Kashchuk, T. Nieminen, A. Stilgoe, and H. Rubinsztein-Dunlop. Optical
tweezers for direct measurement of swimming forces of living cells, 2017a. Poster presented at
IONS KOALA 2017: International OSA Network of Students Conference on Optics, Atoms and
Laser Applications, Brisbane.
I. C. D. Lenton, A. B. Stilgoe, H. Rubinsztein-Dunlop, and T. A. Nieminen. Visual guide to optical
tweezers. European Journal of Physics, 38(3):034009, 2017b.
H. Liang, W. H. Wright, C. L. Rieder, E. D. Salmon, G. Profeta, J. Andrews, Y. Liu, G. J. Sonek, and
M. W. Berns. Directed movement of chromosome arms and fragments in mitotic newt lung cells
using optical tweezers. Experimental Cell Research, 213:208–312, 1994.
Y. Liu, D. K. Cheng, G. J. Sonek, M. W. Berns, and B. J. Tromberg. Microfluorometric technique for
the determination of localized heating in organic particles. Applied Physics Letters, 65(7):919–921,
1994.
Y. Liu, D. K. Cheng, G. J. Sonek, M. W. Berns, C. F. Chapman, and B. J. Tromberg. Evidence for
localized cell heating induced by infrared optical tweezers. Biophysical Journal, 68(5):2137–2144,
1995.
L. Lorenz. Lysbevægelsen i og uden for en af plane Lysbølger belyst Kugle. Videnskabernes Selskabs
Skrifter, 6:2–62, 1890.
A. H. Mack, D. J. Schlingman, L. Regan, and S. G. Mochrie. Practical axial optical trapping. Review
of Scientific Instruments, 83(10):103106, 2012.
O. M. Marago`, P. H. Jones, P. G. Gucciardi, G. Volpe, and A. C. Ferrari. Optical trapping and
manipulation of nanostructures. Nature Nanotechnology, 8(11):807–819, 2013.
W. F. Marshall, J. F. Marko, D. A. Agard, and J. W. Sedat. Chromosome elasticity and mitotic
polar ejection force measured in living drosophila embryos by four-dimensional microscopy-based
motion analysis. Current Biology, 11(8):569–578, 2001.
128 References
S Maruo, O. Nakamura, and S. Kawata. Three-dimensional microfabrication with two-photon-
absorbed photopolymerization. Optics Letters, 22(2):132–134, 1997.
S. Maruo, K. Ikuta, and H. Korogi. Submicron manipulation tools driven by light in a liquid. Applied
Physics Letters, 82(1):133–135, 2002.
J. Mas, A. C. Richardson, S. N. Reihani, L. B. Oddershede, and K. Berg-Sørensen. Quantitative
determination of optical trapping strength and viscoelastic moduli inside living cells. Physical
Biology, 10(4):046006, 2013.
Josep Mas, Arnau Farre´, Jordi Sancho-Parramon, Estela Martı´n-Badosa, and Mario Montes-Usategui.
Force measurements with optical tweezers inside living cells. In Kishan Dholakia and Gabriel C.
Spalding, editors, Optical Trapping and Optical Micromanipulation XI, volume 9164, page
91640U. Proceedings of SPIE, 2014.
F. Merenda, G. Boer, J. Rohner, G. Delacre´taz, and R.-P. Salathe´. Escape trajectories of single-beam
optically trapped micro-particles in a transverse fluid flow. Optics Express, 14(4):1685, 2006.
G. Mie. Beitra¨ge zur Optik tru¨ber Medien, speziell kolloidaler Metallo¨sungen. Annalen der Physik,
330(3):377–445, 1908.
J. R. Moffitt, Y. R. Chemla, S. B. Smith, and C. Bustamante. Recent advances in optical tweezers.
Annual Review of Biochemistry, 77:205–28, 2008.
H. W. Moyses, R. O. Bauer, A. Y. Grosberg, and D. G. Grier. Perturbative theory for brownian
vortexes. Physical Review E, 91(6):062144, 2015.
J. M. Nascimento, E. L. Botvinick, L. Z. Shi, B. Durrant, and M. W. Berns. Analysis of sperm motility
using optical tweezers. Journal of Biomedical Optics, 11(4):044001, 2006.
J. M. Nascimento, L. Z. Shi, S. Meyers, P. Gagneux, N. M. Loskutoff, E. L. Botvinick, and M. W.
Berns. The use of optical tweezers to study sperm competition and motility in primates. Journal of
The Royal Society Interface, 5(20):297–302, 2008.
Steven L. Neale, Michael P. MacDonald, Kishan Dholakia, and Thomas F. Krauss. All-optical control
of microfluidic components using form birefringence. Nature Materials, 4(7):530–533, 2005.
References 129
K. C. Neuman and S. M. Block. Optical trapping. Review of Scientific Instruments, 75(9):2787–809,
2004.
K. C. Neuman, E. A. Abbondanzieri, R. Landick, J. Gelles, and S. M. Block. Ubiquitous transcrip-
tional pausing is independent of rna polymerase backtracking. Cell, 115:437–447, 2003.
R. B. Nicklas. A quantitative study of chromosomal elasticity and its influence on chromosomal
movement. Chromosoma, 14:276–295, 1963.
R. B. Nicklas. Chromosome velocity during mitosis as a function of chromosome size and position.
The Journal of Cell Biology, 25:119–135, 1965.
R. B. Nicklas. Measurements of the force produced by the mitotic spindle in anaphase. The Journal
of Cell Biology, 97:542–548, 1983.
T. A. Nieminen, H. Rubinsztein-Dunlop, and N. R. Heckenberg. Calculation and optical measure-
ment of laser trapping forces on non-spherical particles. Journal of Quantitative Spectroscopy and
Radiative Transfer, 70(4):627–637, 2001.
T. A. Nieminen, V. L. Y. Loke, A. B. Stilgoe, G. Kno¨ner, A. M. Bran´czyk, N. R. Heckenberg, and
H. Rubinsztein-Dunlop. Optical tweezers computational toolbox. Journal of Optics A: Pure and
Applied Optics, 9(8):S196–S203, 2007.
T. A. Nieminen, N. du Preez-Wilkinson, A. B. Stilgoe, V. L. Y. Loke, A. A. M. Bui, and
H. Rubinsztein-Dunlop. Optical tweezers: theory and modelling. Journal of Quantitative Spec-
troscopy and Radiative Transfer, 146:59–80, 2014.
T. A. Nieminen, N du Preez-Wilkinson, A. A. M. Bui, A. B. Stilgoe, V. L. Y. Loke, and
H. Rubinsztein-Dunlop. Theory and practice of computational modeling and simulation of optical
tweezers, 2015. Talk presented at Optical Trapping Applications 2015, Vancouver.
R. Nosrati, A. Driouchi, C. M. Yip, and D. Sinton. Two-dimensional slither swimming of sperm
within a micrometre of a surface. Nature Communications, 6:8703, 2015.
130 References
S. N. Olof, J. A. Grieve, D. B. Phillips, H. Rosenkranz, M. L. Yallop, M. J. Miles, A. J. Patil, S. Mann,
and D. M. Carberry. Measuring nanoscale forces with living probes. Nano Letters, 12(11):6018–
6023, 2012.
N. Paweletz. Walther Flemming: pioneer of mitosis research. Nature Reviews Molecular Cell Biology,
2(1):72–75, 2001.
X. Qi, T. A. Nieminen, A. B. Stilgoe, V. L. Y. Loke, and H. Rubinsztein-Dunlop. Comparison of
T-matrix calculation methods for scattering by cylinders in optical tweezers. Optics Letters, 39
(16):4827–4830, 2014.
M. Ramia, D. L. Tullock, and N. Phan-Thien. The role of hydrodynamic interaction in the locomotion
of microorganisms. Biophysical Journal, 65(2):755–778, 1993.
I. H. Riedel-Kruse, A. Hilfinger, J. Howard, and F. Ju¨licher. How molecular motors shape the flagellar
beat. HFSP Journal, 1(3):192–208, 2007.
P. Roca-Cusachs, V. Conte, and X. Trepat. Quantifying forces in cell biology. Nature Cell Biology,
19(7):742–751, 2017.
M. S. Rocha. Optical tweezers for undergraduates: Theoretical analysis and experiments. American
Journal of Physics, 77(8):704–712, 2009.
A. Rohrbach, C. Tischer, D. Neumayer, E.-L. Florin, and E. H. K. Stelzer. Trapping and tracking a
local probe with a photonic force microscope. Review of Scientific Instruments, 75(6):2197–2210,
2004.
H. Rubinsztein-Dunlop, A. B. Stilgoe, D. Preece, A. Bui, and T. A. Nieminen. Optical Forces,
Trapping and Manipulation, book section 7, pages 287–339. John Wiley & Sons, Inc., New York,
2015.
L. Z. Shi, J. Nascimento, C. Chandsawangbhuwana, M. W. Berns, and E. L. Botvinick. Real-time
automated tracking and trapping system for sperm. Microscopy Research and Techniques, 69(11):
894–902, 2006.
References 131
R. M. Simmons, J. T. Finer, S. Chu, and J. A. Spudich. Quantitative measurements of force and
displacement using an optical trap. Biophysical Journal, 70:1813–1822, 1996.
S. H. Simpson and S. Hanna. Stability analysis and thermal motion of optically trapped nanowires.
Nanotechnology, 23(20):205502, 2012.
W. Singer, S. Bernet, N. Hecker, and M. Ritsch-Marte. Three-dimensional force calibration of optical
tweezers. Journal of Modern Optics, 47(14-15):2921–2931, 2000.
A. B. Stilgoe, T. A. Nieminen, G. Kno¨ner, N. R. Heckenberg, and H. Rubinsztein-Dunlop. The effect
of Mie resonances on trapping in optical tweezers. Optics Express, 16(19):15039–15051, 2008.
A. B. Stilgoe, N. Khatibzadeh, A. A. M. Bui, T. A. Nieminen, H. Rubinsztein-Dunlop, and M. W.
Berns. The escape of spheres from optical tweezers, 2014. Talk presented at 10th International
Conference Series on Laser-light and Interactions with Particles, Marseille.
J. H. Strickler and W. W. Webb. Three-dimensional optical data storage in refractive media bytwo-
photon point excitation. Optics Letters, 16(22):1780–1782, 1991.
H. A. Sturges. The choice of a class interval. Journal of the American Statistical Association, 21
(153):65–66, 1926.
S. S. Suarez and A. A. Pacey. Sperm transport in the female reproductive tract. Human Reproduction
Update, 12(1):23–37, 2006.
Y. Sung, W. Choi, N. Lue, R. R. Dasari, and Z. Yaqoob. Stain-free quantification of chromosomes in
live cells using regularized tomographic phase microscopy. PLoS One, 7(11):e49502, 2012.
K. Svoboda and S. M. Block. Biological applications of optical forces. Annual Review of biophysics
and Biomolecular Structure, 23:247–285, 1994.
K. Svoboda, C. F. Schmidt, B. J. Schnapp, and S. M. Block. Direct observation of kinesin stepping
by optical trapping interferometry. Nature, 365(6448):721–727, 1993.
G. Taylor. Analysis of the swimming of microscopic organisms. Proceedings of the Royal Society of
London. Series A. Mathematical and Physical Sciences, 209(1099):447–461, 1951.
132 References
G. Thalhammer, L. Obmascher, and M. Ritsch-Marte. Direct measurement of axial optical forces.
Optics Express, 23(5):6112–6129, 2015.
M. M. Tirado and J. G. de la Torre. Translational friction coefficients of rigid, symmetric top macro-
molecules. Application to circular cylinders. The Journal of Chemical Physics, 71(6):2581–2587,
1979.
M. M. Tirado and J. G. de la Torre. Rotational dynamics of rigid, symmetric top macromolecules.
Application to circular cylinders. The Journal of Chemical Physics, 73(4):1986–1993, 1980.
W. J. Toe, I. Ortega-Piwonka, C. N. Angstmann, Q. Gao, H. H. Tan, C. Jagadish, B. I. Henry, and
P. J. Reece. Nonconservative dynamics of optically trapped high-aspect-ratio nanowires. Physical
Review E, 93(2):022137, 2016.
F. A. Tsander. Problems of flight by jet propulsion. Report, 1964.
H. C. van de Hulst. Light scattering by small particles. General Publishing Company, Toronto, 1957.
G. Volpe and D. Petrov. Torque detection using Brownian fluctuations. Physical Review Letters, 97
(21):210603, 2006.
G. Volpe and G. Volpe. Simulation of a Brownian particle in an optical trap. American Journal of
Physics, 81(3):224–230, 2013.
G. Volpe, G. Volpe, and D. Petrov. Brownian motion in a nonhomogeneous force field and photonic
force microscope. Physical Review E, 76(6 Pt 1):061118, 2007.
J. C. Wilcox, B. J. Lopez, O. Campas, and M. T. Valentine. Improved calibration of the nonlinear
regime of a single-beam gradient optical trap. Optics Letters, 41(10):2386–2389, 2016.
M. B. Wilk and R Gnanadesikan. Probability plotting methods for the analysis of data. Biometrika,
55(1):1–17, 1968.
World Health Organization. WHO laboratory manual for the examination and processing of human
semen. World Health Organization, Geneva, 5 edition, 2010.
References 133
W. H. Wright, G. J. Sonek, Y. Tadir, and M. W. Berns. Laser trapping in cell biology. IEEE Journal
of Quantum Electronics, 26(12):2148–2157, 1990.
T. Wu, T. A. Nieminen, S. Mohanty, J. Miotke, R. L. Meyer, H. Rubinsztein-Dunlop, and M. W.
Berns. A photon-driven micromotor can direct nerve fibre growth. Nature Photonics, 6(1):62–67,
2011.
