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Zur Erforschung von biologischen Prozessen und Entwicklungen von neuen Applikationen,
ist das Verständniss von photophysikalischen und photochemischen Prozessen von Licht
absorbierenden Molekülen (Chromophoren) in komplexen Umgebungen essentiell. Das
maßgebliche Ziel dieser Arbeit ist das tiefere Verständnis von Absorptions, Fluoreszenz und
Isomerisierungs Prozessen in unterschiedlichen Umgebungen und den Umgebungseinfluss
auf die strukturellen Eigenschaften des Chromophors aufzudecken. Dabei wird ein weites
Spektrum an theoretischen Rechenmethoden eingesetzt. Aufwendige und genaue ab initio
Methoden werden für die korrekte Beschreibung der elektronischen Struktur des angeregten
Zustandes verwendet. Wohingegen rechnerisch weniger anspruchsvolle, semi-empirische
Methoden ein dynamisches Bild des Chromophors bereitstellen und die Berechnung
größerer System mit bis zu 150 Atomen ermöglichen.
Kanalrhodopsin-2 mit Retinal als Chromophor ist das am meist genutzte optogenetische
Werkzeug der neuronalen Forschung. Seine Funktion ermöglicht die Licht gesteuerte
Depolarisation von neuronalen Membranen. Jedoch ist dieser Mechanismus bis heute
nicht komplett aufgeklärt und die weitere Erforschung erfordert eine genaue and detaillierte
Struktur des Dunkel-Zustandes. Deshalb wurden im Rahmen dieser Arbeit, der Einfluss der
Bindungstasche und der Einfluss der strukturellen Konformation der Bindungstasche auf das
Absorptionsverhalten untersucht. Es konnten mehrere spezifische strukturelle Merkmale
und eine Temperaturabhängigkeit des Kanalrhodopsin-2 festgestellt werden.
Im Gegensatz zu Kanalrhodopsin-2, ist das Histidin Kinase Rhodopsin-1 (HKR1) fähig zwei
stabile Zustände innerhalb des Photozyklus auszubilden. Dies ermöglicht ein Umschalten
zwischen diesen zwei stabilen Zuständen des Proteins, wodurch es ein vielversprechendes
Protein für die Entwicklung weitere Applikationen für die Optogenetik ist. Auch hier
sind die Proteinstruktur und der Funktionsmechanismus noch nicht aufgeklärt. Aus
diesem Grund wurde ein Homologiemodell mit einer verlässlichen Retinalstruktur und
Bindungstasche gebaut und durch den Vergleich der Anregungsenergie mit der Referenz
Bakteriorhodopsin verifiziert. Somit konnte die all-trans zu 13-cis Isomerisierung des
Retinals mit ab initio Methoden untersucht werden. Infolgedessen konnte eine 13-cis
Struktur des Retinals erhalten werden, die eine weitere Untersuchung des einzigartigen
zweiten stabilen Zustandes des Fotozyklus erst ermöglicht.
V
Zusammenfassung
Da ab initio Methoden zu rechenaufwendig für die Simulation des dynamischem Verhaltens
von Systemen wie Retinal sind, wurde die semi-empirische OM2/MRCI Methode, die eine
dynamische Beschreibung im angeregten Zustand ermöglicht, getestet. Sowie für die
korrekte Bestimmung des Isomerisierungsmechanismus und der Lebenszeit im angeregten
Zustand eines pronotierten Schiffbase Modells verifiziert.
Im letzten Teil dieser Arbeit wurde der solvatochrome Effekt des fluoreszenten Moleküls
Flugi-2 analysiert. Die dynamische Beschreibung von Chromophoren im angeregten
Zustand mit der gleichzeitigen eindeutigen Beschreibung des Lösungsmittel war bis jetzt
nicht möglich und wurde erstmals in dieser Arbeit durchgeführt. Dazu wurden klassische
Methoden verwendet um Geometrien im angeregten Zustand zu erhalten, wobei die
elektronische Struktur mit semi-empirischen Methoden berechnet wurde. Dieses Konzept
ermöglicht die Untersuchung des strukturellen Einflusses des Lösungsmittels auf den
Chromophor Flugi-2. Ferner konnte gezeigt werden, dass implizite Solventmodelle die
Wechselwirkung zwischen Lösungsmittel und Chromophore nicht korrekt beschreiben
können. Bis zukünftige Methoden eine dynamische Beschreibung des Chromophors
mit der expliziten Beschreibung der Umgebung ermöglichen, sind auf klassischen
Methoden basierte Ansätze, wie in dieser Arbeit gezeigt, sinnvoll um die strukturellen
Zusammenhänge zwischen Lösungsmittel und Chromophor zu beschreiben. In dieser
Arbeit sind Absorptions-, Fluoreszenz- und Isomerisierungsprozesse in verschiedenen




The understanding of photophysical and photochemical processes of light absorbing
molecules (chromophores) in complex environments is crucial for the development of new
research tools for biological processes. The goal of this thesis is to gain a deeper knowledge
of absorption, fluorescence and isomerization processes in different environments and the
influence of the environment to structural properties of the chromophore. This is achieved by
the application of a wide spectrum of theoretical computational methods. High level ab initio
methods are required for the correct description of the excited state electronic structure.
The computational less costly semi-empirical methods provide a dynamic picture of the
chromophores and enables the enlargement of the considered systems.
The mostly used chromophore as optogenetic tools for the neuroscience research is retinal,
which is found in rhodopsins. Channelrhodopsin-2 (ChR-2) is considered as the most
used rhodopsin in this field. Its function enables the light triggered depolarization of
neuronal membranes. However, the mechanism is still not clear and further investigation
of the photocycle requires an accurate and detailed description of the dark-state structure.
Therefore, the influence of the binding pocket of the retinal in ChR-2 and the effect of the
structural fine tuning of the binding pocket on the absorption has been investigated. As a
result, several structural characteristics of the protein and its temperature dependency have
been determined.
In contrast to ChR-2, the histidin kinase rhodopsin-1 (HKR1) is able to form two stable
states during the photocycle. This enables bimodal switching between the two stable
states of the protein and so HKR1 is a promising protein for the development of new
optogenetic tools. In HKR1, the structure and function mechanism is poorly understood.
Thus, a homology model with a reliable retinal structure and its binding pocket has been
built and successfully validated by comparison of the absorption to the absorption of
bacteriorhodopsin as reference. This structure allows the investigation of the the all-trans
to 13-cis isomerization of the retinal by using high level ab initio methods. This detected
13-cis retinal structure enables further investigations of the unique second stable state in the
HKR1 photocycle.
The high level ab initio methods are computationally too demanding for the simulation of
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the dynamic behavior of the isomerization of systems like retinal embedded in rhodopsins.
Therefore, the faster semi-empirical OM2/MRCI method, has been tested and benchmarked
for the determination of the isomerization mechanism and the excited state life-time of a
protonated Schiff base model.
In the last part of this work, the solvatochromic effect of the fluorescent molecule Flugi-2
has been investigated. The dynamical treatment of chromophores in the excited state,
while considering the explicit surrounding is not possible to this date. Thus, new methods
first applied the classical methods have been used to provide geometries in the excited
state in combination with the electronic structure calculated by semi-empirical methods.
Hence, resulting in the investigation of the structural influence of the DMSO solvent on the
Flugi-2 chromophore. It has been demonstrated, that implicit solvent models fail to describe
the correct interaction between solvent and chromophore. Until future methods enable a
dynamical treatment of the chromophore with an explicit description of the environment,
classical methods as described above are a reasonable way to sample the structural
correlation between solvent and chromophore. In this work, it has been successfully
investigated absorption, fluorescence and isomerization processes of chromophores in
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1.1 Jabłoński Diagram and Photophysical Processes . . . . . . . . . . . . . . . . 3
1.1.1 Absorption and Fluorescence . . . . . . . . . . . . . . . . . . . . . . . 5
1.1.2 Solvatochromism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.1.3 Franck-Condon Principle and Transition Moments . . . . . . . . . . . 7
1.1.4 Challenges of Characterizing Absorption and Fluorescence Processes
in Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2 Photochemical Process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2 The Photoreceptors of Chlamydomonas Reinhardtii 13
2.1 Channelrhodopsin - a Light-Gated Ion Channel . . . . . . . . . . . . . . . . . 16
2.1.1 ChR-2 Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.1.2 Photocycle of Channelrhodopsin-2 . . . . . . . . . . . . . . . . . . . . 20
2.2 Histidin Kinase Rhodopsin 1 (HKR1) - a Bimodal Switchable Rhodopsin . . . 22
2.3 Next Generation Optogenetic Tools . . . . . . . . . . . . . . . . . . . . . . . . 24
II Methods 25
3 Quantum Chemical Methods 27
3.1 Schrödinger Equation and Hamiltonian . . . . . . . . . . . . . . . . . . . . . . 28
3.2 Hartree-Fock . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.3 Electron Correlation and Excited States . . . . . . . . . . . . . . . . . . . . . 32
3.3.1 Configuration Interaction . . . . . . . . . . . . . . . . . . . . . . . . . . 33
IX
Contents
3.3.2 Multi-Configuration Self-Consistent Field (MCSCF) and
Multi-Reference Configuration Interaction (MRCI) . . . . . . . . . . . . 34
3.3.3 Coupled Cluster . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.4 Density Functional Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.4.1 Exchange Correlation Functionals . . . . . . . . . . . . . . . . . . . . 38
3.4.2 Linear Response Time-Dependent Density Functional Theory (TD-DFT) 39
3.5 Non-Adiabatic Dynamic Simulations . . . . . . . . . . . . . . . . . . . . . . . 40
4 Semi-Empirical Methods 43
4.1 Density-Functional Tight Binding . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.2 Orthogonalization Model 2 with Multireference Configurational Interaction
(OM2/MRCI) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
5 Force Field Based Methods and Free Energy Methods 49
5.1 Molecular Mechanics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.2 Molecular Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5.3 Free Energy Calculations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.3.1 Metadynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.4 Quantum Mechanics / Molecular Mechanics approach . . . . . . . . . . . . . 52
III Results 55
6 Dark State of Channelrhodopsin-2 57
6.1 Absorption Spectrum of Channelrhodopsin . . . . . . . . . . . . . . . . . . . 57
6.2 Dark-State Active Site and DC-Gate . . . . . . . . . . . . . . . . . . . . . . . 59
6.3 Computational Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
6.3.1 Rhodopsin Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
6.3.2 MM Equilibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
6.3.3 QM/MM Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
6.3.4 Excitation Energies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
6.3.5 Free Energy Calculations . . . . . . . . . . . . . . . . . . . . . . . . . 66
6.4 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
6.4.1 Active Site Structural Motifs . . . . . . . . . . . . . . . . . . . . . . . . 66
X
Contents
6.4.2 RSBH+ Hydrogen Bonding Patterns . . . . . . . . . . . . . . . . . . . 68
6.4.3 E123 Side Chain Conformation . . . . . . . . . . . . . . . . . . . . . . 69
6.4.4 Low Temperature Simulations and Retinal Configuration . . . . . . . . 70
6.4.5 Absorption Spectrum . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
6.4.6 DC-Gate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
6.4.7 E90 Side Chain Configuration . . . . . . . . . . . . . . . . . . . . . . . 87
6.4.8 Simulations on Crystal Structure . . . . . . . . . . . . . . . . . . . . . 89
6.4.9 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
7 Modeling HKR1 Structure, Spectra and Function 99
7.1 Model Building . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
7.2 MM equilibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
7.3 QM/MM Simulations and Excitation Energy of Rh-Bl state . . . . . . . . . . . 103
7.4 Long Time MM Simulations of the Homology Models . . . . . . . . . . . . . . 106
7.5 Isomerization Pathway . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
7.5.1 Optimization of Ground State Geometry . . . . . . . . . . . . . . . . . 108
7.5.2 Isomerization Pathways . . . . . . . . . . . . . . . . . . . . . . . . . . 109
7.6 13-cis, 15-syn Retinal in HKR1 . . . . . . . . . . . . . . . . . . . . . . . . . . 113
7.7 Concluding Remarks and Outlook . . . . . . . . . . . . . . . . . . . . . . . . 113
8 Benchmark OM2/MRCI for Surface Hopping Dynamics on Retinal Models 115
8.1 Computational Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
8.1.1 OM2/MRCI dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
8.1.2 CASSCF Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
8.1.3 CASPT2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
8.2 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
8.2.1 Excitation Energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
8.2.2 Excited State Life Time and Isomerization Mechanism . . . . . . . . . 118
8.3 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
9 Describing Fluorescent Behavior of Flugi-2 Molecule with Classical Force
Fields 125
9.1 Computational Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
XI
Contents
9.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
9.2.1 Properties of the Ground and Excited State Analyzed by QM Methods 131
9.2.2 Molecular Dynamic Simulation in the Ground State . . . . . . . . . . . 135
9.2.3 Molecular Dynamic Simulation in the Excited State . . . . . . . . . . . 139
9.2.4 Influence of Solvent DMSO on the Excited State Dynamics . . . . . . 142
9.2.5 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
10 Conclusion and Outlook 153
References XIII
IV Appendix XXIX
A Dark state of the Channelrhodopsin XXXI
B Fluorescent Behavior of Flugi-2 Molecule XXXIII






1 | Light-Triggered Processes -
Interaction of Light with Matter
The interaction of light with matter is the interaction of an electromagnetic wave with atoms
and molecules and leads to reflection, refraction or absorption. During the reflection
and refraction the energy of the light is not absorbed by the matter, whereas in the
absorption process the light interacts directly with the matter and opens new dimensions
of photophysical and photochemical processes.
These processes are sensitive to the environment and provide a direct indication of the
surrounding of an absorbing molecule, called chromophore. The use of this property opens
new opportunities for the development of research tools for biological processes. However,
extended knowledge of these interactions is necessary and part of this research.
In this work, the focus lies on the interaction of light in the UV/vis region of the
electromagnetic spectrum, which includes the near-ultraviolet (200 nm-400 nm) and the
visible regions (400 nm-700 nm) of the spectrum.
Due to the energy range of the electromagnetic wave, the interaction between matter and
light leads to electronic and vibrational excitations. Only the absorption of light leads
to the photophysical and photochemical processes. Here, the electric component of the
electromagnetic wave interacts with the electronic structure of the matter, therefore the
interaction and the subsequent processes have to be explained and described by quantum
mechanics. Since absorption is a quantum effect, only one photon can be absorbed by a
single molecule.1–4
1.1 Jabłoński Diagram and Photophysical Processes
An overview of photophysical light-triggered processes is given by the so-called Jabłoński
diagram. Here, the electronic transition of the valence electrons in the higher energetic
electronic states Sn (thick horizontal lines) and their radiation or radiation-less decay back
to the ground state S0 are described. Radiation induced transitions are called absorption
(red arrows), emission (green arrows) or phosphorescence (blue arrow), while radiation-less
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decay processes are represented as wavy arrows.
Figure 1.1.1: Jabłoński diagram: State diagram summarizing photophysical and photochemical
processes. The minima of the particular electronic states (thick horizontal lines), together with
vibrational energy levels (thin horizontal lines) are depicted. Furthermore, in the vertical lines the
radiative and radiation-less transitions occurring between the electronic states are shown.
The processes are initiated by the absorption of light (red arrows), which transfers the system
from the ground state S0 to higher electronic states Sn. The absorption is precisely explained
in the following section. The thin horizontal lines represent the vibrational state (νi) of each
electronic state Sn. The absorption transition can also happen in higher lying vibrational state
of the excited singlet state, than it will be called vibronic transitions. A following relaxation of
the system via a vibrational relaxation, which transfers the energy to the environment, leads
to the lowest vibrational state (ν0) of the particular electronic state. Vibrational relaxation is
the energetic transition of vibrational energy of the system to the surrounding and can occur
in any electronic state. The absorption occur only from the ground state to a singlet excited
state, while the excitation by light (UV/vis) within the same electronic state is forbidden and
is only observed in the near-infrared region of the electromagnetic spectrum. The excitation
produces no large significant structural changes, only the bond lengths and angles of the
atomic bonds vary in the excited state.
Starting from the singlet excited state the system can relax by a so-called internal conversion
to lower electronic singlet states. This relaxation is a fast process in a time scale of
femtoseconds to nanoseconds (see Table 1.1.1), since it is an isoenergetic radiation-less
transition between two states of the same multiplicity. After an internal conversion the system
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is in a higher vibrational state of the lower electronic singlet state, i.e. internal conversion
happens from S2(ν0)→S1(νi>0). Via vibrational relaxation the system transfers energy in
form of vibrational energy or heat to the environment and relaxes to the lowest vibrational
state of the electronic state.
From the lowest singlet excited state the system can relax back to the singlet ground state via
radiation-less decay, internal conversion with a following vibrational relaxation or relaxation
via a radiative transition, which is called fluorescence. The emission of the photon occurs
only from the lowest excited singlet state (S1) to the singlet ground state (S0) (Kasha’s rule).
This process is a slow process with a time scale of nanoseconds. A more detailed description
of this process is in the following section.
An unusual process is the change of the system multiplicity during a transition, which is
called intersystem crossing. It is an isoenergetic radiation-less transition with a spin flip
leading to a state with different multiplicity. This is an irreversible process, because of the
increasing entropy. Intersystem crossing can occur from singlet to triplet states and vice
versa (T→S or S→T). In fact, these processes are spectroscopically forbidden, but due to
the magnetic coupling of the electron spin with the angular momentum, i.e. the spin-orbit
coupling, this process can occur. Hereby, the rule of El-Sayed states, that the transition
in a state with different multiplicity contains of the same time a transition to an orbital with
different symmetry (i.e. π → n∗ or n→ π∗)
The phosphorescence is a radiative transition from the lowest triplet state T1 to the singlet
ground state. Due to the change of the spin multiplicity this is the slowest photophysical
process with a time scale from nanoseconds to seconds.5
Table 1.1.1: Time scales of photophysical processes
Process Time Scale [s]
Absorption 10−15
Internal Conversion 10−12-10−6
Intersystem Crossing (S→T) 10−12-10−6




1.1.1 Absorption and Fluorescence
In the physical description of the absorption process of light by matter, the valence electrons
of a molecule or the electronic band structure of matter interact with the electronic component
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of the light wave. The absorbed photon excites the valence electrons of a molecule, which
has to have a quantum transition with exact the same energy as the photon. Therefore,
absorption is a frequency dependent process. This means, that the electronic vector of the
light wave with the frequency ν interacts with the charged electrons of the matter.
In organic molecules, the absorption takes place in the valence electrons mainly of the 2s and
2p orbitals of the carbon atoms, rarely from the valence electrons of the oxygen or nitrogen
atoms. The concept in organci molecules can be explained by the molecular electronic
transition. Here, the transition leads to an excitation of an electron from the highest occupied
orbital (HOMO) to the lowest unoccupied orbital (LUMO). Three types of transitions can be
considered: i) Transition between n, σ and π type orbitals, ii) charge transfer transition and
iii) transitions to d or f orbitals of the atoms.
The colour of materials arises, when only specific wave lengths are absorbed by the matter,
while the remaining light is reflected. For example a molecule appears red, when all wave
lengths of light are absorbed by the molecule expect the red light. When shining on the
material with white light and the material absorbs at, for example 480 nm (blue light), the
colour perceived is the complementary colour, yellow in this case.
Fluorescence is a similar process, but here a photon is emitted by a spontaneous process
after a previous absorption of light with a simultaneously back transition of the system in
the electronic ground state (see Figure 1.1.1). Here, the energy of the photon equals the
energy gap between the electronic state S1 and S0. Since the transition takes place between
two singlet states only and is therefore spectroscopically allowed, the time scale is in the
order of ns (see Table 1.1.1). However, the system stays in the excited electronic state,
while it relaxes from a higher vibrational state to the lowest vibrational state of the excited
electronic state before it can emit the photon. The time, in which the system remains in the
excited state after absorption is called the fluorescence life time and is molecule and matter
dependent. Furthermore, the life time can be theoretically predicted with "Fermi’s Golden
rule". It determines the rate of the transition between two states by applying a perturbation
to the initial state.
The relaxation process leads to energy loss, therefore the fluorescence wave length is
always longer (lower in energy) than the absorption wave length. This consequential
difference between the absorption wave length and the fluorescence wave length is called
Stokes shift and is also specific to the molecule or material.
Absorption and Fluorescence are both adiabatic processes, since the transition occurs
between two adiabatic states.
6
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1.1.2 Solvatochromism
One astonishing interaction between light and matter the solvatochromism. It is the solvent
dependent shift of the absorption or emission wave length. The energy shift is dependent
on the polarity of the solvent surrounding the chromophore. The effect is mainly the result
of electrostatic interactions and therefore occurs only in chromophores with different dipole
moments between the ground and excited state. Solvent iwth different polarity leads to
a different ground or excited state stabilization of the chromophore, based on the dipole
moment of the particular state. More in detail, a solvent with an higher polarity interacts
stronger with the chromophore and stabilizes the particular state, which leads to a blue
shift of the transition wave length. Contrarily, a non-polar solvent decreases the stability of
this state and leads to an read shift. This can lead to an astonishing visual effect when a
chromphore is solved in different solvents, which leads to a variety of solution colours. The
specific interaction between solvent and chromophore can be measured by the absorption
spectrum.
In the fluorescence process the solvatochromism effect is bigger the larger the change of
the dipole moment is. This results in the reorganisation energy of the solvent to the excited
state. Based on the Franck-Condon principle the chromophore in the excited state has
an increased dipole moment, but the surrounding solvent is not in the equilibrium with the
excited chromophore and a reorganisation of the solvent to the new dipole moment of the
chromophore leads to a decrease of energy (see Figure 1.1.2).
Chromophores with a charge transfer transition show the largest solvent sensitivity, since
excitation of this type of chromophores leads to relocation of formal charges over the
chromophore.
1.1.3 Franck-Condon Principle and Transition Moments
The Franck-Condon principle is a quantum mechanical principle and allows the explanation
of the transition probability between two electronic states. The principle is illustrated in
Figure 1.1.3.
Basic assumption for the Franck-Condon principle is the Born-Oppenheimer approximation,
which is based on the observation, that the movement of the electrons is orders of magnitude
faster compared to the movement of the nuclei. This indicates, that the positions of nuclei do
not change during electronic transitions.
The probability of the electronic transition is dependent on the shape of the wave function, a
transition is rather probable when the overlap of the wave functions of the states is big. This
becomes clearer, when the origin of the electronic transition is considered.
As the electromagnetic component of the light wave interacts with the electrons and the
7
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Figure 1.1.2: Scheme of the events, when a chromophore in the excited state relaxes and the solvent
"reacts" to the excited chromophore.
Figure 1.1.3: Franck-Condon principle: The electrons are much heavier than the nuclei, therefore in
the Franck-Condon principle it is assumed, that the transition process is so fast, that it occurs in the
electrons, while the nuclei stay at their positions. The nuclei "react" to the new electronic structure and
relaxing to their new minima.
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nuclei, the transition can be calculated based on the dipole moment operator M̂ of the
system. The dipole moment operator contains the charges of the nuclei (Zk) and the
positions of the electrons (ri) and nuclei (rk). Therefore, the transition moment (Mn,0→m,ν′ )
can be computed from the expectation value of the dipole moment operator between two
different electronic states (n and m) (see Equation 1.1). In this connection, the transition












Due to the Born-Oppenheimer approximation the electronic (Ψel) and the nuclear wave
function (ξ) can be separated, since the nuclear wave function does not depend on the








Now, the transition probability is the product of the electronic transition moment
(e 〈Ψel,n|
∑
ri|Ψel,m〉) and the nuclear overlap integral (〈ξ0|ξν′〉). The vibrational transition
given by the overlap integral of the nuclear wave functions has to be unequal to zero, while
otherwise the transition moment vanishes and the transition probability is zero. The value of
the overlap integral increases along with the similarity of the nuclear vibrational states.
In Figure 1.1.3 another characteristic of the electronic transition is illustrated. The energetic
minimum position of the nuclei in the electronic excited state is different from the positions in
the ground state and this leads to the relaxation of the nuclei after the electronic excitations.
The nuclei react to the new energetic situation given by the electrons in the excited state
and they reach their new minimum configuration after a certain time, this is called vibrational
relaxation.1–4
1.1.4 Challenges of Characterizing Absorption and Fluorescence
Processes in Theory
In the theoretical description of absorption and fluorescence the zero point vibrational energy
is generally neglected, because the excitation energy is determined on static structures.
Furthermore, the vibrational excitations are not included in the calculations. However,
absorption and also fluorescence are not static processes, rather the molecules fluctuate
around their thermal equilibrium minimum. In order to resemble the absorption spectra,
the absorption energy needs to be calculated on a set of geometries from this thermal
equilibrium. But the ab initio quantum mechanics methods are computationally costly and
9
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computation of this large number of excitation energies is only possible by semi-empirical
methods. However, the semi-empirical methods can not be used as black box, but need to
be benchmarked for their reliability on the applied system.
Furthermore, complications arise when photophysical and photochemical processes in
proteins are characterized. The protein environment is crucial for the absorption of the
chromophore and the followed photophysical and photochemical processes are strongly
dependent on the surrounding amino acid composition. The interaction between the
protein environment and the chromophore is crucial because the surrounding amino acids
influence the geometry and the charge distribution of the chromophore and this needs to be
considered exactly to enable a complete and exact picture of the absorption properties of
the chromophore.
A general strategy is the treatment of the chromophore by quantum mechanical methods with
a coincidental treatment of the environment by classical mechanic methods. However, still
some effects are missing, i.e. the polarization of the charge distribution of the environment
surrounding the chromophore. This leads to a systematically overestimation of the excitation
energy.
Moreover, the amino acid side chain orientation can have a direct influence on the
chromophore structure. The coupling between the side chain electronic structure (orbitals)
and the chromophore electronic structure needs to be described explicitly, for example to
describe hydrogen bonds between amino acids and the chromophore. Classical methods
underestimate these hydrogen bonds as was seen in the studies of Bacteriorhodopsin (BR).6
But the inclusion of amino acids in the QM zone results very quickly in system sizes of more
than 100 atoms and this is not feasible with the high level quantum mechanics methods, so
again a low level method is required. Therefore, semi-empirical methods need to be used
with all their advantages and drawbacks.
Nevertheless, a deep knowledge about the utilized methods, their characteristics and
drawbacks as well as a critical interpretation of the described system is crucial for
successful research on photophysical and photochemical processes in proteins. A balance
between accuracy of the method, choice of the zone described quantum mechanically and
computation time is a challenging task.
In this work, several methods have been used to investigate absorption and fluorescence
of a chromophore within complex environments. The aim of this research is to get a more
detailed knowledge about the interactions between the environment and the chromophore
and the resulting influence on the absorption and fluorescence behavior.7
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1.2 Photochemical Process
The photochemical process is initiated from an excited state and results in a photoproduct
that is chemically different from the educt. Relaxation of the system back to the ground
state can occur via a radiation-less decay, a Conical Intersection or an Avoided Crossing.
However, photochemical reaction paths are always in competition with photophysical
processes and can only be efficient when they are energetically preferred and when they
are faster than photophysical processes.
Due to the Born-Oppenheimer approximation and the adiabatic description of the processes,
potential energy surfaces (PES) are obtained, which provide a more easily understandable
picture. They describe the potential energy along a reaction coordinate and depict the
concepts of photophysical and photochemical processes (see Figure 1.2.1) in a descriptive
scheme.
Figure 1.2.1: Photophysical and photochemical processes on the adaiabatic potential energy surface
(PES) of a system. For more details see text.
For the radiation-less decay over a Conical Intersection the Born-Oppenheimer
approximation breaks down and the adiabatic decription fails, since the wave function can not
be described independently from the electrons. At the Conical Intersection small changes
of the nuclear positions lead to changes of the electronic state. This is called non-adiabatic
coupling and a non-adiabatic description is necessary to describe the transition.
Besides, the decay over a Conical Intersection, photochemical reactions can also relax over
a thermal relaxation path back to the ground state, this is called Avoided Crossing. Usually,
the system relaxes to a transition state in the ground state and leads to either the product or
relaxes back to the educt.
An important parameter in the photochemistry is the quantum yield Φ, which determines the
ratio of the number of photochemical events nx occuring and the number nP at the irradiation
wave length λ.
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Φ(λ) = nx/nP (2.1)
The task of theoretical methods is to predict these PES in order to gain insight
about the photochemical processes, the reaction mechanisms and their time constants.
Therefore, high level ab initio methods are necessary to ensure a correct description of
the PES, however semi-empirical methods provide extended chance to characterize the
photochemistry in complex environments.1,3
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Chlamydomonas Reinhardtii
The first step of the vision process is the absorption of one photon by the chromophore
in a photo-receptor leading to a photochemical reaction of the chromophore. This
impressive physicochemical process combines two optical processes, the absorption and the
photochemical reaction. The isomerization of the chromophore initiates a photocycle, where
several rearrangements happen within the protein. A cascade of biochemical reactions starts
and thus the light signal is transferred to the cell. Such photocycles are the basis of diverse
biological functions like the vision process in vertebrates and invertebrates, light-triggered
growth in plants, phototaxis, light sensing and ion pumping and gating in eubacteria and
archae.
The transformation from light energy to mechanical energy over the retinal on the molecular
level is only possible because of the surrounding protein. In other words the optical process is
only possible due to the complex environment around the retinal chromophore. It features the
effective, fast and specific double bond isomerization in the retinal,8 which is not self-evident
since in solution all double bonds of retinal isomerize.
For the vision process, the rhodopsins are the fundamental protein, their part in the vision
process is the direct interaction with the light. The chromophore in rhodopsins is always the
retinal, which belongs to the molecule group of vitamin-A.9 Retinal is covalently bound to
lysine through a protonated Schiff base (RSBH+) in all rhodopsins. The absorption property
of the retinal molecule is determined by several structural factors: On the one hand, the
planarity and the bond length alternation of the single and double bond in the retinal molecule
determines the absorption wave length in protein environments. On the other hand, the
hydrogen bonding interaction of the RSBH+ is crucial for the absorption wave length. The
electrostatic interaction between retinal and a protein environment with charged residues in a
so-called binding pocket has an influence on the wave length as well. The rhodopsins occur
only as membrane proteins, where the secondary structure is built by seven transmembrane
helices permeating the membrane. Essential for the function of the rhodopsins is the proton
transfer from the Schiff base to the protein environment.
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Two types of rhodopsins are known, which show different structural aspects in the primary
amino acid sequence, helical arrangement and the isomeric conformation of the retinal.
Type I rhodopsins can be found in prokaryotes like archae, bacteria and eukaryote microbes
like fungi and algae and are therefore called microbial rhodopsins. Their biological function
spans a wide field from ion pumping, phototaxis, ion channel gating up to photoreceptor
functions for the photophobic reaction and enables the organisms to react to light.
Moreover, the type II rhodopsins have been found in higher eukaryotes and are called animal
rhodopsins. They are responsible for the vision process in the organisms and acting as a
G-protein, receptor kinase or are coupled to other signaling proteins.10–12
Among these two types of rhodopsins the composition of the amino acids in the binding
pocket is similar, while the composition varies strongly between the two rhodopsin types.
This is obvious, since the evolution of these two types took place in different evolutionary
steps.
The retinal configuration in the dark-state of type I rhodopsin is present in the all-trans
conformation. The isomerization to the 13-cis conformation (see Figure 2.0.1) in the initial
step of the photocycle leads to the subsequent generation of intermediates. The Schiff base
deprotonates stepwise and the protein reacts to the new retinal configuration with structural
rearrangements, which leads at the end to the function mechanism of the rhodopsin.
Finally, the protein relaxes back to the initial dark-state and the Schiff base reprotonates.
Bacteriorhodopsin (BR) is the most studied microbial rhodopsin, its photocycle is well-known
and is often used as reference for the investigation of the photocycle of other rhodopsins.
In type II rhodopsins, the retinal adopts a 11-cis conformation in the dark-state and light
exposure leads to the all-trans conformation. The following steps are quite different from
the microbial rhodopsin, since the retinal will be hydrolyzed from the apoprotein and this
initiates the activation of a G-protein complex, which transfers the light stimulus into the cell.13
Furthermore, the β ionone ring orientation differs between type I and type II rhodopsins. Type
I rhodopsin has a 6-s-trans configuration around C7-C6 bond, type II rhodopsin has a 6-s-cis
conformation.
The vision process in animals is initialized by the seven-transmembrane-helix rhodopsins,
photoreceptors with covalently linked retinal. However, the signal transduction is
different in vertebrates and invertebrates. In vertebrates the vision process takes place
with a second messenger dependent signal transduction pathway via cyclic guanosine
monophosphate (cGMP), which leads to the closure of the Na+/Ca2+ cation channels and
the hyperpolarization of the plasma membrane. In invertebrates the plasma membrane is
depolarized over an activation of Phospholipase C and a subsequent release of diacyglycerol
(DAG), which in turn activates the TRP/TRPL ion channels and leads to cation influx and the
depolarization of the plasma membrane.
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Figure 2.0.1: Different retinal configurations in type I and type II rhodopsins.
Detection of light is also important for microbial organisms. Not only is the rhodopsin
structure different between animals (type II) and microbial organisms (type I), also the
signal transfer mechanisms is based on different strategies. In microbial organisms the
signal transduction is mediated by a so-called two-component system. This is a type of
non-electrical signal transmission between sensor and regulator. This stimulus-response
signaling mechanism is not only known from the "vision" process, but is a general strategy
for signal transmission in single cell organisms. Usually it consists of a membrane bound
histidin kinase domain, which senses the signal and a response regulator domain (RR)
mediates the stimulus in the cell and activates the cell response. More in detail, the histidin
kinase hydrolyzes a phosphoryl group from a bound ATP molecule to a histdin residue, while
the RR domaine transfers this phosphoryl group to the response regulator’s receiver domain,
followed by a conformational change of the RR effector domaine, which triggers the cellular
response to the signal.
It is supposed that the vision process in animal rhodopsins is evolved from the light-sensing
system of ancestral unicellular flagellates, such as the algae Chlamydomonas reinhardtii.
The vision process in algae could be the evolutionary connection between the animal and
microbial vision strategies. Chlamydomonas reinhardtii has a unique visual system located
in the "eye-spot" on the surface of the cell body. This organelle senses the light intensity and
the incident angle during rotation of the algae and causes a motility reaction of the algae
to the light.14 This behavior is called phototaxis. In 1984, it had been determined, that
the photoreceptor is rhodospin,15 more precisely Chlamydomonas reinhardtii possess three
different types of rhodopsins. In fact, one of the rhodopsin-types in the eye-spot acts as
a Ca2+-channel and depolarizes the plasma membrane by light exposure.16,17 The higher
concentration of Ca2+ in the cell is transferred to the flagella and induces a switch of flagella
motion, which results in a change of directed movement of the cell. These rhodopsins
called channelrhodopsins are related to microbial rhodopsins. Their biophysical properties
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is described in more detail in the next section 2.1. The second type of rhodopsins are
animal-like rhodopsins. They are coupled to a G-protein activation domain and are not part
of the primary photoreceptor, but supposed to be involved in regulation of photosystem-I.18,19
These types of rhodopsins are not part of this study. The third group of rhodopsins are
more related to SRI and SRII of halobacteria and are coupled to histidine kinase and a
prokaryotic-like response regulator domain. Thus, this rhodopsin group is called histidine
kinase rhodopsin (HKR) and are described in chapter 7.
Since the first detection of the channelrhodopsins a series of Channelrhodopsins have been
identified in different green alga20–24
2.1 Channelrhodopsin - a Light-Gated Ion Channel
In Chlamydomonas reinhardtii, two gene sequences Cop 3 and Cop 4 coding the
channelrhodopsin 1 (ChR-1) and the ChR-2 have been identified.16,17 Both are light-gated
ion channels, which depolarize rapidly the cell membrane without the involvement of any
transducer or second messenger. ChR-1 and ChR-2 differ in the sensing light wavelength,
in the sensing light intensity, in the ion selectivity of the channel and in the delay time after
the initial light flash.25 This different behavior has been explained by the different behavioral
response function like photophobic response and phototaxis.
ChR-1 is characterized by faster kinetics, whereas ChR2 has a higher ion conductance.
While, ChR-1 is a passive light gated proton channel,16 ChR-2 is permeable for monovalent
(Na+, K+) and divalent cations (Ca2+). However, the photo currents of the channels are
dependent on the atomic radius of the cations via an inverse relation.17 The absorption
wave length of ChR-1 has a maximum at 510 nm and is sensitive to light with high intensities,
which implies the assignment for the photophobis response. ChR-2 is more sensitive to low
light intensities with the absorption maximum at 470 nm and is responsible for the phototaxis
of Chlamydomonas reinhardtii .25
Since ChR-2 shows remarkable expression levels in host cells and a pH independent
absorption range between pH 4 and 9,26 it has been applied to activate neurons under
illumination and found a wide application as optogenetical tool.27–29 Therefore, it is the best
investigated channelrhodopsin.
2.1.1 ChR-2 Structure
Both, ChR-1 and ChR-2 are embedded as dimer in the membrane of the eye-spot, of which
ChR-1 consists of 712 amino acids, where only one third of them form transmembrane
helices (amino acids 76 to 309) while ChR2 has a slightly larger sequence (737 amino
acids), but is otherwise very similar. At this point in time, the function of the long C-terminal
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region remains unknown, but its truncation does not affect the photo current. Until late
2017 only a crystal structure of the chimera C1C2 was available, consisting of the first five
helices of ChR1 and the last two helices of ChR2 available (PDB-Code: 3UG930). Now, a
crystal structure of ChR-2 has been published in late 2017,31 but a structure for ChR-1 is
still misssing. The chromophore in the channelrhodopsins is retinal, is covalently bound to a
conserved lysine via a Schiff base (SB) and is mainly in an all-trans configuration, while the
13-cis isomer is the main photoproduct after irradiation. (see Figure 2.1.1)
(a) front view (b) top view
Figure 2.1.1: Overview of a channelrhodopsin monomer. The helical alignment is similar in all three
channelrhodopsins; ChR1, ChR2, C1C2.
The opening of the cation channel is coupled to the isomerisation of the retinal and the
following conformational changes in the protein.32–36
Several homology modeling studies37 had been performed based on C1C2 crystal structure
and compared to other microbial rhodopsins, in order to obtain structural information. The
main difference between microbial rhodopsin structures (e.g. Bacterioshodopsin, bR) and
the channelrhodopsin structure can be found in helices A and B, where channelrhodopsin
has an untypical large number of glutamates (E82, E83, E90, E97, E101).
Some of these glutamates (E97, E101) and other polar residues (S52, Q56) build an
electronegative pore between the helices A, B, C and G, which connects the extracellular
region to the active site (see Figure 2.1.2). This pore has also been found in the ChR-2
crystal structure (see Figure 6.4.15a).
Mutations at this cavity affect the channel kinetics, but do not stop the photo current and
therefore it is supposed to be part of the cation channel.30,34,37–41 Also, Watanabe et al.42
detected a cation biding site, which is located along the pore.
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Figure 2.1.2: Comparison of the channelrhodopsin-2 (A) and the C1C2 chimera (B) crystal structure
and the cavities of them. The picture is adapted from Volkov et al.31
Retinal and Active Site
The active site is formed by the retinal covalently linked to the protein via a RSBH+ and the
two counter ions, glutamate 123 (E123) and aspartate 253 (D253) (homologous residues in
BR D85 and D212). Resonance Raman spectroscopy has revealed, that the RSBH+ points
towards the two counter ions in the dark-state.43 In ChR2, E123 is probably deprotonated
and therefore negatively charged, since mutation of E123 with a neutral residue results in a
red shift of the absorption maximum,17,26,30 while in ChR1 the same mutation has no effect.44
In contrast, in C1C2 the counter ion E123 is neutral, based on empirical pKa calculations30
and spectroscopic measurements43,45–47
One important question, is the controversial debate about the hydrogen bond pattern of the
RSBH+.43 The RSBH+ could either be bound via a water molecule (as in bR) or form a
direct salt bridge to one of the counter ions.37,42,43,45–47 Resonance Raman-spectroscopic
experiments suggest that the RSBH+ is strongly hydrogen bonded to the counter ion.43
Especially in QM/MM simulations of ChR2, a hydrogen bond from the RSBH+ to a nearby
water molecule was observed,42 this is consistent with the down shifted Resonance Raman
spectra of the RSBH+ C=N vibration by H2O/D2O exchange.43,48 This results from the
increased water concentration in the vicinity of the RSBH+ in QM/MM-calculations after
several ns MD simulation as was reported in the C1C2 crystal structure.42 In the active
site in C1C2 crystal structure only one water molecule (w619)30 at a distance about 4.4 Å is
found. However, in ChR-2 crystal structure two water molecules (w1 and w2) are present
near the RSBH+ both within a distance of 4.5 Å from the RSBH+.
The hydrogen bond pattern at the RSBH+ affects the characteristics of the absorption
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spectrum. The absorption spectrum of Channelrhodopsin shows three maxima at 479 nm,
445 nm and 415 nm, where the peak at 479 nm is the global maximum. The origin of this fine
structure is up to now unknown. It may arise from different active site structures, since slight
changes in the structure around the SB can result in a shift of the absorption wavelength. It
is possible that ChR2 has different stable ground state structures. Part of the present work
is devoted to clarify the origin of this fine structure possibly allowing to propose a model of
the binding pocket for ChR2.
Furthermore, the retinal configuration in the dark state is under debate as well. Resonance
Raman spectroscopy studies measured at 293 K show C=C stretching bands at 1550 cm−1
indicating an all-trans configuration while a band at 1557 cm−1 indicates an additional
presence of 13-cis, 15-syn retinal.43 The mixture of both retinal configurations is also
indicated by the fingerprint bands in the Raman spectra. Additionally, FT-IR difference
spectroscopy at room temperature assigned negative bands, which show the ethylene
vibration of all-trans and 13-cis, 15-syn retinal.49 However, NMR solid state studies50 found
only a pure all-trans retinal in dark state ChR-2.
Central Gate, DC-Gate and Inner Gate
The crystal structure of ChR-231 forms a pore opened towards the extracellular side. It is
confined next to the RSBH+ by the central gate in the non-conductive state, which consists
of a network of hydrogen bonds between the residues S63 (helix A), E90 (helix B), D253
(helix G) and N258 (helix G).31,51 This region has also been found in the C1C2 chimera52
(see Figure 2.1.2).
Moreover, an inner gate has been proposed separating the intracellular cavity in two cavities
by the residues Y70 (helix A) E82, E83 (helix B), H134 (helix C), H265 (helix G) and R268
(helix G) (see Figure 2.1.2).31
Beside these two gates, which have been identified in the C1C2 chimera crystal structure
as well,30 the ChR-2 forms the extracellular gate separating the extracellular pore in two
cavities. The residues M107, Q117, Y121, W124, S245 and H249 (helix C) separate the two
cavities via an extended hydrogen bond network.
In this area of the protein an additional cation binding site has been found by theoretical
studies42 and an intrahelical hydrogen bond between residues E83 (helix B) and H134 (helix
C) was detected.51 The central gate and the inner gate contain the most functional residues,
since mutation at these positions causes a change of the ion selectivity. In particular the
mutations E90Q and H134R lead to a higher current in alkaline media and to a lower current
in acidic conditions respectively.53,54
The E90 residue in ChR-2 has been found out by spectroscopic measurements to be
protonated in the dark-state.26,52,55 Furthermore, it has been suggested that E90 is involved
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in the photocycle by the downward movement of the E90 side chain, which changes the
hydrogen bonding network with N258 and S63 to E123 and D253. This was proposed to
open the pore at the central gate in the early state of the photocycle.34,47 After all, the E90
orientation in the crystal structure31 is downward oriented in the initial dark state and builds
a hydrogen bond network with E123, D253 and K93.
Another important part in the structure is the DC-gate, it consists of the residues C128
and D156. Mutations have shown, that exchange of those residues leads to a retarded
photocycle in the stabilization of the open state and a delayed closing of the channel
during the photocycle with respect to the WT.39,56 Therefore, this part is important for the
mechanism of the protein. These two residues are well conserved in all channelrhodopsins,
which reveals their importance. However, double mutation stabilizes the photocycle in the
gating state with little detectable return signal to the dark state.57 Moreover, hydrogen bond
interaction between D156 and C128 is relevant for the channel gating and the photocycle
kinetics.58 It connects helix C and D by a bridging water molecule.31,42
2.1.2 Photocycle of Channelrhodopsin-2
The all-trans to 13-cis photoisomerisation of the retinal chromophore is followed by a
subsequent relaxation reaction back to the initial dark-state state within 20 s.59,60 The
further conformational changes of the protein happen through several intermediate states,
which vary in conformation of the retinal, protein backbone conformation and protonation
state of some residues. These rearrangements lead to the pore-opening (on-gating) and
the followed permeation of cations (conducting states) through the membrane and a later
closing of the channel (off-gating). Since the spectroscopic characteristic of the retinal is
very sensitive to the surrounding protein, intermediates can be tracked and characterized by
spectroscopic studies, like IR, UV/Vis and Raman spectroscopy. Additionally, conformational
changes of the protein backbone or of amino acid side chains are measured by IR difference
spectroscopy in the amide I region. However, the consequence of such changes, e.g. the
conductance for mono- or divalent cations, have to be monitored by electrophysiological
measurements.
Therefore, understanding the overall mechanism by which channelrhodopsins respond to
light requires an identification and a subsequent characterization of all intermediates.
A photocycle model with four intermediate states P5001 , P3902 , P5203 and P4804 (Figure 2.1.3)
was proposed based on time-resolved UV/vis, step scan FT-IR, tunable quantum cascade
laser (QCL) IR spectroscopy studies61 and electrophysical measurements.43,62
The intermediates P5001 and P3902 are supposed to consist of two sub-states which
are not distinguishable by UV/vis spectroscopy measurements only by IR-spectroscopy
measurements. The first intermediate (P5001a ) is formed with a time constant of 3 ps.35 It is
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Figure 2.1.3: Proposed photocycle of ChR-2. The multi-exponential character of the intermediate
formation is shown and the decay and the half-life time-constants τ1/2 are given. The super-scripted
indices represent the absorption wavelength of the intermediate. The conductive states are the P2b
and P3
assumed, that in this state the retinal isomerizes to the 13-cis conformation with subsequent
adjustment of the binding pocket. The P5001b state arises with a time constant of 400 ns.
Experimental results suggest, that with the arising of this state structural rearrangements,
a change in the hydrogen bond pattern of the DC-Gate as well as conformational changes
of the protein backbone occur.61 The formation of the next state P3902 (τ1/2 of 10µs) can be
explained by deprotonation of the SB.35 However, the proton acceptor is still under debate.
E123 has been proposed to act as primary proton acceptor56,63 for the RSBH+ proton, but
time resolved step-scan FT-IR spectroscopy suggests D253 as proton acceptor.39 However,
studies from Kuhne et al. found out with time-resolved FT-IR, that both E123 and D253 are
protonated in the P3902a intermediate.47 Between P3902 a and P3902 b several protein backbone
alterations takes place and lead to the opening of the channel (on-gating). The decay of
the P5203 intermediate is in concurrent with channel closing,32,35 while the conducting state is
present in P3902b and P
520
3 .59,63 The reprotonation of the SB is proposed to happen during the
formation of P5203 with a half-life of 2 ms, with D156 acting as proton acceptor.39 In ChR2 the
proton release to the bulk medium is coupled to the reprotonation of the SB.43 The complete
recovery of the channel occurs with τ1/2=20 s. The proton uptake takes place probably in the
formation of P5203 and P4804 and corresponds to a two steps process, explaining the unusually
long recovery time.64 There is literature alternatively suggesting that the photocycle could
be described by eight exponential terms, implying eight intermediate states.39 However, at
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this time only four intermediates havve been found by spectroscopic methods. There may be
spectroscopically silent intermediate states or substrates which are spectroscopically similar
to the identified intermediates.
The dark-state consists probably of all-trans and 13-cis, 15syn retinal, which lead to an
additional photocycle. This photocycle consists of two intermediates I1 and I2 and has very
fast kinetics with a complete recovery within 1 ms. However, whether this photocycle is
functionally relevant, is not clear.61
Several mutational studies have been performed to investigate the structure function
relationship and especially to expand the biological application of the ChR-2. Therefore,
it has been found out, that the D253E mutant has a threefold slower decay of the
P3902 intermediate retreads channel closure, while the D253N mutant shows no channel
behavior.39 ChR-2-E123T accelerated (ChETA) mutant including E123T, E123A, E123Q
mutants show smaller photocurrent amplitudes compared to the WT. They speed up the
channel kinetics and are used for the stimulating of fast neuronal actions.45,65
2.2 Histidin Kinase Rhodopsin 1 (HKR1) - a Bimodal
Switchable Rhodopsin
In Chlamydomonas reinhardtii it has been found, that besides the two Channelrhodopsins
(Cop3 and Cop4) and the two animal-related rhodopsins (Cop1 and Cop2), there are at
least four other Rhodopsins gene sequences (Cop5 - Cop8).66 The latter rhodopsins are
linked to a histidin kinase (HK) and a response regulator (RR) receiver domain and opened
up an unknown rhodopsin subfamily: the histidin kinase rhodopsins (HKRs). HKs are
part of the two-component signaling system and operate as phosphorelay systems. They
are usually coupled to sensor domains, whereby in HKRs the sensor is a light sensitive
rhodopsin. In general the attached sensor of the HK detects a stimulus and induces the
autophosphorelation of the HK. Hereafter the phosphate group is transferred to the RR
receiver domain. This triggers conformational changes in the receiver domain, followed by
activation of the RR effector domain. Thereafter, the RR effector domain initiate the cellular
response to the signal. This procedure is also expected in HKRs, while only two of the four
HKRs (Cop5 and Cop6) additionally contain a C-terminal guanylyl-cyclase domain, which is
supposed to act as the RR effector domain. Therefore, the signal transduction cascade and
the cellular response is supposed to be initiated by the production cyclic GMP.67
In former studies the Cr-HKR1 (Cop5) rhodopsin domain was expressed, purified and
spectroscopically investigated by the Hegeman group.68 The characterization shows a
surprising feature of two stable isoforms in the photocycle with different spectroscopic
properties. Furthermore, with blue-green light or UVA-light it is possible to switch between
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the two states. They are defined as Rh-Bl (blue absorbing state) with an absorption
maximum around 487 nm and Rh-UV (UV absorbing state) with an absorption maximum
around 380 nm. The unusual stability of the two states over more than 24 h, especially the
fact, that Rh-UV state contains a deprotonated retinal, has not been observed before and is
highly interesting for development of new optogenetic tools.
As the different absorption wavelengths of the two stable states suggest, the states consist
of different isoforms of retinal with a protonated (Rh-Bl) or deprotonated (Rh-UV) Schiff base.
The transition between Rh-Bl and Rh-UV and vice versa is initiated by illuminating the protein
with light of the absorption wavelength of the respective state. Thus, the retinal isomerizes
and the protein undergoes several intermediate states by relaxing and rearranging the
protein environment. As a final step in the photocycle the Schiff base protonation state
changes and the protein ends up in the new state Rh-Bl or Rh-UV, respectively. The
photocycle of HKR1 was further characterized by pump-probe and laser-flash photolysis
experiments67,69 and is summarized in Figure 2.2.1.
Rh-Bl to Rh-UV conversion
The excited state of Rh-Bl state isomerizes and relaxes with a biexponential decay with time
constants of 0.6 ps and 5 ps in the intermediate I1. This intermediate is red-shifted compared
to Rh-Bl and has an absorption maximum around 555 nm. Within 453 ps, I1 relaxes in the
slightly blue-shifted state P550 with an absorption maximum around 550 nm. P550 has a life
time of around 2-3 ms and leads to the P570 intermediate. In the last step the proton of the
Schiff base is transferred to the counterion D239, therefore the P570 state has a much longer
life time. After 27 ms the final state, Rh-UV, is reached and the first part of the photocycle is
completed. This kind of reaction series is common in microbial rhodopsin photocycles.
Rh-UV to Rh-Bl conversion
In contrast to the RH-Bl to Rh-UV, the back reaction from Rh-UV to Rh-Bl is quite
particular. It starts with significant large excited state life time of 5 ps and 60 ps, within
this time the isomerization happens and the only intermediate Rh-UV’ shows up with related
spectroscopic properties to the Rh-UV state. The transition from Rh-UV’ to the final Rh-Bl
takes 2.1 ms with rearrangements in the protein and the reprotonation of the Schiff base.
The recent study by Luck67 suggests two parallel photocycles and an additional isomerization
around the C15=N bond. Thus, Rh-Bl and Rh-UV states consist of a mixture of
13-trans/13-cis and 15-syn/anti isomers.
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Figure 2.2.1: Photocycle of HKR1. Details see text.
2.3 Next Generation Optogenetic Tools
With the development of channelrhodopsins the field of neuroscience has been
revolutionized in the last decade. The light-gated channel function of the ChR-2 and the
high expression levels in neurons enables the genetic integration of channelrhodopsin in
neurons. This offers a specific activation of the modified neurons in a large ensemble of
neuronal cells only by light. This new technique is called Optogenetics and allows a fast
targeting and precise control of events in biological systems. A functional analysis of cellular
processes in health and disease can be possible by this technique. Optogenetics controls
with short light flashes in a millisecond precision in time and local precision of 1 µm the
specific activation of neuronal cells in neuronal tissues and can be applied from single cells
to complex organisms like mammals.
The field of Optogenetics has been further developed and channelrhodopsin has been
modified in order to increase the characteristics and fulfill the demands of the neuroscientific
field. However, the inactivation of cells using moderate or low light intensities is not possible





3 | Quantum Chemical Methods
The description of structures, properties or the thermodynamic nature of biological molecules
by computational methods closes the gap between the experimental resolution and the
atomistic scale. Their characterization and understanding, starting from the absorption of
light in the femto second range up to conformational changes in the tertiary structure of a
protein in the second range, span a wide scope of space and time and require different levels
of accuracy (Figure 3.0.1).
Figure 3.0.1: Timescale of optical processes and dynamic timescales of biological processes.
For example optical processes in biomolecules happen in ultrafast timescales in the range
of as to fs and require an accurate and explicit description of the electronic structure during
the process by quantum mechanical methods. In contrast, enzyme catalysis occurring in
the range of several milliseconds up to seconds demands a less accurate description, but
a rather extended simulation time (see Figure 3.0.1). Furthermore, for a correct description
the inclusion of more than the protein, which leads to system sizes in order of 100 000
atoms is necessary. Here, the force field based or coarse grained methods solving Newton’s
equations of motion are well suited. However, for these complex systems MD simulations as
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long as possible have to be performed, in order to ensure the characterization of the system
in the equilibrium state.
Combining quantum mechanics with molecular mechanics (QM/MM) widens the possibilities
for computational research and enables a more detailed description for example of optical
processes within the protein environment.
The diversity of the eligible methods is huge and provides a large toolbox for different
specifications and performances, on which several text books70–73 have been written.
However, this chapter will only give a brief overview about the methods used in this work.
Figure 3.0.2: Relation between level of accuracy reached by the computational method and the
describable system size
3.1 Schrödinger Equation and Hamiltonian
Due to the failure of classical physics in explaining phenomena like black-body radiation or
Compton scattering, quantum mechanics was established in the last century. Its goal was to
describe electrons, electronic properties and their behavior in matter in an accurate way. For
this, the wave particle duality and the quantization of light had to be considered. At least,
the combination of wave mechanics and the behavior of a particle having a momentum and







∇2Ψ(r,R, t) + V (r,R, t)Ψ(r,R, t) (1.1)
It is a differential equation with Ψ(r,R, t) as the wave function dependent on the coordinates
r for the electrons and R for the nuclei and it determines all possible solutions. On the
left-hand side the operator ∂Ψ(r,t)∂t describes the temporal development of the wave function
and therefore it is called the time-evolution operator. On the right-hand side of Equation 1.1
the kinetic ( ~
2
2m∇
2) and the potential energy (V (r, t)) build the Hamiltonian (Equation 1.2).
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The Hamiltonian describes the total energy of the system and is the most important operator
in quantum mechanics.
H = T + V =
~2
2m
∇2 + V (r,R, t) (1.2)
Considering |Ψ(r,R, t)|2 in Equation 1.1, Max Born gave an interpretation of the wave
function as the probability to find the system at a time t in the volume element dr.
For a free particle (V (r, t) = 0) the solution of the Schrödinger equation accords to the
following wave function:
Ψ(r, t) = A · eikx−iωx (1.3)
In other systems the potential energy V (r,R, t) determines the boundary conditions of the
position-space wave function and is the only time-dependent variable on the right-hand
side of Equation 1.1. Therefore, for a time-independent potential, the complex differential
Schrödinger equation can be simplified. The wave function can be written as a product and
the Schrödinger equation is simplified to the static or time-independent Schrödinger equation
(Equation 1.4), which is an eigenvalue equation. There, the corresponding wave function Ψ
gives the eigenstates and E gives the associated eigenvalues, which corresponds to the





∇2 + V (r,R)
]
Ψ(r,R) = HΨ(r,R) (1.4)
For a system with n electrons and N nuclei (Equation 1.5) the Hamiltonian consists of
different operators, relating to the kinetic energy of the electrons (T̂e) and the nuclei (T̂N ), the
attractive interaction between the electrons and the nuclei (V̂eN ) and the repulsion potential
between electrons (V̂ee) and between nuclei (V̂NN ).
Ĥ = T̂e + T̂N + V̂eN + V̂ee + V̂NN (1.5)
The Schrödinger equation can only be solved analytically for the H+2 molecule. Nonetheless,
some approximations can be applied to solve systems with more than one nucleus and n
electrons. Firstly, because the mass of the nuclei is orders of magnitude larger than the
mass of the electrons, the motion of the nuclei can be separated from the motion of the
electrons, so the nuclei can be treated as static. The wave function can be described as a
product of the wave function of the electrons times the wave function of the nuclei.
Ψ(r,R) = Φ(r;R)χ(R) (1.6)
This is called the Born-Oppenheimer approximation and the approximated Hamiltonian
assumes the form:
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The nucleus-nucleus repulsion is then a constant effective potential and the wave function
depends only on the coordinates of the electrons with the nuclei as parameters. This allows
us to solve e.g. H+2 orHe
+ molecules ions analytically. This so-called electronic Hamiltonian
leads to an electronic Schrödinger equation (Equation 1.8), which is used as basis for all
ground state quantum chemical methods.
HelΦel = EelΦel (1.8)
Now, the aim of quantum chemistry is to find the best matching energy and wave function
for the particular system. Since it is not possible to solve the Schrödinger equation
analytically for systems containing more than three bodies, the variational principle is applied
(Equation 1.9). It can be proved that any trial wave function Ψ results in a higher expected
energy E than the exact energy E0 of the system. Knowing that, the improvement of our trial








The solution of the electronic Schrödinger equation for an n-electron system is still complex,
because the wave function depends on the coordinates of n electrons. Applying the
variational principle, the first step is to get an initial guess for the electronic wave function.
Thus, the n-electron wave function Ψ can be constructed as the product of n one-electron
wave functions Φ, the so called Hartree product (eq. 2.1). Here, every electron is described
as a non-interactive particle.
Ψ(r1, . . . , rn) =
1√
M
φ1(r1) · φ2(r2) . . . φM (rn) (2.1)
The one-electron functions Φ are the so called molecular orbitals (MO) and can be built via





The Hartee product considers only the spatial degrees of freedom of the electrons, but the
additional degree of freedom, the spin coordinate is neglected. The spin coordinate can
take two values, either spin up α or spin down β. Therefore, every orbital can be occupied
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by 2 electrons and the amount of orbitals is reduced to M = n2 . Unfortunately, this simple
approach violates the Pauli exclusion principle and enables electrons to be consistent in all
quantum numbers. To overcome this issue, the wave function has to be antisymmetric. This
can be achieved by constructing the n-electron wave function as a Slater-determinant:




φ1(x1) φ2(x1) · · · φM (x1)





φ1(xn) φ2(xn) · · · φM (xn)
∣∣∣∣∣∣∣∣∣∣∣∣
(2.3)
With this initial guess all cij in Equation 2.2 will be varied in order to improve the MOs φM (xn)
in Equation 2.3 until the minimum is found. Thereby the energy of the system will never be
below the energy of the ground state E0 according to the variational principle (Equation 1.9).
The orthonormality of the MOs φi has to be conserved for every step of the variation:
〈φi|φj〉 = δij
 δij = 1 if i = jδij = 0 if i 6= j (2.4)
Minimization of the wave function requires the solvation of the eigenfunction in an iterative
way, in the so-called self-consistent field, due to the fact that all electrons interact with each
other while the Hamiltonian itself is dependent on this interaction, the wave function can not
be determined until the Hamiltonian is known.
The Hamiltonian in Equation 1.7 can be divided to the one-electron operator hi, which
describes the motion of one electron i in the field of all nuclei and the two-electron operator




























, the two terms
for the repulsive potential in Equation 2.6 will arise. The Jij is called the Coulomb Integral
and the Kij is called the exchange integral, which results from the antisymmetry operator
in the Slater-Determinant. The Coulomb integral represents the classical repulsion between
two electron densities, while the exchange integral is a complete quantum mechanical effect
and has no classical analogon. It can be interpreted by the statement that two electrons with
the same spin never stay at the same position.
31


















(Jij −Kij) + Vnn
(2.6)
Now, in order to minimize the energy of the MOs φi Equation 2.6 has to be varied under
orthonormal constrains. For this constrained minimization, the Langrangian mulitpliers are
the method of choice and results in the Hartree Fock equation:
f̂φi(xi) = εiφi(xi) (2.7)













(Ĵij − K̂ij)︸ ︷︷ ︸
v̂HF
(2.8)
The Fock operator is an effective one-electron energy operator. It describes in the first term
on the right hand side of Equation 2.8 (ĥ) the motion of one electron in the potential field of
of all nuclei and the repulsion of all other electrons via Jij and Kij operators.
By the Hatree-Fock approach, the complex interaction between n-electrons is approximated
by the Hartree-Fock potential v̂HF , corresponding to the averaged potential of n-1 electrons,
which is felt by a single electron.
To determine the averaged Hartree-Fock potential the MOs have to be known, so the
equation can not be solved linearly. Rather it needs to be solved iteratively in a
self-consistent field (SCF), starting from an initial guess which is iteratively enhanced at
every step. The Hartree-Fock method does not require the use of empirical parameters,
making it an ab initio method.
3.3 Electron Correlation and Excited States
In Hartree-Fock methods not all important interactions are considered. Firstly, there is
only an averaged interaction between the electrons, that means one electron feels the
other electrons as an averaged electron cloud. Additionally, only the occupied orbitals are
considered in the Slater-Determinant, determining the wave function. Thus, we neglect one
important contribution to the chemical bond, the correlation interaction. It corresponds to
the motion of the electrons being correlated in the orbitals. Indeed, the electrons have more
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space to move, due to the neglected unoccupied orbitals. Rather, the electrons are further
apart from each other on average and the repulsive interaction between them is reduced,
which contributes to the total energy of the molecule. The correlation interaction contributes
only with ∼1 % to the total energy, however, it is important in order to describe chemical
phenomena.
A possible strategy is to consider the unoccupied orbtitals in the wave function by
adding Slater-Determinants, containing the virtual molecular orbitals, to the Hartree-Fock
Slater-Determinant (Equation 3.1). They are superpositions of ground state and excited
state determinants and are also called Configuration State Function (CSF). The occupied
orbitals are replaced by virtual or unoccupied orbitals of the reference Hartree-Fock
Slater-Determinant ΦHF .





One approach is to add the Slater-Determinants by a linear combination, this is called the
Configuration Interaction (CI) method and is the easiest way to include the correlation of the
electrons in the calculation. Each Slater-determinant in Equation 3.2 represents one electron
configuration, where a occupied molecular orbital (MO) is replaced by a virtual, unoccupied
MO, thus the virtual Orbitals are included in the calculation. The singly, doubly and triply
"excited" determinants relative to the HF determinant refer to the Single (S), Double (D) and
Triple (T) Determinants etc. up to Nelec excited electrons. Since the MOs are build out of
atomic orbitals (basis functions) the number of virtual MOs is dependent on the number of
basis functions and the electrons. This means, the larger the basis set, the more virtual
MO can be constructed and considered in the many-electron wave function and the more
correlation energy of the electrons is considered. Therefore, the accuracy of the CI method
can be improved by increasing the size of the basis set. The consideration of all possible
excited Slater determinants and an infinitely large basis set will give the exact excitation
energy within the Born-Oppenheimer approximation and is called Full CI. Unfortunately, this
will lead really fast to very expensive calculations and is only feasible for small molecules.
For larger systems the considered electron excitations are limited and only single excitations
(CIS), double excitations (CID) or a combination of them (CISD) are used.









aTΦT + ... (3.2)
The expansion coefficients (aS , aD aT , etc.) of the determinants can be obtained by
minimizing the energy of the system. The usual way in quantum chemistry is the application
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of the variational principle to minimize the energy. The expansion coefficients of the
Slater-Determinants (aS , aD, aT ) will be varied in order to minimize the energy, while the CSF




cijηj) expanded in a set of basis functions, will held fixed and the expansion
coefficients of the MOs (ηj) wont be optimized. This evaluation leads to the CI matrix,
where the energies of the respective states are given by the diagonal elements of the matrix,
while the expansion coefficients represent the contribution of the Slater-Determinants to the
energy of the respective state.
3.3.2 Multi-Configuration Self-Consistent Field (MCSCF) and
Multi-Reference Configuration Interaction (MRCI)
As mentioned above, the MO coefficients (ηj) of the CSF are fixed in the CI calculation.
But the method can be further improved by additionally optimizing this coefficients within the
calculation. This leads to the Multi-Configuration Self-Consistent Field method (MCSCF).
Since the amount of coefficients which needs to be optimized increases rapidly with the
amount of electrons and orbitals, requires a limitation of the optimized MOs. Only the
electronic configurations of the orbitals, which have the highest contribution to the property
of the interesting state, should be considered in the calculation. Therefore, the MOs, which
should be optimized in the calculation, are defined by a user-selected active space, while the
coefficients of the MOs in the inactive space wont be optimized and remain on the HF-level.
In the active space, MOs with a varying occupation number are included in the active space
and MOs, which are fully occupied or fully empty are considered as inactive. The size
of the active space and the selection of the right MOs are crucial in order to include all
chemically relevant orbitals. This requires insights into the photochemical and photophysical
characterization of the molecule.
When considering all electronic configurations within the orbitals of the defined active
space it is the so-called Complete Active Space Self-Consistent Field (CASSCF). This is
the most attractive method (see Figure 3.3.1).74 Whereas the Restricted Active Space
Self-Consistent Field (RASSCF) is again an approximation of the CASSCF, since the
considered electronic configurations are restricted excitations from RAS1 to RAS3, while
in the RAS2 all configurations are allowed. Usually all π-Orbitals of the molecule need to
be included in the active space. Therefore the RASSCF method can be very useful for
large chromophor systems like Chlorophyll containing more than 6 double bonds, since the
CASSCF is limited to an active space of 12 electrons in 12 orbitals, due to the computing
power.
Up to here, the Slater-Determinants are generated based on the single Hartree-Fock wave
function. However, further improvement of the method is gained by describing the systems
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Figure 3.3.1: Illustration of CAS and RAS orbital partitions. In the CAS (left) all possible electronic
configurations are allowed within the determined orbitals. In RAS (right) only limited excitations are
allowed from RAS1 to RAS3, while in RAS2 the configurations are unlimited within the selected orbitals.
with a MCSCF wave function as a reference. Thus, the Multi-Reference CI (MRCI) approach
considers more than one reference wave function, including different excitation levels. This
offers a balanced description of the states.
The CI methods are not consistent in size, i.e. the calculated energy of two separated twin
systems is not the same as the energy of the twin systems described in one calculation.
For example, twin systems each with two electrons are in the separated calculation double
excited monomers, while the combined twin system formally correspond to quadruple
excitations in the dimer. This inconsistency in size is approximately corrected by the
Davidson correction.
ECISDTQ ≈ ECISD + ∆EQ∆EQ = (1− C20 )ECISD − EHF (3.3)
3.3.3 Coupled Cluster
In contrast to CI methods, an exponential ansatz is chosen to generate the wave function in
the Coupled Cluster (CC) methods. Here, the Full CI wave function is described by:
Ψ = eTΨ (3.4)
where T is the cluster operator, which generates the possible excited Slater-determinants
and is given by:
T = T1 + T2 + T3 + ...+ Tn (3.5)
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If 1 + T is applied to the Hartree-Fock wave function, one will get the Full CI wave function.
The difference in Coupled Cluster to CI methods is the exponential ansatz and this ansatz
has an enormous advantage when truncating T. Higher excitations are considered in the
calculations, due to the Taylor expansion of the exponential function. For example the wave
function for CCD method, where only double excitations are considered is given by:














3! -term contains up to hextuple excitation due to a multiplication of three double
excitations. This includes exactly the missing excitation in the CI method and makes the CC
method more exact and size consistent.
3.4 Density Functional Theory
The proof by Hohenberg and Kohn75 established, that the ground state energy can be
completely defined in an alternative way by the electron density ρ. With this theorem the
complex wave function, dependent on 4N coordinates (three spatial and one spin coordinate
for each of the N electrons) in the wave function based methods described above, can be
reduced to a functional of the electron density, which is dependent on only three coordinates.
Therefore, the energy E[ρ(r)] and the properties of the system is uniquely defined by the
electron density ρ. However, the functional, which connects the energy with the electron
density is not known and needs to be designed. This is the goal of the DFT method.
The basis of this method is explained by the two Hohenberg-Kohn theorems. In the first
theorem, the electron density is defined by the external potential of the nuclei potential and
corresponds to electron density of the ground state for the lowest energy of the system,
which is determined in the second Hohenberg Kohn theorem. To identify the ground state,
the electron density needs to be varied untill the energy reaches a minimum.
The energy of the system (Equation 4.1) can be divided in the kinetic energy of the electrons
(T [ρ]), the electron-nucleus interaction (VeN [ρ]) which can be described with a classical
Coulomb interaction, the classical nuclear-nuclear repulsion VNN [ρ] and the interaction
between two electrons Vee[ρ]. The electron-electron interaction is similar to the Hartree-Fock
method (compare section 3.2), composed of the classical Coulomb interaction J [ρ] and a
non classical exchange-correlation functional Exc[ρ] (see Equation 4.2).
E[ρ] = T [ρ] + VeN [ρ] + Vee[ρ] + VNN [ρ] (4.1)
Vee[ρ] = J [ρ] + Exc[ρ] (4.2)
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The exchange-correlation functional Exc[ρ] represents the exchange interaction for electrons
with the same spin (exchange correlation) and the correlation interaction of electrons with
opposite spin (coulomb correlation) as well as the self-interaction of the electrons. Due to the
Born-Oppenheimer approximation the nuclei are considered as infinitely heavy compared to
the electrons and the velocity of the nuclei can be neglected. Therefore, the nuclear-nuclear
repulsion VNN [ρ] accounts to the total energy only as constant value. The attraction between
electrons and nuclei (VeN [ρ]) and the Coulomb Interaction (J [ρ]) can be calculated by their
classical expressions as this was shown for the Hartree-Fock method. However, for the
exchange-correlation functional Exc[ρ] and for the kinetic energy T [ρ] the shape of the
functional is not known, but can be approximated by several approaches.
Early approaches known as Thomas-Fermi and Thomas-Fermi-Dirac model tried to depict
the unknown terms as functional of the electronic density. However, the description of
the electron density as an uniform electron gas has been found to give poor energies for
molecules, but performs well for the valence electrons in certain periodic metalic systems
(like in solid-state physics).
The idea of Kohn and Sham76 to solve this complex problem was to approximate the electron
density ρ in a auxiliary set of n non-interacting wavefunctions ( Equation 4.3), the Kohn-Sham
orbitals Φi. In other words, the idea from the wave function methods, using molecular





Here, it is assumed that a ground state electron density of non-interacting electrons is the
same as the electron density of a system with interacting electrons. Indeed, in reality the
electrons interact with each other and the neglected energy term, due to the non-interacting
approximation, is absorbed to the exchange-correlation term Exc[ρ]. So the Schrödinger
equation can be expressed as a set of equations with the Kohn-Sham orbitals Φi in an
effective potential. These equations are called Kohn-Sham equations (eq. Equation 4.4)





∇2 + veff (ρ)
]
Φi = εiΦi (4.4)
The first term on the left hand side is the kinetic energy of the electrons. The Kohn-Sham
equations describe a set of moving non-interacting electrons in a potential field given by the
effective potential veff (ρ) (eq. Equation 4.5).
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The effective potential veff (ρ) is dependent on the electron density itself, therefore the
Kohn-Sham equations have to be solved iteratively. It includes the attraction potential
between the nuclei and the electrons VeN [ρ], the classical electron-electron repulsion Vee, the
classical nuclear-nuclear repulsion VNN and the non-classical exchange-correlation energy.
The exchange-correlation potential accounts for the exchange and correlation effects of the
electrons in the total energy. If the exact exchange potential is known, all correlation effects
between the electrons are considered in the calculations and the energy could be described
exactly within the Born-Oppenheimer approximation. But in fact, the exchange correlation
is unknown and has to be approximated. For this approximation several approaches have








∣∣∣∣− ~22m∇2 + veff (ρ)







For the Kohn-Sham orbitals atomic orbitals from a basis set as described in the Hartree-Fock
method are used, and a matrix formulation of the eigenvalue is obtained by applying the
variational principle.











|ri − rj |
d3rjd
3ri + Exc (4.8)
3.4.1 Exchange Correlation Functionals
For calculations with DFT it is necessary to choose an adequate basis set for the
orbitals and additional functionals to describe the exchange-correlation energy. Since the
exchange-correlation energy is the difference to the exact energy, the quality of the DFT
calculations depends on the complexity of the functionals.
A simple approach to consider the exchange-correlation energy is the local density
approximation (LDA), where the functional depends only on the electron density. It is able
to describe accurately vibrational frequencies and geometries, but it cannot be applied to
obtain reaction energies.
In this respect, the generalized gradient approximation (GGA) is a better choice, since it
additionally depends on the gradient of the density (example are PBE77 or BLYP78,79). An
additional improvement can be obtained by combining two types of functionals as this is the
case of B3LYP80 where the exchange part is calculated with the Hartree-Fock formalism,
which is called the Hartree-Fock exchange. Therefore, the improved results due to these
functionals arise from an error cancellation: DFT overestimates the delocalisation of the
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orbitals but Hartree-Fock underestimates it. Mixing these two effects results in a remarkable
improvement.
The DFT method fails when describing charge transfer processes, where formally an electron
is moved over a larger distance in a transition process like for example the absorption.
This is due to the fact, that the exchange correlation functionals are by definition local
functionals depending on the density or their derivatives. Furthermore the exchange
correlation is not described in the right way, since the functions usually used to describe
it are local in nature and exchange correlation is a delocalized effect, which is described
correctly by the Hartree-Fock method. In order to improve the functionals, for example
for charge transfer transitions like they happen in retinal molecules, the range-separated
functionals have been designed. Here, the electron-electron interaction is partitioned in a
short-range interaction and in a long-range interaction, by a complementary error function.
The short-range interaction can be described by the DFT method, which performs well
for short-range interactions and the long-range interactions are described by the exact
Hartree-Fock exchange. Drawback of this approach is the increased complexity of the
calculations and the consequential reduced computing efficiency.
3.4.2 Linear Response Time-Dependent Density Functional Theory
(TD-DFT)
The Linear Response Time-Dependent DFT is the most prominent and widely used
approach for the calculation of excitation energies of medium sized to large systems. The
method is based on the Runge-Gross theorem stated in 1984,81 which is the analog to the
Hohenberg-Kohn theorem. Based on this theorem the electron density ρ(r, t) at an arbitrary
time uniquely determines the time-dependent external potential Vext(r, t). This makes it
possible to calculate the time-dependency of many-electron system by using the electron
density.
The excited state properties can then be calculated by the linear response formulation. It
approximates the electronic transition from the ground state to the excited state by a first
order perturbation of the electronic density in the ground state, under the assumption that the
perturbation is slowly tuned on (adiabatic approximation). The perturbation of the electronic
density results in the energy of the excited state and the oscillator strength for this state,
while an explicit description of the electron density in the excited state is not received.
Since TD-DFT can be considered as a perturbation of the DFT method, the advantages and
drawbacks of the DFT methods and their functionals are still present. Therefore, TD-DFT is
not suitable for charge transfer transitions like in the retinal molecule.
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3.5 Non-Adiabatic Dynamic Simulations
For the theoretical investigation of ultrafast non-adiabatic photo-induced processes an
excited state dynamic on different electronically states is required. The potential surface
of the ground and the excited states needs to be treated in a very accurate manner,
while simultaneously the propagation of the system evolves along the surface. This is
a challenging task for theoretical methods. The combination of semi-classical dynamics
with computationally quantum methods allows the efficient calculation of electronic structure
propagation in different electronic states. In other words, classical trajectories are simulated
on a single potential surface (PES), at which the nuclei are described by newtons equation
of motion and the electrons are treated by quantum chemical methods.
The crossing of two potential surfaces or the characterization of the radiationless transition
from the excited state back to the ground state requires a description which is consistent
with the QM methods. Tully’s surface hopping approach82,83 lends itself to combine
the semi-classical dynamic simulation with the quantum chemical methods for electronic
structure calculations.
Therefore, the properties of dynamic systems in the excited state can be described
approximately by averaging over an ensemble of classical trajectories.
The Born-Oppenheimer approximation is basis for modern quantum chemistry and is the
fundamental approximation for semi-classical dynamics, since it enables the separation of
the electronic wave function and the nuclear wave function. So, the nuclei can be propagated
separately from the electrons. However, at a crossing point of two adiabatic surfaces,
the Conical Intersection, the wave functions of the two states couple with each other and
the Born-Oppenheimer approximation breaks down at this point. Therefore, the surface
crossings are only approximately described and the transition between the states happens
via a hopping algorithm. This means, when two potential surfaces come close to each other
the probability P1→0 for a transition between the surfaces increases and can be calculated












is the continuation of the diabatic state across the adiabatic crossing along the reaction
coordinate Q.
If the probability for a hop is high, the system hops to the other potential surface and the
propagation is continued. This could happen when the velocity of the system is high, the two
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potential surfaces come very close to each other or if the shape of the adiabatic surfaces
change abruptly in the region of the avoided crossing. Since the hopping probability needs
to be evaluated on each time step, the value of the time step is crucial for the description of
the surface hopping, especially when concerning relaxation times of the excited state. It is
usually determined to less than 1 fs
The Tully Surface Hopping approach is the most prominent method for non-adiabatic
dynamics and is implemented in almost all quantum chemical methods, which are able to
describe excited state dynamics. It combines surface hopping with on-the-fly dynamics and
is therefore very efficient.
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The quantum mechanical methods described above are complex and sophisticated, but
computationally very costly. Calculations on this high level of methods are limited to small
systems with a system size less than hundred atoms. Even on such small systems the
computation time amounts several hours, if not days. Therefore, only single calculations on
optimized structures are possible to perform. But processes in nature happen over extended
timescales in complex environments and moreover dynamical aspects are necessary to
understand the characteristics of these processes. For that reason, it is not enough to
consider single molecules in single calculations to get the whole picture of the properties
of a system. Unfortunately, the ab initio quantum mechanical methods are computationally
too expensive to consider all these effects and the propagation with most of the methods
is computationally too expensive for trajectories in a ns timescale. Further assumptions
are needed on the known concepts in order to simplify the calculations and reducing
the computation time, with a simultaneously conservation of the accuracy of the quantum
mechanical methods, so that the treatment of the electrons and their correlation does not
lead to artificial errors due to the method.
4.1 Density-Functional Tight Binding
The density-functional tight binding method (DFTB) is a semi-empirical method based on
the Density Functional Theory (DFT). It originates from solid-state physics and is commonly
used to describe crystals with a rigid structure. The approximation which is made reduces
the basis set and includes only the valence electrons of a molecule, while treating the core
electrons with two-center potentials. Furthermore, the Hamiltonian and the overlap matrix
for these electrons are parametrized for a grid of distances. One of the time consuming
steps, the evaluation of all off-diagonal elements of the overlap matrix, is thus eliminated.
In the tight-binding theory, the atoms are highly localized in space and the electron density
can be approximated by a reference density ρ0 and by the fluctuations around this reference
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∂ρ. The reference density is expressed as a sum of neutral atomic densities ρ0k.
ρ(r) = ρ0(r) + ∂ρ(r) =
∑
k
ρ0k + ∂ρ (1.1)
The DFTB energy can be obtained by insertion of the approximated electron density in the
DFT total energy Equation 4.8 and can then be written as:


























0 + ∂ρ](ρ0 + ∂ρ) dr + Exc[ρ0 + ∂ρ] + ENN (1.2)
The exchange-correlation energy Exc[ρ0 + ∂ρ] is expanded in a Taylor series around ρ0 and
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δρiδρjδρk dridrjdrk + . . .
= E0[ρ0] + E1[ρ0, ∂ρ] + E2[ρ0, (∂ρ)2] + E3[ρ0, (∂ρ)3] + . . . (1.3)
where Ĥ0 represents the energy (Hamiltonian) of the reference density ρ0.
The truncation after different terms of the Taylor series constitutes different DFTB methods,
while truncating after the second term (E1[ρ0, ∂ρ]) results in the original DFTB method.89,90
DFTB287 considers also the second-order term (E2[ρ0, (∂ρ)2]) and DFTB388 includes
additionally the third-order term (E3[ρ0, (∂ρ)3]).
The terms for the electron interaction and the exchange-correlation energy (E0[ρ0]) as well as
the nucleus-nucleus repulsion are summarized by Erep, a sum of pairwise potentials which
are approximated by atom types and distances taken from several references. This leads to
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Thus, the total energy of the standard DFTB method is given by (here the Taylor series is
truncated after the first term):
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εi + Erep (1.5)
The density fluctuation ∂ρ is neglected in this method and this represents the origin of
the method from the solid state physics tight-binding method, which is usually applied on
nonpolar, homologous systems or systems with no charge transfer, e.g. crystals. Here the
second term has no effect on these systems. The drawback of standard DFTB method
is the neglected second term, without this term the description of polar systems with
heterogeneous electron densities and charge transfer is not reasonable, which are crucial
effects in molecules.
DFTB2 considers the second-order term, where the density fluctuation is described as an
atomic contribution and the total charge of the system is given by the sum of the charge





δqk = qk − q0k (1.7)
qk is the Mulliken charge and q0k the number of valence electrons of the atom. The







where γab represents the second-order approximation, i.e. the fluctuation of charges
depend on distances, therefore the Coulomb interaction for large distances is given. For the
case that the charges are in the same atom (small distances) γaa, the function utilizes the
Hubbard parameter Ua87 which is the difference between the ionization potential and the
electron affinity of the atom.
In the DFTB2 method charged and neutral atoms are treated in the same way, because
the Hubbard parameter does not depend on the charge fluctuations of the atom, which
can vary a lot between charged and neutral atoms. The DFTB3 approach includes in the
Hubbard parameter the third derivative of the energy with respect to the charge fluctuation,
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The Hubbard parameter enhances the proton affinity and the hydrogen bonding energies,
which is important for describing organic molecules and especially important for biological
molecules, e.g. proteins, where a slight change in the hydrogen bonding energies could
validate a mechanism.
4.2 Orthogonalization Model 2 with Multireference
Configurational Interaction (OM2/MRCI)
DFTB is a semi-empirical method based on DFT and inherits all the properties of it. Since
their are several drawbacks, which do not allow the description of retinal excitations, a
semi-empirical wave function based method is required. The OM2/MRCI method offers a
balance between computation time and accuracy.
The time consuming step in wave function based methods is the computation of the
off-diagonal elements of the Fock matrix. That is why semi-empirical methods, which are
based on Hartree-Fock launch at this part of the computationally costly calculation and find
ways to neglect these integrals. There are several approximations, which can be made
within in a semi-empirical method. Firstly, only valence electrons are considered or the core
electrons can be combined and concentrated on the nuclei by reducing nuclear charge or
introducing model functions for the combined repulsion. Furthermore, only a minimum basis
set can be applied for the valence electrons, like slater type exponential basis sets and at
least the overlap matrix S in the Rothaan Hall equation (Equation 2.1) can be set equal to
the identity matrix:
FC = SCε (2.1)
where F is the Fock matrix, C is the matrix of the LCAO-coefficients, S is the overlap matrix
and ε describes the diagonal matrix containing the orbital energies.
In the zero differential overlap (ZDO) approximation, which is the central assumption for
many semi-empirical methods, the overlap between pairs of different orbitals is set to zero
(Equation 2.2). Thus, all three- and four-center two electrons integrals are set to zero.
∫
φµφνdν = 0 (2.2)
The differential overlap is called monoatomic differential overlap, when φµ and φν are on the
same atom (µ = ν), and is called diatomic differential overlap, when they are located on
different atoms (µ 6= ν). The remaining integrals are parametrized based on values of ab
initio calculations or experimental data.
In semi-empirical methods the amount of neglected integrals and parametrization of the
remaining integrals varies and gives rise to several different semi-empirical methods: i)
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complete neglect of differential overlap (CNDO), ii) the intermediate neglect of differential
overlap (INDO) and iii) the neglect of diatomic differential overlap (NDDO). NDDO neglects
the differential overlap between atomic orbitals on different atoms. In other words, the
method includes the two-electron, two-center integrals (µν|λσ), where µ and ν are located
on the same atom A and λ and σ are located on the same atom B. It is the most accurate of
the traditional integral approximations.
However, in the established semi-empirical methods the ZDO approximation neglects
orthogonalization effects. Thus, in order to correct this missing effect, in the OMx methods
the orthogonalization correction is applied on the NDDO method. Furthermore, the graphic
unitary group approach (GUGA) speeds up the calculations and excitation energies are
received in an efficiently manner. Therefore, the active space can be chosen in adequate
size, in order to include all relevant orbitals automatically in the calculation.
The excitation energy obtained by OM2/MRCI is usually ≈ 0.3 eV overestimated compared
to SORCI values. However, this shift was found to be systematically and comparison of the
relative excitation energies is still possible and produces meaningful results.
The short computation time of OM2/MRCI provides an advantage for the simulation of
absorption spectra, since excitation energies needs to be calculated on a huge number of
snapshots (1000-10000) from a dynamic simulation trajectory.91
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5 | Force Field Based Methods and Free
Energy Methods
5.1 Molecular Mechanics
If processes like ligand binding or protein domain motion reach timescales of several ns up
to µs, quantum mechanical methods will be inapplicable, because the detailed description
of the electronic structure is computationally very costly. Therefore, further assumptions
are necessary to speed-up these calculations. This can be provided by classical molecular
mechanics, here the complex chemical bond is reduced to a simple spring-mass model,
where the chemical bond is represented by a spring and the nuclei by a mass with a radius.
This significantly simplifies the problem and Newtonian mechanics can be applied on the
molecules.
Therefore, the inter atomic interactions are defined by a so-called force field, which
represents the potential energy of the system and is a function of all atom coordinates. For
a complete description of a molecule, internal and external interactions have to be included
in the force field. While the internal interactions represent the bonded interactions within
a molecule and the external interactions describe Coulomb and Van der Waals interaction
between atoms from the same molecule or from different molecules. The atoms are defined
in atom-types, dependent on their bond partner in order to distinguish between different bond
types and the resulting properties.
The internal interactions consist of three types and describe bonds, angles and torsions
angles in the molecule and are usually constituted by harmonic potentials for the bonds
and periodic potentials for the angles and the torsions. The parameters are determined
empirically and reproduce the behavior of diverse molecules, e.g. the force constants (k in
Equation 1.1) or the equilibrium values ϑ0 or ω0. The expression of the bonding energy is
given in Equation 1.1 where rij is the bond length between atoms i and j, ϑijk the angle
between three atoms i, j, k and ωijkl the torsion angle between the four atoms i, j, k, l.
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1 + cos[nijklωijkl − ω0ijkl]
) (1.1)
The Van der Waals interactions are non-polar interactions between two atoms and are
described by the external interactions in the force field equation. Two parts are considered
in the formula. A long range attractive part, which results from induced dipoles and a
short range repulsion part which results from the Pauli-repulsion. These two many-body
interactions are combined in the Lennard-Jones potential ELJ and are simplified by two













Since the nuclei and the electrons are charged, electrostatic interactions, the Coulomb
interactions ECoul, occur within the electrons and the nucleus of one atom and between
electrons and nuclei of different atoms. The correct description is a challenging part in
quantum mechanical methods, especially as every interaction between electrons and nuclei
of every atom needs to be considered, the calculation assumes huge proportions and is the
most time consuming step. To avoid this, force fields simplify the Coulomb interactions,
thereby that the atoms are represented by partial atomic charges qi and the interaction
between the atoms are calculated from the distance rij between two partial atomic charges
and the dielectric constant ε0 (Equation 1.3). However, several quantum mechnical effects











The force field describes the potential energy of the system and in order to get
thermodynamical quantities like kinetic energy, the velocities and the time-variation of the
positions and the momenta, need to be included. Therefore, it is necessary to solve Newton’s
equations of motion for the given potential. This brings up the derivative of the potential
energy E(xn) and represents the force Fn acting on the atoms.




The resulting differential equation has n dimensions and is only possible to solve numerically.
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The most commonly used algorithm for this is the Verlet leapfrog algorithm (eq. 2.2).











But the initial positions and velocities are needed. The positions of the atoms can be
obtained from experimental data like crystal structures, while initial velocities are taken from
a Gaussian distribution generated at the temperature chosen for the simulation, based on
the Maxwell-Boltzmann distribution. New positions and velocities are then calculated in an
alternating fashion.
5.3 Free Energy Calculations
The ergodic theory92–94 states that the time average of a system 〈A〉t is the same as the
ensemble average of the system 〈A〉e. This proof is utilized to calculate thermodynamic
properties like free energy of a MD simulation.
〈A〉t = 〈A〉e (3.1)
MD simulations can sample the correct phase space ρ(r, p) of a system, where r are the
coordinates and p are the momenta of the atoms, with a long enough simulation time t, so
that all points of the phase space are passed within the trajectory. Then, the thermodynamic

















where kB is the Boltzmann constant,T is the system temperature andQ the partition function
of the system. Herewith, thermodynamic quantities are accessible in MD simulations.
The challenge for MD simulations is to sample the correct phase phase, i.e. structural
rearrangements of amino acids in proteins, which occur within timescales of several
nanoseconds, this is reachable with MD simulations. But if the barrier is larger than several
kBT , the required sampling time can be expanded up to µs or even ms. This means, a
several nanosecond long simulation at room temperature will not overcome this barrier within
the simulation and a longer sampling is required to reach another structural arrangements,
which is possibly the global minimum. Therefore, a sufficient sampling is crucial for the
proper description of the thermodynamic properties of the system, since an incorrectly
sampled conformation in the simulation leads to wrong conclusions.
Another problem arises, when the minima are known, but the thermodynamic properties like
free energy of the barrier ∆G† needs to be determined. The MD simulation will not sample
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often enough the higher lying conformations with too short simulation time. However, for
the correct estimation of the free energy of the barrier ∆G†, the higher lying conformations
are crucial and contribute significantly to the free energy barrier. Therefore, a too short
simulation time or a insufficient sampling increases the error of ∆G† drastically or makes the
determination of ∆G† impossible.
To overcome these problems, new techniques are required to negotiate the sampling
problem and to provide a correct prediction of the properties of a molecular system. These
methods are called enhanced sampling methods.
5.3.1 Metadynamics
With Metadynamics,95 the free energy landscape of a system is explored and reconstructed
using an external, history-dependent bias potential V (ξ, t). The potential is defined by the
collective variables ξi(r) and is added to the Hamiltonian of the system. The system energy
will be biased by this potential. The conformational minima will be filled up and thus, the
system will be pushed out of a minimum conformation. Usually the bias potential is a sum of
Gaussian potentials, where σi is the Gaussian width and ω the Gaussian deposit rate:












More in detail, already sampled conformations along the collective variable get energetically
penalized by the added Gaussian potential and it gets easier for the system to reach other
regions of the phase space. Therefore, the system can overcome barriers and reach new
energetic minima (see Figure 5.3.1).
In the well-tempered metadynamics, the Gaussian height is adjusted during the simulations
and decreases with proceeding simulation time. The initial Gaussian height ω0 gets








Whereby the parameters σi, ω0 and τ control resolution of free energy profile and have to be
defined at the beginning of the simulation.
5.4 Quantum Mechanics / Molecular Mechanics approach
The simulation of large biomolecules by classical force fields arises some problems
especially for the description of photo-active proteins. The process which takes place
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Figure 5.3.1: Enhanced sampling of a free energy profile with well-tempered metadynamics. Gaussian
potentials are added dependent on the already sampled phase space during the simulation and
therefore enable an enhanced sampling of further areas of the phase space.
during photo activation has to involve changes and rearrangements of the electron density.
Molecular mechanical force fields are not able to describe these phenomena, because
they do not consider explicitly electrons. All processes where electrons play a role can
not be described by force fields, e.g. charge transfer, chemical reactions or photochemical
processes. These processes have to be described by a quantum mechanical method.
For large systems, e.g. proteins, it is impossible to treat the whole system quantum
mechanically, because of the infeasible computational cost. Usually the change of the
electronic structure affects only on a small region of a system and is therefore enough
to treat this small region with quantum mechanical methods and describe the rest with a
classical force field. The interaction between both QM and MM subsystems has also to be
taken into account. The total energy Etot of the system is given as:
Etot = EQM + EMM + EQM/MM (4.1)
QM and MM subsystems can be coupled at diverse levels. The most simple way is
mechanical embedding. The interactions between QM and MM regions are described with
the classical Lennard-Jones potential (eq. 4.2). The charges for the QM region are given by




















The disadvantage of this method is that the Coulomb interactions are underestimated, the
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polarization of the wave function through the MM atoms is missing and the charges of the
QM atoms will not be updated during the calculation.
A better choice is the electronic embedding, where the point charges of the MM atoms are
taken into account in the Hamiltonian of the QM calculation. Thus a polarization of the

















where qm is the point charge of the MM atoms and ZI is the nuclear charge of the QM
atoms. In this embedding scheme the QM region is affected by the MM region, but the MM
region notices no influence on the QM region. To achieve a MM polarization, a polarizable
force field has to be considered that reacts to the changes of the electron density. This is
only necessary when high accuracy is needed, being aware of the high computational cost
required.
The afore mentioned embedding schemes consider only non-bonded interactions. Often the
selection of the region includes a covalent bond crossing the boundary between the QM
and the MM region, especially in proteins where only some amino acids are treated with
quantum mechanics and the rest with classical force fields. The boundary in proteins are
usually set between Cα and Cβ atoms. The simple cutting of the bond will give artifacts,
since the QM-region is not saturated, leading to unrealistic descriptions. In order to ensure
that the QM region is a complete molecule, a link atom (LA) is placed between Cα and Cβ
atoms. To avoid interactions and overpolarization at the border between QM and MM region
the charges of the nearby MM atoms are deleted and smeared on the next atoms.
For QM/MM calculations it is important to choose the border carefully, in order to avoid that
the QM region is unnecessary too large due to computational cost or that the QM region is





6 | Dark State of Channelrhodopsin-2
In the photocycle of Channelrhodopsins successive processes like proton transfer
reactions, reorientation of single amino acids, rearrangements of the protein backbone and
consequential helix movements are crucial for the opening and closing of the ion channel.
Structural adjustments in rhodopsins during the photocycle usually occur due to energetic
differences of only a few kcal/mol between two states. Thus, small variations in the initial
structure pattern of the protein could result in an incorrect description of the subsequent
states. Therefore, understanding and investigating the structure-function relationship and
the mechanisms occuring during the photocycle requires a detailed and precise knowledge
of the hydrogen bond pattern, the amino acid arrangements and their characteristics in the
initial dark-state structure. The topic of this chapter is the detailed characterization of the
amino acid side chain orientation, the retinal conformation and the hydrogen bonding pattern
in the active site and in the bonding pocket of Channelrhodopsin-2 (ChR-2).
Several spectroscopic studies concerning the investigation of the photocycle had been done
in the past providing a contradictory picture of the retinal conformation, the amino acid
protonation state and the rearrangement in the amino acid side chains during the photocycle
(details see section 2.1). This information serves as a basis for investigation of the initial
dark-state structural pattern of the ChR-2 photocycle.
The missing crystal structure and the inaccuracy of a generated homology model limits the
study to the retinal and the amino acids surrounding the binding pocket. Spectroscopic
measurements support the results and conclusions of this theoretical study. The theoretical
work presented here, will give an insight in atomistic description of the active site and
can clarify the structural dependencies in the binding pocket, which lead to a deeper
understanding of the complex mechanisms in ChR-2.
6.1 Absorption Spectrum of Channelrhodopsin
The absorption of light by the retinal chromophore is the initial event in the rhodopsin
photocycle. Since the absorption spectrum displays the influence of the environment on the
retinal, a detailed inspection of the spectrum offers first information about the binding pocket
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in Channelrhodopsin-2. Given that, the retinal conformation, such as its planarity and bond
length alternation (BLA) as well as the charge distribution and the hydrogen bond pattern of
the Schiff base (RSBH+) determine the absorption property of the retinal. These structural
factors and electrostatic interactions are tuned by the arrangement of the surrounding binding
pocket in the rhodopsins.
The global absorption maximum in ChR-2 (see Figure 6.1.1) is at 473 nm (2.62 eV)48 and
is blue shifted about 95 nm with respect to BR (568 nm, 2.18 eV).96,97 Former studies have
shown that the blue shift between the two rhodopsins is mainly caused by the different amino
acid compositions in the binding pocket.98,99 Furthermore, the ChR2 spectrum forms two
additional sub-peaks at 442 nm (2.81 eV) and 414 nm (3.00 eV). In contrast, the BR spectrum
shows only a single peak. In the BR absorption spectrum the single peak comes from the
known structural arrangement in the vicinity of the retinal RSBH+, which is organized in
a static so-called pentagonal cluster of the two counter ions and three water molecules.
Since Lórenz-Fonfría et al.60 reported that the absorption of the retinal chromophore in
ChR-2 consists exclusively of S0 → S1 electronic transitions, these two sub-peaks in the
absorption spectrum are either due to excitation in various vibrational levels or could come
from a heterogeneous active site structure based on the one structure - one peak relation in
BR.
Figure 6.1.1: Experimental absorption spectrum of ChR-2-H134R mutant at 4 K (upper panel, black:
before illumination at 455 nm (2.7 eV), red: after illumination at 455 nm) and the resolved fine structure
(second derivative spectrum) in the lower panel adapted from Bruun et al.48
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6.2 Dark-State Active Site and DC-Gate
After the initial absorption of light, the retinal isomerizes in the excited state and initiates
the photocycle of the ChR-2. During the photocycle the pore-opening of the channel is
initialized by a proton transfer from the RSBH+ of the retinal to one of the counter ions
E123 or D253.39,100 It is still under debate which of the two counter ions act as the proton
acceptor.32,39,47,56,64 Another crucial structural pattern for understanding the mechanisms
in the early states of the photocycle is the detailed active site hydrogen bond network in
the initial dark-state, before the isomerization. But even this structural pattern is not yet
fully elucidated.42,43 One of the main issues in this debate is the RSBH+ hydrogen bond
pattern and the water distribution in the vicinity of the RSBH+. In the crystal structure of
the related C1C2 chimera, only one water molecule is present next to the RSBH+ and
a direct salt-bridge to the E123 counter ion is formed.30 In contrast, resonance Raman
spectroscopy43,48 and theoretical studies42 indicate a water bridged hydrogen bond of the
RSBH+.
Furthermore, the extended hydrogen bond network in the binding pocket, especially
the hydrogen bonding situation for the residues D156 and C128 (DC-Gate), which are
involved in the photocycle,56,59 is not completely solved. However, D156 and C128 are
crucial for the function mechanism of the ChR-2, thus mutation studies on these residues
extend the open-state lifetime about 200- to 1000-fold compared to the ChR-2 wild type.
Spectroscopic measurements suggest a direct hydrogen bond between the D156 and C128
residues,39,49,64,101 while MD simulations support a water bridged DC-Gate.42,102,103
From spectroscopic experiments47 it is known, that the E90 residue located in the central
gate deprotonates during the photocycle34,47,52,55,58,64 and a downward flip of the side chain
towards the counter ion E123 has been observed in MD simulations by Kuhne et al.47 But
this mechanism is not yet affirmed.
The retinal conformation in the dark-state is still a controversially discussed subject.
Resonance Raman spectroscopy experiments43 at 298 K as well as the FT-IR difference
spectroscopy experiments49 at room temperature detected two bands, which indicate a
mixture of all-trans and 13-cis,15-syn retinal in the protein. Bruun et al.48 found an initial
dark adapted state (IDA) with a pure all-trans conformation while a minor 13-cis,15-syn
conformation appears after first illumination of the protein. Controversially, solid state NMR
experiments50 at 100K suggest a pure all-trans conformation in the binding pocket after
several hours in darkness.
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6.3 Computational Details
6.3.1 Rhodopsin Models
A crystal structure of ChR-2 has only been available since November of 2017, which made
the use of a homology model based on the C1C2 chimera unavoidable for the elucidation
of the functional mechanisms of ChR-2 on the molecular level in the course of this work.
In former studies, homology models based on Anabaena sensory rhodopsin and the C1C2
chimera had been studied37,42 regarding the water distribution, the hydrogen bonding pattern
of the RSBH+ and intrahelical hydrogen bonds.
A homolgy model based on the C1C2 chimera (PDB-Code: 3UG930) from Watanabe42 is
adopted and additional water molecules are incorporated in the protein structure using the
DOWSER package.104 The positions of the water molecules are determined by assessing
the hydrophilicity of an existing cavity. The ChR-2 is duplicated and constructed as dimer105
and embedded in an equilibrated POPC (1-Palmitoyl-2-oleoylphosphatidylcholine)-bilayer
with a surrounding water box as bulk solvent (see Figure 6.3.1).
(a) Top View (b) Front View
Figure 6.3.1: Model of ChR2 dimer (violet) embedded in a POPC-bilayer (cyan) and surrounding water
molecules (red).
As discussed above, the hydrogen bonding pattern in the active site is not clear. Previous
studies with standard force field methods indicate a salt bridge between the RSBH+ and
the two counter ions.37,42 In general, classical force fields overestimate electrostatic effects
and underestimate electronic effects since they neglect the explicit description of electrons,
including only a partial charge on each atom. This leads to an overestimation of the
attraction between atoms with opposite charge and to an underestimation of the hydrogen
bond strength. Therefore, classical force fields can lead to a wrong description of the
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interactions within the active site. This suggestion was already proposed for the binding
pocket of BR,6 indicating that quantum mechanical methods have to be taken into account
in order to describe correctly the electronic interactions. Because of the high computational
cost of QM methods, the simulation time which could be achieved is not long enough to
observe a rearrangement in the structure, which takes place in the range of nanoseconds
to milliseconds. Therefore the strategy applied in this work is to model the active site by
proposing initial guesses: a water molecule is placed next to the RSBH+ avoiding the
formation of a salt bridge with E123. This assumption required an equilibration of the
surrounding residues, keeping the replaced water molecule and the side chain of E123 in
a fixed position. To test this, the structure of the active site is modeled by moving the side
chain of E123 towards T127 and moving a nearby water molecule next to the RSBH+ (see
Figure 6.3.2) and a hydrogen bond to that water molecule is fixed by distance restraints
at a distnace of 0.18 nm. The two oxygen atoms from the side chain of E123 are fixed
by harmonic position restraints with a force constant of 10000 kJ mol−1 nm−1 during the
equilibration procedure.
Figure 6.3.2: Modified binding pocket of ChR2. A water molecule is moved nearby the RSBH+ and
E123 is moved towards T127. The hydrogen bond between T127 and E123 side chain is constrained.
For titrable residues, standard protonation states are assumed, except D156 and E90,
which have been modeled as protonated.30,42 E90 is known to undergo deprotonation
during the photocycle34 and D156 has been determined as protonated in spectroscopic
measurements.34,37,60
6.3.2 MM Equilibration
The setup of the simulation box and the active site modeling as well as the equilibration
procedure was part of the master thesis of the author and the detailed equilibration
procedure is described there.106 In this part only important adjustments are repeated.
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For the MM part the CHARMM36107,108 force field is used with additional parameters
to describe the retinal chromophore. The TIP3P model109 is applied to describe water
molecules. All MD-simulations were performed with the GROMACS package version
4.5.5.110,111 A step wise equilibration of the bulk solvent, the POPC-bilayer and the protein
was performed, while the active site (retinal, E122, D253, hydrogen bonded water molecule)
of the protein was frozen, in order to receive the structural adjustments.
However, during equilibration, the water bridging the DC-Gate in monomer 2 was lost, while
it remains in monomer 1. Thus, two DC-Gate structure motifs have been found one with
the water-bridged DC-Gate and one with the direct DC-Gate, where a direct hydrogen bond
between the C128 and D156 was formed. The starting structures of both monomers before
the equilibration contained the water as shown in Figure 6.4.8a. Since this motif have been
controversially discussed in former studies, the two DC-Gate structures have been validated
by stretching vibrational frequency calculations of D156 side chain (νCOO) using the normal
mode analysis (NMA) with the CHARMM37b1 program at the DFTB3/MM level of theory.
This method has been validated in detail in the study by Welke et al.102 The residues
C128, D156, and the bridging water molecules (for water bridged DC gate) were included
in the QM region, and the rest was treated as MM part. The calculated νCOO value was
1730 cm−1 for the water bridged DC gate structure, which agrees well with the experimental
data (1735 cm−1),101 and 1693 cm−1 for the direct DC gate structure, i.e. 42 cm−1 red shifted
compared with the FTIR value. These frequency calculations have been taken as a strong
indication for the presence of one water molecule in the DC gate. Thus, the monomer 2
structure is discarded in the following analysis.
6.3.3 QM/MM Simulation
MM force fields fail to describe the hydrogen bonding pattern of rhodopsins correctly,112
especially in MM methods the salt bridge bond is energetically favored, thus the pentagonal
hydrogen bond arrangement in BR breaks, when using a MM force field.42,113,114 Therefore,
QM/MM methods are required to characterize the active site. In the following procedure the
QM-zone contained the retinal chromophore with the covalently linked K257, the side chains
E123, D253, K93, and three water molecules.
Since the modified active site was not adapted to the surrounding protein structure and this
could lead to convergence problems with the QM/MM interface, the restraints on the active
site have been removed in a step wise smoothed relaxing procedure (see Table 6.3.1).
50 structures out of the simulation in the last step are chosen and a QM/MM minimization
is performed in order to get the minimized energy. In the 50 optimized geometries several
hydrogen bond patterns are found. This means the ChR-2 structure has no well-defined
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Table 6.3.1: Procedure for reducing the position restraints in the QM/MM-simulations. The procedure















step1 200 5000 yes 500
step2 200 3000 yes 500
step3 200 2000 yes 500
step4 200 1000 yes 500
step5 200 500 yes 500
step6 200 0 no 500
step7 600 0 no 500
ground state minimum like in BR. Up to here, the model building and the extended
equilibration was part of the master thesis of the author and is published with Guo et al.115
Because of this high variety of hydrogen bond patterns in the optimized structures, extended
QM/MM simulations in order to improve the sampling and allow investigation of the active
site motifs are performed.
A 1 ns extended QM/MM simulation was performed using the structure after the simulation
of step7 as starting structure. Since in this extended simulation, the hydrogen bond between
E123 side chain and T127 side chain breaks and a downward movement of the E123 side
chain has been observed, the T127 side chain was added to the QM-zone. Thus, an accurate
description of the stability of the hydrogen bond between E123 and T127 side chain can be
ensured and a bias caused due to the wrong description of the force field is avoided. Then
seven randomly selected structures from the extended 1 ns simulation have been chosen
as starting structures and seven 1 ns simulations have been performed. In the production
runs, the QM-zone consists of the retinal with the covalently linked K257, the side chains
E123, D253, K93 and T127 and four water molecules and is called large-QM-zone. The
temperature was set to 300 K.
13-cis, 15-syn
Concerning the debate, whether pure all-trans retinal conformation or a mixture of all-trans
and 13-cis, 15-syn retinal conformation is present in the dark-state, the 13-cis, 15-syn retinal
from BR (PDB code: 1XIO) has been aligned to the all-trans retinal. Afterwards, the all-trans
has been replaced in the ChR-2 model by 13-cis, 15-syn retinal. For this, six randomly
selected structures of the all-trans trajectories with large-QM-zone have been used. The
new generated ChR-2 models have been minimized with the MM method and position
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restraints were placed on the active site, followed by a QM/MM equilibration step with the
large-QM-zone. The structures have been used as starting structures for the production
QM/MM-MD runs containing 13-cis, 15-syn retinal.
Low Temperature Simulations
Since experiments at low temperatures50 and former studies on BR revealed a strong
temperature dependency of the RSBH+ orientation,113 QM/MM simulations at 100 K have
been performed. 14 QM/MM trajectories each with a time scale of 1 ns and a temperature
decrease from 300 K to 100 K within 10 ps have been performed. The temperature was
kept at 100 K for the remaining simulation time. 14 snapshots, carrying the three hydrogen
bonding patterns and two E123 side chain conformations, of the production QM/MM
simulations have been randomly chosen as starting structure.
Bacteriorhodopsin Simulations
With the same setup as used for the ChR-2 QM/MM MD simulation a 1 ns BR trajectory on
the BR structure from a previous study99 has been performed. Included in the QM-zone are
the retinal chromophore with the covalently bound K219, the D212 and D85 counter ions and
R82 side chains and the three water molecules which form the pentagonal cluster structure.
Simulations on Crystal Structure
The computational study of the ChR-2 has been performed on the homology model based on
the C1C2 chimera. In late 2017, a crystal structure of ChR-2 has been published,31 therefore
additional studies have been performed on this newly published structure. The crystal
structure has been aligned on the position of randomly chosen snapshots of the existing
ChR-2 models and the homology has been replaced by the crystal structure. Different
simulation setups have been composed:
i) the water molecules of the crystal structure have been replaced by the water molecules
of the study on the homology model,
ii) the water molecules of the crystal structure have been replaced by the water molecules
of the study on the homology model but the water molecule next to the RSBH+ has
been deleted
iii) only the water molecules of the crystal structure have been used.
Furthermore, to investigate the stability of the E90 and the correlation between the DC-Gate
and the active site, the amino acids which are included in the QM-zone are varied for each
snapshot. The four QM-zone setups consisting of:
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a) retinal, D253, E123, T127, K93 (large-QM-zone)
b) retinal, D253, E123, T127, K93, E90 (QM-zone-e90)
c) retinal, D253, E123, T127, K93, C128, D156 (QM-zone-dcgate)
d) retinal, D253, E123, T127, K93, C128, D156, E90 (QM-zone-dcgate-e90)
For setup i) three, with setup ii) and ii) respectively two snapshots have been chosen and
QM/MM simulations with each of these snapshots have been performed. The QM-zone
has been varied as described in point a) to d) in all QM/MM simulations. At the end 28
trajectories have been simulated with varied water clusters at the vicinity of the RSBH+ and
varied QM-zones. Each trajectory has a timescale of 1 ns.
All QM/MM-simulations in this study have been carried out with the GROMACS package
version 5.0.4110,111. For the MM part the CHARMM36107,108 force field has been used,
while the SCC-DFTB3 method88,116,117 with the 3ob-parameter set118 was applied to the
QM region. The QM/MM boundary was chosen between Cα and Cβ atoms of the amino acid
side chain and the standard link atom approach was used. The time step was set to 1 fs.
For reliable modeling of the ChR-2 active site it is essential to describe hydrogen bonded
networks with a high accuracy as in full DFT calculations using medium-sized basis sets,
DFTB3/3ob has shown to fulfill these requirements.88 The DFTB3/3ob method is preferred
for the calculations on ChR-2, because the required simulation time for such flexible systems
lies in the range of nanoseconds and with the computationally more expensive DFT method
it is not possible to sample in these large timescales. It was shown in the last few years that,
when the DFTB/MM method is applied to infrared and absorption spectroscopy it is sensitive
to the active site structure.102,119,120
6.3.4 Excitation Energies
Reproducing the experimental absorption spectrum is an indication of a good active site
structure, since the ChR2 structure does not have a well-defined minimum in the dark-state,
the excitation energies need to be calculated on a statistically meaningful set of geometries.
Thus, the excitation energy along the trajectories has been calculated so that 13 000
excitation energies are computed, in order to evaluate the dynamical effects of the flexible
structure on the absorption.
For the calculations of the excitation energies the OM2/MRCI method has been chosen.
Since the method has a semi-empirical approach, the method needs to be evaluated by a
ab initio method. It has to be tested if OM2/MRCI is able to reproduce the color shift due
to geometrical variations of the retinal and the electrostatic interactions of the surrounding
amino acids. The benchmark has been performed by Yanan Guo and the details are reported
in her PhD-Thesis121 The OM2/MRCI method was found to give a systematic blue shift of
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about 0.3 eV compared to the SORCI results and by neglecting protein polarization effects
in the energy calculation the SORCI calculations are about 0.1 eV blue shifted compared to
the experimental absorption maximum.
For the OM2/MRCI calculations the MNDO program package122 has been used. The
OM2/MRCI calculations employed closed-shell molecular orbitals (MOs) and an active space
of 20 electrons in 20 MOs (i.e. the 10 highest occupied MOs and the 10 lowest unoccupied
MOs). The reference configurations comprised the closed-shell ground-state configuration
and four configurations generated by excitations from the two highest occupied MOs (π, π−1)
to the two lowest unoccupied MOs (π∗, π∗ + 1), i.e. the single excitations (π) → (π∗) and
(π−1)→ (π∗+1) as well as the double excitations (π, π)→(π∗, π∗) and (π, π−1)→(π∗, π∗+1).
All single and double excitations from the reference configurations were included in the MRCI
calculations. The same MRCI treatment was applied in the single-point calculations at the
snapshot geometries extracted from the QM/MM MD simulations
6.3.5 Free Energy Calculations
The transition between the different E123 side chain conformations have been studied
by well-tempered metadynamics.123–125 Both retinal conformations (all-trans and 13-cis,
15-syn) have been investigated in a 100 ns classical MM simulation. Moreover, the side chain
orientation of the E90 side chain was studied by well-tempered metadynamics as well. As the
collective variable (i.e. the reaction coordinate), the dihedral angle around the Cβ-Cγ bond
was used. The parameters were set as follows: Gaussian height of 0.2 kcal/mol, Gaussian
width of 0.2 rad, Gaussian depositing frequency of 2 ps (1000 time steps), bias factor of 4,
and temperature of 300 K. The convergence of the metadynamics simulation was evaluated
by comparing the free energy as a function of the collective variable at different times and
the similar profiles obtained after 85 ns indicates a good convergence of the simulation.
6.4 Results and Discussion
6.4.1 Active Site Structural Motifs
In the 13 QM/MM trajectories (seven trajectories consisting of all-trans retinal and six
trajectories consiting of 13-cis, 15-syn retinal) a very flexible and heterogeneous active
site has been observed. These results are similar to the QM/MM simulations on the
C128T-Mutant121 and are in contrast to former classical force field studies, where only the
salt-bridge hydrogen bond pattern is preferred.42 Three RSBH+ hydrogen bonding pattern
as well as two E123 side chain conformations have been observed (see Figure 6.4.1) in the
trajectories.
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(a) (b)
(c) (d)
Figure 6.4.1: Hydrogen bonding pattern of ChR2-WT sampled in 14 ns QM/MM simulation. a)
RSBH+...OH2 b) RSBH+...O−-D253 c) RSBH+...−O-E123 d) for comparison, the rigid pentagonal
cluster of active site of BR.
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6.4.2 RSBH+ Hydrogen Bonding Patterns
Figure 6.4.2: a)-d) Hydrogen bonding pattern of RSBH+ over 1 ns QM/MM trajectory. a) Hydrogen
donor distance and b) Hydrogen donor-acceptor angle of ChR2. c) Hydrogen donor distance and d)
Hydrogen donor-acceptor angle of BR. In e) the dihedral angle of the E123 side chain is shown over
1 ns simulation time. The angle smaller than 240◦ corresponding to the E123-downward orientation of
the side chain.
The evaluation of the flexible hydrogen bond pattern in the active site needs adequate
criteria to determine the presence of a hydrogen bond. Therefore, in this study the hydrogen
bond is defined by the angle between the formal proton H+ acceptor A (−NH+...A−) and
donor N. This angle should be bigger than 150◦ for a hydrogen bond. The second criterium
is the distance between the formal proton H+ acceptor A and the donor N and should not be
larger than 3.5 Å. Applying these criteria to the 13 trajectories three hydrogen bond patterns
of the RSBH+ i) with D253 (Figure 6.4.1b), ii) E123 (Figure 6.4.1c) and iii) with a nearby
water molecule (Figure 6.4.1a) are found in the simulations. During the 1 ns trajectories
transition between the hydrogen bonding motifs are possible, which is shown in the temporal
evolution of the distance and angle criteria in Figure 6.4.2. The clustering of the snapshots
is based on the above mentioned criteria. The snapshots, where no hydrogen bond could be
found, have been allocated to the hydrogen bonding motif dependent on orientation of the
RSBH+, which means this snapshots are clustered dependent on the angle of −NH+...A−.
The trajectories containing 13-cis, 15-syn retinal show the same flexible behavior as the
all-trans trajectories and the analysis of their hydrogen bonding pattern brings up the same
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structural motifs as in the all-trans trajectories. This is not unexpected, since 13-cis, 15-syn
and all-trans retinal have very similar structural orientation in the active site of ChR-2 (see
Figure 1 in the Appendix).
The percentage of each hydrogen bond pattern in the all-trans trajectories (see Figure 6.4.3)
shows a preference of the RSBH+...−O-E123 and RSBH+...OH2 pattern, while in the 13-cis,
15-syn trajectories the RSBH+...−O-D253 pattern is dominant. Considering both retinal
configurations all three patterns are equally represented. This shows that D253 and E123
side chains are both the hydrogen bonding partner of the RSBH+ and therefore could both
be the proton acceptor of the RSBH+ proton in the later state of the photocycle.
When comparing the hydrogen bonding pattern with the hydrogen bond network in the BR
trajectory, the pentagonal water arrangement is well-preserved in the QM/MM simulation
(see Figure 6.4.2 c) and d)), while in ChR-2 the water arrangement is flexible. In contrast,
in ChR-2 two water molecules bridging E123 and D253 and two more water molecules
are involved in the water cluster when the RSBH+...OH2 motif is present (see figs. 6.4.1a
to 6.4.1c). When two water molecules are involved in the hydrogen bonding network, it is
named half barrel and if all four water molecules are involved it will be called barrel.
(a) Percerntage of Hydrogen Bonding Pattern of
RSBH+
(b) Percentage of E123 Conformation
Figure 6.4.3: Percentage of a) Hydrogen bonding pattern of RSBH+ and b) E123 side chain
conformation of all 13 QM/MM Trajectories, broken down into the retinal conformation.
6.4.3 E123 Side Chain Conformation
Two side chain conformations of E123 were sampled in the 13 trajectories: i) a E123 side
chain orientation towards the cytoplasmic side (E123-upwards) ii) and a E123 side chain
orientation towards extracellular site (E123-downwards) (see Figure 6.4.4). The E123 side
chain conformation is characterized by the dihedral angle around Cβ and Cγ bond (E123
upward: dihedral angle >240◦; E123 downward dihedral angle <240◦). The orientation of
the E123 side chain influences the hydrogen bonding pattern at the RSBH+ (Figure 6.4.3),
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(a) (b)
Figure 6.4.4: E123 side chain conformation in a) upward conformation towards the cytoplasmic side
and in b) E123 downward conformation towards the extracellular side.
when the E123 side chain is upward oriented, the RSBH+...OH2 and RSBH+...−O-E123
are preferred, on the other hand when E123 is downward oriented the RSBH+...−O-D253 is
dominant.
To further analyze the E123 side chain movement, well-tempered metadynamic simulation
with classical MD have been performed. The free energy profiles of the two E123
conformations have been evaluated and are shown in Figure 6.4.5. In ChR-2 in all-trans
trajectory, a 2.5 kcal/mol rise in free energy for the transition from E123-upward to
E123-downward orientation, indicates a slightly higher stability of E123-upward orientation
with all-trans retinal in the binding pocket. On the other hand, for the 13-cis, 15-syn retinal
no free energy barrier is observable. In this case there is no barrier between the two
conformations, and they have almost the same free energy. This is in good agreement
with the QM/MM simulations, since in the all-trans trajectories the E123 upward orientation
is more prominent, while in 13-cis, 15-syn the downward orientation is preferred (see
Figure 6.4.3).
Concluding this section, it could be said, that the active site is very heterogeneous and
flexible compared to BR. Regarding the characteristic absorption spectrum of ChR-2, the
E123 side chain conformation and three RSBH+ hydrogen bonding patterns could be
responsible for the multi-peaked absorption spectrum of ChR-2. The flexibility of the RSBH+
hydrogen bond induces, that both counter ions could act as proton acceptor.
6.4.4 Low Temperature Simulations and Retinal Configuration
In solid-state NMR studies at of Becker et al. at 80 K,50 the authors observed a shorter
distance between RSBH+ and the counter ions in ChR2 than in BR, which is in conflict with
the distance of the QM/MM trajectories at 300 K. BR (3.83 Å) and ChR2 (3.82 Å) have almost
the same RSBH+ to counter ion distance. Nevertheless, a previous study on BR showed a
structural change at low temperatures.113 To get an insight into the temperature dependence
of our system, simulations at 100 K have been performed.
The hydrogen bond pattern remains the same at 100 K, but due to the low temperature
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Figure 6.4.5: Free energy scan of E123 side chain rotation. In black the free energy curve of ChR-2
containing all-trans retinal and in orange containing 13-cis, 15-syn retinal
and the decreased kinetic energy of the system, the simulations show almost no transitions
between the single hydrogen bonding patterns, while at 300 K several transitions happen
within 1 ns. At 100 K, a rigid active site structure of ChR-2 is obtained. However, in two
out of 14 trajectories transitions between two structural patterns have been observed. The
structural patterns are summarized in the appendix in Table 1.
Comparing the starting structure at the beginning (300 K) with the structure at the end 100 K,
a higher amount of RSBH+...−O-E123 hydrogen bond motif in the trajectories has been
found. These significant structural changes happened during the cooling process. Thus, the
RSBH+...−O-E123 is favored at low temperatures and from a statistical point of view, this
indicates a slightly lower free energy of the RSBH+...−O-E123 motif (ca. 2 kcal/mol).
Furthermore, in the solid-state NMR-study50 a smaller distance between the RSBH+ and
the counter ion than in BR has been reported. The preference for the RSBH+...−O-E123
pattern results in the decrease of the distance between RSBH+ and E123 carboxyl group.
In Table 6.4.1 the averaged distances of the center-of-mass (of the carboxyl group) of the
counter ions E123 and D253 to the RSBH+ are listed. The averaged distance for the
simulations at 300 K is only slightly reduced compared to the distance measured in the BR
trajectory. Upon closer analysis, the distances of the low temperature trajectories a larger
decrease is observed. This mainly results from the preferred RSBH+...−O-E123 and the
less heterogeneous hydrogen bonding pattern of the RSBH+.
The simulations at low temperature sampled a decrease of the HC14-C15H dihedral
(167◦) of about 8◦ compared to the simulations at 300K (175◦) (see Table 6.4.2 ). This
temperature dependent alteration of the dihedral angle in the simulations gives the hint
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Table 6.4.1: The average distance between the RSBH+ nitrogen atom and the center of mass of





























1 2 3 4 5
RSBH+-
−OOC(E123)
2.76 (0.09) 2.73 (0.09) 2.79 (0.07) 3.24 (0.09) 3.33 (0.09)
RSBH+-
−OOC(D253)
4.37 (0.21) 4.57 (0.22) 5.04 (0.16) 5.36 (0.13) 5.15 (0.16)
cooling
100K
6 7 8 9 10
RSBH+-
−OOC(E123)
3.74 (0.18) 2.99 (0.11) 2.83 (0.07) 3.07 (0.13) 2.75 (0.07)
RSBH+-
−OOC(D253)
5.31 (0.15) 5.20 (0.16) 4.00 (0.19) 5.71 (0.14) 4.41 (0.18)
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that the experimental value of the solid-state NMR measurements (158◦)50 at 80K does
not accord to the value at 300K. The dihedral angle value at 100K is almost the same as the
experimentally measured dihedral angle in BR (164◦)126 and Green Proteorhodopsin (GPR)
(161◦)127 (see Table 6.4.1). The good reproduction of the low temperature HC14-C15H
dihedral is a hint that the current QM/MM sampling at DFTB3 level gives a representative
retinal geometry, suggesting an almost planar all-trans retinal and a ca. 20◦ twisted 13-cis
retinal around the C14-C15 bond at 300 K for ChR2-WT and ChR2-C128T complexes.
Moreover, comparison of the stability of the hydrogen bond at the DC-Gate shows, that the
water-bridged hydrogen bond is more stable at 100K than at 300K. The percentage of water
bridged DC-Gate increases (47%-90%) in simulations at 100 K in comparison to simulations
at 300K (30-55%).
Table 6.4.2: Averaged CC13=C14C, HC14-C15H, CC14-C15C torsional angles
Retinal isomer Torsional angle at 300K (100K) [◦]
CC13=C14C HC14-C15H
ChR-2 (water-bridged DC gate)
all-trans 178 (175) 175 (167)
13-cis 12 197










BR-xray (1C3W)128 all-trans 203 -
BR-xray (1X0S)129 13-cis 2 -
C1C2-xray (3UG9)30 all-trans 180 -
GPR-xray (4JQ6)130 all-trans 180 -
ChR2 exp.50 all-trans - 158
BR exp.126 all-trans - 164
GPR exp.127 all-trans - 161
6.4.5 Absorption Spectrum
Comparing the experimental spectra of BR and ChR-2, they differ in wavelength and in the
number of peaks. While the BR spectrum shows only one peak, in ChR-2 the spectrum
is blue shifted about 0.45 eV and three main peaks are present, at 2.62 eV, 2.80 eV and
2.99 eV (see Figure 6.1.1). The ChR-2 spectrum is recorded using a dark-adapted ChR-2
(after several minutes in darkness) with 70:30 mixture of all-trans and 13-cis, 15-syn retinal.
Initially, the blue shift of the ChR-2 spectrum has been suggested to result from the strong
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hydrogen bonding interaction between the RSBH+ and the ionic counter ions E123 and
D253, the so-called salt bridged motif. It was hypothesized, that it could stabilize the S0
state of the retinal, leading to a blue shift of the excitation energy compared to BR.
However, another study concluded, that the main shift derives from the different amino
acid composition in the binding pocket of ChR-2 and BR and, by extension, the changed
electrostatic interaction between the binding pocket and the retinal. The hydrogen bonding
interaction at the RSBH+ is only important for the absolute shift of the absorption property
of retinal, but does not have so much influence on the shift between BR and ChR-2.98,99
The explanation for the single peak character in the BR absorption spectrum is a rigid active
site structure (pentagonal cluster) representing a global ground state minimum with harmonic
oscillations around this minimum, due to thermal effects, leading to homogeneous spectral
broadening.119
However, as described in the previous section, ChR-2 has not such a global minimum
structure, in fact the active site can adapt one of several ground-state conformations, which
could explain the inhomogeneous spectral broadening of the absorption spectrum.
SORCI calculations on 50 QM/MM-minimized randomly chosen snapshots of the trajectories,
in a former study by the author,115 confirmed the assumption that the heterogeneity of the
structures is responsible for the broad excitation energy, since the snapshots did not collapse
in one global minimum after minimization. Furthermore, the SORCI spectrum showed a
range from 2.85 eV to 3.00 eV. This matches very well with the experimental spectrum of
ChR-2. Note, that in BR, the QM/MM minimization and SORCI calculations lead to only one
structural pattern, the pentagonal cluster, and only one excitation energy. Nevertheless, the
spectral shift of 0.45 eV between BR and ChR-2 is reproduced by the SORCI calculations
(about 0.50 eV115,121), while the absolute value of the excitation energy cannot be reached
due to the lack of polarization effects of the surrounding protein.
Due to the structural variety of the ChR-2 active site a simpler method should be used
to describe dynamical effects on the absorption spectrum. The semi-empirical method
OM2/MRCI turned out to be suitable for the retinal excitation after an extensive benchmark
by Beatrix Bold and Yanan Guo.115,121 The OM2/MRCI method has been used to calculate
the excitation energy of 13 000 snapshots (7 000 of all-trans and 6 000 of 13-cis, 15-syn
retinal) along the trajectories. In the spectrum in Figure 6.4.6 the excitation energies are
summarized in a histogram. Fitting a Gaussian function to the data (g(x) = a0ea2(x−a1)
2))
gives the maxima of the spectrum. Furthermore, to allow comparison the histogram of 1000
snapshots from the BR trajectory has been computed as well. The fitted maxima show a red
shift of about 0.57 eV compared to ChR-2 (see Figure 6.4.6). This is slightly higher than the
experimental spectral shift, but within the accuracy of the OM2/MRCI method.
Regarding the calculated spectra of all-trans and 13-cis, 15-syn retinal in ChR-2 (see
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Figure 6.4.6) the different retinal conformations lead to a spectral shift of about 0.05 eV,
which is only a minor shift compared to the all-trans retinal in the absorption spectrum.
Since the 13-cis, 15-syn trajectories show similar structural patterns as the all-trans, the
inhomogeneous absorption spectrum could result from both retinal configurations. However,
the question if the two retinal configurations are both present in ChR-2 can not be solved in
this study.
Figure 6.4.6: Calculated absorption spectrum of ChR-2 bound to all-trans retinal (blue) and 13-cis,
15-syn retinal (orange) and BR (green). The absorption maxima in eV are computed by fitting a
Gaussian function. In parentesis are shown the maxima in nm
Analyzing the influence of the active site structural patterns on the absorption spectrum,
the histograms have been divided on the basis of the particular structural RSBH+ motif
(see figs. 6.4.7a, 6.4.7c and 6.4.7e) and in the two E213 side chain conformations
(see figs. 6.4.7b, 6.4.7d and 6.4.7f). The maximum shift between the spectrum of
the RSBH+ hydrogen bonding patterns is about 0.09 eV between RSBH+...−O-E123
and RSBH+...−O-D253 motif for the ChR-2 bound to a mixture of all-trans and 13-cis,
15-syn retinal. Considering only the all-trans retinal the maximum shift is between the
RSBH+...−O-E123 and the RSBH+...−O-H2O patterns and reduced to 0.05 eV, whereas in
the protein bound to 13-cis, 15-syn retinal the maximum shift is between RSBH+...−O-E123
and RSBH+...−O-D253 patterns of about 0.09 eV.
The E123 side chain conformation shifts the spectrum about 0.12 eV for the protein bound
to the mixture of retinal, 0.07 eV for the protein bound to pure all-trans and 0.15 eV for
the protein bound to pure 13-cis, 15-syn retinal. The shift in the experimental absorption
spectrum of ChR-2 is about 0.18 eV and 0.37 eV between the main and sub peaks.
Therefore, it can be concluded, that within the accuracy of the method, both retinal
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conformations (all-trans and 13-cis, 15-syn) as well as the structural variety of the E123
side chain conformation contribute to the fine structure of the absorption spectrum in ChR-2.
In particular the E123 side chain conformation is the key structural reason for the fine
structure, since this pattern leads to the largest spectroscopic shift (0.15 eV).
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(a) all-trans & 13-cis, 15-syn retinal (b) all-trans & 13-cis, 15-syn retinal
(c) all-trans retinal (d) all-transretinal
(e) 13-cis, 15-syn retinal (f) 13-cis, 15-syn retinal
Figure 6.4.7: Calculated absorption spectrum of trajectories in the form of a histogram containing
all-trans & 13-cis, 15-syn (single point excitation energy calculations with OM2/MRCI of 13 000
snapshots) Contribution of the different hydrogen bond patterns (a, c, e) and contribution of the different
E123 side chain conformations to the spectrum (b, d, f) in trajectories containing a mixture of both
retinal conformations (a, b), all-trans (c,d) or 13-cis, 15-syn (e, f). Gaussian functions are used to fit
the spectra. The corresponding maxima are listed in the same color in eV (nm). In total all 13 000
snapshots are concentrated in the histogram.
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6.4.6 DC-Gate
In the ChR2-C128T mutant the C128 is replaced by a threonine amino acid. This mutation
leads not only to a 200- to 1000- fold extended lifetime of the conducting state,56 but also to a
direct hydrogen bond between the T128 and the D156 residues.102,121 Yanan Guo performed
a detailed computational study on the ChR2-C128T mutant121 as described above for the
ChR-2 wild type (WT).
The hydrogen bond pattern in simulations with a water bridged DC gate (containing 13-cis,
15-syn and all-trans retinal) corresponds to 40 % RSBH-E123, 33 % RSBH-D253 and 27 %
RSBH-H2O, while in the simulations of ChR2-C128T with direct DT gate the hydrogen bond
pattern is composed of 72.1 % RSBH-E123, 4.5 % RSBH-D253 and 23.4 % RSBH-H2O
(containing 13-cis, 15-syn and all-trans retinal). Based on these results, the question has
arisen, whether there is a coupling between the structural pattern of the DC-Gate and the
hydrogen bond pattern of the active site. Does the percentage of the hydrogen bond pattern
change with respect to the DC-Gate pattern?
As mentioned above in section 6.3, two different DC-gate structures have been found in
the MM equilibration simulations of the ChR-2 models. On the one hand a water molecule
bridges D156 and C128 (water bridged DC-gate, Figure 6.4.8a) and on the other hand a
direct hydrogen bond is formed between D156 and C128 (direct DC-gate, Figure 6.4.8b),
where D156 serves as a donor and C128 as an acceptor. Up to here the direct DC-Gate
structure has been discarded from the analysis, since the vibrational frequency calculations
indicate only a water-bridged DC-Gate in ChR-2 (see section 6.3). Furthermore, the water
bridged DC gate has been proposed by previous classical MD simulations42 and validated by
QM/MM vibrational frequency calculations.102 Controversially, spectroscopic measurements
suggest a direct bond DC-Gate.39,49,64,101 The hydrogen bonding situation in the DC-Gate
was not solved for the ChR-2 Dark-state and was a controversial issue. In the discarded
QM/MM simulations with a direct DC-Gate, the active site structures pattern composition
differs compared to the water bridged simulations, thus a coupling between the DC-Gate
motif and the active site has been assumed. To further analyze the active site of the structure
with a direct DC-Gate and its subsequent impact on the excitation energy, the discarded
direct DC-Gate structures are reactivated and the same QM/MM simulations as for the water
bridged DC-Gate have been performed and analyzed.
The behavior of the direct-DT-Gate structure in ChR2-C128T of Yanan Guo’s study and the
water bridged DC-Gate structure can be directly compared with the obtained results on the
direct DC-Gate in the wild type. Furthermore, the correlation between the water bridged
DC-Gate, the direct DC-Gate and the direct DT gate with the active site is analyzed.
Six QM/MM MD simulations on ChR-2 containing a direct DC-Gate have been performed
with a timescale of 1ns. As starting structure for the QM/MM simulations, the discarded
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Figure 6.4.8: Different DC-Gate structures after Equilibration. a) water bridged DC-Gate and b) direct
DC-Gate of ChR-2 and c) the direct DT-Gate in ChR2-C128T mutant adapted from.121 In the following
productive QM/MM simulations the water bridged DC-Gate and the DT-Gate are stable, while the direct
DC-Gate forms different motifs during the simulations (see text and Figure 6.4.9)
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structures after the equilibration step (see section 6.3), containing a direct DC-Gate have
been used. For the analysis of the water-bridged DC-Gate the previously described
trajectories are used and for the analysis of the DT-Gate the trajectories by Yanan Guo have
been used121
The analysis of the DC-Gate hydrogen bond pattern of the QM/MM simulations containing
the water bridged DC-Gate show a stability of the water bridged hydrogen bond between
C128 and D156 about 32,6%. However, the carbonyl O-H of D156 is hydrogen bonded to
the oxygen atom of a nearby water and this hydrogen bond is stable about 98,8 % in the
trajectory. Neither a turn of D156, nor a change in the dihedral of the C128 side chain within
5 ns simulation time is visible. This hydrogen bond pattern is stable in all QM/MM simulations.
The S-H group of C128 points mainly to T127, but no hydrogen bond between C128-S-H and
O-T127 (Figure 6.4.8a) is formed. However, the S-H group is very flexible and rotates several
times during the simulation, this is in accordance to vibrational frequency studies.131
In the simulation of the ChR-2-C128T mutant with the DT-Gate a hydrogen bond of O-H T128
to the backbone carbonyl group of W124 residue is observed as well as a turned carboxyl
group of D156 with respect to the orientation in the water bridged DC-Gate structure (see
Figure 6.4.8). This structure motif is stable in all six simulations.
In the simulations containing a direct DC-Gate, three different types of structure motifs have
been observed:
i) In the first motif (motif 1), the carboxyl group of D156 is turned with respect to the
water bridged-DC-Gate. A hydrogen bond between the carboxyl (C=O) group of the
D156 side chain and a nearby water molecule is formed and the S-H group of the C128
side chain points in the direction of the retinal (see 6.4.9a). This DC-Gate motif has
been observed most frequently, in four out of six simulations.
ii) In the second motif (motif 2 in 6.4.9b), the carboxyl group of D156 side chain orients
like in the water bridged DC-Gate motif, the hydroxyl group of D156 side chain points
next to retinal chromophore, and the S-H group of the C128 side chain points towards
the retinal.
iii) In the last DC-Gate motif (motif 3 in 6.4.9c) the hydrogen bond pattern is like in the
DT-Gate motif. The carboxyl group of D156 side chain is turned with respect to motif
2, but the S-H group of C128 side chain forms a hydrogen bond to the backbone
carbonyl group of the W124 residue. In simulations containing motif 3, the E123 side
chain rearranges in the downward orientation, this is not the case in the trajectories
containing motif 1 or 2. Motif 2 and motif 3 have been observed respectively only in
one of six trajectories.
Since six independent simulations have been performed, each structure motif is stable at
least over 1 ns. The S-H group of the C128 side chain does not form any hydrogen bond,
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only in motif 3 a hydrogen bonded S-H group is observed. And only in simulations with motif
3 a 15% to 30% higher probability for a E123 downward conformation can be observed.
Therefore, the hydrogen bond of the S-H group of the C128 side chain seems to influence the
E123 conformation. This is supported by the fact, that in the ChR2-C128T mutant, the E123
downward orientation is also sampled more often compared to the ChR-2 WT containing
water bridged DC-Gate and hydrogen bond pattern in ChR2-C128T mutant is similar to the
motif 3 in the direct DC-Gate.
The simulations with the water-bridged DC-Gate sample a relatively rigid structure, no
changes in the hydrogen bonding pattern can be observed, thus the pattern is stable in all
simulations, while in the direct DC-Gate three different hydrogen bond motifs are observed.
The variety of the hydrogen bonding patterns in the direct DC-Gate simulations could indicate
a structural origin for the fine structure in the absorption spectrum or it is an indication for the
reduced stability of this DC-Gate structure.
QM/MM Simulations with DC-Gate in the QM-zone
Since with classical force fields mainly a salt bridge between the retinal SB and the counter
ion E123 can be sampled, so a detailed description of the chromophore geometry can be
achieved only by quantum mechanics, therefore QM/MM simulations have been performed.
Indeed, it was shown in the former sections, that the active site of ChR-2 can be properly
described only by including the retinal and its counter ions in the QM region. But what about
the hydrogen bond pattern at the DC-Gate? Will the hydrogen bonds be described correctly,
if D156 and C128 are not included in the QM-zone?
For further testing of the hydrogen bond pattern at the DC-Gate, nine QM/MM simulations
containing the DC-Gate, the water bridged DC-Gate and in case of the water bridged
DC-Gate with an additional water molecule in the QM-zone have been performed, each
with a simulation time of 1 ns. As starting structure for four trajectories the water-bridged
DC-Gate motif and for five trajectories the direct DC-Gate has been chosen. The starting
motif of the direct DC-Gate is either motif 1 or motif 2 as shown in figs. 6.4.9a and 6.4.9b.
The trajectories with the direct DC-Gate show, that in two out of five trajectories, a water
molecule moves in the DC-Gate within 1 ns simulation time and stays there for the rest of
the simulation. Similar reorientations of the D156 and C128 side chains happen before a
water molecule moves between D156 and C128. The D156 carboxyl group switches, so
that the carbonyl group of D156 is now next to the retinal molecule, then the C128 side
chain reorients and adopts the conformation pointing to T127. The distance between the
alcohol group of T127 and H-S group of C128 decreases from 6.5 Å to 4.5 Å, while the
distance between D156 and C128 increases. In the last step, a water molecule moves in
the gap between D156 and C128 and the same conformation as in the water bridged motif
(Figure 6.4.8) is adopted, due to this, the distance between S-H of C128 and side chain O-H
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(a) Direct DC-Gate motif 1
(b) Direct DC-Gate motif 2
(c) Direct DC-Gate motif 3
Figure 6.4.9: Direct DC-Gate motifs found in six QM/MM simulations. Motif 1 has been observed in 3
out of 5 simulations, while motif 2 and motif 3 are found only in one simulation.
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of T127 decreases again. In the simulations where no water molecule moves in, mainly the
motif 2 shown in Figure 6.4.9b is sampled. This indicates that motif 2 is the most stable
hydrogen bonding pattern motif and motif 1 and motif 3 arise in the QM/MM simulations
without the DC-Gate in the QM-zone only due to the incorrect description of hydrogen bonds
by the force field. Thus, further analysis of the trajectories with a direct DC-Gate is based on
the simulations containing the DC-Gate in the QM-zone.
In the four trajectories starting from the water bridged DC-Gate, the hydrogen bond pattern
of the DC-Gate stays stable. There are no structural changes over 1 ns simulation time. The
average distance between S-C128 and O-T127 is about 4.3 Å and the dihedral angle of C128
side chain is about 145◦. Therefore, the results from the former analysis can be used for the
comparison with the trajectories containing a direct DC-Gate.
Correlation Between the DC/DT-Gate and the Active Site
A different active site hydrogen bond pattern in the direct DC-Gate simulations is observed
compared to the water bridged DC-Gate. The percentage of the hydrogen bond pattern
of the simulations with different DC-Gate is shown in Table 6.4.3. Here only the
all-trans trajectories are considered. The hydrogen bond pattern RSBH+...OH2 is preferred
in the direct DC-Gate while in simulations with a water bridged DC-Gate the pattern
RSBH+...−O-E123 and RSBH+...OH2 are almost equally populated. The comparison of
the ChR2-C128T simulations shows a similar distribution compared to the ChR-2 WT
simulations with direct DC-Gate. This indicates a coupling between the DC-Gate and
the hydrogen bond pattern at the active site. Nevertheless, the hydrogen bond pattern
RSBH+...−O-D123 is slightly more stable in ChR-2 WT than in the ChR2-C128T mutant.
As suggested for the ChR2-C128T mutant,115,121 the downward configuration of the E123
side chain leads to a main hydrogen bond pattern with RSBH+...OH2.
Thus, the movement of the E123 side chain leads to a structural difference in the active site
pattern. In order to get a better insight in the correlation between DC-Gate and the active
site, the E123 side chain conformations has been analyzed in the direct DC-Gate simulations
(Table 6.4.3).
The direct DC-Gate of ChR2-C128T shows smaller population in the E123 upward
orientation, thus it can be expected, that the E123 upward conformation is also less present
in the direct DC-Gate of ChR-2. But the opposite has been observed in the simulations.
The E123 upward conformation is preferred in direct DC-Gate of ChR-2 as well as in the
water-bridged DC-Gate of ChR-2. This means the E123 upward conformation in direct
DC-Gate in ChR-2 is more stable than in the DT-Gate of ChR2-C128T mutant. Therefore,
the water in the DC-Gate is not the origin for the stability of the hydrogen bond between E123
side chain and T127 side chain. The orientation of the E123 side chain is not affected by the
DC-Gate hydrogen bond pattern. Moreover, the different stability of the E123 side chain and
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T127 side chain hydrogen bond could result from changed electrostatic interactions, when
replacing the C128 with a threonine.
Table 6.4.3: Summary of structural properties of the active site with different DC-Gate hydrogen bond






Distance D156-O-H – S-C128/T128 5.3 Å 2.8 Å 4.0 Å
C(T)128-S-H – O-T127 4.3 Å 5.7 Å 5.2 Å
T127-O - RSB 3.6 Å 3.6 Å 3.1 Å
Dihedral C128 side chain 149.6◦ −78.8◦ 92.7◦
E123 side chain
conformation
up 76% 18% 81%
down 24% 82% 19%
RSBH hydrogen
bond pattern
-RSBH+. . . -O-(E123) 49% 19% 10%
-RSBH+. . . -O-(D253) 9% 9% 32%
-RSBH+. . . OH2 42% 73% 58%
Excitation energy OM2/MRCI 3.19 eV 3.08 eV 3.06 eV
Shift to BR OM2/MRCI 0.57 eV 0.46 eV 0.44 eV
The results show a coupling between the DC-Gate structure and the hydrogen bond pattern
next to the RSBH+. A different hydrogen bonding pattern distribution has been sampled
for the water-bridged and for the direct DC-Gate in ChR-2. To get a better insight in this
coupling, the stability of the hydrogen bond between E123 and T127 side chain, which
directly influences the E123 side chain conformation in the active site, has been analyzed.
Thus, one can conclude that there is no direct coupling between the E123 side chain
orientation and the DC-Gate motif. The coupling between DC-Gate and active site must
originate from the electrostatic interaction and not from the hydrogen bond between E123
and T127 side chain.
Nack et al.43 proposed a direct DC-gate (in ChR-2) or DT-gate (in ChR2-C128T mutant)
structure, i.e. a direct hydrogen bond between the side chains of D156 and C128/T128.
However, the simulations on the direct DC-Gate performed in this study suggest, that D156
serves as the donor (see Figure 6.4.9). Two observations are in favor of the D156 side chain
acting as donor: (i) in the C1C2 crystal structure, the thiol group of C167 (C128 in ChR2)
points away from D195 (D156 in ChR2);42 (ii) the extended photocycle kinetics observed in
ChR2 after C128T mutation can hardly be explained by the same DC and DT gate structure.
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The D156 serves as proton donor for the RSB in the later states in the photocycle.43,60
Therefore, the distances between the protonated carbonyl group of D156 and the RSBH+
have been measured (see Table 6.4.3) in the simulations with different DC-Gate structure,
to see whether a complete proton transfer from the D156 side chain to the RSB could be
possible.
Excitation Energies
The slightly changed active site hydrogen bonding pattern found in the trajectories with a
direct DC-Gate could lead to a shifted excitation energy of the retinal molecule. Thus,
the excitation energies of 3 000 snapshots of the QM/MM trajectories (see Figure 6.4.11),
containing the DC-Gate in the QM-zone and adopting motif 2, have been calculated with the
OM2/MRCI method and have been analyzed in the same way as the water bridged DC-Gate
in subsection 6.4.5.
The clustered spectra of the direct DC-Gate with motif 2 show similar excitation energy
shifts between the structural patterns as in the water bridged DC-Gate trajectories (compare
Figure 6.4.7).
The rearrangement in the surroundings of the retinal chromophore due to the water in the
DC-Gate shifts the spectrum and yields a hypsochromic shift about 0.2 eV compared to the
trajectories containing the water-bridged DC-Gate. Nevertheless, there is almost no shift
between ChR-2 WT with direct DC-Gate and ChR2-C128T mutant. Thus, the change of the
electrostatic environment due to the mutation has a minor influence on the chromophore
conformation and the excitation wavelength.
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(a) RSBH+ hydrogen bonding pattern
(b) E123 side chain conformation
Figure 6.4.10: Calculated absorption spectrum of trajectories summarized in a histogram containing
all-trans with the DC-Gate motif 2 in 6.4.9b and the DC-Gate in the QM-zone (single point excitation
energy calculations with OM2/MRCI of 3 000 snapshots). a) Contribution of the different RSBH+
hydrogen bond patterns and b) contribution of the different E123 side chain conformations to the
absorption spectrum. Gaussian functions were used to fit the spectra. The corresponding maxima
are listed in the same color in eV (nm).
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Figure 6.4.11: Calculated absorption spectrum of ChR-2 with water bridged DC-Gate (all-trans) (blue)
and direct DC-Gate (red) and BR (green). The absorption maxima are computed by fitting a Gaussian
function.
6.4.7 E90 Side Chain Configuration
Long MD simulations of the ChR-2 WT and ChR2-C128T mutant121 with a timescale of 1 µs
show, that the E90 side chain is flexible. After a simulation time of several ns (for details see
appendix Table 2), the E90 side chain flips downward, towards the extracellular side, and
the hydrogen bond partner is changed from N258 to D253 in all four trajectories of ChR-2.
Interestingly, three out of four trajectories (each 400 ns) from the ChR2-C128T mutant show
the flip of the E90 side chain, too.121 In Figure 6.4.12 are shown three representative
conformations of the E90 side chain, while the conformation in Figure 6.4.12a was only
observed in the ChR2-C128T mutant and not in the ChR-2. These hydrogen bonding
patterns are consistent with former studies on C1C2 chimera.132 The backbone dihedral
around Cβ-Cγ of E90 is about ±180◦ in the conformations shown in Figure 6.4.12a and
Figure 6.4.12b, respectively and about 70◦ in the downward conformation (Figure 6.4.12c).
In Figure 6.4.12c, the hydrogen bond is formed between E90 and the counter ion D253,
while the N258 side chain amine forms a hydorgen bond with the S63 hydroxyl group.
The observed structural changes on the side chain dihedral angle of the E90 has been
analyzed with well-tempered MM metadynamic simulation on the ChR-2 (see Figure 6.4.13),
in order to get a free energy profile for this rotation. The profile shows a lower free energy
for the downward orientation at 70◦ (Figure 6.4.12c) of the side chain dihedral angle of E90
than for the upward orientation at ±180◦ (Figure 6.4.12b) and a barrier between the two
conformations about 6.5 kcal/mol. That is to say, the downward orientation of the E90 side
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Figure 6.4.12: Three possible central gate structures. a) Two hydrogen bonds between E90 and N258;
only observed in ChR2-C128T mutant; dihedral of E90 side chain of 180◦; b) one hydrogen bond
between E90 and N258 and one hydrogen bond between N258 and S63; observed in ChR-2 and
ChR-2-C128T mutant; dihedral of E90 side chain of 180◦; c) one hydrogen bond between N258 and
S63; dihedral of E90 side chain of 70◦. Figure adapted from.121
chain is preferred in the ChR-2 structure.
The timescale of the E90 flip in the 1 µs simulations is in range from 300 to 600 ns, this is
consistent with the received barrier of 6.5 kcal/mol between ±180◦ dihedral angle to 70◦
dihedral angle in the MM metadynamic simulation.
Therefore, the study of Kuhne et al.,47 where a downward movement of the E90 side
chain after 200 ns is suggested to be a first step of the photocycle after the isomerization,
which leads to the channel opening, is an observed structure rearrangement due to the
enlarged sampling on the homology model of ChR-2. Additionally, in Kuhne et.al47 a strain
is suggested to propagate from the K256 side chain to the N258 residue after the C13=C14
isomerization of the retinal. Therefore, it is suggested, that the hydorgen bond between N258
and E90 is weakened and this initiates the E90 downward movement after the isomerization.
Interestingly, in this study the side chain of the retinal-linked Lysin (K256) is included in the
QM region in the QM/MM simulations and it could be observed that the dihedral angle of
the side chain is very flexible. This angle can change several times during 1 ns. Therefore,
the propagation of the strain to the N258 side chain is not possible, because the strain can
easily be converted to rotation energy of the K256 side chain.
Interestingly, a previous computational study103 on a C1C2 homology model shows no
downward rotation of the E90 side chain, however, the MM MD sampling time had been
in the timescale of 4 µs. This could be caused by their use of the AMBER99-SB force field
while in this study the CHARMM36 force field has been used for the MM MD simulations.
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Figure 6.4.13: Free energy profile of E90 side chain rotation.
6.4.8 Simulations on Crystal Structure
In late 2017 the crystal structure of ChR-2 was published (PDB-Code: 6EID31). The
homology model used in this study is similar to the crystal structure. The major difference
emerges in the orientation of the E90 side chain. As already discussed above, the E90
side chain is oriented upwards in the homology model and is thereby not in the energetically
minimum (see Figure 6.4.13). This is also confirmed by the crystal structure, the E90 is
downward oriented and points towards the D253 counter ion and builds up a water bridged
hydrogen bond with the D253 and E123 counter ions.
Moreover, the crystal structure contains a water molecule between the side chain D156 and
C128 and therefore confirms the water arrangements predicted both by this and several
other computational studies.42,103,115 Minor differences between the homology model used
in this study and the crystal structure exist in the hydrogen bonding pattern between the two
monomers of the dimer, as well as in the residues at the extracellular side of the protein
(residues E101, E97 and Q56). Nevertheless, the effect of the E90 side chain orientation on
the active site hydrogen bonding pattern and on the excitation energy needs to be analyzed.
Therefore, 28 QM/MM simulations have been set up with four different QM-zones and six
different water arrangements in the vicinity of the RSBH+ (details see section 6.3).
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Structural Characteristics
Concerning the water distribution in the active site, it should be noted that in the crystal
structure three water molecules are present in the vicinity of the RSBH+ (Figure 6.4.14a),
while in the homology model structure, four or more water molecules are present (see Figure
6.4.14b).
The water molecules play an important role for the hydrogen bonding pattern at the RSBH+.
Since the crystal structure and the homology model differ in the water distribution inside
the protein, the impact of the water amount on the hydrogen bond pattern needs to be
analyzed. Therefore, QM/MM trajectories with the lower water density of the crystal structure
and QM/MM trajectories with the higher water density (four or more water molecules) of the
homology model have been performed and analyzed. In order to gain a starting structure of
the crystal structure with a high water density, the water molecules of the homology model
have been fitted and inserted into the crystal structure. Different water arrangements of
several snapshots of the former trajectories of the homology models have been fitted to the
crystal structure.
(a) (b) (c)
Figure 6.4.14: Water molecules (green) in the vicinity of RSBH+ a) of the crystal structure b) of the
homology model c) of MM MD of crystal structure after 600 ns simulation time.
Comparing the trajectories with the lower water density and the higher water density, it
becomes clear, that the active site of the trajectories with crystal water molecules is much
more rigid and fewer rearrangements happen within 1 ns simulation time. For example in
the trajectories with the lower water density, the E123 side chain conformations stay in
the upward orientation over the whole simulation time, while in the trajectories with the
higher water density from the homology model, the E123 side chain adopts the downward
orientation. However, the trajectories with the crystal structure water density are not as stable
as the trajectories with the higher water density, since in several simulations, protonation of
the counter ions E123 and D253 from the E90 side chain or nearby water molecules occur
in the trajectories.
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Furthermore, in the trajectories with higher water density, the downward orientation of the
E90 side chain is not stable except in the trajectories with the largest QM-zone containing the
retinal, K257, E123, D253, T127, K93, the DC-Gate and the E90. The E90 flips up within the
first 10 ps in eight out of twelve trajectories, but if both the E90 and the DC-Gate are included
in the QM calculation, the E90 is stable and stays in the downward orientation. However,
in the trajectories with the smaller water density of the crystal structure the E90 downward
orientation is stable in trajectories, no matter which QM-zone has been chosen. First and
foremost, these findings imply the importance of the chosen QM-zone for the right description
of such complex hydrogen bonding networks. Only the inclusion of the DC-Gate in the
QM-zone stabilizes the E90 side chain at the downward orientation. Not even the trajectories
with a QM-zone, containing the E90 without the DC-Gate prefer the E90 downward position,
here in two out of four trajectories the E90 moves upwards. This is in contrast to the results
from the MM metadynamics (see Figure 6.4.13), but a possible reason for this discrepancy
could be the incorrectly described interaction between atoms in the QM region and the atoms
in the MM region, since the electrostatic effects and polarization effects are considered only
approximately (details see section 5.4) between these two regions. Since the trajectories
with the largest QM-zone (retinal, K257, E123, D253, T127, K93, E90 and DC-Gate) include
all effects between the relevant residues, the hydrogen bond pattern composition and retinal
conformation in these trajectories as well as the distance between RSBH+ and the counter
ions have been analyzed (see Table 6.4.4).
Interestingly, the trajectory with the water distribution from the crystal structure (low water
density), shows a salt bridge to the E123 side chain in only 12.6% of the snapshots, but
the RSBH+ does not form any hydrogen bond in most of the snapshots (86.2%). This is
reproduced in the torsional angle of the retinal, which is almost planar. However, in the
trajectories with higher water density, the structural pattern varies and the RSBH+ forms
hydrogen bonds with E123 (47.4%) side chain or a water molecule (22.1%). Furthermore,
the E123 downward movement occurs in 37.0% of the snapshots and hardly ever in the low
water density trajectories (0.3%). The averaged distance between RSBH+ and any counter
ion is shorter with a lower water density than with higher water density, but the torsional
angle of the retinal molecule is with both water distributions almost planar.
With these results, it can be concluded, that the E123 salt bridged is not the only hydrogen
bonding pattern formed by the RSBH+, the structural variety analyzed in the former sections
is therefore not wrong, but the diversity of the active site hydrogen bond pattern is strongly
dependent on the water distribution at the active site. The water molecules are very important
and play a key role for the structural arrangement in the active site.
The determination of the crystal structure takes place at very low temperatures around
80-100 K and the protein structures can adopt different structural patterns as been reported
in previous studies.113 More importantly, the water density can strongly decrease during
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Table 6.4.4: Structural parameters over simulations with high and low water density in the crystal
structure. The values for the high water density simulation are averages over five 1 ns QM/MM
trajectories, while due to the instability of the simulations with low water density, the values are
averaged over one 1 ns QM/MM simulation.
high low
water density water density (x-ray)
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the crystallization procedure, since these are very harsh conditions for a protein, which are
usually evolutionarily invested to perform optimally at a temperature range around 273-313 K
(0-40 ◦C). This is the natural temperature range between frozen water and the denaturation
temperature of proteins. Thus, due to the crystallization process at very low temperatures,
unnatural rearrangements could happen and also the water density in crystal structures of
proteins can be reduced.
To investigate the water amount at the active site at 300 K, a 600 ns long MM-MD simulation
of the crystal-structure in a box with POPC-lipid bilayer and bulk water has been performed.
The temperature of the simulation was set to 300 K. With the same conditions an additional
MM-MD simulation of the crystal structure containing the water molecules of our homology
model has been performed as well. The water distribution increases in the crystal structure
after 600 ns. To illustrate this, the water distribution of the crystal structure (PDB Code: 6EID)
is shown in 6.4.15a and the water distribution after 600 ns MM-MD simulation is shown in
6.4.15b. Furthermore, the water density at the vicinity of the RSBH+ is increased as well
(see 6.4.14c). The amount of water molecules at the active site after the long MM-MD
simulation is comparable with the water molecule distribution in the homology model (cf.
6.4.14b and 6.4.14c). Therefore, the active site described in the former sections, with
the high diversity on hydrogen bond pattern and side chain conformation is still reliable for
ChR-2.
When starting a long MM MD simulation about 900 ns timescale with the crystal structure,
containing the higher water density of the homology model, a slight decrease in the water
density at the active site is observed (cf. 6.4.15c and 6.4.15d). Interestingly, the water
density on the intracellular side of the protein (above the central gate) is reduced at the
end of the simulation. It seems as if the the crystal structure pushes out the water on the
extracellular side of the protein during the simulation.
Absorption Spectrum
The excitation energies over the trajectories have been calculated and there is no shift of the
excitation energy (see Table 6.4.4) between the trajectories containing the crystal structure
water distribution compared to the trajectories containing the higher water density distribution
of the homology model. Comparing the averaged excitation energy of the simulations on the
crystal structure (3.23 eV) with the excitation energy on the homology model (about 3.21 eV
Figure 6.4.6), the influence of the E90 side chain orientation on the excitation energy is
negligible and therefore does not shift the spectrum.
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(a) (b)
(c) (d)
Figure 6.4.15: ChR-2 crystal structure with the water density distribution a) of the crystal structure
(PDB code: 6EID31) (red) b) after a 600 ns MM MD simulation of the crystal structure (blue) and c) the
water distribution of the homology model fitted in the crystal structure (blue) d) and the structure from
c) after 900 ns MM MD simulation time.
94
Chapter 6. Dark State of Channelrhodopsin-2
6.4.9 Concluding Remarks
The detailed characterization of the binding pocket in ChR-2 is of great importance not only
to rationalize color tuning studies, but also for the following reasons: i) the active site is
crucial for the steps following the photoisomerization of the retinal, ii) the active site is directly
connected to the central gate, which plays a key role in the ion selectivity of the channel and
the pore formation during the photocycle iii) the DC-Gate structure pattern is important for
the reprotonation of the RSB and the channel closing. All these points are crucial for the
understanding of the function mechanism of the ChR-2. The detailed knowledge about the
function of all the structure patterns enables a more directed and effective engineering of
new optogenetic channels. For example the conversion of the ion selectivity to a K+ or Ca+
selectivity of the ChR-2.
In the study on the homology model a heterogeneous active site has been found,
consisting out of three RSBH+ hydrogen patterns and two E123 side chain conformations.
Furthermore, a temperature dependency of the hydrogen bonding patterns has been
uncovered. At 100 K the hydrogen bonding patterns are more rigid than at 300K, a preferred
hydrogen bonding motif can be determined and therefore this motif is suggested to have a
lower free energy than the other two patterns.
The absorption properties of this heterogeneous active site have been found to lead to the
multi-peak nature of the absorption spectrum. Moreover, the hydrogen bonding patterns
contribute to the broadening of absorption peaks and the E123 side chain shifts the excitation
energy up to 0.1 eV and thus is responsible for the sub-peak nature of the spectrum. The
impact of the 13-cis, 15-syn retinal conformation on the structural motif distribution at the
active site has only been found in the statistical distribution of the patterns. Thus, the
13-cis, 15-syn retinal conformation does not change the absorption spectrum and therefore
the 13-cis, 15-syn retinal conformation can not be excluded from the analysis due to
computational reasons, but the question of its presence has been clarified experimentally
now.50
A correlation between the presence of a water molecule in the DC-Gate and the active site
hydrogen bonding pattern has been found. The inclusion of the DC-Gate in the QM-zone
implied a water bridged DC-Gate structure, since in half of the QM/MM simulations the water
molecule spontaneously moves in between D156 and C128 and the water bridged DC-Gate
motif is stable over time, while in the other case several rearrangements happening during
the simulations. It is astonishing, that within 1 ns simulation time in two out of five simulations
a water molecule moves in the DC-Gate and stays there for the rest of the time. This is a
strong indication for the presence of the water molecule in the DC-Gate. The simulations with
different QM-zones show different results, this demonstrates the importance of a well-chosen
QM-zone while describing the sensitive hydrogen bond patterns of proteins.
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The direct DC-Gate shifts the absorption spectrum by about 0.15 eV compared to simulations
with the water-bridged DC-Gate. This shift does not result from an E123 downward
conformation, since the E123 upward conformation is more stable in the direct DC-Gate.
Interestingly, the water in the DC-Gate shifts the excitation energy about the same value as
the mutation of the C128 to T128. Thus, the electrostatic interaction in the ChR-2-C128T
mutant due to the mutation in the vicinity of the retinal has to be canceled by other effects or
has to have a minor impact on the excitation energy.
The controversially discussed E90 movement found by MM MD simulations is clarified by free
energy calculations and it was determined that the E90 downward orientation is energetically
preferred in ChR-2. Since the energy barrier between the upward and downward movement
is in a range of several kcal/mol for ChR-2, long MD simulations with a time scale of several
hundred ns or µs were necessary to detect this conformational detail.
In general, force field based methods are very useful tools to describe unknown protein
structures and predict structural dependencies, but one has to be very careful with
interpretations on homology models. An extended testing on structural arrangements is
indispensable, not only for the reason that homology models are still approximated structures
and can predict wrong conformations, but also if the models are very trustworthy, energy
barriers of few kcal/mol between two structural states lead to rearrangements after an
extended sampling time. This yields to the general and clear suggestion for extended
sampling on homology protein models, since minor side chain rearrangements can be
detected and with free energy calculations on these arrangements the model can be
validated and further improved.
The computational methodology as described in this chapter has been frequently used in
former studies on retinal proteins and the effect of different retinal conformations and protein
structures can be well reproduced. Since the relative excitation energies between ChR-2
and BR are well reproduced, it can be concluded that the homology model represents ChR-2
structure.
Nevertheless, the free energy differences of the structural motifs found in this study are
within a few kcal/mol, thus very small inaccuracies can shift the occupations of the states.
However, the required accuracy is definitely higher than the chemical accuracy of 1 kcal/mol
of the QM methods. But such high accuracy is difficult to achieve for standard electronic
structure methods, that is why the picture shown here is only a qualitative picture and should
not be over-interpreted.
Since in late 2017 the crystal structure was published, the suitability of the homology model
used in this study could be tested. The crystal structure confirmed the results for the E90
side chain conformation calculated by free energy calculations.
The description of structural patterns within proteins, particularly hydrogen bonds, are
96
Chapter 6. Dark State of Channelrhodopsin-2
still a challenge for molecular force fields. The lack of polarization effects can lead to
the underestimation of hydrogen bonds and to artifacts. QM methods perform better in
describing hydrogen bonds and polarization effects, but their drawback is the computational
cost, which brings up other challenges like size of the QM part and sufficient sampling of the
protein. As was shown in the last section, the selection of the residues described by QM
methods is crucial to get reliable results.
QM/MM simulations on the active site showed a correlation between the amount of water
in the protein and the structural diversity in the binding pocket. With a higher water density
at the active site, the active site hydrogen bond patterns are still very flexible as was found
in the study on the homology model. Since the water distribution of the crystal structure of
ChR-2 has been found to increase in 600 ns MM-MD simulations and at the active site more
water is present than in the crystal structure, it leads to the conclusion that the high variety
of structural patterns at the active site is still a reliable result.
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Rhodopsins are light-sensitive receptor proteins, they respond to light and enable the signal
pathways of the cells. The discovery of the Channelrhodopsins in the last decade paved the
way for a new technology in the field of neuroscience. These light-gated ion channels enable
neuroscientists to selectively activate nerve cells in tissues with short laser pulses. This
technique is called Optogenetics and is a milestone for the investigation of neural networks.
However, the inactivation of the nerve cells is not yet possible, especially by moderate light
intensities. One solution might be provided by the recent discovery of the bimodal switching
Histidin Kinase Rhodopsin 1 (HKR1) from the green alga Chlamydomonas reinhardtii. In
detail, irradiating the protein with two different wavelengths makes it switch between two
stable states. Bimodal switchable proteins have been found before, i.e. Anabaena Sensory
Rhodopsin (ASR) or Sensory Rhodopsin II (SRII). But in none of these rhodopsins the
second state is stable over several hours like in HKR1 and this makes it very interesting
for protein engineering. However, the mechanism has to be understood and clarified
first in order to adapt this unique feature on other rhodopsins. Thereby rhodopsins with
new features can be developed for applications in the Optogenetic field. The subject of
this chapter is about the investigation of the Rh-Bl state and all-trans to 13-cis, 15-syn
isomerization of the retinal. Since there is no crystal structure available several structure
models (homology models) have been built and simulated on the molecular and quantum
mechanic level in order to gain an equilibrium state. The spectroscopic characteristics have
been calculated based on the homology models and have been compared to experimental
spectra for a validation of the binding pocket composition. This validation is an important
step to ensure the reliability of the homology model. Calculations in the excited state on
the obtained structures have been performed and gave an insight into the reactions taking
place during the isomerization of the retinal in the excited state. Mainly, the 13cis, 15syn
retinal structure is obtained, which makes a further investigation of the second stable state
RH-UV in principle possible. Most of the work has been done during my stay in the lab of
Igor Schapiro, especially the excited state calculations. He has an established expertise and
experience in characterization of photochemical reaction path ways in rhodopsins by using
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the quantum mechanical method CASSCF (Complete Active Space Self-Consitent Field)
and molecular dynamics simulations in the excited state.
7.1 Model Building
The first step in investigating the HKR1 photocycle is to build a model of the
dark-state structure of HKR1 the Rh-Bl state. Since there is no crystal structure
available, a homology model has to be build. Therefore, the webpage Swiss-Model
(https://swissmodel.expasy.org/)133134135 has been used.
HKR1 is the first bimodal rhodopsin with two over several hours stable states, all other
known switchable rhodopsins show a second stable states with a lifetime of only several
minutes. Therefore, HKR1 is a unique rhodopsin and thus, the sequence homology to other
known microbial rhodopsins is difficult and slightly sketchy. Furthermore, the HKR1 is a
new found rhodopsin and there is almost no structural information about the composition of
the active site, neither mutational studies had been made to identifying residues, which are
crucial for the mechanism, nor much information from IR or Raman spectroscopy studies
are available. IR spectroscopy studies identified the D239 residues as proton donor for the
RSBH+ proton.68,69 These circumstances makes it hard to build a homology model and
requires a validation of the homology models. Therefore, several independent homology
models have been build based on different templates and are compared to each other, in
order to find out a consistent composition of the binding pocket and to reduce the error
rate. The best matching results of the Swiss-model sequence alignment have been used as
templates for the homology model. Templates are the PDB structure of Anabaena Sensory
Rhodopsin (ASR) (PDB-Code: 1XIO136), Halorhodopsin (PDB-Code: 3VVK137), Sensory
Rhodopsin II (SRII) (PDB-Code: 2KSY138), Bacteriorhodopsin mutant M56A (PDB-Code:
1PXS139), the Acetabularia Rhodopsin I (PDB-Code: 5AWZ140) and the from the same
organism stemming Channelrhodopsin (PDB-Code: 3UG930). The homology models are
named with respect to the PDB-Code of the respective template. And are only considered in
the four letter PDB-Code in the following text.
All the selected templates show a sequence similarity of about 30% to HKR1 and all
are microbial rhodopsins. Note, a 30% sequence similarity is the lowest similarity to get
reasonable result for a homology model. In Figure 7.1.1 is shown the list with the best results
of the sequence alignment analysis in Swissmodel and a summary of the used templates.
Based on this six rhodopsins in the list, six independent homology models have been
built using amino acids 27-305 of the sequence (Q6WRU3) found at the UniProt database
(http://www.uniprot.org). The amino acids 27 to 305 are suggested to be the transmembrane
domaine and therefore assemble the rhodopsin domaine of the HKR1.
The amino acids in the binding pocket shown in Figure 7.1.2 are located on the similar
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(a) Swiss model Results133134135
(b) Templates for Homology Model
Figure 7.1.1: Swiss model homology model results (top) and template proteins (bottom)
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positions in all homology models, except of the model based on 3VVK. Here, the binding
pocket has no space for the retinal molecule, therefore the alignment of the retinal lead to an
abnormal placement of the retinal. This model has been discarded from further analysis.
Nevertheless, the accordance of the residue positions in the binding pocket indicates a
reliability of the homology models in the binding pocket. Since the focus of this study lies
on the interaction between the retinal and the binding pocket, the accuracy of the homology
models condensed in the binding pocket is absolute sufficient.
For a better validation of the homology models an additional
homology model has been created with the software package phyre2
(http://www.sbg.bio.ic.ac.uk/phyre2/html/page.cgi?id=index)141 and have been compared
to the Swissmodel structures. The phyre2 model contains the amino acids in the binding
pocket on the same position as the models build with Swissmodel. This agreement between
homology models constructed by different methods is a further hint for the reliability of the
homology models.
Figure 7.1.2: Binding pocket of the homology models, this residues are at the same position in all
models. For comparison, the residues of BR (blue) and of ChR-2 (orange) at similar position relative
to the retinal.
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7.2 MM equilibration
In order to get water molecules in the homology models, the crystal structure water of the
respectively template has been fitted and built in the homology structure. Afterwards, the
homology models have been duplicated and combined to a dimer. The dimers have been
embedded in a POPC bilayer in a box with bulk solvent similar to the Channelrhodopsin (see
chapter 6 and Figure 6.3.1). Then, each box have been equilibrated by MM methods using
the GROMACS programm package110,111 with the Charmm36107,108 force field.
The first step was the minimization of the potential energy. This was achieved by calculating
10000 steps with the steepest-descent method (tolerance of 1000 kJ mol−1 nm−1).
The next step has been the equilibration of the solvent. This was performed by simulating
a NVT-ensemble for 2 ns at 300 K. All simulations have been performed with a time step of
2 fs. The heavy atoms of the protein and lipids have been restrained to their initial positions
by harmonic potentials (force constant: 1000 kJ mol−1 nm−1).
Subsequently the protein and the lipid bilayer are equilibrated at a pressure of 1 bar in the
NPT-ensemble over 7 ns, using the Parrinello-Rahman barostat. The position restraints
on the protein were still applied to obtain the initial structure for the production (MM- and
QM/MM-) simulations.
7.3 QM/MM Simulations and Excitation Energy of Rh-Bl
state
As it was shown for ChR-2, the interaction in the active site and the description of the
hydrogen bonding patterns in the vicinity of the RSBH+ is only described correctly with QM
methods. Therefore QM/MM simulations have been performed on the homology models
containing the retinal, the covalently linked K243, the counter ion D239 and a nearby water
molecule in the QM zone.
The five equilibrated homology models: 3UG9, 5AWZ, 1XIO, 2KSY, 1PXS have been
used and 1 ns long QM/MM simulations have been performed. The GROMACS programm
package110,111 with the Charmm36107,108 force field has been used for the MM part, while the
in GROMACS implemented SCC-DFTB388,116,117 with the 3ob-parameter118 has been used
to simulate the QM-part. The QM/MM boundary was chosen between Cα and Cβ atoms of
the amino acid side chain and the standard link atom approach was used. The simulations
time step was set to 1 fs.
In order to detect, if there are structural changes within 2 ns simulation time, the RMSD along
the trajectory of the three models (5AWZ, 3UG9 and 1XIO) using the MMTSB toolset142 has
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been calculated to get an averaged structure. The RMSD has been calculated between
the averaged structure of the whole trajectory and the structure at a certain point of the
trajectory. RMSD show after an initial adapting to the structure a constant value over the
remaining simulation time (see Figure 7.3.1).
Figure 7.3.1: RMSD of the 1XIO (green), 5AWZ (red) and 3UG9 (black) homology models over 2 ns
QM/MM simulation. The RMSD is calculated between an averaged structure over the whole simulation
time and the structure at the certain time point in the trajectory.
The absorption of the retinal is very sensible to the electrostatic environment, for example the
excitation energy shift between BR and ChR-2 came from different amino acid composition
in the binding pocket. In a former study by Welke et al. mutation of the amino acids in the
binding pocket of BR to the amino acids of ChR-2 has lead to the correct hypsochromic shift
in the excitation energy.98,99 Therefore, the composition of the binding pocket is crucial to
reproduce the correct shift in the excitation energy. That is why the excitation energy is a
good indicator for the reliability of the homology model, especially in the binding pocket and
therefore is determined on the constructed homology models of HKR1.
The OM2/MRCI method has been tested to give reasonable results with an systematical
shift compared to SORCI calculations of the excitation energy in rhodopsins115,121 and is
a fast and efficient method. Furthermore, OM2/MRCI has been shown to reproduce the
experimental shifts in former studies between different rhodopsins (see Table 7.3.1).
The excitation energy has been calculated with the OM2/MRCI method on snapshots
of every ps along the QM/MM trajectory. The excitation energies are concentrated in
histograms and are fitted to Gaussian curve E = A1 ∗ exp(A2 ∗ (A3 − x)r) to determine
the maximum of the histogram. The averaged maxima A3 are summarized in Table 7.3.2.
The experimental absorption maximum of HKR1 is at 2.55 eV (485 nm)68 and is about
0.37 eV blue shifted compared to BR (2.18 eV or 570 nm). Comparing the calculated
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ChR2-C128T mutant 0.40115,121 0.46
ChR2-E123T mutant 0.35 0.36
SRII 0.32143 0.30
Rh I 0.29144 0.19
excitation energies of the homology models (Table 7.3.2), the experimental shift, relative to
BR of 0.37 eV is not reproduced by the homology models, except for the 3UG9 model. Note,
that the template for the 3UG9 model is the C1C2 chimera of the Channelrhodopsins from
the same organism and genetically affinity between HKR and Channelrhodopsin is probably
much higher than for the templates.
Table 7.3.2: Shift of calculated excitation energy of the homology models with respect to BR. The BR













Nevertheless, the binding pocket of each homology model consist of the same amino acids,
except the binding pocket of the homology model of 3VVK. Here the retinal is not aligned
in the right position. This leads to the high blue shift of the average excitation energy. This
structure model is discarded in the following study.
Interestingly, in the 3UG9 model the excitation energy reaches almost the experimental shift,
the excitation energy is more blue shifted compared to the other models, despite that the
amino acid composition in the binding pocket is the same in all homology models and is
therefore not responsible for the shift of the excitation energy. A first analysis of the binding
pocket shows a stronger twisted retinal molecule in the 3UG9 model compared to the other
models. A twisted retinal molecule could be responsible for a blue shift of the excitation
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energy, which has been shown by Wanko et al.144 Therefore it is concluded, that the torsion
angle of the retinal shifts the excitation energy. Since the other homology models did not
show the twist of the retinal molecule, the question arise, why the retinal is not twisted in
these models, even though the amino acid composition in the binding pocket is the same
in all models. An extended analysis of the binding pocket shows that the C13-methyl group
points towards residues D143 and T118 and this is not the case in the other homology
models.
Residue W211 pushes it closer to the C13-methyl group in 3UG9 model compared to the
other models and therefore is responsible for the twisted retinal (see Figure 7.3.2)
(a) (b)
Figure 7.3.2: Retinal configuration in 3UG9 (purple) and 1XIO (cyan) model
Due to the wrong predicted spectroscopic shift of the models 5AWZ, 1XIO, 2KSY and 1PXS,
these models will be discarded in the further investigation and the best structures, 3UG9 has
been used for further investigation of the photocycle.
7.4 Long Time MM Simulations of the Homology Models
Previous study on ChR-2 (see chapter 6) demonstrated the importance of a well-equilibrated
structure and that homology models can resemble the real protein structure with all their
properties. Even the E90 orientation in ChR-2 could be found in the homology model of
ChR-2, but the E90 conformation turned up only after extended sampling time. Therefore,
the 3UG9 homology model is simulated over a timescale of 300 ns to see if any structural
rearrangements occur.
The structure in the binding pocket is conserved, no rearrangements occur within 300 ns
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MM-MD simulation (Figure 7.4.1). Thus, the structure seems to be stable and reliable and
can be used for further analysis.
Figure 7.4.1: Binding pocket of 3UG9 homology model before (C-atoms in cyan) and after (C-atoms in
purple) 300 ns simulation time.
7.5 Isomerization Pathway
The photoreactions of both stable states in HKR1 are triggered by the light induced
photoisomerization of the C13=C14 bond in the retinal molecule. The photodynamics
and isomerization mechanism of retinal in rhodopsins is already well investigated in
Bacteriorhodopsin (BR), Anabaena sensory rhodopsin (ASR) and in Rhodopsin (Rh).
Different isomerization mechanisms have been found in the different rhodopsins, for example
the double bicycle pedal mechanism in BR, which is a concurrent rotation of the three
adjacent double bonds C11=C12, C13=C14, C15=N. However, in all rhodopsins, the protein
environment is responsible for these different isomerization mechanism and needs to be
included in the calculation. But, this is a challenging task for computational methods, since
already the high level ab initio methods, which are required for the correct description of
the retinal isomerization are complex and computational demanding. They are needed to
describe the effect of the electron correlation, which has to be included in the calculation for
the correct description of the mechanism. Furthermore, the computationally less costly DFT
methods, which include electron correlation as well are not suitable for retinal, since they
struggle with the description of the charge transfer character of the electronic transition of
retinal. Usually, the ab initio QM calculations of the retinal are combined with a MM treatment
of the protein environment, in a QM/MM strategy. Whereby, the combination of the CASSCF
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method with MM method provide the best compromise between computational cost and
balanced description of ground and excited state. The most balanced description of the
isomerization would be achieved with the combined CASPT2//CASSCF strategy. Here the
geometry is obtained by CASSCF method, while the energy is calculated with the CASPT2
method, which additionally includes the dynamic electron correlation and grant a quantitative
picture of the isomerization. However this strategy is more complex and therefore more
costly. In this study a qualitative picture is sufficient rather than a quantitative picture of the
retinal isomerization mechanism in HKR1, therefore only the CASSCF method has been
used for the relaxed scan calculations. For all calculations in this section, the program
package MOLCAS 8.2145,146 and Tinker 6.3147 have been used and an active space of 12
electrons and 12 orbitals including all π-orbitals has been chosen for the calculations.
In Penzkofer et al.148 the isomerization mechanism has been investigated by absorption
and fluorescence spectroscopy. At the Franck-Condon point an excitation in the S2 state is
reported. Afterwards, a relaxation from S2 state to S1 state with a time constant of 0.65 ps
occurs with a followed rotation of C13=C14 bond in the S1 state up to the funnel with a
internal conversion. This occurs with a timeconstant of 5 ps and based on this constant a
barrier of 2kcal/mol is identified along the reaction path in the S1 state. The recovery to S0
state takes place via a twisted internal conversion of the retinal leading to the isomerized
product in the ground state.
7.5.1 Optimization of Ground State Geometry
The first step in the photoreaction is the transition in the excited state at the Franck-Condon
point. An optimization of the retinal structure in the protein with the CASSCF methods
is required to provide a consistency of the isomerization pathway. Therefore, the last
snapshot of the 1 ns long QM/MM MD-simulation from the 3UG9 model has been used and
transformed in the MOLCAS/Tinker format and has been optimized in the ground state with
the CASSCF method and a QM/MM approach. Based on this structures, a QM/MM CASSCF
single point energy calculations in the excited state has been performed. Additionally, for
comparison, on the last snapshots of the QM/MM MD-simulations of the 5AWZ and 1XIO
homology models an optimization and a single point excitation energy calcualtions has been
performed as well.
The excitation energy at the Franck-Condon geometry of the 3UG9 model shows a higher
oscillator strength in the S2 than in the S1 state. This is in accordance with the experimental
results.148 While, in the 5AWZ and 1XIO models the bright state is the S1 state. This is an
another evidence for the reliability of the 3UG0 model.
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7.5.2 Isomerization Pathways
The isomerization of the C13=C14 bond in retinal has been investigated along the reaction
coordinate along the rotation around the C12-C13-C14-C15 dihedral angle in the so-called
relax scan. The retinal is optimized with a stepwise constrained rotation around the dihedral
angle, while the protein environment has not been relaxed during the optimization. The
dihedral angle of C13=C14 at the Franck-Condon point is 193◦. Two relaxed scans have
been calculated along the reaction coordinate of this dihedral angle in 5-10◦ steps. One
energy profile is along the S2 surface and the other along the S1 surface. The pathway along
the S1 surface shows a barrier of 14.8 kcal/mol (see Figure 7.5.1a), while the pathway along
the S2 surface shows only a barrier of 5.8 kcal/mol (see Figure 7.5.1b).
The relaxed scan along the S1 state is not reasonable, since the energy barrier is too high
for the experimental time constant of 5 ps. By contrast the isomerization pathway at the
S2 surface shows only an energy barrier of 5.8 kcal/mol, but in experiment a fast time
constant of about 600 fs has been determined for the first relaxation. Furthermore, the
energy gap (about 30 kcal/mol) between the S2 or the S1 and the ground state is to big
for a spontaneous relaxation to the ground state. The too high energy barrier compared to
the experimental values could result from the lacking consideration of the dynamic electron
correlation by the CASSCF method. The lack of the dynamic electron correlation can lead to
wrong stabilization of the electronic ground and excited states and provide possible incorrect
energies.149–154 In this case, it could mean that the energy barriers are over estimated with
CASSCF. Considering this, the energy profile along the S2 surface could be reasonable
for a time constant of 5 ps, but in experiments a second very fast time constant of about
600 fs has been measured. The origin of this time constant could not be explained by these
calculations.
The combination of the two energy profiles from above provide a possible isomerization
pathway with a longer relaxation from the S2 state in the S1 state and a fast relaxation from
the S1 in the ground state (see Figure 7.5.2). The dihedral angle of C13=C14 of the retinal
in the S2 state is twisted up to 245◦ and when it has to over come in this state only a barrier
of about 4.9 kcal/mol, which is reasonable compared to the experimental results. Than it
relaxes to the S1 state where no barrier is present before at 270◦ it relaxes back to the
ground state. Here, the dihedral angle rotates further up to the ground state minimum at
350◦. During the isomerization the RSBH+ points to the counter ion D239. Until the retinal
is relaxed back to the ground state and the dihedral angle of C13=C14 is about 300◦ the
RSBH+ reorients and points to the extracellular side of the protein (see 7.6.1b).
However, in these models the relaxation of the protein is not considered. The protein is
fixed during the optimization. The relaxation of the protein environment could lead to an
further decrease of the energy barriers. Furthermore, the strategy, which is used in this
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(a)
(b)
Figure 7.5.1: Energy path of the rotation of the C13=C14 bond in the excited state of 3UG9 homology
model. a) optimized along S1 surface, b) optimized along S2 surface
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study is problematic since there is a bias on the retinal molecule, due to the restraints on
the dihedral angle of the C13-C14 bond. An excited state dynamic simulation would solve
this problem, but the methods used here, are computationally too expensive to propagate
a dynamic simulation in the excited state. Semi-empirical methods would help to over
come the computational issue. Unfortunately, there are not many semi-empirical methods,
which give a reasonable description of the excited state surface of the retinal. Nonetheless,
the semi-empirical methods needs to undergo extensive test procedures and requires a
validation of the application. One of these promising methods is OM2/MRCI. A detailed
benchmark was also part of this work and is described in the next chapter (chapter 8).
Figure 7.5.2: Proposed photoreaction pathway of C13=C14 isomerization of retinal in HKR1. The
pathway is a combination of the optimized rotations in the S2 and S1 state from Figure 7.5.1. The
propagation starts in the S2 state with a barrier of 4.9 kcal/mol and a relaxation to the S1 state before
the relaxation in the S0 state.
The energy profile for the isomerization does not reproduce the experimentally determined
time constants. However, the main focus in this project lies not on the investigation of
the detailed mechanism of the retinal isomerization, but rather in the determination of a
reasonable 13-cis, 15-syn retinal structure in the binding pocket for the investigation of the
further intermediates of the photocycle. Therefore, the 13-cis, 15-syn structure with the
minimum energy has been chosen for further analysis.
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(a)
(b)
Figure 7.6.1: RSBH+ orientation in (a) optimized ground state structure at the Franck-Condon point
containing a all-trans retinal and (b) optimized ground state structure after the isomerization containing
13-cis, 15-syn retinal and a C13=C14 dihedral angle of 350◦.
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7.6 13-cis, 15-syn Retinal in HKR1
The minimum structure with a dihedral angle of 350◦ (see Figure 7.5.2) has been used as
starting structure for a QM/MM MD simulation in the ground state. Therefore the same setup
as described in section 7.3 has been used.
The starting structure with 13-cis, 15-syn conformation of the retinal in the HKR1 shows that,
the RSBH+ does not have a permanent binding partner. It points to the extracellular side
(see Figure 7.6.1b).
In a QM/MM simulation of the structure are no structural changes observable over a
timescale of 100 ps. The RSBH+ has no hydrogen bonding partner, but some times forms a
hydrogen bond with THR122.
The structural rearrangements, which happen from the intermediate INT1 to the intermediate
P550, are in a timescale of 453 ps (see Figure 2.2.1) in the photocycle. Therefore a longer
QM/MM MD simulation is necessary to see structural rearrangements in the homology
model. This is part of the furture work.
Nevertheless, the isomerization lead to a reasonable structure and based on this structure
the further investigation of the second stable state is much easier, since the structural
properties in the binding pocket are clarified.
7.7 Concluding Remarks and Outlook
Several homology model has been built from different templates and by two different
methods. All model show structural similarities in the binding pocket and this indicates the
reliability of the homology models. Furthermore, the homology models have been rejected
based on the spectroscopic property of the retinal. The best matching homology has been
further validated through the excitation energy and the stability over a extended simulation
time has been tested.
It has been found out, that the blue shift of the absorption spectrum of HKR1 compared
to BR results not from the amino acid composition in the binding pocket, rather from the
conformation of retinal. Only if the retinal is twisted in the binding pocket, the blue shift of
the excitation energy can be reproduced. Based on this model, the optical properties had
been investigated and are in good agreement with the experiment, since the absorption in
the S2 state is reproduced by the homology model. This special absorption property of
HKR-1 (absorption in S2) is due to the twist of the retinal and could not be observed for the
remaining homology models with a non-twisted retinal configuration.
However, the analysis of the photochemical reaction could not lead to satisfying results,
since the experimental time constants are not reproduced by the calculated energy
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profiles. Therefore, more sophisticated methods are required, which include dynamic
electron correlation or enable non-biased dynamic simulations on the retinal in the protein
environment. An adequate semi-empirical method, which enables excited state dynamics in
a feasible time, is OM2/MRCI and its benchmark is described in the next chapter (chapter 8).
Nonetheless a reasonable isomerized 13-cis, 15-syn retinal structure is modeled and is
suitable for the investigation of the further intermediates in the photocycle of the HKR1. For
the future a longer QM/MM simulation needs to be performed to investigate the structural
relaxations, which happen because of the 13-cis, 15-syn configuration of the retinal in the
binding pocket. In order to concerning a very interesting question, why the deprotonated
RH-UV state is stable over hours, while in other bimodal rhodopsins this state is only stable
up to a few minutes? An insight could give a manually deprotonation of the Schiff base
followed by a QM/MM simulation in order to gain structural changes and characteristics
of this state. This study pave the way for the investigation of the second stable state of
the photocycle, since a reasonable structure is crucial and leads to correct and reasonable
conclusions in the further research on the intermediates.
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The photoisomerization of retinal protonated Schiff bases (PSBs) is the primary reaction of
the rhodopsins and play a key role in various processes occurring in nature. This reaction
triggers conformational changes within the protein, which leads over several intermediates
to the specific function of the retinal proteins, like the vision process in rhodopsins,
proton pumping in Bacteriorhodopsin,155 channel-opening in Channelrhodopsins60,62,154
(see chapter 6) or signal transmission in sensory rhodopsins II52,156 or Histidin Kinase
Rhodopsin68 (see chapter 7). Therefore, it is not surprising that this process has been in
focus of experimental and computational research for several decades. On the experimental
side the process can be studied by ultrafast time resolved spectroscopy, but computationally,
the reaction can be tracked using non-adiabatic molecular dynamics. An accurate simulation
of the molecular dynamics requires the description of the ground and excited state on equal
footing, in addition the transition through a conical intersection has to be accounted for. The
complete active space self-consistent field (CASSCF) method fulfills these requirements
and has been successfully applied to various retinal model systems.157–173 However,
CASSCF or similar methods do not consider the impact of dynamic electronic correlation.
For spectroscopic calculations complete active space perturbation theory of second order
(CASPT2) has been used to reproduce excitation energies. It accounts for the effect of the
dynamic electron correlation and this can lead to different stabilization of the ground and
excited state and therefore to qualitatively different potential energy surfaces.149–154 Mixed
methods fail in describing the energy surface of protonated Schiff Base model (PSB3).174
PSB3 (see Figure 8.0.1) is a well studied for the investigation of the photo dynamics of
retinal.
In all these studies, the static methods like “relaxed scan”, “Minimum energy pathway” or
minimum energy CI” had been calculated and compared between CASSCF and CASPT2.
However, the dynamical effect and kinetic energy is neglected in these studies. Liu et al.175
compared AIMS non-adiabatic dynamic simulations of PSB3 with CASSCF and CASPT2 and
observed differences in the efficiency and the torsion coordinate between this two methods.
This shows the importance of dynamic electronic correlation in the reaction pathways of
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Figure 8.0.1: Protonated Schiff base model containing three double bonds is a well studied retinal
model, which acts as test case for several computational methods.
protonated Schiff base models. However, CASPT2 is highly computational expensive and
a sufficient manner of dynamic calculation on PSB3 had not been feasible yet. A new
implementation of XMS-CASPT2 in Bagel program package176–182 is very efficient due to
the availability of analytical gradients and enables to run multiple excited state trajectories,
but is still limited to small systems and requires long computing time. However, in order to
obtain a statistically meaningful number of simulations hundreds of trajectories are required.
Such a large number of calculations is prohibitive. A computationally favorable alternative is
the semi-empirical orthogonalization model 2 with multireference configurational interaction
(OM2/MRCI) method. It was already tested to give reliable results for absorption energies for
bacteriorhodopsin144 sensory rhodopsin II143 and Channelrhodopsin (chapter 6). Moreover,
surface hopping dynamics with OM2/MRCI show promising results for PSB3,151 but was not
yet systematically tested against the high level ab initio methods like CASPT2. This is the
main purpose of the present study that compares surface hopping dynamic simulations of
XMS-CASPT2, CASSCF and OM2/MRCI for PSB3. The isomerization mechanism will be
investigated, in particular the reaction coordinate, excited state lifetime, quantum yield and
compared to results of standard CASSCF dynamics. This project is in collaboration with
Veniamin Borin and Igor Schapiro at the Hebrew University in Jerusalem. They performed




For the semi-empirical calculations the OM2/MRCI method (orthogonalization model 2
and multireference configuration interaction)91,172,183 implemented in the MNDO program
package184 has been used. For generating the initial conditions for the excited state surface
hopping dynamics, a ground state trajectory over 20 ps with a temperature of 300 K and a
time step of 1 fs without velocity scaling has been performed. The total energy is conserved
over the ground state trajectory. 100 snapshots of geometries and velocities of every 200
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steps of the trajectory have been chosen as initial conditions for excited state dynamics.
The dynamics in the excited state have been tested by several setups, since the correct
description of the S1 state and the photo dynamics requires the inclusion of all π-orbitals
in the active space. In a previous study, the ROHF was suggested to give the reproducible
excited state life times for the PSB3 retinal model.185 However, the total energy was not
conserved with the options mentioned in the study by Keal et al. which indicates a sudden
change in the electronic structure. The implemented adaptive time step option solved this
problem and ensured a conserved energy of the system.186 An energy change of less than
0,01% , an orbital overlap of greater than 0.97 and a maximal number of iterations of 10 have
been chosen as criteria for the adaptive time step option.
For the SCF calculations, the restricted Hartree-Fock (RHF) method with an active space of
3 occupied and 3 unoccupied orbitals and 6 electrons have been used. All single and double
excitations have been taken into account for MRCI.
For configuration interaction procedure, a full CI calculation within the active space (nciref=0)
has been chosen. While, the MOs for the SCF calculation have been selected automatically
as it is suggested by Keal et al.151 The threshold for the p populations of the orbitals was set
0.4 (default). To ensure that all relevant π-orbitals are in the active space during the dynamic
simulation, the orbital tracking method (imomap) has been used. This setup is named in the
further writing as AS6. Additionally, calculations have been set up, where the size of the
active space can vary. This setup is named AS+.
The Tully algorithm has been chosen to determine the surface hopping during the
simulations.
8.1.2 CASSCF Dynamics
For comparison, 100 CASSCF excited state dynamics have been performed with the
program package MOLCAS 8.2.145,146 An active space of 6 orbitals with 6 electrons has
been chosen and the time step was set to 1 fs. The total simulation time was 200 fs for each
trajectory.
The initial conditions for the excited state dynamics were generated from a RHF
Born-Oppenheimer dynamics simulation in the ground state with a time step of 1 fs, therefore
the Gaussian program package187 has been used. The ensemble temperature has been set
to 300 K.
8.1.3 CASPT2
Since CASSCF is not the best reference for the excited state dynamics, due to the lack
of the dynamic electron correlation effects, additional 200 excited state trajectories with
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CASPT2 have been performed and analyzed. This work was done by Veniamin Borin at
the Hebrew University of Jerusalem. The XMS-CASPT2 molecular dynamics has been
performed using Newton-X program package, v 1.4 developer version, interfaced with
BAGEL v1.1 program. The active space consist of six π-orbitals (three bonding and three
antibonding). For XMS-CASPT2, the SS-SR contraction scheme was employed and the
vertical shift was set to be 0.2 a.u. The cc-pVDZ and cc-pVDZ-jkfit basis sets were used
during the computation. The initial conditions (geometries and velocities) were generated by
running 20 ps XMS-SS-CASPT2 ground state trajectory, started at S0 equilibrium geometry
and randomly generated velocities (at 300 K). Every 100 fs the geometry and velocities
were used to initiate the XMS-SA2-CASPT2 excited state molecular dynamics with FSSH
algorithm for S1→S0 transition. For all trajectories the timestep of 1 fs was used.
8.2 Results and Discussion
8.2.1 Excitation Energy
Along the ground state trajectories, the excitation energy has been calculated with the
corresponding method (Figure 8.2.1), in order to get an insight into the equilibrium state
of the ensemble and their distribution at the excited state surface. The excitation energy
of the OM2/MRCI ground state trajectory ( 8.2.1b) and the CASPT2 gound state trajectory
(see 8.2.1c) are very similar and the excitation energy maxima are almost equal. 3.98 eV
with the OM2/MRCI method and 3.96 eV with the CASPT2 method. The maxima has been
determined by fitting the data on the Gaussian g(x) = a0ea2(x−a1)
2). This is a first indication,
that OM2/MRCI could be a reasonable method in describing excited state dynamics of PSB
models. Both spectra are narrowed in comparison with CASSCF. Furthermore, the maximum
with CASSCF is blue shifted about 0.5 eV, which is in agreement to a previous study.151 In
non of the spectra are sub-peaks observed, which indicates a well-equilibrated ground state
trajectory and thermal sampling of the ground state minimum.
8.2.2 Excited State Life Time and Isomerization Mechanism
One of the important properties, which may be obtained from the excited state dynamics
simulations, is the excited state life-time. It can be easily compared with experimental values
and different computational methods. Furthermore, it provides the evidence, whether the
description of the potential surface in the excited state is reasonable or not, since small
barriers or minima affect the dynamic behavior of the molecules in the excited states and
results in different exponential decays with probably different decay times.
Two sets of semi-empirical excited state surface hopping dynamics with OM2/MRCI and one
set of ab initio CASSCF excited state dynamics have been performed. For the OM2/MRCI
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Figure 8.2.1: Excitation energies of the snapshots from the ground state trajectory from a)
RHF-dynamics, b) OM2-dynamics and c) CASPT2 dynamics.
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dynamics the orbitals during the trajectory has been tracked automatically based on their π
character of the orbital. The two set of OM2/MRCI dynamics differ in the size of the excited
state. One set has a fixed active space with 6 orbitals and 6 electrons (AS6). The second
set starts with 6 electrons in 6 orbitals, but further inactive orbitals can be included in the
active space (AS+). This avoids unphysical gradients due to the mixing of π orbitals at
a non-planar PSB3 configuration. Here, all orbitals, showing π character above a certain
threshold are added to the active space and are considered in the calculation.
The time for the back transition to the ground state has been determined for the 100
trajectories and the data has been fitted to an exponential decay function: y = A1 ·
exp(−x/t1) + y0 (Figure 8.2.2). The obtained decay life time is for the AS6 trajectories about
735 fs, while for AS+ about 633 fs. The half life τ1/2 (τ1/2 = t1 · ln(2)) account for AS6 461 fs
and for AS+ 407 fs.
Comparing these results with decays determined by the ab initio methods CASSCF and
CASPT2, the OM2/MRCI has a remarkably longer excited state life time. But the half life for
the decay is similar to the one of the CASPT2 (see Table 8.2.1). The CASPT2 excited state
surface has been found in previous studies by "Minimum Energy Path" calculations to have
an energy plateau around the Franck-Condon point of the cis configuration of PSB3 along
the reaction coordinate of the C4=C5 dihedral angle.151,175 While, the CASSCF method,
shows no barrier along the same reaction coordinate.151,165,175 This difference in potential
energy surfaces could be one reason for the longer excited state life time gained with the
CASPT2 method compared to CASSCF. However, in another study,154 the excited state
surface at the CASPT2 level was found to have two different local minima, when optimizing
in the first excited state. The corresponding geometries differ in the character of their bond
length. One local minimum geometry has inverted bond lengths and the other geometry
has not. At which, the inverted bond length minima can only been reached when the
optimization is already started from a pre-inverted structure. This structural heterogeneity
on the excited state surface has not been observed with the CASSCF method, only the
bond-inverted minimum is present. This results arise due to the neglection by the dynamic
electron correlation in the CASSCF method. The two equilibrium state geometries have
been also reported for the PSB4 and PSB5 models optimized with OM2/MRCI. However, for
the PSB3 models only one excited state minimum geometry with non-inverted bond lengths
has been reproted.154
The relaxed PES scans along the reaction coordinate for the isometrization of PSB5 showed
no barrier for the inverted geometry and a small barrier of about 0.5 eV starting from the
non-inverted structure with the CASPT2 and the OM2/MRCI method.154 This, helps to
interpret the different excited state life times of the CASSCF, the CASPT2 and the OM2/MRCI
dynamic simulations in the present work. The thermal sampling of the ground state provides
a balanced distribution of geometries along the ground state minimum. These distribution
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has been used as starting structures for the excited state dynamics. Therefore, the starting
geometries for the excited state dynamics vary in bond lengths, angles and torsional angles.
The evaluation of the excited state dynamics is therefore on a statistical set of different
geometries.
The CASSCF life-time is the shortest, since with CASSCF no barrier in the excited state
has been reported151,165,175 and therefore the propagation along the reaction coordinate is
not hindered, whereas the CASPT2 dynamics show a longer excited state life time. This
results from the fact that, the excitation from the geometries with non-inverted character
in the ground state leads to the non-inverted minimum in excited state, and starting from
this minimum a barrier has been reproted in Dokukina et al.154 and the propagation along
the energy surface needs to overcome a energy barrier. While the geometries with an
pre-inverted character in the ground state, showed in the previous study154 no barrier, which
leads to the barrier less propagation. Considering all trajectories, the determined total
excited state life time is longer with CASPT2 than with CASSCF.
The still longer excited state life time with the OM2/MRCI method can be explained, by
the fact, that there is only one non-inverted excited state minimum. For the non-inverted
geometry in Dokukina et al. a barrier has been reported along the reaction coordinate with
OM2/MRCI.154 Therefore, all trajectories needs to overcome a barrier while propagating
along the energy surface in the excited state and this delayed the relaxation back to the
ground state of all trajectories. And the total excited state life time is longer.
The isomerization mechanism evaluated in the dynamic simulations, shows that in
OM2/MRCI and CASPT2 the isomerization takes places mainly about the C3=C4 double
bond, while in CASSCF an additional isomerization of the N=C5 double bond occurs. The
results for the isomerization mechanism gained with OM2/MRCI correspond to them gained
with CASPT2. OM2/MRCI is in good agreement and resembles the CASPT2 mechanism.
However, the quantum yield is underestimated with the OM2/MRCI method, while CASSCF
and CASPT2 quantum yield are similar to each other.
8.3 Concluding Remarks
Comparing CASPT2 and CASSCF results, the discussion shows the importance of the
dynamic electron correlation for the description of the excited state properties as well as for
the prediction of the isomerization pathways. While the benchmarking of the OM2/MRCI
method for PSB3 model system, gives reasonable results. The OM2/MRCI method is
able to reproduce the main mechanism, but the CASPT2 excited state life-times could not
be reproduced. OM2/MRCI overestimates the barrier for the PSB3 excited state surface.
However, promising calculations have been done with the PSB5 model,154 where the two
minima reported at the CASPT2 level are also present at the OM2/MRCI method. Therefore,
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Figure 8.2.2: Excited state population decay of 100 trajectories propagated with different setup. The
half life of the decay is shown in the figure τ1/2.
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Table 8.2.1: Exponential fitting parameters and quantum yield analysis for the OM2/MRCI AS6, AS+,
CASSCF and CASPT2 trajectories.
OM2/MRCI CASSCF CASPT2
Fitting parameters AS6 AS+
half life 461 407 192 414
S1 life time 735 633 176 244
y0 -0,00198 -0,02228 -0,94816 -2,09637
A1 1,11 1,14 2,48 3,71
t1 665 588 277 597
k 0,0015 0,0017 0,00361 0,00167
total no. of trajectories 97 96 100 200
Product formed over
C3=C4 isomerization
38 34 44 93
Product formed over
N=C5 isomerization
0 0 2 0
Return to parent state 30 32 4 84
Return to S0 27 27 16 192
Quantum yield 0,39 0,35 0,44 0,46
the dynamic simulations in the excited state of longer PSB models could lead to the
promising results and should be tested for further research.
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9 | Describing Fluorescent Behavior of
Flugi-2 Molecule with Classical Force
Fields
The following project, described in this paper is a collaboration with the group of Tomasz
Wesolowksi at the University in Geneva. We performed the parametrization and the
trajectories analysis, while the group of Tomasz Wesolowksi performed the frozen-density
embedding calculations.
Flugi-2 (Figure 9.0.1) is an environmentally sensitive fluorescent dye, which has been
synthesized first by a combinatorial chemistry approach.188 Within this study, Flugi-2 has
been found to give the highest absorption and emission intensity of all the products in the
synthesis. Therefore, it has been selected as test case for this project. Furthermore, the
measurement of the absorption and the emission spectrum in different solvents shows, that a
solvatochromic shift occurs only in the emission spectrum, but is negligible in the absorption
spectrum. Thus, the large experimentally measured solvent effect on the Stokes shift can be
explained only by the solvatochromism in emission. The largest Stokes shift was observed
in DMSO (Figure 9.0.2).
Figure 9.0.1: Structure of the Flugi-2 molecule
The shift of the fluorescence wavelength could result from the increased dipole moment of
the molecule in the excited state. But the detailed mechanism, how the solvent interacts with
the molecule and therefore shifts the fluorescence wavelength is not known, yet. The main
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Figure 9.0.2: Absorption and emission spectrum of Flugi-2 molecule in DMSO and other solvent188
topic of this chapter is the investigation of the excited state of the Flugi-2 molecule and the
interaction between solvent and chromophore.
The solvatochromism effect is already difficult to describe in the ground state, because
electrostatic, dynamic and polarization effects of the surrounding solvent molecules have
to be considered in the calculations. Furthermore, hydrogen bonds and geometrical
reorientation of the chromophore is crucial to understand the shift of the excitation or the
emission energy. Usually, QM/MM calculations are applied to describe the interaction
between chromophore and solvent. However, the common QM/MM approach neglects
the polarization effects between the chromophore and the solvent molecules (more details
see section 5.4). Thus, one has to switch to an alternative approach, for example the
frozen-density embedding method. The description of the solvent as an electron density
and the consideration of this electron density in the Chromophore Hamiltonian, includes the
electrostatic interaction between chromophore and solvent in the excitation energy.
Beside the above mentioned difficulties, the description of the solvatochromism in the
emission spectrum of the Flugi-2 molecule requires a dynamic simulation in the excited state.
Unfortunately, standard quantum mechanical methods are not able to calculate dynamic
simulations in the excited state with an explicit solvent environment.
Furthermore, the frozen-density-embedding approach can only calculate excitation
energies and their solvent contribution on a given geometry. Therefore, geometries of the
chromophore and the solvent molecules are still necessary and have to be provided for the
calculations with the frozen-embedding method. Thus, the geometries have to be obtained
by classical MD simulations. Our part of the project was to characterize the structural
properties and parametrize the Flugi-2 molecule for classical force fields and afterwards,
perform the classical MD simulations of the excited chromophore with the surrounding
solvent (DMSO) in a thermodynamically equilibrated system. Since the geometry of the
chromophore is allowed to fluctuate around the equilibrium excited-state geometry, the
dynamical and vibrational oscillations of the molecule in the ground or rather in the excited
state can be imitated by the simulations. The usage of classical MD simulations for the
description of a chromophore in the excited state embedded in a solvent is a totally new
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approach. Thus, if the trajectories are able to reproduce the Stokes shift and the distribution
of the experimental fluorescence spectrum due to the DMSO solvent, detailed analysis of the
structure and the excitation energy is necessary. Therefore, the energy gap between excited
state and ground state was calculated by quantum mechanical methods on snapshots of
the trajectory.
In this chapter, the structural variation from the ground to the excited state have been
analyzed as well as correlations between the structural pattern and the excitation energy
have been found. Furthermore, it could be concluded, that implicit solvent models are not
able to describe the interaction between chromophore and solvent correct, which leads to an
underestimation of the solvent shift in the Flugi-2 molecule.
9.1 Computational Methods
Geometry Optimization and Single-Point Energies
The parametrization requires a well-optimized geometry in the ground and accordingly in the
excited state, because the optimized structures are the basis to determine the parameters
for the force field, which describe the behavior of the molecule in MD simulations. Thus, the
Flugi-2 molecule was optimized with several quantum mechanical methods and the excitation
energies was compared with the experimental values to find out which method can reproduce
the experimental Stokes shift. The results and further details are shown in the appendix
Table 1.
The high level ab initio CC2 method189–191 reproduces the experimental absorption and
fluorescence in the decane solvent (see appendix Table 1). Because decane is a nonpolar
solvent and mimics the gas phase environment. Before the Flugi-2 geometries of the ground
and excited state with the CC2 method were optimized in gas phase. All CC2 calculations
were done with the program package Turbomole Version 7.0192 and the def2-TZVP193 basis
set. The bond lengths of the π-system (imidazopyridine and benzene) and the dihedral
angle between the imidazopyridine and the benzene ring were compared with experimental
results. It can be concluded, that the optimized CC2 structure agree well with the in the
literature reported crystal structure.194
The optimizations with DFT/ωB97X and the 6-31G* basis set were done with the Gaussian09
program package.187 For all other optimizations and single point energy calculations with
DFT, the ORCA program package195 and the def2-SV(P) basis set were used.
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Parametrization
The parametrization was done with AmberTools15196 and the standard General Amber force
field (GAFF)197 on the optimized CC2 structures. The standard procedure of AmberTools15
for the parametrization was used. The bond lengths and the force constants of the Flugi-2
molecule have to be modified after the parametrization, because the standard parameters
determined by the parametrization procedure of the GAFF did not match to the bond lengths
reached by CC2 minimization.
In Figure 9.1.1 all force constants of the GAFF-force field are plotted against the bond lengths
of C-C bonds, the bond character (single, double bond etc.) is neglected. The plot is linear
in the region 1.3 to 1.4 Å. Thus, the force constants of the bonds have been determined
basedon the bond lengths in the CC2 structure.
In order to test the parametrization, a minimization with the parameters has been performed
and the bond lengths were measured. Based on the difference to the minimized
CC2 reference structure, the parameters have been changed. Using this approach the
parametrization has been iteratively improved.
Figure 9.1.1: Force constants for the C-C bond lengths of General Amber force field (gaff).
Charges
The charges for the ground state parametrization were determined by the standard approach
with a Hartree-Fock calculation and a Merz-Singh-Kollman-population analysis and the
RESP-Fit.198 However, this procedure is only for molecules in the ground state. The charges
for the excited state have to be found with an alternative approach.
It is not possible to get the electron density from a CC2 calculation, thus the electron density
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from a DFT calculation with CAM-B3LYP functionals was used and fitted to the atoms. The
DFT method with range-separated functionals was used, because these functionals behave
better for excitations with charge transfer character. The ωB97X range-separated functional
was tested for the excitation energies and the structure optimization of the Flugi-2 molecule
(see in appendix Table 1).
The charges for the excited state have been received with a TD-DFT calculation with a
related functional, CAM-B3LYP,199 in the first excited state by using the Koala program
package.200,201 This was done by Sebastian Höfener. The electron density was fitted with
an ESP Fit on 14 points per atom and a distance of twice the VdW-radius.
Dihedral Angle C8-C10
The dihedral between the imidazopyridine and the benzene ring (atom labels see
Figure 9.2.1) is not included in the GAFF. Thus, parameters for this dihedral have to be
determined. The potential of this dihedral is obtained by fixing the dihedral every 10◦ and
optimizing the Flugi-2 with the fixed angle in the ground and in the first excited state with
the CC2 method with the program package Turbomole Version 7.0.192 Therefore, a potential
energy scan of this dihedral in ground state (orange) and excited state (black) has been
obtained (see Figure 9.1.2). In order to gain the contribution of the bond turning potential
to the potential energy of the dihedral angle, a scan (every 10◦) of the dihedral by using
MM optimization without a potential on the dihedral has been done with the GROMACS
program package.202 The thereby determined single point energy of the bond turning
is subtracted from the CC2 scan and the curve thus obtained is fitted with the function:
F = a0 +a1 cos(
2xπ
180 ) +a2 cos(
xπ
180 ), while a1 and a2 (divided by 4) are the fitted potential force
constants for the energy barrier of the dihedral. The CC2 scans and the scans received by
the parametrized dihedral and with the GROMACS program package are shown in Fig 9.1.2.
All parameters of the Flugi-2 molecule can be foudn in the appendix Table B
MD Simulation and Excitation Energies
The parametrized molecules (ground and excited state) have been simulated in gas phase
and in solvent (DMSO) with a duration of 10 ns and a time step of 2 fs using the GROMACS
package version 5.0.4. The Flugi-2 molecule was embedded in a cubic solvent box with a
side length of 5 nm. Afterwards, the whole box was subjected to MM equilibration. In this
equilibration, the first step was a minimization of the potential energy of the system with
the steepest descent algorithm of 1000 steps and the maximum force tolerance was set to
100 kcal/mol.
A NVT ensemble over 1 ns and with a position restrained (force constant 1000 kJ mol−1 nm−1)
chromophore at a temperature of 300 K have been performed as second equilibration step.
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Figure 9.1.2: Scan of the dihedral angle N2-C8-C10-C14 with CC2 method in ground state (orange)
and in excited state (black) and scan of MM-parametrized dihedral angle in ground state (blue) and
excited state (red).
Initial velocities have been generated by the Maxwell-Boltzmann distribution at 300 K. The
next equilibration step was in NPT ensemble over 10 ns and 1 bar pressure scaled by a
Parinello-Rahman barostat (τp=2.0 ps, β=4.5× 10−5) and with restrained chromophore. The
temperature was controlled at 300 K by the Nosé-Hoover thermostat. This procedure is a
usual procedure for equilibrating the solvent. And for the non-bonded interaction, the group
cut-off scheme has been chosen. After the equilibration the production run with a 20 ns
length in a NPT ensemble at 300 K has been performed and the same settings as in the
equilibration run have been applied, except of the position restrains on the chromophore.
The chromophore has been released in the production run. The same settings have been
used for the excited chromophore.
For comparison reason, the chromophore geometry has been optimized with the DFTB3
method and additionally, a QM/MM simulation in the ground state of the Flugi-2 molecule over
10 ns were performed, using the DFTB3 method88 with 3ob parameters.117,203 Furthermore,
single point energies have been calculated with DFTB3, with a modified DFTB+ version,204
using the DFTB3 method88 with 3ob parameters117,203 and the long-range-corrected
functionals.205
Every 10 ps of the trajectory a snapshot was used to calculate the excitation energy
with OM2/MRCI. The averaged excitation energies over the whole trajectory have been
summarized in histograms, where the intensity of the bars has been determined based on
frequency of the excitation energies times the oscillator strengths of the excitation. The
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histograms are fitted to a gaussian g(x) = a0 exp(a2(a1 − x)2). The OM2/MRCI calculations
have been performed with the MNDO program package122 with 20 electrons in 20 orbitals,
including single and double excitations.
9.2 Results
In this section the properties and structural parameters of the Flugi-2 molecule in the ground
and excited state obtained by QM methods will be analyzed and discussed. Furthermore,
the structural properties of the dynamical simulations, which have been obtained with the
parametrized force field for Flugi-2 will be compared to the reference CC2-structure. The
newly effects of Flugi-2 in DMSO solvent on the structure and the excitation energy will be
discussed.
9.2.1 Properties of the Ground and Excited State Analyzed by QM
Methods
The properties of the Flugi-2 molecule in the excited state are unknown, thus we performed
various quantum mechanical calculations and analyzed the optimized CC2 structures to get
an insight into the structural behavior of the molecule in the excited state. This knowledge is
important to set up a reasonable parametrization of the molecule in the ground and excited
state. Usually, conjugated π-systems like retinal invert their bond lengths in the excited
state, that means the double bonds (DB) get longer and have a more single bond (SB)
like character, while the single bonds get shorter and have more double bond character.
In order to measure these bond lengths inversions of the conjugated double bonds in the
excited state the bond length alternation (BLA) has been used. It is the difference between
the averaged double bonds and the averaged single bonds of the conjugated π-systems.
The BLA is directly correlated with the excitation energy, this means, the higher the BLA the
further blue-shifted is the excitation energy.
The question arises, whether this bond length inversion occurs in the Flugi-2 as well?
Therefore, the bond lengths of the optimized CC2 geometries of the excited state S1 and
ground state S0 have been analyzed to find the structural changes between the two states.
It emerges, that there is no change of the bond lengths in the phenyl ring of the Flugi-2
molecule in the excited state, while in the imidazopyridine rings a change of the bond length
(see Table 9.2.1 and Figure 9.2.1) has been found. Thus, the bonds with the largest change
in the bond length between the ground and the excited state have to be identified (marked
red in Table 9.2.1).
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Figure 9.2.1: Bond length change between ground and excited state. The bond character is described
by "S" single bond and "D" double bond. The bond lengths in ground and excited state are shown in
Table 9.2.1.
The N1-C3 and C9-N3 single bonds show a decrease of the bond length of 0.04 Å. A
standard C-N single bond in a conjugated π-system has a length of around 1.37 Å while
a standard C=N double bond is approximately 1.33 Å long.206 The bond distance of the
C9-N3 bonds fit well with the standard bonds (see Table 9.2.1). Due to the large change
of bond length inversion in the excited state, the C9-N3 bond can be identified as one of
the bond inversions, the bond changes from a double to a single bond (D → S). However,
the bond length of the N1-C3 bond is with a length of 1.42 Å in the ground state unusually
long, compared to reference values of this bond type.206 However, this bond length in the
ground state has been confirmed by the crystal structure.206 It has a similar length as a
C-C bond in a conjugated system, while the value in the excited state (1.38 Å) matches with
experimental measurements.206 This could be due to the delocalization of the π-system in
the imidazopyridine ring. Nevertheless, the value of the N1-C3 bond in ground state is in
good agreement with the crystal structure of the 2-Phenylimidazo[1.2-a]pyridine206 and DFT
calculations.207 It decreases in the excited state and can be identified as a single to double
bond inversion.
The bonds C3-C5 and C5=C4 are 1.39 Å long in the ground state and fit well with the
standard value of a C-C bond in a conjugated system (single C-C bond: 1.34-1.40 Å and
double C-C bond: 1.42-1.46 Å206). Additionally, an increase of the bond length of about
0.03-0.04 Å has been found and the bond character switches from a single to a double bond.
Similar effects have been observed for the C9-N1 bond. The ground state value (1.37 Å)
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Table 9.2.1: Bond length and C8-C10 dihedral (bottom) of CC2 optimized geometries in ground and
excited state and the change of the bond length or dihedral angle (third column). The bond character
is described by "SB" single bond and "DB" double bond, while bonds, which change more than 0.02 Å
are marked in red.
Bond length S0 [Å] S1 [Å] Difference
C1=C2 1.37 1.39 0.02
C2-N1 1.37 1.38 0.01
N1-C3 1.42 SB 1.38 DB 0.04
C3-C5 1.39 DB 1.42 SB 0.03
C5=C4 1.39 DB 1.43 SB 0.04
C4-C1 1.42 1.40 0.02
C3=N2 1.34 1.36 0.02
N2-C8 1.37 1.36 0.01
C8=C9 1.41 1.42 0.01
C9-N1 1.37 DB 1.42 SB 0.05
C8-C10 1.46 1.44 0.02
C10-C11 1.41 1.41 0
C11=C12 1.39 1.39 0
C12-C13 1.40 1.40 0
C13=C15 1.40 1.40 0
C15-C14 1.39 1.39 0
C14=C10 1.40 1.41 0.01
C4-C6 1.48 1.46 0.02
C13-O3 1.36 1.36 0
C9-N3 1.39 SB 1.35 DB 0.04
Dihedral S0 [◦] S1 [◦]
N2-C8-C10=C14 -18.70 -25.62 6.92
C9-N3-C16-C17 -59.09 -89.68 30.59
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agrees well with experimentally determined bond lengths in an imidazole molecule.206 The
bond length increases about 0.05 Å in the excited state, this can be determined as an
inversion of the bond character.
Thus, the bonds N1-C3, C9-N3, C3-C5, C5=C4 and C9-N1 are used to calculate the
difference of the BLA with
BLA =
(
L(N1− C3) + L(C9−N3)
2




The values for the optimized CC2-structure in ground and excited state are shown in
Table 9.2.2. The value of the BLA decreases drastically in the excited state.
Table 9.2.2: Average single and double bond length of the CC2 optimized structures in ground and
excited state and the calculated BLA. The average was computed by the bonds with a bond character
inversion in the excited state (marked in red in Table 9.2.1 and illustrated in Figure 9.2.1)
Ground state Excited state
average DB [Å] 1.386 1.423
average SB [Å] 1.405 1.364
BLA 0.019 -0.059
Charges
The OM2/MRCI and SORCI calculations of the excited state show a large change of the
dipole moment in the excited state. The total dipole moment in the ground state is about 2.1
D and in the excited state around 7.6 D. This indicates a change of the charge distribution
within the Flugi-2 molecule.
The electron density and the charge distribution over the molecule have been calculated with
the DFT-method in order to fit the atomic charges of the molecule. The fitted atomic charges
in the ground state of the heavy atoms are shown in the appendix in Table 7. For a better
comparison the sum of the charges in the different regions in the Flugi-2 molecule has been
calculated (see Table 9.2.3). The major change between the ground state and excited state
occurs at the cyclohexane. In the ground state the cyclohexane is almost uncharged, thus
the interaction with an nonpolar solvent wont be strong. In the excited state the electron
density is reduced at the cyclohexane and gets slightly positively charged. Therefore, a
nonpolar solvent would interact with the transformed charge density at the cyclohexane in
a different way than in the ground state. This gives a hint, why the Flugi-2 molecule is
environmentally sensitive in the excited state and not in the ground state.
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Table 9.2.3: Sum of point charges of different regions in the Flugi-2 molecule. The point charges are
condensed on atoms derived from DFT calculations (details see subsubsection 9.1).
Part of Flugi-2 S0 S1 Difference
Imidazopyridine ring -0.57 -0.51 -0.06
Benzene ring -0.42 -0.40 -0.01
cyclohexane-ring without N3 0.18 1.54 -1.35
N3 -0.85 -1.23 0.38
C6-O1-O2-Me -0.19 -0.16 -0.03
O3-C22 -0.33 -0.91 0.58
9.2.2 Molecular Dynamic Simulation in the Ground State
In the last subsection 9.2.1 the two states (ground and excited state) of the Flugi-2 molecule
have been characterized and the transformations, which occur due to the transition from
the ground to the excited state have been described and understood. As mentioned at the
beginning of this chapter, a lot more could occur in the chromophore, when considering the
dynamics of the system. To understand the complete absorption and emission process an
important effect, the dynamical behavior of the molecule, is still missing. The strategy is to
include these dynamical behavior of the molecule by classical MD simulations. Thereby,
a set of structures or geometries, called trajectory, which reproduce the fluctuation and
dynamic effect in the ground state will be obtained. This will give an insight in the dynamical
processes in the molecule. The excitation energy calculations of this trajectory include
now the dynamic interactions of the Flugi-2 and their contribution to the excitation energy.
Therefore, the Flugi-2 molecule has to be parametrized in order to propagate classical force
field simulations. The parametrization has been done based on the CC2-structures (details
see section 9.1). However, contrary to the QM methods, the classical description makes use
of some approximations, or rather it applies parametrized values to specify bond lengths,
angles, dihedral angles and atomic charges of the molecule (more detailed description see
chapter 5). These structural parameters have a direct influence on the excitation energy
of the molecule. Therefore, the parametrization has to be very accurate and has to be
intensively tested and validated by QM methods. To achieve this, the BLA, the dihedral
angles N2-C8-C10-C14 and C9-N3-C16-C17 and the excitation energy calculated with
OM2/MRCI method have been chosen for a comparison with QM optimized structures (see
Table 9.2.4).
The classical force field minimized structure (MM-minimized) underestimates the BLA
compared to the CC2 reference structure. In the MM-minimized structure, the averaged
single bonds are much shorter than in the QM minimized structures (CC2 and DFTB). The
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analysis of the single bond lengths in the MM-minimized structure shows, that the force field
underestimates the N1-C3 single bond length (1.39 Å) (details see Table 8 in the appendix)
and this results in the underestimation of the BLA. Several bond length parameters (b0) for
this bond length have been tested, but the reference bond length of the CC2-structure has
never been reached. This wrong parametrized bond length is responsible for the shift of the
excitation energy about 0.12 eV to lower energy compared to the excitation energy of the
CC2-structure.
Table 9.2.4: Comparison of structural properties of the minimized structure by MM (first column) with




average DB [Å] 1.387 1.391 1.386
average SB [Å] 1.390 1.418 1.405
BLA 0.003 0.027 0.019
N2-C8-C10-C14 [◦] -29.81 -15.74 -18.70
C9-N3-C16-C17 [◦] -86.68 -65.95 -59.09
OM2/MRCI [eV] 3.45 3.54 3.57
In the next step, a 10 ns MD simulation of the Flugi-2 molecule in gas phase has been
performed and analyzed. Table 9.2.5 shows the averaged BLA of the MD simulation in the
ground state without a solvent. As well as for the MM-minimized structure (Table 9.2.4), the
averaged BLA of the MM-MD trajectory is too small compared to the CC2-structure and the
averaged excitation energy is red shifted, too. However, comparing the excitation energy of
the MM-minimized structure and the MM-MD trajectory, the averaged excitation energy of the
MM-MD is red shifted about 0.07 eV. In other words, it this shifted about 0.2 eV compared to
the CC2-structure. This red shift cannot only be explained by the BLA. Because considering
the fact that the BLA and the excitation energy show a linear relation, and the BLA between
CC2-structure and MM-minimized structure change about 0.016, while the excitation energy
changes about 0.12 eV. Thus, the change of the BLA (0.0008) is too small for this red shift
of 0.07 eV. The excitation energy shift is probably due to a dynamic effect. Even in the
DFTB-MD simulation a red shift of 0.06 eV compared to the DFTB minimized structure has
been observed. This shift does not result from a parametrization, but results from dynamical
structural variations within the trajectory.
Plotting the distribution of the dihedral angles of N2-C8-C10-C14 and C9-N3-C16-C17
of the MM-MD and the DFTB-MD in Figure 9.2.2, a flexible Flugi-2 molecule has been
observed in both simulations. This might result in an excitation energy shift, if there is a
correlation between dihedral angles and the excitation energy. The excitation energies
have been plotted versus the dihedral angle (see Figure 9.2.3) and, with a k-means cluster
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Table 9.2.5: Comparison of averaged BLA and the averaged excitation energy with OM2/MRCI of the
MM-MD over 10 ns (first column), DFTB-MD over 1 ns (second column) and minimized CC2 structure
(last column) in the ground state
MM-MD DFTB(3ob)-MD CC2
BLA 0.002 0.026 0.019
OM2/MRCI [eV] 3.38 3.48 3.57
analysis, the cluster centroids have been computed (black symbols in Figure 9.2.3). A
minor correlation between the dihedral angle and the excitation energy has been observed.
Thus, the excitation energy is not correlated to the dihedral C9-N3-C16-C17 ( 9.2.3a) and
N2-C8-C10-C14 ( 9.2.3b). Since the MD simulations in gas phase and DMSO sample
different dihedral angle configurations, a small shift in the averaged excitation energy can
be observed.
Figure 9.2.2: Distribution of the N2-C8-C10-C14 dihedral angle over 10 ns simulation time with MM-MD
(red) and over 1 ns simulation time with DFTB-MD (blue).
Another correlation can be between the BLA and the excitation energy. Further analysis
of the BLA of the MM-MD show, that there is a correlation between several bonds and the
excitation energy. In Figure 9.2.4 the linear fits of the bond length distributions over the
10 ns MM-MD simulation have been shown. The bond length has been plotted against the
excitation energy and the data have been fitted by a linear approach. In Figure 9.2.4 the
bond lengths, with a gradient of the linear fit of 0 or within the standard deviation, have not
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(a)
(b)
Figure 9.2.3: Plot of excitation energy vs dihedral angles of a) C9-N3-C16-C17 and b) N2-C8-C10-C14
of the 10 ns MM-MD in gas phase. There is no correlation distinguishable.
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been shown, because in this bond lengths no correlation between the bond length and the
excitation energy can be found. The increase of the bond lengths C9-N3, C6-C4, N2-C8,
C1-C4, C8-C10 and C3-N1 result in a blue shift of the excitation energy, while the increase
of the C8-C9, C4-C5, C3-N2, C9-N1 and C2-C1 bond lengths result in a red shift of the
excitation energy. Since there are small variations in the averaged bond lengths during the
10 ns simulation, these bonds might be also responsible for the excitation energy shift of the
MM-MD compared to the MM-minimized structure.
Figure 9.2.4: Linear fits of the bond length distribution over 10 ns simulation time. Here are shown only
the bond lengths with a correlation to the excitation energy, which means the gradient has to be larger
than 0.0005 nm and larger than the standard deviation of the fit.
9.2.3 Molecular Dynamic Simulation in the Excited State
For the excited state, the parametrization needs to be validate as well. The excitation energy
of the MM structure as well as the excitation energy of the DFT(ωB97X) and DFTB are
around 0.1 eV blue shifted compared to the excitation energies of the CC2 structure. What
are the structural rearrangements inducing this shift? In the ground state a minor correlation
of the dihedral angle of the cyclohexane and the phenyl and the excitation energy has been
observed. In Table 9.2.6, the structural properties and the excitation energy of the structures
optimized in the excited state by different methods have been shown. It emerges, that the
excitation energy is independent of the dihedral angles. Here, the dihedral angles are not
the root of the blue shift.
Furthermore, in the ground state a correlation of several bond lengths with the excitation
energy has been found in the MM-MD simulation. This has not been found in the excited
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state. The same computed linear fits for the bond lengths in the excited state of the
MM-MD, which were done for the bond lengths in the ground state (Figure 9.2.4) give only
a correlation of the C4-C5 and C9-N1 bond with the excitation energy. This means, that the
excitation energy in the excited state seems to be mostly independent of the bond lengths
or is compensated by other excitation energy correlated structural properties, for example
dihedral angles.
Table 9.2.6: Comparison of structural properties of the MM-minimized structure and the averaged







average DB [Å] 1.428 1.428 1.406 1.430 1.423
average SB [Å] 1.361 1.356 1.367 1.379 1.364
BLA 0.067 0.072 0.039 0.051 0.060
N2-C8-C10-C14 [◦] -29.81 -24.93 -27.10 -23.70 -25.62
C9-N3-C16-C17 [◦] -90.44 -39.61 -86.52 -93.38 -89.68
OM2/MRCI [eV] 3.01 2.96 3.01 3.04 2.88
The averaged excitation energy of the MM-MD over 10 ns simulation time is red shifted
about 0.05 eV compared to the excitation energy of the MM-minimized structure (3.01 eV)
(see Table 9.2.6). This has been already observed for the ground state. Since there is
no correlation of the bond lengths and the dihedral angle to the excitation energy, it is not
clear what the reasons for this shift are. Nevertheless, the shift lies in the error range of our
method OM2/MRCI.
Another parameter is the N2-C8-C10-C14 dihedral angle, this dihedral angle has been
parametrized for the Flugi-2 molecule. The potential curves have been shown in Figure 9.1.2.
The rotation barrier of the dihedral angle in the excited state is much higher than the barrier
in the ground state. Thus, in the ground state the rotation around N2-C8-C10-C14 dihedral
is more flexible and visible in the distribution of the dihedral over the simulation time.
Figure 9.2.5 compares the occurence of the of the N2-C8-C10-C14 dihedral angles in the
ground (black) and in the excited state (red) and confirms this assumption.
In the last sections, the structural reason for the color shift between the ground and excited
state has been found. Furthermore, the relation between excitation energy and structural
parameters of MM-MDs of ground and excited state have been analyzed. But the absolute
values of the excitation energy have not been reproduced by MM methods. The reason
for this inaccuracy is that generating a force field which describes the correct bond lengths
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Figure 9.2.5: Distribution of N2-C8-C10-C14 dihedral in the ground (black) and in the excited state
(red) over 20 ns simulation time.
and dihedral angles in conjugated π-systems is a challenging task. Too many effects need
to be considered and are only approximated in the MM application. Even QM methods
like DFT and DFTB fail when calculating the right bond lengths and angles (Table 9.2.6)
of the molecule. However, the exact absolute absorption and fluorescence energy is not
the most important topic of the investigation. Much more important is the relation between
structure and excitation energy. For this approach the MM methods can be a useful tool,
as illustrated by finding the correlation between bond length, dihedral angle and excitation
energy (Figure 9.2.4).
Nevertheless, beside the absolute value of the excitation energy, the Stokes shift is a
interesting property when investigating fluorescence processes. Table 9.2.7 shows a
summary of the absorption and the fluorescence energies computed with different methods
in gas phase.
If only difference in energies, the Stokes shift, is compared, it can be seen that the
CC2-structure agrees well with the experimental values in decane, while DFT structure
overestimates the Stokes shift about 0.18 eV and the structure of the semi-empirical method
DFTB underestimates the Stokes shift about 0.15 eV. Even in the gas phase we get a high
variation of the Stokes shift between different QM methods. These energy variations are
connected to variations in the structure of the molecule and this has been analyzed in the
last sections.
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The MM method underestimates the Stokes shift about 0.24 eV. This is in bad agreement
with the CC2-structure in the ground state. The reason for this underestimation of the Stokes
shift of the MM-structures is because the parametrization failed to describe the right BLA in
the imidazopyridine ring in the ground state. This results in a shift of about 0.2 eV of the
absorption energy compared to the CC2 value.
The shift in the excited state is only about 0.08 eV, thus, the MM-MD for the excited state is
usable for further investigations, while the ground state MM-MD is not.
Table 9.2.7: Comparison of the OM2/MRCI excitation energies of the ground state (absorption) and
excited state (fluorescence) structures received by different methods as well as the consequently
calculated Stokes shift (last column). The Stokes shift is not reproduced by the MM structures. In
the last row are shown the experimental values of the Absorption and Fluorescence in decane.
Structure Absorption [eV] Fluorescence [eV] Stoke Shift [eV]
MM-MD 3.37 2.96 0.41
MM-minimized 3.45 3.01 0.44
DFTB 3ob 3.54 3.04 0.50
DFT-ωB97X 3.84 3.01 0.83
CC2-structure 3.57 2.88 0.69
Experiment (in decane) 3.26 2.61 0.65
9.2.4 Influence of Solvent DMSO on the Excited State Dynamics
As mentioned at the beginning of the chapter the Flugi-2 molecule has an interesting
feature, the fluorescence energy and accordingly the Stokes shift is dependent on the
environment of the chromophore. The interaction of the Flugi-2 with the solvent in the
excited state leads to a red shift of the fluorescence wavelength. For example in decane
the fluorescence wavelength is at 380 nm, which is equal to 2.61 eV, and in DMSO the
fluorescence wavelength is shifted to 540 nm or 2.30 eV, this gives a shift of about 0.31 eV
and is the highest experimentally observed solvent dependent shift. In contrast to most
chromophores the environmental sensitivity is only observed for the fluorescence process,
while in the ground state the solvent does not affect the absorption wavelength (except
DMSO). In more detail, some structural and electrostatic rearrangements must occur within
the chromophore in the excited state, so that the solvent or the environment influences
the molecule only in the excited state, whereas the chromophore in ground state is mostly
unaffected by the solvent.
A first hint had been given by the calculated charge distribution in the excited state seen
in Table 9.2.3. The charge distribution in the excited state has mainly changed in the
cyclohexane ring and at the N3 atom. The charges between these two molecule parts in
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the excited state are more separated than in the ground state. Thus, the interaction in the
cyclohexane ring and the N3-atom with a polar solvent molecule has to be increased in the
excited state.
Figure 9.2.6: Flugi-2 structure optimized with DFT (ωB97X) in gas phase (blue) and by switch on
implicit solvent model COSMO for DMSO (red). The main changes in the structure happen on the
bond length of C3-C5, C8=9, C4-C6 bond and on the dihedral C9-N3-C16-C17 and N2-C8-C10=C14
(see Table 9.2.8).
In addition, the gas phase structure in the excited state gives no hint why the polar solvent
should interact differently with the Flugi-2 molecule in the excited state than in the ground
state. Possibly, the polar solvent has an impact on the structure in the excited state.
Unfortunately, it is not easy to optimize a structure in the excited state by QM methods with
explicit solvent molecules, because only implicit solvent models are available and there the
solvent is treated as an indirect matter on the surface of the chromophore. The solvent
molecules act like a constant background and the chromophore ’sees’ the solvent only
through electrostatic interaction. Another option to consider the solvent environment is to
include the solvent molecules in the QM calculation as point charges, but here the charges
are fixed on their locations during the QM calculation and to get the locations a additional
MM calculation is necessary to determine the locations of the charges in advance.
Nevertheless, it might be that in the structure optimized with implicit solvent models already
differences of the structure occur. The Flugi-2 has been optimized with DFT and a
range-separated ωB97X functional, using the COSMO model with DMSO (ε = 47.2 and
refraction parameter= 1.479). A comparison of the gas phase and DMSO structure has
been shown in Figure 9.2.6 and Table 9.2.8.
The main differences are in the different dihedral angles of the cyclohexane ring and changes
of some bond lengths. This structural rearrangements lead to a small red shift of the
excitation energy as seen in Table 9.2.9. Here, the excitation energies of the optimized
structures in gas phase and DMSO are compared with different methods. The strength of
the red shift is 0.07 eV for the OM2/MRCI method and the SORCI method in gas phase,
while with DFT/ωB97X the shift due to the structural changes is only 0.04 eV. This shows,
that not only the structural changes are responsible for the red-shift.
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Table 9.2.8: Bond lengths and C8-C10, N3-C16 dihedral angles (bottom) of DFT/ωWb97X optimized
geometries in excited state in gas phase, with COSMO (DMSO) and with one DMSO molecule which
is hydrogen bonded to the N3-H atoms of the Flugi-2 molecule.
Bond length gas phase [Å] COSMO(DMSO) [Å] H-bonded DMSO [Å]
C1=C2 1.38 1.37 1,39
C2-N1 1.39 1.40 1,39
N1-C3 1.38 1.39 1,38
C3-C5 1.40 1.38 1,40
C5=C4 1.43 1.44 1,43
C4-C1 1.40 1.41 1,40
C8=C9 1.42 1.44 1,42
C9-N1 1.39 1.38 1,40
C4-C6 1.47 1.45 1,47
C9-N3 1.35 1.34 1,34




C9-N3-C16-C17 -100.58 -86.52 -50,68
N2-C8-C10-C14 -27.1 -32.54 -36,76
C9-C8-C10-C11 -26.94 -33.02 -36,85
144
Chapter 9. Describing Fluorescent Behavior of Flugi-2 Molecule with Classical Force Fields
The electrostatic influence of the implicit solvent is shown in the columns, when comparing
the excitation energies of the same structure in gas phase and with the COSMO model
in DMSO. The red shift of the excitation energy due to the implicit solvent is around
0.15 eV (3.35 eV-3.20 eV) for DFT/ωB97X and less than 0.04 eV for OM2/MRCI and SORCI.
Already with different QM methods a varying shift is observed. It could be that DFT/ωB97X
overestimates this shift, while OM2/MRCI and SORCI underestimates it. Clarifying this
needs additional excitation energy calculation with higher level QM methods like CC2. When
combining the structural rearrangements (columns) and the electrostatic interactions (rows)
in the excitation energy calculations a red shift of 0.21 eV with DFT/ωB97X and of 0.2 eV
with OM2/MRCI can be achieved. This is much closer to the experimental red-shift about
0.31 eV. So the structural changes and the electrostatic effects are important for the red
shift, but probably not all effects are yet considered by the QM methods.
Table 9.2.9: Here, the excitation energies of the excited state (fluorescence) geometries are shown.
They geometries are optimized in gas phase with CC2 and DFT/ωB97X, in DMSO by using the implicit
solvent model COSMO (ωB97X DMSO). Furthermore a Flugi-2 with one DMSO molecule, which is
hydrogen bonded to the N3-H atoms structure has been optimized with DFT/ωB97X. In the columns
the excitation energies of the different optimized structures are shown and in the rows are list the




Method CC2 ωB97X ωB97X ωB97X
gas phase gas phase DMSO H-bonded DMSO
CC2 gas phase 2.56 - - -
SORCI gas phase 2.37 2.50 2.43 -
SORCI DMSO 2.35 2.50 2.44 -
DFT/ωB97X gas phase 3.22 3.35 3.31 3.17
DFT/ωB97X DMSO 3.05 3.20 3.14 3.07
OM2/MRCI gas phase 2.88 3.01 2.94 2.88
OM2/MRCI DMSO 2.87 2.97 2.81 2.87
For further analysis of the red-shift of the fluorescence energy, the chromophore has been
added in a box of DMSO molecules and a 20 ns simulation has been performed. For the
Flugi-2 molecule the gas phase parametrization of the excited state has been used. Every
10 ps of the simulation time, a snapshot has been used for a single point excitation energy
calculation with OM2/MRCI. In order to generate a spectrum, the 2000 fluorescence energies
have been combined in a histogram, where the intensity is defined by the counts of the
energy in a certain segment, times the oscillator strength resulting from the OM2/MRCI
fluorescence energy calculation. Figure 9.2.7 shows, that the fluorescence energy maximum
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is shifted about 0.21 eV due to the solvent DMSO. Still, the experimental shift is not reached.
Comparing the MM-minimized structures only a 0.06 eV red shift (Table 9.2.10) has been
achieved. Why has a shift in the MM-MD been observed, while in the MM-minimized
structure no shift has been observed? The BLA of the MM-minimized and the MM-MD
structures do not explain the increased red shift in the MM-MD, contrariwise the BLA changes
in the MM-minimized structures and in the MM-MD trajectory are almost equal. Thus,
another explanation for the large red-shift in the MM-MD should exist.
Table 9.2.10: The excitation energies of the excited state (fluorescence) geometry are shown. Also, the
experimental values are listed. The second row shows the excitation energy from a structure minimized
by MM force field. In this structure the hydrogen bond as described in Figure 9.2.8 is not present. The
excitation energies are calculated by OM2/MRCI and considering DMSO as point charges.
fluorescence energy and BLA gas phase DMSO Difference
MM-MD [eV] 2.96 2.74 0.22
BLA MM-MD [Å] 0.072 0.076 0.004
MM minimized [eV] 3.01 3.07 0.06
BLA MM minimized [Å] 0.067 0.074 0.007
Experiment [eV] 2.61 (in decane) 2.30 (in DMSO) 0.31
The investigation of the excitation energy over time in 9.2.7b shows more fluctuations
in the DMSO trajectory (orange) than in the gas phase trajectory (blue). Moreover, the
excitation energy plot of the DMSO trajectory is about 0.2 eV red shifted. Here, the DMSO
molecules are included in the calculation of the excitation energy as point charges. If only the
Flugi-2 structure in the DMSO had been used and the electrostatic effect of the DMSO had
been neglected (removing the point charges), the fluctuations would still be present, but the
averaged excitation energy would be slightly blue shifted (green curve in 9.2.7a) compared
to the gas phase trajectory.
To find out how important the explicit description of the electrostatic interaction is, the
electrostatic influence is included again in the OM2/MRCI calculation, though not as explicit
point charges, but as implicit solvent model COSMO (pink curve). The excitation energy
is not back-shifted to the initial value of 2.74 eV, only a minor red-shift is noticeable in
the graph. Thus, the point charges are very important in the calculations and can not be
replaced by a solvent model. Furthermore, the structural fluctuations have an impact on the
excitation energy, too. However, this impact results in a slightly blue shift, therefore neither
of this interactions can be neglected.
A more detailed look at the trajectory shows a hydrogen bond between the oxygen atom
of a DMSO molecule and the N3-H atoms of the Flugi-2 molecule. This hydrogen bond
is stable over the 20 ns simulation time and influences the C8-C10 and N3-C16 dihedral
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(a)
(b)
Figure 9.2.7: a) Histogram of OM2/MRCI excitation energies and b) excitation energy plotted over time
respectively of MM-MD-geometries in excited state of the gas phase MM-MD (blue) and of the MM-MD
in DMSO with the electrostatic interaction of the DMSO by point charges (orange) and without (green).
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angles (Figure 9.2.8) very strongly.
Figure 9.2.8: C8-C10 and N3-C16 dihedral angles over 20 ns simulation time.
The plot of the excitation energy against the dihedral angles and a following k-means cluster
analysis shows a correlation between the dihedral angles and the excitation energy in DMSO
(see 9.2.9c and 9.2.9d). The centroid points for each cluster (black points in Figure 9.2.9)
mark the mean value of the excitation energy for each cluster. Comparing the centroid
points for the DMSO trajectory with the gas phase trajectory, the dihedral sampling area
of the C9-N3-C16-C17 dihedral angle is shifted to lower dihedral angles, while the region
between 0-135◦ is not sampled at all in the DMSO trajectory ( 9.2.9d). This could result from
the hydrogen bond of the N3-H atoms to a DMSO molecule.
Moreover, a red shift of the excitation energy is observed for the individual clusters of
the C9-N3-C16-C17 and N2-C8-C10-C14 dihedral angles in the DMSO trajectory (see
Figure 9.2.9). But comparing the centroid points of the clusters with the same dihedral
angle between the gas phase ( 9.2.9b) and the DMSO trajectory ( 9.2.9d) shows that the
red shift can not be exclusively attributed to the dihedral angles. The centroid points of the
same clusters in gas phase and DMSO (for example the cluster around −45◦ in 9.2.9b
and 9.2.9d) do not correspond to the same excitation energy. This means the excitation
energies with the same dihedral angle are different in gas phase and DMSO. However, the
angle distribution in the DMSO trajectory is different to the gas phase trajectory and could be
a reason for the red shift of the excitation energy in DMSO. The distribution of the dihedral
angles in gas phase trajectory is less spread out. The dihedral angles in gas phase do
not fluctuate as strongly as in the DMSO trajectory, because of the lacking interaction with
DMSO molecules. Furthermore, the hydrogen bond to the DMSO enables the Flugi-2 to
sample more dihedral angles than in gas phase.
Another hint that the hydrogen bond is one of the main factors for the red shift of the
excitation is the small red-shift of the excitation energy for the MM-minimized structure,
because in this structure the hydrogen bond is not present and the red shift is almost
vanished (see Table 9.2.10).
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(a) Cluster analysis N2-C8-C10-C14 dihedral gas phase. (b) Cluster analysis C9-N3-C16-C17 dihedral gas phase.
(c) Cluster analysis N2-C8-C10-C14 dihedral in DMSO. (d) Cluster analysis C9-N3-C16-C17 dihedral in DMSO.
Figure 9.2.9: Dihedral angle of N2-C8-C10-C14 (a) and c) and C9-N3-C16-C17 (b) and d) plotted
against excitation energy in gas phase (top) and DMSO (bottom). A k-means cluster analysis was
applied to determine the centroid points (black points) for each cluster.
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Additionally, the influence of the DMSO on the atomic charges of the Flugi-2 molecule in
the excited state has been tested. To this end, the charges have been calculated with DFT
using an implicit solvent model (COSMO). The sum of the charges does not change much
when considering an implicit solvent model in the calculation (see appendix Table 7). The
charges have been included in the parametrization and a 10 ns MM-MD simulation has
been performed (see Figure 9.2.10). The fluorescence spectra of the trajectory with the
COSMO-charges and the gas phase trajectory have been compared, the spectra show only
a negligible difference. Therefore, the influence of the solvent on the atomic charges has
been neglected in the parametrization.
Figure 9.2.10: Histogramm of OM2 calculations of MM-MD-geometries in excited state/fluorescence in
solvent (DMSO) using parametrization with gas phase charges (blue) and COSMO charges (green).
The most important interaction to explain the red shift in the excited state seems to be the
hydrogen bond between DMSO and N3-H atoms of the Flugi-2 and the therefore changed
C9-N3-C16-C17 dihedral angle. Thus, the Flugi-2 molecule and the single hydrogen bonded
DMSO have been optimized with DFT/ωB97X and the structural changes (Table 9.2.8) and
the excitation energies (Table 9.2.9) have been compared. The excitation energy shift from
the gas phase structure to the structure with one DMSO is already 0.13 eV and is much
higher than the red shift reached using an implicit solvent model. Still, the experimental
shift is not reproduced, however the interaction of the surrounding DMSO molecules is not
considered and the dynamic effects are neglected. Nevertheless, the explicit description of
the interaction between the Flugi-2 and the DMSO is crucial to understand the red-shift of
the fluorescence energy and cannot be described by an averaged polar surface interaction
like in COSMO.
150
Chapter 9. Describing Fluorescent Behavior of Flugi-2 Molecule with Classical Force Fields
The structural rearrangements due to the hydrogen bond are very small. Except the N3-C16
dihedral angle, it changes compared to the gas phase structure around 50◦, though the
COSMO structure overestimates this turn about 30◦. The charges of the hydrogen bonded
structure have not been determined, yet. It is possible, that the explicitly described DMSO
molecule influences the charge distribution of the whole Flugi-2 molecule much more than
an implicit solvent model would influence it.
In Figure 9.2.10 only the atomic charges, received by a COSMO calculation have been
tested and therefore the charge distribution could be wrong, since the COSMO model
neglects some effects. The hydrogen bonded DMSO structure does not feel the electrostatic
interaction of the DMSO solvent on the overall surface of the molecule, but still this single
DMSO molecule has an high effect on the excitation energy. In the next step more DMSO
molecules should be included to see how they influence the structure, the charges and
the energy of the Flugi-2. To test this, the frozen-embedding calculations are useful, since
here, the charges of the Flugi-2 molecule can be calculated, while the solvent is described
explicitly.
9.2.5 Concluding Remarks
Concluding this chapter, the structural dependencies of the Flugi-2 molecule on the excitation
energy in the ground state and in the excited state have been elucidated. Classical MD
simulations combined with QM calculations have been used. It can be concluded, that
molecular mechanics are a useful tool to sample geometries in order to get an insight in
the structure-excitation energy relationships. Especially it was able to get an insight in the
behavior of the Flugi-2 in the excited state due to the parametrization. For the Flugi-2
molecule a correlation between the dihedral angle of the cyclohexane and the excitation
energy has been found. But nevertheless, it is difficult to sample the exact minima of the
potential surfaces of such π-conjugated ring systems with force field methods. Even the
lower level QM methods struggle describing the right structures of such systems. Thus, one
has to be careful and validations and tests of the parametrization of MM force fields are
necessary.
Moreover, the importance of explicit solvent interactions has been determined. The influence
of the explicit solvent molecules should not be neglected when describing the connection
between excitation energy and structure. Especially for the Flugi-2, the hydrogen bond
pattern is important to get the right red-shift. Here, the molecular dynamics are very useful
to investigate these structural patterns between solvent and chromophore. Furthermore,
the implicit solvent models fail to describe the right interaction between solvent and
chromophore.
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The research of biological processes requires system independent, nonlethal, fast and
microscopically visible tools. These requirements can be provided by systems interacting
with light, like optogenetic methods or fluorescent markers. However, the investigation of
the interaction between matter and light, opens new dimensions, at which the insight and
understanding of these processes pave the way for new developments of chromophores
and applications of photophysical and photochemical processes in biology and technology.
In this thesis, these interactions have been investigated on absorption, fluorescence and
isomerization processes in different environmental systems.
The connection between absorption wave length and spectral shape in channelrhodopsin-2
was investigated in chapter 6. It was shown, that the dynamic behavior of the binding
pocket influences the spectral shape. Structural diversity found around the environmental
sensitive chromophore leads to the broadening and the sub-peak character of the
absorption spectrum in channelrhodopsin-2. The dynamic behavior almost vanishes at low
temperatures and the structural diversity is not present anymore. This shows the strong
temperature dependency of the experimental results. The analysis of the crystal structure
of channelrhodopsin-2 depicts, that the presence and the amount of water molecules in
proteins are important for the structural diversity and flexibility in proteins. The larger
amount of water molecules leads to a more dynamic active site. The detection of side
chain conformations with minimum energy has been achieved by MD simulations of several
hundred nanoseconds and are verified by metadynamic free energy calculations. Since, the
investigation is based on a homology model, possible rearrangements can not necessarily
be interpreted as function mechanism rearrangements. However, occuring rearrangements
have to be verified by free energy calculations. This is also the case for the selection of the
QM-zone between protein and chromophore, since the interface between MM and QM can
lead to artifacts and to incorrect descriptions of the structure.
In chapter 7 a homology model for HKR1 has been built and successfully validated by
comparing the absorption with the reference bacteriorhodopsin. The prediction of the
binding pocket and the retinal configuration leads to the characteristic shift of HKR1
absorption spectrum. The experimental blue shifted absorption of HKR1 with respect to
bacteriorhodopsin was found to result from the non-planar retinal conformation, and not from
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the amino acid composition in the binding pocket. After the calculation of the photochemical
path, a reliable 13-cis, 15-syn structure has been achieved for the further investigation of the
unique second stable state in the photocycle.
The semi-empirical methods like OM2/MRCI are computationally fast and thus a dynamic
simulation of the isomerization process in rhodopsins is possible. Therefore, OM2/MRCI
has been benchmarked for the prediction of the excited state life time and the isomerization
mechanism on a reduced retinal model. OM2/MRCI excited state dynamics provide the
correct prediction of the isomerization mechanism, but fail in giving the correct excited state
life time. However, previous studies by Dokukina et al.154 promise more reliable result for
longer retinal models like PSB4 or PSB5.
In studying the fluorescence properties of the Flugi-2 molecule with the MM method, it
has been found to that classical mechanics are a useful tool to investigate the structural
interaction between chromophore and environment. The Classical method can provide
geometries in the excited state, while semi-empirical methods are suitable to evaluate the
electronic structure in order to get a meaningful picture of the interaction occuring in the
excited state between chromophore and solvent. The simulations show, that the explicit
solvent should not be neglected in the dynamics, because interactions between solvent
molecules and chromophore are crucial for the correct description of the structure in the
excited state and thus for the fluorescence wave length. However, force field methods are
not able to include the electrostatic interactions, which leads to an underestimation of the
solvent shift. Thus, future methods should include a quantum mechanical description of the
chromophore and provide dynamic geometries in the nanosecond timescale in the excited
state. Simultaneously, a classical description of the surrounding molecules or the protein
is necessary to include the influence of the environment. The investigation of fluorescence
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A | Dark state of the Channelrhodopsin
Figure 1: a) chemical structure of all-trans retinal and b) of 13-cis, 15-syn and in c) aligned structure of
active site with all-trans (cyan backbone) and 13-cis, 15-syn (yellow backbone) retinal.
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Appendix A. Dark state of the Channelrhodopsin
Table 1: Summary of structural motifs of the 14 cooling QM/MM trajectories at the beginning of the
trajectory at 300 K and at the end of the trajectory at 100 K.
Trajectory no. 300K 100K
1 E123 upa E123 up
2 E123 up E123 up
3 E123 up E123 up
4 E123 up E123 up
5 H2O upb E123 up
6 H2O up E123 up
7 D253 upc E123 up
8 D253 up E123 up
9 D253 up E123 up
10 H2O up H2O up
E123 up
11 D253 downd D253 down
12 D253 down D253 down
13 H2O downe H2O down
D253 down
14 H2O down H2O down
aE123 up: RSBH+...−O-E123; E123-upward
bH2O up: RSBH+...OH2; E123-upward
cD253 up:-RSBH+...−O-D253; E123-upward
dD253 down: RSBH+...−O-D253; E123-downward
eH2O down: RSBH+...OH2; E123-downward
Table 2: Point in simulation when E90 flips down. Four 1 µs long MD simulations have been performed
point when E90 flip down
MD1 Monomer 1 27 ns
Monomer 2 600 ns
MD2 Monomer 1 500 ns
Monomer 2 500 ns
MD3 Monomer 1 36 ns
Monomer 2 711 ns
MD4 Monomer 1 400 ns
Monomer 2 94 ns
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B | Fluorescent Behavior of Flugi-2
Molecule
Optimizations in Ground and Excited State
The DFT optimizations and the calculation of the excitation energies was done with the orca programm
package208,209 and the split-valence basis set def2-SV(P). Since, in the orca programm package the
range separated functionals for DFT are not implemented I used Gaussian 09187 DFT (WB97X) and
the 6-31G* basis set to optimize the Fluig-2 molecule in ground and excited state.
Additional was used the SORCI (Spectroscopy-Oriented multireference Configuration Interaction)
method, as implemented in the ORCA program package. We considered an Complete Active Space
with 12 electrons in 12 orbitals, also several roots were tested and the split-valence basis set
def2-SV(P) was applied.
For the calculations with implicit solvent the COSMO model was used with an epsilon of 47,8.
In table Table 1 are shown the excitation energies and Stokes Shift of the flugi molecule calculated
by several methods based on different geometries. Looking at the excitation energies of the CC2 gas
phase geometries, the CC2 and SORCI calculations agree with the experiment (Flugi in Decane). In
the CC2 calculations not only the Stokes shift (relative values) is reproduced also the absolute values
reproduce the experiment, contrary to the SORCI calculations, here the stokes shift is well reproduced
but the excitation energy and fluorescence are shifted by 0.2 eV in comparison to the experiment. DFT
with range seperated functional (WB97X) reproduce the Stokes Shift, however the absolute values
are shifted by 0.5 eV compared to the experiment. Even the semiempirical method OM2 and DFTB
are able to reproduce the Stokes Shift of the experiment. The absolute values of OM2 and DFTB
with GGA-functionals are 0.2 - 0.3 eV shifted compared to the experiment. While the Stokes Shift
is overestimated and the absolute values of the DFTB with range seperated functionals is shifted
about 0.5 eV compared to the experiment. In summary, the CC2 geometries are reasonable and the
semiempirical Method OM2 is good enough to calculate the qualitative Absorption and Fluorescence
energies of the MD trajectories.
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Appendix B. Fluorescent Behavior of Flugi-2 Molecule
Table 1: Calculations of the excitation and fluorescence energies of flugi-2 with different methods.
Geometry optimization was done with WB97X (6-31G*) and CC2 (def2-TZVP). Single point energies
based on these optimized structures with different methods.












CC2 3.22 (0.478) 2.56 (0.361) 0.66
WB97X 3.88 (0.535) 3.22 (0.416) 0.66
SORCI root3 3.04 (0.521) 2.36 (0.366) 0.68
SORCI root5 3.08 (0.588) 2.37 (0.411) 0.71
CIS 4.17 (0.307) 3.56 (0.537) 0.61
DFTB
range-seperated
3.56 (0.714) 2.72 (0.666) 0.84
DFTB 2.80 (0.327) 2.19 (0.216) 0.61






WB97X 4.17 (0.466) 3.35 (0.460) 0.82
SORCI root5 3.08 (0.3247) 2.50 (0.4659) 0.58
Gasphase
B3LYP
B3LYP 3.29 (0.459) - -
WB97X 4.003 (0.4971) - -
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Appendix B. Fluorescent Behavior of Flugi-2 Molecule
Table 2: Single point energies of CC2-geometries in gas phase. The excitation and
fluorescence energies are calculated in gas phase and with implicit solvent DMSO (COSMO) and
WB97X-geometries in gasphase and optimized with COSMO
Gasphase CC2
WB97X-COSMO 3.76 (0.569) 3.05 (0.438) 0.71
SORCI-COSMO
root5
3.05 (0.591) 2.35 (0.415) 0.70
In DMSO
Wb97X-COSMO
WB97X-COSMO 3.97 (0.527) 2.93 (0.566) 1.04
SORCI-COSMO
root5




Determined Parameters of Flugi-2 Force Field
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Appendix B. Fluorescent Behavior of Flugi-2 Molecule
Table 3: ground state parameters for bonds of heavy atoms
























Figure 1: HOMO and LUMO of the CC2 optimized ground state
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Appendix B. Fluorescent Behavior of Flugi-2 Molecule
Table 4: excited state parameters for bonds of heavy atoms
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N2-C8-C10-C11 180.000 4.079 2
N2-C8-C10-C14 180.000 4.079 2
C9-C8-C10-C11 180.000 4.079 2
C9-C8-C10-C14 180.000 4.079 2




N2-C8-C10-C11 180.000 6.245 2
N2-C8-C10-C14 180.000 6.245 2
C9-C8-C10-C11 180.000 0.965 2
C9-C8-C10-C14 180.000 0.965 2
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Appendix B. Fluorescent Behavior of Flugi-2 Molecule
Table 7: Fitted charges of non-hydrogen atoms of ground state and excited state. This charges
were used for the parametrization of the flugi molecule. The atoms C9, C11, C13, C14, C17, C18,
C20 become positively charged, while the atoms C10, C12, C15, C19, C21, C22 become negatively
charged. This means every second atoms is negatively charged while the direct neighbor is positively
charged. his is reproduced by the HOMO-LUMO plot of the CC2 structures, here, only at every second
atom at the benzene ring we have an electron density (see Figure 1).
ground state (HF) excited state (DFT) difference excited state with COSMO (DFT)
-0,193 -0,006 -0,187 -0,117
-0,180 -0,440 0,260 -0,310
0,059 0,150 -0,092 -0,064
0,469 0,564 -0,095 0,791
-0,162 -0,545 0,384 -0,438
-0,261 -0,384 0,122 -0,575
0,863 1,063 -0,200 1,059
-0,598 -0,645 0,047 -0,736
-0,418 -0,318 -0,100 -0,339
-0,034 -0,258 0,224 -0,269
-0,624 -0,669 0,045 -0,838
0,149 0,150 -0,002 0,087
0,175 0,674 -0,499 0,879
-0,850 -1,235 0,385 -1,328
0,000 -0,797 0,797 -0,662
-0,061 0,616 -0,677 0,443
-0,398 -1,311 0,913 -1,244
0,503 1,248 -0,745 1,254
-0,061 0,941 -1,002 0,828
-0,398 -1,100 0,702 -1,111
0,430 0,107 0,323 0,199
0,386 0,515 -0,129 0,563
-0,083 1,131 -1,214 1,223
-0,083 0,685 -0,769 0,773
-0,033 -0,502 0,469 -0,478
-0,014 0,754 -0,767 0,787
-0,033 -0,637 0,604 -0,633
-0,411 -0,290 -0,121 -0,343
0,078 -0,620 0,698 -0,612
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Appendix B. Fluorescent Behavior of Flugi-2 Molecule
Bond Lengths and Dihedral Angles of Ground and Excited
State
Table 8: Bond length of CC2 structure, minimized MM structure and averaged structure of MM-MD in
ground state in gas phase [Å]
bond CC2 MM minimized MM-MD
C9-N3 1,3915 1,3886 1,3875
C9-N1 1,3741 1,3641 1,3665
C8=C9 1,4065 1,4168 1,4169
C2-N1 1,3739 1,3731 1,3730
N1-C3 1,4193 1,3908 1,3921
C1=C2 1,3676 1,3705 1,3723
C4-C1 1,4194 1,4194 1,4289
C4-C6 1,4752 1,4835 1,4786
C5=C4 1,3904 1,3990 1,3977
C6-O1 1,2224 1,2268 1,2285
C6-O2 1,3576 1,3723 1,3716
O2-C7 1,4406 1,4452 1,4458
C3-C5 1,3940 1,3981 1,3998
C3=N2 1,3388 1,3341 1,3387
N2-C8 1,3670 1,3744 1,3696
C8-C10 1,4572 1,4555 1,4607
C10-C11 1,4075 1,4107 1,4112
C14=C10 1,3997 1,3918 1,3916
C11=C12 1,3872 1,3953 1,39789
C12-C13 1,4014 1,4047 1,4076
C13-O3 1,3642 1,3640 1,3627
C13=C15 1,3999 1,3988 1,3924
C15-C14 1,3947 1,3984 1,4041
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List of Abbreviations
MD-Simulation Molecular Dynamic Simulation
GROMACS Groningen Machine for Chemical Simulations
TIP3P Watermodel
DFT Density Functional Theory
LDA Local Density Approximation
GGA Generalized Gradient Approximation
SCF Self-Consistent Field
DFTB Density Functional Tight Binding Theory
CI Configuration Interaction
CASSCF Complete Active Space Self-Consistent Field
MRCI Multi-Reference Configuration Interaction
OM2/MRCI Orthogonalization Model 2/Multi-Reference Configuration Interaction
SORCI Spectroscopy-Oriented Configuration Interactions
MP2 Møller-Plesset Perturbation
QM/MM Quantum Mechanic/Molecular Mechanic
RSBH Protonated Schiff base
BLA Bond Length Alternation
BR Bacteriorhodopsin
ChR-2 Channelrhodopsin-2
HKR Histidin Kinase Rhodopsin
RR Response Regulator
DAG diacyglycerol
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