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Introduction
In this thesis, we introduce the K groups of a scheme. One of the motivations
for the definition of the K groups is to prove a generalized version of the
Riemann-Roch Theorem.
Let X be a compact Riemann surface of genus g and D a divisor on X.
The Riemann-Roch Theorem in this case states a relation
l(D)− l(K −D) = deg(D)− g + 1
where K is the canonical divisor of X. In terms of cohomology, and using
Serre duality, this can be restated as
χ(X,L ) = dimH0(X,L )− dimH1(X,L ) =
∫
X
(
c1(K∨)
2
+ c1(L )
)
where L = OX(D) and c1 is the first Chern class.
In general one would like to find a general expression for χ(X,E ) for a
regular scheme X and a locally free sheaf E on X. To do so, it is necessary
to define two new constructions: the Chern characteristic ch(E ) and the Todd
class td(X), which are defined using some operators called the Chern classes,
which are defined on the cohomology groups of X. Using this language, one
can state a more general version of the theorem, the Hirzebruch-Riemann-Roch
Theorem, which can be written for a quasiprojective scheme over a field k as
χ(X,E ) = degn(ch(E ) · td(X)).
Grothendieck went further on and suggested a more general concept for the
Euler characteristic. The idea was to use a construction that was compatible
with the additivity of the Euler characteristic. This is, if
0 - E ′ - E - E ′′ - 0
is a short exact sequence of locally free sheaves on X, then
χ(X,E ) = χ(X,E ′) + χ(X,E ′′).
v
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In a way, the Euler characteristic treats short exact sequence as if they split.
This motivates the definition of the K groups. For a scheme X we associate
to it the group K0(X) by forcing the relations
E = E ′ ⊕ E ′′
whenever there is a short exact sequence
0 - E ′ - E - E ′′ - 0
of locally free sheaves on X. This defines a functor K0 that, in fact, assigns a
ring structure to a scheme X, and is contravariant. Under certain conditions
it can also have covariant character, associating to
f : X −→ Y
a morphism
f! : K0(X) −→ K0(Y ).
For this construction, the usual notion of cohomology does not provide a
suitable behaviour for the Chern character and the Todd class from the K
groups. Instead, it is necessary to introduce a filtration
K0(X) ⊇ F 1γK0(X) ⊇ · · · ⊇ F dγK0(X) ⊇ F d+1γ K0(X) = 0
of the K0 group and from this define a graded ring
GrγK0(X) =
d⊕
i=0
F iγK0(X)/F
i+1
γ K0(x),
and use GrγK0(X)⊗Q as a substitute for the cohomology.
In this language, the Grothendieck-Riemann-Roch Theorem states that for
any morphism of schemes f : X −→ Y with good properties on X, Y and f ,
the diagram
K0(X)
ch · td(X)- GrγK0(X)Q
K0(Y )
f!
? ch · td(Y )- GrγK0(Y )Q
f!
?
is commutative.
This thesis covers, to a certain extent, the constructions and tools needed
to give a precise meaning to all these notions.
INTRODUCTION vii
In the first chapter we give the basic definitions of the K groups and their
properties. The second chapter relates the algebraic structure of the K groups
to the geometry of subschemes of a scheme X. The third chapter is essentially
a computation of the K0 group of a special construction over X, in terms of the
K0 group of X. Finally, in Chapter 5, we state and explain the ideas behind
the Grothendieck-Riemann-Roch Theorem, using the notions of Chapter 4 for
this purpose.

1The K groups of a scheme
In this chapter we will start by stating the general notions and results for the
K0 functor in the context of categories. Afterwards, we will see the definition
of the K0 group of a scheme and show its basic properties and structures that
we can build on it as well as some examples. These definitions and properties
can be found in more detail in either [FL] or [Man], and some of them also in
[Wei].
1.1 Review: K0 of an exact category.
General theorems
In this section we will introduce the definitions and results regarding the K0
group of abelian or exact categories. These concepts, seen in more detail and
with proofs and examples, were explained in [Ner]. We will need these notions
to define the K0 and G0 groups of a scheme and their properties.
Recall that an abelian category is an additive category such that every mor-
phism has a kernel and a cokernel, and such that the canonical decomposition
of a morphism f : A −→ B as
A - coker(ker f)
f¯- ker(coker f) - B
satisfies that f¯ is an isomorphism. An abelian category is a general structure
where the tools of homological algebra can be used.
Definition 1.1.1. An exact category (or category with exact sequences) is a
full additive subcategory P of an abelian category A such that it is closed
under extensions (i.e., if 0 - P ′ - P - P ′′ - 0 is exact in A, then
P ′, P ′′ ∈ P =⇒ P ∈ P) and such that it is skeletally small.
Then an exact sequence in P is a sequence in P that is exact in A.
1
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We define the K0 group of an exact category as follows.
Definition 1.1.2. If P0 is a small skeleton for an exact category P , we define
K0(P) as the free group over the objects of P0 modulo the relations [P ]−[P ′]−
[P ′′] for every short exact sequence
0 - P ′ - P - P ′′ - 0.
Notice that we can take, for example, P ′′ = 0 and this implies that P ∼= P ′
and [P ] = [P ′], so that [P ] can be represented by its class of isomorphisms.
An exact functor F : P −→ P ′ between exact categories induces a mor-
phism between the K0 groups, hence making K0 into a functor for this kind of
functors.
We now state a few general theorems of K0.
Theorem 1.1.3 (Devissage Theorem). Let B ⊆ A be an (exact) abelian sub-
category of a small category A, such that B is closed under subobjects and
quotients, and every A ∈ A has a B-filtration, i.e., a chain
0 = An ⊆ An−1 ⊆ · · · ⊆ A1 ⊆ A0 = A
such that Ai−1/Ai ∈ B.
Then the inclusion functor induces an isomorphism K0(B) ∼= K0(A).
Theorem 1.1.4 (Resolution Theorem). Let M and P such that they are cat-
egories with exact sequences, P is a full subcategory of M and every object
of M has a finite resolution by objects of P. If M and P are both closed
under kernels of epis in A, then the inclusion functor P ↪−→ M induces an
isomorphism K0(P) ∼= K0(M).
Theorem 1.1.5 (Localization Theorem). Let A be a small abelian category
and B ⊆ A a Serre subcategory of A. Then the following sequence is exact:
K0(B) i∗- K0(A) T∗- K0(A/B) - 0,
where the first morphism is induced by the inclusion and the second one is
induced by the quotient morphism.
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1.2 The K0(X) ring
In this section we define the K0 group of a scheme. First of all, we make
a brief introduction to schemes, to contextualize the relation between vector
bundles and locally free sheaves on schemes. Throughout the whole thesis, the
standard reference for the notions and properties of schemes will be [Har].
Definition 1.2.1. Let A be a ring and let X = SpecA be the topological space
associated to A with the usual Zariski topology. We define the spectrum of A
as a pair (SpecA,O), where O is a sheaf of rings defined as follows: for each
open set U ⊆ X we define O(U) to be the ring of functions s : U −→∐p∈U Ap
such that s(p) ∈ Ap and such that for every p ∈ U , there is a neighbourhood
p ∈ V ⊆ U and elements a, f ∈ A such that for each q ∈ V , f /∈ q and
s(q) = a/f ∈ Aq.
Definition 1.2.2. A ringed space is a pair (X,OX) where X is a topological
space and OX is a sheaf of rings on X.
A morphism of ringed spaces from (X,OX) to (Y,OY ) is a pair (f, f#)
where f : X −→ Y is a continuous map and f# : OY −→ f∗OX is a morphism
of sheaves on Y (here f∗OX is the direct image sheaf of OX).
Definition 1.2.3. Let (A,mA) and (B,mB) be local rings. Then a homomor-
phism ϕ : A −→ B is called a local homomorphism if ϕ−1(mB) = mA.
Definition 1.2.4. A locally ringed space is a ringed space (X,OX) such that
∀P ∈ X, the stalk OX,P is a local ring.
A morphism of locally ringed spaces from (X,OX) to (Y,OY ) is a morphism
of ringed spaces (f, f#) such that the induced maps
f#P : OY,f(P ) = lim−→
f(P )∈V
OY (V ) −→ lim−→
f(P )∈V
OX(f−1(V )) = OX,P
are local homomorphisms.
It can be seen that the spectrum of a ring A is a locally ringed space and
that a homomorphism of rings ϕ : A −→ B induces a morphism of locally
ringed spaces.
Definition 1.2.5. An affine scheme is a locally ringed space (X,OX) that is
isomorphic (by a morphism of locally ringed spaces) to the spectrum of some
ring.
A scheme is a locally ringed space that is locally an affine scheme. This
is, for every point P ∈ X there is a neighbourhood U of P such that when we
restrict the sheaf OX to U , the space (U,OX |U) is an affine scheme.
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Example 1.2.6. With this definition, we can understand the affine space Ank
as a an affine scheme by taking the spectrum of k[x1, . . . , xn].
Remark. In most cases throughout this thesis, we require schemes to have some
additional properties. We will assume in most cases that X is a noetherian
and separated scheme (see [Har, II.3 and II.4]).
A similar construction can be done with the projective space.
Definition 1.2.7. Let S be a graded ring and ProjS the topological space
associated to S with the Zariski topology. For each p ∈ ProjS let S(p) be
the elements of degree zero in T−1S, where T is the multiplicatively closed
set formed by the homogeneous elements of S that are not in p. Then we
construct a sheaf of rings O in a similar way to the sheaf associated to the
spectrum of a ring. For each open set U ⊆ ProjS we define O(U) as the ring
of functions s : U −→∐S(p) such that s(p) ∈ S(p) and for each p ∈ U there is
a neighbourhood p ∈ V ⊆ U and elements a, f ∈ S of the same degree such
that ∀q ∈ V , s(q) = a/f ∈ S(q).
Example 1.2.8. With this definition we can generalize the projective space
Pnk as the pair (Proj k[x0, . . . , xn],O).
Definition 1.2.9. Let X be a scheme.
(i) An OX-module is a sheaf F such that for each open set U ⊆ X, F (U) is
an OX(U)-module, and the sheaf structure is compatible with the module
structure.
(ii) A locally free sheaf E on X is an OX-module such that there is an open
cover of X such that for each open set U the module E (U) is a free
OX(U)-module.
(iii) An invertible sheaf is a locally free sheaf of rank 1.
The concept of locally free sheaf can be seen as the sheaf of sections of
a vector bundle. The need for vector bundles to be locally homeomorphic to
a vector space is translated to the locally free property of OX-modules. The
category of locally free sheaves or vector bundles over a scheme X is an exact
category.
Operations on locally free sheaves (1.2.10). Using the sheaf structure, in
particular the isomorphisms gij : Ej|Ui∩Uj −→ Ei|Ui∩Uj that satisfy gii = id and
gijgjk = gik, one can take operations on the modules E (U) for each open set in
the open cover of X and glue them via the gij, thus defining a global operation
on the locally free sheaf E . This means that we can use tensor products, Hom
modules, dual modules or exterior powers on locally free sheaves.
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If X is a compact Hausdorff space, then by Swan’s Theorem the category
of vector bundles on X is equivalent to the category of finitely generated pro-
jective OX-modules by taking the section functor and we have that every short
exact sequence splits. If X is a general scheme, we may not have partitions
of unity, which makes this argument fail, and hence short exact sequences of
locally free sheaves will not split in general.
We can define now the K0 group of a scheme.
Definition 1.2.11. Let X be a scheme and let VB(X) be the category of
vector bundles or locally free sheaves on X. Then we define the K0 group of
X as
K0(X) := K0(VB(X)).
Functoriality. If we have a morphism of schemes f : X −→ Y , and a locally
free sheaf G on Y , we can build the inverse image sheaf f ∗G as f−1G⊗f−1OYOX ,
and this is also a locally free sheaf (notice that f ∗OY = OX , hence locally f ∗G
is free locally), and it can be seen that f ∗ is actually an exact functor. Hence, to
a morphism f : X −→ Y we can associate a morphism f ∗ : K0(Y ) −→ K0(X)
by mapping [G ] 7−→ f ∗[G ] := [f ∗G ], thus making K0 a contravariant functor.
In the context of vector bundles, the functor f ∗ corresponds to the pull-back
operation.
Ring structure (1.2.12). The group K0(X) becomes a commutative ring
when we define the product
[F ] · [G ] := [F ⊗OX G ].
This inherits the multiplication properties of the tensor product, with the
identity element being [OX ]. This operation is well defined since if
0 - F ′ - F - F ′′ - 0
is a short exact sequence of OX-modules and E is a locally free sheaf, then
0 - F ′ ⊗ E - F ⊗ E - F ′′ ⊗ E - 0
is also exact (since E is locally free and therefore tensoring by E is exact).
1.3 The G0 group of a scheme
We introduce in this section the G0 group of a scheme. The G0 group has a
module structure over the K0 group, and has some interesting properties like
localization and homotopy invariance. In the next section we will see that
under good conditions, both groups are isomorphic, so that we can use these
properties on the K0 group.
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Definition 1.3.1. Let A be a ring and M an A-module. We define a sheaf
of OX-modules M˜ on X = SpecA associated to M as follows: for each open
set U ⊆ X we define M˜(U) to be the group of functions s : U −→ ∐p∈U Mp
such that s(p) ∈ Mp and such that for every p ∈ U , there is a neighbourhood
p ∈ V ⊆ U and elements m ∈ M, f ∈ A such that for each q ∈ V , f /∈ q and
s(q) = m/f ∈Mq.
Definition 1.3.2. Let X be an scheme. An OX-module F is quasi-coherent
if X can be covered by affine open subsets Ui = SpecAi such that F (Ui) ∼= M˜i
where Mi is an Ai-module. It is called coherent if the Mi are finitely generated.
Definition 1.3.3. Let X be a scheme and let Coh(X) be the category of
coherent sheaves on X. Then we define the G0 group of X as
G0(X) := K0(Coh(X)).
Module structure. Notice that using the same argument used in 1.2.12,
G0(X) can be seen as a K0(X)-module.
Definition 1.3.4. Let F be a coherent sheaf on X. Then we can construct
the higher direct images of F , denoted Rif∗F by applying to F the right
derived functors of the direct image functor f∗.
It can be seen that Rif∗F can also be defined as the sheaf associated to
the presheaf
U 7−→ H i(f−1(U),F |f−1(U)).
In particular the affine case X = SpecA, it can be shown that
Rif∗F ∼= ˜H i(X,F ).
Proposition 1.3.5. We have the following properties.
(i) For every short exact sequence
0 - F ′ - F - F ′′ - 0
of coherent sheaves, there is an induced long exact sequence
0 - f∗F ′ - f∗F - f∗F ′′ -
- R1f∗F ′ - R1f∗F - R1f∗F ′′ - · · ·
(ii) Rif∗F = 0 ∀i > dim(X).
(iii) Let G be a locally free sheaf on X. Then
Rif∗(F ⊗ f ∗G ) = Rif∗F ⊗ G ∀i ≥ 0.
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Proof. These properties follow from the definition and [Har, III.5.1]. 
Functoriality. Let f : X −→ Y be a proper morphism of schemes, and let F
be a coherent sheaf on X. Then for all i ≥ 0, the higher direct image Rif∗F
is a coherent sheaf on Y , so we can define a map
f∗ : [F ] 7−→
∑
(−1)i[Rif∗F ],
which makes G0 a covariant functor.
The fact that it is well-defined follows from Proposition 1.3.5 (i), but prov-
ing that the composition is compatible, i.e., f∗ ◦ g∗ = (f ◦ g)∗ is not easy, and
it is done using spectral sequences (see [EGA II, 5.5.5 and 4.6.13]).
The following lemmas will be used in the proof of Theorem 1.3.8.
Lemma 1.3.6. Let X be a noetherian scheme, and U ⊆ X an open subset.
Let F be a coherent sheaf on U . Then, there exists a coherent sheaf F ′ on X
such that F ′|U = F . Moreover, if F ⊆ G |U , where G is a coherent sheaf on
X, we can take F ′ such that F ′ ⊆ G .
Proof. First of all, notice that since X is noetherian, if we can extend F from
U to U ∪ V where V is an affine neighbourhood of a point x ∈ X \ U , then
the result holds, since we can repeat this to obtain a strictly increasing chain
of open sets in X. Moreover, we only need to extend the sheaf from U ∩ V to
V , so we can assume that X is affine.
Let X = SpecA. We can cover U with a finite number of open sets D(fi) =
SpecAfi with fi ∈ A. Since each restriction F |D(fi) is generated by a finite
number of elements of Γ(D(fi),F ), that we can multiply by an appropriate
power of fi such that they extend to U , we have an epimorphism
OpU - F - 0.
Let K be the kernel of this morphism, so that K ⊆ OpU , and OpU is the
restriction of OpX to U . If we can extend K to K ′ ⊆ OpX , then we can set
F ′ = OpX/K ′ to prove the result. Therefore, it is enough to prove the second
part of the lemma in the affine case.
Let M be an A-module such that M˜ is the sheaf on X, and K ⊆ M˜ |U .
Consider a finite cover of U by open sets D(fi) = SpecAfi and let Ni =
Γ(D(fi), K) ⊆Mfi .
We define M ′ = {m ∈ M | m/1 ∈ Ni ∀i}. We claim that M˜ ′ ⊆ M˜
is the wanted extension of K. It is enough to check that the restrictions to
the sets D(fi) coincide. Equivalently, we need to show that M
′
fi
= Ni ∀i.
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The inclusion M ′fi ⊆ Ni holds by definition. Let m ∈ Ni and observe that
m/1 ∈ (Ni)fj = (Nj)fi . Using [Har, II.5.3(b)], there is an sj such that f sji m
extends to a section of Nj on D(fj). Since there is a finite number of fj, we
can take s = maxj{sj} and now f sim extends to a section m′ ∈ M , which, by
construction is also in M ′. Finally, we need to check that m = m′/f ri ∈ Ni for
some r. Equivalently, we have to check if there is a t such that f ti (f
r
im−m′) = 0,
which is a consequence of the fact that
m′|D(fi) = f sim|D(fi) = f sim ∈ Ni,
and this is true by construction. This ends the proof. 
Lemma 1.3.7. Let F be a coherent sheaf on a noetherian scheme X with
support Y . Then there exists a filtration
F = F0 ⊇ F1 ⊇ · · · ⊇ Fn = 0
such that the Fi are coherent sheaves on X with support in Y and such that
Fi/Fi+1 are OY -modules.
Proof. Let I be the ideal sheaf that defines Y ⊆ X. We take Fi = I iF ,
and we only need to show that I nF = 0 for a sufficiently large n. Let
x ∈ U = SpecA ⊆ X, M = F (U), and I be the ideal that defines U ∩ Y
in A. Let f ∈ I. We have that F |D(f) = 0 or equivalently M ⊗A Af = 0,
hence all elements of M are annihilated by a power of f . Since F is coherent,
M is finitely generated, so there is an s such that f sM = 0. Since X is
noetherian, so is A and therefore I is also finitely generated, so there is an r
such that IrM = 0. If we cover X with a finite number of affine open subsets,
we conclude that there is an n such that I nF = 0.

We can now prove the Localization Theorem.
Theorem 1.3.8 (Localization). Let X be a noetherian scheme, Y ⊆ X a
closed subscheme and U := X \ Y . Then there is an exact sequence
G0(Y ) - G0(X) - G0(U) - 0,
where the first map is induced by extension by zero, and the second one by
restriction.
Proof. The existence of this sequence is a consequence of the extension by
zero and restriction functors being exact in this case. The composition of both
maps is obviously zero, and the second map is surjective as a consequence
of Lemma 1.3.6. This implies that the second morphism factors through its
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cokernel, this is, we have a surjective morphism α : G0(X)/ ImG0(Y ) −→
G0(U). It is sufficient to prove that α is an isomorphism.
To show this, we define an inverse β : G0(U) −→ G0(X)/ ImG0(Y ) that
maps the class of a coherent sheaf F on U to the class of its extension G on
X. To see that this is well defined, we have to show that this does not depend
on the extension of F and that it is additive on short exact sequences. For the
first part, suppose there is another extension G ′ of F , and consider the two
inclusion of F into the first factor of F ×F = (G × G ′)|U . Let G ′′ ⊆ G × G ′
be another extension of F and consider the restriction to G ′′ of the projection
of the first factor. This gives a morphism ϕ : G ′′ −→ G that is the identity on
U . From the exact sequence
0 - kerϕ - G ′′
ϕ- G - cokerϕ - 0
we have that
[G ′′]− [G ] = [kerϕ]− [cokerϕ].
Since ϕ is the identity on U , the kernel and cokernel of ϕ must have their
support in Y and, using Lemma 1.3.7 and its notation, we can write each of
them as
∑
[Fi/Fi+1] with Fi coherent sheaves on X with support on Y and
Fi/Fi+1 being OY -modules, which implies that they belong to ImG0(Y ), and
therefore [G ] = [G ′′]. A similar argument shows that [G ′] = [G ′′].
To see that β is additive on short exact sequences, let
0 - F ′ - F - F ′′ - 0
be a short exact sequence of coherent sheaves on U . Using Lemma 1.3.6 we
can extend F to G on X, and F ′ to G ′ ⊆ G . Finally, F ′′ extends to the
quotient G /G ′. 
Next, we show a homotopy invariance property of the G0 group.
Theorem 1.3.9. Let X be a regular noetherian scheme. The projection
p : X ×Z A1Z −→ X
induces (see 1.4.5) an isomorphism
p! : G0(X) −→ G0(X ×Z A1Z).
Proof. To see that p! is injective, we show that it has a left inverse.
The short exact sequence
0 - Z[t] ·t- Z[t] - Z - 0
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induces a short exact sequence
0 - OX×A1 - OX×A1 - OX - 0
of coherent sheaves on X ×Z A1Z, which is a free resolution of OX as a
OX×A1-module. Therefore, we have that
TorX×A
1
i (OX ,F ) = 0
for i ≥ 2, for any sheaf F on X ×Z A1Z. The exactness of the long exact
sequence for Tor implies that we have a well-defined map
pi : G0(X ×Z A1Z) −→ G0(X)
given by
pi([F ]) = [Tor 0(OX ,F )]− [Tor 1(OX ,F )].
Now, if F is a coherent sheaf on X, we have
pi p!([F ]) = pi(F ⊗OX OX×A1)
= [Tor 0(OX ,F ⊗OX OX×A1)]− [Tor 1(OX ,F ⊗OX OX×A1)]
= [OX ⊗X×A1 F ⊗OX OX×A1 ]− [Tor 1(OX ,F ⊗OX OX×A1)]
= [F ]− [Tor 1(OX ,F ⊗OX OX×A1)],
but notice that since F ⊗OX OX×A1 is an extension of a sheaf on X, when we
tensor the resolution of OX by F ⊗OX OX×A1 , the first map, which is given
by multiplication by t, hence only affecting the A1Z component, will still be
injective, and therefore
[Tor 1(OX ,F ⊗OX OX×A1)] = 0
and pi p!([F ]) = [F ], which proves the injectivity.
For the surjectivity, let U = SpecA be an open affine subscheme of X.
Then, by [Ner, 5.3.3] we have that the projection induces an isomorphism
G0(A) ∼= G0(A[t]), in particular G0(A) −→ G0(A[t]) is surjective. Using
Theorem 1.3.8 we have a commutative diagram
G0(Y ) - G0(X) - G0(A) - 0
G0(Y × A1)
?
- G0(X × A1)
p!
?
- G0(A[t])
?
- 0
We can assume by noetherian induction that the map on the left is also
surjective, and a version of the 5-lemma implies that p! is surjective. 
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1.4 The Cartan homomorphism and
extraordinary functorialities
In this section we analyze the relation between the K0 and G0 groups in terms
of the Cartan homomorphism.
Definition 1.4.1. There is a canonical morphism
i : K0(X) −→ G0(X)
[E ] 7−→ [E ]
which we call the Cartan homomorphism.
Definition 1.4.2. Let X be a scheme. We say that X is regular if there is
an n ∈ N such that every coherent sheaf on X has locally everywhere a free
resolution of length at most n.
We state first a general theorem for free resolutions.
Theorem 1.4.3. Let A be a local noetherian ring and M a finitely generated
A-module. Suppose that M has a free resolution of length d and let
0 - N - Ed−1 - · · · - E0 - M - 0
be an exact sequence with Ei free A-modules. Then N is free.
Proof. Let k = A/m where m is the maximal ideal of A, and decompose the
long exact sequence in short exact sequences
0 - Ki+1 - Ei - Ki - 0
with K0 = M and Kd = N . Then, we have long exact sequences for Tor
A(−, k)
associated to these short exact sequences
· · · - TorAd−i+1(Ei, k) - TorAd−i+1(Ki, k) -
- TorAd−i(Ki+1, k) - Tor
A
d−i(Ei, k) - · · ·
and for i < d we have
TorAd−i+1(Ei, k) = Tor
A
d−i(Ei, k) = 0
because Ei is free, so we have isomorphisms
TorAd−i+1(Ki, k) ∼= TorAd−i(Ki+1, k).
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Applying these isomorphisms for i = 0, · · · , d−1 we obtain an isomorphism
TorAd+1(M,k)
∼= · · · ∼= TorA1 (N, k).
Since M has a free resolution of length d, we conclude that
TorA1 (N, k) = Tor
A
d+1(M,k) = 0.
Now let
0 - K - Ar - N - 0
be the short exact sequence where the second morphism is given by the r
generators of N . Then, since TorA1 (N, k) = 0, the long exact sequence of
TorA(−, k) gives a short exact sequence
0 - K/mK - kr - N/mN - 0.
The second map is an isomorphism by Nakayama’s Lemma. Hence K/mK = 0
and again by Nakayama’s Lemma, we have K = 0, so N ∼= Ar. 
We can now show the main result of this section.
Theorem 1.4.4. Let X be a regular noetherian scheme. Then the Cartan
homomorphism
i : K0(X) −→ G0(X)
is an isomorphism.
Proof. We assume here that we have an ample invertible sheaf L on X, i.e.,
such that for every coherent sheaf F on X there exist integers m, p > 0 such
that we have an epimorphism
OpX - F ⊗L ⊗m - 0.
Hence, if we take any coherent sheaf F on X we have an epimorphism
(Lˇ ⊗m)p - F - 0,
which is the beginning of a locally free resolution of F ,
K - Ln−1 - · · · - L0 - F - 0
whereK is the kernel of the last morphism, and n comes from Definition 1.4.2.
Using Theorem 1.4.3 and the regularity of X we know that the stalk Kx is
free for each x ∈ X. Now for every x ∈ X we can take generators s1, . . . , sr of
Kx. For a sufficiently small open neighbourhood U of x, we can extend the si
and build a homomorphism
OX |U −→ K |U
such that its kernel and cokernel are trivial (we can do this because they are
trivial at x). Therefore K is locally free. The result now follows from the
Resolution Theorem. 
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Extraordinary functoriality (1.4.5). Theorem 1.4.4 allows us to add an
extraordinary functoriality on the K0 group. Let f : X −→ Y be a proper
morphism of schemes, with Y a regular noetherian scheme. Then the following
diagram defines an induced morphism.
K0(X) ..........
f!
- K0(Y )
G0(X)
i
? f∗- G0(Y )
∼=
6
In this case, the K0 assignation turns into a covariant functor.
Similarly, if f : X −→ Y is a morphism of schemes, with Y a regular
noetherian scheme, the following diagram defines an induced morphism
G0(Y ) ...........
f !
- G0(X)
K0(Y )
∼=
? f ∗- G0(X)
i
6
1.5 The Picard group and the K0 group of a
nonsingular curve
In this section we use the Picard group to give an idea of the magnitude of the
K group.
Definition 1.5.1. Let X be a scheme. The Picard group Pic(X) is the set of
isomorphism classes of invertible sheaves on X.
Remark. The Picard group is a group with the tensor product of locally free
sheaves, and every invertible sheaf L has as its inverse its dual sheaf Lˇ , i.e.,
L ⊗ Lˇ = OX and Lˇ is also an invertible sheaf. Also, if L and L ′ are
invertible sheaves, so is L ⊗L ′.
Proposition 1.5.2. There is an isomorphism Pic(X) ∼= H1(X,O×X).
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Theorem 1.5.3. Let X be a scheme. Let
rk : K0(X) −→ H0(X;Z)
be the map that associates its rank to each locally free sheaf, and
det : K0(X) −→ Pic(X)
be the map defined by
[E ] 7−→ ∧rk EE .
Then both rk and det are surjective morphisms and their sum
rk⊕ det : K0(X) −→ H0(X;Z)⊕ Pic(X)
is also a surjective morphism.
The ring structure on H0(X;Z)⊕ Pic(X) is given by
(a1,L1) · (a2,L2) = (a1a2,L a21 ⊗L a12 ).
Proof. First of all, notice that the rank map is additive, since if
0 - E ′ - E - E ′′ - 0
is a short exact sequence of locally free sheaves, then
0 - E ′x - Ex - E
′′
x
- 0
is a short exact sequence of free OX,x-modules for all x ∈ X, so rkEx =
rkE ′x + rkE
′′
x . As x varies, rk becomes an additive function. Moreover, it is a
ring morphism because we have rk(E1 ⊗ E2) = rkE1 · rkE2 (it can be checked
locally).
To see that it is surjective, consider a continuous function f : X −→ N.
Then rkOfx = f , and since free OX-modules are closed under ⊕ and ⊗, we have
rk([OfX ]− [OgX ]) = f − g ∈ H0(X;Z) so the elements of the form [OfX ]− [OgX ]
generate a subring that is isomorphic to H0(X;Z).
For det, it is additive because for a short exact sequence as before, we have
det(E ) = det(E ′) ⊗ det(E ′′) (see [Har, II.Ex5.16]). To see that det is a ring
homomorphism, it can be seen (for example using the corresponding formulas
for λ-rings of Chapter 4) that
det(E1 ⊗ E2) = ∧rk E1·rk E2(E1 ⊗ E2) = (∧rk E1E1)rk E2 ⊗ (∧rk E2E2)rk E1
= (detE1)
rk E2 ⊗ (detE2)rk E1 .
To see that it is surjective, let L be an invertible sheaf, then
rk([L ]− [OX ]) = 0
and we have
det([L ]− [OX ]) = det(L )⊗ det(O−1X ) = det(L ) = L ∈ Pic(X).

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In fact, for the case of nonsingular curves we have a stronger result, which
we do not prove here.
Theorem 1.5.4. Let X be a separated regular noetherian scheme of dimension
1. Then there is an isomorphism
K0(X) ∼= H0(X;Z)⊕ Pic(X)
given by the morphism rk⊕ det of Theorem 1.5.3.
Example 1.5.5. (i) If X = P1, then Pic(X) ∼= Z and so K0(X) ∼= Z⊕ Z.
(ii) If C is an elliptic curve over C, then Pic(C) ∼= C/Λ, where Λ is the lattice
associated to C, and therefore K0(C) ∼= Z⊕ C/Λ.
The example shows that the K0 group can be a large group, given the fact
that in the second case K0(C) is not even finitely generated. The fact that in
general the morphism rk⊕ det is surjective is enough to state this assertion, so
replacing the isomorphisms with surjections we arrive at the same conclusion.

2K-Theory and cycles
In this chapter we give a geometric description of the elements of the G0 group
in terms of algebraic cycles. We use this character to describe the intersection
of subschemes of a scheme X in terms of the algebraic structure of the G0 and
K0 groups.
2.1 Cycles and topological filtration
Definition 2.1.1. Let X be a scheme. A cycle on X is an element of Z(X),
the free abelian group generated by the integral closed subschemes of X. This
is, a cycle is a finite sum
∑
i aiYi where Yi are integral closed subschemes of
X. We denote by ZrX the cycles of codimension r (i.e., the elements of the
free abelian group over the closed integral subschemes of codimension r).
Theorem 2.1.2. We can define a homomorphism
γ : Z(X) −→ G0(X)
by ∑
i
aiYi 7−→
∑
i
ai[OYi ].
This homomorphism is surjective.
Proof. In the affine case, we have X = SpecA and γ(V (p)) = [A/p]. Let M
be a finitely generated A-module. Then, using [Ner, 5.3.1], there is a filtration
0 = M0 ⊆M1 ⊆ · · · ⊆Mn−1 ⊆Mn = M
such that Mi/Mi−1 ∼= A/pi with pi prime ideals. Hence, we can write
[M ] =
∑
i
[Mi/Mi−1] =
∑
i
[A/pi] = γ(
∑
i
V (pi)).
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For the general case, let U be an open affine subset of X and Y = X \ U .
Then we have a short exact sequence
0 - Z(Y ) - Z(X) - Z(U) - 0
where the first map is induced by the inclusion and the second one is induced
by intersecting with U . Then, using the localization sequence, we have a
commutative diagram with exact rows
0 - Z(Y ) - Z(X) - Z(U) - 0
G0(Y )
?
- G0(X)
?
- G0(U)
?
- 0
where the map on the right is surjective using the affine case, and the map
on the left can be assumed to be surjective by noetherian induction. Using a
version of the 5-lemma, we conclude that Z(X) −→ G0(X) is surjective. 
Definition 2.1.3. Let X be a scheme. The topological filtration of G0(X) is
a filtration
G0(X) = F
0X ⊇ F 1X ⊇ · · · ⊇ F dimXX ⊇ F dimX+1X = 0
where
F iX := {[F ] ∈ G0(X) | codim SuppF ≥ i}.
Definition 2.1.4. Let F be a coherent sheaf on X. We can associate to F a
cycle
c(F ) :=
∑
W⊂SuppF
(lengthOX,wFw)W
where W are the irreducible components of SuppF with generic point w,
which have codimension 0 in SuppF .
Remark. Since OX,w has dimension zero, the length of Fw over OX,w is finite,
so c(F ) is well-defined. Also for a closed subscheme Y , we can set
Y := c(OY ) =
∑
W⊂Y
(lengthOY,w OY,w)W,
and this definition is compatible with the case where Y is integral.
Proposition 2.1.5. Let F be a coherent sheaf on X with support of codi-
mension r. Then the image of c(F ) by the morphism ZrX −→ F rX/F r+1X
induced by γ from Theorem 2.1.2 is equal to the image of [F ] in F rX/F r+1X.
This is, the map ZrX −→ F rX/F r+1X is an epimorphism.
Proof. We check the assertion locally. Let U = SpecA and M a finitely gener-
ated A-module. Then we can express [M ] as in the proof of Theorem 2.1.2 and
the number of occurrences of A/p for each minimal prime ideal p of SuppM
is precisely the length of Mp over Ap. 
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2.2 The Koszul complex
We introduce the concept of the Koszul complex and its basic properties as an
algebraic tool that will be useful to study the properties of coherent sheaves
and locally free resolutions.
Let A be a commutative ring and E a finitely generated free module over
A of rank n with generators e1, . . . , en. Let d1 : E −→ A be a homomorphism.
Let I ⊆ A be the ideal I = d1(E) = (a1, . . . , an) with ai = d1ei.
Definition 2.2.1. The Koszul complex is a sequence
0 - ∧nE dn- ∧n−1E - · · · - ∧1E d1 - A - 0,
where dk is defined by
dk(t1 ∧ · · · ∧ tk) =
k∑
j=1
(−1)j−1d1(tj)t1 ∧ · · · ∧ t̂j ∧ · · · ∧ tk.
We denote K0 = A and Ki = ∧iE. If a = a1, . . . , an we denote the Koszul
complex as K(a1, . . . , an) or K(a).
The following is a basic property of the Koszul complex.
Proposition 2.2.2. There is an isomorphism of chain complexes
K(a1, . . . , an) ∼= K(a1)⊗ · · · ⊗K(an).
Recall that the tensor product of two chain complexes is defined by
(C ⊗ C ′)k =
⊕
i+j=k
Ci ⊗ Cj,
with
d(u⊗ v) = du⊗ v + (−1)iu⊗ dv
for u ∈ Ci, v ∈ Cj.
Now, let x ∈ A and let C be a chain complex. Then, we have an exact
sequence of complexes
0 - C - C ⊗K(x) - (C ⊗K(x))/C - 0,
because each row is
0 - Ci - (Ci ⊗ A)⊕ (Ci−1 ⊗K1(x)) - Ci−1 ⊗K1(x) - 0.
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Notice that K1(x) is a free module of rank 1, so it is isomorphic to A, hence
Ci−1 ⊗K1(x) ∼= Ci−1, and in particular Hi+1((C ⊗K(x))/C) ∼= Hi(C). This
fact, together with the long exact sequence of homology gives a long exact
sequence
· · · - Hi+1(C) ∂- Hi+1(C) - Hi+1(C ⊗K(x)) -
- Hi(C)
∂- Hi(C) - Hi(C ⊗K(x)) - · · ·
· · · - H0(C) ∂- H0(C)
Notice that (Ci⊗A)⊕(Ci−1⊗K1(x)) ∼= Ci⊕Ci−1. Then the boundary map
can be found to be d(v, w) = (dv+(−1)i−1xw, dw). In particular, if d(v, w) = 0,
then d(0, (−1)iv) = (xv, xw), which shows that x annihilates Hi(C ⊗ K(x)).
It can also be seen that the connecting morphism is ∂ = (−1)ix
Now let C = K(a1, . . . , an−1) and x = an. Then we have immediately:
Theorem 2.2.3. (i) There is a long exact sequence
· · · - HiK(a1, . . . , an−1) (−1)
ian- HiK(a1, . . . , an−1) - HiK(a1, . . . , an) - · · ·
· · · - H0K(a1, . . . , an−1) an - H0K(a1, . . . , an−1)
(ii) Every element of I = (a1, . . . , an) annihilates HiK(a1, . . . , an) (by the
isomorphism K(a1, . . . , an) ∼= K(a1)⊗ · · · ⊗K(an)).
(iii) In particular, if I = A, then HiK(a1, . . . , an) = 0.
We want to study when the sequence a = a1, . . . , an is a regular sequence.
Recall that a is a regular sequence if I 6= A, if a1 is no t a zero divisor and if
ai is no t a zero divisor of A/(a1, . . . , ai−1). To do so, we use the augmented
Koszul complex :
0 - Kn - Kn−1 - · · · - K1 - K0 - A/I - 0.
The following proposition relates the exactness of the (augmented) Koszul
complex to regular sequences.
Proposition 2.2.4. (i) Let a1, . . . , an be a regular sequence, then the aug-
mented Koszul complex is exact.
(ii) If (A,m) is local and noetherian, a1, . . . , an ∈ m and the augmented
Koszul complex is exact, then a1, . . . , an is a regular sequence.
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(iii) If (a1, . . . , an) = A, then the Koszul complex is exact.
Proof. (i) We prove it by induction on n. If n = 1 then we have a short
exact sequence
0 - Ae1 - A - A/(a1) - 0
because a1 = d1(e1) is not a zero divisor in A, hence the first map is
injective, and A/(a1) is the cokernel of the first map.
Now suppose it holds for n − 1. Then, by the long exact sequence of
Theorem 2.2.3 (i), we have that HiK(a1, . . . , an) = 0 for i > 1. For
i = 1, notice that multiplying by an is injective because an is not a zero
divisor in A/(a1, . . . , an−1), hence we can cut the sequence and we obtain
H1K(a1, . . . , an) = 0. This proves (i), since exactness at degree 1 and 0
of the augmented Koszul complex always holds.
(ii) We have in particular that H1K(a1, . . . , an) = 0. Using the long exact
sequence, we have that
H1(a1, . . . , an−1)
−an- H1(a1, . . . , an−1)
is surjective, hence (an)H1(a1, . . . , an−1) = H1(a1, . . . , an−1) and by
Nakayama’s Lemma, H1(a1, . . . , an−1) = 0. Inductively we find
H1(a1, . . . , ai) = 0. Now, looking at the end of the long exact sequence,
this shows that multiplying by ai is injective in A/(a1 . . . , ai−1), hence ai
is not a zero divisor, and so a1 . . . , an is a regular sequence.
(iii) This is just a restatement of Theorem 2.2.3 (iii).

2.3 Intersection formulas
Let X be a regular noetherian scheme, and let F and G be coherent sheaves
on X. Let
0 - Ln - · · · - L0 - F - 0
be a locally free resolution of F . Then we have
[F ] =
n∑
i=0
(−1)i[Li],
and multiplying by [G ] we obtain
[F ] · [G ] =
n∑
i=0
(−1)i[Li][G ] =
n∑
i=0
(−1)i[Li ⊗ G ].
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Consider the complex
C : 0 - Ln ⊗ G - · · · - L0 ⊗ G - F ⊗ G - 0.
In K0(X), we have that
[F ] · [G ] =
n∑
i=0
(−1)i[Li ⊗ G ] =
n∑
i=0
(−1)i[Hi(C)],
and this homology groups are precisely the Tor groups of F and G . The
following proposition states the conclusion of this construction.
Proposition 2.3.1. Let F and G be coherent sheaves on a regular noetherian
scheme X. Then
[F ] · [G ] =
n∑
i=0
(−1)i[TorOXi (F ,G )].
Remark. The Tor functors correspond to the sheaves locally described by the
Tor functors of modules, using the fact that localization preserves exact se-
quences and tensor products.
Using this formula we can see some intersection relations.
Theorem 2.3.2. Let Y1, Y2 be closed subschemes of X defined by the shaves
of ideals I1,I2, so that OYi = OX/Ii. Let OY1∩Y2 = OX/(I1 +I2). Then
[OY1 ] · [OY2 ] = [OY1∩Y2 ]
if Y1 and Y2 are in general position. This is, each x ∈ Y1 ∩ Y2 has an
affine neighbourhood U = SpecA, and the ideals I1|U ,I2|U have genera-
tors (f1, . . . , fr), (g1, . . . , gs) respectively such that (f1, . . . , fr), (g1, . . . , gs) and
(f1, . . . , fr, g1, . . . , gs) are A-regular sequences.
Proof. We have that
TorOX0 (OY1 ,OY2) = OY1 ⊗OX OY2 ∼= OX/(I1 +I2) = OY1∩Y2 .
If we show that TorOXi (OY1 ,OY2) = 0 for i > 0, the result will follow from
Proposition 2.3.1.
We check the condition locally. If x /∈ Y1 ∩ Y2, then either (OY1)x = 0 or
(OY2)x = 0, hence there is a neighbourhood U of x such that
TorOXi (OY1 ,OY2)|U = 0.
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If x ∈ Y1∩Y2, we use the condition of Y1 and Y2 being in general position to
show this for F = A/(f1, . . . , fr) and G = A/(g1, . . . , gs). Since g1, . . . , gs is a
regular sequence, the Koszul complex of G will be exact, so that we have a free
resolution of G. Now, tensoring by F we obtain the Koszul complex of F ⊗G
over the ring F , and this is exact because the fact that (f1, . . . , fr, g1, . . . , gs)
is A-regular implies that (g1, . . . , gs) is F -regular. Therefore, the Tor functor
is 0 and we are done. 
Definition 2.3.3. Let Y ⊆ X be a closed subscheme. We say that Y is
regularly embedded if for each y ∈ Y , there is an affine neighbourhood U =
SpecA of y such that the ideal I that defines Y in U is generated by an
A-regular sequence.
Proposition 2.3.4. Let Y ⊆ X be a regularly embedded closed subscheme, and
let I be the ideal sheaf that defines Y . Then I /I 2 is locally free, and its rank
at y ∈ Y is equal to the number of equations that define Y in a neighbourhood
of y.
Proof. The claim is local, so we consider an affine open subset U = SpecA
as in Definition 2.3.3, and I = (f1, . . . , fr) the ideal that defines Y in U , with
(f1, . . . , fr) an A-regular sequence. We have to show that I/I
2 is free of rank
r as an A/I-module. It is obviously generated by (f¯1, . . . , f¯r), so we only have
to prove that the f¯i are independent. We show it by induction on r.
For r = 1, if a¯f¯ = 0 then af = bf 2 ⇐⇒ f(a− bf) = 0, and since f is not
a zero-divisor (the sequence (f) is regular), we have that a = bf , so a¯ = 0.
Suppose that it is true for the regular sequence (f1, . . . , fr−1). If
∑r
i=1 a¯if¯i =
0, we can pick the ai such that
∑r
i=1 aifi = 0, and now in A/(f1, . . . , fr−1) we
have that fr is not a zero-divisor so
r−1∑
i=1
aifi + arfr = 0 =⇒ ar =
r−1∑
i=1
bifi =⇒
r−1∑
i=1
(ai + bifr)fi = 0
and by the induction hypothesis we conclude that
ai + bifr ∈ (f1, . . . , fr−1) =⇒ ai ∈ I =⇒ a¯i = 0.

Theorem 2.3.5. Let Y ⊆ X be a regularly embedded closed subscheme defined
by the ideal sheaf I . Let F be a locally free sheaf of OY -modules. Then
TorOXi (OY ,OY ) ∼= ∧i(I /I 2),
TorOXi (F ,OY ) ∼= F ⊗ ∧i(I /I 2).
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Proof. We study the problem locally. As before, we consider an open affine
subset U = SpecA and I = (f1, . . . , fr) the ideal that defines Y in U with
(f1, . . . , fr) an A-regular sequence. Let K• be the Koszul complex associated
to this sequence, which is a free resolution of A/I. Computing the differential
morphisms of the complex K• ⊗A A/I, one can see that they are all zero, and
therefore the modules TorAi (A/I,A/I) are isomorphic to the modules of this
complex, and so they are free A/I-modules of rank
(
r
i
)
.
Let Kp = ⊕Aei1 ∧ · · · ∧ eip , Kp ⊗A A/I = A/I ei1 ∧ · · · ∧ eip and we define
morphisms
ψf : K• ⊗A A/I −→ ∧A/I(I/I2)
by
ψf (ei1 ∧ · · · ∧ eip) = f¯i1 ∧ · · · ∧ f¯ip ,
with f¯i = fi mod I
2 ∈ I/I2. Then Proposition 2.3.4 implies that ψf is an
isomorphism.
Let (g1, . . . , gr) be another A-sequence that generates I (by
Proposition 2.3.4 it has the same number of elements), K ′• the associated
Koszul complex, and ψg : K
′
• ⊗A A/I −→ ∧A/I(I/I2) the corresponding mor-
phism. Let ϕ : K ′• −→ K• be a morphism of complexes extending the identity.
We want to show that the diagram
K ′• ⊗A A/I
ψg- ∧A/I(I/I2)
K• ⊗A A/I
ϕ⊗ 1
?
ψ f
-
commutes.
It is enough to check the commutativity for one such ϕ, since any other is
homotopic to it. Let gi =
∑r
j=1 aijfj, aij ∈ A, and K ′p = ⊕Ae′i1 ∧ · · · ∧ e′ip . Set
ϕ(e′i1 ∧ · · · ∧ e′ip) =
(
r∑
j=1
ai1jej
)
∧ · · · ∧
(
r∑
j=1
aipjej
)
.
Then we have
ϕ(d(e′i1 ∧ · · · ∧ e′ip)) = ϕ
(∑
k
(−1)k+1gike′i1 ∧ · · · ∧ eˆ′ik ∧ · · · ∧ e′ip
)
=
∑
k
(−1)k+1gik
(
r∑
j=1
ai1jej
)
∧ · · · ∧
̂( r∑
j=1
aikjej
)
∧ · · ·
· · · ∧
(
r∑
j=1
aipjej
)
= d(ϕ(e′i1 ∧ · · · ∧ e′ip)),
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so ϕ is a morphism of complexes. Finally,
ψf ◦ (ϕ⊗ 1)(e′i1 ∧ · · · ∧ e′ip ⊗ 1) =
(
r∑
j=1
ai1j f¯j
)
∧ · · · ∧
(
r∑
j=1
aipj f¯j
)
= g¯i1 ∧ · · · ∧ g¯ip = ψg(e′i1 ∧ · · · ∧ e′ip),
so the previous diagram commutes.
The isomorphisms ψf define a canonical isomorphism
TorAi (A/I,A/I)
∼= ∧iA/I(I/I2),
which shows the first part of the theorem. For the second part, notice that for
any free A/I-module F we have
TorAi (A/I, F ) = Hi(K• ⊗A F ) ∼= Hi(K• ⊗A A/I)⊗A/I F ∼= F ⊗A/I ∧iA/I(I/I2).


3K0 of a projective bundle
In this chapter we introduce the projective bundle P(E ) of a locally free sheaf
E on X. Afterwards, we proceed to introduce the necessary tools to eventually
describe the K0 group of P(E ) in terms of the K0 group of X.
3.1 Projective bundles and higher direct
images
Definition 3.1.1. Let X be a scheme and E be a locally free sheaf of rank
r + 1 on X. Let SymE be the symmetric algebra of E . Then we define
P(E ) as Proj(SymE ) in the following sense: for each open affine subset U =
SpecA ⊆ X, we have that SymE (U) is a graded algebra over A, so we can take
P(E )(U) = Proj(SymE (U)). For each U we also have its respective projection
fU : P(E )(U) −→ U and it can be seen that f−1U (U∩V ) ∼= f−1V (U∩V ), so that it
can be glued together forming a scheme P(E ) and a morphism f : P(E ) −→ X,
which is a proper morphism.
Also, using the gluing process, we can glue the sheaves O(1) on each
P(E )(U) to form an invertible sheaf, also denoted O(1), on P(E ).
Definition 3.1.2. There is a tautological short exact sequence
0 - K - f ∗E - O(1) - 0
where the surjection f ∗E −→ O(1) is induced by the action on the Sym(E )-
modules
Sym(E )⊗ E −→ Sym(E )(1)
and K is the kernel of this map.
Proposition 3.1.3. In addition to Proposition 1.3.5, we have the following
properties.
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(i) For all F coherent on P(E ), ∃n0 such that ∀n ≥ n0 we have
Rif∗(F (n)) = 0 ∀i > 0.
(ii) Let G be a coherent sheaf on X. Then
f∗(O(n)⊗ f ∗G ) = Symn(E )⊗ G ∀n ≥ 0.
(iii) Let G be a coherent sheaf on X. Then
Rif∗(O(n)⊗ f ∗G ) = 0 ∀ 0 < i < r, ∀n ∈ Z,
Rrf∗(O(n)⊗ f ∗G ) = 0 ∀n ≥ −r.
Proof. These are consequences of Proposition 1.3.5 and [Har, III.5.1]. 
3.2 The Koszul complex
If we take the surjection
f ∗E - O(1) - 0
of Definition 3.1.2 and tensor it by O(−1), we obtain a surjection
f ∗E (−1) - O - 0
and f ∗E (−1) is locally free, so we can build the Koszul complex of O, also
using that
∧i(f ∗E ⊗O(−1)) ∼= f ∗ ∧i E (−i),
so that we obtain
0 - f ∗ ∧r+1 E (−r − 1) - · · · - f ∗E (−1) - O - 0.
Now taking the dual of the Koszul complex and tensoring it by a locally
free sheaf F , we obtain
0 - F - f ∗E ∨ ⊗F (1) - · · · - f ∗ ∧r+1 E ∨ ⊗F (r + 1) - 0.
We denote this construction by Kos∨(F ). This assignment is exact on the
category of locally free sheaves on P(E ).
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3.3 Regular sheaves
The notion of regular sheaf and its properties will play an important role in
the proof of the main theorem of this chapter.
Definition 3.3.1. A coherent sheaf F on P(E ) is called regular if
Rif∗F (−i) = 0 ∀i > 0.
Remark. Notice that by Proposition 3.1.3 (iii), if G is a coherent sheaf on X,
then O(n)⊗ f ∗G is regular for all n ≥ 0.
Also, if
0 - F ′ - F - F ′′ - 0
is a short exact sequence of coherent sheaves such that F ′ and F ′′ are regular,
then by Proposition 1.3.5 (i), F is also regular.
Let R be the category of regular locally free sheaves on P(E ), and K0(R)
the K0 group of this category. Then we have the following result.
Proposition 3.3.2. The inclusion of R into the category of locally free sheaves
on P(E ) induces an isomorphism between K0(R) and K0(P(E )).
Proof. We consider the category Rn of locally free sheaves on P(E ) such that
Rif∗F (j) = 0 ∀i > 0, ∀j ≥ n− i.
By Proposition 1.3.5 (i), if
0 - F ′ - F - F ′′ - 0
is a short exact sequence of coherent sheaves withF ′,F ′′ ∈ Rn, thenF ∈ Rn.
We have that Rn ⊆ Rn+1. We prove that this inclusion induces an isomor-
phism
K0(Rn)
∼=- K0(Rn+1).
We construct an inverse morphism. Let F ∈ Rn+1. Using
Proposition 1.3.5 (iii) we have that
Rif∗(f ∗ ∧p E ∨ ⊗F (p)(j)) ∼= ∧pE ∨ ⊗Rif∗F (p+ j)
and this is zero for p+j ≥ n+1−i. Therefore, for p ≥ 1, f ∗∧pE ∨⊗F (p) ∈ Rn
and we can define a map
[F ] 7−→
∑
p
(−1)p[f ∗ ∧p E ∨ ⊗F (p)]
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which is well-defined because the functor Kos∨ is exact. By the exactness of the
Koszul complex, this map is the inverse of the inclusion, so we have proved that
K0(Rn) ∼= K0(Rn+1) and inductively, that K0(Rn) ∼= K0(Rm) ∀n, n ≥ 0.
Now, by Proposition 3.1.3 (i), any locally free sheaf on P(E ) is in Rn for
a sufficiently large n, and using the isomorphisms K0(Rn) ∼= K0(Rm), this
implies that K0(Rn) ∼= K0(P(E )). Since R0 ⊆ R, we have K0(R) ∼= K0(P(E )).

Remark. Similarly, we can define a category R′n of locally free sheaves F on
P(E ) such that
Rif∗(F (n+ j)) = 0 ∀i > 0, ∀j ≥ 0
that satisfies an statement like in Proposition 3.3.2, giving an isomorphism
K0(R
′
n)
∼= K0(P(E )). The proof is analogous to the proof of Proposition 3.3.2.
Proposition 3.3.3. Let F be a regular coherent sheaf on P(E ). Then
(i) F (n) is regular ∀n ≥ 0. In particular, for n = i we obtain Rif∗F =
0 ∀i > 0.
(ii) The homomorphism
f ∗f∗F −→ F
is surjective. Let K be its kernel. Then K (1) is also regular.
(iii) if F is locally free, then f∗F is a locally free sheaf on X.
Proof. (i) Consider the decomposition of the Koszul complex into short exact
sequences
0 - Kp - f
∗ ∧p E (−p) - Kp−1 - 0
with K0 = O and Kr = f ∗ ∧r+1 E (−r − 1).
LetF be a regular locally free sheaf on P(E ). We show thatKp⊗F (p+1)
is regular for all p ≤ r. For p = r, by Proposition 1.3.5 (iii) and the fact
that F is regular we have
Rif∗(Kr ⊗F (r + 1)(−i)) = Rif∗(f ∗ ∧r+1 E ⊗F (−i))
∼= ∧r+1E ⊗Rif∗F (−i) = 0 ∀i > 0.
We use induction. Assume that Kp ⊗F (p + 1) is regular, and we show
thatKp−1⊗F (p) is regular as well. If we tensor the short exact sequences
of the decomposition of the Koszul complex byF (p−i) we obtain a short
exact sequence
0 - Kp ⊗F (p− i) - f ∗ ∧p E (−i) - Kp−1 ⊗F (p− i) - 0
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which, by Proposition 1.3.5 (i) gives a long exact sequence
· · · - Rif∗(f ∗ ∧p E ⊗F (−i)) - Rif∗(Kp−1 ⊗F (p)(−i)) -
- Ri+1f∗(Kp ⊗F (p+ 1)(−i− 1)) - · · ·
and we have by Proposition 1.3.5 (iii)
Rif∗(f ∗ ∧p E ⊗F (−i)) ∼= ∧pE ⊗Rif∗F (−i) = 0 ∀i > 0
and
Ri+1f∗(Kp ⊗F (p+ 1)(−i− 1)) = 0∀i+ 1 > 0
by induction hypothesis. Therefore
Rif∗(Kp−1 ⊗F (p)(−i)) = 0∀i > 0,
so Kp−1 ⊗F (p) is regular.
In particular, this shows thatK0⊗F (1) ∼= F (1) is regular. By induction,
this implies that F (n) is regular for all n ≥ 0.
(ii) Consider the first short exact sequence of the decomposition of the Koszul
complex as in (i), tensored by F (n):
0 - K1 ⊗F (n) - f ∗E ⊗F (n− 1) - F (n) - 0.
In (i) we showed thatK1⊗F (2) is regular, and by the result of (i) we have
thatK1⊗F (n+1) is regular for n ≥ 1. In particular R1f∗(K1⊗F (n)) =
0 for n ≥ 1, and therefore by Proposition 1.3.5 (i) and (iii) we have a
surjection
E ⊗ f∗(F (n− 1)) - f∗F (n)
for n ≥ 1.
Consider the commutative diagram
E ⊗ Symn−1(E )⊗ f∗F - Symn(E )⊗ f∗F
E ⊗ f∗F (n)
?
- f∗F (n+ 1)
?
By induction, we assume the morphism on the left to be surjective. We
have shown that the morphism on the bottom is surjective, and therefore
the morphism on the right is also surjective by the commutativity of the
diagram.
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Taking direct sums we have a surjection
Sym(E )⊗ f∗F -
⊕
n≥0
f∗F (n).
Now,studying the problem locally and using [Har, II.5.15] and
[Har, II.Ex5.9] we obtain
Sym(E )⊗ f∗F ∼= f ∗f∗F
and ⊕
n≥0
f∗F (n) ∼= Γ˜∗F ∼= F ,
giving the surjection
f ∗f∗F - F .
Now, if K is the kernel of this morphism and we look at the beginning
of the long sequence given by Proposition 1.3.5 (i), we have
f∗(f ∗f∗F ) - f∗F - R1f∗K - R1f∗(f ∗f∗F )
where the term on the right is zero by Proposition 3.1.3 (iii), the term
on the left is f∗F by Proposition 3.1.3 (ii) and the map on the left is
the identity. Hence, R1f∗K = R1f∗(K (1)(−1)) = 0. For i > 1, we use
Proposition 1.3.5 (i) on the short exact sequence
0 - K (−i+ 1) - f ∗f∗F (−i+ 1) - F (−i+ 1) - 0
to obtain a long exact sequence
· · · - Ri−1f∗(F (−i+ 1)) - Rif∗(K (1)(−i)) -
- Rif∗(f ∗f∗F (−i+ 1)) - · · ·
where Ri−1f∗(F (−i+1)) = 0 becauseF is regular and Rif∗(f ∗f∗F (−i+
1)) = 0 by Proposition 3.1.3 (iii). Therefore Rif∗(K (1)(−i)) = 0, so
K (1) is regular.
(iii) LetF be regular locally free. By (i), all terms in Kos∨(F ) have vanishing
higher direct images so applying f∗ we obtain an exact sequence
0 - f∗F - ∧1E⊗f∗F (1) - · · · - ∧r+1E⊗f∗F (r+1) - 0.
If we show that f∗F (i) is locally free for i ∈ {1, . . . , r+1}, then consider-
ing the exact sequence as a resolution of ∧r+1E ⊗ f∗F (r+ 1) - 0 and
applying Theorem 1.4.3 we will have that f∗F is locally free. Moreover,
tensoring by O(n− 1) for n sufficiently large, it is enough to prove that
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f∗F (n) is locally free (and inductively f∗F (n−1), . . . , f∗F (1), f∗F will
be locally free as well).
Since F is coherent, Serre’s theorem says that there are integers m,N
such that for F ′ =
⊕N
i=1O(−m) there is a surjection F ′ - F . Let
F ′′ be the kernel of this morphism. Twisting the resulting short exact
sequence by n > m and tensoring by f ∗G where G is a coherent sheaf on
X, we obtain a short exact sequence
0 - F ′′(n)⊗ f ∗G - F ′(n)⊗ f ∗G - F (n)⊗ f ∗G - 0
and we get a long exact sequence
· · · - Rif∗(F ′(n)⊗ f ∗G ) - Rif∗(F (n)⊗ f ∗G ) -
- Ri+1f∗(F ′′(n)⊗ f ∗G ) - · · ·
For i > r, the last term is zero because of Proposition 1.3.5 (ii). The
first one is zero for n large enough by Proposition 3.1.3 (iii), so the one
in the middle is also zero. Inductively we get that
Rif∗(F (n)⊗ f ∗G ) = 0 ∀i > 0
for n sufficiently large. Therefore we have a commutative diagram
f∗F ′′(n)⊗ G - f∗F ′(n)⊗ G - f∗F (n)⊗ G - 0
0 - f∗(F ′′(n)⊗ f ∗G )
?
- f∗(F ′(n)⊗ f ∗G )
?
- f∗(F (n)⊗ f ∗G )
?
- 0
with exact rows. The morphism on the middle is an isomorphism by
Proposition 3.1.3 (ii), and the morphism on the right is surjective by the
commutativity of the diagram. Applying the argument for F to F ′′ we
have that the morphism on the left is also surjective, and therefore the
snake lemma implies that the morphism on the right is injective, and
therefore an isomorphism. This implies that tensoring by f∗F (n) for
n sufficiently large is exact, so f∗F (n) is flat and therefore locally free.
This completes the proof.

3.4 The canonical resolution and K0(P(E ))
The canonical resolution of a locally free sheaf is the final ingredient to prove
the relation between K0(P(E )) and K0(X).
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Proposition 3.4.1. Let F be a regular locally free sheaf on P(E ). Then F
has a canonical resolution
0 - f ∗Tr(F )(−r) - f ∗Tr−1(F )(−r + 1) - · · ·
· · · - f ∗T1(F )(−1) - f ∗T0(F ) - F - 0
where Ti are exact functors to the category of locally free sheaves on X.
Proof. We construct it by induction. Let T0(F ) = f∗F and K0 be the ker-
nel of the surjection f ∗T0(F ) −→ F . Now K0(1) is regular and we define
T1(F ) = f∗(K0(1)) and K1 such that K1(1) is the kernel of f ∗T1(F ) −→
K0(1). Inductively we define Tp(F ) = f∗(Kp−1(p)) and Kp as the kernel of
f ∗Tp(F ) −→ Kp−1(p). By induction Kp(p+ 1) is regular and the functor Tp
is exact. This construction gives short exact sequences
0 - Kp - f
∗Tp(F )(−p) - Kp−1 - 0
which can be used to form the long exact sequence that we want. We only
need to check that Kr = 0.
We show first that Rif∗(Ki+p(p)) = 0. For i = 0, apply f∗ to the short
exact sequence
0 - Kp(p) - f
∗Tp(F ) - Kp−1(p) - 0
and notice that f∗(f ∗Tp(F )) = f∗(f ∗f∗Kp−1(p)) ∼= f∗Kp−1(p) by
Proposition 3.1.3 (ii), so we obtain
0 - f∗Kp(p) - f∗Kp−1(p)
id- f∗Kp−1(p) - 0
and therefore f∗Kp(p) = 0.
For i > 0, we use induction and the long exact sequence
· · · - Ri−1f∗(Ki+p−1(p)) - Rif∗(Ki+p(p)) -
- Rif∗(f ∗Ti+p(F )(−i)) - · · ·
where the term on the left is zero by induction hypothesis and the one on the
right is zero by Proposition 3.1.3 (iii).
Now, if we consider the cases r = p+i we get Rif∗(Kr(r)(−i)) = 0 ∀i ≥ 0,
so Kr(r) is regular and also f∗Kr(r) = 0, so by Proposition 3.3.3 (ii) we have
Kr(r) = 0, which implies that Kr = 0. 
From this construction and Proposition 3.3.3 (iii) we obtain the following
properties.
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Proposition 3.4.2. (i) If F is a regular locally free sheaf, then Tp(F ) is
locally free on X and Kp is locally free on P(E ).
(ii) If
0 - F ′ - F - F ′′ - 0
is a short exact sequence of regular sheaves, then we have a short exact
sequence
0 - C (F ′) - C (F ) - C (F ′′) - 0
where C (F ) denotes the canonical resolution of F .
Theorem 3.4.3. Let e = [E ]. Then there is an isomorphism
K0(P(E )) ∼= K0(X)[`]/(P (`))
where
P (`) =
r+1∑
i=0
(−1)iλi(e)`r+i−1.
Proof. Let `0 = [O(1)]. The Koszul complex shows that `0 satisfies the relation
r+1∑
i=0
(−1)iλi(e)`r+i−10 = 0,
so we have a morphism
ϕ : K0(X)[`]/(P (`)) −→ K0(P(E ))
that maps ` to `0.
To see that ϕ is surjective, let F be a regular locally free sheaf. The
canonical resolution of F shows that
[F ] =
r∑
p=0
(−1)p[f ∗TpF ] · `−p0 ,
and by Proposition 3.3.2 K0(P(E )) is generated by elements of this type.
For the injectivity, consider the category R′0 described in the remark after
Proposition 3.3.2. We have K0(R
′
0)
∼= K0(P(E )), and we can define a map
ψ : K(R′) −→
r⊕
n=0
K0(X)
that maps [F ] to ([f∗F ], [f∗F (1)], . . . , [f∗F (r)]), and this is well-defined be-
cause f∗ is exact on R′0 by definition.
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We consider the composition
r⊕
n=0
K0(X)
α- K0(X)[`]/(P (`))
ϕ- K0(P(E )) ∼= K0(R′0)
ψ-
r⊕
n=0
K0(X)
where α maps (a0, . . . , ar) to
∑r
n=0 an`
−n. If Gi is a locally free sheaf considered
in the i-th K0(X) in the first term, then its image in the j-th K0(X) in the
last term is given by
[f∗(f ∗Gi ⊗O(−i)⊗O(j))]
and by Proposition 3.1.3 (ii) and (iii) this is [Gi] if i = j and 0 if j < i. This is,
the matrix that represents this morphism is triangular with 1’s in the diagonal,
which shows that ϕ is injective and proves the theorem. 
4The γ-Filtration
In this chapter we describe several constructions on the K0 group. The role of
the λ-ring structure and the Splitting Property on the K0 group is crucial for
all of these constructions.
4.1 The λ-ring structure
Proposition 4.1.1. Let X be a scheme and let
0 - E1 - E - E2 - 0
be a short exact sequence of locally free sheaves of finite rank on X. Then
[∧nE ] =
n∑
i=0
[∧iE1] · [∧n−iE2] ∀n ≥ 0.
Proof. We consider the case X = SpecA and a short exact sequence
0 - E1 - E - E2 - 0
of free A-modules. Since E2 is free, we can identify E with E1 ⊕E2. Let ∧ni E
be the submodule of ∧nE generated by elements x1 ∧ · · · ∧ xi ∧ yi+1 ∧ · · · ∧ yn
such that xi ∈ E1, and set ∧nn+1E = 0. Then we have a filtration
∧nE = ∧n0E ⊇ ∧n1E ⊇ · · · ⊇ ∧nnE = ∧nE1 ⊇ ∧nn+1E = 0.
We define morphisms
ϕi : ∧iE1 ⊗ ∧n−iE2 −→ ∧ni E/ ∧ni+1 E
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by setting
ϕi(x1 ∧ · · · ∧ xi ⊗ yi+1 ∧ · · · ∧ yn) = x1 ∧ · · · ∧ xi ∧ yi+1 ∧ · · · ∧ yn
using the identification E ∼= E1 ⊕ E2. This morphism is obviously surjective,
and injectivity can easily be seen by taking bases of E1 and E2 and using
E ∼= E1 ⊕ E2. Hence the ϕi are isomorphisms.
Gluing this construction one can extend these isomorphisms to the case of
locally free sheaves, and this yields
[∧nE ] =
n∑
i=0
[∧ni E / ∧ni+1 E ] =
n∑
i=0
[∧iE1 ⊗ ∧n−iE2] =
n∑
i=0
[∧iE1] · [∧n−iE2].

Theorem 4.1.2 (λ-ring structure). Let X be a scheme. There exist uniquely
defined maps
λi : K0(X) −→ K0(X) ∀i ≥ 0
such that λi([E ]) = [∧iE ] for every locally free sheaf E on X.
Proof. We consider the multiplicative group of formal power series
1 + tK0(X)[[t]], and for each locally free sheaf E on X, we associate to it
an element of this group by setting
λt(E ) = 1 +
∑
i≥1
[∧iE ] ti.
We can extend this assignment by additivity on the free group generated
by the locally free sheaves on X, and we note that using Proposition 4.1.1 the
elements of the form [E ]− [E1]− [E2] such that there is a short exact sequence
0 - E1 - E - E2 - 0
belong to the kernel of λt, which makes this assignation well-defined on K0(X).
Now we define λi(x) as the coefficient of ti of λt(x) for each x ∈ K0(X).
In particular, we have that λ0(x) = 1 and λ1(x) = x. 
Proposition 4.1.3 (Splitting Property). Let X be a scheme and let E be a
locally free sheaf on X. Then, there is a morphism f : X ′ −→ X such that
f ∗[E ] = [L1] + · · ·+ [Lr]
where L1, . . . ,Lr are invertible sheaves and f ∗ is injective.
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Proof. We start with f : P(E ) −→ X. We have the tautological exact sequence
0 - K - f ∗E - O(1) - 0
so [f ∗E ] = [K ] + [O(1)] where the rank of K is one less. Inductively we can
construct such f . The injectivity of f ∗ comes from the construction of f . 
If we put x = [E ] and ui = [Li], since for each ui we have λt(ui) = 1 + uit,
then we can write
λt(x) =
r∏
i=1
(1 + uit) = 1 +
r∑
i=1
si(u1, . . . , ur)t
i,
where si is the i-th elementary symmetric polynomial. Hence,
λi(x) = si(u1, . . . , ur),
which does not depend on how x is split.
From this we can derive expressions for λi(x · y) and λi(λj(x)) in terms of
some universal polynomials Pk and Pk,j.
If x splits in u1, . . . , ur and y splits in v1, . . . , vs, then we can write
λt(x · y) =
∏
i,j
(1 + uivjt) =
∑
k≥0
Pk(s1, . . . , sk, s
′
1, . . . , s
′
k) t
k
where si and s
′
i are the i-th elementary symmetric polynomials on the uj and
vj respectively. The polynomials Pk are independent of x or y, and can be
used to compute
λi(x · y) = Pi(λ1(x), . . . , λi(x), λ1(y), . . . , λi(y)). (4.1)
We can proceed similarly for λi(λj(x)), writing
λt(λ
j(x)) =
∏
i1<···<ij
(1 + ui1 · · ·uij t) =
∑
k≥0
Pk,j(s1, . . . , skj) t
k
and thus
λi(λj(x)) = Pk,j(λ
1(x), . . . , λkj(x)). (4.2)
A ring that satisfies the relations 4.1 and 4.2 is called a special λ-ring. In
this case, the fact that we have a Splitting Property automatically provides
the K0 group with a special λ-ring structure.
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4.2 The γ-Filtration
Here we introduce the γ operations and the γ-filtration. Firs of all, consider a
scheme X, an invertible sheaf L on X and s ∈ Γ(X,L ) a non-zero section.
Let Y be the closed subscheme that is determined locally in the neighbourhood
of x by the ideal Ix = OXϕ(sx), where ϕ is an isomorphism between L and
OX . Then, this defines a short exact sequence
0 - OX - L - OY - 0
and we have
[L ]− 1 = [OY ].
The motivation for the γ operations and the γ-filtration is to study the closed
subschemes Y as elements of the form [L ]− 1, understanding the intersection
of subschemes Y, Y ′ as products, this is, with good conditions on Y and Y ′,
[OY ∩Y ′ ] = [OY ] · [OY ′ ] = ([L ]− 1)([L ′]− 1).
Definition 4.2.1. We define the operations γi : K0(X) −→ K0(X) by
γt(x) =
∑
i≥0
γi(x) ti = λt/(1−t)(x) =
∑
i≥0
λi(x)
(
t
1− t
)i
.
Then, by construction, the γi operations define a λ-ring structure on K0(X)
(changing the parameter to t/(1 − t)). In particular we have the following
properties.
Proposition 4.2.2. (i) γt(x+ y) = γt(x)γt(y), and therefore
γn(x+ y) =
n∑
i=0
γi(x)γn−i(y).
(ii) If u is the class of an invertible sheaf, then
γt(u− 1) = 1 + (u− 1)t
and
γt(1− u) =
∑
i≥0
(1− u)i ti.
Proof. (i) From the definition
γt(x+ y) = λt/(1−t)(x+ y) = λt/(1−t)(x)λt/(1−t)(y) = γt(x)γt(y).
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(ii) First notice that
γt(0) = 1,
γt(1) = 1 +
t
1− t =
1
1− t
and by (i),
γt(−1) = 1
γt(1)
= 1− t.
Now we can compute
γt(u− 1) = γt(u)γt(−1) =
(
1 + u
t
1− t
)
(1− t) = 1 + (u− 1)t
γt(1− u) = 1
γt(u− 1) =
∑
i≥0
(1− u)i ti.

Definition 4.2.3. Let ε : K0(X) −→ Z be the rank map. We define the
γ-filtration by
F 1γK0(X) = ker ε
and for n > 1
F nγK0(X) = Z〈γr1(x1) · · · γrk(xk) | xi ∈ F 1γK0(X),
∑
ri ≥ n〉.
We set F nγK0(X) = K0(X) for n ≤ 0.
Remark. This defines a ring filtration of K0(X) where each F
n
γK0(X) is an
ideal because
x γr1(x1) · · · γrk = (x− ε(x))γr1(x1) · · · γrk(xk) + ε(x) γr1(x1) · · · γrk(xk)
and
ε(x− ε(x)) = ε(x)− ε(x) = 0
so the first term belongs to F n+1γ K0(X) ⊆ F nγK0(X).
Proposition 4.2.4. Let K0(X) be generated by classes of invertible sheaves.
Then
F nγK0(X) = (F
1
γK0(X))
n.
Proof. We have that F 1γK0(X) is generated by elements u− 1. Since
(u1 − 1) · · · (un − 1) = γ1(u1 − 1) · · · γ1(un − 1)
we have (F 1γK0(X))
n ⊆ F nγK0(X). To see that F nγK0(X) ⊆ (F 1γK0(X))n it is
enough to check that γi(x) ∈ F iγK0(x) for x ∈ F 1γK0(X). By Proposition 4.2.2
(i), it is enough to check it for x = u− 1 and x = 1− u, and these cases are a
consequence of Proposition 4.2.2 (ii). 
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4.3 The topological filtration in K0(X)
It is convenient to study the notion of topological filtration in K0(X). However,
the support of a locally free sheaf does not provide any significant information,
so we have to adapt the definition of topological filtration. To do so, we
consider a coherent sheaf F on X. If
0 - Ln - · · · - L0 - F - 0
is a locally free resolution of F , we can assign to F the element
∑
i(−1)i[Li]
in K0(X) and notice that if we study the truncated complex
0 - Ln - · · · - L0 - 0,
this will be exact only outside of SuppF . Therefore, the homology of this
complex serves as a measure of SuppF in K0(X). This motivates the following
definition.
Definition 4.3.1. We define the topological filtration of K0(X) as the sets
F iK0(X) of elements x ∈ K0(X) such that for every closed subset Y ⊆ X
there is a finite complex
L : 0 - L0 - · · · - Ln - 0
of locally free sheaves with
x =
∑
k
(−1)k[Lk]
and
codimY (SuppH
•(L ) ∩ Y ) ≥ i,
with H•(L ) =
⋃
iH
i(L ).
Lemma 4.3.2. Let L1 and L2 be complexes of locally free sheaves. Then
SuppH•(L1 ⊗L2) ⊆ SuppH•(L1) ∩ SuppH•(L2).
Proof. This is equivalent to show that if (L2)x (without loss of generality) is
exact, then (L1 ⊗ L2)x is also exact. The complex (L2)x is formed by free
modules over OX,x, so it can be split as a direct sum of complexes
L : 0 - OX,xek d- OX,xek+1 - 0
with d ek = ek+1. Without loss of generality, we assume k = 0 and we only
have to check that L1 ⊗L is exact, where
(L1 ⊗L )i = L1,ie0 ⊕L1,i−1e1,
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d(lie0 + li−1e1) = dlie0 + (dli−1 + (−1)ili)e1.
Then
d(lie0 + li−1e1) = 0 ⇐⇒ dli = 0 and dli−1 + (−1)ili = 0,
so
lie0 + li−1e1 = (−1)i−1dli−1e0 + li−1e1 = (−1)i−1d(li−1e0)
so the cohomology is zero and the result is proved. 
Proposition 4.3.3. The sets F iK0(X) form a ring filtration of K0(X) and
F d+1K0(X) = 0, where d = dimX.
Proof. First of all, notice that the F iK0(X) are groups, since if x1, x2 ∈
F iK0(X) and L1,L2 are the complexes that satisfy the conditions of
Definition 4.3.1, then L1 ⊕L2 satisfies these conditions for x1 + x2.
Now, let x1 ∈ F iK0(X) and x2 ∈ F jK0(X) and let Y ⊆ X be a closed
subset. Let L1 be the complex associated to x1 satisfying the conditions for
Y , and let L2 be the complex associated to x2 satisfying the conditions for
SuppL1 ∩ Y . Then the complex L1 ⊗L2 is the one associated to x1x2 for Y
in F i+jK0(X) because by Lemma 4.3.2 we have
SuppH•(L1 ⊗L2) ∩ Y ⊆ SuppH•(L1) ∩ SuppH•(L2) ∩ Y
so
codimY (SuppH
•(L1 ⊗L2) ∩ Y )
≥ codimY (SuppH•(L1) ∩ SuppH•(L2) ∩ Y )
≥ codimY (SuppH•(L1) ∩ Y )
+ codimSuppH•(L1)∩Y (SuppH
•(L1) ∩ SuppH•(L2) ∩ Y )
≥ i+ j
Finally, let x ∈ F d+1K0(X) and let L be the associated complex for Y =
X. Then
codimX(SuppH
•(L )) ≥ d+ 1
implies that the cohomology is zero everywhere, so the complex is exact and
therefore x = 0. 
Lemma 4.3.4. Let X be a quasiprojective scheme of finite type. Let l1, l2 be
classes of invertible sheaves on X. Then l1 − l2 ∈ F 1K0(X).
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Proof. First of all, we prove an auxiliary result: if x1, . . . , xr ∈ X are closed
points and L is an invertible sheaf on X, then there is a number d such that
for every n = kd sufficiently large, there is a section s ∈ Γ(X,L (n)) that does
not vanish at x1, . . . , xr.
For the affine case, we check it for X = SpecA and OX . Let I be the
largest sheaf of ideals that determines the set
⋃
i xi. Then we have an epimor-
phism
L - L /IL - 0
that induces an epimorphism on the groups of sections. In this case, we have
that Γ(X,L /IL ) ∼= ⊕i k(xi). If we take the section that is the identity at
every point xi and lift it to L we obtain the desired section.
For the general case, using [EGA II, 4.5.4] there is a d0 and a section f ∈
Γ(X,O(d0)) such that
⋃
i xi ⊆ D+(f) where D+(f) is affine. From the affine
case,we find a section s ∈ Γ(D+(f),L ) that does not vanish at x1, . . . , xr.
Now, there is a d1 such that f
d1s extends to a section t on X. If we take
d = d0d1 then the sections f
kd1t ∈ Γ(X,L ((k + 1)d)) are the desired ones.
To prove the lemma, let Y be a closed subset and Yi its irreducible com-
ponents. Let xi ∈ Yi be closed points. Then there is an n for which we have
sections
OX - L1(n),
OX - L2(n).
Now, the complex
0 - Ox(−n) - L2 ⊕OX(−n) - L1 - 0
represents l1 − l2, and it is exact at the points xi, so the support of the coho-
mology does not contain any irreducible components of Y , so the codimension
of the intersection is at least 1. 
Theorem 4.3.5. Let X be a noetherian scheme of dimension d. Then
F d+1γ K0(X) = 0.
Proof. Let x = γr1(x1) · · · γrk(xk) with
∑
i ri ≥ d + 1 and xi ∈ F 1γK0(X). By
the Splitting Property, we can find a Y and a morphism f : Y - X such
that the image of a class of a sheaf by f ∗ is a linear combination of classes
invertible sheaves on Y , hence we can use an argument like in Proposition 4.2.4
and Lemma 4.3.4 to show that x ∈ F d+1K0(Y ).
By the proof of the Splitting Property, Y is constructed by a finite number
of steps P(E ) - X and K0(P(E )) is free over K0(X). We can take a base
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that contains elements of the form
∏s
i=1(li − 1) with li classes of invertible
sheaves (e.g., li = O(1) and it follows by a base change from the base 1, ` =
O(1), `2, . . . , `r). In particular we can take ∏si=1(li− 1) such that s = dimY −
dimX = dimY − d. We have
f ∗(x)
s∏
i=1
(li − 1) ∈ F s+d+1K0(Y ) = F dimY+1K0(Y ) = 0.
Therefore, since
∏s
i=1(li − 1) is an element of the base, f∗(x) = 0 and so
x = 0. 
Theorem 4.3.6. Let E be a locally free sheaf of rank r + 1 on X, and ` =
[O(1)] ∈ K0(P(E )). Then
F kγK0(P(E )) =
r∑
i=0
F k−iγ K0(X) (`− 1)i.
Proof. We first show that
F kγK0(P(E )) =
∑
i≥0
F k−iγ K0(X) (`− 1)i.
If we denote
ΦkK0(P(E )) =
∑
i≥0
F k−iγ K0(X) (`− 1)i,
then we have ΦkK0(P(E )) ⊆ F kγK0(P(E )) by definition of F kγK0(P(E )).
To see the other inclusion, it is enough to check that γk(x) ∈ ΦkK0(P(E ))
for elements x that generate F 1γK0(P(E )). Then, it is enough to show it for
elements of the form a(`m − 1) and b, where a ∈ K0(X) ⊆ K0(P(E )) and
b ∈ F 1γK0(X). For the second case, we have that
γk(b) ∈ F kγK0(X) ⊆ ΦkK0(P(E ))
by taking i = 0.
For the first case, we consider first these general relations. Let l1 and l2 be
classes of invertible sheaves on a scheme, and
x1 = l1 − 1, x2 = l2 − 1, x12 = l1l2 − 1 = x1x2 + x1 + x2.
Then, by Proposition 4.2.2 (ii) we have
γk(x1x2) = γ
k(x12 − x1 − x2) =
∑
i12+i1+i2=k
γi12(x12)γ
i1(−x1)γi2(−x2)
=
∑
i1+i2=k
(−x1)i1(−x2)i2 + (x1x2 + x1 + x2)
∑
i1+i2=k−1
(−x1)i1(−x2)i2
=
∑
i≥0
Pi,k(x1)x
i
2
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where the terms of Pi,k have degree at least k − i.
If we consider a =
∑
j x
(j)
1 and x
(j)
1 = l
(j)
1 − 1, then using Proposition 4.2.2
(i) and the previous relation we can write
γk(ax2) =
∑
i≥0
Qi,k(. . . , x
(j)
1 , . . . )x
i
2
where the Qi,k are symmetric polynomials and their terms have degree at least
k − i. Considering the fact that by Proposition 4.2.2 (i), γn(a) is the n-th
elementary symmetric polynomial on the x
(j)
1 , we can apply these results to
write
γk(a(`m − 1)) =
∑
i≥0
Ri,k(. . . , γ
n(a), . . . ) (`m − 1)i
where the Ri,k are the Qi,k written in terms of the elementary symmetric poly-
nomials, and we have Ri,k(. . . , γ
n(a), . . . ) ∈ F k−1γ K0(X). By the
Splitting Property, it is enough to consider such a. Finally, since
(`m − 1)i = (`− 1)i(`m−1 + · · ·+ 1)i,
it follows that γk(a(`m − 1)) ∈ ΦkK0(P(E )).
To prove of the theorem, we have to show that∑
i≥0
F k−iγ K0(X) (`− 1)i =
r∑
i=0
F k−iγ K0(X) (`− 1)i.
To do so, we prove the relation
r+1∑
i=0
(−1)iγi(e− r − 1) (`− 1)r+1−i = 0
in K0(P(E )), where e = [E ].
By Proposition 4.2.2 (i) we have
γt(e− r − 1) = γt(e)
γt(r + 1)
= (1− t)r+1λt/(1−t)(e)
=
r∑
i=0
λi(e)ti(1− t)r+1−i.
From this we have
r+1∑
i=0
γi(e− r − 1) tr+1−i = tr+1 γ1/t(e− r − 1)
=
r∑
i=0
λi(e)(t− 1)r+1−i.
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If we put t = 1− `, then by the relation of Theorem 3.4.3 we have
r+1∑
i=0
γi(e− r − 1)(−1)r+i−1(`− 1)r+i−1 =
r+1∑
i=0
λi(e)(−1)r+i−1`r+i−1 = 0.
This relation and an inductive argument on the elements of F k−iγ K0(X) (`−
1)i for i ≥ r + 1 shows that∑
i≥0
F k−iγ K0(X) (`− 1)i =
r∑
i=0
F k−iγ K0(X) (`− 1)i.

4.4 Chern classes and Adams operations
We now use the γ-filtration and its properties to construct a graded ring. This
ring will eventually serve as a replacement for the cohomology. We introduce
here as well the Chern classes, the Chern character and the Adams operations.
Definition 4.4.1. We associate to K0(X) a graded ring
GrγK0(X) =
⊕
i≥0
F iγK0(X)/F
i+1
γ K0(X)
and we denote each graded part by
Grγ
iK0(X) = F
i
γK0(X)/F
i+1
γ K0(X).
Definition 4.4.2. Let E be a locally free sheaf on X. We define the i-th
Chern class of E as
ci(E ) = γi([E ]− ε([E ])) mod F i+1γ K0(X) ∈ GrγiK0(X)
for i ≥ 1, where ε is the rank map.
We also define
ct(E ) = 1 +
∑
i≥0
ci(E ) t
i.
Proposition 4.4.3. The Chern classes have the following properties.
(i) If
0 - E ′ - E - E ′′ - 0
is a short exact sequence of locally free sheaves on X, then
ct(E ) = ct(E
′)ct(E ′′).
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(ii) If L is an invertible sheaf, then
ct(L ) = 1 + ([L ]− 1) t.
(iii) Let f : Y −→ X be a morphism of schemes and E a locally free sheaf on
X. Then f ∗ induces a morphism
Gf ∗ : GrγK0(X) −→ GrγK0(Y )
satisfying
ci(f ∗(E )) = Gf ∗(ci(E )).
(iv)
GrγK0(P(E )) = GrγK0(X)[x¯],
where x¯ = [O(1)]− 1 mod F 2γK0(X) and
r+1∑
i=1
(−1)ici(E )x¯i = 0.
(v) ci(E ) = 0, for i > rkE .
(vi) ct extends to a group homomorphism
ct : K0(X) −→ 1 +
⊕
i≥1
Grγ
iK0(X) t
i
Proof. Most properties come from the definitions. For (iv), one uses
Theorem 4.3.6, especially the second part of the proof. For (i) and (iii), see
[Gr, The´ore`me 1]. 
In fact, it can be seen that Proposition 4.4.3 (i), (ii) and (iii) give a char-
acterization of the Chern classes.
Definition 4.4.4. Let E be a locally free sheaf of rank r on X. We define the
Chern character of E formally by
chE =
∑
eai(E ) ∈ GrγK0(X)⊗Q,
where the ai(E ) are such that
ct(E ) =
r∏
i=1
(1 + ai(E ) t).
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Proposition 4.4.5. There is a unique ring homomorphism
ch : K0(X) - GrγK0(X)⊗Q
such that ch([E ]) = ch(E ) for all locally free sheaves on X.
Proof. If
0 - E ′ - E - E ′′ - 0
is a short exact sequence of locally free sheaves on X, then by Proposition 4.4.3
and by the definition of the Chern character we have
chE = chE ′ + chE ′′,
so ch uniquely defines a group homomorphism on K0(X) such that ch([E ]) =
ch(E ).
Also, by the definition we have∏
i
(1 + ai(E1 ⊗ E2) t) =
∏
i,j
(1 + (ai(E1) + aj(E2)) t)
so that
ch(E1 ⊗ E2) = chE1 · chE2,
so the morphism is a ring homomorphism. 
We now introduce the Adams operations as a tool to prove that the Chern
character induces an isomorphism between K0(X)⊗Q and GrγK0(X)⊗Q.
Definition 4.4.6. We define the Adams operations as the coefficients of the
morphism
ψt =
∑
i≥0
ψi ti : K0(X) −→ K0(X)[[t]]
defined by
ψt(x) = ε(x)− t d
dt
log λ−t(x).
Proposition 4.4.7. The Adams operations satisfy the following properties.
(i) ψi(x+ y) = ψi(x) + ψi(y) for all i ≥ 0.
(ii) If l is the class of an invertible sheaf, then ψi(l) = li.
(iii) Let f : X −→ Y be a morphism of schemes. Then ψi ◦ f ∗ = f ∗ ◦ ψi.
(iv) ψi(xy) = ψi(x)ψi(y).
(v) ψi ◦ ψj = ψij.
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Proof. See [FL, I.6.1]. 
Similarly to the case of the Chern classes, it can be seen that
Proposition 4.4.7 (i), (ii) and (iii) give a characterization of the Adams op-
erations.
Proposition 4.4.8. Let x ∈ F nγK0(X). Then
ψi(x)− in x ∈ F n+1γ K0(X).
This is, in Grγ
nK0(X), ψ
i(x) = in x.
Proof. For n = 0 we have
ε(ψi(x)− x) = ψ0(ψi(x))− ε(x) = ψ0(x)− ε(x) = ε(x)− ε(x) = 0,
so ψi(x)− x ∈ F 1γK0(X) by definition.
Using the Splitting Property and Theorem 4.3.6, together with
Proposition 4.2.2 (i), it is enough to show it for x =
∏n
k=1(lk − 1) where li
are classes of invertible sheaves. Then, we have
ψi(x) =
n∏
k=1
(lik − 1) =
n∏
k=1
(lk − 1)(li−1k + · · ·+ lk + 1)
and
li−1k + · · ·+ lk + 1 = i mod F 1γK0(X),
therefore
ψi(x) = in x mod F n+1γ K0(X).

Corollary 4.4.9. Let Vm be the subspace of K0(X) ⊗ Q that corresponds to
the eigenvalue im of ψi for i ≥ 2. Then, Vm does not depend on i and we have
K0(X)⊗Q =
d⊕
m=0
Vm.
Proof. Denote by Vm,i the space associated to i
m, then by Proposition 4.4.8
we have ∏
n 6=m
(ψi − in)(ψk − km) = 0
for k ≥ 2 and the product is finite by Theorem 4.3.5. Hence Vm,i ⊆ Vm,k and
by symmetry Vm,i = Vm,k.
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Now, again by Proposition 4.4.8, we have
d∏
n=0
(ψi − in) = 0
on K0(X), so we can decompose the identity on K0(X) ⊗ Q into orthogonal
projections
1 =
d∑
n=0
∏
m 6=n
(ψi − im)/(in − im)
and the image of the projections are the Vm. 
Definition 4.4.10. Let
g : GrγK0(X)⊗Q −→ K0(X)⊗Q
be the ring homomorphism that assigns to each element x ∈ GrγmK0(X) the
element g(x) ∈ Fmγ K0(X)⊗Q that satisfies
x = g(x) mod Fm+1γ K0(X)⊗Q,
ψp(g(x)) = pmg(x), ∀p ≥ 2.
This is well-defined by the previous results.
We can now state the following result.
Theorem 4.4.11. The Chern character induces an isomorphism
ch : K0(X)⊗Q −→ GrγK0(X)⊗Q.
Proof. We will show that g from Definition 4.4.10 is the inverse of ch.
Using the Splitting Property, we consider
x = l − 1 mod F 2γK0(X) ∈ Grγ1K0(X),
where l is the class of an invertible sheaf. Then
g(x) = ln(1 + (l − 1)) =
∑
n≥1
(−1)n−1 (l − 1)
n
n
because obviously x = g(x) mod F 2γK0(X) and
ψi(ln(1 + (l − 1))) = ln(1 + (li − 1)) = i ln(1 + (l − 1)).
By the definition and properties of ch we have ch(l − 1) = el−1 − 1 so
g(ch(l − 1)) = g(el−1 − 1) = ln(el−1)− ln(1) = l − 1
and also
ch(g(x)) = x,
which proves the theorem. 

5The Grothendieck-
Riemann-Roch Theorem
In this chapter we introduce and explain the Grothendieck-Riemann-Roch
Theorem. The main references for the concepts of this chapter are [BS] and
[SGA 6].
We fix a field k and we consider all schemes to be quasiprojective schemes
over k.
For such X, we have defined the Chern character
ch : K0(X) −→ GrγK0(X)⊗Q
which is compatible with the contravariant character of K0 as a functor. If we
restrict to the case of smooth varieties, then there is also a covariant functo-
riality for K0 for proper morphisms. It is natural to ask whether the Chern
character is compatible with this functoriality.
Grothendieck’s insight was that the Todd class serves as a correcting factor
for the Chern character to obtain commutativity between ch and f!.
Definition 5.1. The Todd class is the morphism
td : K0(X) −→ GrγK0(X)⊗Q
defined on locally free sheaves E by
td(E ) =
r∏
i=1
ai
1− e−ai
where the ai are the same as in Definition 4.4.4.
Proposition 5.2. The Todd class satisfies the following properties.
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(i) If l is the class of an invertible sheaf, then
td(l) =
(∑
i≥1
(−1)i c
1(l)i−1
i!
)−1
.
(ii) td ◦f ∗ = f ∗ ◦ td for all morphisms f : X −→ Y .
(iii) td(x+ y) = td(x) · td(y).
Definition 5.3. We define the Todd class of a scheme X as
td(X) := td(TX),
where TX = HomOX (ΩX/k,OX) is the tangent sheaf, and ΩX/k is the module
of relative differential forms of X over k.
The following case serves as a motivation for the more general result of
Grothendieck.
Proposition 5.4. Let f : X −→ Y be a closed embedding, where Y = P(N ⊕
OX) with N a locally free sheaf on X of rank r, and f is the zero section
embedding of X inN , seen as a vector bundle and as a subspace of P(N ⊕OX).
Then for any locally free sheaf E on X we have
ch(f!E ) · td(Y ) = f!(ch(E ) · td(X)).
Proof. Let Q be the universal hyperplane sheaf of P(N ⊕ OX), this is, the
sheaf K of Definition 3.1.2 for the sheaf N . By [FL, V.7.2], we have
f!(1) = λ−1([Q]) and Gf!(1) = cr(Q∨),
where the second identity is given by a Koszul complex. Moreover, for a locally
free sheaf E on X we have a resolution
0 - ∧r Q ⊗ p∗E - · · · - Q ⊗ p∗E - p∗E - f∗E - 0
where p : Y −→ X is the bundle projection.
Hence, we have
ch(f!E ) =
r∑
p=0
(−1)p ch(∧pQ) · ch(p∗E ) = ch(λ−1(Q) · ch(p∗E )).
Using the Splitting Property and the properties of the Chern classes one
obtains
ct(Q) =
r∏
i=1
(1 + ai t), ct(Q
∨) =
r∏
i=1
(1− ai t),
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pQ) =
∏
i1<···<ip
(1 + (ai1 + · · ·+ aip)t),
from where we obtain
cr(Q∨) = (−1)ra1 · · · ar,
ch(λ−1(Q)) =
r∏
i=1
(1− eai).
By the definition of the Todd class, we obtain the relation
ch(λ−1(Q)) = td(Q∨)−1 · cr(Q∨).
Notice that by Gf!(1) = c
r(Q∨) we also have Gf!(f ∗x) = cr(Q∨) · x, so
combining the previous expressions we obtain
ch(f!E ) = c
r(Q∨) · td(Q∨)−1 · ch(p∗E ) = f!(f ∗ td(Q∨)−1 · f ∗ ch(p∗E )).
Since f ∗Q∨ = N and f ∗p∗E = E , we can write the last equality as
ch(f!E ) = f!(td(N )
−1 · ch(E )).
Using [Har, II.8.17 and p. 182] and the multiplicativity of td, we have
ch(N )−1 = f ∗ td(TY )−1 · td(TX) = f ∗ td(Y )−1 · td(X)
and therefore we conclude
ch(f!E ) · td(Y ) = f!(ch(E ) · td(X)).

In the general case, Grothendieck’s assertion gives precisely the
Grothendieck-Riemann-Roch Theorem. We denote here ⊗Q by a subindex
Q.
Theorem 5.5 (Grothendieck-Riemann-Roch Theorem). Let f : X −→ Y be
a proper morphism of smooth quasiprojective schemes over a field k. Then the
diagram
K0(X)
ch · td(X)- GrγK0(X)Q
K0(Y )
f!
? ch · td(Y )- GrγK0(Y )Q
f!
?
commutes.
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We give here an idea of Grothendieck’s proof.
The first observation is to notice that if we factorize the morphism f as
f : X ⊂
i- PnY
pi- Y,
where i is a closed immersion and pi is a projection, and consider the diagram
K0(X)
ch · td(X)- GrγK0(X)Q
K0(PnY )
i!
? ch · td(PnY )- GrγK0(PnY )Q
i!
?
K0(Y )
pi!
? ch · td(Y )- GrγK0(Y )Q
pi!
?
If we prove that the two squares are commutative, then the theorem will
be proved. Hence, we can reduce to proving the theorem for closed immersions
and for projections pi : PnY −→ Y .
For the second case, we have a diagram
K0(Pnk)⊗K0(Y )
(ch · td(Pnk))⊗ (ch · td(Y ))- GrγK0(Pnk)Q ⊗GrγK0(Y )Q
K0(PnY )
? ch · td(PnY ) - GrγK0(PnY )Q
?
K0(Y )
pi!
? ch · td(Y ) - GrγK0(Y )Q
pi!
?
where the upper square is commutative. If we prove that the outer square
is commutative, the result will follow. This reduces the problem to the case
Pnk −→ Spec k. For this case the commutativity of
K0(Pnk)
ch · td(Pnk) - GrγK0(Pnk)Q
Z = K0(Spec k)
?
⊂ - GrγK0(Spec k)Q = Q
?
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reduces to the formula
χ(Pnk ,E ) = degn(ch(E ) · td(Pnk)).
The Euler characteristic comes from the fact that over a point Spec k,
the direct images Rif∗E can be replaced by their local expression, which are
precisely the cohomology groups H i(X,E ). To see that the morphism on the
left produces degn, one must take into consideration the graded structure of
GrγK0(Pnk)Q and by codimension matching, the only nontrivial part of the
induced morphismm is degn.
It is sufficient to check it for a system of generators of K0(Pnk), so we take
consider E = O(m). By [Har, III.Ex5.2] we have
χ(Pnk ,O(m)) =
(
n+m
n
)
,
and we also have
ch(O(m)) = ch(O(1)⊗m) = em([O(1)]−1),
and by [Har, II.8.13] we have a short exact sequence
0 - O - O(1)⊕(n+1) - TPnk - 0
so it follows by Proposition 5.2 (iii) that
td(Pnk) = td(TPnk ) = 1
−1 · td(O(1))n+1 = ([O(1)]− 1)
n+1
(1− e−[O(1)]+1)n+1 ,
so we have to check that(
n+m
n
)
= degn
(
em([O(1)]−1)
([O(1)]− 1)n+1
(1− e−[O(1)]+1)n+1
)
.
Let x = [O(1)] − 1. Then, in terms of residues, this is equivalent to show
that (
n+m
n
)
= Res
(
emx
(1− e−x)n+1dx
)
.
Making the change of variables y = 1− e−x we get
Res
(
y−n−1
(1− y)m+1dy
)
= (−1)n
(−m− 1
n
)
=
(
n+m
n
)
.
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For the case of a closed immersion i : X −→ PnY = Z, Grothendieck
considers the blow-up of Z along X to obtain a commutative fibre square
X˜
j - Z˜
X
g
?
i
- Z
f
?
where Z˜ = BlX Z, and he proves several formulas for the associated induced
morphisms. In particular, the key formula
f ∗i∗(x) = j∗(g∗(x) · λ−1(E )),
where E is the excess sheaf, defined by the short exact sequence
0 - NZ′,X′ - g
∗NZ,X - E - 0
and NZ,X is the normal sheaf of X relative to Z. This formula, after several
computations, eventually reduces the theorem to a trivial case.
Another way to treat the case of a closed immersion is to use the defor-
mation to the normal cone (see [FL]), that reduces the theorem to the case of
Proposition 5.4.
Corollary 5.6 (Hirzebruch-Riemann-Roch Theorem). For the case
Y = Spec k, the Grothendieck-Riemann-Roch Theorem gives the Hirzebruch-
Riemann-Roch Theorem. This is, the diagram
K0(X)
ch · td(X) - GrγK0(X)Q
Z = K0(Spec k)
?
⊂ - GrγK0(Spec k)Q = Q
?
commutes. Equivalently, as described earlier, this is the formula
χ(X,E ) = degn(ch(E ) · td(X)).
Example 5.7. An application of the previous results to the case where X is
a curve and E = OX(D) gives the classic Riemann-Roch Theorem for curves.
In this case, we have
ch(E ) = 1 +D,
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and TX = Ω∨X = OX(−K) so
td(X) = 1− 1
2
K.
Thus, the Riemann-Roch Theorem reads
χ(X,OX(D)) = deg1
(
(1 +D)
(
1− 1
2
K
))
= deg1
(
D − 1
2
K
)
.
For D = 0 this is 1− g = −1
2
deg(K) therefore
χ(X,OX(D)) = deg(D)− g + 1.
Using Serre duality this translates into the usual formulation
l(D)− l(K −D) = deg(D)− g + 1.
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