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Abstract
We present in this work the calibration procedure and a performance study of long scintillator bars used for the time-of-
flight (TOF) measurement in the HADES experiment. The digital front-end electronics installed at the TOF detector
required to develop novel calibration methods. The exceptional performance of the spectrometer for particle identification
and pointing accuracy allows one to determine in great detail the response of scintillators to minimum ionizing particles.
A substantial position sensitivity of the calibration parameters has been found, in particular for the signal time walk.
After including the position dependence, the timing accuracy for minimum ionizing particles was improved from 190 ps
to 135 ps for the shortest rods (1475 mm) and to 165 ps for the longest (2356 mm). These results are in accordance
with the time degradation length of the scintillator bars, as determined from previous measurements.
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1. Introduction
One established technique for particle identification
(PID) in nuclear and particle physics is the time-of-flight
method. It allows one to discriminate between different
particle species of reaction products using the momentum–
velocity and energy-loss–velocity correlations. The better
these quantities are known, the broader is the energy range
where the method is applicable, usually up to particle mo-
menta of several GeV/c. The velocity is reconstructed as
the ratio between the particle’s flight path length, D, and
the elapsed time, T . Detectors used for this purpose have
a fast signal response. In a number of experiments [1–7]
plastic scintillators are chosen for this task.
The upgrade of the High Acceptance DiElectron Spec-
trometer HADES [8], operated at GSI Helmholtzzentrum
in Darmstadt, demanded the replacement of the readout
chain for the phototube readout of the scintillator time-of-
flight wall. The front-end electronics (FEE) part of this
chain consisted of a constant fraction discriminator (CFD)
plus a time to digital converter (TDC) and analogue to
digital converter (ADC) branches as described in Ref. [4].
For the new readout, a significantly faster FEE, based on
TRB boards [9], has been developed and integrated into
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the data acquisition scheme. The new scheme requires
that the time and pulse amplitude information have to be
stored into one single digital pulse. In such a concept, the
time is encoded in the leading edge of the digital pulse and
the amplitude in its width using the time over threshold
(ToT) method.
As a consequence of having the fixed-threshold discrim-
inator, a correlation appears between the pulse amplitude
and the time the signal crosses the fixed voltage threshold
(walk effect). Moreover, this correlation turned out to be
dependent on the particle impact position along the scintil-
lator rod. Previously, with the CFD chain, the time walk
correction was not necessary [4]. The time shift typically
follows a characteristic exponential or power law behaviour
with respect to the pulse amplitude [1, 2, 5, 7, 10, 11]. In
most of the cases, it was found that the measured signal
amplitude is proportional to the number of photons ar-
riving at the photon detectors. In these cases, a single
correction factor is sufficient for a good timing reconstruc-
tion. However, the additional impact position dependence
of the time walk effect requires more refined corrections.
Position-dependent correction constants have already
been introduced for the counters of the Belle TOF [2],
BESIII TOF [5], GlueX setup [3] and CLAS-12 Forward
TOF [12]. In these cases, the residual correlation between
the time and the position of the rod has been corrected



























dependent time-walk correction can be resolved using the
signal template method [6, 13]. This approach resolves
the systematic offset using a library of prerecorded signals
that are compared to the measurement. Afterwards, the
best fitting template is used to obtain the correct hit time
and charge. However, this last technique cannot be ap-
plied here as the signal is stored in a single digital pulse
and the polynomial offset method was not sufficient.
Hence, an alternative calibration procedure for the TOF
wall has been developed. The timing performance of the
detector has been studied in detail with respect to the par-
ticle’s deposited energy loss and the light trajectory length
inside the scintillator rods. As a result of the calibration,
the timing performance improved significantly.
This paper is organized as follows: in Sec. 2 the experi-
mental set-up and the observables are introduced, followed
by a description of the calibration procedure in Sec. 3. The
timing performance of the detector is then presented in
Sec. 4. Finally, the results and methods are summarized
and discussed.
2. Experiment
The data used for this analysis have been recorded with
HADES in a fixed target configuration for central Au+Au
collisions at
√
sNN = 2.42 GeV with a reaction trigger
setting which corresponds to semi-central collisions (σ =
0− 0.43 · σtot), covering the innermost impact parameters
[14].
The TOF detector in the HADES experiment consists of
two different subsystems. A fast segmented multigap resis-
tive plate chamber detector (RPC) [15] covers the forward
polar angles from 15◦ to 45◦. A wall of plastic scintillator
rods [4] covers the polar angle range from ' 45◦ to ' 85◦
with azimuthal segmentation into 6 equal sectors. Each
sector is equipped with 8 scintillator modules of different
lengths and cross sections. One module comprises 8 equal
rods coupled to photomultipliers (PMT) (EMI 9133B with
1” diameter) on each side by light guides as shown in Fig-
ure 1. The scintillator material is BC408 and was man-
ufactured by BICRONTM1. The dimensions of the rods
are listed in Table 1. The read-out of the signal is done
by splitting the pulses into slow and fast components for
amplitude and time measurements, respectively, that are
individually discriminated within a NINO chip [16] and
combined into a single digital pulse that is sent into a gen-
eral purpose timing and readout board [9] which provides
a precise time digitization. The leading edge and width
of the pulse encode both the time (T ) and ToT, respec-
tively. The ToT is converted into pulse amplitude (Q) by
a two-slope linear function which linearizes the measured
quantity.
The trajectory of a charged particle is schematically de-
picted in Figure 2 together with the relevant coordinate
1BICRON, 12345 Kinsman Road, Newbury, OH 44065, USA
Figure 1: Close view of a 8-rod scintillator module and lightguides, a
magnetic shield, a silicon disk for optical coupling, a photomultiplier
and the light-tight canning system.
Table 1: Geometry of TOF detector modules. Each module com-
prises 8 equally long scintillator bars instrumented at both sides with
PMTs.









systems. A fast diamond in beam T0 detector (START)
close to the target provides an interaction time signal of
the collision [17]. The momentum and the flight distance
from the target to the TOF Wall are measured by four
mini drift chambers (MDC) tracking stations, two in front
and two behind the superconducting toroidal magnet (for
further details see ref. [8]). Each track is propagated to
the middle plane of the scintillator. The accuracy of the
projection in the TOF Wall module x-coordinate is about
1 mm. The flight path is reconstructed using a Runge-
Kutta filter. The average distance between the target and
the TOF Wall is about 2100 mm. The velocity of the
particle is calculated if a spatially coincident hit is recon-
structed in the TOF Wall.
The hit position in the TOF detector is determined from
the rod number (y-coordinate) and the x-coordinate of a
rod. The latter is obtained from the differences of the
corrected times TL and TR measured at the left and right
sides, respectively, multiplied by the light group velocity




(TR − TL)× vg. (1)
The time of flight is calculated averaging the left and right




(TL + TR)− TS. (2)
























Figure 2: Schematic view of a particle trajectory in HADES from
the target to a TOF wall scintillator. The relevant coordinate sys-
tems are shown for completeness.











where the weights w2L/R are obtained from the inverse of
the variance σ2L/R(x). Following previous work [18], the
uncertainty of the time measurement as a function of the
position x in the scintillator rod of length L is defined as
σL/R = CL/Re
(x−L/2)/λD , (4)
where λD is the precision degradation length of the timing
signal and CL/R is a constant. It is important to notice
that the alternative method relies on an external measure-
ment of the intersection of the particle trajectory and the
scintillator and cannot be applied to stand-alone detectors.
The deposited energy Edep is extracted from the geo-






where k is a free normalization parameter which translates
the measured energy into units of minimum ionizing par-
ticles (MIP) and λatt is the effective optical attenuation
length.
3. Calibration methods
Clean samples of identified particles for calibration pur-
poses can be prepared considering that in Au + Au colli-
sions at
√
sNN = 2.42 GeV protons dominate at all an-
gles and momenta. The situation is very different for
negatively-charged particles; the production of antiprotons
is far below the threshold and the majority of negatively-
charged particles are pions and electrons. Other long-
lived particles such as antikaons are strongly suppressed
 Rod number
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Figure 3: Effective attenuation lengths (top panel) and effective
group velocity (bottom panel) shown with open circles of all 384
scintillator rods obtained from the data selection. The thick lines are
values obtained in a dedicated laser measurement. The rod number
N is obtained as K + 64 × (nsector − 1), K being the rod number
within a sector and nsector the sector number.
(∼ 10−4 K− per event compared to ∼ 10 π−). Most
of the electrons can be rejected from the sample requir-
ing momenta larger than 200 MeV/c, allowing one to at-
tain rather clean data samples of protons and negative pi-
ons. The purity of the data is additionally enhanced using
the energy loss vs momentum correlation measured in the
MDC. After this last procedure, a purity of about 97 % of
negative pions and 95 % of protons is attained, such that
the residual contaminations are marginal for the purposes
of this study.
The time calibration is a two-step process. First, the
effective values of vg and λatt are obtained from the mea-
sured times for each scintillator detector. In the second
step, the correction of the time-walk effect occurs. This
correction depends on the longitudinal position along the
scintillator bar. The time walk also compensates for the
constant time offset, synchronizing the TOF Wall detec-
tor. The methods used in both steps are explained in detail
below.
3.1. Determination of the effective attenuation length and
effective light group velocity
The effective values for the optical attenuation length
and light group velocity are obtained from the clean
charged particle sample. The λatt of all scintillator rods






tribution as a function of the impact position along each
rod. Figure 3 shows a compilation of these slopes for all in-
dividual rods compared to the results obtained with laser
3


























Figure 4: Example of a walk effect correlation. Open symbols
depict the median values in each amplitude (ToT) interval. ToT is
measured in TDC bin units having a width of 0.098 ns each bin. The
black curve is a 9 parameter fit function consisting of an exponential
that describes the low ToT region, a linear combination of an expo-
nential and a power-law function describing the high-ToT region and
the ToT value which separates into the low and high regions of the
spectrum.
measurements [4]. The light group velocities have been cal-
culated following a similar procedure by fitting the slopes
of the 1/2(TR−TL) vs position distribution. The extracted
effective values of vg are depicted in Fig. 3 and clearly
show a difference of ' 5 mm/ns between the thick and
thin modules.
These results can be compared to values measured with
light pulses from a nitrogen laser injected via a fiber cou-
pler to the rods [4] (see Fig.3). The obtained values were
λatt = 2400 mm for the 30 × 30 mm2 thick rods and
λatt = 2100 mm for the 20 × 20 mm2 thick modules,
both with very small dispersion. In the same measure-
ment, the light group velocity was found to be 164 mm/ns
and 162 mm/ns, respectively, which is larger by 10 mm/ns
than the value extracted in this work. Hence, the val-
ues obtained from the slope analysis should rather be un-
derstood as effective values reflecting the response of the
whole measurement chain, and not as an intrinsic prop-
erty of the scintillator itself. Additionally, the spread in
the values of the effective attenuation length of around
30 % and of the effective light velocity of 5 % have been
reported in other studies as in ref. [12].
3.2. Time-walk correction method
Signals produced by particles depositing primordial ion-
ization energy in a range from 0.5 to 40 times in MIP
equivalent units are efficiently reconstructed. Most of the
signals having a charge signal below MIP originate from
particles crossing the edge of the bar, whereas the large
Edep corresponds in general to nuclear fragments with
Z>1, many of which are fully stopped in the scintillator
material. This spread in Edep leads to ToT values span-
ning over more than two orders of magnitude.
The correlation between the registered arrival time of
the signal and its ToT can be studied observing the time
offset TO, which can be obtained as









where T (p,m), time-of-flight as a function of momentum
for the identified particles, was obtained after PID using
only the MDC detector as T (p,m) = D
√
m2 + p2/p. Ve-
locity variations along the path due to energy loss and
multiple scattering in upstream materials are accounted
for by a correction obtained from a MC simulation with
realistic underlying events using the UrQMD event genera-
tor [19], the full material budget, and the detailed detector
response implemented in GEANT3 [20].
An example of such a correlation for a fixed x-position
in one rod is shown in Fig. 4. In total, 9 parameters are
needed to describe the correction value (time offset). The
first 3 parameters describe the low ToT region with an
exponential function. The high ToT region is described
with a linear combination of an exponential and power-
law function with 5 parameters. One additional parameter
separates the regions of low and high ToT.
To account for the position dependence of the time walk,
the time offset–ToT dependence is obtained for 20 equal
segments along each scintillator. Within a segment, the
signal attenuation can be assumed to be constant. Hence,
the correlation between the time offset and the amplitude
can also be obtained with respect to the amplitude mea-
sured at the opposite side of the scintillator bar. The
corresponding correlations for the same and opposite side
readouts of all 20 longitudinal bins are shown in Figure 5.
The time offsets range from 1 up to 10 ns and constitute a
significant fraction of the total time, comparable in mag-
nitude to the flight time. The walk time value is obtained
using a weighted average of the same and opposite side
offsets. The real values TR/L are then obtained by sub-









where the indices s and o denote the same and opposite
side time-ToT correlations and ωs/o the respective weights.
The weights have been obtained from the spread of the
distributions observed in the real data.
4. Detector performance
For the analysis of the timing performance as a function
of the primordial deposited energy in the scintillator, we





















 same side ToT correlation−OT
1691 < x <= 1780 [mm]
1602 < x <= 1691 [mm]
1513 < x <= 1602 [mm]
1424 < x <= 1513 [mm]
1335 < x <= 1424 [mm]
1246 < x <= 1335 [mm]
1157 < x <= 1246 [mm]
1068 < x <= 1157 [mm]
979 < x <= 1068 [mm]
890 < x <= 979 [mm]
801 < x <= 890 [mm]
712 < x <= 801 [mm]
623 < x <= 712 [mm]
534 < x <= 623 [mm]
445 < x <= 534 [mm]
356 < x <= 445 [mm]
267 < x <= 356 [mm]
178 < x <= 267 [mm]
89 < x <= 178 [mm]






















 opposite side ToT correlation−OT
1691 < x <= 1780 [mm]
1602 < x <= 1691 [mm]
1513 < x <= 1602 [mm]
1424 < x <= 1513 [mm]
1335 < x <= 1424 [mm]
1246 < x <= 1335 [mm]
1157 < x <= 1246 [mm]
1068 < x <= 1157 [mm]
979 < x <= 1068 [mm]
890 < x <= 979 [mm]
801 < x <= 890 [mm]
712 < x <= 801 [mm]
623 < x <= 712 [mm]
534 < x <= 623 [mm]
445 < x <= 534 [mm]
356 < x <= 445 [mm]
267 < x <= 356 [mm]
178 < x <= 267 [mm]
89 < x <= 178 [mm]
x <= 89 [mm]
Figure 5: Walk effect for different longitudinal slices of one scintillator rod. Left: mean values of TO measured with same side PMT. Right:
same measured with opposite side PMT.
x (mm)
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Figure 6: Time of flight uncertainty of a typical rod calculated from
position residuals as a function of longitudinal position along the rod
for different values of deposited energy in the scintillator Edep. The
0.5 MIP equivalent corresponds to edge hits.
in the scintillator starting from half the value of a MIP up
to its 10 fold value. The uncertainty of the measured TOF








The best timing performance is found at the center of the
scintillator rod and the worst happens at the edges.
 (MIP a.u.)depE 


























Figure 7: Individual time accuracy constants for left and right
PMT readout (left axis) and the timing degradation length (right
axis) obtained from the position measurement as a function of the
deposited energy Edep.
The position and time uncertainties have both identi-
cal distributions, but the first one is scaled by vg. How-
ever, the position is better determined by MDC than by
TOF. In the latter case, when characterizing the variance
of the T −T (p,m) distribution, the contributions from the
START, multiple scattering and flight path uncertainties
have to be accounted for and properly subtracted. The
position uncertainty is determined by the variance of the
5
distribution x−xMDC, where xMDC is pointing at the scin-
tillator bar from the MDC tracking stations. Since this
pointing accuracy is at least one order of magnitude bet-
ter than the resulting variance of x, its contribution to the
final uncertainty is negligible.
The σT values for one typical scintillator bar are de-
picted in Fig. 6 along x for 5 different ranges in Edep. The
measured timing performance in each Edep range is fitted
with Eq. 8 to obtain the effective degradation length λD
as well as the left and right constants, CL and CR, respec-
tively. The trends of these three values are shown in Fig. 7.
The λD increases from 2000 mm up to 6000 mm almost lin-
early with increasing signal amplitude. The left and right
side constants decrease from approximately 0.2 ns for pi-
ons depositing 0.5 MIP equivalent energy to 0.08-0.09 ns
when reaching 4 times MIP. Above that value it stays con-
stant. This plateau could be interpreted as reaching the
limits of the channel TDC chain performance.
The comparison of the timing performance obtained
with the weighted average using Eq. 3 and the unweighted
average using Eq. 2 for MIPs is shown in Figure 8. The
additional contribution originating from the START time
was evaluated and is 54 ps [21]. The values obtained for
the unweighted case coincide with the expectation from the
position analysis, shown with open circles. The weighted
average results (green circles) coincide at the rod center
but improve significantly towards the edges and are 10-15
ps higher than the values expected from the position anal-
ysis, shown with a grey thick line. The curve was obtained
considering the case when no additional sources contribute
to the smearing of the time signal. However, if adding
quadratically the START time uncertainty, the expected
value is increased by 15 ps at the edges of the scintillator
and by 10 ps in the middle, improving the quantitative
agreement.
The average time precision for MIPs is shown for all
rods in Fig. 9. The values show a decreasing trend with
rod number, i.e with decreasing scintillator length. The
values of 160 ps and of 135 ps for the longest and shortest
rods, respectively, are are in accordance with previous laser
measurements [4]. This difference is mainly due to the
higher average degradation of the time signal in the longest
rods. The spread of values for rods of equal length is of the
order of 15 ps. The averaged timing performance of the
TOF Wall detector is about 150 ps. This number has to
be compared to 190 ps which is attained when the position
dependence of the time walk is not considered.
The timing performance can be interpreted in terms
of particle separation power, as shown in Fig. 10. The
achieved average timing performance of the TOF Wall im-
proves the separation of electrons from pions at the 3-σ
level up to almost 400 MeV/c, pions and kaons up to
1400 MeV/c and kaons from protons up to 2200 MeV/c
considering an average flight distance of 2100 mm.
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Figure 8: Time of flight uncertainties calculated for negative MIP pi-
ons (momentum between 400 and 450 MeV/c) using the unweighted
average of left and right times (red circles) compared to the values
for the weighted averages (green circles). The open symbols denote
uncertainties calculated from position residuals. The dotted and
dashed lines show the contributions of each individual side and the
thick grey line depicts the expectation from position measurement
with the weighted method and without additional uncertainties.
Rod number















Figure 9: Mean time of flight uncertainty for MIPs in one sector us-
ing the weighted average method. The most significant contribution
to the falling trend is due to the rod lengths.
5. Summary and conclusions
In this work, we describe a calibration and time-walk
correction method utilizing the position-dependent time-
ToT correlation. The standard correction in the form of
6
)/c (GeVp
























Figure 10: The time of flight differences for light charged particles
as a function of momentum and 2100 mm of the flight path in the
experiment. The solid line indicates the 3-σ region when the position
dependence of the time-walk is considered and the long dashed line
corresponds to the case when this effect is neglected and the time-
walk correction consist in one single function for each scintillator.
an additional polynomial, as implemented in [2, 3, 5, 12],
was not sufficient and the signal template method [6] was
not applicable since the full pulse trace is not measured.
The main idea followed here is to split the long scintillator
rod into regions with approximately constant signal at-
tenuation and determine the time offset–ToT dependence.
We find that 20 longitudinal segments of approximately
7-12 cm length resolve the position dependence problem.
Larger segmentation does not result in increased perfor-
mance or improved timing accuracy.
The timing response is evaluated with two different
methods. The first one uses the precise pointing of the
tracking system to measure the position uncertainty and
evaluate from it the timing performance. In this approach,
contributions from the START time, multiple scattering
effects, or energy loss are not included. The second method
evaluates directly the time uncertainty from a clean sample
of identified negative pion tracks. The second method is
compatible with expectations if the START detector pre-
cision is included.
The average time uncertainty for MIP pions (momen-
tum between 400 and 450 MeV/c) is found to be 130 ps in
the shortest rods of 1475 mm and 165 ps in the longest of
2365 mm. The overall average performance improves from
190 ps to 150 ps when applying position-dependent time-
walk correction. This improvement allows in the HADES
energy regime to better discriminate between different par-
ticle species at the 3-σ level. In the case of electrons and
pions, it increases the range by 40 MeV/c, for pions and
kaons it is improved by 150 MeV/c, and between kaons
and protons by 250 MeV/c.
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