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Abstract 
There are in general three approaches to propagate partially coherent light. They include solving 
the Helmholtz equations for the correlation function, employing the Wigner function to 
propagate light in phase space, or using modal expansion. In this work, we investigate the 
interaction of partially spatially coherent light with optical systems. Our modeling methods are 
based on the Wigner function and modal expansion.  
First, we utilize the thin element approximation in the Wigner function to propagate partially 
coherent light through discontinuous surfaces. Our examples include the phase step, grating, 
kinoform lens, axicon and lens array. Phase space provides a vivid picture for understanding the 
diffraction effects, e.g. the diffracted orders formed by a grating, the multiple foci of a kinoform 
lens, and the beam homogenizing effect of a lens array, etc. This approach facilitates the design 
of diffractive elements and the interpretation of optical effects. Second, we improve the 
propagation algorithms for the Wigner function. These implementations include removing a 
parabolic wavefront of a beam, and an efficient propagator based on rotating the phase space. 
Both algorithms increase the computational speed without losing any physical accuracy. 
To overcome certain limitations of our phase space propagators, we investigate the modal 
expansion method. We use Schell beams as examples, to discuss the advantages and 
disadvantages of eigenmode and shifted-elementary mode expansions. Afterward, we develop 
an expansion tool to efficiently propagate partially coherent light inside waveguides. This tool 
allows quick access to the light fields at any distance inside the waveguide. We thus obtain an 
accurate modeling of the diffraction effects produced by the waveguide structure.  
Our modeling methods pave the path to the experimental measurement of coherence. We discuss 
two schemes to retrieve the spatial coherence of a beam under test. The first scheme is to solve 
an inverse problem of the modal expansion. It requires iterative phase retrieval algorithms to 
recover the complex fields of individual modes. We extend this method to a beam with an 
arbitrary wavefront and discuss the potential and limits of this technique. The second scheme 
for coherence retrieval is to solve the inverse problem of the Wigner function, also known as 
the phase space tomography. To reconstruct a Wigner function requires an inverse Radon 
transform in a four-dimensional space. We present an overview of the two relevant algorithms, 
i.e. the filtered back projection and the ambiguity function reconstruction. Furthermore, we 
propose an improved algorithm for the filtered back projection. 
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1. Introduction 
Partially coherent light sources are widely applied in microscopy1, lithography2, optical 
communications3, etc. This kind of sources is well known for some outstanding optical 
performance. For example, partial coherence reduces the speckle effect and improves the 
imaging quality. Compared to completely coherent illumination, partially coherent illumination 
is more tolerant to surface blemishes. When an optical surface contains dust or scratches, a 
coherent source may easily generate an image with distinct diffraction patterns. For a partially 
coherent source, the interference effects are limited within the coherence length. If the distance 
to the detector is beyond the coherence length, surface blemishes only reduce the image contrast. 
In differential interference contrast microscopy, partial coherence improves the sectioning 
performance in a similar manner by preventing the Talbot effect4. Furthermore, in microscopy 
and lithography, it is desired to have a high imaging resolution. Partially coherent light is often 
employed to provide extended illumination area on the pupil and to increase the numerical 
aperture and homogeneity. Besides, from an economical point of view, partially coherent 
sources are sometimes less costly for fabrication and alignment, compared to completely 
coherent sources. Nowadays, a large variety of laser sources has mixed modes5. Multiple modes 
offer another advantage, which is a significantly high power. These laser sources are thus 
popular for lighting and display.  
Based on the growing demand for partially coherent light in practice, it is of importance to 
developing efficient modeling tools to propagate such light in optical systems. In general, there 
are three main strategies to compute the propagation of a partially coherent field.  
The first method, also being a conventional one, is to propagate the correlation function of a 
source6. Such a function reveals the correlation of the light fields emitted from different places 
at different moments in time. It indicates the degree of coherence of the source. As the 
propagation of a coherent light field obeys the wave equations, the correlation of the fields also 
follows the rules of wave propagation7. Therefore, one can employ the diffraction integrals 
developed for complete coherence to propagate the coherence function, e.g. using the Rayleigh-
Sommerfeld integral8. However, to solve such an integral takes enormous computational efforts, 
especially with complicated optical elements. For monochromatic light with two transverse 
dimensions, the coherence function spans into four dimensions (4D). That makes this approach 
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computationally expensive and not applicable to practically relevant problems, even with 
modern computers.   
The second method to propagate partially coherent light is to employ the Wigner function. The 
Wigner function was first proposed by Wigner9 in 1932 as a quasi-probability distribution to 
describe quantum mechanics in phase space. Later, the Wigner function was introduced into 
optics by Dolin and Walther10-12, to describe an optical signal in phase space. The concept of 
phase space resembles the angle and position in geometrical optics. We thus can employ the ray 
transformation matrix for paraxial propagation13. That vastly simplifies the propagation operator. 
In additional, the Wigner function is powerful in visualizing optical effects, not only in 
geometrical optics but also in wave optics14. One disadvantage of this method is that it also 
contains four axes for the light fields with two transverse dimensions.   
The third propagation method for partially coherent light is modal expansion6,7. It considers a 
partially coherent beam as an incoherent sum of multiple modes. Each mode is a coherent beam. 
Between every two modes, we assume no interference. The propagation of each mode follows 
the wave equations. Therefore, the interaction of partially coherent light with optical systems 
can be considered as multiple independent channels. Each channel contains one coherent beam. 
This approach attracts much interest because it requires one less dimension compared to the 
other two methods above. However, when the degree of coherence is low, the number of modes 
can be large. 
The question, which propagation method to apply, depends on the prior assumptions of the beam 
and the system. A suitable propagation operator can significantly improve the computational 
efficiency and the physical accuracy. Our work contains a comprehensive investigation into the 
last two methods, i.e. the Wigner function and modal expansion.  
An additional application of these modeling methods form the basis of the experimental 
measurement of coherence. In practice, we often encounter a light source with an unknown 
degree of coherence. While the irradiance of a beam may be easily measured by a camera, the 
coherence of the beam is not always directly accessible. To retrieve the coherence information 
from the intensity measurements is equivalent to solving an inverse problem of obtaining the 
Wigner function from its projection, or an inverse problem of the modal expansion.  
For an inverse problem of the modal expansion, we apply the iterative phase retrieval algorithm. 
The measured intensity is considered as an incoherent sum of multiple modes. The phase 
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retrieval algorithm recovers of the complex fields of individual modes. After that, the coherence, 
given by the correlation function, is reconstructed from the modes. Alternatively, to solve the 
inverse problem of the Wigner function demands a method called phase space tomography. The 
irradiance at the output plane of a first-order system is considered as a projection of the 
transformed Wigner function at the input plane. To recover the Wigner function from its 
projection, the inverse Radon transform is required. These methods of coherence retrieval have 
their own advantages and disadvantages. Our work includes an extensive exploration of the 
relavant algorithms. 
We arrange this dissertation in the following order. We focus on spatial coherence of 
monochromatic light and represent light with scalar fields. Chapter 2 is a theoretical introduction. 
It builds the infrastructure for our research. Chapter 3 is our investigation into the modeling 
methods for partially coherent light based on the Wigner function and modal expansion. 
Although the concept of the Wigner function has been developed for decades, few publications 
describe partially coherent light in phase space with diffractive elements. Section 3.1 
concentrates on the interaction of partially coherent light with discontinuous surfaces and the 
interpretation of optical effects in phase space. Section 3.2 presents our improved propagation 
algorithms for the Wigner function. In modal expansion, we take Schell beams as examples to 
compare the different expansions, since Schell beams have some certain symmetry and can be 
found in many practical approaches. Moreover, we visualize the modes in phase space, to 
provide a comprehensive understanding of the mode properties. Also, we develop propagation 
operators for partially coherent light traveling inside a waveguide. Our algorithm allows a fast 
and accurate modeling of light at any distance along the waveguide. In Chapter 4, we focus on 
the inverse problems of modal expansion and the Wigner function, to retrieve the coherence 
from intensity measurements. In mode recovery (Section 4.1), we extend the iterative phase 
retrieval algorithm to a beam with an arbitrary wavefront. The potential and limit of this 
approach are discussed. For the phase space tomography in Section 4.2, we propose an efficient 
implementation of the filtered back projection in the inverse Radon transform to reconstruct a 
4D Wigner function.       
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2. Theory 
This chapter is a review of the theory of partially coherent light. It serves as the road map of this 
dissertation.  
The content in this chapter consists of four sections. In Section 2.1 we introduce the 
fundamentals of partial coherence, including the mathematical and physical properties, also the 
possibilities to characterize partial coherence. In Section 2.2, we present the Wigner function to 
describe light in phase space. In Section 2.3, we introduce the theory of modal expansion. 
Section 2.4 discloses the applications of modal expansion and the Wigner function. They 
contribute to the coherence measurement in practice. To retrieve the coherence of a beam, it 
equals to solving the inverse problem of modal expansion or solving an inverse problem of the 
Wigner function. We describe the major algorithms in this section.  
2.1 Partial coherence 
The concept of partial coherence includes temporal coherence and spatial coherence. Simply 
speaking, temporal coherence describes the correlation between fields emitted at different 
moments in time. A typical setup to realize this detection is the Michelson interferometer. 
Correspondingly, spatial coherence describes the correlation between fields emitted at different 
positions in space. A common experiment to detect spatial coherence is Young's interferometer.  
 
Figure 2-1. Pictorial introduction to spatial coherence in Young’s interferometer experiment.  
In our work, we concentrate on spatial coherence. Figure 2-1 illustrates a pictorial introduction 
to spatial coherence in Young’s interferometer experiment. A completely incoherent source 
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yields no intensity fringes at the detector plane. A completely coherent source generates 
intensity fringes with a maximum contrast. With a partially coherent light source, the contrast 
of fringes is in between those two extreme cases. The correlation between the fields emitted at 
the slit positions, denoted by ܧ(ݎଵ) and ܧ(ݎଶ), provides an important quantity to characterize 
partial coherence.  
2.1.1 Mutual coherence function and the degree of coherence 
Before introducing the theory of partial coherence, we present a short review of a few 
terminologies in statistics. These terminologies need to be introduced, as they provide the 
fundamental basis of partially coherent light. They are called the stationary process, ensemble 
average, and ergodicity.  
A process is called stationary when it fulfills two requirements. First, its probability density 
function does not depend on time. Second, the time average of this process does not rely on the 
starting or the ending time, but only on the time interval. A wide-sense stationary process does 
not fulfill the first requirement strictly. Only its mean and variance, instead of the probability 
density function, are independent of time.  
Assume there is a random process ݔ(ݐ) that fluctuates with time. We define ℎ(ݔ) as a function 
of this random process. There are two ways to obtain the average of ℎ(ݔ), i.e. an ensemble 
average and a time average. An ensemble average of ℎ(ݔ) is defined as 
 〈ℎ[ݔ(ݐ = ݐ଴)]〉ா = ∫ ℎ(ݔ) ݌(ݔ, ݐ = ݐ଴)
ஶ
ିஶ
dݔ, (2.1) 
where the symbol 〈 〉ா  represents the ensemble average and ݌  is the probability density 
function of ݔ . Equation (2.1) implies that an ensemble average takes the mean of many 
realizations of the random process, i.e. ℎ(ݔ), at a given time. On the contrary, a time average of 
ℎ(ݔ) is defined as 
 〈ℎ(ݔ)〉௧ = lim்→ஶ
ଵ
ଶ்
∫ ℎ[ݔ(ݐ)]
்
ି்
dݐ, (2.2) 
Where the symbol 〈 〉௧ represents the time average and ܶ is a time period in the random process. 
Equation (2.2) means that a time average takes the mean of one realization of the random process 
over a time interval −∞ < ݐ < ∞.  
When a process is ergodic, the ensemble average equals to the time average,  
 〈ℎ[ݔ(ݐ = ݐ଴)]〉ா = 〈ℎ(ݔ)〉௧ . (2.3) 
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The advantage of having an ergodic system is that we do not need many realizations of the 
random process to obtain the ensemble average. Instead, averaging a single realization over a 
sufficiently large time interval can provide the required information. For a stationary and ergodic 
process, we exclude the time dependency and have 
 〈ℎ(ݔ)〉ா = 〈ℎ(ݔ)〉௧. (2.4) 
Now we assume a partially coherent source is stationary, at lease in the wide sense, and ergodic. 
The mutual coherence function ܬ is defined as an ensemble average of the field correlations 
between two positions (ݎଵ and ݎଶ) with a time difference ߬ 15  
 ܬ(ݎଵ, ݎଶ, ߬) = 〈ܧ
∗(ݎଵ, ݐ)ܧ(ݎଶ, ݐ + ߬)〉. (2.5) 
where ݎଵ = (ݔଵ, ݕଵ, ݖଵ) , ݎଶ = (ݔଶ, ݕଶ, ݖଶ)  (ݖ = 0 defined at the source plane), ܧ  denotes the 
fluctuating light field, ܧ∗ is the complex conjugate of ܧ. From now on, we use 〈 〉 to represent 
an ensemble average. From the statistical theory above we also have  
 ܬ(ݎଵ, ݎଶ, ߬) = lim்→ஶ
ଵ
ଶ்
∫ ܧ∗(ݎଵ, ݐ)ܧ(ݎଶ, ݐ + ߬)
்
ି்
dݐ, (2.6) 
where ܶ is the time interval of the random process, e.g. the integration time of a CCD camera 
in practice. Because light oscillates with a high frequency, the integration time of a camera is 
considered sufficiently large to average out the light fluctuation.  
The complex degree of coherence of the two signals is defined as  
 ߛ(ݎଵ, ݎଶ, ߬) =
௃(௥భ,௥మ,ఛ)
ඥூ(௥భ,ఛୀ଴)ඥூ(௥మ,ఛୀ଴)
 , (2.7) 
where ܫ represents the irradiance intensity. (For abbreviation, we call it intensity from now on.) 
Equation (2.7) normalizes the coherence property to a value between 0 to 1. A degree of ߛ = 1 
means that the two fields are completely coherent. A degree of ߛ = 0 represents complete 
coherence, while 0 < ߛ < 1 expresses partial coherence.  
From Equations (2.5) and (2.6) it is clear that ܬ(ݎଵ, ݎଶ, ߬) is a complex temporal cross-correlation 
between two fields. Therefore ܬ(ݎଵ, ݎଶ, ߬)  is also called as cross-correlation function. The 
propagation of ܬ in free space obeys the wave equations16: 
 
∇ଵ
ଶ ܬ(ݎଵ, ݎଶ, ߬) =
ଵ
௖మ
డమ
డఛమ
 ܬ(ݎଵ, ݎଶ, ߬), 
∇ଶ
ଶ ܬ(ݎଵ, ݎଶ, ߬) =
ଵ
௖మ
డమ
డఛమ
 ܬ(ݎଵ, ݎଶ, ߬). 
(2.8) 
where ∇ଵ
ଶ  is the Laplacian operator acting on ݎଵ . The correlation of the fields at ݎଵ  and ݎଶ 
characterizes spatial coherence. The dependence on ߬ characterizes temporal coherence. As the 
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two equations (2.8) couple the dependency of ܬ on all the variables ݎଵ, ݎଶ and ߬, the spatial and 
temporal coherence properties of light are not independent of each other during propagation16. 
Indeed, according to the Van Cittert-Zernike theorem, a spatially incoherent light source 
possesses a finite degree of spatial coherence after propagation over a long distance15. Mandel16 
provides a qualitative picture to explain this phenomenon. A source with spatially partial 
coherence has a certain area or volume emitting light. The light fields emitted at different source 
points can be individually considered as wave trains. These wave trains have a finite duration. 
That means the light fields have a non-zero bandwidth, which implies finite temporal coherence.  
As we are interested in spatial coherence in this work, the following section introduces a quantity 
to separate temporal coherence and spatial coherence. 
2.1.2 Cross-spectral density function 
The Fourier transform of the mutual coherence function ܬ(ݎଵ, ݎଶ, ߬) with respect to the time 
difference τ is given by 
 ߁(ݎଵ, ݎଶ, ߱) =
ଵ
ଶగ
∫ ܬ(ݎଵ, ݎଶ, ߬) exp(݅߱߬)
ାஶ
ିஶ
d߬. (2.9) 
߁(ݎଵ, ݎଶ, ߱) is known as the cross-spectral density function. 
The Fourier transform of the fluctuating optical field ܧ with respect to the time variable ݐ is 
given by 
 ܧ(ݎ, ݐ) = ∫ ܧ෨(ݎ, ߱) exp(−݅߱ݐ)
ஶ
ିஶ
݀߱. (2.10) 
Keeping Equations (2.9) and (2.10) in mind, we apply Fourier transforms to both the left and 
right sides of Equation (2.5). It results in 
 〈ܧ෨∗(ݎଵ, ߱)ܧ෨(ݎଶ, ߱′)〉 = ߁(ݎଵ, ݎଶ, ߱)ߜ(߱ − ߱′). (2.11) 
Equation (2.11) emphasizes that the cross-spectral density function is a correlation measure of 
two fluctuating fields at a particular frequency. Therefore, the cross-spectral density function 
allows us to inspect spatial coherence between ݎଵ and ݎଶ at a particular wavelength. As we focus 
on quasi-monochromatic light sources, from now on we write 
 ߁(ݎଵ, ݎଶ, ߱ = ߱′) =: ߁(ݎଵ, ݎଶ) (2.12) 
The function ߁(ݎଵ, ݎଶ) is often called mutual intensity or equivalently, correlation function, 
when we only consider the spatial coherence of a quasi-monochromatic stationary source. From 
now on, we address ߁(ݎଵ, ݎଶ)  as correlation function to avoid confusion. The correlation 
function satisfies the coupled Helmholtz equations16, 
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∇ଵ
ଶ߁(ݎଵ, ݎଶ) + ݇
ଶ߁(ݎଵ, ݎଶ) = 0, 
∇ଶ
ଶ߁(ݎଵ, ݎଶ) + ݇
ଶ߁(ݎଵ, ݎଶ) = 0. 
(2.13) 
where ݇ =
ଶగ
ఒ
=
ఠ
௖
 (ߣ being the wavelength and ܿ being the speed of light in vacuum).  
The propagation of the correlation function in paraxial approximation takes the form 17 
 ߁(ݎଵ, ݎଶ, ݖ) = ቀ
௞
ଶగ௭
ቁ
ଶ
∬ ߁(଴)(ݎଵ′, ݎଶ′) exp ቄ−
௜௞ൣ(௥భି௥భᇱ)
మି(௥మି௥మᇱ)
మ൧
ଶ௭
ቅ
ஶ
ିஶ
dଶݎଵ′݀
ଶݎଶ′. (2.14) 
where ߁(଴) denotes the correlation function at the source plane.  
The correlation function in the far zone, defined as ߁ஶ, follows a Fourier transform of ߁(଴), 
 ߁ஶ(ݎଵ, ݎଶ) =
(ଶగ௞)మ ୡ୭ୱ ఏభ ୡ୭ୱ ఏమ ୣ୶୮[௜௞(௥మି௥భ)]
௥భ௥మ
߁෨(଴)(−݇̂ݎଵ, ݇̂ݎଶ), (2.15) 
where ݎଵ and ݎଶ point from the origin at the source plane to the observed points in the far zone, 
࢘ො૚ and ࢘ො૛ are the unit vectors along ࢘૚ and ࢘૛, ̂ݎଵ and ̂ݎଶ represent the projections of ࢘ො૚ and 
࢘ො૛ into the source plane. ߁෨
(଴) denotes the Fourier transform of ߁(଴) as 
 ߁෨(଴)(݇ଵ, ݇ଶ) =
ଵ
(ଶగ)ర
∬ ߁(଴)(ݎଵ, ݎଶ) exp[−݅(݇ଵ ∙ ݎଵ + ݇ଶ ∙ ݎଶ)] d
ଶݎଵd
ଶݎଶ. (2.16) 
where ݎଵ and ݎଶ are vectors from the origin to the arbitrary points at the source plane, and ݇ଵ, ݇ଶ 
represent the spatial frequencies along ݎଵ and ݎଶ directions respectively.  
By now we know that a correlation function defines the essential properties of a partially 
coherent beam. It indicates the statistical similarity of the light fields at two spatial positions. In 
the following, we introduce the important concept of Schell beams, which are often referred to 
later. They are the Gaussian-Schell beam and the flat-top Schell beam.   
2.1.3 Schell beams 
Schell beams belong to a common class of partially coherent light. It covers a broad range of 
light sources in practice, from various lamps, light-emitting diodes, multimode fibers, lasers, to 
the pulsed broad-area vertical-cavity-surface-emitting-laser18. 
We begin with the definition of a Schell-type source. For simplicity, we confine ourselves to 
light with one transverse dimension, i.e. in coordinates (ݔ, ݖ) where ݔ denotes the transverse 
coordinate, and ݖ is the optical axis. The correlation function of a Schell-type source is defined 
as 19 
 ߁(ݔଵ, ݔଶ) = [ܫ(ݔଵ)ܫ(ݔଶ)]
ଵ/ଶߛ(ݔଵ − ݔଶ), (2.17) 
where ݔଵ, ݔଶ are two arbitrary positions at the source plane, ܫ describes the intensity across the 
source plane, and ߛ  is the degree of coherence. It is clear from Equation (2.17) that the 
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correlation of the fields only depends on their relative distance, but not on their specific locations. 
Such a source has a relatively homogenous property.  
Our introduction includes two primary Schell sources. One is called the Gaussian-Schell beam 
(also known as the Gaussian-Schell model beam). Another is a flat-top Schell beam. Their 
properties are summarized as follows. 
Gaussian-Schell beam 
A Gaussian-Schell beam has a cross-spectral density function with Gaussian profiles 
 ߁(ݔଵ, ݔଶ) = ܣ exp{− (ݔଵ + ݔଶ)
ଶ (2ݓ௢
ଶ)⁄ } exp൛− (ݔଵ − ݔଶ)
ଶ ൫2݈௖
ଶ൯ൗ ൟ, (2.18) 
where ݓ଴ is the beam waist and ݈௖ represents the coherence length. Here the coherence length 
means the correlation width at the transverse plane. It differs from the coherence length in the 
concept of a temporal coherence. When the distance between ݔଵ and ݔଶ exceeds the length of ݈௖, 
the two fluctuating fields are considered incoherent.  
According to Equation (2.14), the propagation of the Gaussian-Schell beam follows 
 ߁(ݔଵ, ݔଶ; ݖ) = ܣ ቂ
௪బ
௪(௭)
ቃ
ଶ
exp ቄ−
(௫భା௫మ)
మ
ଶ[௪(௭)]మ
ቅ exp ቄ−
௪బ
మ(௫భି௫మ)
మ
ଶ௟೎
మ[௪(௭)]మ
ቅ exp ቄ−݅
௞൫௫భ
మି௫మ
మ൯
ଶோ(௭)
ቅ, (2.19) 
where ݓ(ݖ) = ݓ଴[1 + (ߣݖ ߨݓ଴ݓ௖⁄ )
ଶ]ଵ/ଶ , ܴ(ݖ) = ݖ[1 + (ߨݓ଴ݓ௖ ߨݖ⁄ )
ଶ]  and 1 ݓ௖
ଶ⁄ =
1 ݓ଴
ଶ⁄ + 1 ݈௖
ଶ⁄ . 
Flat-top Schell beam 
The analytical form of a flat-top Schell beam is proposed by Korotkova20. The cross-spectral 
density function at the source plane is defined as 
 ߁(ݔଵ, ݔଶ) = exp ቀ−
௫భ
మା௫మ
మ
ସఙమ
ቁ
ଵ
ܥ0
మ ∑ ቀ
ܯ
݉
ቁ
(ିଵ)೘షభ
√௠
exp ቂ−
(௫భି௫మ)
మ
ଶ௠ఋమ
ቃெ௠ୀଵ , (2.20) 
where ቀܯ
݉
ቁ  is a binomial coefficient,  ܥ0 = ∑ ቀ
ܯ
݉
ቁ
(ିଵ)೘షభ
√௠
ெ
௠ୀଵ , ߪ  represents the rms source 
width, and ߜ  denotes the rms transverse correlation width. Equation (2.20) implies that a 
rectangular Schell beam is a spatial superposition of multiple Gaussian-Schell beams. Integer 
M indicates the number of overlaid Gaussian-Schell beams. A larger integer of M yields a more 
flat-top intensity profile. With M=1, the intensity approaches Gaussian.    
In the far field, we have ݎ = (ݔ, ݖ)  and |ݎ| = √ݔଶ + ݖଶ  with one transverse dimension. 
According to Equation (2.15), the cross spectral density follows 
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߁ஶ(rଵ, rଶ) =
(ଶగ௞)మ ୡ୭ୱ ఏభ ୡ୭ୱ ఏమ ୣ୶୮[௜௞௥(࢘ො૛ି࢘ො૚)]
஼బ
మ௥భ௥మ
×
∑ ቀܯ
݉
ቁ
(ିଵ)೘షభ௔೘
√௠௕೘
expൣ−ܿ௠൫̂ݎଵ௫
ଶ + ̂ݎଶ௫
ଶ൯ − ݀௠(̂ݎଵ௫ − ̂ݎଶ௫)
ଶ൧ெ௠ୀଵ  , 
(2.21) 
where ܽ௠ = ߪට
ଶ௠ఋమାସఙమ
௠ఋమାସఙమ
, ܾ௠ = ට
ଵ
௠ఋమ
+
ଵ
ఙమ
, ܿ௠ =
௞మఙమ௠ఋమ
௠ఋమାସఙమ
, ݀௠ =
ଶ௞మఙర
௠ఋమାସఙమ
, ܥ଴ =
∑
(ିଵ)೘షభ
√௠
ெ
௠ୀଵ . The radiant intensity in the far field takes the form 
 ܫஶ(ݔ) =
ଶ௞మୡ୭ୱమఏ
஼బ
మ௥మ
∑ ቀܯ
݉
ቁ
(ିଵ)೘షభ√௠௔೘
௕೘
exp[−2ܿ௠ݔ
ଶ]ெ௠ୀଵ . (2.22) 
Given by Equation (2.22), the radiant intensity in the far-field exhibits a flat-top profile. That is 
the reason we call it a flat-top Schell beam.  
As Schell beams exist commonly n practice, we employ them in the later chapters as the main 
illumination sources. After the introduction of the two exemplary Schell beams, in the following, 
we discuss the efficient propagation of these beams in optical systems.    
2.2  Wigner function 
In the previous sections, the propagation of a partially coherent beam is performed by solving 
the correlation function in the Helmholtz equation. In the following, we introduce an efficient 
alternative approach, the Wigner function, to propagating a partially coherent beam in phase 
space.  
The term, phase space, expresses a signal in the phase domain and the spatial domain 
simultaneously. The definition of these domains depends on the property of the signal we want 
to observe. For an acoustic signal, it is about the temporal frequency against a time variable. 
Roughly speaking, it provides the possibility to assign a frequency information, which usually 
is defined globally via a Fourier transform, to a specific moment in time. As a pictorial example, 
one can image the musical notes of a piano. It plays a tone related to a specific frequency at a 
given moment in time.  
For a spatial signal, it is about the spatial frequency against the spatial coordinate. In this case, 
the approach allows the assignment of a propagation angle locally to every position in space 
based on a wave-optical definition. Therefore, this approach can be viewed as an extension of 
the classical ray optical theory. At every point in space, a bundle of rays could emerge in 
different directions. Since we investigate spatial coherence in this work, we apply the phase 
space for a spatial signal.  
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The Wigner function is defined as a Fourier transform of the correlation function  with respect 
to the correlation width ∆ݔ 21, 
 ܹ(ݔ, ݑ) = ∫ ߁ ቀݔ +
∆௫
ଶ
, ݔ −
∆௫
ଶ
ቁ ݁ݔ݌ ቀ−݅
ଶగ
ఒ
ݑ∆ݔቁ d∆ݔ, (2.23) 
where ݔ =  (ݔଵ + ݔଶ)/2, Δݔ = ݔଵ − ݔଶ, variables ݑ and Δݔ are Fourier conjugates. Integrating 
ܹ(ݔ, ݑ) over the ݔ axis gives the angular spectrum, while integrating ܹ(ݔ, ݑ) over the ݑ axis 
yields the intensity distribution in space22.  
There are several remarkable properties of using the Wigner function for analyzing optical 
systems. Firstly, the idea to describe optical signals simultaneously in spatial frequency and 
space resembles the concepts of angle and position in geometrical optics. Making use of this 
property, we can paraxially propagate light in phase space with the ray transfer matrix (also 
known as the ABCD matrix)13,23.  
The Wigner function passing a first-order optical system follows 
 ௢ܹ(ݔ௢, ݑ௢) = ܹ(ܣݔ + ܤݑ, ܥݔ + ܦݑ), (2.24) 
where the subscript ௢ denotes the signal leaving the system. It is worth noting that the Wigner 
function is capable of describing higher-order systems 24. In this case, other models instead of 
the ABCD matrices are required.  
Secondly, the propagation of the Wigner function through a thin element can be further 
simplified. Assume the thin component can be described by an amplitude or phase modulation 
ܲ(ݔ). The relation of the light field before and after passing the element is 
 ܧᇱ(ݔ) = ܲ(ݔ)ܧ(ݔ), (2.25) 
where the symbol ′ denotes the transmitted signal behind the thin element. Based on Equation 
(2.11), we attain 
 ߁ᇱ(ݔଵ, ݔଶ) = 〈ܲ
∗(ݔଵ)ܲ(ݔଶ)ܧ
∗(ݔଵ)ܧ(ݔଶ)〉 = ܲ
∗(ݔଵ)ܲ(ݔଶ)߁(ݔଵ, ݔଶ), (2.26) 
With Equation (2.23), the Wigner function behind the thin element follows 
 ܹ′(ݔ, ݑ) = ∫ ∫ ߁ ቀݔ +
∆௫
ଶ
, ݔ −
∆௫
ଶ
ቁ ܲ∗ ቀݔ +
∆௫
ଶ
ቁ ܲ ቀݔ −
∆௫
ଶ
ቁ exp ቀ−݅
ଶగ
ఒ
ݑ∆ݔቁ ݀∆ݔ. (2.27) 
With Equation (2.27), we can use the Wigner function to investigate the diffraction effects 
produced by a thin element.  
Figure 2-2 serves as an example to demonstrate the propagation of light in a system by using 
Wigner functions. Inside the paraxial regions that can be described by ABCD matrices (e.g. ݖଵ- 
ݖ଺), we employ Equation (2.24). In other regions consisting of lenses or stops (e.g. ݀ଵ-݀ସ), We 
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use Equation (2.27). The conversion between ߁ and ܹ crossing different regions is carried out 
by a Fourier transform (Equation (2.23)). 
Due to the Hermitian properties of ߁(ݔଵ, ݔଶ) (see below in Section 2.3.1), the Wigner function 
always yields real, but not necessarily positive values. Negative values in the phase space 
indicate destructive interference25. In particular, for partially coherent light, the Wigner function 
facilitates the interpretation of diffraction effects. These aspects are discussed in detail in 
Chapter 3.1.  
 
Figure 2-2. Using the Wigner functions to propagate partially coherent light inside a system.  
2.3 Modal expansion 
Up to now, we have introduced two possibilities to propagate a partially coherent beam. One is 
to solve the Helmholtz equations given by Equations (2.13). The second option is to employ the 
Wigner function with the thin element approximation in a ABCD-matrix formalism (Equation 
(2.27)). However, for a component which cannot be considered as a thin element, Equation (2.27) 
becomes invalid.  
In this section, we introduce another approach to propagate partially coherent light through a 
wider class of components. We represent the full beam by multiple coherent modes. Each mode 
is a coherent beam and propagates independently. The effect of the full beam is an incoherent 
superposition of these modes. This method significantly simplifies the propagation operator for 
partially coherent light. The corresponding theory is introduced.  
2.3.1 Eigenmodes  
According to Plancherel's theorem26, the correlation function ߁(ݔଵ, ݔଶ) is a square-integrable 
function, i.e. 
 ∬ |߁(ݔଵ, ݔଶ)|
ଶାஶ
ିஶ
݀ݔଵ݀ݔଶ < ∞. (2.28) 
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From Equations (2.5) and (2.28) we have 
 ߁(ݔଵ, ݔଶ) = ߁
∗(ݔଶ, ݔଵ) (2.29) 
 ∬ ߁(ݔଵ, ݔଶ)ݏ
∗(ݔଵ)ݏ(ݔଶ)
ାஶ
ିஶ
݀ݔଵ݀ݔଶ ≥ 0, (2.30) 
for an arbitrary square-integrable function ݏ(ݔ).  
Equations (2.28)-(2.30) imply that ߁(ݔଵ, ݔଶ)  is a Hermitian, non-negative definite Hilbert-
Schmidt kernel27. According to the Mercer's theorem, there exists a uniformly and absolutely 
convergent expansion  
 ߁(ݔଵ, ݔଶ) = ∑ ߣ௡߶௡
∗(ݔଵ)߶௡(ݔଶ)௡ = ∑ ௡݂
∗(ݔଵ) ௡݂(ݔଶ)௡ , (2.31) 
where ߣ௡ are the eigenvalues and ߶௡ are the eigenvectors of the Fredholm integral equation, 
 ∫ ߁(ݔଵ, ݔଶ)߶௡(ݔଵ)݀ݔଵ
ஶ
ିஶ
= ߣ௡߶௡(ݔଶ). (2.32) 
For the convenience of the later discussion, we define ௡݂(ݔ) = ඥߣ௡߶௡(ݔ) the eigenmodes of 
߁(ݔଵ, ݔଶ).  
Equation (2.31) shows that a partially coherent beam can be equally represented by an 
incoherent superposition of the eigenmodes. This suggests solving a complicated system by 
simply propagating each coherent beam separately. There are in general two ways to obtain the 
eigenmodes of a known ߁(ݔଵ, ݔଶ). One is to solve the Equation (2.32) analytically. Another 
possibility is to sample ߁(ݔଵ, ݔଶ) discretely and obtain the eigenmodes from linear algebraic 
methods, as it is explained in the following.    
Analytical eigenmodes 
Assume we know the analytical form of a correlation function given by Equation (2.18). The 
way to derive the analytical solutions for the eigenvalues and eigenmodes is to insert Equation 
(2.18) into Equation (2.32). We use the Gaussian-Schell beam as an example. Gori28 and 
Starikov29 have derived the following solutions, 
 ߶௡(ݔ) = ቀ
ଶ௖బ
గ
ቁ
భ
ర ଵ
√ଶ೙௡!
ܪ௡൫ݔඥ2ܿ଴൯ exp(−ܿ଴ݔ
ଶ), (2.33) 
 ߣ௡ = ܣ ቀ
గ
௔బା௕బା௖బ
ቁ
ଵ/ଶ
ቀ
௕బ
௔బା௕బା௖బ
ቁ
௡
, (2.34) 
 where ܪ௡ denotes the ݊th order Hermite polynomial, ܽ଴ = 1 ݓ௢
ଶ⁄ , ܾ଴ = 1 ݈௖
ଶ⁄  and ܿ଴ = (ܽ଴
ଶ +
2ܽ଴ܾ଴)
ଵ/ଶ. According to Equation (2.31), Equations (2.33) and (2.34) offer us a way to directly 
represent a Gaussian-Schell beam by the eigenmodes for a given beam waist ݓ௢  and the 
correlation length ݈௖.  
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Note that analytical eigenmodes are not always available for all forms of correlation functions. 
So far, researchers have derived the analytical solutions to partially coherent beams with 
Gaussian-Schell or Bessel-Schell characters28-31. An arbitrary partially coherent light may have 
a correlation function with a complicated form. In that case, an easier approach to obtaining the 
eigenmodes is to use the linear algebraic method.  
Numerical Eigenmodes  
Before starting with the linear algebraic concepts, we firstly assume that our light fields are 
sampled discretely fulfilling the Nyquist’s theorem. Although optical fields are always 
continuous in nature, a discrete sampling with a sufficient density still provides access to the 
physical properties of light.  
Ozaktas et al.32,33 have used the linear algebraic theory to characterize partial coherence. They 
discuss spatial coherence based on the discrete correlation function (i.e. correlation matrix). We 
recall their main ideas as follows.  
Assume ࢣ is the correlation matrix of a quasi-monochromatic source. We then have  
 ડ = 〈܎܎ୌ〉, (2.35) 
where ܎ represents the discretely sampled light field, 〈 〉 denotes ensemble average, and the 
superscript H represents a Hermitian transpose (i.e. ܎ୌ = (܎∗)୲, t being a matrix transpose). As 
ડ is Hermitian symmetric (i.e. ડ = ડୌ) and positive semidefinite (i.e. ܛୌડܛ ≥ 0 for all ܛ ∈ ܴ௡), 
there always exist a group of orthogonal eigenvectors and a group of real and nonnegative 
eigenvalues for any defined form of ડ. We can obtain them from a singular value decomposition, 
 ડ = Ф઩Фୌ, (2.36) 
where ઩  is a diagonal matrix consisting of eigenvalues λ , and the columns of Ф  are the 
eigenvectors ߶. We write their relation as 
 ߁(݉, ݊) = ∑ ߣ௞߶௞(݉)߶௞
∗ (݊)ே௞ୀଵ , (2.37) 
where (݉, ݊) denotes the matrix element in the ݉th row and in the ݊th column, and ݇ is the 
number of the mode. The discrete ߁ shows very similar property compared to the continuous ߁ 
in Equation (2.31). Furthermore, we define the complex degree of coherence in a matrix form 
ࢽ. Its matrix element follows 
 ߛ(݉, ݊) =
௰(௠,௡)
[௰(௠,௠)௰(௡,௡)]భ/మ
. (2.38) 
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In the following, we extract the coherence information from the above-defined matrices and 
vectors.  
In a fully incoherent case, any two distant points are uncorrelated. As a result, the matrices of ડ 
and ઻ are diagonal. Meanwhile ઻ is of full rank (ܴ = ܰ) and equals to the identity matrix. The 
distribution of the eigenvalues ߣ௡ along the matrix diagonal of ઩ is uniform.   
In the completely coherent case, every two points are fully correlated to each other. Therefore, 
every element in ઻ has a magnitude of 1. The rank of ડ is 1. Only one eigenvalue is nonzero. 
That means the distribution of ߣ௡ is as dense as possible. 
In the case of partial coherence, the degree of coherence can be measured by the uniformity of 
the eigenvalues or the spreading of the ઻  matrix between the two extreme cases, i.e. full 
coherence and full incoherence. 
Definition 1: we sort the eigenvalues from the largest (index ݊ = 1) to smallest. The measure 
of the spread is defined as 
 ܿଵ =
ଵ
ே
∑ (݊ − 1)ଶߣ௡
ே
௡ୀଵ . (2.39) 
When all the ߣ௡ are unity, i.e. in a complete incoherent case, we have ܿଵ = (ܰ − 1)(2ܰ − 1) 6⁄ . 
When only one eigen value is nonzero, i.e. in a complete coherent case, we have ܿଵ = 0.  
Definition 2: an alternative to measuring the eigenvalues is to take the variance, 
 ܿଶ =
ଵ
ே
∑ (ߣ௡ − 1)
ଶே
௡ୀଵ . (2.40) 
where we consider 1 as the average of the eigenvalues. In a complete incoherent case, we have 
ܿଶ = ܰ − 1. In a complete coherent case, we have ܿଶ = 0.  
Definition 3: we take the concept of entropy to define the maximum order versus disorder, 
 ܿଷ = − ∑
ఒ೙
ே
log ቀ
ఒ೙
ே
ቁே௡ୀଵ . (2.41) 
where we have ∑ (ߣ௡ ܰ⁄ )
ே
௡ୀଵ = 1. In a complete incoherent case, we have ܿଷ = log ܰ. In a 
complete coherent case, we have ܿଷ = 0.  
Definition 4: we define the spatial variance of the matrix ઻ as 
 ܿସ = ∑ ∑ (݉ − ݊)
ଶ|ߛ(݉, ݊)|ଶே௠ୀଵ
ே
௡ୀଵ . (2.42) 
When ઻ is a unity matrix (i.e. for completely incoherent light), we have ܿସ = 0. When every 
element in ઻ is 1 (i.e. for completely coherent light), we have ܿସ = 2 ∑ (ܰ − ݈)݈
ଶே
௟ୀଵ .  
Definition 5: we measure the energy of the matrix ઻ as 
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 ܿହ =
ଵ
ேమ
∑ ∑ |ߛ(݉, ݊)|ଶே௠ୀଵ
ே
௡ୀଵ . (2.43) 
When ઻ is a unity matrix (i.e. for completely incoherent light), we have ܿହ = 1/ܰ. When every 
element in ઻ is 1 (i.e. for completely coherent light), we have ܿହ = 1.  
Above are the five measures of the coherence degree based on a given correlation matrix. So far 
we have discussed the expansion of orthogonal modes. In the coming section, we introduce 
another way of modal expansion to provide more freedom in simulation work.  
2.3.2 Shifted-elementary modes 
The shifted-elementary mode is another type of modal expansion for a particular class of 
partially coherent light. It assumes the angular correlation function of the source, i.e. the far-
field correlation function, obeys a Schell-model type. The Schell beams we have discussed 
above also fall into this category. This theory is originally proposed by Vahimaa and Turunen18. 
We recall their ideas in the following. 
We first define a cross-spectral density function at the source plane (ݖ = 0) as 
 ߁(଴)(ݎଵ, ݎଶ) = [ܫ(ݎଵ)ܫ(ݎଶ)]
ଵ/ଶߛ(ݎଵ, ݎଶ). (2.44) 
where ݎ = (ݔ, ݕ, ݖ = 0). Its angular correlation function at the source plane reads  
 ܣ(଴)(݇ଵ, ݇ଶ) = ∬ ߁
(଴)(ݎଵ, ݎଶ) exp[−݅(݇ଵ ∙ ݎଵ − ݇ଶ ∙ ݎଶ)]
ஶ
ିஶ
݀ଶݎଵ݀
ଶݎଶ. (2.45) 
where ܣ(଴) denotes the correlation in the angular spectrum at the source plane. 
In the far zone, ݎ = (ݔ, ݕ, ݖ > 0) the correlation function follows 
 ߁ஶ(ݎଵ࢘ොଵ, ݎଶ࢘ොଶ) = (2ߨ݇)
ଶ cos ߠଵ cos ߠଶ ܣ
(଴)(࢘ොଵ, ࢘ොଶ)
ୣ୶୮[௜௞(௥భି௥మ)]
௥భ௥మ
, (2.46) 
where ݇ = 2ߨ/ߣ is the wave number (ߣ being the wavelength), ݎଵ and ݎଶ denote the distances 
from the origin at the source plane to the observed points in the far zone, ࢘ොଵ and ࢘ොଶ are the unit 
vectors along ݎଵ and ݎଶ, ࢘ොଵ and ࢘ොଶ represent the projections of ࢘ොଵ and ࢘ොଶ into the source plane, 
ߠଵ ( or ߠଶ) represents the angle between ࢘ොଵ ( or ࢘ොଶ) and the optical axis. 
The essential assumption in the shifted elementary modal expansion is that the correlation 
function in the far-zone obeys a Schell-model form 
 ܣ(଴)(݇ଵ, ݇ଶ) = [ܫ
ஶ(݇ଵ)ܫ
ஶ(݇ଶ)]
భ
మ ߛ஺(Δ݇), (2.47) 
where Δ݇ = ݇ଵ − ݇ଶ , ߛ஺(Δ݇)  is the angular degree of coherence, and ܫ
ஶ  is a positive 
intensity function related to the far-zone radiant intensity in this form 
 ܫஶ(࢘ො) = ݎଶ߁ஶ(݇࢘ො, ݇࢘ො) = (2ߨ݇)ଶ cos ߠଶ ܫஶ(݇࢘ො). (2.48) 
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Based on Equation (2.47), the correlation function at the source plane can be written as 
 ߁(଴)(ݎଵ, ݎଶ) = ∫ ߛ෤஺(ݎ
ᇱ)݂∗(ݎଵ − ݎ
ᇱ)݂(ݎଶ − ݎ
ᇱ)
ஶ
ିஶ
݀ଶݎ′. (2.49) 
where ߛ෤஺(ݎ
ᇱ) is the Fourier transform of the angular correlation function ߛ஺(Δ݇), and ݂(ݎ) 
represents the elementary field. Equation (2.49) implies an incoherent superposition of the 
coherent modes. Each mode has an identical field profile given by ݂ centered at ݎ = ݎᇱ. 
In case of a Schell beam, the correlation function at the source plane (assuming one transverse 
dimension for simplicity) is  
 ߁(଴)(ݎଵ, ݎଶ) = ܫ(̅ݎ)ߛ(Δݎ), (2.50) 
where ̅ݎ = (ݎଵ + ݎଶ)/2 and Δݎ = ݎଵ − ݎଶ. The angular correlation function at the source plane 
is 
 ܣ(଴)(݇ଵ, ݇ଶ) = ܫሚ(Δ݇)ߛ෤൫ത݇൯, (2.51) 
where ത݇ = (݇ଵ + ݇ଶ)/2, ܫሚ(Δ݇) is the Fourier transform of the intensity function ܫ(̅ݔ), and 
ߛ෤൫ത݇൯  is the Fourier transform of the complex coherence degree ߛ(Δݔ) . The elementary 
function can be derived from  
 ห ሚ݂(݇)ห
ଶ
= หߛ෤൫ത݇൯ห. (2.52) 
If the support of ܫ is larger than ݂ and ߛ, we simplify Equation (2.49) into the form, 
 ߁(଴)(ݎଵ, ݎଶ) = ܫ(̅ݎ) ∫ ݂
∗(ݎଵ − ݎ
ᇱ)݂(ݎଶ − ݎ
ᇱ)
ஶ
ିஶ
݀ଶݎ′. (2.53) 
In numerical simulation, the integration in Equation (2.49) can be treated as a sum, 
 ߁(଴)(ݎଵ, ݎଶ) ≈ ܫ(̅ݎ) ∑ ݂
∗(ݎଵ − ݎ௠)݂(ݎଶ − ݎ௠)
ெ
௠ୀଵ . (2.54) 
where ݎ௠ denotes the spatial shift between two adjacent modes.  
Equation (2.54) declares that any partially coherent light that shows a Schell-type correlation 
function in the far-zone can be considered, at the source plane, as an incoherent sum of shifted 
elementary modes.  
Unlike the eigenmodes forming an orthogonal expansion, shifted-elementary modes are non-
orthogonal. In Chapter 4, we investigate further the properties of these two types of expansion 
with specific examples.  
2.4 Coherence retrieval 
Up to now, we discuss light propagation based on the assumption that the correlation function 
of a source is known. However, this is not always the case in practice. Instead, we often need to 
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firstly characterize the coherence of an unknown source in experiments, before employing it for 
any further realization. How to regain the coherence information of a given source becomes the 
main topic of this section. That is, in fact, an inverse problem of the modal expansion, or an 
inverse problem of the Wigner function. 
For simplicity, we restrict ourselves on monochromatic sources and retrieving spatial coherence. 
There are various methods for recovering spatial coherence. We classify them into the following 
four categories: (a) interferometric method based on the visibility of interference fringes, e.g. 
Young’s experiment34; (b) wavefront measurement, e.g. parameter retrieval by using a Shack-
Hartmann sensor35,36; (c) mode recovery followed by iterative phase retrieval algorithms37,38; (d) 
phase space tomography39-41. A proper choice among these methods dependents on the degrees 
of freedom that tested beam offers. No matter which approach we employ, the common goal is 
to reconstruct the correlation function from pure intensity measurements. 
In our work, we solve this inverse problem based on the modal expansion and the Wigner 
function. That corresponds to methods of (c) and (d). There are two reasons for our choice. First, 
unlike methods of (a) and (b), systems based on (c) and (d) require simpler measurements. Only 
a few elementary optical components (e.g. a few cylindrical lenses and a camera) are sufficient. 
Second, the techniques of (c) and (d) provide a full picture of the correlation function, while the 
measurements of (a) and (b) characterize the beam point by point, or area by area, which can be 
more time-consuming.  
2.4.1 Mode recovery 
As discussed above, we can always replace the correlation function ߁ by an incoherent sum of 
multiple coherent beams ௡݂, 
 ߁(ݎଵ, ݎଶ, ݖ) = ∑ ௡݂
∗(ݎଵ, ݖ) ௡݂(ݎଶ, ݖ)௡ , (2.55) 
where ݎ = (ݔ, ݕ), ݊ is the index of the coherent mode. Here we may use either orthogonal or 
non-orthogonal mode expansion. The intensity of the full beam is  
 ܫ(ݎ, ݖ) = ∑ | ௡݂(ݎ, ݖ)|
ଶ
௡ , (2.56) 
The essence of this method is to measure the intensity of the full beam at several transverse 
planes, denoted as ܫ௥௘௙(ݎ, ݖ)  for ݖ = ݖଵ, ݖଶ, … , ݖ௞ . Afterwards, we reconstruct the fields of 
individual modes, i.e. ௡݂(ݎ, ݖ) , by using iterative phase retrieval algorithms42. Then the 
correlation function ߁ can be reconstructed by using Equation (2.55). 
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In what follows, we outline a representative algorithm proposed by Rydberg37. We start from 
an initial guess for the amplitudes of each mode, ݃௡
଴, on the plane of ݖ =  ݖଵ. The intensities on 
this plane based on the guessed amplitudes are calculated by 
 ܫ(ݎ, ݖଵ) = ∑ |݃௡
௢(ݎ, ݖଵ)|
ଶ
௡ . (2.57) 
A correction term is defined as 
   ܿݎ(ݎ, ݖଵ) = ඥܫ௥௘௙(ݎ, ݖଵ) ܫ(ݎ, ݖଵ)⁄ . (2.58) 
The amplitude of each mode on this transverse plane is individually modified by the correction 
term: 
 ݃௡
ା(ݎ, ݖଵ) = ܿݎ(ݎ, ݖଵ) ∙ ݃௡
௢(ݎ, ݖଵ). (2.59) 
We then propagate each mode of ݃௡
ା(ݎ, ݖଵ) from the local position ݖ =  ݖଵ to the next transverse 
plane ݖ =  ݖଶ by 
 ݃௡(ݎ, ݖଶ) = ࡼ{݃௡
ା(ݎ, ݖଵ)}, (2.60) 
where ࡼ is the propagation operator in free space. Here we employ the angular spectrum method 
for propagation, 
 
݃௡(ݎ, ݖଶ) = ࡲࢀ௞ೣ,௞೤
ି૚ ቊࡲࢀ௫,௬[݃௡
ା(ݎ, ݖଵ)] ∙ exp ቈ݅
ଶగ
ఒ
(ݖଶ −
ݖଵ)ට1 − (ߣ݇௫)ଶ − ൫ߣ݇௬൯
ଶ
቉ቋ, 
(2.61) 
where the coordinates ൫݇௫ , ݇௬൯ indicate the spatial frequencies along (ݔ, ݕ) directions. 
The amplitudes ݃௡(ݎ, ݖଶ) obtained from Equation (2.60) are considered as the initial amplitudes 
on the next plane ݖ =  ݖଶ . We repeat the same process of Equations (2.57-2.60) for ݖ =
 ݖଶ, ݖଷ, … , ݖ௞. Afterwards, we propagate the fields ݃௡
ା(ݎ, ݖ௞) back to ݖଵ, and repeat the iterations 
again. The iteration stops when the composed intensity given by Equation (2.57) approaches the 
measured intensity ܫ௥௘௙. Then the correlation function follows 
 ߁(ݎଵ, ݎଶ, ݖ௜) = ∑ ݃௡
∗ (ݎଵ, ݖ௜)݃௡(ݎଶ, ݖ௜)௜ . (2.62) 
where ݖ௜ is one of the transverse planes. 
The above algorithm is, in fact, the Gerchberg-Saxton algorithm in an adapted form to partially 
coherent light. We investigate this method for a beam with phase aberration in Chapter 5.  
Moreover, using the phase retrieval algorithms for the coherence recovery brings up the 
following indispensable question. Are the recovered fields ݃௡ and thus the recovered correlation 
function ߁ always unique? In other words, can multiple transverse intensities uniquely define 
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the spatial coherence of a beam? The answer is nontrivial. Related research37,43,44 has been 
carried on for years. For a beam with one transverse dimension, the propagated intensities in the 
entire space uniquely determine the spatial coherence43. However, for a beam with two 
transverse dimensions, the propagated intensities in space do not determine a unique correlation 
function. A typical example is the twisted Gaussian-Schell beam45. Its propagated intensities in 
space can be identical to a Gaussian-Schell beam. However, their individual correlation 
functions have distinct difference. That means, in order to retrieve the coherence information 
with two transverse dimensions, a simple measurement of the intensities in free space is not 
sufficient. We need to introduce one more degree of freedom into the system, in order to remove 
the azimuthal ambiguity. That can be achieved by inserting a rotationally asymmetric 
component into the beam path. A common and simple choice can be a cylindrical lens.  
In Chapter 5 we extend this approach to a partially coherent beam with an arbitrary wavefront 
and discuss the potential and limit of this method. 
2.4.2 Phase space tomography 
Phase space tomography is an alternative approach to the coherence reconstruction. This 
approach reconstructs the Wigner function from intensity measurements. As the Wigner function 
is a Fourier conjugate of the correlation function, by recovering one of them, we have direct 
access to the other.  
For a beam with two transverse dimensions, the Wigner function spans into four dimensions 
(4D), i.e. ܹ(ݔ, ݕ, ݑ, ݒ), where (ݔ, ݕ) denotes a spatial position on the transverse plane, ݑ and ݒ 
are the propagation angles with respect to the optical axis. Similar to the 2D Wigner function 
(Section 2.2), an integration of the 4D Wigner function over the angular axes, i.e. ∫ ܹ dݑdݒ, 
yields a 2D intensity distribution in space. An integration of the Wigner function over the spatial 
axes, i.e. ∫ ܹ dݔdݕ, corresponds to the 2D angular spectrum. A propagation through a first-
order system can be expressed in the Wigner function by a 4 by 4 ABCD matrix.  
The goal of phase space tomography is to reconstruct the 4D Wigner function at the input plane 
of a first-order system. The idea is as follows. The parameters of the first-order system define 
the ABCD matrix. The Wigner function at the input and output planes are directly linked by this 
ABCD matrix. We use a camera to capture the 2D intensity at the output plane. The measured 
intensity is an integration of the output Wigner function over the angular axes. Since the ABCD 
matrix of the system is given, the connection between the measured intensity and the input 
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Wigner function is accessible. We then change the parameters of the system and obtain varied 
intensities at the output plane. The input Wigner function can be reconstructed from these 
intensities. This approach is similar to recovering data from certain projections. That is the 
reason we call this approach as phase space tomography. 
The essence of this method concentrates on the matrix transformation, especially the projecting 
relation between the input Wigner function and the measured intensity at the output plane. 
Schäfer46, Bastiaans and Alieva (chapters 1 and 3 in the reference13) have given a conductive 
summary of the corresponding theory. We recall it here as a theoretical introduction. 
We begin with the definition of a symplectic matrix13. Let 
 ࡶ = ݅ ቂ0 −ࡵ
ࡵ 0
ቃ = ࡶିଵ = −ࡶ௧ = ࡶு, (2.63) 
where ࡵ denotes a 2 x 2 identity matrix, ࡶିଵ , ࡶ௧  and ࡶு  represent the inverse, transpose and 
Hermitian transpose of ࡶ. If there is a 4 by 4 matrix ࢀ satisfying 
 ࢀିଵ = ࡶࢀ௧ࡶ, (2.64) 
then we call ࢀ as a symplectic matrix. Note that, a first-order ray transformation matrix (i.e. the 
4 by 4 ABCD matrix) is symplectic, 
 ࡿ = ቂ࡭ ࡮
࡯ ࡰ
ቃ, (2.65) 
where each symbol of ࡭, ࡮, ࡯ and ࡰ represents a 2 by 2 submatrix.  
 ࡿିଵ = ࡶࡿ௧ࡶ. (2.66) 
We then have 
 ௢ܹ(⃗ݔ, ݑሬ⃗ ) = ௜ܹ(ࡰ
௧⃗ݔ − ࡮௧ݑሬ⃗ , −࡯௧⃗ݔ + ࡭௧ݑሬ⃗ ). (2.67) 
where ௜ܹ and ௢ܹ denote the Wigner functions at the input and output planes of the first-order 
system, ⃗ݔ = (ݔ, ݕ), ݑሬ⃗ = (ݑ, ݒ).  
The measured intensity at the output plane follows 
 ܫ௢(⃗ݔ) = ∫ ௢ܹ(⃗ݔ, ݑሬ⃗ ) dݑሬ⃗ , (2.68) 
We use the Dirac’s delta function to express Equation (2.68), 
  ܫ௢(⃗ݔ) = ∬ ௢ܹ(⃗ݔ௢, ݑሬ⃗ ௢)ߜ(⃗ݔ௢ − ⃗ݔ)d⃗ݔ௢dݑሬ⃗ ௢, 
 
(2.69) 
Note that, (⃗ݔ௢, ݑሬ⃗ ௢) are the phase space coordinates at the output plane. Additionally, we define 
the phase space coordinates at the input plane as (⃗ݔ௜ , ݑሬ⃗ ௜). We then have, ⃗ݔ௢ = ࡭⃗ݔ௜ + ۰ݑሬ⃗ ௜, ݑሬ⃗ ௢ =
࡯⃗ݔ௜ + ۲ݑሬ⃗ ௜ , d⃗ݔ௢~d⃗ݔ௜  and dݑሬ⃗ ௢~ dݑሬ⃗ ௜  (symbol ~  denoting a proportional relation). Equation 
(2.69) becomes 
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 ܫ௢(⃗ݔ) = ∬ ௜ܹ(⃗ݔ௜ , ݑሬ⃗ ௜)ߜ(࡭⃗ݔ௜ + ۰ݑሬ⃗ ௜ − ⃗ݔ)d⃗ݔ௜dݑሬ⃗ ௜. (2.70) 
Equation (2.70) paves the path to recovering ௜ܹ  by knowing ܫ௢ . The 2D intensity ܫ௢  is a 
projection of the 4D function ௜ܹ. The projection direction is defined by the matrices ࡭ and ࡮. 
The reconstruction of the 4D matrix ௜ܹ  is an inverse Radon transform. We focus on the 
following two algorithms to realize this method. One is the filtered back projection. The other 
algorithm is the Fourier domain reconstruction. These two algorithms are mathematically 
equivalent. However, in practice, they involve different numerical techniques. We summarize 
these two algorithms as follows.  
Fourier domain reconstruction 
A Fourier transform of Equation (2.70) follows, 
 
∫ ܫ௢(⃗ݔ) exp൫݅ ሬ݇⃗
௧ ∙ ⃗ݔ൯ d⃗ݔ = ∭ ௜ܹ(⃗ݔ௜ , ݑሬ⃗ ௜)ߜ(࡭⃗ݔ௜ + ۰ݑሬ⃗ ௜ − ⃗ݔ) exp൫݅ ሬ݇⃗
௧ ∙ ⃗ݔ൯ d⃗ݔ௜dݑሬ⃗ ௜d⃗ݔ, 
= ∬ ௜ܹ(⃗ݔ௜ , ݑሬ⃗ ௜) exp൫݅ ሬ݇⃗
௧࡭⃗ݔ௜൯ exp൫݅ ሬ݇⃗
௧࡮ݑሬ⃗ ௜൯ d⃗ݔ௜dݑሬ⃗ ௜. 
(2.71) 
where ሬ݇⃗ = ൫݇௫ , ݇௬൯ represents the spatial frequencies along ݔ, ݕ directions respectively. The 
last integral in Equation (2.71) is in a similar form of the ambiguity function. The definition of 
an ambiguity function ܼ is a 4D Fourier transform of the Wigner function ܹ 47, 
 ܼ(⃗ݍ௫ , ⃗ݍ௨) = ∬ ∬ ௜ܹ(⃗ݔ௜ , ݑሬ⃗ ௜) exp(݅⃗ݍ௫
௧ ∙ ⃗ݔ௜) exp(݅⃗ݍ௨
௧ ∙ ݑሬ⃗ ௜) d⃗ݔ
௜dݑሬ⃗ ௜, (2.72) 
where ⃗ݍ௫ = ൫ݍ௫ , ݍ௬൯, ⃗ݍ௨ = (ݍ௨, ݍ௩). 
By comparing Equations (2.71) and (2.72), we have 
 ܼ(⃗ݍ௫ , ⃗ݍ௨) = ∫ ܫ௢(⃗ݔ) exp൫݅ ሬ݇⃗
௧ ∙ ⃗ݔ൯ d⃗ݔ = ܫ௢෩ ൫ሬ݇⃗ ൯. (2.73) 
with  
 ⃗ݍ௫ = ࡭
௧ ሬ݇⃗ ,   ⃗ݍ௨ = ࡮
௧ ሬ݇⃗ . (2.74) 
Equation (2.73) and (2.74) indicates the key steps in the 4D Fourier domain reconstruction. The 
value of the ambiguity function ܼ(⃗ݍ௫, ⃗ݍ௨) is equal to the Fourier transform of the intensity 
distribution, i.e. ܫ௢෩ ൫ሬ݇⃗ ൯. The reconstruction process is merely a coordinate transform. To display 
an intuitive relation, we rewrite Equation (2.74) as  
 ቂ
ݍ௫
ݍ௬
ቃ = ࡭௧ ൤
݇௫
݇௬
൨ , ቂ
ݍ௨
ݍ௩
ቃ = ࡮௧ ൤
݇௫
݇௬
൨. (2.75) 
Equation (2.75) reveals that each coordinate at the Fourier transform of the intensity corresponds 
to another coordinate at the ambiguity function. This coordinate relation is determined by the 
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parameters in the matrices ࡭௧  and ࡮௧ . Therefore, the Fourier domain reconstruction is an 
ambiguity function reconstruction.  
We write the system matrix in a complete way, 
 ࡿ = ቂ࡭ ࡮
࡯ ࡰ
ቃ =
⎣
⎢
⎢
⎡
ܣ௫ 0
0 ܣ௬
ܤ௫ 0
0 ܤ௬
ܥ௫ 0
0 ܥ௬
ܦ௫ 0
0 ܦ௬⎦
⎥
⎥
⎤
. (2.76) 
Equation (2.75) then becomes 
 ቂ
ݍ௫
ݍ௬
ቃ = ൤
ܣ௫݇௫
ܣ௬݇௬
൨ , ቂ
ݍ௨
ݍ௩
ቃ = ൤
ܤ௫݇௫
ܤ௬݇௬
൨. (2.77) 
If the optical system is stigmatic (i.e. rotationally symmetric), it yields ܣ௫ = ܣ௬ and ܤ௫ = ܤ௬. 
In that case, only the points with the following coordinates can be recovered, 
 ݍ௫ ݍ௨⁄ = ݍ௬ ݍ௩⁄ . (2.78) 
Equation (2.78) corresponds to a 3D space inside the 4D ambiguity function. This is not a full 
reconstruction of the entire ambiguity function. Therefore, a stigmatic system is incapable of 
measuring the coherence of an arbitrary source. It only works for a limited class of sources. For 
example, a separable beam has an ambiguity function ܼ൫ݍ௫ , ݍ௬, ݍ௨, ݍ௩൯ = ܼ௫(ݍ௫ , ݍ௨)ܼ௬൫ݍ௬, ݍ௩൯. 
In that case, we can use a stigmatic system to measure ܼ௫ and ܼ௬ separately. The same argument 
exists in the filtered back projection.  
Therefore, for a general coherence measurement, we need an astigmatic system to fulfill ܣ௫ ≠
ܣ௬ and ܤ௫ ≠ ܤ௬. The values of these parameters are determined in the following way. Assume 
we want to obtain the value of a specific point with coordinates ൫ݍ௫ , ݍ௬ , ݍ௨, ݍ௩൯ in the ambiguity 
function. According to Equation (2.77), we have  
 ݇௫ = ݍ௫ ܣ௫⁄ = ݍ௨ ܤ௫⁄  , ݇௬ = ݍ௬ ܣ௬⁄ = ݍ௩ ܤ௬⁄ . (2.79) 
Equation (2.79) yields this relation, 
 ܤ௫ ܣ௫⁄ = ݍ௨ ݍ௫⁄  , ܤ௬ ܣ௬⁄ = ݍ௩ ݍ௬⁄ . (2.80) 
We then vary the system parameters to fulfill Equation (2.80). The value of the point 
൫ݍ௫ , ݍ௬ , ݍ௨, ݍ௩൯ in the ambiguity function equals to the Fourier transform of the intensity at the 
output plane of the system, i.e. ܫ௢෩ ൫ሬ݇⃗ ൯, with a spatial frequency coordinate 
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 ൤
݇௫
݇௬
൨ = ൤
ݍ௫ ܣ௫⁄
ݍ௬ ܣ௬⁄
൨ = ൤
ݍ௨ ܤ௫⁄
ݍ௩ ܤ௬⁄
൨. (2.81) 
After introducing the key steps of the ambiguity function reconstruction, we present the filtered 
back projection as follows. 
Phase space rotator and filtered back projection 
Before starting the algorithm of the filtered back projection, we first summarize the theory of 
the phase space rotator. It serves as a prerequisite for the filtered back projection.  
According to the modified Iwasawa decomposition48, a normalized symplectic ray 
transformation matrix can be decomposed into three fundamental matrices, 
 ቂ࡭ ࡮
࡯ ࡰ
ቃ = ቂ ࡵ ૙
−ࡳ ࡵ
ቃ ቂࡷ ૙
૙ ࡷି૚
ቃ ቂ ࢄ ࢅ
−ࢅ ࢄ
ቃ = ࢀࡸࢀࡹࢀࡻ, (2.82) 
where ࡭, ࡮, ࡯ and ࡰ are each a 2 by 2 matrix, and ࡵ represents a unitary matrix. The matrix ࢀ௅ 
corresponds to a lens transformation, where ࡳ is a symmetric matrix, 
 ࡳ = −(࡯࡭௧ + ࡰ࡮௧)(࡭࡭௧ + ࡮࡮௧)ିଵ = ࡳ௧. (2.83) 
The physical meaning of ࢀ௅ equals to second-order phase modulation. The second matrix ࢀெ 
represents a magnifier, where ࡷ is a symmetric matrix, 
 ࡷ = (࡭࡭௧ + ࡮࡮௧)ଵ/ଶ = ࡷ௧. (2.84) 
Therefore, ࢀெ simply introduces a magnification factor into the system.  
The third matrix ࢀை  is an orthogonal and symplectic matrix. It yields the most crucial 
contribution to the signal transformation. According to Wolf48, any orthogonal symplectic 
matrix can be decomposed into three basic systems, 
 ࢀை = ࢀ௥(ߴ)ࢀ௙൫ߛ௫, ߛ௬൯ࢀ௥(߳), (2.85) 
To understand these matrices in an intuitive way, we rewrite ࢀை as a 2 by 2 matrix ࢁை, 
 ࢁை = ࢄ + ݅ࢅ = (࡭࡭
௧ + ࡮࡮௧)ିଵ/ଶ(࡭ + ݅࡮). (2.86) 
We then have 
 ࢁை = ࢁ௥(ߴ)ࢁ௙൫ߛ௫ , ߛ௬൯ࢁ௥(߳). (2.87) 
The form of ࢁ௥ and ࢁ௙ is as follows: 
 ࢁ௥(ߴ) = ቂ
cos ߴ sin ߴ
− sin ߴ cos ߴ
ቃ, (2.88) 
where ࢁ௥(ߴ) is a clockwise rotation in the ݔݕ and ݑݒ planes by an angle ߴ, and 
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 ࢁ௙൫ߛ௫ , ߛ௬൯ = ቈ
exp(݅ߛ௫) 0
0 exp൫݅ߛ௬൯
቉, (2.89) 
where ࢁ௙ represents a rotation in the ݔݑ plane by an angle ߛ௫, and another rotation in the ݕݒ 
plane by an angle ߛ௬. Therefore, ࢀை in Equation (2.85) can be interpreted as a fractional Fourier 
transform ࢀ௙ that is embedded between two rotators of ࢀ௥.  
The above theory indicates that we can use phase space rotations to express for any first order 
system. When we change the parameters of the systems, the rotation angles vary accordingly. 
Each intensity distribution captured by the camera is a projection of the rotated Wigner function. 
Based on this idea, we can reconstruct the Wigner function by using the filtered back projection.  
A back projection is an inverse implementation of the Radon transform. A forward Radon 
transform projects a 2D distribution, denoted as ܹ(ݔ, ݑ), along a radial angle ߛ. It equals to an 
integration of ܹ(ݔ, ݑ) along parallel lines that form an angle ߛ with the y-axis. This yields a 1D 
projected distribution, defined as ܵ(ߤ), for each specific angle ߛ, ߤ being the spatial axis of the 
projected distribution. In the  inverse case, we are given the projections of ܹ(ݔ, ݑ) along 
varying angles ߛ, i.e. ܵ(ߤ, ߛ). The goal is to recover the original distribution of ܹ(ݔ, ݑ) from 
ܵ(ߤ, ߛ). 
We also call the 2D projected distribution ܵ(ߤ, ߛ) as a sinogram for the back projection, where 
ߤ is the spatial axis, and ߛ being the angular axis. Before processing the back projection, we 
apply a filter to the sinogram. There are various filters available. One of the common ways is to 
take the derivative of the sinogram ܵ(ߤ, ߛ) along the ߤ axis, defined as ߲ܵ(ߤ, ߛ)/߲ߤ. Afterwards, 
we back project each line of ߲ܵ(ߤ, ߛ)/߲ߤ with a specific angle ߛ to fill ܹ(ݔ, ݑ). 
A common and simple setup to realize this method is the fractional Fourier transform system. 
One can build the setup by using two cylindrical lenses and one camera39. The degrees of 
freedom in the system are the distances between the components. By changing the distances, 
different angles of the phase space rotation are achieved. Alternatively, one can fix the distances 
and only rotate the cylindrical lenses41. That prevents axially shifting the components, and thus 
improves the measurement accuracy. Furthermore, Camara49 proposed using two spatial light 
modulators to replace the cylindrical lenses49. Each spatial light modulator combines the phase 
of two rotating cylindrical lenses. The degrees of freedom are the rotating angle and the power 
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of each lens. This setup significantly accelerates the coherence measurement by a digital 
synchronization.  
If we compared the above two algorithms, i.e. Fourier domain reconstruction and the filtered 
back projection, they are mathematically equivalent and connected by a Fourier transform 
(Equation (2.71)). However, they differ in numerical procedures. In the Fourier domain 
reconstruction, each value of ܫ௢෩ ൫ሬ݇⃗ ൯  is mapped only once into the 4D ambiguity function 
ܼ(⃗ݍ௫ , ⃗ݍ௨). In contrast, the filtered back projection maps each value multiple times into the 4D 
Wigner function. Therefore, the computational effort of the Fourier space reconstruction is less. 
However, given by Equation (2.74), using direct regridding interpolation is inevitable in 
reconstructing the ambiguity function. Its numerical scheme crucially decides the accuracy of 
the recovered Wigner function.  
To improve the numerical accuracy, in Chapter 5.2, we present an efficient implementation of 
the 2D filter back projection. Based on that, we propose an algorithm for reconstructing the 4D 
Wigner function.  
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3 Interaction of partially coherent light with optical systems 
This chapter contains our results and discussion of modeling partially coherent light in optical 
systems. Our modeling methods include the Wigner function and the modal expansion. These 
two techniques represent partially coherent light in different perspectives.  
Phase space expresses an optical signal with a specific position and angle. If we consider each 
point in phase space as a delta function, a light field is the overall contribution of all the delta 
functions. This representation is independent of the coherence degree. Therefore, it is a 
particularly convenient tool for a beam with a low degree of coherence. However, in simulation 
work, propagating the full beam involves processing individual delta functions. That requires 
much computational time and effort. Especially when we extend our investigation into two 
transverse dimensions in space, the Wigner function spans four degrees of freedom.  
In contrast, modal expansion models a partially coherent beam as an incoherent sum of multiple 
modes. The amount of computational effort relies on the coherence degree. This approach is 
particularly beneficial for a beam with a high degree of coherence. A finite amount of mode 
coefficients is sufficient to describe the full beam propagation. Figure 3-1 depicts a qualitative 
comparison of the computational effort between these two approaches.  
 
Figure 3-1 Qualitative comparison of the computational effort between the Wigner function and the modal 
expansion.  
In this chapter, we explore individual properties of these two modeling methods and develop 
propagation operators. Using these operators, we interpret the optical effects of partially 
coherent light in different systems. The content of this chapter is arranged in the following order. 
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Section 3.1 focuses on the phase space representation. We divide this into two parts. First, we 
examine the diffraction effects generated by various discontinuous surfaces (Section 3.1.1). 
Second, we present our improved propagation algorithms for the Wigner function (Section 
3.1.2). Section 3.2 presents our investigation into the modal expansion. We use Schell beams as 
examples to compare different expansion approaches (Section 3.2.1). Later, we propose an 
efficient algorithm to compute the parameters of the shifted elementary modes (Section 3.2.2). 
Furthermore, we develop an expansion tool to propagate partially coherent light inside 
waveguides, to accurately model the diffraction effect generated by the waveguide structure 
(Section 3.2.3 and 3.2.4).   
3.1 Wigner function in phase space representation 
Our first modeling tool for partially coherent light is the Wigner function. In particular, we use 
phase space to analyze the diffraction effects generated by discontinuous surfaces. These 
surfaces are treated as thin elements and classified into two types, those with a discontinuity in 
space and those with a discontinuity in slope. The corresponding optical effects are discussed in 
the Wigner function. This approach explains the performance of segmented elements during the 
transition from the refractive into the diffractive regime.  
3.1.1 Discontinuous surfaces in Wigner functions 
We first discuss the diffraction effects generated by a single discontinuity (e.g. a phase step and 
a linear axicon). Later on, we consider surfaces with periodic discontinuities, e.g. gratings, to 
study the formation of multiple diffracted orders. A kinoform lens is given as an example to 
visualize the change from pure refraction to diffraction. Moreover, we present the beam 
homogenizing effect in phase space generated by the lens arrays. 
Before starting the surface examples, we introduce an important parameter Δ߮ to denote the 
optical path difference produced by a phase step. A ray of light in the wavelength ߣ traveling 
through a refractive material with a height of ߂ݖ accumulates the phase term exp(݅2ߨ݊௥௙Δݖ/ߣ), 
where ݊௥௙ is the refractive index of the material. Meanwhile, another ray of light next to the 
material traveling through the air of the same thickness Δݖ  carries another phase term 
exp(݅2ߨΔݖ/ߣ). We define the normalized phase difference between the two different rays as 
Δ߮ =  (݊௥௙ − 1)Δݖ/ߣ, i.e. the phase difference divided by 2ߨ. In the special blazed condition, 
Δ߮ is an integer. It means the optical path difference is a multiple of the wavelength. Thus it 
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results in no interference effects. In the following discussions, we concentrate on cases where 
Δ߮ is a non-integer, to examine the diffraction effects. 
Phase step 
We employ a flat-top Schell beam20 to be the source, to ensure a uniform illumination on the 
diffractive element. The source is characterized by three near-field parameters according to 
Equation (2.20): RMS beam width ߪ, rms correlation width ߜ and the mode count ܯ 20. The 
degree of coherence in our model decreases when the value of σ increases. A larger integer of 
ܯ produces a more flat-top profile in the far-field intensity.  
We define the refractive index ݊௥௙ = 2.0 for all optical elements and the wavelength ߣ = 0.6328 
µm. In Fig. 3-2 the step heights are defined as Δݖ = 50.0ߣ, 50.2ߣ, 50.5ߣ, 50.8ߣ and 51.0ߣ, 
yielding Δ߮ = 50.0, 50.2, 50.5, 50.8 and 51.0 respectively (Fig. 3-2 d-g).  
  
(a) Phase space of the 
incident light. 
(b) Transverse intensity of 
the incident light. 
(c) Profile of the step with 
Δݖ = 50.0ߣ. 
(d) Phase space with Δ߮ = 
50.0 or Δ߮ = 51.0. 
    
(e) Phase space with Δ߮ =
 50.2. 
(f) Phase space with 
Δ߮ = 50.5. 
(g) Phase space with Δ߮ 
= 50.8. 
(h) Intensity along 
propagation with Δ߮ = 
50.5. 
Fig. 3-2. Phase steps of various heights. The parameters for the incident light source are σ= 1 µm, δ = 0.5 
µm and M= 40.  
With Δ߮ = 50.0 or Δ߮ = 51.0 there is no change in the phase space between the incoming beam 
and the outgoing beam (compare Fig. 3-2a, d). That is because the light experiences no phase 
jump after passing the step.  
In the cases of Δ߮ being a non-integer (Fig. 3-2 e-g), ripples occur in phase space. They are the 
visualization of diffraction effects centered at the step location. These diffraction ripples are an 
indication of the Fourier series of the Heaviside step function. In the case of Δ߮ = 50.5, the 
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diffraction ripples are most pronounced. The ripple distribution is symmetric about the origin 
(i.e. ݔ = 0 and ݑ = 0). In the intensity along the propagated beam (Fig. 3-2h) the destructive 
interference produces a minimum at the transverse intensity at ݔ = 0. Besides, the phase space 
of Δ߮ = 50.2 (Fig. 3-2e) is a 180o rotation of the phase space of Δ߮ = 50.8 (Fig. 3-2g). The same 
applies to pairs of Δ߮ = 50.3 and 50.7, Δ߮ = 50.2 and 50.8, Δ߮ = 50.1 and 50.9. 
It is worth mentioning that when the light source has a larger coherence length, the diffraction 
ripples are more pronounced. This is because a more coherent beam generates more noticeable 
interference effects. Conversely, as the coherence length of the light source decreases, the 
diffraction ripples become fainter. 
Axicon  
We take a linear axicon as another example to discuss the single discontinuity in phase. 
Compared to the phase step, a linear axicon is continuous in space but discontinuous in slope. 
Diffraction effects always happen when there is a slope discontinuity on the surface, even 
though there is no abrupt change in the step height. In this case ߂߮ is no longer a criterion to 
evaluate the destructive interference.  
 
    
(a) Phase space of the 
incident light 
(b) Transverse 
intensity of the incident 
light 
(c) Surface profile of 
the linear axicon 
(d) Phase space of 
light leaving the axicon 
   
(e) Intensity along the propagated beam (f) Phase space of light 
at z= 25 mm 
(g) Transverse intensity at z= 25 
mm 
Fig. 3-3. Phase space of a quasi-collimated Schell-model beam passing a linear axicon. The parameters for 
the incident light source are ࣌ = 0.5 µm, ࢾ = 0.2 µm and ࡹ= 40. 
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Corresponding results are shown in Fig. 3-3. The axicon splits a quasi-collimated incident beam 
(Fig. 3-3a) into two beamlets with different angles. This is indicated in the phase space (Fig. 
3-3d) as two horizontal lines located at opposite angles. A split happens where the surface slope 
changes, i.e. ݔ = 0. 
Also, diffraction ripples appear due to the phase wedge of the axicon. The ripples in Fig. 3-3 
d(i) and (ii) are connected to the two horizontal lines. They resemble the diffraction ripples 
generated by the phase step in Section 3.2.1. These ripples propagate with the beamlets and 
produce oscillations in the transverse intensity near the outer edges of the beamlets (Fig. 3-3 g).  
Meanwhile the ripples in Fig. 3-3d (iii) near the origin are separate from the two lines. They 
result from interference between the two beamlets. The ripple frequency increases with the angle 
between the two beamlets50. When we integrate these ripples over the angular axes, they produce 
oscillations in the transverse intensity. For a longer propagated distance, the ripples are sheared, 
and their effect on the transverse intensity diminishes. The axial range where oscillations can 
still be observed (ݖ < 3 ݉݉) in the transverse intensity is proportional to the coherence length 
of the incident beam.  
Grating  
In the following, we show several examples of phase space corresponding to various phase 
gratings.  
A binary grating can be considered as a periodic superposition of Heaviside steps. The phase 
space of a single Heaviside step is discussed in the previous section (Fig. 3-4 d-g). Here we start 
with a grating composed of four Heaviside steps. The grating profile is overlaid on top of the 
phase space in Fig. 3-4b. On the line with ݑ = 0 in phase space, negative values occur at four 
separate ݔ  positions. These positions coincide with the phase discontinuity of the surface. 
Another notable feature in Fig. 3-4b is the positive peaks on the line through ݑ = 0.033 ݎܽ݀݅ܽ݊. 
The three horizontal lines of signals along ݑ = 0 and ݑ = ± 0.03 radian form the 0 and ±1 
diffracted orders, respectively. The angles of diffracted orders follow the formula sin ݑ =
݉௚ߣ/݀௚ , where ݑ  is the diffracted angle, ݉௚  being the diffracted order, ߣ  representing the 
wavelength and ݀௚ denoting the grating period. 
In Fig. 3-4c the grating has the same period as the one in Fig. 3-4b, but covering a larger spatial 
extent. If we derive the angular spectrum from the phase space, there are sharper peaks 
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representing the diffracted orders (not shown in the figures). However, the width of the peaks 
in the angular spectrum is also influenced by the angular extent of the partially coherent source. 
Fig. 3-4d shows a binary grating with a larger period. According to the diffraction formula, a 
larger value of ݀ results in a smaller diffracted angle ݑ. The ±1 diffracted orders are at ݑ =
±0.023 ݎܽ݀݅ܽ݊. Fig. 3-4e illustrates a blazed grating (also called echelette grating). Due to the 
asymmetric profile of this grating, both refraction and diffraction take place. All the diffracted 
orders move along the angular axis. The 0 order is repositioned at the angle ݑ = −0.12 ݎܽ݀݅ܽ݊. 
 
Phase space 
Phase space overlaid with a 
binary grating of two periods Grating profile Phase space 
  
(a) Phase space of 
incident light 
 
(b) Period of 20.6 µm, 
Δz= 5.5λ, Δφ = 5.5 
(c) Binary grating of 48 periods, each period with the same 
parameters as (b) 
Grating profile Phase space Grating profile Phase space 
    
(d) Period of 30.8 µm, ߂ݖ = 5.5ߣ, Δφ = 5.5 (e) Period of 17.3 µm, ߂ݖ = 3.6λ, Δφ = 3.6 
Fig. 3-4. Phase gratings. The total spatial extent of the gratings in (c), (d) and (e) is from -0.5 ࢓࢓ to 0.5 
࢓࢓ along the ࢞ axis. We only show the grating profiles along the ࢞ axis from -0.05 ࢓࢓ to 0.05 ࢓࢓ for a 
clear visibility of the periods. The parameters for the incident light source are ࣌= 5 μ࢓, ࢾ= 0.8 μ࢓ and 
ࡹ=40.  
Moreover, the step height of the blazed grating defines the value of the normalized phase 
difference Δ߮. With Δ߮ = 3.6, the -1 order contains more energy than the +1 order (Fig. 3-4e). 
For a binary grating, the energies in the +1 and -1 orders are always equal.  
There is another interesting feature about the phase space of a grating. The periodic signals in 
the Wigner function (Fig. 3-4 b-e) lead to a self-imaging of the grating. We explain this by 
propagating the diffracted light further in free space. That is expressed as a shearing of the 
Wigner function. As a result, the diffracted orders in the Wigner function are shifted horizontally 
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away from each other. Because each diffracted order consists of periodic structures, their 
relative shift makes the negative and positive signals pass each other periodically. At a certain 
propagation distance, the vertical integration of all signals gives rise to a periodic intensity 
distribution. It regenerates the spatial structure of the grating. This is also called as a Talbot 
effect (Chapter 9.10 in the reference13).     
Kinoform lens 
A kinoform lens can be interpreted as a grating with locally varying periods. When the periods 
can be approximated by a linear blazed grating, one may use the method proposed by Sinzinger51 
to analyze the diffraction effects based on Fourier analysis. In our work, we express the profile 
of the kinoform lens as a conical surface with ݖ = ܿோݔ
ଶ/ൣ1 + (1 − (1 + ߢ)ܿோ
ଶݔଶ)ଵ/ଶ൧, where 
ܿோ denotes the surface curvature (i.e. the reciprocal of the surface radius), and ߢ is the conic 
constant. We cut this surface into slices with an equal height ߂ݖ, and leave out all the coplanar 
parts. This cutting yields a kinoform lens with quadratically-decreasing zone widths from the 
inner to the outer region (Fig. 3-5a). The profiles of individual grooves remain conical. We 
discuss the diffraction effects generated by such a kinoform lens in Fig. 3-5, with ܿோ =
0.25 ݉݉ିଵ, ߢ = −4 and various values of ߂ݖ. 
When the kinoform lens works in the blazed condition we call it a Fresnel lens (Fig. 3-5c, Δ߮ = 
2.0). In this case, the transmitted light is dominated by refraction. Ray optics is sufficient to 
describe its optical effects in the paraxial regime. In phase space, the focusing effect of the 
Fresnel lens is expressed by a shearing of signals along the angular axis. The propagation of 
light is performed by an additional shearing along the spatial axis. At the focus position, the 
signals in phase space form a vertical line. As there are no diffraction ripples in phase space, the 
intensity of the propagated beam is symmetric about the focal plane (ݖ = 4 ݉݉). 
When the kinoform lens does not fulfill the blazed condition, i.e. Δ߮ being a non-integer, the 
phase mismatch generated by the groove height can contribute to significant diffractive 
phenomena. Multiple diffracted orders appear when the zone width on the kinoform lens is in 
the range of several wavelengths. 
In Fig. 3-5c the phase space is composed of several stripes crossing each other at the origin. 
Each stripe represents one diffracted order. The central stripe is the 0 order indicating the 
refracted beam path. Thus the 0 order is always at the same location as the phase space signals 
35 
 
 
 
in Fig. 3-5b. Any other higher orders (±1, ±2, etc.) are the outcomes of interference effects. The 
fine structures in phase space result from a superposition of all the interference effects generated 
by individual grooves.  
 
Surface profile 
 
Wigner function 
 
Wigner function 
Intensity along the 
propagated beam 
 
(a) Kinoform lens with 
߂ݖ = 3.5ߣ 
(b) Incident light 
 
(c) ߂ݖ = 2.0ߣ, ߂߮ = 2.0 
 
 
Wigner function 
Intensity along the 
propagated beam 
 
Wigner function 
Intensity along the 
propagated beam 
  
(d) ߂ݖ = 1.4ߣ, ߂߮ = 1.4 (e) ߂ݖ = 1.5ߣ, ߂߮ = 1.5 
 
Wigner function 
Intensity along the 
propagated beam 
 
Wigner function 
Intensity along the 
propagated beam 
  
(f) ߂ݖ = 2.4ߣ, ߂߮ = 2.4 (g) ߂ݖ = 3.5ߣ, ߂߮ = 3.5 
Fig. 3-5. Kinoform lenses with various groove heights. The lens profile in (a) does not have perfectly 
uniform groove heights due to finite samplings. The zone widths vary from 10.4 to 41.8 µm in (c), from 7.8 
to 34.6 µm in (d), from 7.8 to 36.6 µm in (e), from 11.7 to 47 µm in (f), and from 17.6 to 55.4 µm in (g). 
Figures of phase space share the color bar in (b). The parameters for the incident light source are ࣌= 5 µm, 
ࢾ= 0.7 µm and ࡹ= 40. 
With Δ߮ between 1.4 and 2.4, the diffracted orders are separated from each other by a large 
distance. In free-space propagation, each diffracted order produces its axial focus. The energy 
ratio of the foci depends on the energy distribution among the diffracted orders. With Δ߮ = 1.5, 
both +1 and -1 orders contain equal energy in phase space. Correspondingly the foci formed by 
the +1 and -1 orders share the same amount of energy. However, due to different numerical 
apertures, their peak heights are not equal. Meanwhile, there is no intensity peak at ݖ = 4 ݉݉ 
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for Δ߮ = 1.5 in Fig. 3-5d. That is because the integration of the phase space signals in the 0 
order returns zero. 
The transition from diffraction to pure refraction happens when the zone width grows 
considerably larger than the wavelength (ߣ =0.6328 µm). When the height of the kinoform lens 
is increased to ߂ݖ = 3.5λ, i.e. ߂߮ = 3.5, the zone width is above 17 µm. The diffracted orders 
are no longer distinguishable in the Wigner function (Fig. 3-5f). All the diffracted orders start 
to merge. Individual foci in the propagated beam path are not separable anymore. If the zone 
width is increased, even more, diffraction effects gradually fade. Eventually, this leads to one 
single focus as in ray optics. 
Due to manufacturing limitations, a Fresnel lens is commonly produced with linear saw-tooth 
grooves. In Fig. 3-6 we compare this type of Fresnel lens (Δ߮ = 10.0) and a lens with conical 
grooves. Because Δ߮  is an integer, the Fresnel lens with conical grooves gives the same 
performance as a continuous conical lens. The axial intensity distribution along propagation is 
symmetric about the focus position (Fig. 3-6a). Correspondingly, a Fresnel lens with linear saw-
tooth grooves is equivalent to a piecewise linear approximation of a conical surface. This 
approximation creates discontinuous slopes on the surface, although the groove height yields no 
phase mismatch due to Δ߮ being an integer. The corresponding diffraction effects are seen in 
phase space as additional ripples. Furthermore, the linear profile of each groove bends the light 
into slightly non-focusing angles. Under the influence of ray effects and wave effects, an 
asymmetric axial focus is found in the propagated beam path (Fig. 3-6b).  
 
Wigner function 
Intensity along the 
propagated beam 
 
Wigner function 
Intensity along the 
propagated beam 
  
(a) Conical grooves with ߂߮ = 10.0 (b) Linear saw-tooth grooves with ߂߮ = 10.0 
Fig. 3-6. Fresnel lens with conical grooves (a) and linear saw-tooth grooves (b), both with a focal length of 
10 mm. Figures with the same titles share the same color bars. The parameters for the incident light source 
are ࣌= 2 µm, ࢾ= 0.3 µm and ࡹ= 40. 
Lens array  
The lens array is a common component in optical systems for beam homogenizing. Fig. 3-7 
shows two setups for this application.  
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(a) One-array system (b) Two-array system 
Fig. 3-7. Setups for beam homogenizing. The focal length of the lens array is ܎૚. The focal length of the 
condenser lens is ܎૛. Plane A marks the plane right behind the array. Plane B lies on the back focal plane 
of the array. Plane C is the output plane for a homogenized beam. 
Fig. 3-8 shows the results based on the setup in Fig. 3-7 a. The light leaving the array is 
distributed into five channels defined by the individual lenslets. This is indicated by five parallel 
tilted lines in phase space on the plane A (Fig. 3-8c). Between the adjacent lines, there are 
additional diffraction ripples caused by the discontinuous slope of the array. Similar to the case 
of an axicon, ripples occur near the zero angle regions and at each end of the five lines (Fig. 
3-8c (i) and (ii)). As the plane B is at the back focal plane of the lens array, five tilted lines in 
phase space on the plane A are sheared into a vertical orientation (Fig. 3-8d). By integrating the 
signals in Fig. 3-8 d vertically we derive five narrow peaks in the transverse intensity on the 
plane B (Fig. 3-8f). They indicate five focused beamlets at the back focal plane of the lens array. 
The weaker intensity peaks in Fig. 3-8f originate from the non-uniform illumination. The ripples 
in Fig. 3-8d (i) give no contribution to the transverse intensity after the integration.  
Since the plane B and the output plane C form a pair of Fourier conjugates, the phase space on 
the plane C is a 90o rotation of the phase space on the plane B. The ripples in Fig. 3-8 g(i) 
produce oscillations in the transverse intensity at the edges of the beam (Fig. 3-8 h).  
The only difference between the two setups in Fig. 3-7 is the second lens array. It is placed at 
the back focal plane of the first array, acting as a field lens. This field lens introduces an extra 
focusing effect at the pupil. In phase space, this is expressed as a vertical shearing of signals. 
Thus the ripples in Fig. 3-9 a(i) are sheared into a symmetric distribution, compared with Fig. 
3-8 d. Physically it means the field lens captures light with large angles and bends them into the 
acceptable numerical aperture of the condenser lens. Thus the light falls into a better-defined 
spatial region on the output plane C. Fig. 3-9 c shows a more homogenized intensity profile than 
Fig. 3-8 h.  
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(a) Phase space of the 
incident light 
(b) Profile of the lens 
array 
(c) Phase space on plane 
A 
(d) Phase space on plane 
B 
 
 
(e) Intensity of the 
propagated beam 
(f) Transverse intensity 
on plane B 
(g) Phase space on plane 
C 
(h) Transverse intensity 
on plane C 
Fig. 3-8. Phase space results of the one-array system for beam homogenizing given by Fig. 3-7 a. Figures of 
phase space share the color bar in (a). The parameters for the incident light source are ࣌= 1 µm, ࢾ= 0.18 
µm and ࡹ= 40.  
 
   
(a) Phase space on the plane B (b) Phase space on plane C (c) Transverse intensity on 
plane C 
Fig. 3-9. Phase space results of the two-array system for beam homogenizing given by Fig. 3-7 b. Phase 
space in (a) and (b) share the color bar in Fig. 3-8 a. 
To close this section, we summarize that the Wigner function contains information about ray 
optics and wave optics. It facilitates the interpretation of intermediate optical effects, in 
particular for complex systems with partially coherent light and diffractive elements. We have 
discussed two types of discontinuous surfaces, those with a discontinuity in space and those 
with a discontinuity in slope. The phase step, grating and kinoform lens belong to the first type. 
For surfaces with a spatial discontinuity, the optical path difference is important to evaluate the 
destructive interference. For example, by varying this parameter we see the change of a 
kinoform lens from pure refraction to diffraction. This parameter also controls the energy 
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distribution among the multiple foci formed by the diffracted orders of a kinoform lens. The 
axicon, Fresnel lens with linear saw-tooth grooves and the lens array represent the second type 
of surface discontinuity, i.e. discontinuity in slope. This kind of discontinuity always causes 
pronounced interference effects.  
3.1.2 Improved propagation algorithms for Wigner functions 
Although the Wigner function is a helpful tool to analyze optical signals in phase space, the 
computation of the Wigner function has certain difficulties. We require a two-dimensional 
Wigner function to describe light fields with one transverse dimension. For light fields with two 
transverse dimensions, the Wigner function spans four dimensions. Consequently, the question 
of how to efficiently implement the Wigner function becomes an important issue in practice. 
The main goal of this section is to propagate light by using Wigner functions while saving 
computer memory and keeping computational accuracy. We concentrate on two aspects of the 
propagation algorithms. 
The first aspect is the wavefront sampling. In optical systems, we often encounter strongly 
convergent or divergent beams. To represent such a beam in phase space requires a dense 
sampling grid. We introduce a method based on numerical collimation, to represent a convergent 
or divergent beam in phase space with as few sampling points as possible. Meanwhile, all the 
diffraction effects are preserved.  
The second aspect is the free-space propagation. In paraxial regime, the propagation of the 
Wigner functions can be associated with the ABCD matrix formalism. A free-space propagation 
corresponds to a shearing of signals in the Wigner function. However, a straightforward 
implementation of shearing can severely burden the computer memory. We describe another 
algorithm based on Radon transform with an improved computational efficiency.  
We assume that all the light is within a small numerical aperture (NA). The propagation 
operators are paraxial. We discuss the models with one transverse dimension. All the algorithms 
can be extended to fields with two transverse dimensions. 
Removing a parabolic wavefront  
We start with the sampling of the Wigner function. By definition of the Wigner function 
ܹ(ݔ, ݑ), the angle ݑ and spatial distance Δݔ are Fourier conjugated to each other. The sampling 
on the spatial and angular axes follows the relation, 
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 , (3.1) 
where ݑ௠௔௫ denotes the maximum value on the angular axis, ߣ is the wavelength of the light 
field, the symbols d(∆ݔ) and d(ݔ) define the spatial distance between two adjacent sampling 
points on the ∆ݔ and ݔ axes respectively, and ௫ܰ represents the total sampling points on the ݔ 
axis. Here we use the term ( ௫ܰ − 2) because we define one less sampling point on the non-
negative ݔ values than on the negative ݔ values. Based on Equation (3.1), the sampling on the 
angular axis ݑ is automatically defined once the sampling on the spatial axis ݔ is chosen.  
If a beam is strongly convergent or divergent, a large angular range on the angular axis is 
required to fully describe the beam of a large angle cone. Thus, according to Equation (3.1), we 
are forced to have a dense sampling on the spatial axis x to fulfill the range requirement on the 
angular axis. Eventually, this leads to aliasing (Fig. 3-10). However, if the optical component 
does not need so many sampling points to describe its spatial structure, a dense sampling on the 
spatial axis ݔ is a waste of computer memory. Therefore we convert the convergent or divergent 
beam into a quasi-collimated beam by removing a parabolic wavefront. For a quasi-collimated 
beam, the angular axis does not need a big range any more. Then the sampling density on the 
spatial axis ݔ can be reduced.  
According to Siegman52, a beam with a converging wavefront with a radius of curvature R 
propagating for a distance of L generates the same diffraction effects as this beam without the 
converging wavefront propagating for a transformed distance. The equation for the transformed 
distance is 
 ܮ௧௥௔௡௦ = ܴܮ/(ܴ + ܮ). (3.2) 
After the propagation, we need to scale the collimated beam width by a factor of ܴ/(ܴ + ܮ), so 
that it is comparable to the original beam width. 
Fig. 3-10 depicts a simple system as an example. In the original system, the kinoform lens with 
a focal length of 16 ݉݉  (i.e. ܴ = −16 ݉݉) focuses a quasi-collimated input beam into a 
convergent beam. The kinoform lens has a diameter of 2 mm and a uniform groove height ߂ݖ =
3.5ߣ, where ߣ denotes the wavelength. We define the refractive index of the lens as ݊௥௙ = 2.0 
with ߣ = 0.6328 μ݉ . The phase difference generated by the groove height is 2ߨ(݊ −
1)߂ݖ/ߣ = 7ߨ, leading to destructive interference. Thus the outgoing convergent beam carries 
additional diffraction effects. The beam propagates in free space with a distance L= 10 mm after 
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leaving the kinoform lens. In the transformed system, we place a paraxial negative lens right 
behind the kinoform lens to collimate the convergent beam. According to Equation (3.2), the 
collimated beam propagates in free space with a transformed distance ܮ௧௥௔௡௦ = 26.7 ݉݉. After 
this propagation, we desire the same diffraction effects as in the original system. 
  
(a) Under-sampling problem in phase space (b) Collimating a convergent beam produced by a kinoform lens  
Fig. 3-10. Removing a parabolic wavefront from a convergent beam to overcome the under-sampling 
problem in phase space 
To apply this transformation in the Wigner function, we insert a paraxial negative lens directly 
into Equation (2.27). This lens only removes a convergent curvature from the wavefront, 
without changing any other phase effects from the kinoform lens. It is expressed in an equation 
as follows, 
 
ܹ(ݔ, ݑ) = ∫ ߁௦௢௨௥௖௘ ቀݔ +
∆௫
ଶ
, ݔ −
∆௫
ଶ
ቁ ∙ ௞ܲ௜௡௢ ቀݔ +
∆௫
ଶ
ቁ ∙ ௞ܲ௜௡௢
∗ ቀݔ −
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ଶ
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ଶ
ቁ ∙ ௣ܲ௔௥
∗ ቀݔ −
∆௫
ଶ
ቁ exp ቀ݅
ଶగ
ఒ
ݑ∆ݔቁ ݀∆ݔ, 
(3.3) 
 ௝ܲ = exp ቂ−
௜ଶగ
ఒ
(݊ − 1)∆ݖ௝ቃ, ݆ = ݇݅݊݋, ݌ܽݎ, (3.4) 
where ܹ denotes the Wigner function of light leaving the paraxial negative lens, ߁௦௢௨௥௖௘ being 
the correlation function of the incident light onto the kinoform lens, ௝ܲ representing the phase 
modulation function of a surface (i.e. either the kinoform lens or the paraxial negative lens), ߂ݖ௝ 
referring to the height of the corresponding surface. For the paraxial negative lens we define 
߂ݖ௣௔௥ = exp[−݅ߨݔ
ଶ/(ߣ ௣݂௔௥)], where ௣݂௔௥ is its focal length. The profile of the kinoform lens 
is shown in Fig. 3-11 a. 
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(a) Profile of the kinoform lens (b) Phase space of the incident 
light 
(c) Phase space of the 
convergent beam leaving 
the kinoform lens 
(d) Intensity of the propagated 
beam path in the original 
system 
 
 
(e) Phase space of the collimated 
beam leaving the paraxial 
negative lens 
(f) Intensity of the propagated 
beam path in the transformed 
system  
(g) Transverse intensity after propagation 
 
 
Fig. 3-11. Phase space and propagated beam paths in the original and transformed systems. The lens 
profile in (a) does not have perfectly uniform groove heights due to finite sampling points. 
Fig. 3-11 compares the phase space of the original and the transformed systems given by Fig. 
3-10b. In the original system, the focusing effect produced by the kinoform lens is expressed by 
a general tilt of all the signals in Fig. 3-11c. The additional diffraction effects are indicated by 
the oscillatory ripples in Fig. 3-11c. In the transformed system, the paraxial negative lens 
introduces an extra defocusing effect to the convergent beam. It brings the signals back to the 
horizontal orientation in Fig. 3-11e. Thus the convergent beam is collimated. We propagate this 
collimated beam with the distance ܮ௧௥௔௡௦ = 26.7 ݉݉ and scale the transverse beam width after 
the propagation. Fig. 3-11g shows the nearly equal transverse intensities, with a Pearson 
correlation coefficient53 of 0.9996, between the original and the transformed systems. It 
indicates that the diffraction effects caused by the kinoform lens are preserved in the transformed 
system.  
Also, the angular axis in Fig. 3-11e has half the range of the angular axis in Fig. 3-11c. An 
angular range of −0.04 ≤ ݑ ≤ 0.04 (ݎܽ݀) is sufficient for the collimated beam, whereas a 
range of −0.08 ≤ ݑ ≤  0.08 (ݎܽ݀) is required for the convergent beam. Thus the grid in the 
Wigner function is decreased from 1024 by 1024 pixels to 512 by 512 pixels by using the 
transformed system. This method saves the computer memory by a factor of 4. 
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Fig. 3-12 depicts more intermediate results to explain the phase effects introduced by the 
paraxial negative lens. Based on Equation (3.3) and (3.4)3.4, the product between ௞ܲ௜௡௢ and 
௣ܲ௔௥ includes a sum of the surface heights of the kinoform lens and the paraxial negative lens,  
 
௞ܲ௜௡௢(ݔ) ௣ܲ௔௥(ݔ) = exp ቂ−݅
ଶగ
ఒ
(݊ − 1)∆ݖ௞௜௡௢(ݔ)ቃ exp ቂ−݅
ଶగ
ఒ
(݊ −
1)∆ݖ௣௔௥(ݔ)ቃ = exp ቄ−݅
ଶగ
ఒ
(݊ − 1)ൣ∆ݖ௞௜௡௢(ݔ) + ∆ݖ௣௔௥(ݔ)൧ቅ. 
(3.5) 
The remaining height in Equation (3.5) (red curve in Fig. 3-12a) steps with a uniform height 
given by the kinoform lens. The paraxial negative lens eliminates the fast oscillatory phase (Fig. 
3-12c) generated by the focusing effect of the kinoform lens. In the end, only the phase jumps 
produced by individual groove height of the kinoform lens are preserved in the correlation 
function, shown as quadrilaterals of constant phase in Fig. 3-12d. The edge of each quadrilateral 
indicates the groove position in the kinoform lens at the corresponding location given by the ݔ 
and Δݔ axes. If the step height equals to a multiple of the wavelength, the quadrilaterals will 
vanish. The absolute values of the correlation function do not change between the surfaces 
because the surfaces only modify the phase of the incident beam.  
 
(a) Surface height. 
 
 
(b) Real values of the 
correlation function of the 
incident light, imaginary 
parts being zero. 
(c) Phase of the correlation 
function of light leaving 
the Kinoform lens. 
(d) Phase of the correlation 
function of light leaving the 
paraxial negative lens. 
Fig. 3-12. Correlation functions of light inside the transformed system. The incident light is a Gaussian-
Schell beam17 with a beam width of 400 μ࢓ and a coherence length of 100 μ࢓ at the wavelength of 0.6328 
μ࢓. 
Furthermore, our method offers an alternative to magnify the convergent beam near the focus 
region. As the collimated beam in the transformed system has a larger transverse width, we 
obtain a beam profile of more pixels filled with non-zero values. When we are interested in the 
exact focus of the convergent beam, we need to propagate the collimated beam to infinity (i.e. 
far field). A far-field propagation in phase space is performed by a 90o rotation, i.e. a Fourier 
transform.   
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It is worth noting that the Wigner function can describe non-paraxial light24. However, the 
numerical collimation method presented in this section has a limitation. Since we use the thin 
element approximation to process surfaces and apply ABCD matrices to propagate light in free 
space, our propagation operators are paraxial. Therefore, the algorithms are only useful for 
systems within a small NA. If the condition of a small NA is fulfilled, the convergent beam is 
allowed to contain a wavefront deviating from a parabola, e.g. a non-perfect focusing beam. 
Shearing and Radon transform 
The paraxial propagation of the Wigner function in free space is associated with an ABCD 
matrix ቂ1 ݖ
0 1
ቃ, where ݖ defines the propagated distance. The signals in phase space before and 
after the propagation share a shearing relation54, i.e. 
 ௢ܹ(ݔ௢, ݑ௢) = ܹ(ݔ + ݑݖ, ݑ) → ቄ
ݔ௢ = ݔ + ݑݖ
ݑ௢ = ݑ     
, (3.6) 
where ܹ and ௢ܹ denote the Wigner functions before and after the free-space propagation. To 
perform shearing numerically, each row in ܹ(ݔ, ݑ) is shifted horizontally in phase space by a 
distance of ݔ′ =  ݑݖ, where ݔ′ marks the shifted distance and ݑ is the angular coordinate of a 
horizontal row. A shift in space corresponds to multiplying a phase factor in the Fourier domain. 
Thus the spatial shift of each row can be represented by two Fourier transforms, 
 ܹ(ݔ + ݔ′, ݑ) = ࡲࢀ௞ೣ
ିଵ൛exp[−݅2ߨݔᇱ݇௫] ∙ ࡲࢀ௫{ܹ(ݔ, ݑ)}ൟ, (3.7) 
Where ࡲࢀ௫ indicates a Fourier transform with respect to ݔ, ݇௫ is the spatial frequency along the 
ݔ direction, and ࡲࢀ௞ೣ indicates a Fourier transform with respect to ݇௫. 
The advantage of employing a Fourier transform in shearing is that it returns an accurate value 
at each shifted pixel. However, shearing with a Fourier transform also has a disadvantage. A 
large propagated distance ݖ in free space leads to a large shifted distance of ݔ଴ in phase space. 
Some signals in phase space are sheared outside the original region. The discrete Fourier 
transform mirrors these signals back into the original region and causes aliasing. To avoid this 
error, one must make sure that the computational region in phase space is wide enough to 
support shearing. Otherwise, zero-padding should be used to increase the computational region.   
As we are interested in light intensity along propagation, another method called Radon 
transform13 reaches the same goal as shearing. A Radon transform projects an image along a 
radial line oriented at a specific angle to derive the intensity distribution. Fig. 3-13 a-c give a 
qualitative illustration. Fig. 3-13a is the phase space at the propagated distance z generated by 
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shearing the phase space at the propagated distance zero. The vertical lines in Fig. 3-13a indicate 
the integration direction of signals for the transverse intensity at the propagated distance z. Fig. 
3-13b results from an inverse shearing of Fig. 3-13a in the directions of the red arrows. This 
inverse shearing corresponds to a back propagation from a distance ݖ to zero. Thus Fig. 3-13b 
returns the phase space at the propagated distance of zero. The integration lines in Fig. 3-13a 
are sheared into a tilted orientation in Fig. 3-13b. They still imply the integration direction for 
the transverse intensity at the propagated distance ݖ. Alternatively, we may perform a rotation 
of the phase space of Fig. 3-13b into Fig. 3-13c, and integrate the signals along the integration 
lines vertically in Fig. 3-13c to derive the transverse intensity at the propagated distance ݖ. This 
is what we call as a Radon transform. 
 
(a) Phase space at the distance of z 
 
(b) Reverse shearing of (a), phase space 
at the propagated distance zero 
(c) Rotation of (b) 
 
 
 
(d) Details of the shearing geometry (e) Details of the rotation geometry 
Fig. 3-13. Geometries of shearing and rotation. 
Fig. 3-13d and e depict the schematic diagrams of the geometries for shearing and the Radon 
transform. Assume there are two points ܣ = (0, ݑ଴) and ܤ = (0, −ݑ଴) in phase space at the 
propagated distance zero. For the propagated distance ݖ, the shearing angle is defined as ߙ =
arctan(ݖ) . Points ܣ  and ܤ  in phase space are sheared to coordinates of (ݑ଴ݖ, ݑ଴)  and 
(−ݑ଴ݖ, −ݑ଴) respectively. The distance between these two points in the transverse intensity at 
the propagated distance ݖ  is denoted by Δݔ஺஻ =  2ݑ଴ݖ . The total width of the transverse 
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intensity is Δݔ௠௔௫ =  2ݔ௠ + ݑ௠ݖ, where ݔ௠ and ݑ௠ define the maximum values on the spatial 
and angular axes in phase space at the propagated distance of zero. 
In the Radon transform (Fig. 3-13e), at first, we divide the angular axis by a factor of ߟ =
 ݑ௠/ݔ௠, so that the two axes in phase space have the same unit and remain uniform during 
rotation. The projected intensity after a rotation of angle ߛ yields a maximum width of ߂ݔ௠௔௫
ᇱ =
2ݔ௠ cos ߛ + 2(ݑ௠ ߟ⁄ ) sin ߛ . Inside the projected intensity, the distance between ܣ and ܤ  is 
߂ݔ஺஻′ = 2(ݑ଴ ߟ⁄ ) sin ߛ. To implement the Radon transform, we need to find out the relation 
between the rotation angle ߛ and the propagated distance ݖ. This is achieved by keeping the 
ratio between Δݔ௠௔௫ and Δݔ஺஻, and the ratio between Δݔ௠௔௫′ and Δݔ஺஻′ equal, 
 
ଶ௫೘ାଶ௨೘௭
ଶ௨೚௭
=
ଶ௫೘ ୡ୭ୱ ఊାଶ(௨೘/ఎ) ୱ୧୬ ఊ
ଶ(௨೚/ఎ) ୱ୧୬ ఊ
. (3.8) 
From Equation (3.8) we derive the rotation angle ߛ = arctan(ߟݖ). The ratio factor for the 
transverse intensity width between shearing and the Radon transform is ߟݖ/ sin ߛ.  
Fig. 3-14 and Fig. 3-15 show specific examples of using the two algorithms to propagate the 
Wigner function. We use a quasi-collimated rectangular Schell beam20 as the incident light 
source. The beam travels through an asymmetric lens with half aspheric and half kinoform 
profiles (Fig. 3-15b) to generate an asymmetric phase space (Fig. 3-15c). In that case, the phase 
space orientation after a rotation is more distinguishable. Fig. 3-15 a-c compare the two 
algorithms for a short propagated distance (ݖ = 2݉݉). In this case, both algorithms produce 
nearly identical results. However, with a larger propagated distance (Fig. 3-15 d-f, with ݖ =
8 ݉݉), the shearing stretches the signals in phase space outside and causes aliasing (highlighted 
by the black parallelogram in Fig. 3-15 d). This kind of error can be avoided by using the rotation 
algorithm. A phase space with a width of 2√2ݔ௠ is large enough to support a rotation of any 
angle. For a propagated distance from zero to infinity, the rotation angle ߛ corresponds to 0o up 
to 90o. According to Larkin55 and Lohmann56, an arbitrary rotation matrix can be expressed as 
a product of three shearing matrices. When the fast Fourier transform is used to implement these 
shearing operations, this way produces accurate results for the rotated image. 
Fig. 3-16 sketches the intensity along the propagated beam based on the results in Fig. 3-15. 
With the aliasing error in Fig. 3-15d, the transverse beam width in Fig. 3-16a is always confined 
to a limited transverse extent when ݖ > 6 ݉݉. This unphysical result is avoiding in Fig. 3-16b 
by using the Radon transform, as predicted by Fig. 3-15.  
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(a) Phase space of incident light (b) Profile of the lens (c) Phase space of outgoing lights 
Fig. 3-14. Phase space results of a quasi-collimated Schell beam passing an asymmetric lens. (a) and (c) 
share the same colorbar.  
(a) Shearing ߙ  = 63.43o for 
ݖ = 2 ݉݉ 
(b) Rotation ߛ  = 52.24o for 
ݖ = 2 ݉݉ 
(c) Transverse intensity at ݖ =
2 ݉݉ 
(d) Shearing ߙ = 82.87o for 
ݖ = 8 ݉݉ 
(e) Rotation ߛ = 79.03o for 
ݖ = 8 ݉݉ 
(f) Transverse intensity at ݖ =
8 ݉݉ 
Fig. 3-15. Comparison between shearing and the Radon transform in propagating. (a), (b), (d) and (e) have 
the same colorbar given by Fig. 3-14. 
Both in shearing and the Radon transform, there are regions filled with zeros (shown as white 
areas in Fig. 3-13a and c). These areas do not influence the results of the calculation but require 
computer memory. The larger the zero regions are, the less efficient the calculation becomes. 
Fig. 3-17 compares the area of zero regions between the two algorithms based on the phase 
space given by Fig. 3-15. For a short propagated distance where zero-padding is unnecessary 
for shearing, shearing yields less zero area than the Radon transform. For example, Fig. 3-17 
shows that for a propagated distance of ݖ < 3 ݉݉, shearing has the advantage of requiring less 
memory than the Radon transform. For a larger propagated distance, the area of zeros in the 
Radon transform does not increase after exceeding a rotation angle ߛ of 45o. However, the area 
of zeros in shearing grows linearly with the propagated distance. It thus demands a linear rise 
of the computer memory, making this method impractical. 
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(a)  (b)  
Fig. 3-16. Intensity of the propagated beam obtained by shearing (a) and the Radon transform (b).  
 
Fig. 3-17. Necessary zero-padding to propagate the phase space given by Fig. 5c without producing 
aliasing. 
We summarize Section 3.1.2 as follows. We develop fast implementation methods to paraxially 
propagate beams in phase space, particularly for partially coherent light. We show how to apply 
a method known for working with coherent light to problems of partial coherence. A parabolic 
wavefront is subtracted from a convergent beam. The beam is converted into quasi-collimated 
form. Therefore, we reduce the required sampling density to represent this beam in phase space. 
The diffraction effects in propagation are preserved after the parabolic wavefront is removed. 
Furthermore, this approach offers an alternative to magnify the convergent beam near the focus 
region by observing the collimated beam at the physically equivalent distance. Besides, we 
compare the efficiency of two algorithms, shearing and Radon transform, for propagating the 
Wigner function in free space. For a large propagated distance, the shearing method requires 
zero-padding to avoid aliasing. Its demand on the computer memory grows linearly with the 
propagated distance. In contrast to this, the Radon transform keeps the computer memory within 
a finite limit.  
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The advantages of our proposed methods are even greater with the operation of a four-
dimensional phase space, even though this is not specifically shown in this section. 
3.1.3 Limitation of the Wigner function on propagating light inside a waveguide 
So far, we employ the Wigner function with the thin element approximation to investigate 
optical elements. The paraxial implementation is efficient, given by the algorithms we propose. 
However, this method has certain limitations.  
For example, we want to simulate the beam homogenizing effect of a waveguide. In this case, 
the propagation of partially coherent light cannot be easily represented by the Wigner function 
alone. A waveguide has a pipe structure and reflects light repeatedly inside its volume. We may 
understand this by a ray model illustrated in Fig. 3-18. We limit ourselves to having only one 
transverse dimension. The waveguide borders are considered as perfect mirrors. The green rays 
inside the waveguide keep being reflected and overlapped during the propagation. The rays 
reaching the output facet of the waveguide, denoted as facet 0, form a homogenized beam profile.  
In geometrical optics, we may consider the light path in another way. We mirror the original 
waveguide up and down to make several copies (denoted as ±3, ±2, ±1 in Fig. 3-18). In the next 
step, all the borders of the waveguides are considered completely transmissive. Rays emitted 
from the point source travel in straight lines (depicted as blue rays in Fig. 3-18) and reach the 
output planes marked by various integers. The absolute values of these numbers represent a 
number of reflection happening to the rays if they travel inside the original waveguide. In other 
words, the angles of the starting rays decide the amount of reflection they encounter. We then 
overlap the blue ray profiles on all output facets from -4 to +4. The overlapping result equals to 
the green-ray profile on facet 0.  
 
Fig. 3-18. Ray model of a light pipe. 
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Roelandt et al57 propose a similar model to propagate partially coherent light inside a waveguide. 
They consider the beam as an incoherent sum of multiple Gaussian beams (i.e. shifted 
elementary modes). Each Gaussian beam propagates in free space towards the output facets 
without considering the waveguide borders, like the blue rays in Fig. 3-18. The propagation is 
computed by a Rayleigh-Sommerfeld diffraction integral. For each Gaussian beam, they sum 
up the amplitudes from individual output facets. Between the modes, light is overlapped 
incoherently. In the end, they obtain the homogenized beam profile, as if it travels inside the 
reflective waveguide.   
This method combines the ideas of ray optics and partial coherence. It is an efficient model to 
investigate the beam homogenizing effect of a macroscopic light pipe. However, this model 
does not take the wave effects into account comprehensively. When the waveguide boundaries 
are assumed to be perfect mirrors, the Goos–Hänchen effect is not considered. Furthermore, this 
model is introduced with one transverse axis. The ݔݖ and ݕݖ planes are considered independent 
of each other. Consequently, this model excludes skew rays and the attenuation at each reflection. 
We attempted to use the Wigner function to propagate light inside a waveguide. However, the 
thin element approximation cannot represent the unique structure of a waveguide. That 
complicates the propagation operator based on the Wigner function. Moreover, we want to 
accurately model the diffraction effects caused by the reflective borders of a waveguide. By 
only knowing the individual Wigner functions of two partially coherent beams, it is impossible 
to regenerate their interference effects50. That is because, additional information, e.g. a global 
phase, is missing in the phase space representation. Taking into account all these limitations, we 
decide to move from the phase space approach to modal expansion, to continue our investigation 
of partial coherence.  
3.2 Partially coherent light in modal expansion 
Compared to the discrete Wigner function describing light in each position and angle as delta 
functions, model expansion interprets light in separate modes. This is a more physical 
representation, since each mode propagates coherently as an individual. Therefore, this method 
is particularly advantageous for a beam with extra symmetry. In that case, we only need a few 
modes to fully represent the partially coherent beam, instead of computing numerous delta 
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functions in phase space. That greatly reduces the computational efforts, especially for light 
with two transverse dimensions.  
In this section, we investigate beams with certain symmetry and use Schell beams as examples. 
We first compare two expansion methods, eigenmode and shifted elementary mode. Later on, 
we propose operators to propagate partially coherent beam in waveguides. 
3.2.1 Modal properties of Schell beams 
Before we discuss specific systems, we first present a comprehensive discussion of the basic 
properties of modal expansion. We take the Gaussian-Schell and flat-top beams as examples, to 
discuss their solutions and essential characters in eigenmode and shifted-elementary mode 
representations. The optical effects are visualized in the Wigner function.  
Gaussian-Schell beam 
i) Analytical computation of the eigenmodes 
At first, we obtain the Wigner function of the Gaussian-Schell beam by Fourier transforming 
the correlation function, 
 ܹ(ݔ, ݑ) = exp{− ݔଶ ݓ௢
ଶ⁄ } exp൛−ߨଶݑଶ݈௖
ଶ/ߣଶൟ (3.9) 
where ݓ௢  denotes the beam waist, and ݈௖  represents the correlation width. Equation (3.9) 
suggests that the Wigner function exhibits a Gaussian profile along the spatial and angular axes. 
If we integrate all the signals along the ݔ or ݑ axis, we obtain a Gaussian distribution. Note that, 
as a Gaussian function decays to zero at infinity, we need a sufficiently wide sampling region 
along the x-axis to avoid aliasing in numerical implementation.  
Moreover, Equation (3.9) denotes that the angular extent ∆ݑ in the Wigner function is inversely 
proportional to the correlation length ݈௖ . This coincides with the following physics 
understanding. When a beam has a larger correlation length, the fields emitted from two fixed 
source points are more correlated to each other. Then this beam has a higher degree of coherence. 
A more coherent beam yields a smaller angle of divergence. In the Wigner function, this 
divergence angle is illustrated as the signal extent along the ݑ axis.  
We show an example in Figure 3-20 of using the analytical eigenmodes to compose a Gaussian-
Schell beam. Because the eigenmodes contain Hermite polynomials, we also denote the 
eigenmodes as Hermite modes, ௡݂ . The parameters are as follows, wavelength ߣ =
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 0.5 μ݉, beam waist ݓ଴ = 0.25 ݉݉, correlation width ݈௖ = 0.02 ݉݉, mode index ݊ from 0 to 
49. Figure 3-20a is the transverse intensity profile of the full beam. 
  
(a) Correlation width ݈௖ = 10 μ݉. (b) Correlation width ݈௖ = 20 μ݉. 
Figure 3-19. Wigner functions of Gaussian-Schell beams with the wavelength ࣅ =  ૙. ૞ μ࢓ and a beam 
waist ࢝૙ = ૙. ૛૞ ࢓࢓. 
We illustrate the amplitudes and intensities of the Hermite modes (݊ from 0 to 4) in Figure 3-20b 
and c. We then define the power of a mode as an integration of the intensity along the spatial 
axis ݔ. A higher-order mode gives a lower power contribution (Figure 3-20d).  
With given parameters of the wavelength and beam waist, a smaller value of the correlation 
width yields a lower degree of coherence. Then the power ratio of the higher-order modes rises. 
In that case, we need a larger number of modes to represent the full beam.  
However, including more higher-order modes is not always necessary. Figure 3-20d implies that 
for any given beam, after reaching a certain mode index, in our example ݊ = 40, the numerical 
accuracy does not improve significantly anymore. A further increase of the total mode number 
does not improve the accuracy further, but burdens the computer memory. Alternatively, this 
sampling criterion can be understood in Fourier optics as follows. High-order modes contain 
faster oscillations of the light fields, thus yielding a broader angular spectrum. In the Wigner 
function ܹ(ݔ, ݑ), those oscillations are expressed as the signal extent along the angular axis ݑ. 
A denser sampling along the spatial axis Δݔ always results in a wider range of the angular axis 
ݑ. With a finite angular spectrum of a given light source, only a finite range of the angular axis 
is required. Thus it is unnecessary to increase the spatial sampling on Δݔ infinitely.  
Figure 3-21 illustrates the Wigner functions of four specific Hermite modes, given by the 
Gaussian-Schell beam in Figure 3-20. The amplitudes of each mode are overlaid onto these 
figures. Since the Hermite modes are orthogonal, a higher-order mode always contains 
amplitudes with a faster oscillation. In Fourier optics, a field with a more rapid oscillation in 
space produces a higher spatial frequency, i.e. a larger diffraction angle. Therefore, a higher-
53 
 
 
 
order mode in the Wigner functions has a larger angular extent. The frequency of oscillation is 
also indicated by the ring-shaped ripples. Moreover, the symmetry of the mode amplitude 
decides the sign of the Wigner function at the origin. An asymmetric field distribution, i.e. odd 
modes (e.g. ହ݂, ସ݂ଽ), produces a negative value with the largest absolute value at the origin. That 
implies a local destructive interference. While the even modes (e.g. ଺݂, ଷ݂ସ) show a maximum 
positivity at the origin. That suggests a local constructive interference. Furthermore, A sum of 
the Wigner functions of the 50 Hermite modes yields the Wigner function of the full beam 
(Figure 3-21e). 
 
   
(a) The transverse intensity of the 
Gaussian-Schell beam, consisting 
of 50 Hermite modes. 
(b) Amplitudes of Hermite modes, ݊ 
from 0 to 4.  
(c) Intensities of Hermite modes, ݊ 
from 0 to 4. 
  
(d) The power ratio of each mode. (e) Power error on the total number 
of eigenmodes. 
Figure 3-20. Eigenmode representation of a Gaussian-Schell beam, with parameters ࣅ = ૙. ૞૙ μ࢓, ࢒ࢉ =
૛૙ μ࢓, ࢝૙ = ૙. ૛૞ ࢓࢓. 
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(a) Wigner function of the Hermite mode 
݊=5 overlaid with the amplitude of 
ହ݂. 
(b) Wigner function of the Hermite 
mode ݊=6 overlaid with the 
amplitude of ଺݂. 
(c) Wigner function of the Hermite 
mode ݊=34 overlaid with the 
amplitude of ଷ݂ସ. 
  
(d) Wigner function of the Hermite mode 
݊=49, overlaid with the amplitude of 
ସ݂ଽ. 
(e) Wigner function of the Gaussian-Schell beam. 
Figure 3-21. Wigner functions of individual Hermite modes. The magnitudes of the overlaid amplitudes 
are normalized only for visualization. This Gaussian-Schell beam is identical to the one in Figure 3-20. 
ii) Numerical computation of eigenmodes 
In the following, we use the linear algebraic method32,33 to derive the eigenmodes of a Gaussian-
Schell beam. Once we prove the validity of the numerical method, we can apply it to other 
beams, whose correlation functions have complicated forms, to obtain eigenmodes. That is 
particularly useful in some cases where the analytical eigenmodes are not known.  
Figure 3-22a is the illustration of the discrete matrix ߁(ݔଵ, ݔଶ) of a Gaussian-Schell beam at the 
waist plane. It contains only real values. The size of the matrix is 512 by 512. The diagonal 
elements of the ߁ matrix form the transverse intensity of the full beam (Figure 3-20a). Moreover, 
we know that the degree of coherence of a Schell beam depends on the separation of two spatial 
coordinates, but not on their absolute positions. This is interpreted in the ߁ matrix that the 
absolute value of each element depends on how far away it is from the diagonal line. Therefore, 
the elements in ߁ matrix are symmetric about the diagonal, provided that all the elements are 
real. If there is a complex value inside the matrix, its symmetric counterpart about the diagonal 
is a complex conjugate. Furthermore, we illustrate the degree of coherence matrix ࢽ in Figure 
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3-22b, given by ߛ(ݔଵ, ݔଶ) = exp൛− (ݔଵ − ݔଶ)
ଶ ൫2݈௖
ଶ൯ൗ ൟ. Matrix ࢽ is always a circulant matrix 
if the source belongs to a Schell type.  
(a) Illustration of the matrix 
߁(ݔଵ, ݔଶ) of a Gaussian-Schell 
beam. 
(b) Illustration of the matrix 
ߛ(ݔଵ, ݔଶ). 
(c) amplitudes of Hermite modes. 
(d) Pearson correlation coefficient 
between the analytical and 
numerical amplitude (minus 
signs neglected) 
(e) Power ratio of Hermite modes 
derived from analytical and 
numerical methods. 
(f) Entropy of eigenvalues to 
measure partial coherence. 
Figure 3-22. Hermite modes from the linear algebraic method. The parameters of the Gaussian-Schell 
beam are the same as Figure 3-20. The index count of the matrix elements starts from the bottom left. 
In the next step, we derive the numerical eigenvalues and eigenvectors by the singular-value 
decomposition. Figure 3-22c displays the numerical results of individual Hermite-mode 
amplitudes. Compared to Figure 3-20b, there is a minus-sign difference for some modes. As the 
eigenvalues are always positive, the minus signs come from the eigenvectors that are derived 
numerically. However, these minus signs play no role physically and numerically. We are 
interested in the correlation of two fields, i.e. ߁(ݔଵ, ݔଶ) = ݂(ݔଵ)݂
∗(ݔଶ). The magnitude of 
߁(ݔଵ, ݔଶ) is related to the absolute degree of coherence. The phase of ߁(ݔଵ, ݔଶ) reveals the 
phase difference between the fields at ݔଵ and ݔଵ. Although we add a minus sign to ݂, the product 
of two fields yields no change for ߁(ݔଵ, ݔଶ). In the singular value decomposition of a correlation 
function with Hermitian properties, i.e. ડ = Ф઩Фୌ, we have ડФ = Ф઩, where ડ denotes the 
correlation matrix, columns of Ф  correspond to eigenvectors, and diagonals of ઩  are 
eigenvalues. It also holds for ડ(−Ф) = −Ф઩. That means if we have as an eigenvector defined 
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as ߶, −߶ is automatically an eigenvector too. Therefore, having a minus sign in the mode 
amplitudes between Figure 3-22b and Figure 3-20b does not influence our discussion about the 
numerical accuracy. We thus neglect these minus signs in the following comparison. 
Figure 3-22d depicts the Pearson correlation between the analytical and numerical solutions of 
the Hermite modes. A value of 1 means the numerical values are completely identical to the 
analytical values. The coefficients for all the modes are very close to 1, meaning that the 
numerical amplitudes are very similar to the analytical amplitudes. Figure 3-22e shows the 
power contribution of each mode to the full beam. The numerical result coincides with the 
analytical result with less than 0.2% deviation.    
Our example proves that the numerical approach is an efficient and accurate alternative to 
eigenmode expansion. This method is particularly useful for beams with a complicated form of 
the correlation function, especially when the analytical solutions of the eigenvalues and 
eigenvectors are not known.  
As introduced in Chapter 2.3.1, the distribution of the eigenvalues (ߣ௡) reveals the degree of 
coherence. In the next step, we measure the entropy of eigenvalues given by Equation (2.41) 
with a changing correlation width ݈௖  (Figure 3-22f). A higher degree of coherence gives a 
smaller value of entropy. If the beam is completely coherent, we have only one eigenvector (i.e. 
only one eigenmode). Therefore, only one of the eigenvalues is nonzero. Then we have the 
entropy ܿଷ → 0, because ݖ log ݖ → 0 as ݖ → 0 32. This is demonstrated in Figure 3-22f. A larger 
coherence length imples a higher degree of coherence, thus the value of entropy ܿଷ decays.  
So far we have presented the analytical and numerical solutions to the eigenmodes of a 
Gaussian-Schell beam. In the following, we evaluate the shifted-elementary mode approach for 
a Gaussian-Schell beam.  
iii) Shifted-elementary modes 
The elementary mode of a Schell beam is related to the degree of coherence, given by Equation 
(2.52). For a Gaussian-Schell beam, we have the degree of coherence  
 ߛ(Δݔ) = expൣ− Δݔଶ ൫2݈௖
ଶ൯ൗ ൧ (3.10) 
Where Δݔ = ݔଵ − ݔଶ and ݑ are Fourier conjugates. A Fourier transform of Equation (3.10) is 
given by 
 ߛ෤(ݑ) = ࡲࢀ∆࢞[ߛ(Δݔ)] = exp൫− ݑ
ଶ݈௖
ଶ 2⁄ ൯ (3.11) 
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where a constant magnitude is neglected in Fourier transform, ݑ and ߂ݔ are Fourier conjugates. 
Therefore, the elementary function, denoted as ݂(ݔ), takes the form 
 ݂(ݔ) = ࡲࢀ࢛
ି૚ൣexp൫− ݑଶ݈௖
ଶ 4⁄ ൯൧ = exp(− ݔଶ ݈௖
ଶ⁄ ) = ߛ(ݔ)ଶ. (3.12) 
Equation (3.12) provides us with an important fact that, for a Gaussian-Schell beam, each 
elementary mode is a coherent Gaussian beam with a waist of ݈௖. We know that, for any coherent 
Gaussian beam, the phase space product follows 
 ݓ଴ ∙ ∆ݑ = ߣ ߨ⁄ , (3.13) 
where ݓ଴ is beam radius (a normalized intensity decaying to 1/݁
ଶ), Δݑ is the diffraction angle 
of the Gaussian beam. Equations (3.13) implies that the elementary mode, ݅. ݁.  a coherent 
Gaussian beam, has a fixed area in phase space representation, i.e. a conserved etendue. When 
a Gaussian beam has a larger diffraction angle, given an unchanged wavelength, its beam waist 
must reduce. Now we let the beam waist equal to the correlation width, i.e. ݓ଴ = ݈௖, we have  
 Δݑ = ߣ ߨ݈௖⁄  (3.14) 
Equation (3.14) implies the connection between the angular extent of an elementary mode and 
the correlation width of the Gaussian-Schell beam. In Equation (3.9), the angular extent of a 
Gaussian-Schell beam, suggested by the exponential term exp൛−ߨଶݑଶ݈௖
ଶ/ߣଶൟ in Equation (3.9), 
also follows Δݑ = ߣ ߨ݈௖⁄ . That means the Gaussian-Schell beam and every elementary mode 
must share a uniform diffraction angle. We may interpret this in the following two ways.  
First, in the Wigner function, a Gaussian-Schell beam has a defined signal extension along the 
spatial and angular axes (Figure 3-23a). The spatial extension is given by ݓ଴, while the angular 
extension is defined by Δݑ. Now we use the shifted elementary modes to represent the same 
Wigner function. Multiple Gaussian functions are placed one after another with a shifted 
distance along the ݔ axis. Only when each mode has the same Δݑ as the Gaussian-Schell beam 
(Figure 3-23b), the signals of the Gaussian-Schell beam in the Wigner function can be restored 
by superposing the signals of individual modes. Imagine, if the ߂ݑ of an elementary mode does 
not reach the Δݑ of the full beam, no matter how dense we place these modes, they never fully 
cover the signal area of the Gaussian-Schell beam. As a result, given a partially coherent in the 
Wigner function, we need to first define the angular extent of the elementary modes. Then the 
beam waist of the elementary mode is automatically known by Equation (3.13). A larger 
diffraction angle indicates a low degree of coherence. It also yields a smaller Gaussian beam 
(i.e. elementary-mode) waist. We thus need a larger number of modes to represent the full beam. 
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In the Wigner function, the phase-space product of the full beam indicates the degree of 
coherence. The ratio of the phase-space product between the full beam and one elementary mode 
suggests the required number of modes.  
A second way to understand the requirement of ߂ݑ  for the elementary modes is to use an 
intuitive physics picture. We consider a plane source in real space emitting a Gaussian-Schell 
beam. Each point on the source plane emits light within a certain angular cone. The transverse 
correlation width ݈௖ defines the maximum distance of two correlated points. That means, as long 
as the separation of two points is smaller than ݈௖, their light fields interfere coherently. Now we 
replace this source by the multiple Gaussian beams (i.e. elementary modes). We assume no 
interference between every pair of two modes. In order to preserve the same coherence as the 
Gaussian-Schell beam, we must define the width of each Gaussian mode to be ݈௖. Only in that 
case, two source points that are within the support of one Gaussian mode, i.e. within the width 
of ݈௖ , interfere coherently. When two points are beyond the distance of ݈௖ , they cannot be 
covered by one Gaussian mode. Then these two points are not correlated to each other. 
Figure 3-23c depicts the transverse intensity of a Gaussian-Schell beam (ߣ = 0.5 μ݉, ݈௖ =
40 μ݉, ݓ଴ = 0.25 ݉݉) consisting of 41 shifted modes. We optimize the magnitude of each 
mode so that their incoherent sum yields a Gaussian profile. One may also apply Equation (2.53) 
without optimizing the mode magnitudes. In that case the summed intensities exhibit a minor 
deviation from a Gaussian profile. The reason is that Equation (2.52) and (2.53) assume that the 
full-beam intensity changes slower than the elementary function. However, that is not always 
true, especially where the intensity function experiences a sharp slope change near the beam 
edge. We present the optimization method to determine the magnitudes of individual elementary 
modes in the next section. 
We compare the original Wigner function of the Gaussian-Schell beam (Figure 3-23a), and the 
Wigner function composed by 41 shifted modes (central mode given by Figure 3-23b). Both 
Wigner functions are normalized to have the maximum magnitude of 1. The difference between 
these two Wigner functions (Figure 3-23d) is below 1%. This error results from two aspects. 
First, the elementary modes (i.e. Gaussian beams) are truncated, especially for those near the 
boders of the Schell beam. This problem can be overcome by increasing the sampling range of 
the spacial axis at the expense of the computer memory. Second, the elementary modes are 
placed with a finite distance to each other. This is, in fact, a numerical approximation assumed 
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in the shifted-elementary mode expansion, turning an integration into a sum (explained in 
Equations (2.49) and (2.54)). This error can be minimized by packing the shifted-elementary 
modes denser.  
Similarly to the eigenmode method, the required mode number to compose a given Gaussian-
Schell beam exhibits a limit (Figure 3-23e). After reaching a sufficient amount of modes (in our 
example, 35 modes), a further increase of mode number is not necessary. This coincides with a 
common sense that, the degree of coherence decides the total number of modes that we need to 
represent the partially coherent beam thoroughly.  
(a) Wigner function of a Gaussian-
Schell beam. 
(b) Wigner function of one 
elementary mode. 
(c) Transverse intensity of the full 
beam (red) composed of 41 
shifted-mode intensities (blue). 
  
(d) Difference between the Wigner function given 
by (a), and the Wigner functions summed by 
41 shifted modes given by (b). 
(e) Power error based on changing the 
number of total modes. 
Figure 3-23. Shifted-elementary modes for a Gaussian-Schell beam, with parameters ࣅ = ૙. ૞ μ࢓, ࢒ࢉ =
૝૙ μ࢓, ࢝૙ = ૙. ૛૞ ࢓࢓. 
We draw the following summary of the modal expansion for a Gaussian-Schell beam. The 
numerical solution of eigenmodes is a useful alternative when the analytical solution is unknown. 
Eigenmodes always form an orthogonal and convergent expansion. In general, an orthogonal 
expansion requires less modes than a non-orthogonal expansion. Although the shifted-
elementary mode representation is a non-orthogonal expansion, it offers an intuitive way to 
represent a Gaussian-Schell beam. Compared to the eigenmodes, shifted-elementary modes 
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consider the source area by area, each emitting a coherent Gaussian beam. This is a vivid and 
straightforward picture for understanding a Schell beam.  
Flat-top Schell beam 
A flat-top Schell beam20 in the near field is considered as a spatial overlapping of multiple 
Gaussian-Schell beam. In the far field, it exhibits a flat-top intensity profile. We present the 
mathematical and physical properties of such a beam. Afterwards, we discuss the modal 
expansion approaches. We introduce this beam as an example where the analytical solution of 
the eigenmodes is unknown.  
We first discuss the properties of the near-field correlation function given by Equation (2.20). 
It consists of a linear sum of multiple Gaussian functions, i.e. ߛ(∆ݔ) =
ቀܯ
݉
ቁ
(ିଵ)೘షభ
√௠
exp ቂ−
∆ݔమ
ଶ௠ఋమ
ቃ , where ߂ݔ = ݔଵ − ݔଶ , ߜ  denotes the correlation width, ݉  and ܯ 
being integers. The value of ܯ controls the steepness of the flat-top beam profile. Each Gaussian 
function exp ቂ−
∆ݔమ
ଶ௠ఋమ
ቃ  has a width varied by ݉ . The magnitudes are governed by a sign-
alternating binomial weighting term ቀܯ
݉
ቁ
(ିଵ)೘షభ
√௠
. Figure 3-24 illustrates these Gaussian 
functions with ܯ = 10.  
We sum up these ܯ terms (Figure 3-25). The larger ܯ is, the more their sum approaches a sinc 
function. The reason to compose a sinc profile for the correlation function can be easily 
understood in phase space. We explain this with an example in Figure 3-26.  
We simulate a correlation function at the source plane, denoted as ߁(଴)(ݔ, ∆ݔ), with parameters 
ߣ = 1μ݉, ߪ =2×10-3, ߜ =10-3, ܯ = 40. The Wigner function at the source plane defined as 
ܹ(଴)(ݔ, ݑ), is a Fourier transform of ߁(଴)(ݔ, ∆ݔ) with respect to ߂ݔ. Fourier transforming a sinc 
function yields a rectangular function. Hence, the more ߁(଴)(ݔ, ߂ݔ) resembles a sinc profile 
along the ߂ݔ  axis (Figure 3-26a), a more flat-top distribution ܹ(଴)(ݔ, ݑ) exhibits along the 
angular axis ݑ (Figure 3-26b). In our example, in order to obtain the correlation function in the 
far field, defined as ߁ஶ(ݔଵ
ஶ, ݔଶ
ஶ), we propagate the source through a parabolic lens. The source 
represented by ߁(଴)(ݔଵ, ݔଶ) is placed at the front focal plane of the lens. The correlation function 
at the back focal plane is a Fourier transform of ߁(଴)(ݔଵ, ݔଶ), denoted as ߁෨
(଴)(݇ଵ, ݇ଶ), with the 
݇ଵ axis flipped (Equation (2.15) and (2.16)). We then have 
 ߁ஶ(ݔଵ
ஶ, ݔଶ
ஶ) ~ ߁෨(଴)(−݇ଵ, ݇ଶ). (3.15) 
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Figure 3-24. Illustration of individual ࢽ(∆࢞, ࢓) = ቀࡹ
࢓
ቁ
(ି૚)࢓ష૚
√࢓
܍ܠܘ ൤−
∆࢞૛
૛࢓ࢾ૛
൨, with ࡹ = ૚૙, horizontal axis 
being ∆࢞, vertical axis being ࢽ(∆࢞, ࢓). 
 
 
Figure 3-25. Illustration of ࢽ(ࢤ࢞) given by varied integers of M, horizontal axis being ∆࢞, vertical axis 
being ࢽ(∆࢞). The ઢ࢞ axis is normalized so that the first zero of the sinc function falls at ࢤ࢞ = ૚.  
 
 
M=1 M=2 
M=3 M=4 
M=5 M=6 M=7 
M=8 M=9 M=10 
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The coordinates at the back focal plane are scaled by 
 ݔஶ = ݔ ∙ ߣ ∙ ௣݂௔௥ ∙ ቀ
௡
ଶ
− 1ቁ [ ௫ܰ ∙ dݔ ∙ ݔ௠௔௫]ൗ , (3.16) 
where ݔ and ݔஶ are the coordinates at the front and back focal planes, ߣ denotes the wavelength, 
௣݂௔௥ is the focal length of the paraxial lens, ௫ܰ represents the sampling points along the ݔ axis, 
dݔ symbolizes the distance of two adjacent sampling points along the ݔ axis, and ݔ௠௔௫ denotes 
the maximum coordinate at the ݔ axis. ߁ஶ(ݔஶ, ∆ݔஶ) and ߁(଴)(ݔ, ∆ݔ) are depicted in Figure 
3-26a and c, where ݔஶ = (ݔଵ
ஶ + ݔଶ
ஶ) 2⁄ , ∆ݔஶ = ݔଵ
ஶ − ݔଶ
ஶ, ݔ = (ݔଵ + ݔଶ) 2⁄ , ∆ݔ = ݔଵ − ݔଶ.  
As we have discussed in Chapter 2, the Wigner function in the far field (i.e. ܹஶ) is a 90o rotation 
of the Wigner function in the near field (i.e. ܹ(଴)). This is apparent in Figure 3-26b and d, the 
flat-top profile along the angular axis in ܹ(଴) is now along the spatial axis in ܹஶ. We thus 
obtain a flat-top distribution of the irradiance intensity in the far field (horizontal white curve in 
Figure 3-26d). Furthermore, the phase space product of the Wigner function is conserved 
between the near field and the far field.  
So far we have gained a general view of the correlation function of a flat-top Schell beam. In 
the next step, we investigate the modal expansion approaches for such a source.  
 
 
(a) Correlation function 
߁(଴)(ݔ, ߂ݔ) at the 
source plane. The 
overlaid white curves 
are ߁(଴)(ݔ = 0, ߂ݔ) 
vertically and ߁(ݔ, ߂ݔ =
0) horizontally. 
(b) Wigner function ܹ(଴) at 
the source plane. The 
overlaid white curves 
are ∫ ܹ(଴) dݔ vertically 
and ∫ ܹ(଴) dݑ 
horizontally. 
(c) Correlation function 
߁ஶ(ݔஶ, ∆ݔஶ)  in the 
far field. The overlaid 
white curves are 
߁ஶ(ݔஶ = 0, ∆ݔஶ)  
vertically and 
߁ஶ(ݔஶ, ∆ݔஶ = 0)  
horizontally. 
(d) Wigner function ܹஶ in the 
far field. The overlaid 
white curves are 
∫ ܹஶ dݔஶ vertically and 
∫ ܹஶ dݑஶ horizontally. 
Figure 3-26. Flat-top Schell beam at the source plane and in the far field. We obtain the light in the far 
field by focusing the source with a parabolic lens (with a focal length of 5 mm). The parameters are as 
follows, ࣅ = ૚μ࢓, ࣌ =2×10-3, ࢾ =10-3, ࡹ = ૝૙.  
i) Numerical eigenmodes 
As we are more interested in the far-field properties of the flat-top Schell beam, from now on 
we focus on the correlation function in the far field (Equation (2.21)).  
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By definition, a flat-top Schell beam is a  superposition of multiple Gaussian-Schell beams. 
However, the eigenmodes of a flat-top Schell beam are not directly a linear sum of the 
eigenmodes of individual Gaussian-Shell beams. A qualitative proof is as follows. We take out 
any two components, e.g. ݉ and ݉ + 1 from the sum in Equation (2.20), and denote them as 
߁(௠)(ݔଵ, ݔଶ)  and ߁
(௠ାଵ)(ݔଵ, ݔଶ) . Each of them forms a Gaussian-Schell beam. Thus each 
follows the Fredholm integral equation (Equation 2.32). We sum them up, 
 
න ߁(௠)(ݔଵ, ݔଶ)߶௡
(௠)(ݔଵ)dݔଵ
ஶ
ିஶ
+ න ߁(௠ାଵ)(ݔଵ, ݔଶ)߶௡
(௠ାଵ)(ݔଵ)dݔଵ
ஶ
ିஶ
= ߣ௡
(௠)߶௡
(௠)(ݔଶ) + ߣ௡
(௠ାଵ)߶௡
(௠ାଵ)(ݔଶ). 
(3.17) 
Our goal is to find out a new set of eigenvectors ߖ and eigenvalues ε so that 
 න ൣ߁(௠)(ݔଵ, ݔଶ) + ߁
(௠ାଵ)(ݔଵ, ݔଶ)൧ߖ௡(ݔଵ)dݔଵ
ஶ
ିஶ
= ε௡ߖ௡(ݔଶ) (3.18) 
However, according to Equation (2.33) and (2.34), ߶௡
(௠) and ߶௡
(௠ାଵ) are two different Hermite-
Gaussian functions modulated individually by the ݉th and (݉ + 1)th parameters. They do not 
share common terms to lead Equation (3.17) to Equation (3.18) in an analytical form. That 
means, the eigenmodes of a flat-top Schell beam is not a linear sum of the Hermite-Gaussian 
functions. Here is the end of the proof.  
Note that, here we discuss the eigenmode expansion of the correlation function given by 
Equation (2.32). Regarding the beam propagation, we can still treat the full beam as an 
incoherent sum of the multiple Gaussian-Schell beams. Each Gaussian-Schell beam is expanded 
into its own set of eigenmodes. However, in that case, the total number of modes is significantly 
larger. That kind of expansion is inefficient.  
Now we raise a question: how do the eigenmodes of a flat-top Schell beam look like? 
In the following, we use the linear algebraic method to derive the numerical eigenmodes of a 
flat-top Schell beam. Figure 3-27a is the visualization of the matrix ߁(ݔଵ, ݔଶ). The diagonal of 
this matrix yields the transverse intensity (Figure 3-27b). As the parameter δ comes from the 
near-field correlation width, it determines the beam width in the far field. Another parameter σ, 
denoting the near-field beam width, governs the correlation width in the far field. We apply the 
singular-value-decomposition on ߁(ݔଵ, ݔଶ) and derive the eigenmodes (Equation (2.36)). The 
first five eigenmodes, denoted as ௡݂, are illustrated in Figure 3-27d.  
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These eigenmodes resemble the eigenmodes of a Gaussian-Schell beam to some extent. 
However, they are not in the exact form of a Hermite-Gaussian function given by Equation 
(2.33). We use the following equation to fit the profiles of ௡݂ given by Figure 3-27e, 
 ௡݂(ݔ) = ܽ௡ܪ௡(ܾ௡ݔ) exp[−ܿ௡(ܾݔ)
ଶௗ೙] (3.19) 
where ܪ௡ denotes the ݊th order Hermite polynomial, ܽ, ܾ, ܿ and ݀ are real values. 
   
(a) Illustration of matrix ߁(ݔଵ, ݔଶ) (b) Transverse intensity (c) Wigner function 
(d) Amplitudes of the eigenmodes (e) Fitting of the eigenmodes (f) Power ratio of eigenmodes, mode 
index from 0 to 20 
  
(g) Power ratio of the modes, ߪ changes, ߜ = 7e-4 ݉݉. A 
larger ߪ indicates a smaller correlation width. 
(h) Power ratio, ߜ changes, ߪ = 3e-3 ݉݉. A larger ߜ 
indicates a smaller beam waist. 
Figure 3-27. Eigenmodes of a flat-top Schell beam. (a)-(f) contain the following 
parameters: ࣅ =5e-4 μ࢓, ࣌ = 3e-3 ࢓࢓, ࢾ =7e-4 ࢓࢓.  
We derive the following coefficients, ܽ଴ = 0.59, ܾ଴ = −3.34, ܿ଴ = 10.53, ݀଴ = 1.45  for ଴݂ , 
and ܽଵ = 1.29, ܾଵ = −3.63, ܿଵ = 10.41, ݀ଵ = 1.51  for ଵ݂ . The accuracy of the fitting is 
estimated by the Pearson correlation coefficient. It reaches 0.9996 both for ଴݂ and ଵ݂ (Figure 
3-27f). The values of ܽ, ܾ, ܿ and ݀ vary according to the mode number. Most importantly, the 
value of ݀ implies that the exponential term is not Gaussian, but with an additional power of 
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approximately 1.5. This term is by no means a linear sum of Gaussian functions. This proves 
indirectly that the eigenmodes of a flat-top Schell beam are not a linear sum of the eigenmodes 
of a Gaussian-Schell beam. The more flat-top the full beam is, the more its eigenmodes deviate 
from the Hermite-Gaussian functions. Figure 3-27f suggests that the mode power does not drop 
logarithmically as for the eigenmodes of a Gaussian-Schell beam. Instead, the lower-order 
modes play a bigger role in the power contribution.  
Figure 3-27g and h visualize the impact of σ and δ on the power distribution of the eigenmodes. 
Note that we are interested in the far-field distribution. The parameter σ is defined as the beam 
width in the near-field. Due to the Fourier relation, it is inversely proportional to the correlation 
width in the far field. Therefore, a larger σ yields a lower degree of coherence in the far field. 
We thus need more power contribution from the higher-order modes to fully represent the far-
field beam. Regarding the parameter δ, it denotes the correlation width in the near-field. Hence 
δ is inversely proportional to the far-field beam width. A larger δ indicate a smaller phase-space 
product in the far field. We thus need less modes to represent the full beam in the far field.  
In the following, we investigate the flat-top Schell beam in shifted-elementary mode 
representation.  
ii) Shifted-elementary modes 
As the far-field correlation function given by Equation (2.21) has a complicated form. We obtain 
the profile of the elementary mode numerically.  
The elementary mode ݂(ݔ) is related the degree of coherence ߛ(Δݔ) (Equation (3.12)). It can 
be directly extracted from the profile of ߁(ݔ, ∆ݔ), 
 ݂(∆ݔ) = [ߛ(Δݔ)]ଶ = [߁(ݔ = 0, ∆ݔ)]ଶ. (3.20) 
Figure 3-28 shows a simulation example of the shifted elementary modes of a flat-top Schell 
beam. The correlation function ߁(ݔ, Δݔ) is computed from Equation (2.21), visualized in Figure 
3-28a. The overlaid white curve in Figure 3-28a denotes ߛ(Δݔ). Since ߛ(Δݔ) is a Gaussian 
function, the elementary mode is in a Gaussian form (Figure 3-28b). Figure 3-28c shows the 
spatial distribution of individual shifted modes. After adjusting the contribution of the individual 
modes, their incoherent sum produces the flat-top intensity profile of the full beam. Figure 3-28d 
is the Wigner function of the flat-top Schell beam. The angular extent of the full beam (߂ݑ) is 
inversely proportional the correlation width (i.e. width of ߛ(Δݔ)). Figure 3-28e illustrates the 
Wigner function of the central elementary mode. Both functions in Figure 3-28b and c share the 
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same angular extent. That coincides with our expectation that, the elementary mode must have 
the same diffraction angle as the full beam. The phase-space product of one elementary mode, 
i.e. a coherent Gaussian beam, always follows ߣ/ߨ. This value is given by the signal area in 
Figure 3-28e as 16 µm∙radian. We add up the Wigner functions of individual modes and scale 
it to have a maximum value of 1. Figure 3-28f shows the difference between this summed 
Wigner function and the original one in Figure 3-28a. The difference is in the range of 1e-4. It 
implies that the shifted modes represent the flat-top Schell beam well.   
We draw the following summary of the model expansions of a flat-top Schell beam. The 
analytical eigenmodes of a flat-top Schell beam are not directly accessible. The numerical 
solutions can be derived by the singular value decomposition. They form a convergent and 
efficient expansion. These modes are not a linear sum of Hermite-Gaussian functions. In shifted-
elementary mode expansion, the individual modes are coherent Gaussian beams. Although they 
are not an orthogonal expansion, shifted modes provides an intuitive information about the 
homogeneity and coherence of the source. 
  
(a) Correlation function of the flat-top 
Schell beam, overlaid with ߛ(߂ݔ). 
(b) Amplitude of the central 
elementary mode 
(c) Intensities of 31 elementary 
modes (blue) and their 
incoherent sum (red). 
  
(d) Wigner function of the flat-top 
Schell beam 
(e) Wigner function of the central 
elementary mode 
(f) Difference between the Wigner 
function given by (b), and the 
Wigner function composed by 
shifted modes given by (e). 
Figure 3-28. Shifted elementary modes of a flat-top Gaussian-Schell beam. Parameters are as follows, ࣅ =
૙. ૞ μ࢓, ࣌ = ૚ࢋ − ૜ ࢓࢓, ࢾ = ૠࢋ − ૝ ࢓࢓, ࡹ = ૝૞. 
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In the following, we introduce an algorithm to determine the magnitudes of the shifted 
elementary modes, so that their incoherent sum approaches the intensity of the partially coherent 
source.  
3.2.2 Using Wiener deconvolution to scale the shifted-elementary modes 
We take the Gaussian-Schell beam as an example, In the shifted elementary mode expansion, 
the beam waist of each elementary mode is determined by the correlation width. Another 
parameter of the mode, i.e. the magnitude, should be adjusted, so that the incoherent sum of all 
the modes to be equal to the intensity of the full beam. In that case, a direct implementation of 
Equation (2.54) is not sufficient. We introduce an efficient approach to find out the accurate 
magnitudes of shifted elementary modes.  
Equations (2.53) and (2.54) imply, a sum of shifted elementary modes comes from a numerical 
approximation of a convolution. That allows us to consider the problem as solving a 
deconvolution.  
We consider the intensity profile of the Gaussian-Schell beam is a convolution between the one 
elementary mode intensity and a weighting function. This weighting function illustrates the local 
magnitudes of the given elementary mode at all spatial positions. Our task now is, by knowing 
an elementary mode and the intensity profile of the Gaussian-Schell beam, to regain the 
weighting function.   
Here we briefly introduce the concept of a Wiener deconvolution. Let ܫ(ݔ, ݕ) denote the global 
distribution (i.e. intensity profile of the Gaussian-Schell beam), and ݅(ݔ, ݕ)  represent the 
intensity of one elementary mode. Their relation follows 
 ܫ(ݔ, ݕ) = ݅(ݔ, ݕ) ⊗ ݓ௧(ݔ, ݕ) + ݊(ݔ, ݕ), (3.21) 
where ݓ௧(ݔ, ݕ) is the weighting function and ݊(ݔ, ݕ) being the unknown noise. The reason we 
introduce noise in Equation (3.21) is because we use floating points in the numerical calculations. 
That introduces inaccuracy when we represent continuous numbers.  
In the next step, we obtain the Fourier transforms of ܫ(ݔ, ݕ), ݅(ݔ, ݕ) and ݓ௧(ݔ, ݕ), denoted as 
ܫሚ൫݇௫ , ݇௬൯, ଓ̃൫݇௫ , ݇௬൯ and ݓ෥௧൫݇௫ , ݇௬൯ respectively. Based on Equation (3.21) we may assume 
 ܫሚ൫݇௫ , ݇௬൯ ≈ ଓ̃൫݇௫ , ݇௬൯ ∙ ݓ෥௧൫݇௫ , ݇௬൯. (3.22) 
However, we cannot use an equal sign in Equation (3.22) because of the additional noise effect. 
Based on that, we then predict 
 ݓ෥௧൫݇௫ , ݇௬൯ ≈ ܫሚ൫݇௫ , ݇௬൯ ଓ̃൫݇௫ , ݇௬൯ൗ . (3.23) 
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Our goal now is to find out the exact equation for ݓ෥௧൫݇௫, ݇௬൯. Therefore, we use the Wiener 
deconvolution and take into account the noise. Let 
 ݓ෥௧൫݇௫ , ݇௬൯ = ܫሚ൫݇௫ , ݇௬൯ ∙ ෤݃൫݇௫, ݇௬൯, (3.24) 
where 
 ෤݃൫݇௫ , ݇௬൯ =
ప̃∗൫௞ೣ,௞೤൯
หప̃൫௞ೣ,௞೤൯ห
మ
ା஼೙ೞ
 . (3.25) 
The value ܥ௡௦  represents the noise to signal ratio in the Fourier domain. By making ܥ௡௦  a 
properly small constant, we take into account the noise effect. In fact, this constant ܥ௡௦ is the 
exact subtlety of the Wiener deconvolution. Assume we let ܥ௡௦ equal to zero, ෤݃൫݇௫ , ݇௬൯ simply 
ends up with being 1 ଓ̃൫݇௫, ݇௬൯⁄ . Besides, we use the form of ଓ̃∗൫݇௫, ݇௬൯ หଓ̃൫݇௫, ݇௬൯ห
ଶ
ൗ  instead of 
1 ଓ̃൫݇௫, ݇௬൯⁄  in Equation (3.25). That is because ଓ̃∗൫݇௫, ݇௬൯ หଓ̃൫݇௫, ݇௬൯ห
ଶ
ൗ  yields a real denominator, 
which is a more compatible way to numerically represent a complex value. 
After we obtain ݓ෥௧൫݇ݔ, ݇ݕ൯ from Equation (3.24), the weight function ݓ௧(ݔ, ݕ) can be obtained 
from an inverse Fourier transform of ݓ෥௧൫݇ݔ, ݇ݕ൯. 
During the implementation, there are two more steps we should pay special attention to. First, 
the sampling of ܫ(ݔ, ݕ) and ݅(ݔ, ݕ) should avoid truncations or sharp edges, so that their Fourier 
transforms do not contain high-order signals. Our solution to this demand is to sample ܫ(ݔ, ݕ) 
and ݅(ݔ, ݕ) with dense sampling points and additional zero-paddings outside the boundaries. 
Second, we add a low-pass filter ܨ݈ݐ to Equation (3.24), 
 ݓ෥௧൫݇௫, ݇௬൯ = ܫሚ൫݇௫, ݇௬൯ ∙ ෤݃൫݇௫ , ݇௬൯ ∙ ܨ݈ݐ൫݇௫ , ݇௬൯, (3.26) 
where ܨ݈ݐ is a circular-shape low-pass filter with smooth edges, to make sure the high-order 
artefacts resulting from the Fourier transforms are eliminated.  
In the following, we show an example of using the Wiener deconvolution to compose a 
Gaussian-Schell beam with shifted elementary modes. Assume we have two transverse 
dimensions, i.e. ݔ and ݕ. A Gaussian-Schell beam has a beam waist of 0.2 mm, a transverse 
coherence length of 0.1 mm. The transverse intensity is shown in Figure 3-29a. We reconstruct 
the elementary modes on the same plane. Each elementary mode has a beam waist of 0.1 mm 
(Figure 3-29b) 
We initially sample ܫ(ݔ, ݕ) and ݅(ݔ, ݕ) from -0.5 to 0.5 ݉݉ in a 512 by 512 grid. To avoid 
aliasings in Fourier transforms, we add zeros to the borders of Figure 3-29a and b, to extend the 
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x and y axes from -1 to 1 ݉݉. Thus the grid size becomes 1536 by 1536 pixels. Figure 3-29c 
depicts the absolute logarithmic value of ൣܫሚ൫݇௫, ݇௬൯ ∙ ෤݃൫݇௫ , ݇௬൯൧. Non-zero values exit at the 
boundary of Figure 3-29c. We thus need a circular low-pass filter to remove all the high-order 
signals in the Fourier domain (Equation (3.26)). We Fourier transform ݓ෥௧൫݇௫, ݇௬൯ to obtain 
ݓ௧(ݔ, ݕ). Afterwards, we only take the signals in ݓ(ݔ, ݕ) from -0.5 to 0.5 mm in both x and y 
axes (Figure 3-29d).  
In the next step, we center the elementary mode at individually shifted positions and scale its 
magnitude given by the local value of ݓ௧(ݔ, ݕ). We use two different grids to place the modes. 
One is a Cartesian grid, and another is a hexagonal grid. The intensity sum of all the elementary 
modes composes a Gaussian-Schell beam.  
To test the accuracy of the Wiener deconvolution, we subtract the initial intensity of the 
Gaussian-Schell beam with the incoherent sum of all the elementary modes. The goal is to reach 
a difference of zero. Figure 3-29e and f show that the difference of a hexagonal sampling is a 
factor of two lower than the difference of a Cartesian sampling. The reason is that a hexagonal 
grid is isotropic. It provides the densest packing of circles and offers a better fit to a rotationally 
symmetric signal.  
   
(a) Transverse intensity of the 
Gaussian-Schell beam 
(b) Intensity of one elementary 
mode 
(c) Absolute logarithm values of 
[ܫሚ൫݇௫, ݇௬൯ ∙ ෤݃൫݇௫ , ݇௬൯]  
   
(d) Weight function ݓ௧(ݔ, ݕ) with 
ܥ௡௦ =1e-4. 
(e) Intensity difference based on a 
Cartesian grid of elementary 
modes 
(f) Intensity error based on a 
Hexagonal grid of elementary 
modes 
Figure 3-29. Using Wiener deconvolution to compose a Gaussian-Schell beam with two transverse 
dimensions.  
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Figure 3-30. Intensity error by using a minimal search. The white points mark the location in individual 
modes. Only the magnitudes of the modes inside the black triangle are defined as variables. 
Another outstanding advantage of using the Wiener deconvolution is the computational 
efficiency. The runtime to compute the results in Figure 3-29 is 0.6 second (Intel Core i7, 64 
bit). We compare this method with a minimization method. A minimal search function in 
Matlab® is applied to optimize the mode magnitudes. Due to the rotational symmetry of a 
Gaussian-Schell beam, only the modes inside a π/4 azimuthal area are variables (black triangle 
in Figure 3-30). The constraint is to reach a zero difference between the incoherent sum of all 
modes and the initial Gaussian-Schell intensity. The runtime of the minimization approach takes 
22 minutes (512 by 512 pixels, 21 variables). The accuracy is only half compared to the 
approach using Wiener deconvolution. 
3.2.3 Partially coherent light in a step-index waveguide 
In this section, we apply the modal theory to propagate a partially coherent beam inside a 
waveguide. By that, we can accurately model the diffraction effects generated by the waveguide 
structure.  
We use a Gaussian-Schell beam as an example and propagate this beam inside a slab waveguide 
with a step index profile. The correlation function at the source plane, denoted as ݖ = 0, is 
defined by a sum of multiple eigenmodes (i.e. Hermite modes), 
 ߁(ݔଵ, ݔଶ; ݖ = 0) = ∑ ௡݂
∗(ݔଵ; ݖ = 0) ௡݂(ݔଶ; ݖ = 0)௡ , (3.27) 
We then decompose each eigenmode into a full set of the guided modes of the waveguide, 
 ௡݂(ݔ; ݖ = 0) = ∑ ܿ௠௡ݑ௠(ݔ; ݖ = 0)௠ , (3.28) 
where ݑ௠  is the ݉th-order guided mode derived from the eigenvalue equation of a specific 
waveguide, and ܿ is the waveguide mode coefficient. The propagation of an individual guided 
mode is described by a harmonic modulation along the optical axis and characterized by the 
propagation constant ߚ௠ 58, 
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 ݑ௠(ݔ, ݖ) = ݑ௠(ݔ; ݖ = 0) exp(݅ߚ௠ݖ), (3.29) 
The propagation of every coherent beam thus follows 
 ௡݂ (ݔ, ݖ) = ∑ ܿ௠௡ݑ௠(ݔ; ݖ = 0) exp(݅ߚ௠ݖ)௠ = ∑ ܿ௠௡
(௭) ݑ௠(ݔ; ݖ = 0)௠ , (3.30) 
where ܿ௠௡
(௭) = ܿ௠௡ exp(݅ߚ௠ݖ). Since the guided modes ݑ௠ remain unchanged in propagation, 
the propagation information of the Gaussian-Schell beam is carried out by ܿ௠௡
(௭) . This method 
allows us to quickly access the light fields at any transversal plane inside the waveguide by 
simply varying the parameter ݖ in Equation (3.30). We use this expansion tool to investigate the 
diffraction effects inside the waveguide. 
We simulate a Gaussian-Schell beam with the wavelength of 0.5 μ݉, a beam waist of 50 μ݉ 
and a correlation length of 1 μ݉. According to Equation (3.27), the full beam is decomposed 
into 121 eigenmodes. The power ratio of these modes is illustrated in Figure 3-31a. We 
propagate this beam into a step-index slab waveguide with an incidence angle of 4o. The 
waveguide has a diameter of 180 μ݉ with ݊௖௢௥௘  =  1.5, ݊௖௟௔ௗ  =  1.45, providing totally 277 
guided modes.  
According to the Equation (3.30), the absolute values of ܿ௠௡
(௭)  do not change in propagation, 
i.et ቚܿ௠௡
(௭) ቚ = |ܿ௠௡| . The matrix of |ܿ௠௡|  is visualized in Figure 3-31d and e for different 
incidence angles of the Gaussian Schell beam. With 0୭ incidence, only the odd-number guided 
modes contribute to the odd-number Hermite modes, also only the even-number guided modes 
contribute to the even-number Hermite modes. However, a titled incidence of the Gaussian 
Schell beam breaks this symmetry. The odd and even guided modes have mixed contribution to 
each Hermite mode. Furthermore, a tilted incidence, compared to the 0୭ incidence,  requires 
more contribution from the higher-order guided modes. We can imagine, for a beam with a 
sufficiently low degree of coherence, the given guided modes may fail to fully represent the 
higher-order Hermite modes. In that case, only a limited amount of Hermite modes propagate 
along the waveguide. Figure 3-31b shows the error of using guided modes to represent the 
Hermite modes of our defined Gaussian-Schell beam. The magnitude of the error implies that 
this full beam is well represented by the guided modes. That means the Gaussian–Schell beam 
is fully guided. The propagated intensity is depicted in Figure 3-31c. 
Intensity fringes appear near the borders of the waveguide. That is because the step-index profile 
yields total internal reflection. The light propagating towards the border encounters the light 
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reflected by the border. They interfere with each other to a certain extent. The strength of 
interference is determined by the degree of coherence. If the beam is completely incoherent, all 
the light overlays on each other incoherently. In that case, there will be no visible intensity 
fringes.  
(a) Power ratio of the Hermite 
modes 
(b) Power error of using 
waveguide modes to represent 
Hermite modes. 
(c) Propagated intensity inside the waveguide. 
The blue curve denotes the transverse 
intensity at ࢠ = ૚૙ ࢓࢓. 
(d) Matrix of |ࢉ࢓࢔| with ૝ܗ incidence of the Gaussian 
Schell beam. 
(e) Matrix of |ࢉ࢓࢔| with ૙ܗ incidence of the 
Gaussian Schell beam. 
Figure 3-31. Propagation of a Gaussian-Schell beam inside a step-index slab waveguide. The light source 
has the following parameters, ࣅ = ૙. ૞ μ࢓, ࢒ࢉ = ૚ μ࢓, ࢝૙ = ૞૙ μ࢓, ૚૛૚ eigenmodes, (a)-(d) with an 
incidence angle of 4o, (e) with an incidence angle of 0o. The slab waveguide has a diameter of 180 μ࢓, 
࢔ࢉ࢕࢘ࢋ  =  ૚. ૞, ࢔ࢉ࢒ࢇࢊ  =  ૚. ૝૞ and 277 guided modes.  
In our example ( Figure 3-31c), the intensity fringes begin to appear once the beam reaches the 
borders at ݖ = 0.5 ݉݉. As the beam travels further inside the waveguide, there is always light 
being reflected and interfered. Therefore, interference effects happen continuously. As a result, 
we see that the fringes also travel along the ݖ direction (Figure 3-31c). The transverse intensity 
shows an asymmetric fringe profile (blue curve in Figure 3-31c) due to the titled incidence. We 
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may expect, as these fringes travel further, they move away from the border towards the center 
of the core (i.e. ݔ = 0). As more and more fringes emerge at the border and propagate ahead, 
they overlap and smear out each other to a certain extent.  
Figure 3-32 shows the Wigner functions of the light fields inside the waveguide. The titled 
incidence of the input beam is indicated by the signals in Figure 3-32a centered at ݑ = 0.07 ݎܽ݀. 
When the beam propagates further, its spatial extension increases until it reaches the waveguide 
borders. The reflected light at ݖ = 1 ݉݉ (Figure 3-32b) is represented by the signals that are 
flipped back at the boundary position with an opposite angle. Between the incident and the 
reflected beams, diffraction ripples appear. They indicate the interference effects due to 
reflection. At ݖ = 6 ݉݉ the light is reflected several times and fills the whole transverse region 
of the waveguide (Figure 3-31c). Those lines in the Wigner function (Figure 3-32b) reveals how 
many times the beam is reflected. Near the border position (i.e. ݔ = ±90 μ݉) and ݑ = 0, the 
diffraction ripples become more visible (pointed by “Interference” in Figure 3-32c). They are 
the cross terms contributed by all the positive signals. In other words, the intensity fringes we 
see in Figure 3-31c result from the intensities between all the light beams that travel close to 
each other.  
  
(a) Wigner function of the full beam 
at ݖ = 0. 
(b) Wigner function of the full beam 
at ݖ = 1 ݉݉. 
(c) Wigner function of the full beam at 
ݖ = 6 ݉݉. 
  
(d) Wigner function of the 40th 
eigenmode at ݖ = 0. 
(e) Wigner function of the 40th 
eigenmode at ݖ = 1 ݉݉. 
(f) Transverse intensity at ݖ =
2000 ݉݉. 
Figure 3-32. Wigner functions of light fields inside the waveguide. The parameters of the light source and 
the waveguide follow those in Figure 3-31. 
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Figure 3-32d and e show the Wigner functions of one eigenmode. That means, the signals 
represent completely coherent light. The densely sign-alternate rings in Figure 3-32d come from 
the oscillatory amplitudes of the eigenmodes (similar to Figure 3-21). At ݖ = 1 ݉݉ (Figure 
3-32e), the boundary reflects a part of the beam. The incident and reflected beams are clearly 
separate in angles. Due to complete coherence, the diffraction ripples are pronounced. It is 
obvious that the interference effects in Figure 3-32b are weaker than in Figure 3-32e. That is 
because, the distribution in Figure 3-32b is an overlapping of the Wigner functions of individual 
eigenmodes. This overlapping equals to an incoherent sum of multiple beams. Therefore, the 
interference fringes of a partially coherent beam are weaker than the interference fringes 
generated by a completely coherent beam.  
Now we discuss the beam homogenizing effect produced by the waveguide. Figure 3-32f is the 
transverse intensity profile at ݖ = 2000 ݉݉. Compared to the transverse intensity in Figure 
3-31c, more fringes are produced with a larger distance of ݖ due to multiple times of reflection. 
Theses intensity fringes are contributed by the propagated Hermite modes. We prove in Figure 
3-33.  
Figure 3-33 depicts two Gaussian-Schell beams with varied correlation lengths (݈௖). A beam 
wth a smaller correlation width requires more Hermite modes for a full representation. The 
fringe width at ݖ = 10 ݉݉ is proportional to the value of ݈௖ (Figure 3-33a and c). It also implies 
that, with ݈௖ → 0 (i.e. with complete incoherence) the intensity fringes disappear. We compare 
these two beams (Figure 3-33b and d) at ݖ = 2000 ݉݉. The beam with a lower degree of 
coherence gets more homogenized. 
We compare Figure 3-32c and Figure 3-33b. They suggest, given the same distance of 
propagation, a tilted incidence results in more reflections. Therefore Figure 3-32c has denser 
fringes than Figure 3-33b. This coincides with the geometrical picture in Figure 3-18. A ray 
with a larger incidence angle encounters more reflection, given the same distance along the 
optical axis. However, the two profiles in Figure 3-32c and Figure 3-33b share a similar peak-
to-valley ratio. It indicates the degree of coherence determines the level of homogenizing. A 
longer propagation distance does not improv the contrast of the intensity fringes. 
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(a) Correlation width ݈௖ = 1 μ݉, 121 
Hermite modes. 
(b) Transverse intensity at ݖ =
 2000 ݉݉ with ݈௖ = 1 μ݉. 
 
 
(c) Correlation width ݈௖ = 4 μ݉, 35 
Hermite modes. 
(d) Transverse intensity at ݖ =
 2000 ݉݉ with ݈௖ = 4 μ݉. 
Figure 3-33. A Gaussian-Schell beam with a different correlation width inside the waveguide. The blue 
curves are the transverse intensities at ࢠ = ૚૙ ࢓࢓. The parameters are the same as those in Figure 3-31, 
except the value of ࢒ࢉ. 
To achieve an entirely top-hat transverse intensity, we need an infinite amount of Hermite modes. 
This is similar to the Gibbs phenomenon. However, the property of a waveguide prohibits the 
possibility of having infinite eigenmodes. We know that an increase of the waveguide diameter 
leads to more guided modes. However, the maximum frequency of the guide mode is defined 
as 2ߨඥ݊௖௢௥௘ଶ − ݊௖௟௔ௗଶ/ߣ, independent of the waveguide diameter. That imposes a limit on the 
highest-order Hermite mode that is allowed to propagate inside the waveguide.  
In reality we may expect that a larger propagation distance yields a more homogenized beam 
intensity. That corresponds to the concept of temporal coherence. As each guided mode has own 
propagation constant ߚ, they travel at a slightly different speed along the optical axis. When the 
distance between the fastest and the slowest guided modes is larger than the coherence length 
(defined by temporal coherence, not the correlation length in spatial coherence), they do not 
interfere with each other anymore. However, regarding monochromatic spatial coherence, a 
larger propagation distance does not produce a more homogenized transverse intensity. In 
practice, a strictly monochromatic source does not exist. That means the temporal coherence 
length is always finite. In practice, we might still see a more homogenized effect when the 
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propagation distance is sufficiently increased. However, that is a contribution of temporal 
coherence, not spatial coherence.   
 
  
(a) Propagated intensity of the flat-top Schell beam 
inside the waveguide, with ߣ = 1 μ݉, ݓ௘ =
8 μ݉, 41 shifted-elementary modes. The blue 
curve is the transverse intensity at ݖ = 20 ݉݉. 
(b) Propagated intensity of the flat-top Schell beam 
inside the waveguide, with ߣ = 1 μ݉, ݓ௘ =
4 μ݉, 121 shifted-elementary modes. The blue 
curve is the transverse intensity at ݖ = 20 ݉݉.  
Figure 3-34. Flat-top Schell beam inside a step-index waveguide. 
In the next step, we use a flat-top Schell beam as the input light source, to investigate the shifted-
elementary modes inside a waveguide. The full beam is represented by multiple shifted-
elementary modes, i.e. coherent Gaussian beams. Each coherent Gaussian beam is expanded 
into a linear combination of all the guided modes. 
Figure 3-34 implies that the fringe size at the transverse intensity is proportional to the beam 
waist of the coherent Gaussian beam (denoted as ݓ௘). To represent a full beam with a lower 
degree of coherence, we need elementary modes with a smaller beam waist. Therefore, a larger 
amount of elementary modes is required. Based on Figure 3-34, We may expect, when the beam 
is completely incoherent, i.e. ݓ௘ → 0, intensity fringes disappear.  
Figure 3-35 visualizes the Wigner functions the light given by Figure 3-34b. The full beam is 
represented locally by individual shifted modes. When the beam is truncated by the waveguide 
borders, only the modes near the borders are cut-off (Figure 3-35b).  The propagation of the full 
beam is expressed as a shearing of the signals in the Wigner functions (Figure 3-35 c-e). 
Reflection at the borders happens at z=1 mm. The interference effects are distinctly indicated 
by the ripples near the waveguide borders at z=2 mm (Figure 3-35e). Due to the local 
representation of shifted modes, the inference effects are only generated by the modes that are 
near the borders (Figure 3-35f and g). The alternate negative-positive ripples in Figure 3-35g 
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indicate the interference effect generated by every Gaussian mode. Figure 3-35h shows the mode 
that has not been touched by the borders at ݖ = 1 ݉݉. It propagates as if it is in free space.   
  
(a) Transverse intensity of the full beam at 
z=0 mm 
(b) Power error of using the guided modes 
to represent each elementary modes. 
  
(c) Wigner function of the full beam 
at ݖ = 0 ݉݉. 
(d) Wigner function of the full beam at 
ݖ = 1 ݉݉. 
(e) Wigner function of the full beam at 
ݖ = 2 ݉݉. 
  
(f) Wigner function of the 
elementary modes ସ݂ and ଵ݂ଵ଺ at 
ݖ = 0 ݉݉. 
(g) Wigner function of the elementary 
modes ସ݂ and ଵ݂ଵ଺ at ݖ = 1 ݉݉. 
(h) Wigner function of the elementary 
mode ଺݂଴ at ݖ = 1 ݉݉. 
Figure 3-35. Wigner functions of the beam given by Figure 3-34b. 
3.2.4 Partially coherent light in a parabolic-index waveguide 
In the following, we discuss the propagation of partially coherent light inside a waveguide with 
a parabolic index profile. 
We define the parabolic index profile of the waveguide as 
 ݊௥௙
ଶ(̅ݔ) = ݊௖௢௥௘
ଶ (1 − 2∆̅ݔଶ), (3.31) 
where ̅ݔ = ݔ/ߩ, ߩ is the radius of the waveguide, ݊௖௢௥௘ denotes the refractive index of the core, 
Δ represents a unitless constant related to the index profile. There is another common way to 
express the same index profile: 
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 ݊௥௙
ଶ(̅ݔ) = ݊଴ + ݊ଶߩ
ଶ(̅ݔ)ଶ, (3.32) 
where ݊௖௢௥௘ = ඥ݊଴  and  ∆=
௡మఘ
మ
ିଶ௡బ
 . 
The guided modes of the waveguide take the form58 
 ݑ௠(̅ݔ) = exp(− ܸ̅ݔ
ଶ 2⁄ ) ܪ௠൫ܸ
ଵ/ଶ̅ݔ൯, (3.33) 
where ݉ is the number of the guided mode starting from 0, ܪ௠ denotes the ݉th order Hermite 
polynomial, ܸ = ݇ߩ݊௖௢௥௘√2∆. The propagation constant for each guided mode follows 
 ߚ௠(̅ݔ) = ඥܸଶ 2∆⁄ − ܷଶ ߩൗ , (3.34) 
where ܷ = ඥ(2݉ + 1)ܸ.  
Note that Equation (3.33) describes a Hermite-Gaussian function. It is in a similar form as the 
eigenmodes of a Gaussian-Schell beam (Equation (2.33)). However, the dominant parameter ܸ 
in Equation (3.33) depends on the waveguide structures, while the other dominant parameter ܿ 
in Equation (2.33) is related to the coherence degree of the light source. As these two equations 
have different physical meanings, we should not confuse them with each other. For a clear 
differentiation, in the following example, we call the eigenmodes of a Gaussian-Schell beam as 
the source modes. The eigenmodes of the waveguide are still called guided modes.     
We propagate a Gaussian-Schell model beam inside the waveguide. The full beam is represented 
by the orthogonal source modes (given by Equation (2.33) and (2.34)). Each source mode is 
expanded into a linear sum of the guided modes (given by Equation (3.33)). The propagation of 
each guided mode is described by Equation (3.30).  
Figure 3-36 shows a simulated example. The waveguide has diameter of 1 ݉݉, ݊௖௢௥௘ = 1.4142, 
Δ = 0.0013 for the wavelength ߣ = 1 μ݉. We include 70 guided modes. The parabolic index 
profile is shown in Figure 3-36a. The Gaussian-Schell beam in Figure 3-36b has a beam waist 
ݓ଴ = 150 μ݉, a correlation width ݈௖ = 50 μ݉, and 25 source modes. Due to the variation of 
the refractive index, light inside the waveguide travels in curved paths. Given a small NA, the 
evolution of light is periodic. It forms a fractional Fourier transform. In Figure 3-36b with the 
given ݖ axis, light is focused at ݖ = 15.69 ݉݉ and 31.38 ݉݉. Every distance of 62.76 ݉݉ 
along the ݖ axis includes one period of the evolution. The focus at ݖ = 15.69 ݉݉ has a FWHM 
of 55.1 μ݉. 
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(a) Parabolic index profile at the transverse plane 
of a waveguide. 
(b) Propagated intensity of the Gaussian-
Schell beam with the following parameters, ݓ଴ =
150 μ݉, ݈௖ = 50 μ݉, 25 source modes. 
 
(c) Ray paths in Zemax®, 
with a total length of 70 ݉݉ along 
the ݖ axis and a Gaussian 
podization factor ൫ܦ௪௚/2൯
ଶ
ݓ଴
ଶൗ =
11.11. 
(d) The coherent PSF at ݖ =
15.69 ݉݉ with a FWHM of 18 
μ݉.  
(e) FWHM of the focus (ݖ =
15.69 ݉݉) with respect to a 
varied correlation length. 
Figure 3-36. Propagation of a Gaussian-Schell beam inside a parabolic-index waveguide. Parameters are 
as follows, waveguide diameter ࡰ࢝ࢍ = ૙. ૞ ࢓࢓, , ࢔ࢉ = ૚. ૝૚૝૛, ઢ = ૙. ૙૙૚૜, 70 guided modes.  
To investigate the impact of coherence on the focus size, we firstly look into the completely 
coherent case. We generate the ray paths in Zemax® with the parameters of wavelength and 
index profile (Figure 3-36c). The illumination in Figure 3-36c has an aperture diameter ܦ௪௚ =
1 ݉݉, and a coherent Gaussian beam with a waist ݓ଴ = 150 μ݉. The first focus is located at 
ݖ = 15.69 ݉݉, same as Figure 3-36b. The focus has a FWHM of 18 μ݉, which is a diffraction 
limited result. 
We now vary the correlation width and evaluate beam size at the focus position (Figure 3-36d). 
An increase of the correlation width implies a higher degree of coherence. The FWHM of the 
focus thus decreases. The curve has the nature of an asymptote. Eventually, it reaches the 
FWHM of 18 μ݉ for a completely coherent case.  
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It is worth noting that, in the paraxial regime, analytical solutions exist for the coherent light 
propagation inside a parabolic-index waveguide59. Our model serves as an alternative method. 
We summarize the section of model expansion as follows. We have investigated the modal 
properties of the Gaussian-Schell beam and flat-top Schell beam. We expand the partially 
coherent beam into eigenmodes and shifted-elementary modes. Their optical effects are 
discussed in the Wigner function.  
The are several advantages of using eigenmode expansion. First, the eigenmodes are orthogonal 
to each other. Thus the number of modes that we need to represent the beam fully is usually 
smaller than using the non-orthogonal mode expansion. Second, the power contribution of the 
eigenmodes decreases exponentially as the order increases. Therefore, by looking into the power 
ratio of high-order modes, we can estimate how many modes are sufficient to represent a full 
beam. Third, for any correlation function, we can derive the eigenmodes by using the linear 
algebraic method. This offers great convenience for analyzing complicated light sources.  
However, there are disadvantages of using eigenmodes. The main concern falls on the sampling 
requirement because the higher-order modes exhibit faster oscillations. For a source with a low 
degree of freedom, we need not only more modes but also a denser sampling. Another 
complication of using eigenmode expansion is, the interference terms of individual modes can 
be complicated to interpret. We see this in Figure 3-32. Only when we sum up the Wigner 
functions of all the modes, the interference effects of the full beam are visualized.  
If we use shifted-elementary modes, the above disadvantages of eigenmodes can be avoided. 
For a beam with a low degree of coherence, if one elementary mode is sampled properly, all the 
other modes follow the same sampling demand. The interference effect of a beam is locally 
described by the shifted modes. For example, inside a slab waveguide, only the modes near the 
borders are reflected and interfered. Therefore, the diffraction effects of a few modes at a 
specific spatial location already provides the local information of the partially coherent beam. 
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4 Coherence retrieval based on the inverse problems of modal expansion and the 
Wigner function 
This chapter contains the application of the modeling methods based on the Wigner function 
and modal expansion in practice. They contribute to the coherence measurement in reality.  
The first method corresponds to solving the inverse problem of the modal expansion (Section 
4.1). It is solved by the iterative phase retrieval algorithms. We extend this scheme to a beam 
with an arbitrary wavefront. Cases with one transverse dimension (Section 4.1.1) and two 
transverse dimensions (Section 4.1.2) are presented. Afterwards, we discuss the potential and 
limit of this method. 
The second method for the coherence retrieval is the phase space tomography (Section 4.2). 
There are two main algorithmic schemes. One is the filtered-back projection. It recovers data 
directly in the Wigner function. Another is the Fourier slice theorem. It reconstructs the 
ambiguity function. We draw a short discussion of these two algorithms. Afterwards, we 
propose an efficient algorithm for the filtered back projection to recover the 4D Wigner function. 
4.1 Mode recovery with an arbitrary wavefront 
Rydberg37 has applied the Gerchberg-Saxton algorithm to retrieval the correlation function of a 
Gaussian-Schell beam. In our work, we assign an arbitrary wavefront to the partially coherent 
beam and employ the similar algorithm to retrieve the correlation function. We first discuss the 
coherence reconstruction of a partially coherent beam with one transverse dimension and a 3rd-
order phase term. Later on, we present a beam with two modes and recover their complex fields 
with two transverse dimensions.  
4.1.1 Mode recovery with one transverse dimension 
A Gaussian-Schell beam (with the wavelength ߣ = 1 μ݉ , a beam waist ݓ଴ = 1 ݉݉  and a 
correlation width of 0.4 mm) is composed of 21 elementary modes (Figure 4-1a). Each 
elementary mode has a width of 0.4 mm. At ݖ = 0 ݉݉ , we insert a thin phase element 
containing a 3rd-order aberration to the Gaussian-Schell beam. The phase plate has a radius of 
ߩ = 3 ݉݉ and a phase ߰ = 6(ݔ/ߩ)ଷ (Figure 4-1b), where ݔ is the spatial coordinate at ݖ =
0 ݉݉. Therefore, each mode of the Gaussian-Schell beam is added by this additional 3rd-order 
phase term, defined by exp(݅2ߨ߰). We propagate the full beam in the entire space with ݖ 
varying from −3000 to 3000 ݉݉ (Figure 4-1c).  
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(a) The Gaussian-Schell 
beam composed of 21 elementary 
modes. 
(b) Phase added to the 
Gaussian-Schell beam at 
ݖ = 0 ݉݉.  
(c) Propagated intensities of the full 
beam in space. 
Figure 4-1. Propagation of a Gaussian-Schell beam with a 3rd-order phase term. 
We use the algorithm in Chapter 2.4.1 to retrieve the amplitude of individual elementary modes. 
In general, a larger amount of transverse planes produces a faster convergence in the Gerchberg-
Saxton algorithm (explained in Equations (2.57-2.60)), because it provides more variation about 
the propagated phase. We take the transverse intensities at z = [ -2800, -2000, -1400, -900, 0, 
500, 1100, 1800, 2600]. 
݉݉ as the reference intensities. Note that, taking more z planes over a large distance for the 
reference intensities are recommended. It provides more information of the phase evolution. 
That is the reason we take nine z planes over a distance of 5400 ݉݉.  
The iteration starts from ݖ = 0, with 21 shifted Gaussian beams, each with a equal width of 0.2 
mm, an equal magnitude and a constant phase. We consider the propagation through all the nine 
transverse planes as one iteration. Figure 4-2 shows the result after 30 iterations. The recovered 
correlation function at ݖ = 0 (Figure 4-2b) converges to the original correlation function (Figure 
4-2a). The 3rd-order phase aberration is illustrated inside. The angle difference (Figure 4-2c) 
between the original the recovered correlation shows a 10% peak-to-valley deviation. The error 
mainly concentrate on the borders of the beam, where the correlation function has absolute 
values below 1% of the maximum. Therefore, the angle error does not play a critical role in the 
numerical accuracy. Figure 4-2d depicts the absolute-value difference between the original and 
reconstructed correlation functions, both normalized to have a maximum of 1. The magnitude 
of the deviation is in a negligible range.  
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(a) Phase of the original correlation 
function at ݖ = 0 ݉݉ 
(b) Phase of the recovered correlation 
function at ݖ = 0 ݉݉ 
(c) Angle difference between the original 
and recovered correlation functions, i.e. 
difference between (a) and (b). 
 
(d) Difference of the absolute values 
between the original and recovered 
correlation functions 
(e) Original modes at ݖ = 0 ݉݉ (f) Recovered modes at ݖ = 0 ݉݉ 
Figure 4-2. Reconstructing the correlation function from the elementary mode retrieval, using the 
Gerchberg-Saxton algorithm with 30 iterations.  
 
Figure 4-2e and f show the original and recovered modes at ݖ = 0. It is important to point out 
that the recovered modes are not necessarily identical to the original modes. It depends on how 
we define the initial modes at the beginning of the iterations. Although the recovered modes are 
not unique, they yield a uniformly convergent correlation function. The reasons are as follows. 
For a beam with one transverse dimension, the intensity in the entire space uniquely determines 
the correlation function. However, a given correlation function does not uniquely determine the 
shifted mode expansion. That is because the shifted modes do not form an orthogonal expansion. 
The iterative algorithm is based on correcting the incoherent sum of the modes. Consequently, 
that modifies their individual phase, leading to a convergent solution to the phase difference of 
every two spatial coordinates. But the magnitudes of individual modes, the distances between 
every two adjacent modes, and their global phase are left free. We see that by comparing Figure 
4-2e and f. The magnitudes of the recovered modes are not symmetric about ݔ = 0. Each 
recovered mode has a slight change of magnitudes compared to those in Figure 4-2e. There are 
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two features remaining unchanged. First, the width of the elementary modes must equal to the 
correlation length, because the coherence length defines the diffraction angle of the full beam. 
In our example, the recovered modes have a uniform width of 0.4 mm, same as the correlation 
width. Second, the total number of modes that give a main contribution to the full-beam power 
remain similar. That coincides with our previous conclusion that, with a given correlation 
function, there is a threshold for the demanded number of modes for a full presentation. After 
reaching a certain amount, a further increase of the mode number is unnecessary.  
When the defined number of the recovered modes is different from the total number of the 
original modes, the algorithm is more likely to converge to a different solution. If the recovered 
modes are less than the original modes, we lose the physical accuracy of the recovered beam. 
One should avoid this situation. 
We simulate another case where the recovered modes are more than the original modes (Figure 
4-3). The original beam path is the same as Figure 4-1, with 21 original shifted-modes. The 
iteration starts with 31 initial modes with an equal magnitude and a constant phase. Therefore 
the power contribution of the initial modes is uniform (Figure 4-3a). After 30 iterations, the 
extra modes move towards the border of the full beam. The power contribution of the extra 
modes at the border is significantly low. The full-beam power mainly comes from the 13 modes 
near the origin of the ݔ axis. The centroid positions of these 13 recovered modes along the ݔ 
axis approach the centroid positions of the original modes. The deviation between the original 
and recovered modes in Figure 4-3a again proves that, the elementary-mode expansion is not a 
unique expansion. The intensities of the recovered modes at ݖ = 0 are illustrated in Figure 4-3b. 
The width of each mode remains unchanged compared to Figure 4-2e and f. That is because the 
global degree of coherence remains the same, no matter how many recovered modes we define 
in the iterations. After 30 iterations, the recovered correlation function is shown in Figure 4-3c. 
It highly coincides with the original correlation function (Figure 4-2a).  
Therefore, we draw the following conclusion of the mode recovery with one-transverse 
dimension. The Gerchberg-Saxton algorithm provides a convergent correlation function to a 
Gaussian-Schell beam with a phase aberration included. With one transverse dimension, the 
propagated intensities in space uniquely determine the correlation function. A correlation 
function only denotes the phase difference of fields at every two spatial coordinates without 
revealing the global phase. Moreover, the elementary mode decomposition is not an orthogonal 
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modal expansion for a partially-coherent beam. Depending on the initial parameters of the 
iterations, the phase retrieval algorithm can converge to a group of modes with a slightly 
different composition. Although the solution of the modes is not unique, they all give rise to a 
unique correlation function.  
(a) Comparing the centroid and 
power of individual modes. 
(b) Intensities of the 31 Recovered 
modes. 
(c) Angle of the recovered 
correlation function, consisting 
of 31 modes. 
Figure 4-3. Phase retrieval of 31 recovered modes for a partially coherent beam originally consisting of 21 
modes. 
4.1.2 Mode recovery two transverse dimensions 
When a beam contains two transverse dimensions, the information of partial coherence is 
described by a 4D correlation function, i.e. ߁(ݔଵ, ݕଵ, ݔଶ, ݕଶ). The propagated intensities in the 
entire space provide a 3D distribution, i.e. ܫ(ݔ, ݕ, ݖ). This is not adequate to uniquely determine 
the 4D correlation function. This ambiguity can be removed by inserting a rotationally 
asymmetric component into the beam path. It equals to introducing an additional diversification 
to the system. By rotating this asymmetric component, the propagated intensities change 
accordingly. It provides one more degree of freedom for the phase retrieval algorithm.  
We simulate a beam with two shifted Gaussian modes. These two modes are spatially separate 
at ݖ = ݖ଴ (Figure 4-4a and c). We add a tilted wavefront with an opposite angle to both modes 
(Figure 4-4b and d). Therefore, two modes travel towards each other in propagation. We place 
a cylindrical lens at ݖ = ݖ଴. By rotating the cylindrical lens (with a focal length of 4 mm), the 
full beam consisting of two modes exhibit varied intensity distribution at each z distance (Figure 
4-5). We take them as the reference intensities for the phase retrieval algorithm. The detail of 
the algorithm is shown in Figure 4-6. At each transverse plane ݖ௜ , three rotations of the 
asymmetric element yield three reference intensities. (Here the number of rotation is not 
restricted.) We thus propagate the fields between ݖ଴ and ݖ௜ for three rounds. At each round of 
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propagation, when the fields return to the transverse plane of ݖ଴, we switch the phase given by 
the rotated element. The steps inside the dash frame in Figure 4-6 form one iteration for one 
transverse plane.  
In our simulated example, we take reference intensities at ݖ = 0.3, 0.6, 0.9 mm, each with ߠ =
0௢, 22௢, 45௢ , 67௢. After 200 iterations for each transverse plane, we obtain the recovered modes 
in Figure 4-4 e-h.  
(a)  Original intensity of 
mode 1 
(b) Original phase of mode 
1, arrow indicating the 
propagation direction. 
(c)  Original intensity of 
mode 2 
(d) Original phase of mode 
2, arrow indicating the 
propagation direction. 
(e) Recovered intensity of 
mode 1 
(f) Recovered phase of 
mode 2 
(g) Recovered intensity of 
mode 2 
(h) Recovered phase of 
mode 2 
Figure 4-4. Comparison between the original and recovered modes. 
   
(a) Intensity at ݖ = 0.6 ݉݉ 
with ߙ = 0௢ 
(b) Intensity at ݖ = 0.6 ݉݉ 
with ߙ = 22௢  
(c) Intensity at ݖ = 0.6 ݉݉ 
with ߙ = 45௢ 
Figure 4-5. Reference intensities consisting of two modes.  
The recovered phase, compared to the original phase, contains a global shift. This global phase 
does not affect the correlation function. We define an error measure for the 4D correlation 
function, 
 ݁ݎݎ =
∬|߁(ݎଵ, ݎଶ) − ߁௢(ݎଵ, ݎଶ)|
ଶdݎଵdݎଶ
∬|߁(ݎଵ, ݎଶ)|ଶdݎଵdݎଶ + ∬|߁௢(ݎଵ, ݎଶ)|ଶdݎଵdݎଶ
 (4.1) 
87 
 
 
 
where ݎ = (ݔ, ݕ) at a given transverse plane, ߁(ݎଵ, ݎଶ) and ߁௢(ݎଵ, ݎଶ) denote the recovered and 
the original correlation function at a defined transverse plane. The error measure is between 0 
and 1. In our case, we obtain ݁ݎݎ =1e-3 for the case in Figure 4-5. The mean phase error per 
pixel is 0.27 radian. That means the average peak-to-valley phase error is about 10%. Figure 4-7 
visualizes the phase error of the recovered correlation function at centroid position of the two 
modes at ݖ଴.  
 
Figure 4-6. Iterative algorithm for partial coherent light with two transverse dimensions. 
  
(a) Phase error of ߁(ݎଵ, ݎଶ) @ ݎଵ=(0.05,0.01) (b) Phase error of ߁(ݎଵ, ݎଶ)@ ݎଵ=(-0.05,-0.01) 
Figure 4-7. phase error of the recovered correlation function. 
We draw the following conclusion on the coherence recovery using the iterative phase retrieval 
algorithms. First, it allows fewer intensity measurements, compared to the other method in the 
next section. Second, we can adapt the phase retrieval algorithm with one transverse dimension 
for a rotationally symmetric beam. In that case, we need to change the propagation operator 
based on Fourier transforms to another operator suitable for rotationally symmetric fields.   
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However, there are disadvantages of this approach. First, this iterative method yields a non-
convex optimization60. In short, a convex optimization means that the iterations always 
converge to a unique solution, and this solution is the global minimum. To the contrary, the 
Gerchberg-Saxton algorithm may return a solution that is stuck at a local minimum. We may 
combine other algorithms, e.g. hybrid-input-output, to obtain a faster convergence. However, 
these algorithms are optimized for coherent light. For partially coherent light, it brings in the 
following issue. The constraint in each iteration is to correct the full-beam intensity. When 
multiple modes are overlaid spatially, it is necessary to differentiate their intensities by changing 
the parameters of the system (e.g. rotating asymmetric elements, varying z distance). We then 
raise the following questions. What kind of asymmetric element, in which rotation angle, brings 
the best azimuthal detection? Instead of inserting one asymmetric element, can we insert several 
elements to accelerate the convergence? These parameters are uncertain if we do not have any 
initial assumption of the light source. These questions lead us to consider the phase space 
tomography for coherence retrieval.  
4.2 Investigation into phase space tomography 
To perform phase space tomography, we need the inverse Radon transform. There are two 
algorithms for the inverse Radon transform, i.e. the filtered back projection and the ambiguity 
reconstruction. Although the computational effort of the filtered back projection is more 
demanding, it provides a higher numerical accuracy for the recovered Wigner function. We first 
present the sampling limit of the ambiguity function reconstruction, and later propose an 
improved algorithm for the filtered back projection in a 4D space. 
Sampling limit in the ambiguity function reconstruction  
To reconstruct the ambiguity function, it is inevitable to employ a regridding interpolation. That 
limits the accuracy of the recovered Wigner function. We use a 2D ambiguity function ܼ(ݍ௫ , ݍ௨) 
as an example to visualize this limit.  
In the 2D case, every measured intensity fills one radial line of the ambiguity function ܼ(ݍ௫, ݍ௨). 
That produces the blue points on a polar grid in Figure 4-8. Our goal is to obtain the Wigner 
function, i.e. a Fourier transform of the ambiguity function. We thus need to convert the 
ambiguity function from a polar grid to a Cartesian grid (i.e. the red points in Figure 4-8). The 
grid conversion requires that, every Cartesian point has at least one polar point in the 
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neighborhood. However, a polar grid has a dense sampling near the origin, and a sparse sampling 
near the border. Consequently, the largest distance between two polar points defines the 
equidistance of the Cartesian points. As shown in Figure 4-8, the grid conversion easily suffers 
from an unnecessary oversampling near the origin, and an under-sampling near the border. A 
direct interpolation in the ambiguity function modifies the Fourier space of the Wigner function. 
Hence, the interpolation scheme critically influences the numerical accuracy of the recovered 
Wigner function.  
To circumvent this issue, in the following discussion, we propose an improved algorithm for the 
filtered back projection, to reach a high numerical accuracy. It mitigates the problem of 
interpolating the ambiguity function with re-gridding. Albeit at a greater computational cost, we 
perform the interpolation in the Wigner function space, where the interpolation artefacts have 
little influence on the outcome. 
 
Figure 4-8 Ambiguity function from a polar sampling to a Cartesian sampling.  
2D filtered back projection 
To recover the 4D Wigner function, we require a 4D filtered back projection. A 4D filtered back 
projection is based on the 2D case. We first present our algorithm of a 2D filtered back 
projection. Later on, we propose the algorithm in a 4D space.  
In our simulation of the 2D filtered back projection, we define an original Wigner distribution 
ܹ(ݔ, ݑ)  in Figure 4-9a. We project ܹ(ݔ, ݑ)  along an angle ߛ  to obtain the projected 
distribution ܵ(ߤ, ߛ) . The projection is processed by a rotation of ܹ(ݔ, ݑ)  followed by an  
integration along the ߤ axis. Each rotation is performed by three shearings56, 
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cos ߛ −sin ߛ
sin ߛ cos ߛ ൨ = ቂ
1 ߙ
0 1
ቃ ൤
1 0
ߚ 1൨ ቂ
1 ߙ
0 1
ቃ, (4.2) 
where ߙ = − tan(ߛ 2⁄ )  and ߚ = sin ߛ  denoting the maximum shearing distances. We 
implement each shearing by two Fourier transforms. For the horizontal shearing with a distance 
ߙ, each row of ܹ(ݔ, ݑ) is shifted by a distance ݔ’, 
 ܹ(ݔ + ݔ′, ݑ) = ࡲࢀିଵ௞ೣ൛exp[−݅2ߨߙݑ݇௫] ∙ ࡲࢀ௫{ܹ(ݔ, ݑ)}ൟ, (4.3) 
where ݇௫  is the spatial frequency along ݔ direction, ࡲࢀ௫  denotes the Fourier transform with 
respect to ݔ, ࡲࢀିଵ௞ೣ denotes the inverse Fourier transform with respect to ݇௫. 
For the vertical shearing with a maximum distance ߚ, each column of ܹ(ݔ, ݑ) is shifted by a 
distance ݑ’, 
 ܹ(ݔ, ݑ + ݑ′) = ࡲࢀିଵ௞ೠ൛exp[−݅2ߨߚݔ݇௨] ∙ ࡲࢀ௨{ܹ(ݔ, ݑ)}ൟ, (4.4) 
where ݇௨ is the Fourier conjugate of ݑ, related to the coherence length in ݔ direction.  
The sinogram ܵ(ߤ, ߛ) is illustrated in Figure 4-9b. The ߛ value varies from 0 to 2ߨ. 
   
(a) Original distribution ܹ(ݔ, ݑ), 
horizontal axis being ݔ, 
vertical axis being ݑ. 
(b) Sinogram ܵ(ߤ, ߛ), horizontal 
axis denoting ߛ from 0 to 2ߨ, 
vertical axis being ߤ.  
(c) ሚܵ(݇ఓ , ݇ఊ) , i.e. the 2D 
Fourier transform of (b), 
horizontal axis being ݇ఊ , 
vertical axis being ݇ఓ. 
  
(d) Distribution of డௌ(ఓ,ఊ)
డఓ
, horizontal 
axis being ߛ, vertical axis being 
ߤ. 
(e) Recovered ܹ(ݔ, ݑ) by back projecting డௌ(ఓ,ఊ)
డఓ
 
along each corresponding ߛ. 
Figure 4-9. 2D inverse Radon transform. 
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To avoid unnecessary zero padding for each shearing, one can split the angle range of ߛ from 0 
to π into four parts. When ߛ is between 0 and ߨ 4⁄ , we directly apply Equations (4.3) and (4.4). 
With ߛ ∈ (ߨ 4⁄ , ߨ 2⁄ ), we first rotate ܹ(ݔ, ݑ) clockwise by 90 degree using matrix transpose 
and flipping. Then we employ the three shearings to obtain an additional rotation by a negative 
angle ߛ௡௘௪ = ߨ 2⁄ − ߛ . With ߛ ∈ (ߨ 2⁄ , 3ߨ/4) , the procedure is similar. After a direct 90 
degree rotation of ܹ(ݔ, ݑ), we perform another rotation with a positive angle ߛ௡௘௪ = ߛ − ߨ 2⁄ . 
With ߛ ∈ (3ߨ/4, ߨ), we flip the matrix of ܹ(ݔ, ݑ) twice, up to down, left to right, to obtain a 
180 degree rotation. Afterwards, an additional rotation with a positive angle of ߛ௡௘௪ = ߨ − ߛ is 
processed by three shearings. The sinogram with ߛ ∈ (ߨ, 2ߨ) is a repetition of the sinogram 
with ߛ ∈ (0, ߨ).  
Figure 4-9c is the 2D Fourier transform of ܵ(ߤ, ߛ) , defined as ሚܵ൫݇ఓ, ݇ఊ൯ . The support of 
ሚܵ൫݇ఓ , ݇ఊ൯ implies the sampling of ܵ(ߤ, ߛ) along the ߛ and ݐ axes. When the sampling density is 
sufficient, ሚܵ൫݇ఓ , ݇ఊ൯ exhibits the shape of a bow tie61, with an infinite extension along the 
vertical axis ݇ఓ and zeros along the horizontal axis ݇ఊ. 
Before the back projection, we apply a filter to ܵ(ߤ, ߛ). This filter is realized by taking a 
derivative of ܵ(ߤ, ߛ) with respect to the ݐ axis. The derivative is computed by 
 ߲ܵ(ߤ, ߛ଴) ߲ߤ⁄ = ࡲࢀ௞ഋ
ିଵ൛ห݇ఓห ∙ ࡲࢀఓ[ܵ(ߤ, ߛ଴)]ൟ (4.5) 
for each column of ߛ = ߛ଴. We then back project each 1D distribution of ߲ܵ(ߤ, ߛ଴) ߲ߤ⁄  with an 
angle ߛ଴ to recover ܹ(ݔ, ݑ) (Figure 4-9e). The recovered ܹ(ݔ, ݑ) has a peak-to-valley error of 
less than 0.5%. 
The above 2D back projection is applied as a sub-operator for the later 4D reconstruction. The 
benefit of this operator is that, the rotations and the derivatives are processed in the Fourier 
space. We thus circumvent any regridding interpolation schemes in the ambiguity function. That 
significantly improves the computational accuracy.  
4D matrix rotation 
We have introduced in Section 2.4.2 that a fractional Fourier transform corresponds to 4D phase 
space rotations. Therefore, a first-order system performing fractional Fourier transforms allows 
us to reconstruct a 4D Wigner function from the filtered back projections in a 4D space. Before 
discussing the detail of that, we first present the algorithm of a 4D matrix rotation. It helps to 
understand the structure of a 4D Wigner function.  
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To represent a fractional Fourier transform ቈexp(݅ߛ௫) 0
0 exp൫݅ߛ௬൯
቉  in a 4D Wigner function 
ܹ(ݔ, ݕ, ݑ, ݒ), we perform a rotation at the ݔݑ plane by an angle ߛ௫, and at the ݕݒ plane by an 
angle ߛ௬. The overall rotation is performed by three shearings. The first shearing is along the ݔ 
and ݕ axes with ߙ௫ = − tan(ߛ௫ 2⁄ ) and ߙ௬ = − tan൫ߛ௬ 2⁄ ൯ respectively, 
 
ܹ(ݔ + ݔᇱ, ݕ + ݕᇱ, ݑ, ݒ)
= ࡲࢀିଵ௞ೣ,௞೤൛expൣ−݅2ߨ൫ߙ௫ݑ݇௫ + ߙ௬ݒ݇௬൯൧ ∙ ࡲࢀ௫,௬[ܹ(ݔ, ݕ, ݑ, ݒ)]ൟ 
(4.6) 
where ݇௫ and ݇௬ are spatial frequencies along the ݔ and ݕ directions respectively. 
The second shearing is along the ݑ and ݒ axes with ߚ௫ = sin ߛ௫ and ߚ௬ = sin ߛ௬ respectively, 
 
ܹ(ݔ, ݕ, ݑ + ݑᇱ, ݒ + ݒ′)
= ࡲࢀିଵ௞ೠ,௞ೡ൛expൣ−݅2ߨ൫ߚ௫ݔ݇௨ + ߚ௬ݕ݇௩൯൧ ∙ ࡲࢀ௨,௩[ܹ(ݔ, ݕ, ݑ, ݒ)]ൟ 
(4.7) 
where ݇௨ and ݇௩ are the Fourier conjugates of ݑ and ݒ, meaning the correlation lengths along ݔ 
and ݕ directions respectively. 
The third shearing is again along the ݔ  and ݕ  axes with ߙ௫ = − tan(ߛ௫ 2⁄ )  and ߙ௬ =
− tan൫ߛ௬ 2⁄ ൯, namely, a repeat of Equation (4.6).  
A simulated example is shown in Figure 4-10. The 4D data set is displayed as a matrix on a 2D 
plane, with totally 644 pixels. We fill a symbol “U” at all the ݔݑ planes, and a symbol “V” at all 
the ݕݒ planes. Inside each point at the ݕݒ plane, there are sub-coordinates denoted by the ݑ and 
ݔ axes. We then perform a 4D rotation of this matrix. All the ݔݑ planes are rotated by 10 degree, 
and all the ݕݒ planes are rotated by 45 degree. The rotation is visualized by the letters of “U” 
and “V” in Figure 4-10b. Such a computation based on Equations (4.6) and (4.7) takes 9.8 
seconds (Intel i7, 16GB RAM).  
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(a) 4D matrix before the rotation 
 
(b) 4D matrix after the rotation 
Figure 4-10. Visualization of the 4D matrix before and after the rotation. The ࢛࢞ planes are rotated by 10 
degree, while the ࢟࢜ planes are rotated by 45 degree.  
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4D Wigner function reconstruction based on the filtered back projection 
With the rotation algorithm from the previous section, the procedure of the 4D Wigner function 
reconstruction is as follows. The parameters of the fraction Fourier transform system define an 
ABCD matrix. This ABCD matrix provides the rotation angles ߛ௫ and ߛ௬ for the 4D Wigner 
function. Every time we change the system parameters, a new set of ߛ௫ and ߛ௬ are defined. The 
intensity captured by the camera at the output plane of the system is a 2D projection of the 
rotated 4D Wigner function. Therefore, all measured intensities contain four degrees of freedom, 
i.e. (ݔ௢, ݕ௢, ߛ௫ , ߛ௬), where x and y are the spatial axes on the camera plane. We then sort the 
measurements into a 4D data set.  
We first fix an angle ߛ௫ and a spatial coordinate x. From the measured 4D data, we then extract 
a 2D distribution with the axes of ݕ௢ and ߛ௬, denoted as ܵ௬௩(ߛ௬ , ݕ௢). We consider ܵ௬௩(ߛ௬, ݕ௢) as 
a 2D sinogram with the angular coordinate ߛ௬ and the spatial coordinate y. For every value of 
ߛ௬, the signals at the ݕݒ planes of the Wigner function are rotated with a specific angle. Note 
that, during the acquisition, the system parameters must be chosen to cover a π interval of ߛ௬ 
with equidistant steps. Now we can apply the 2D filtered back projection. The signal 
reconstructed from the 2D sinogram ܵ௬௩(ߛ௬, ݕ௢) is denoted as ௣ܹ(ݕ, ݒ), where the subscript “݌” 
stands for “projection”. It is an integration of the 4D Wigner function along the u axis (Figure 
4-11). 
For each parameter set of (ߛ௫ , ݔ௢), we repeat the above procedure to obtain ௣ܹ(ݕ, ݒ). It yields 
a 4D matrix of ௣ܹ(ݔ௢, ߛ௫, ݕ, ݒ). Now we fix the coordinates of (ݕ, ݒ) in this 4D matrix, and 
define the remaining 2D distribution with the axes of ݔ and ߛ௫ as ܵ௫௨(ߛ௫, ݔ௢). We again look at 
ܵ௫௨(ߛ௫ , ݔ௢) as a 2D sinogram with the angular coordinate ߛ௫ and the spatial coordinate x. This 
sinogram is the projection of the Wigner function at the xu plane along the individual angles of 
ߛ௫. We perform 2D filtered back projection with each ܵ௫௨(ߛ௫ , ݔ௢) in given coordinates of (ݕ, ݒ). 
The 4D Wigner function is eventually recovered. A summary of this algorithm is briefly 
illustrated in Figure 4-12. 
Our proposed algorithm does not require any regridding interpolation in the space of ܵ௬௩(ߛ௬ , ݕ௢). 
That improves the accuracy of the recovered Wigner function. However, this comes at the cost 
that during the back projection, a 4D data set needs to be filled with copies of a 2D data set. 
This is a more effort-demanding operation than interpolating a 2D space. 
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Figure 4-11. Visualization of a 3D projection of the 4D Wigner function, i.e. ࢃ࢖(࢞࢕, ࢽ࢞, ࢟, ࢜) in Figure 4-12 
with a fixed ࢽ࢞. 
 
% The measured intensities based on two rotation angles form a 4D data set: S (x, y, ࢽ࢞, ࢽ࢟ ) 
for x = 1 : nx  % count of the x pixel 
   for ࢽ࢞ = 1 :  ࢔ࢽ࢞  % count of the variable ࢽ࢞ 
       Syv ( yo , ࢽ࢟ ) = S (xo, yo, ࢽ࢞, ࢽ࢟ ) ;   
% red symbols should be replaced by a colon in programing, here only for 
clarification. 
% For fixed x and ࢽ࢞ , we obtain the sinogram Syv with two axes of y and ࢽ࢟. 
       Wyv ( y , v ) = filtered_back_projection_2d ( Syv ( : , :) , ࢽ࢟ ) ; 
% Use the algorithm of the 2D filtered back projection. 
% Wyv is the distribution recovered from the sinogram Syv  
       Wp
 
(xo, y, ࢽ࢞, v) = Wyv (: , :) ;  % Fill the 4D matrix Wy with the recovered yv planes. 
   end 
end  
 
for y = 1 : ny  % count of the y pixel 
   for ࢽ࢟ = 1 :  ࢔ࢽ࢟  % count of the variable ࢽ࢟ 
       Sxu ( xo, ࢽ࢞ ) = Wp (xo, y, ࢽ࢞, v) ; 
% red symbols should be replaced by a colon in programing, here only for 
clarification. 
% For fixed y and v, we obtain the sinogram Sxu with two axes of x and ࢽ࢞. 
       Wxu (x , u) = filtered_back_projection_2d ( Sxu ( : , : )
 
, ࢽ࢞ ) ; 
% Use the algorithm of the 2D filtered back projection. 
% Wxu is the distribution recovered from the sinogram Sxu 
       W(x, y, u, v) = Wxu (: , :) ;  % Fill the 4D matrix of Wigner function with the recovered uv planes. 
   end 
end  
 
Figure 4-12. Algorithm to recover the 4D Wigner function by filtered back projections.  
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We draw the following conclusion of this chapter about the coherence retrieval. The mode 
recovery method with the iterative phase retrieval algorithm is suitable for a beam with a high 
degree of coherence. Compared to the phase space tomography in a 4D space, it requires less 
measurements and only 3D data processing (or 4D, if we index the modes with two numbers. 
But the mode numbers, in many cases, are much smaller than the typical sampling numbers of 
Cartesian grids). With one transverse dimension, this algorithm converges to a unique 
correlation function. This approach can be extended to a rotationally symmetric. With two 
transverse dimensions, this method is valid for a beam with spatially separable modes. When a 
large number of modes are spatially overlapped along propagation, we need a more sensitive 
detection of the azimuthal angles. This criterion is hard to fulfill by the mode recovery method.  
To overcome the limit of the mode recovery method, we investigate the phase space tomography. 
The main advantage of this approach is that it is suitable for a beam with any degree of coherence. 
Moreover, this is a non-iterative problem. The reconstruction returns a unique coherence. In 
addition, this method requires specific variations of the system parameters. That provides a 
complete azimuthal detection. Given prior knowledge about the support of the Wigner function, 
sampling requirements in the spatial (ݔ, ݕ) and angular (ߛ௫, ߛ௬) dimensions can be deduced. The 
reconstruction procedure can be performed in the ambiguity function with a direct point-to-point 
remapping. That involves regridding interpolation schemes. Our proposed algorithm performs 
the filtered back projection with indirect interpolations in the Fourier domain. Thus the 
numerical accuracy is improved.  
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5 Conclusions 
We investigate the interaction of partially coherent light with optical systems, using the Wigner 
function and modal expansions. 
Our first modeling tool for partial coherence is the Wigner function. We use the thin element 
approximation in the Wigner function to propagate partially coherent light through 
discontinuous surfaces. To gain an understanding of the Wigner function, we present and discuss 
numerous examples of optical systems. Our discussion classifies the surfaces into two types, 
those with a discontinuity in space, and those with a discontinuity in slope. For surfaces with a 
discontinuity in space, we present the phase step, grating, and the kinoform lens as examples. 
Interference at a phase step introduces negative values in the Wigner function. These negative 
values are always surrounded by oscillations. Using the Wigner function, we vividly illustrate 
how a periodic structure of phase steps leads to the well-known diffraction orders of gratings. 
We extend this argument to gratings with locally varying periods. That gives us an opportunity 
to discuss multiple foci of a kinoform lens generated by diffraction orders. The other type of 
surfaces contains discontinuous slopes. We discuss the axicon and lens array as examples. In 
the Wigner function, a change of the surface slope splits light into different angles and generates 
diffraction ripples. Based on the Wigner function of lenses arrays, we describe how the 
diffraction effects influence the light homogenization and show how a field lens eliminates the 
artifacts. 
Moreover, we improve the propagation algorithms for the Wigner function. First, we employ a 
wavefront removal approach, which is known for coherent light, for the partially coherent light. 
That vastly reduces the sampling density. Meanwhile, the physical accuracy, especially the 
detail of the diffraction effects, is maintained. Second, we propose a fast implementation for the 
free-space propagation. In the paraxial regime, a free-space propagation is expressed as a 
shearing of the Wigner function. We implement shearing using Fourier transforms. This 
performs an artefact-free interpolation, giving numerically accurate results. We develop a 
similarly accurate method to implement rotation of the Wigner function. This operation is 
equivalent to a Fractional Fourier transform of the light fields, thus related to free-space 
propagation. In particular, a rotation can be expressed by three shearing operations. Benefiting 
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from the Fourier-based shearing, a rotation for any propagation distance can be performed 
within constant memory.    
Our second modeling approach for partial coherence is the modal expansion. For a beam with a 
high degree of coherence or additional symmetry, it may be beneficial to represent the full beam 
by a few modes, instead of using a 4D Wigner function. We take Schell beams as examples and 
compare different expansion methods. For any form of a coherence function, a numerical 
solution of the eigenmodes can be derived by the singular value decomposition. Due to 
orthogonality, a higher-order eigenmode exhibits faster oscillation. The sampling thus requires 
higher density. Another expansion approach is the shifted elementary mode. It only applies to a 
beam that fulfills a Schell type in the far field. It can be beneficial for the Gaussian-Schell and 
flat-top Schell beams because the elementary modes are coherent Gaussian beams. The 
propagation operator is then simplified into independently solving multiple Gaussian beams. 
The Gaussian beam waist and the number of modes are determined by the degree of coherence. 
These parameters are directly indicated by the phase space of a Schell beam. Based on the modal 
properties, we develop an expansion tool to propagate partially coherent light inside waveguides. 
We expand a partially coherent beam into multiple modes. Each mode is decomposed into the 
guided modes of the waveguide. By that, we can efficiently propagate the light fields to any 
distance inside the waveguide. Also, the diffraction effects are accurately modeled. To 
demonstrate our expansion tool, we simulate waveguides with the step index and parabolic 
index profiles as examples. 
Our modeling methods form the infrastructure for the experimental measurement of coherence. 
That equals to, (case A) solving an inverse problem of modal expansion, or (B) solving an 
inverse problem of the Wigner function (i.e. the phase space tomography). The common goal is 
to recover the coherence function from intensity measurements. In the mode recovery (case A), 
we retrieve the complex fields of individual modes by using the iterative phase retrieval 
algorithms. We extend this approach to a beam with an arbitrary wavefront. The solution 
converges fast in the one transverse dimensional case. That is because the propagated intensities 
in the entire space uniquely determine the coherence function. In the case with two transverse 
dimensions, an additional degree of freedom is necessary for the system. We employ a rotating 
cylindrical lens to realize the azimuthal detection. Our algorithm provides a convergent solution 
for two modes that are spatially separable in propagation. There are limitations of this algorithm. 
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First, the Gerchberg-Saxton algorithm is a non-convex problem. That means the optimization 
may get stuck easily at a local minimum instead of a further convergence. Second, when a beam 
contains a large amount modes that are overlapped spatially, we require a more careful detection 
on the azimuthal angles. However, this iterative approach does not provide a clear solution to 
determine the system parameters. This uncertainty of parameters is tackled in the phase space 
tomography (case B). To fully recover the 4D Wigner function, a certain variation of the system 
parameters needs to be fulfilled.  
The systems parameters are related to the ABCD matrix of the first-order system. In order to 
fully reconstruct a 4D Wigner function, we need an astigmatic system to produce a varying 
ABCD matrix. With an Iwasawa decomposition, the ABCD matrix parameters can be chosen to 
cover a π interval of the phase space rotations. This approach offers us the insight, how to vary 
the system parameters in order to gain enough information for coherence reconstruction.   The 
reconstruction is an inverse Radon transform. We compare the filtered back projection and the 
ambiguity function reconstruction. The latter requires a direct interpolation. To increase the 
numerical accuracy, we propose an improved algorithm for the filtered back projection. All the 
interpolations are performed indirectly in the Fourier space. Although this approach requires 
more computational memory compared to the ambiguity function reconstruction, it guarantees 
the numerical accuracy.  
The Wigner function and the model expansion offer different views to identify a partially 
coherent beam. A proper choice among the modeling methods depends on the prior assumption 
of the tested beam. 
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List of frequently used symbols 
Symbol Unit Property 
࡭, ࡮, ࡯, ࡰ - 2 by 2 submatrix of the 4 by 4 ray transform matrix 
ܣ௫ , ܣ௬ - 
Diagonals of the 2 by 2 matrix ࡭ in a first-order system with two 
transverse dimensions 
ܣ(଴) - Angular correlation function 
ܽ௠, ܾ௠, ܿ௠, ݀௠  
(݉ = 1, 2, 3, … ) 
݉, ݉ିଵ, - , ݉ଶ  Parameter in the correlation function of a flat-top Schell beam 
ܽ଴,  ܾ଴,  ܿ଴ - Coefficients for the eigenmodes of a Gaussian-Schell beam 
ܤ௫ , ܤ௬ - 
Diagonals of the 2 by 2 matrix ࡮ in a first-order system with two 
transverse dimensions 
ܥ௡௦ - 
Noise to signal ratio in the spatial frequency domain in Wiener 
deconvolution 
ܥ௢ - Parameter in the correlation function of a flat-top Schell beam  
ܿ ݉ ∙ ݏିଵ Speed of light 
ܿଵ, ܿଶ, ܿଷ, ܿସ - Measure of coherence in linear algebra 
ܿ௠௡, ܿ௠௡
(௭)  - Mode coefficient in waveguide propagation 
ܿோ ݉
ିଵ Curvature of a lens surface 
ܿݎ - 
Correction term for the field magnitude in the iterative phase 
retrieval algorithm 
ܦ௪௚ ݉ Diameter of a waveguide 
݀௚ ݉ Period of a grating 
d(∆ݔ), d(ݔ) ݉ 
Spatial distance between two adjacent sampling points on the ∆ݔ 
and ݔ axes respectively 
ܧ ܸ ⋅ ݉ିଵ Electric field with time dependency 
ܧ෨  ܸ ⋅ ݉ିଵ Electric field with temporal-frequency dependency 
ܧ′ ܸ ⋅ ݉ିଵ Transmitted electric field through a thin element 
݁ݎݎ - 
Error of retrieved correlation function compared to the original 
correlation function  
ࡲࢀ௫,௬ - Fourier transform operator with respect to ݔ, ݕ 
܎ ܸ ⋅ ݉ିଵ Discretely sampled light field in a matrix form 
݂ ܸ ⋅ ݉ିଵ Eigenmode of a source 
௣݂௔௥ ݉ Focal length of a paraxial lens 
ܨ݈ݐ - Circular-shape low-pass filter with smooth edges 
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݃ ܸ ⋅ ݉ିଵ Recovered mode from the iterative phase retrieval algorithm   
݃ା ܸ ⋅ ݉ିଵ Corrected mode in the iterative phase retrieval algorithm   
෤݃൫݇௫ , ݇௬൯ - Wiener filter dependent on spatial frequency ݇௫ , ݇௬ 
ܪ௡ - nth order Hermite polynomial 
ℎ(x) with ݔ(ݐ) - Function ℎ of a time (ݐ)-dependent random process ݔ 
ࡵ - Identity matrix 
ܫ ܹ ∙ ݉ିଶ Intensity of light 
ܫ௢ ܹ ∙ ݉
ିଶ Intensity at the output plane of a first-order system 
ܫஶ ܹ ∙ ݉ିଶ Far-field intensity 
ܫሚ ܹ ∙ ݉ିଶ Intensity in spatial frequency domain 
݅(ݔ, ݕ) ܹ ∙ ݉ିଶ Intensity of one elementary mode in space 
ଓ̃(݇௫, ݇௬) ܹିଵ ∙ ݉ଶ Fourier transform of the spatial intensity of one elementary mode 
ࡶ - Matrix satisfying ࡶ = ݅ ቂ0 −ࡵ
ࡵ 0
ቃ 
ܬ (ܸ ⋅ ݉ିଵ)ଶ Mutual coherence function, dependent on time delay τ 
ࡷ, ࡳ, ࢄ, ࢅ - 2 by 2 submatrices from the Iwasawa decomposition 
݇ ݉ିଵ Wave number 
݇௫, ݇௬ ݉ିଵ Spatial frequency along x or y direction 
݇௨, ݇௩ m 
Fourier conjugates of the angular axis in the Wigner function, 
meaning the correlation length along ݔ or ݕ direction. 
ܮ ݉ Propagated distance of a convergent beam 
ܮ௧௥௔௡௦ ݉ 
Transformed distance with equivalent diffraction effects after 
removing a parabolic wavefront from a convergent beam 
݈௖ m Transverse rms correlation width of a Gaussian-Schell beam 
ܯ, ܰ, ݉, ݊ - Integer indicating the mode number, or the sampling number 
݉௚ - Diffraction order of a grating 
௫ܰ - Number of sampling points on the ݔ axis 
݊௥௙ , ݊଴, ݊௖௢௥௘ , ݊௖௟௔ௗ  - Refractive index (e.g. index in core and cladding of a waveguide) 
݊(ݔ, ݕ) - Noise function due to the float points in numerical calculation.  
ܲ, ௞ܲ௜௡௢, ௣ܲ௔௥ - 
Phase modulation function of a thin element (e.g. kinoform or 
paraxial lens) 
݌(ݔ) - Probability density function of a random process ݔ 
⃗ݍ௫ = ൫ݍ௫, ݍ௬൯ ݉ିଵ Spatial frequency in a 4D ambiguity function 
⃗ݍ௨ = (ݍ௨, ݍ௩) ݉ Correlation width in a 4D ambiguity function 
ܴ m Wavefront radius of curvature of a beam 
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ݎ = (ݔ, ݕ, ݖ) m Spatial coordinate containing orthogonal components ݔ, ݕ, ݖ 
ݎ′ ݉ Shifted spatial distance of a shifted-elementary mode 
࢘ො m Unit vector in real space along the direction of ࢘ = (ݔ, ݕ, ݖ) 
ࡿ - 4 by 4 first-order ray transformation matrix 
ܵ(ߤ, ߛ) - 
Sonogram from the Radon transform, ߤ  being the spatial axis, ߛ 
being the rotation angle. 
ݏ(ݔ) - Arbitrary square-integrable function 
ܶ ݏ Time period in a random process 
ࢀ - Symplectic matrix 
ࢀࡸ, ࢀࡹ, ࢀࡻ - 
4 by 4 matrices from the Iwasawa decomposition, ௅ܶ being a lens 
transformation, ெܶ  representing a magnification, ைܶ  being an 
orthogonal simplectic matrix. 
ݐ, ݐ଴ s Time  
ܷ, ܸ - Waveguide parameter 
ݑ(ݔ) ܸ ⋅ ݉ିଵ Eigenmode of a waveguide 
ݑ௜ , ݑ௢ ݎܽ݀݅ܽ݊ 
Input and output angular coordinates of the 2D Wigner function 
through a first-order system 
ݑ௠௔௫ ݎܽ݀݅ܽ݊ Maximum value on the angular axis ݑ in a Wigner function 
ݑሬ⃗ = (ݑ, ݒ) ݎܽ݀݅ܽ݊ Angular coordinates in a 4D Wigner function 
ݑᇱ, ݒ′ - Shearing distance along ݑ or ݒ direction in a Wigner function 
∆ݑ ݎܽ݀݅ܽ݊ Angular extent in the Wigner function 
ܹ 
ܹ ∙ ݉ିଶ
∙ ݎܽ݀݅ܽ݊ିଶ 
Wigner function 
௢ܹ 
ܹ ∙ ݉ିଶ
∙ ݎܽ݀݅ܽ݊ିଶ 
Wigner function of light at the output plane of a first order system 
ܹ′ 
ܹ ∙ ݉ିଶ
∙ ݎܽ݀݅ܽ݊ିଶ 
Wigner function of the transmitted light through a thin element  
ݓ௧(ݔ, ݕ) - Weight function of the elementary modes in space 
ݓ(ݖ) ݉ 
Transverse radius of a Gaussian Schell beam, as a function of the 
propagation distance z 
ݓ଴ ݉ Beam waist of a Gaussian-Schell beam 
ݓ௘ ݉ Beam waist of an elementary mode 
ݓ෥௧(݇௫ , ݇௬) - 
Fourier transform of the weight function in the Wiener 
deconvolution 
ݔ, ݕ, ݖ, ݉ Spatial coordinate 
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ݔ௠௔௫ ݉ Maximum value on the ݔ axis 
ݔ௜ , ݔ௢ ݉ 
Input and output spatial coordinates of the 2D Wigner function 
through a first-order system 
ݔଵ, ݔଶ ݉ Two arbitrary spatial positions on the ݔ axis 
⃗ݔ = (ݔ, ݕ) ݉ Spatial coordinates in a 4D Wigner function 
ݔᇱ, ݕᇱ ݉ Shearing distance along ݔ or ݕ direction in phase space 
∆ݔ ݉ Distance between two spatial points, ∆ݔ = ݔଵ − ݔଶ 
̅ݔ ݉ Normalized spatial coordinate 
ݔஶ ݉ Spatial coordinate in the far field 
ܼ 
ܹ ∙ ݉ିଶ
∙ ݎܽ݀݅ܽ݊ିଶ 
Ambiguity function 
ݖ଴ ݉ Defined transverse plane in propagation 
∆ݖ, ∆ݖ௞௜௡௢ , ∆ݖ௣௔௥ ݉ 
Step height of a discontinuous surface (e.g. kinoform or paraxial 
lens) 
ߙ, ߚ ݉ Shearing distance decomposed from a rotation matrix 
ߚ௠ - Propagation constant for the ݉th-order guide mode 
߁ (ܸ ⋅ ݉ିଵ)ଶ 
Mutual intensity function, or correlation function for a 
monochromatic source 
߁(଴) (ܸ ⋅ ݉ିଵ)ଶ Correlation function at the source plane 
߁෨(଴) (ܸ ⋅ ݉ିଵ)ଶ 
Fourier transform of the correlation function at the source plane, i.e. 
angular correlation function. 
߁ஶ (ܸ ⋅ ݉ିଵ)ଶ Correlation function in the far field 
ࢽ - 
A normalized correlation function in a matrix form with discrete 
spatial coordinates 
ߛ(ݎଵ, ݎଶ) - Degree of coherence between fields at spatial positions ݎଵ and ݎଶ 
ߛ஺ - Angular correlation function 
ߛ௫ , ߛ௬ - Phase space rotation angle on xu and yv planes 
ߛ෤ - Fourier transform of the degree of coherence 
∆ - Unitless constant in the parabolic-index waveguide model 
ߜ m 
Near-field rms transverse correlation width of a flat-top Schell 
beam 
ߟ ݎܽ݀݅ܽ݊/݉ Scaling factor in the rotation of the Wigner function 
ߴ, ߳ - Phase space rotation angle on xy and uv planes 
ߢ - Conic constant of a lens curvature 
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઩ - 
Diagonal matrix consisting of eigenvalues, obtained from the 
singular value decomposition of the correlation matrix. 
ߣ m Wavelength 
ߣ௡ - Eigenvalue of a source mode 
ߤ ݉ Spatial axis of a sinogram in 2D Radon transform 
ߩ ݉ Radius of the optical element 
ߪ m Near-field rms source width of a flat-top Schell beam 
߬ = ݐଵ − ݐଶ s Time delay 
Ф ܸ ⋅ ݉ିଵ 
Unitary matrix whose columns containing eigenvectors, obtained 
from the singular value decomposition of the correlation matrix. 
߶௡ ܸ ⋅ ݉
ିଵ ݊th order Guided mode of a source mode 
∆߮ - Normalized phase difference for discontinuous surfaces 
߰ - Phase term of aberrations 
߱ ݏିଵ Temporal frequency 
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