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Irmayani1, Budyanita Asrun2 




Seiring dengan perkembangan ilmu pengetahuan, maka dibutuhkan sebuah sistem pendukung keputusan 
(SPK), untuk membantu paramedik, khususnya dokter dalam menentukan stadium kanker serviks. Sistem 
Pendukung Keputusan (SPK) atau Decission Support System merupakan salah satu jenis sistem informasi 
yang bertujuan untuk menyediakan informasi, membimbing, memberikan prediksi serta mengarahkan 
kepada pengguna informasi agar dapat melakukan pengambilan keputusan dengan lebih baik. Secara 
konsep Decision Tree adalah salah satu dari teknik analisis keputusan dan merupakan salah satu metode 
klasifikasi pada Data Mining.Pada proses klasifikasi data, tentunya terdapat beberapa hal yang perlu 
diketahui mengenai penyebab kanker serviks yang digunakan sebagai tolak ukur dalam menentukan tingkat 
stadium, apakah digolongkan dalam stadium tinggi atau pada stadium rendah. Salah satu metode untuk 
mempermudah dalam menentukan stadium pada kanker serviks adalah dengan menggunakan pohon 
keputusan (Decision Tree). Dalam penelitian ini, gejala dan tanda-tanda yang digunakan sebagai parameter 
atau atribut untuk menentukan tingkatan stadium penyakit kanker serviks adalah keadaan umum pasien, 
penderita mengalami keputihan, adanya gejala anemia, adanya pendarahan pervaginam, dan ukuran  atau 
massa tumor. Hasil pengujian objek sampel 19 pasien yang mengidap kanker serviks yang memiliki 
informasi atribut secara lengkap dari data pasien RS. DR. Wahidin Sudirohusodo Makassar diperoleh 
kesalahan  Decision Tree sebesar 0%. 
 
Kata Kunci: Data Mining , Decision Tree , Decission Support System , Kanker Serviks . 
 
1. Pendahuluan 
 Sistem Pendukung Keputusan (SPK) atau Decission Support System merupakan 
salah satu jenis sistem informasi yang bertujuan untuk menyediakan informasi, 
membimbing, memberikan prediksi serta mengarahkan kepada pengguna informasi agar 
dapat melakukan pengambilan keputusan dengan lebih baik.Terdapat banyak metode 
SPK yang dapat digunakan dalam mempertimbangkan keputusan terbaik yang dapat 
diambil untuk masalah ini.Salah satu metode SPK yang sederhana dan relevan digunakan 
adalah metode Pohon Keputusan (Decision Tree). 
Secara konsep Decision Tree adalah salah satu dari teknik analisis keputusan dan 
merupakan salah satu metode klasifikasi pada Data Mining. Pada proses kalsifikasi data, 
tentunya terdapat beberapa hal yang perlu diketahui mengenai penyebab kanker serviks 
yang digunakan sebagai tolak ukur dalam menentukan tingkat stadium, apakah 
digolongkan dalam stadium tinggi atau pada stadium rendah. Salah satu metode untuk 
mempermudah dalam menentukan stadium pada kanker serviks adalah dengan 
menggunakan pohon keputusan (Decision Tree). Atas dasar ini penulis mencoba 
membahas tentang penggunaan metode Decision Tree dalam menentukan stadium kanker 
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serviks dengan menggunakan beberapa parameter sebagai atribut dalam pengambilan 
keputusan. 
Penelitian ini bertujuan untuk mengimplementasi metode Decision Tree dalam 
memutuskan klasifikasi stadium kanker serviks pada pasien dan menguji kesalahan 
keputusan dari model pohon keputusan yang diimplementasi. 
Kanker Serviks 
Kanker serviks atau kanker leher rahim adalah suatu penyakit yang menyerang 
sistem reproduksi pada wanita.Kanker ini adalah kanker yang terjadi pada area leher 
rahim yaitu bagian rahim yang menghubungkan rahim bagian atas dengan vagina. 
 Kanker serviks disebabkan infeksi virus HPV(Human Papilloma Virus) atau 
virus papiloma manusia.HPV menimbulkan kutil pada pria maupun wanita, termasuk 
kutil pada kelamin yang disebut kondiloma akuminatum.Hanya beberapa saja dari ratusan 
varian HPV yang dapat menyebabkan kanker.Kanker serviks atau kanker leher rahim bisa 
terjadi jika terjadi infeksi yang tidak sembuh-sembuh untuk waktu lama. Sebaliknya, 
kebanyakan infeksi HPV akan hilang sendiri, teratasi oleh sistem kekebalan tubuh. 
Pada tahap awal, penyakit ini tidak menimbulkan gejala yang mudah diamati. 
Gejala fisik serangan penyakit ini pada umumnya hanya dirasakan oleh penderita kanker 
stadium lanjut. Apabila kanker sudah menyebar ke panggul, maka pasien akan menderita 
keluhan nyeri punggung, hambatan dalam berkemih, serta pembesaran ginjal. Akan tetapi 
apabila ditangani lebih cepat maka kemungkinan penyembuhan terhadap kanker bisa 
diatasi tergantung dari stadium dari kanker tersebut. 
Dalam menentukan stadium dari kanker yang dialami oleh pasien terdapat banyak 
parameter atau gejala yang dapat digunakan atau berpengaruh. Berdasarkan data awal 
yang didapat dari Rumah Sakit DR. Wahidin Sudirohusodo Makassar, beberapa 
parameter utama  adalah: 
a. Keadaan umum pasien 
b. Penderita mengalami keputihan  
c. Adanya gejala anemia  
d. Adanya pendarahan pervaginam  
e. Ukuran atau massa tumor 
f. Pasien mengeluh nyeri perut 
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Decision Tree 
Secara konsep Decision Tree adalah salah satu dari teknik analisis keputusan. 
Decision Tree sendiri pertama kali diperkenalkan pada tahun 1960-an oleh Fredkin yang 
berasal dari kata tries atau digital tree, yang merupakan retrival atau pengambilan 
kembali. Secara etimologi kata ini diucapkan sebagai ‘tree’. Meskipun mirip dengan 
penggunaan kata ‘try’ tetapi hal ini bertujuan untuk membedakannya dari general tree. 
Dalam ilmu komputer, trie, atau prefix tree adalah sebuah struktur data dengan 
representasi ordered tree(pohon terurut) yang digunakan untuk menyimpan associative 
array(larik yang berhubungan) yang berupa string. Berbeda dengan Binary Search Tree 
(BST) yang tidak ada simpul di tree yang menyimpan elemen yang berhubungan dengan 
simpul sebelumnya dan, posisi setiap elemen di tree sangat menentukan. (Han dan 
Khamber, 2001). 
Decision Tree adalah sebuah struktur pohon, dimana setiap simpul pohon 
merepresentasikan atribut yang telah diuji, setiap cabang merupakan suatu pembagian 
hasil uji, dan simpul daun (leaf) merepresentasikan kelompok kelas tertentu. Level simpul 
teratas dari sebuah Decision Tree adalah simpul akar (root) yang biasanya berupa atribut 
yang paling memiliki pengaruh terbesar pada suatu kelas tertentu. Pada umumnya 
Decision Tree melakukan strategi pencarian secara top-down untuk solusinya. Pada 
proses mengklasifikasi data yang tidak diketahui, nilai atribut akan diuji dengan cara 
melacak jalur dari simpul akar (root) sampai simpul akhir (daun) dan kemudian akan 
diprediksi kelas yang dimiliki oleh suatu data baru tertentu. 
Secara singkat bahwa Decision Tree merupakan salah satu metode klasifikasi 
pada Data Mining. Klasifikasi adalah proses menemukan kumpulan pola atau fungsi-
fungsi yang mendeskripsikan dan memisahkan kelas data satu dengan lainnya, untuk 
dapat digunakan untuk memprediksi data yang belum memiliki kelas data tertentu 
Decision Tree menggunakan algoritma ID3 atau C4.5, yang diperkenalkan dan 
dikembangkan pertama kali oleh Quinlan yang merupakan singkatan dari Iterative 
Dichotomizer 3 atau Induction of Decision “3” (baca : Tree). Algoritma ID3 membentuk 
pohon keputusan dengan metode divide-and-conquer data secara rekursif dari atas ke 
bawah. Strategi pembentukan Decision Tree dengan algoritma ID3 adalah: 
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1) Pohon dimulai dengan simpul tunggal yang merupakan akar (root) yang 
merepresentasekan semua data. 
2) Sesudah simpul akar dibentuk, maka data pada simpul akar akan diukur dengan 
information gain untuk dipilih atribut mana yang akan dijadikan atribut pembaginya. 
3) Sesudah cabang dibentuk dari atribut yang dipilih menjadi pembagi dan data akan 
didistribusikan kedalam cabang masing-masing. 
4) Algoritma ini akan terus menggunakan proses yang sama atau bersifat rekursif untuk 
dapat membentuk sebuah Decision Tree. Ketika sebuah atribut telah dipilih menjadi 
simpul pembagi atau cabang, maka atribut tersebut tidak diikutkan lagi dalam 
penghitungan information gain. 
5) Proses pembagian rekursif akan berhenti jika salah satu dari kondisi di bawah ini 
memenuhi: 
i. Semua data dari anak cabang telah masuk dalam kelas yang sama. 
ii. Semua atribut telah dipakai, tetapi masih tersisa data dalam kelas yang berbeda. 
Dalam kasus ini, ambil data yang mewakili kelas yang terbanyak untuk menjadi 
label kelas pada simpul yang lain. 
iii. Tidak terdapat data pada anak cabang yang baru. Dalam kasus ini, simpul daun 
(leaf) akan dipilih pada cabang sebelumnya dan diambil data yang mewakili kelas 
terbanyak untuk dijadikan label kelas (Han dan Khamber, 2011). 
Beberapa contoh pemakaian Decision Tree,yaitu: 
1) Diagnosa  penyakit tertentu, seperti hipertensi, kanker, stroke dan lain-lain. 
2) Pemilihan produk seperti rumah, kendaraan, komputer dan lain-lain. 
3) Pemilihan pegawai teladan sesuai denga kriteria tertentu. 
4) Deteksi gangguan pada komputer atau jaringan komputer seperti deteksi Entrusi, 
deteksi virus (Trojan dan varians) dan lain-lain. 
5) Dan lainnya. 
 
 
Konsep Data dalam Decision Tree 
Konsep data yang digunakan dalam Decision Tree adalah data yang dinyatakan 
dalam bentuk tabel dimana dalam tabel tersebut memuat atribut (record). Atribut 
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menyatakan suatu parameter atau tolak ukur yang dibuat sebagai kriteria tertentu dalam 
pembentukan tree.Misalkan untuk menentukan apakah seseorang ingin bermain tenis atau 
tidak, kriteria yang diperhatikan adalah, cuaca, angin dan temperature. Salah satu atribut 
merupakan atribut yang menyatakan data solusi per-item data yang disebut dengan target 
atribut. Atribut-atribut memiliki nilai-nilai yang dinamakan instance, misalkan atribut 
cuaca memiliki instance berupa cerah, berawan dan hujan. 
a. Langkah Kerja dalam Decision Tree 
Proses pengolahan data dalam Decision Tree yaitu: 
1). Mengubah Bentuk Data (Tabel) Menjadi Model Tree 
Data yang ada dalam bentuk tabel kemudian dibawa kedalam bentuk tree (pohon), 
dimana setiap simpul dari cabang atau akar berisi atribut-atribut dari suatu sampel data 
yang akan diuji, dengan pola yang digambarkan dalam Gambar 1. 
 
Gambar 1. Pola Pemindahan Data Ke Dalam Model Tree 
Untuk menentukan simpul dari setiap cabang dari setiap pohon, nilai information 
gain dari setiap kriteria dengan data sampel yang ditentukan.Information gain diperoleh 
setelah nilai Entropy diketahui. 
Entropy 
Entropy(S) adalah jumlah bit yang diperkirakan dibutuhkan untuk dapat 
mengekstrasi suatu kelas dari sejumlah data pada ruang sampel S. Entropy dapat 
dikatakan sebagai jumlah kebutuhan bit untuk menyatakan suatu kelas.  Panjang kode 
untuk menyatakan informasi secara optimal adalah –nlog bits untuk messages yang 
mempunyai probabilitas p. Sehingga jumlah bit yang diperkirakan untuk mengekstraksi 
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dimana, S adalah  ruang data ( sampel) yang digunakan untuk percobaan dan p iadalah 
s
si  
adalah probabilitas dari sampel yang mempunyai kelas C i 
Besarnya Entropy pada ruang sampel S dapat digambarkan dalam gambar 2. 
 
Gambar 2. Grafik Entropy dalam sampel (S) 
Information Gain 
Information Gain adalah suatu ukuran untuk menyeleksi atribut yang digunakan 
untuk memilih test atribut pada setiap simpul. Atribut dengan nilai Information Gain 
tertinggi dipilih sebagai test atribut dari suatu simpul.  













dimana, G(S,A)  adalah nilai Information Gain untuk atribut A. Nilai (A) adalah 
himpunan nilai yang mungkin untuk atribut A dan Sv adalah himpunan bagian dari S untuk 
atribu A dengan nilai v. 
2). Mengubah Tree Menjadi Rules (aturan) 
Setelah didapatkan bentuk pohon, maka dibuatkan rule (aturan) untuk 
menentukan klasifikasinya. Seperti yang digambarkan dalam gambar 3. 
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Gambar 3. Bentuk Tree yang akan dibuat Rule (Aturan) 
 Dalam menentukan akhir dari suatu simpul dibutuhkan beberapa operator logika 
yaitu: 
1. Conjunction  (AND) 
Operator AND digunakan untuk menyeleksi suatu atribut pada setiap simpul untuk 
menentukan daun dari suatu tree. 
Contoh: 
a) IF (atribut#1 = subset2)     (atribut #2 = subset 21)  THEN (answer= answer ). 
b) IF  (atribut#1 = subset2)   (atribut#2 = subset 22) THEN (answer = answer ). 
2. Disjunction (OR) 
Operator OR digunakan untuk menyeleksi kondisi dari setiap subset  
Contoh: 
IF (atribut#1 = subset 1)    (atribut #1 = subset 3)  THEN (answer = answer ) 
 
3. Hasil Dan Pembahasan 
Berdasarkan hasil penelitian pada Rumah Sakit DR. Wahidin Sudirohusodo 
Makassar, didapatkan data penderita kanker serviks dalam periode Januari - Juni 2017 
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Tabel 1.Data Penderita Kanker Serviks dari  

































































Baik Ya ya 
11 
bulan 




Baik Ya ya 
4 
bulan 




Baik Ya ya 
9 
bulan 




Lemah Ya ya 
1 
bulan 




baik Ya ya 
15 
bulan 




baik Ya ya 
7 
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baik Ya ya 
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bulan 




baik tidak ya 
6 
bulan 




baik Ya ya 
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bulan 




baik Ya ya 
5 
bulan 




baik tidak ya 
6 
bulan 




lemah Ya ya 
24 
bulan 




lemah Ya ya 
4 
bulan 




lemah Ya ya 
18 
bulan 




baik Ya ya 
24 
bulan 
1 cc ya IV 
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1.  Mengubah Data Menjadi Pohon 
 
 
2. Mengubah bentuk Tree Menjadi Rules (aturan-aturan) 
Setelah didapatkan bentuk tree, maka akan dibuatkan rule(aturan) untuk 
menentukan klasifikasi dari stadium kanker serviks. Adapun aturan tersebut adalah 
sebagai berikut: 
1) IF (Massa Tumor = Kecil)   (Keputihan = Tidak)   (Anemia = Tidak)   (Perdarahan 
= Rendah) THEN (Kelas = Stadium I). 
2)  IF (Massa Tumor = Kecil)  (Keputihan = Tidak)   (Anemia = Tidak)   (Perdarahan 
= Sedang) THEN (Kelas = Stadium II). 
3)   IF (Massa Tumor = Kecil)   (Keputihan = Tidak)   (Anemia = Ya) THEN (Kelas = 
Stadium II). 
4)  IF (Massa Tumor = Kecil)  (Keputihan = Ya)    (Perdarahan = Rendah)   (Keadaan 
Umum = Lemah) THEN (Kelas = Stadium III). 
5)  IF (Massa Tumor = Kecil)   (Keputihan = Ya)    (Perdarahan = Rendah)   (Keadaan 
Umum = Baik)   (Anemia = Tidak)  THEN (Kelas = Stadium III). 
6)  IF (Massa Tumor = Kecil)   (Keputihan = Ya)    (Perdarahan = Rendah)   (Keadaan 
Umum = Baik)   (Anemia = Ya) THEN (Kelas = Stadium II). 
7)  IF (Massa Tumor = Kecil)   (Keputihan = Ya)    (Perdarahan = Sedang)  THEN 
(Kelas = Stadium III). 
8)  IF (Massa Tumor = Sedang) THEN (Kelas = Stadium III). 
9)  IF (Massa Tumor = Besar) THEN (Kelas = Stadium IV). 
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Setelah dibuatkan rule(aturan), diperoleh bahwa atribut Nyeri Perut (NP) tidak 
digunakan dalam menentukan kelas stadium kanker serviks, dan didapatkan hasil prediksi 
pada data training diatas yaitu: 
Tabel 2. Data Hasil Prediksi Pada Data  
 Training untuk Kalsifikasi Stadium  Kanker Serviks 
Umur Keadaan Umum Keputihan Anemia Perdarahan Massa Tumor Stadium 
Hasil  
Prediksi  
57 tahun baik tidak T idak sedang kecil II II 
38 tahun baik ya T idak rendah kecil III III 
47 tahun baik tidak T idak rendah kecil I I 
42 tahun Baik tidak T idak rendah kecil I I 
27 tahun Baik ya Ya sedang sedang III III 
67 tahun Baik ya Ya rendah kecil II II 
60 tahun Baik ya Ya sedang sedang III III 
50 tahun lemah ya Ya rendah kecil III III 
54 tahun Baik ya Ya sedang kecil III III 
52 tahun Baik ya Ya rendah kecil II II 
46 tahun Baik ya Ya sedang kecil III III 
46 tahun Baik tidak Ya rendah kecil II II 
40 tahun Baik ya Ya rendah kecil II II 
47 tahun Baik ya Ya rendah sedang III III 
41 tahun Baik tidak Ya rendah kecil II II 
44 tahun lemah ya Ya tinggi besar IV IV 
38 tahun lemah ya Ya rendah kecil III III 
49 tahun lemah ya Ya tinggi besar IV IV 
50 tahun Baik ya Ya tinggi besar IV IV 
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