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In transition metal dichalcogenides layers of atomic scale thickness, the electron-hole Coulomb
interaction potential is strongly influenced by the sharp discontinuity of the dielectric function
across the layer plane. This feature results in peculiar non-hydrogenic excitonic states, in which
exciton-mediated optical nonlinearities are predicted to be enhanced as compared to their hydrogenic
counterpart. To demonstrate this enhancement, we performed optical transmission spectroscopy of a
MoSe2 monolayer placed in the strong coupling regime with the mode of an optical microcavity, and
analyzed the results quantitatively with a nonlinear input-output theory. We find an enhancement
of both the exciton-exciton interaction and of the excitonic fermionic saturation with respect to
realistic values expected in the hydrogenic picture. Such results demonstrate that unconventional
excitons in MoSe2 are highly favourable for the implementation of large exciton-mediated optical
nonlinearities, potentially working up to room temperature.
The realization of solid-state photonic nanostructures
featuring a large third-order optical nonlinearity is a high
stake objective. Arrays of coupled nonlinear optical mi-
crocavities for instance, would constitute a powerful sim-
ulator of nonequilibrium quantum many-body physics
[1, 2], in which phenomena such as a fractional quantum
Hall states [3–5], fermionized states [6], nontrivial topo-
logical phenomena [7], and a variety of nonequilibrium
quantum phase transitions [8–11] have been predicted.
This nonlinearity is also currently a key mechanism in op-
tical communication and computation, as photonic logic
gates are mostly built upon it [12–16]. Increasing further
the nonlinearity lowers the energy required to switch the
gate, up to a point where the operation works in the
quantum regime [17] as required in future quantum com-
puting and communication devices based on photons [18].
In this context, excitonic states, i.e. bound electron-
hole pairs in semiconductor nanostructures, are ideally
suited. Their dipole moment provides both strong inter-
action with light, and a large third order optical non-
linearity due to Coulomb interaction (of magnitude gx)
between excitons [19], and to the fermionic saturation (of
magnitude gs) of the involved electrons and holes [20].
Photonic waveguides and micropillar microcavities
containing quantum dots constitute a successful exploita-
tion of the excitonic nonlinearity [21]. The quantum con-
finement of the excitonic states at the nanometer scale
enhances the fermionic saturation, resulting in a giant
nonlinearity [22]. In this system, the conversion of a clas-
sical input into various kinds of quantum states of light
at cryogenic temperatures has been demonstrated [23–
27]. However, scaling up such a system is challenging,
due to the way semiconductor quantum dots are fabri-
cated [28]. Another strategy known as polariton quan-
tum blockade [29], gets rid of this difficulty at the expense
of a weaker nonlinearity. A semiconductor quantum well
(QW) is embedded in the spacer of an optical micro-
cavity such that its excitonic transition is in the strong
coupling regime with the cavity resonance [30]. The re-
sulting exciton-polariton states inherit the excitonic non-
linearity, and optimize at the same time the coupling with
light [31]. The onset of the polariton blockade regime has
been demonstrated recently in GaAs-based microcavities
at cryogenic temperatures [32, 33].
In order to achieve a robust and practical implementa-
tion of exciton-mediated optical nonlinearities, like e.g.
for room temperature operation, Arsenide-based semi-
conductor materials feature a too weak excitonic binding
energy Eb. Eb is larger in high-bandgap semiconductors,
but only at the expense of lower gx and gs (see Fig.1.c-
d). This trade-off is governed by the hydrogenic charac-
ter of the excitonic states in conventional materials, in
which gx and gs depend only on Eb, and aB the exci-
ton Bohr radius. More explicitly, gx = 6Eba2B [19], and
gs = (4pi/7)a
2
B~Ω [20], where ~Ω is the Rabi splitting in
the strong coupling regime. In fact, since Eba2B = ~2/2µ,
where µ = (1/me+1/mh)−1 is the exciton reduced mass,
gx depends only on the electron and hole effective masses
me and mh.
In this context, monolayers of semiconductor transi-
tion metal dichalchogenides (TMDCs) [34] offer a unique
opportunity to break this constrained trade-off. Ow-
ing to their atomic-scale thickness, the dielectric con-
stant exhibits a sharp discontinuity across the material
plane. The resulting in-plane dependence of the effec-
tive Coulomb interaction between electrons and holes is
strongly modified, and the resulting excitonic states are
non-hydrogenic [35, 36]. Since gx and gs are fixed by
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2FIG. 1. MoSe2 monolayer microcavity a) Outline of the
microcavity structure: a MoSe2 monolayer (red) and bilayer
(green) embedded in PMMA (pale blue) are sandwiched be-
tween two Bragg mirrors (DBR). b) white light image of the
microcavity; the MoSe2 layers have been color shaded and
outlined. The experiments performed at 105K (127K) were
realized in the area labelled 1 (2). The bare cavity measure-
ments have been done in the area labelled 3. c) g˜x(0) depen-
dence on µ, and d) g˜s(0) dependence on aB . The dashed
line and grey area show HE theory corrected by a factor
α0 = 3.3 ± 0.8 following [53] (see text). The black squares
highlight HE theory for CdTe, ZnSe, ZnO, CuBr and CuCl
[49]. The hollow square shows the 30% enhanced HE theory
for MoSe2 [37]. The blue diamond is a measurement in a
GaAs microcavity taken from [53]. Our best measurements
are shown as red circles. The upper axis in c) indicates the
bulk exciton binding energy for each materials [49]. Room
temperature-stable excitons are on the right side of the verti-
cal dashed line [49].
the spatial characteristic of the Coulomb interaction and
of the excitonic wavefunction, we expect both to deviate
from the hydrogenic exciton (HE) picture. A 30% en-
hancement of gx is actually predicted in TMDCs as com-
pared to hydrogenic excitons of identical reduced mass
[37]. Signatures of non-negligible excitonic nonlineari-
ties have been observed already in other TMDCs [38], in
charged [39] and excited states of excitons [40], and in
polaron-polaritons [41].
In this work, we take advantage of the giant oscilla-
tor strength of TMDCs excitons [42–45] to put a MoSe2
monolayer in the strong coupling regime with the reso-
nance of a microcavity [46–48], and carry out spatially-
resolved optical transmission spectroscopy with pulsed
laser light, as a function of the intensity. The obtained
spectra exhibit signatures of a nonlinear response, from
which we derive a quantitative estimate of gs, gx, and the
polarization dependence of the latter. The monolithic
microcavity that we investigate is shown in Fig.1.(a,b)
with its main features highlighted (See [48, 49] for de-
tails). Its quality factor and Rabi splitting amount to
Q ' 730 and ~Ω = 28 ± 3meV respectively. The latter
is derived from the anti-crossing of the polariton modes
that we observe in a transmission measurement upon
sweeping temperature. Details of this characterization
can be found in [49].
We then move on to the nonlinear transmission mea-
surements. We use a pulsed Ti:sapphire laser that de-
livers ∼ 200 fs pulses with a spectrum Ilas(ω) of tunable
mean energy ~ωlas = [1640, 1660]meV and a bandwidth
γlas ∼ 10meV. Its purpose is the ultrafast creation of a
dense polariton population resonantly, without overheat-
ing the sample, and to perform a broadband transmission
spectrum measurement which is able to capture both the
lower and upper polaritons. Heating from residual ab-
sorption is further suppressed by chopping the laser into
a 0.7% on-off duty-cycle. The beam is prepared into a
Gaussian mode which is focused on the microcavity sur-
face into a σ = 5.8µm waist size spot. We use a quarter-
wave plate to tune the laser polarization among the states
|θ〉, where |θ〉 = sin(2θ)/√2|x〉 + [i+ cos(2θ)] /√2|y〉,
|x, y〉 is the linear polarization basis oriented as shown
in Fig.1.(b), and θ is the wave plate rotation angle with
respect to y. In the first part of this work we use y-
polarized light (θ = 0). The time-integrated transmitted
light intensity IT is collected with a microscope objec-
tive, and imaged at the entrance focal plane of a 300
grooves/mm grating spectrometer. By doing so, we ob-
tain space and frequency-resolved transmission spectra
T (ω, y) = IT (ω, y)/Ilas(ω, y). Since our aim is to provide
a quantitative estimate of the interactions, we also need
to know the electromagnetic energy W in each pulse. To
do so, the time-averaged laser power Plas is measured
at the input cryostat window, just before the laser light
impinges the cavity backside using a thermal-head pow-
ermeter. T (ω, y) is thus measured from W0 = 0.1 pJ,
which is well below the onset of the nonlinear regime, up
to several hundreds of pJ, which is well above.
Two such measurements, realized in area (1) and (2),
at temperatures T = 127K and T = 105K, respectively,
are shown in Fig.2.a and Fig.2.b. The excitonic frac-
tion of the polariton field in each case is |X|2 = 0.48
and |X|2 = 0.33, respectively. We indeed exploit the
fact that the excitonic transition energy is temperature-
dependent to control the detuning ∆(T ) = ωc,0 − ωx(T )
between the bare cavity (frequency ωc,0) and the exci-
tonic level (frequency ωx) [49], and hence the excitonic
fraction |X|2 (|C|2 = 1 − |X|2) of the lower (upper) po-
lariton states [31]. The effective polariton-polariton in-
teraction constant is thus varied as it depends on |X|2
[20, 49]. The laser pulse spectral overlap with the po-
lariton modes is also different in the two experiments.
We take advantage of these variations to test the ro-
bustness of our quantitative estimate of gs and gx, as
they should not depend on these parameters. The plot-
ted transmission spectra are normalized to their maxi-
mum Tm for clearer representation. In the linear regime
(bottom spectra, W = 0.11 pJ), we observe both the up-
per and lower polariton resonances, with a mostly equal
weight at T = 127K, and with a dominant lower polari-
3FIG. 2. Nonlinear transmission spectroscopy. Measured normalized transmission spectra T (ω)/Max(T ) at T = 127K (a)
and T = 105K (b). The spectra are stacked from the lowest used pulse energy W (bottom) to the highest (top). The pulse
energy W used for each spectrum is indicated on the right axis. The laser pulse spectrum is shown in (a,b) as a red dotted line.
The dashed vertical black lines in (a,b) highlight the polaritonic resonances in the linear regime. The theoretical fits are shown
as solid gray lines. (c) Spatially resolved lower-polariton transmission peak energy measured at T = 127K, across the excitation
spot diameter, for increasing W (same color code as in (a)). The spatial laser intensity profile is shown as a red dotted line.
The spectra in (a) have been measured at y = 0 (dashed vertical line). (d) Color-scaled normalized transmission spectra at
W = 451 pJ versus the polarization state |θ〉 (vertical axis). The circle symbols show the lower polariton peak energy; the solid
black line is a theoretical fit B0 +Bθ sin2 2θ, following eqs.(3,4), where B0 = 7.9meV and Bθ = −2.7meV.
ton peak at T = 105K, consistently with their respective
photonic fraction. Two smaller peaks are also visible in
these spectra at ~ω = 1625.6meV and ~ω = 1660.4meV
that we traced back, by real space analysis, to bare cav-
ity resonances situated within the small gap separating
the MoSe2 monolayer from the bilayer. Upon increasing
W , the polaritonic resonances exhibit a clear and con-
sistent trend: at moderate W , the lower polariton peak
blueshifts, while the upper polariton essentially does not.
This behaviour difference is key to distinguish between
the contributions of gs and gx to the nonlinearity. In-
deed, while Coulomb interaction contributes to blueshift
both lower and upper polaritons, the saturation causes a
reduction of the effective Rabi spitting, and thus shifts
the lower and upper polaritons in opposite directions [49].
The trend we observe thus indicates that the saturation
contributes significantly to the nonlinearity, consistently
with recent reports [50].
We interpret these spectra quantitatively, by theoret-
ical simulation of the polariton field ultrafast evolution,
including the shape of the laser pulse in time and space.
Specifically, we derive a mean-field input/output the-
ory in the exciton-photon basis [49], including exciton-
exciton interactions and saturation effects. Owing to the
exciton state properties, gx has two contributions: gx,‖
and gx,⊥ corresponding to the interactions between par-
allel and opposite spin excitons, that couple to co- and
cross-circularly polarized light. After transformation into
the θ polarization basis, the equation of motion for the
exciton and photon fields ψx,c(r, t) read:
i∂tψc =
(
ωc,0 − ~
2m
∇2 − iγc
2
+ Vc(x, y)
)
ψc
+
(
Ω
2
− g˜s(θ)
2
|ψx|2
)
ψx +
√
2γinAin (1)
i∂tψx =
(
ωx − iγx
2
+ g˜x(θ)|ψx|2
)
ψx
+
(
Ω
2
− g˜s(θ)|ψx|2
)
ψc − g˜s(θ)
2
ψ2xψ
∗
c , (2)
where Ain(r, t) is the θ-polarized incident laser pulse field
density, ωc,0/2pi is the bare cavity resonance frequency
at vanishing in-plane wavevector k‖ = 0, m its effective
mass, and Vc is the potential describing the spatial depen-
dence ωc,0, ωx/2pi is the excitonic transition frequency, of
which we can neglect the kinetic contribution and ~Ω is
the Rabi splitting, γx is the excitonic non-radiative relax-
ation rate, γc = γin + γout is the cavity radiative decay
rate, and γin (γout) are the cavity coupling rate on the
laser input side (of the transmission side). Finally, g˜s(θ),
and g˜x(θ) are the saturation and exciton-exciton interac-
tion constants in the θ-polarization basis, given by [49]
g˜x(θ)=
1
2
(
gx,‖ + gx,⊥
)
+
1
2
(
gx,‖ − gx,⊥
)
sin2(2θ) (3)
g˜s(θ)=
gs
2
(1 + sin2(2θ)) (4)
Note that in Eq.(1-2) we have neglected the contribu-
tion of the cross-polarized θ¯ components of the exciton
and photon fields since the laser excites only one θ com-
ponent, and the interactions terms provide only density-
mediated couplings which vanish if one of the two fields is
zero. We also checked experimentally that the polariton
modes exhibit no birefringence [49].
4In order to fully account for the time profile of the ex-
citation pulse, and of the Gaussian shape of the spot in
real space, we solved this model numerically. The exper-
imental parameters entering the model are the microcav-
ity and laser characteristics, which are known accurately.
The interaction constants g˜x(θ) and g˜s(θ), are thus the
only free parameters. We first apply this model to the
spectra shown in Fig.2.(a,b) (in the θ = 0 polarization
state). g˜x(0) =
(
gx,‖ + gx,⊥
)
/2 and g˜s(0) = gs/2 are
thus derived with their uncertainty by numerical opti-
mization of the fit between the model and the measure-
ments [49]. This analysis yield g˜x(0) = 2.2±1.6µeV.µm2
and g˜s(0) = 2.16 ± 0.5µeV.µm2 for the experiment
at T = 127K shown in Fig.2.a. The experiment at
T = 105K consistently yields g˜x(0) = 4.3µeV.µm2, and
g˜s(0) = 1.6µeV.µm2, albeit with a much larger uncer-
tainty due to the fact that the upper polariton contri-
bution to the spectra is small, and hence prevents de-
termining accurately the relative contribution of g˜x(0)
and g˜s(0). We also derive the excitonic densities (half-
width-at-half-maximum in time and space) that increases
from 5 × 108 cm−2 (W = 0.11 pJ) to 9 × 1011 cm−2
(W = 460pJ). Note that at highW , the saturation effect
is large and our model is expected to overestimate it in
this regime [20, 39, 51, 52]. This is indeed the trend that
we observe in the last four spectra in Fig.2.b, in which
the theory predicts a slightly smaller Rabi splitting than
in the experiment. Yet, except for this feature, the spec-
tral shape and peak energies evolution for increasing W
are in very good agreement with the experiment.
We cross-checked this quantitative analysis by looking
at another footprint of the nonlinearity: the nontrivial
spatially-dependent transmission spectrum T (y, ω)/Tm
that results from the interplay between the Gaussian
shape of the spot and the nonlinearity. Fig.2.c shows the
lower polariton transmission peak energy Elp(y), plotted
versus y, where y is the position along a diameter of the
laser spot, and y = 0 is the laser spot intensity maximum
position. The lowest spectrum (black) is obtained in the
linear regime (W = 0.11 pJ) and thus shows the lower
polariton potential V (y), from which we derive Vc(y).
For increasing W the nonlinearity changes this shape
as the blueshift depends on the local density and exci-
tonic fraction. We can fit this behaviour quantitatively
with our model, and a good agreement is obtained for
g˜x(0) = 4.3
+30
−4 µeV.µm
2, and g˜s(0) = 3.2±0.8, µeV.µm2.
The large uncertainty reflects the fact that the upper
polariton contribution is weak in the dataset, and the
relative contributions of gx(0) and gs(0) are hard to dis-
tinguish. Yet, the result is consistent with the spectral
analysis.
We verified that the nonlinearities that we measure in
this work come from the monolayer and not from any
other materials within the structure. We thus measured
T (ω)/Tm in area 3, which is a bare cavity free from
MoSe2. The area exhibits a sharp cavity mode, that does
not shift (~δωc(W ) = 0 ± 0.025meV) up to the highest
applied pulse energy (W = 1.12 nJ), as is shown in detail
in [49].
In Fig.1.c and Fig.1.d, we plotted the theoretical
HE interaction constants g˜x(0) ' 3α0~2/2µ (in which
we assumed that |g⊥|  g‖) versus µ, and g˜s(0) =
α20(2pi/7)~Ωa2B versus aB (dashed lines). α0 = 3.3 ± 0.8
is introduced in order for the theory to agree quanti-
tatively with the measurement in Estrecho et al. [53],
where gx,‖ = 13± 3.4µeV.µm2 is found for a planar mi-
crocavity with GaAs quantum wells [49]. This deviation
might arise from the strict 2D approximation of the ex-
citonic wavefunction in the theory, which is likely inac-
curate in realistic quantum wells [53]. Using excitonic
reduced masses from the literature [49], a few materials
are highlighted (squares) along these theoretical curve.
In Fig.1.c, the bulk exciton binding energies are also in-
dicated for each material on the top axis as reference [49].
The measurements obtained from the analysis of Fig.2.a
are shown as a red circle in Fig.1.c-d. Our measured g˜x(0)
is found to moderately exceed HE’s theory, and is fully
compatible with the 30% enhancement (hollow square in
Fig.1.c) predicted in [37], while g˜s(0) exceeds HE’s the-
ory by a large factor 7±2. A possible origin of this larger
deviation is already visible in the HE picture, in which
gs depends directly on the dielectric function square (via
aB), while gx essentially does not.
We finally characterized the spin anisotropy of the non-
linearity at T = 127K, during the same experimental
run as that shown in Fig.2.a, by measuring the transmis-
sion spectrum versus θ. The results are shown in Fig.2.d:
upon increasing θ from 0 (linear polarization) to pi/4 (cir-
cular polarization) at a fixed W = 451 pJ, the spectrum
exhibits a global redhsift of 2.7meV. Using our model and
Eqs.(3,4) [49], this behaviour implies that gx,⊥ is about
twice larger than gx,‖, and positive. In TMDC mono-
layers [37], like in conventional materials, the Coulomb
interaction between polaritons is in principle dominated
by exchange interaction [19], for which gx,⊥ is expected
to be negative and small as compared to gx,‖ [54, 55].
Our result differs from this picture, and is thus highly
non-trivial. Its precise interpretation requires a fully ded-
icated investigation that exceeds the scope of the present
work.
A possible explanation could be the involvement of an
intermediate state, like spin-2 dark excitons [54], or biex-
citons [56, 57]. In such a mechanism, gx,⊥ is enhanced
and takes a positive sign when the two-polaritons state
is close, and on the high energy side of the intermediate
state. In a MoSe2 monolayer, the dark exciton state is
a few meV above the bright one [58], such that the up-
per polariton state, nominally 12.2meV above the bright
exciton, could benefit from this resonance at the peak in-
tensity, when the saturation brings it closer. A resonance
with the biexciton state is expected 10meV [59, 60] be-
low the bright exciton, which is 3meV above the nominal
energy of the lower polariton, and thus also favourable
at the peak intensity. Finally, at such large W , higher
order many-body correlations and the composite nature
of excitons might start to contribute, such that our es-
5timate of gx,⊥ might be too inaccurate. Yet, owing to
the robustness that the model has demonstrated in rea-
sonably capturing the measurements in Fig.2.(a-c), we
expect that this estimate is at least qualitatively correct;
namely, that gx,⊥ is positive and comparable in magni-
tude to gx,‖ and gs.
In summary, we have shown that a MoSe2 monolayer
in the strong coupling regime displays enhanced exciton-
mediated optical nonlinearity as compared to compara-
ble HE excitons, in particular via the excitonic saturation
mechanism. We also observe a non-trivial spin anisotropy
of the interaction which deserves future investigation.
Our results demonstrate that non-hydrogenic exciton in
MoSe2, and potentially in other TMDC materials, offer
new perspectives for the engineering of exciton-mediated
optical nonlinearities.
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I. EXPERIMENTAL SETUP
A. Microcavity structure and characterization
The microcavity is obtained by transferring an exfo-
liated MoSe2 monolayer by dry-gel method [1] onto a
FIG. 1. Microcavity characterization. a) White light
transmission image of the microcavity. The main cavity struc-
tures are highlighted with colored lines. White: top mirror,
dashed green: MoSe2 bilayer, dashed red: MoSe2 monolayer,
dashed blue: bare cavity structure (PMMA spacer). The
circled numbers are the regions of interest labels (cf. main
text). b) White light transmission spectra (vertical) plotted
in color scale versus temperature (horizontal). The transmis-
sion in the area above the white dashed line has been en-
hanced by numerical factors increasing from 1.5 (T=128K)
to 30 (T=30K) for decreasing temperatures. The upper and
lower polariton modes, the bare excitonic transition, and the
bare cavity mode calculated in a coupled oscillators model,
are shown in solid green and black, dashed red, and dashed
black respectively. (c,d) Real-space color-scaled maps of the
lower polariton transmission peak central energy Elp(x, y))
(c), and linewidth ~γ(x, y) (d).
SiO2/TiO2 bottom DBR (10 pairs, stop band center at
750 nm). We then spin-coated a 126 nm thick poly-
methyl-methacrylate (PMMA) buffer layer, and placed
a piece of a separate SiO2/TiO2 DBR with lateral di-
mensions of a few tens of microns (8.5 pairs, stop band
center at 750 nm) in order to close the cavity. The Trans-
mission spectra show that a quality factor of Q ' 730 is
thus achieved, which correspond to a bare cavity pho-
ton decay rate γc = 2.2meV/~. This decay is split into
two imbalanced channels γin and γout, corresponding re-
spectively to back mirror coupling (laser input side), and
front mirror coupling (emission collection side). A trans-
fer matrix calculation shows that γout/γin ' 3.
The upper and lower polariton modes of the microcav-
ity are characterized in Reflectivity for different temper-
ature from T = 10K to T = 200K, at position ROI (1)
(cf. Fig.1.b in the main text). The temperature depen-
dence of the excitonic transition energy is well captured
by the phenomenological equation [2]
~ωx(T ) = ~ωx,0 − 7.5× 10
−4T 2
T + 300
, (1)
The temperature dependence of the cavity mode ~ωc is
assumed to be comparatively small. The temperature-
dependent upper and lower polariton modes are simu-
lated with a the two-coupled oscillator model
ωUP,LP (T ) =
ωc + ωx(T )
2
± 1
2
√
[(ωc − ωx(T )]2 + Ω2,
(2)
where ~Ω is the Rabi splitting. By fitting the reflectivity
in Fig.1.b, we obtain ~ωX,0 = 1672 ± 1.2meV, ~ωc =
1645.5± 1.8meV at this particular point, and ~Ω = 28±
3meV.
We also characterize the homogeneity of the MoSe2
monolayer by spatially-resolved transmission. To do so,
we fixed the temperature at T = 130K and sweep a CW
laser across the lower polariton transmission peak and
record images of the transmitted light T (x, y, ωlas) for ev-
ery laser frequencies. The thus obtained spectra at each
position (x, y) are then fitted with a Lorentzian lineshape
to determine the lower polariton peak energy ELP , and
full-width-at-half-maximum (FWHM) ~γ. The resulting
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Thomson linear polarizer used to clean up the laser polarization. "λ/4": quarter-wave plate. It can be rotated by an angle
θ for the laser beam polarization preparation into the states |θ〉. Lin: 5-cm doublet lens for the laser beam focusing on the
microcavity surface. "µC" is the microcavity, fitted in a variable temperature cryostat. Lout is the collection and imaging
objective of f = 4.5mm. "Lim" is a 250mm focal length doublet lens used to realize the transmission image in the entrance
focal plane of the monochromator. "CCD" is the charge-coupled device camera that collects the monochromator dispersed
image.
maps are shown in Fig.1.c and Fig.1.d respectively. We
see that the lower polariton resonance energy is subject to
a moderate energy gradient, with a ∼ 10meV energy in-
crease from the monolayer top to bottom, and a 10meV
average full-width-at-half-maximum (FWHM) γ, which
is rather narrower in the central part of the monolayer.
The maps also show that the lower tip of the monolayer
(the area below y = −10µm) is damaged, and show no
polaritonic resonance.
B. Experimental method
The principle of the micro-transmission setup is shown
in Fig.2. It consists in a Mach-Zender interferometer,
where the microcavity, cooled down in a variable tem-
perature cryostat, occupies one of the arm (the "trans-
mission arm" in Fig.2). The other arm ("reference arm"
in Fig.2) provides a reference spectrum of the laser pulse.
In the transmission arm, the laser beam is focused into
a ∼ 5µm waist gaussian spot with a 5cm focal doublet.
The resulting transmission image is collected with a 40x
microscope objective of 4.5mm focal length. The two
beams are collected with a 50/50 beam splitter, and sent
into a 75cm focal monochromator with a 300 grooves/mm
grating fitted with a CCD camera, on a slightly differ-
ent path, such that each beam generates a separated im-
age on the CCD camera. The lower CCD area shows
the reference beam (reference path), that provides the
laser spectrum Ilas(ω) and intensity (relative to the the
transmission path).The upper area, shows a spectrally
resolved vertical cross-section of the transmission image
I(ω, y).
C. Fitting procedure and numerical determination
of g˜x(0) and g˜s(0) and their uncertainty
In order to determine the best fit of the model with the
data, we use an optimization algorithm that minimizes
the residues R2 between the experimental data and the
model, where
R2(g˜x, g˜s) =
1
N − 2
N∑
j=1
[Texp,j − Tth(g˜x, g˜s, ωj)]2 , (3)
Texp,j is the measured transmission at the frequency
ωj/2pi, and Texp,j is the calculated transmission at
this frequency. The function R2(g˜x, g˜s) is systemat-
ically swept within a reasonable range, and the best
fit (g˜x,fit, g˜s,fit) is determined as the point for which
R2(g˜x, g˜s) reaches its minimum R2min. The 1σ uncer-
tainty on the best fit is estimated as
δg˜2 =
(N − 2)R2min
N∑
j=1
[
∂
∂g˜
Tth(g˜x,fit, g˜s,fit, ωj)
]2 . (4)
For the spectral fits (Fig.2.a-b of the main text), the fit-
ted observable is the transmission T . For the spatial
fit (Fig.2.c of the main text), the fitted observable is
the lower polariton peak maximum ~ωLP . The latter
is obtained from the experimental data using an order-5
polynomial fit of the spectrum region close to the lower
polariton transmission peak maximum.
3FIG. 3. Polarization dependence measurements. a) Circle symbols: laser intensity measured just before the cryostat
input window versus θ. solid blue line, calculated intensity modulation that would be required to achieve the spectral blueshift
modulation amplitude (right axis) shown in Fig.2.d of the main text. b) Lower polariton normalized transmission spectrum
versus θ (horizontal axis), in the linear response regime W = 0.11pJ. The circle symbols are the extracted peak centers Elp(θ).
Fourier analysis of Elp(θ). The dashed line show the pi/2 periodicity where birefringence should show up as a peak
II. POLARIZATION-RESOLVED
MEASUREMENTS
A. Quantifying unwanted laser intensity
modulation versus θ
Two silver mirrors (not shown in Fig.2) and a doublet
lens are present between the quarterwave plate and the
microcavity. Their transmission and reflectivity are in
principle polarization independent, but we checked them
experimentally in order to prevent any bias in interpret-
ing Fig.2.d of the main text. We thus recorded the laser
intensity Ilas(θ), where Ilas is measured with the thermal-
head power-meter placed just before the cryostat window.
The result is shown in Fig3.a (circle symbols). The stan-
dard deviation is σI,θ = 1%.
This measurement is compared with the theoretical in-
tensity oscillation that would be required to explain the
results in Fig.2.d of the main text. The blue line is the
fitted spectral shift modulation shown in Fig.2.d in the
main text, plotted using the right axis. It is a func-
tion of the form B0 + Bθ sin2 2θ, where B0 = 7.9meV
and Bθ = −2.7meV. The relation between the right (po-
lariton energy) and left (laser intensity) vertical axes is
calculated using the measured derivative of the polariton
energy as a function ofW , ∂Elp/∂W , aroundW = 451pJ
(extracted from the dataset shown in Fig.2.a of the main
text). This analysis shows that to explain the measure-
ment in Fig.2.d with intensity modulation of the laser, a
30% intensity modulation amplitude would be required
(solid line in Fig.3.a). Upon comparing with σI,θ, we see
that this explanation can be safely ruled out.
B. Quantifying the microcavity birefringence
We check here that the microcavity does not present
any residual birefringence by measuring the lower polari-
ton transmission spectrum T/Tm at T = 105K versus θ,
in the linear response regime (W = 0.1 pJ). A birefrin-
gence would show up as an oscillation of the spectrum
between a single and a double peak structure versus θ, of
period pi/2. The measurement is shown in Fig.3.b, where
the plot is centred on the lower polariton resonance. The
peak is fitted with a Lorentzian shape, and its center Elp
is plotted versus θ as the circle symbols.
In order to be quantitative, we Fourier transform
Elp(θ), and look at the amplitude of the pi/2 periodic-
ity (Fig.3.c). We find no modulation peak at this pe-
riodicity, and the corresponding Fourier component ex-
hibits a 50µeV amplitude, stemming from the experimen-
tal noise. This value thus constitutes an upper bound to
any polariton polarization splitting, which is thus much
smaller than any linewidth.
III. BARE CAVITY NONLINEARITY
MEASUREMENT
We measured the nonlinearity of the bare cavity in an
area of the microcavity structure where no MoSe2 mate-
rial, monolayer or bilayer, is present. In this area labelled
(3), the cavity spacer consists only of PMMA. Fig.4.a-b
show a measurement of the transmission spectra in area
(3) versus W . Each spectra is fitted with a Lorentzian,
and the center energy of each peak ~ωbc is plotted in
Fig.4.c versus the laser pulse energy W . The resulting
dataset ~ωbc(W ) is constant throughout the whole range
ofW s and its standard deviation amounts to σ = 25µeV.
We can thus safely rule out any participation of the bare
cavity material to the observed optical nonlinearites.
IV. EXCITONIC STATE EFFECTIVE MASS
AND BINDING ENERGY
The excitonic effective masses, Bohr radius and bind-
ing energies in the different bulk materials mentioned in
Fig.1.c-d of the main text, are found in the literature.
These data are summarized in the table (I).
We consider that an excitonic state is stable at room
temperature when its binding energy Eb = 0.5kb× 300K
where the factor 0.5 accounts for the fact that in a quan-
tum well of thickness comparable with the Bohr radius,
4FIG. 4. Spectral shift of the bare cavity resonance. (a)
Measured normalized transmission spectra T (ω)/Tm of the
bare cavity resonance at T=105K in the area labelled (3).
The spectra are stacked from the lowest used pulse energy W
at the bottom (black line) to the highest at the top. the pulse
energy W (expressed in picoJoules) used for each spectrum
is indicated on the right axis. The laser pulse spectrum is
shown as a red dotted line. The dashed highlight the cavity
resonance peak energy. Lorentzian fits are shown as a solid
gray line on each spectra. b) Same dataset as in a) shown in
color log-scale. c) cavity resonance peak energy ~ωbc versus
W (horizontal log scale for W ).
m∗e m
∗
hh µX Eb aB Ref.
(me) (me) (me) (meV) (nm)
GaAs 0.063 0.51 0.056 4.2 14.5 [3–5]
CdTe 0.1 0.55 0.085 10 7.3 [6–8]
ZnSe 0.21 0.6 0.15 20 4.1 [9–11]
ZnO - - - - 1.8 [12]
CuBr 0.22 1.11 0.18 100 1.25 [13–15]
CuCl 0.43 1.85 0.35 190 0.7 [16–18]
MoSe2 0.8 0.5 0.3 550 1.1 [19–21]
TABLE I. Material parameters mentioned in this work: elec-
tron (m∗e) and heavy-hole (m∗hh) effective mass, excitonic re-
duced mass µX , and binding energies Eb. Bulk material is
considered for GaAs, CdTe, ZnSe, CuBr, and CuCl. MoSe2
cited effective masses are for a single monolayer. The cited
binding energy is for a monolayer grown surrounded by a
graphene bilayer on one side and vacuum on the other.
Eb is typically twice that in the bulk [22].
A. A note on the interaction constants in the
hydrogenic exciton theory
In the HE picture, the excitonic Bohr radius depends
on the reduced mass µ and dielectric constant r as aB =
r/µ × 2pi0~2/e2, where 0 is the vacuum permittivity,
and e is the electron charge. gs can thus be rewritten as
gs = C0
Ω2r
µ2
, (5)
where C0 = 2016pi2~4/(7e4). Using gx = 6~2/(2µ), gs is
thus connected to gx as
gs = C1Ω
2
rg
2
x, (6)
where C1 = 2016pi2/(63e4). We can draw two considera-
tions from there:
• While gx depends only on the exciton reduced mass
µ, Eq.(5) shows that gs depends on the dielectric
constant as 2r. gs is thus much more sensitive than
gx to any change in r.
• As is shown by Eq.(6), a correction of gx by a factor
α0 thus results in a correction of gs by a factor α20.
V. EQUATIONS OF MOTION FOR EXCITON
AND PHOTON FIELDS IN THE
θ-POLARIZATION BASIS
The dynamics of the system can be described by the
strongly-coupled Exciton-Photon Hamiltonian, including
the spin anisotropic two-body contact interactions be-
tween excitons and the saturation interaction due to the
finite exciton oscillator strength [23, 24].
Hˆ = Hˆlin + Hˆint (7)
Here Hˆlin is the linear Hopfield part and Hˆint is the non-
linear interaction part which are given as
Hˆlin =
∫
dr
∑
σ
[
ψˆ†x,σ(r) (~ωx) ψˆx,σ(r)
+ ψˆ†c,σ(r)
(
~ωc,0 − ~
2∇2
2mc
)
ψˆc,σ(r)
+
~Ω
2
(
ψˆ†x,σ(r) ψˆc,σ(r) + h.c.
) ]
Hˆint =
∫
dr
∑
σ
[(~ gx,‖
2
)
ψˆ†x,σ(r) ψˆ
†
x,σ(r) ψˆx,σ(r) ψˆx,σ(r)
−
(
~gs
2
)(
ψˆ†c,σ(r) ψˆ
†
x,σ(r) ψˆx,σ(r) ψˆx,σ(r) + h.c.
)]
+ ~gx,⊥ ψˆ†x,+(r) ψˆ
†
x,−(r) ψˆx,−(r) ψˆx,+(r)
where ψˆα,σ are the exciton (α = x) and cavity pho-
ton (α = c) field operators with circular polarization
σ = {+,−} respectively, satisfying bosonic commutation
relations. ωc,0 is the cavity photon frequency at vanishing
in-plane wavevector k‖ = 0 and mc its effective mass. ωx
is the excitonic transition frequency, of which we neglect
the kinetic contribution within the light cone. The exci-
tonic level and cavity resonance are taken as polarization-
isotropic. ~Ω is the Rabi splitting, gs is the saturation
interaction constant, gx,‖ and gx,⊥ are the Coulomb inter-
action constants between exciton of parallel and opposite
spin respectively.
5We derive the Heisenberg equation of motion as
i~∂tψˆα,σ = [ψˆα,σ, Hˆ], and take the mean field approxi-
mation 〈ψˆα,σ〉 = ψα,σ. Using the input-output theory to
include the pump and losses [25], the equations of motion
read
i∂tψc,+ =
(
ωc,0 − ~
2m
∇2 − iγc
2
)
ψc,+
+
(
Ω
2
− gs
2
|ψx,+|2
)
ψx,+ +
√
2γinAin,+
i∂tψx,+ =
(
ωx − iγx
2
+ gx,‖|ψx,+|2 + gx,⊥|ψx,−|2
)
ψx,+
+
(
Ω
2
− gs|ψx,+|2
)
ψc,+ − gs
2
ψ2x,+ψ
∗
c,+
i∂tψc,− =
(
ωc,0 − ~
2m
∇2 − iγc
2
)
ψc,−
+
(
Ω
2
− gs
2
|ψx,−|2
)
ψx,− +
√
2γinAin,−
i∂tψx,− =
(
ωx − iγx
2
+ gx,‖|ψx,−|2 + gx,⊥|ψx,+|2
)
ψx,−
+
(
Ω
2
− gs|ψx,−|2
)
ψc,− − gs
2
ψ2x,−ψ
∗
c,−,
where Ain,±(r, t) describes the incident laser pulse field
density, , γc = γin+γout is the cavity radiative decay rate,
and γin (γout) are the coupling rate of the laser into the
cavity (of the cavity into the outside detection channel).
In order to describe the experimental conditions, we
rewrite these equations in the |θ, θ¯〉 basis where, θ is the
rotation angle of the quarter waveplate with respect the
linear polarization |y〉 which is that of the laser output.
Algebra manipulation leads to following basis transfor-
mation
|θ〉 = 1
2
(i+ ei2θ)|+〉 − 1
2
(i+ e−i2θ)|−〉 (8)
|θ¯〉 = 1
2
(−i+ ei2θ)|+〉+ 1
2
(−i+ e−i2θ)|−〉, (9)
which allows us rewriting the equations of motion in the
(θ, θ¯) basis. In this transformation, we use the fact that
in the experiment, the source term Ain,θ¯=0. Moreover,
each nonlinear term involves products of three fields of
the form ψθ,θ¯ψ∗θ,θ¯ψθ,θ¯, such that none of them can serve
as auxiliary source terms for the θ¯ components of the
field, as long as its initial amplitude is zero. As a result,
only the nonlinear terms of the form ψθψ∗θψθ are nonzero,
and we can drop the two equations of motions describing
the θ¯-polarized field. We thus obtain the equations of
motion for the θ-polarized fields as
i∂tψc,θ =
(
ωc,0 − ~
2m
∇2 − iγc
2
)
ψc,θ +
√
2γinAin,θ
+
(
Ω
2
− g˜s(θ)
2
|ψx,θ|2
)
ψx,θ (10)
i∂tψx,θ =
(
ωx − iγx
2
+ g˜x(θ)|ψx,θ|2
)
ψx,θ
+
(
Ω
2
− g˜s(θ)|ψx,θ|2
)
ψc,θ − g˜s(θ)
2
ψ2x,θψ
∗
c,θ (11)
where
g˜x(θ) =
gx,‖ + gx,⊥
2
+
gx,‖ − gx,⊥
2
sin2(2θ) (12)
g˜s(θ) =
gs
2
[
(1 + sin2(2θ)
]
, (13)
corresponding to Eqs.(1-4) of the main text.
A. Polarization dependent spectral shift
1. Equations of motion in the polariton basis
In order to better understand the θ-dependence of the
spectral shift that we observe in Fig.2.d in the main text,
we can further transform the equations of motion to write
them into the polariton basis.
|L〉 = X|x〉 − C|c〉 (14)
|U〉 = C|x〉+X|c〉 (15)
is the polaritons basis expressed in the exciton photon
basis. |L,U〉 are the upper and lower polariton states,
|x, c〉 are the exciton and cavity photon states, and (X,C)
are the usual excitonic and photonic Hopfield coefficients.
The equation of motions in this basis read
i∂tψL,θ =
(
ωL,0 − ~
2mL
∇2 − iγL
2
)
ψL,θ
+
√
2γinCAL,in − CAL,in + ∆L (16)
i∂tψU,θ =
(
ωU,0 − ~
2mU
∇2 − iγU
2
)
ψU,θ
+
√
2γinXAU,in +XAU,in + ∆U , (17)
where ~ωL,U,0, ~γL,U , and mL,U are the lower and up-
per polaritons rest energy, linewidth and effective mass
respectively. AL,U,in is the laser amplitude at the lower
and upper polaritons energy. ∆U/L gather all the non-
linear terms in the upper (U) and lower (L) polariton
field equations. After discarding the terms that average
to zero, ∆U/L read
6∆L =
[
1
2
(
X2|ψL|2 + 2C2|ψU |2
) [(
X2gx,‖ +X2gx,⊥ + 2XCgs
)
+
(
X2gx,‖ −X2gx,⊥ + 2XCgs
)
sin2 2θ
]
− gsXC|ψU |2(1 + sin2 2θ)
]
ψL (18)
∆U =
[
1
2
(
C2|ψU |2 + 2X2|ψL|2
) [(
C2gx,‖ + C2gx,⊥ − 2XCgs
)
+
(
C2gx,‖ − C2gx,⊥ − 2XCgs
)
sin2 2θ
]
+ gsXC|ψL|2(1 + sin2 2θ)
]
ψU (19)
These equation allow a very general understanding of the
different contributions to the spectral shifts of the lower
and upper polaritons, including when a comparable pop-
ulation occupies the lower and upper polariton states,
like in our case.
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