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ON TRUNCATED LOGARITHMS OF FLOWS ON A
RIEMANNIAN MANIFOLD
BRUCE K. DRIVER
Abstract. This paper gives quantitative global estimates between a
time dependent flow on a Riemannian manifold (M) and the flow of
a vector field constructed by truncating the formal Magnus expansion
for the logarithm of the flow. As a corollary, we also find quantitative
estimates between the composition of the flows of two given time inde-
pendent vector fields on M and the flow of a truncated version of the
Baker-Cambel-Hausdorff-Dynkin expansion associated to the two given
vector fields.
Contents
1. Introduction 2
1.1. Basic flow estimates 3
1.2. Free niltpotent Lie groups and dynamical systems 6
1.3. Approximate logarithm theorems 10
1.4. Acknowledgments 12
2. Geometric notation and background 12
2.1. Riemannian distance 12
2.2. Flows 19
2.3. Diff (M)-Adjoint Action 20
2.4. Vector field differentiation of flows 22
2.5. Jacobian formulas and estimates for flows 24
2.6. Distance estimates for flows 26
3. Nilpotent Lie Algebras (Group) Results 27
3.1. Calculus and functional calculus on A 27
3.2. Truncated tensor algebra estimates 36
4. Logarithm Approximation Problem 42
5. Riemannian Distances on TM 54
5.1. Riemannian distances on vector bundles 54
5.2. Metrics on TM 64
6. First order derivative estimates 66
6.1. ∇νt∗ – estimates 66
7. First order distance estimates 70
Date: April 30, 2019.
2010 Mathematics Subject Classification. 34C40 (primary), 34A45, 53C20.
Key words and phrases. Magnus expansion; Strichartz formula, Baker-Cambel-
Hausdorff-Dynkin formula; Free nilpotent Lie groups.
1
ar
X
iv
:1
81
0.
02
41
4v
1 
 [m
ath
.D
G]
  4
 O
ct 
20
18
2 BRUCE K. DRIVER
8. First order logarithm estimates 72
9. Appendix: Gronwall Inequalities 75
9.1. Flat space Gronwall inequalities 75
9.2. A geometric form of Gronwall’s inequality 77
References 77
1. Introduction
For the purposes of this paper, let M be a connected manifold without
boundary, Γ (TM) be the space of smooth vector fields on M, g be a Rie-
mannian metric on M, d = dg be the induced length metric on M (see
Notation 2.1), ∇ = ∇g be the associated Levi-Civita covariant derivative,
and R = Rg be the curvature tensor of ∇ (see Definition 2.5).
Definition 1.1 (Complete vector fields). Let J = [0, T ] (or possibly some
other interval) and J 3 t → Yt ∈ Γ (TM) be a smoothly varying time
dependent vector field. We say that Y is complete provided for every s ∈
J and m ∈ M, there exists a solution, σ : J → M solving the ordinary
differential equation (ODE for short),
(1.1) σ˙ (t) = Yt (σ (t)) with σ (s) = m,
where σ˙ (0) and σ˙ (T ) are to be interpreted as the appropriate one-sided de-
rivative. [See Corollary 2.12 below for some necessary conditions on (M, g)
and Y· which imply that Y is complete.]
Definition 1.2 (Flows). If J = [0, T ] 3 t → Yt ∈ Γ (TM) is a smoothly
varying time dependent complete vector field, let µYt,s (m) := σ (t) where σ (·)
is the solution to Eq. (1.1). Thus the flow associated to Y, µYt,s : M →M
for s, t ∈ J, satisfies,
d
dt
µYt,s (m) = Yt ◦ µYt,s with µYs,s = IdM .
When Yt = Y is independent of t, we denote µ
Y
t,0 by e
tY so that µYt,s = e
(t−s)Y
for all s, t ∈ R.
The logarithm problem in this context is the question of finding vec-
tor fields, Zt ∈ Γ (TM) , so that µYt,0 = eZt . This problem seems to have
first been formally studied by Magnus [27] in the context of linear differ-
ential equations although the special case encoded in the Baker-Cambel-
Hausdorff-Dynkin formula is much older. For a short derivation of Magnus
result see [1], and for an extensive review of the Magnus’ expansion and its
many generalizations and applications see the survey article, [6]. Although
it is not within the author’s ability to give a systematic review of the many
uses of Magnus’ idea, in order to understand the breadth of applications let
me give a sampling references involving quantum physics, control theory,
geometric numerical integration, and stochastic analysis. An early reference
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in quantum physics is [37]. An example in control theory is [23] who is dis-
cussing taking logarithms of the Neumann-Dyson series and their non-linear
extensions described by K.T. Chen [12, 13] and Fliess [16]. The following
references, [9,15,17,19,25,26,30] along with the survey articles [8,22] and the
monographs [7,18], give only a sporadic sampling of the extensive literature
in geometric numerical integration theory. For references from stochastic
analysis, see [2, 3, 10, 11, 20, 21, 35, 36] which pertain to approximating sto-
chastic flows and see [33, 34] for a couple of example involving stochastic
control theory. Hopefully the reader sees from this sampling of references
how ubiquitous the “logarithm problem” has become.
A key starting point for this paper and many of the references above
is Strichartz’s [32, Eq. (G.C-B-H-D)] (and also see [5, 28]) formal series
solution,
(1.2)
Zt ∼
∞∑
m=1
∑
σ∈Pm
(
(−1)e(σ)
m2
(
m−1
e(σ)
))∫
∆m(t)
(−1)m adYτσ(m) . . . adYσ(2) Yτσ(1)dτ,
to the logarithm problem, i.e. Zt ∈ Γ (TM) “represented” by the series
above formally solves µYt,0 = e
Zt . In Eq. (1.2), Pm is the set of permutations
of {1, 2, . . . ,m} ,
∆m (t) = {0 ≤ τ1 ≤ τ2 ≤ · · · ≤ τm ≤ t} , and
e (σ) := # {j < m : σ (j) > σ (j + 1)}
is the number of “errors” in the ordering of σ (1) , . . . , σ (m) .
If M is a Lie group and Yt is a family of left invariant vector fields on M
then the expansion in Eq. (1.2) will converge when t is sufficiently close to 0
and the resulting sum will solve the logarithm problem in this context. There
is a rather vast literature exploring when such series expansions actually
converge, see for example [4, 14, 24, 29] just to give a very thin sample. In
the general context of arbitrary time dependent vector fields, the expansion
in Eq. (1.2) will typically not converge. In this paper, our goal is not to
discuss convergence of the series but rather to estimate the errors made by
truncating the expansion in Eq. (1.2).
For n ∈ N, let Z(n)t denote the series expansion in Eq. (1.2) where the first
sum,
∑∞
m=1, is truncated to
∑n
m=1 . Roughly speaking, the main object of
this paper is (under certain added hypothesis on Yt) to estimate the distance
between µYt,0 and e
Z
(n)
t . The rest of this introduction will be devoted to
summarizing the main results of this paper and in particular to stating
Theorems 1.30 and 1.32 below.
1.1. Basic flow estimates.
Notation 1.3. If ρm ≥ 0 for all m ∈M, we let
ρM := sup
m∈M
ρm.
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If J is a compact subinterval of R and M × J 3 (m, t) → ρm (t) ≥ 0 is a
continuous function we let,
|ρ|∗J :=
∫
J
ρM (t) dt =
∫
J
sup
m∈M
ρm (t) dt.
When J = [0, t] for some t > 0 we will simply write |ρ|∗t for |ρ|∗[0,t] . Note
that if J 3 t→ ρ (t) ≥ 0 does not depend on m ∈M, then
ρ∗t =
∫
J
ρ (t) dt = ‖ρ‖L1(J,m)
where m is Lebesgue measure on R.
Notation 1.4. For X ∈ Γ (TM) , m ∈M, and v, w ∈ TmM, let
∇2v⊗wX := ∇v (∇WX)−∇∇vWX
where W ∈ Γ (TM) is chosen so that W (m) = w.
See Definition 2.5 and Remark 2.6 below for an alternative but equivalent
definition of ∇2X as well as the verification that ∇2v⊗wX is well defined
bilinear form on TmM × TmM.
Notation 1.5 (Tensor Norms). If X ∈ Γ (TM) and m ∈M, let
|X|m := |X (m)|g
|∇X|m := sup|vm|=1
|∇vmX|g ,∣∣∇2X∣∣
m
= sup
|vm|=1=|wm|
∣∣∇2vm⊗wmX∣∣g ,
|R (X, ·)|m := sup|vm|=1=|wm|
|R (X (m) , vm)wm|g , and
Hm (X) :=
∣∣∇2X∣∣
m
+ |R (X, •)|m .
Let us give a few examples of how this notation will be used.
Example 1.6. Suppose that J 3 t→ Xt ∈ Γ (TM) is a continuously varying
time dependent vector field, then
|Xt|M := sup
m∈M
|Xt|m , |X·|∗J :=
∫
J
sup
m∈M
|Xt|m dt,∣∣∇2Xt∣∣M := sup
m∈M
∣∣∇2Xt∣∣m , ∣∣∇2X·∣∣∗J := ∫
J
sup
m∈M
∣∣∇2Xt∣∣m dt,
HM (Xt) = sup
m∈M
[∣∣∇2Xt∣∣m + |R (Xt, •)|m] ≤ ∣∣∇2Xt∣∣M + |R (Xt, •)|M ,
and
H (X·)∗J =
∫
J
sup
m∈M
Hm (Xt) dt ≤
∣∣∇2X·∣∣∗J + |R (X·, ·)|∗J .
The next theorem is a combination of Theorem 2.29 and Corollary 2.30
below.
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Theorem 1.7. Let J = [0, T ] 3 t → Xt,Yt ∈ Γ (TM) be two smooth com-
plete time dependent vector fields on M and µX and µY be their correspond-
ing flows. Then for m ∈ M and t > 0 (for notational simplicity) we have
the following estimates,
d
(
µXt,0 (m) , µ
Y
t,0 (m)
) ≤ ∫ t
0
e
∫ t
s |∇Xσ |µXσ,s(m)dσ · |Ys −Xs|µYs,0(m) ds
≤ e|∇X·|∗t |Y· −X·|∗t ,
d
(
µYt,0 (m) ,m
) ≤ ∫ t
0
|Ys|µYs,0(m) ds ≤ |Y |
∗
t , and
d
(
µYt,0 (m) ,m
) ≤ ∫ t
0
e
∫ t
s |∇Yσ |µYσ,s(m)dσ · |Ys|m ds ≤ e|∇Y |
∗
t
∫ t
0
|Ys (m)| ds.
We are also interested in estimating the distance between the differentials,(
µXt,0
)
∗ and
(
µYt,0
)
∗ , of µ
X
t,0 and µ
Y
t,0. To do so we endow TM with its “natu-
ral” Riemannian metric induced from the Riemannian metric, g, on M (see
Definition 5.1 of Section 5 below) and let dTM be the induced length metric
on TM. The next theorem is a combination of Theorem 7.2 and Corollary
7.3 below.
Theorem 1.8. If J = [0, T ] 3 t → Xt,Yt ∈ Γ (TM) are smooth complete
(see Definition 1.1) time dependent vector fields on M and µX and µY be
their corresponding flows, then
sup
v∈TM :|v|=1
dTM
((
µXt,0
)
∗ v,
(
µYt,0
)
∗ v
)
≤ e2|∇X|∗t+|∇Y |∗t · ((1 +H (X·)∗t ) |Y −X|∗t + |∇ [Y −X]|∗t ) ,
and
sup
v∈TM :|v|=1
dTM
((
µYt,0
)
∗ v, v
)
≤ e|∇Y |∗t · (|Y |∗t + |∇Y |∗t ) .
The next proposition starts to indicate how the two previous theorems fit
into the logarithm approximation theorem.
Proposition 1.9. Suppose that [0, T ] 3 t → Xt ∈ Γ (TM) is a complete
time dependent vector field and [0, T ] 3 t → Zt ∈ Γ (TM) is another time
dependent vector field such that Zt is complete for each fixed t and Z0 ≡ 0.
Then
(1.3) d
(
µXt,0 (m) , e
Zt (m)
) ≤ ∫ t
0
e
∫ t
s |∇Xσ |µXσ,s(m)dσ · ∣∣WZs −Xs∣∣eZs (m) ds
where
WZt :=
∫ 1
0
esZt∗ Z˙t ◦ e−sZtds =
∫ 1
0
AdesZt Z˙t ds ∈ Γ (TM) .
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Proof. By Corollary 2.23 below, which states,
d
dt
eZt = WZt ◦ eZt with eZ0 = Id
and so µW
Z
t,0 = e
Zt for all t ∈ [0, T ] . Thus the estimate in Eq. (1.3) follows
by applying Theorem 1.7 with Yt = W
Z
t . 
Because of Proposition 1.9, in order to find good approximate logarithms
for the flow, µX , we should choose Zt ∈ Γ (TM) so that Z0 = 0 and∣∣WZs −Xs∣∣eZs (m) is small. Ideally we would like to choose Z so that WZs =
Xs but this is not possible in general. However, formally solving the equa-
tion WZs = Xs for Z would lead to the expansion in Eq. (1.2). In order to
get precise estimates we are now going to make more assumptions (in the
spirit of control theory) on what we allow for our choice of Xt. These ad-
ditional assumptions and necessary notations will be explained in the next
subsection.
1.2. Free niltpotent Lie groups and dynamical systems.
Definition 1.10 (Tensor Algebras). Let T
(
Rd
)
:= ⊕∞k=0
[
Rd
]⊗k
be the ten-
sor algebra over Rd so the general element of ω ∈ T (Rd) is of the form
ω =
∞∑
k=0
ωk with ωk ∈
(
Rd
)⊗k
for k ∈ N0
where we assume ωk = 0 for all but finitely many k. Multiplication is the
tensor product and associated to this multiplication is the Lie bracket,
(1.4) [A,B]⊗ := A⊗B −B ⊗A for all A,B ∈ T
(
Rd
)
.
Definition 1.11 (Free Lie Algebra). The free Lie algebra over Rd will
be taken to be the Lie-subalgebra, F
(
Rd
)
, of
(
T
(
Rd
)
, [·, ·]⊗
)
generated by
Rd.
Remark 1.12. If (g, [·, ·]) is a Lie algebra and V ⊂ g is a subspace, then
using Jacobi’s identity one easily shows that Lie sub-algebra (Lie (V )) of g
generated by V may be described as;
Lie (V ) = span∪∞k=1
{
adv1 . . . advk−1 vk : v1, . . . , vk ∈ V
}
,
where adAB := [A,B] for all A,B ∈ g. As a consequence of this remark it
follows that F
(
Rd
)
is a N0-graded algebra with
F
(
Rd
)
= ⊕∞k=0Fk
(
Rd
)
where Fk
(
Rd
)
= F
(
Rd
)
∩
[
Rd
]⊗k ⊂ F (Rd) .
According to this grading, if A ∈ F (Rd) we let Ak ∈ Fk (Rd) denote the
projection of A into Fk
(
Rd
)
.
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See [31], for general background information on free Lie algebras. The
spaces T
(
Rd
)
and F
(
Rd
)
are infinite dimensional. We are going to be most
interested in the finite dimensional truncated versions of these algebras.
Definition 1.13 (Truncated Tensor Algebras). Given κ ∈ N, let
T (κ)
(
Rd
)
:= ⊕κk=0
[
Rd
]⊗k ⊂ T (Rd)
which is algebra under the multiplication rule,
AB =
κ∑
k=0
(AB)k =
κ∑
k=0
k∑
j=0
Aj ⊗Bk−j ∀ A,B ∈ T (κ)
(
Rd
)
and a Lie algebra under the bracket operation, [A,B] := AB − BA for all
A,B ∈ T (κ) (Rd) .
Notation 1.14. Let pi≤κ : T
(
Rd
) → T (κ) (Rd) and pi>κ := IT(Rd) − pi≤κ :
T
(
Rd
) → ⊕∞k=κ+1 [Rd]⊗k be the projections associated to the direct sum
decomposition,
T
(
Rd
)
= T (κ)
(
Rd
)
⊕
(
⊕∞k=κ+1
[
Rd
]⊗k)
.
Further let
(1.5) g(κ) = ⊕κk=1
[
Rd
]⊗k
which is a two sided ideal as well as a Lie sub-algebra of T (κ)
(
Rd
)
.
With this notation the multiplication and Lie bracket on T (κ)
(
Rd
)
may
be described as,
AB = pi≤κ (A⊗B) and [A,B] = pi≤κ [A,B]⊗ .
Notation 1.15 (Induced Inner product). The usual dot product on Rd in-
duces an inner product, 〈·, ·, 〉 on T (κ) (Rd) uniquely determined by requiring
T (κ)
(
Rd
)
:= ⊕κk=0
[
Rd
]⊗k
to be an orthogonal direct sum decomposition,
〈1, 1〉 = 1 for 1 ∈ [Rd]⊗0 , and
〈v1v2 . . . vk, w1w2 . . . wk〉 = 〈v1, w1〉 〈v2, w2〉 . . . 〈vk, wk〉
for any vj , wj ∈ Rd and 1 ≤ k ≤ κ. We let |A| :=
√〈A,A〉 denote the
associated Hilbertian norm of A ∈ T (κ) (Rd) .
Often, it turns out to be more convenient (see Proposition 3.24 below) to
measure the size of A ∈ g(κ) using the following “homogeneous norms.”
Definition 1.16 (Homogeneous norms). For A ∈ g(κ) ⊂ T (κ) (Rd) , let
N (A) := max
1≤k≤κ
|Ak|1/k
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and for f ∈ C ([0, t] , g(κ)) let
N∗t (f) := max
1≤k≤κ
|fk|∗1/kt = max
1≤k≤κ
(∫ t
0
|fk (τ)| dτ
)1/k
be the homogeneous L1-norm of f . [Note that N (A) is the best constant
such that |Ak| ≤ N (A)k for 1 ≤ k ≤ κ.]
Let us observe that for t ∈ R,
(1.6)
N (tA) = max
1≤k≤κ
[
|t|1/k |Ak|1/k
]
≤ max
1≤k≤κ
[
|t|1/k
]
·N (A) ≤ (1 ∨ |t|) ·N (A)
and if δt : T
(κ)
(
Rd
)→ T (κ) (Rd) is the dilation operator defined by δt (A) =∑κ
k=0 t
kAk, then
(1.7) N (δtA) = max
1≤k≤κ
[∣∣∣tkAk∣∣∣1/k] = |t|N (A) .
Definition 1.17 (Free Nilpotent Lie Algebra). The step κ free Nilpotent
Lie algebra on Rd may then be realized as the Lie sub-algebra, F (κ)
(
Rd
)
,
of g(κ) generated by Rd ⊂ T (κ) (Rd) .
Again, a simple consequence of Remark 1.12 is that, as vector spaces,
F (κ)
(
Rd
)
= pi≤κ
(
F
(
Rd
))
and F (κ)
(
Rd
)
is graded as
F (κ)
(
Rd
)
= ⊕κk=0F (κ)k
(
Rd
)
where
F
(κ)
k
(
Rd
)
:= F (κ)
(
Rd
)
∩
[
Rd
]⊗k ⊂ F (κ) (Rd) for 1 ≤ k ≤ κ.
The set,
(1.8) G(κ)
(
Rd
)
:= 1 + g(κ) ⊂ T (κ)
(
Rd
)
,
forms a group under the multiplication rule of T (κ)
(
Rd
)
which is a Lie group
with Lie algebra, Lie
(
G(κ)
)
= g(κ). Moreover, the exponential map,
g(κ) 3 ξ → eξ =
κ∑
k=0
ξk
k!
∈ G(κ)
(
Rd
)
,
is a diffeomorphism whose inverse is given by
(1.9) log (1 + ξ) =
κ∑
k=1
(−1)k+1
k
ξk.
[See Section 3 for more details.] We will mostly only use the following
subgroup of G(κ)
(
Rd
)
.
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Definition 1.18 (Free Nilpotent Lie Groups). For κ ∈ N, let G(κ)geo
(
Rd
) ⊂
G(κ) be the simply connected Lie subgroup of G(κ) = 1 ⊕κk=1
[
Rd
]⊗k
whose
Lie algebra is F (κ)
(
Rd
)
. This subgroup is a step-κ (free) nilpotent Lie group
which we refer to as the geometric sub-group of G(κ).
It is well known as a consequence of the Baker-Campel-Dynken-Hausdorff
formula (see Proposition 3.12 of Section 3) that the exponential map re-
stricted to F (κ)
(
Rd
)
,
F (κ)
(
Rd
)
3 ξ → eξ =
κ∑
k=0
ξk
k!
∈ G(κ)geo
(
Rd
)
,
is again diffeomorphism.
Notation 1.19. Let LD (C∞ (M,R)) denote the algebra of smooth linear
differential operators from C∞ (M,R) .
As usual we view the smooth vector fields, Γ (TM) , on M as a subspace
of LD (C∞ (M,R)) .
Definition 1.20 (Dynamical systems). A d-dimensional dynamical sys-
tem on M is a linear map, Rd 3 w → Vw ∈ Γ (TM) .
A d-dimensional dynamical system on M is completely determined by
knowing
{
Vej
}d
j=1
⊂ Γ (TM) where {ej}dj=1 is the standard basis for Rd. The
tensor algebra, T
(
Rd
)
, of Definition 1.10 satisfies the following universal
property; if V : Rd → A is a linear map, A is another associative algebra
with identity, then V extends uniquely to an algebra homomorphism from
T
(
Rd
)
toA which we still denote by V. The extension is uniquely determined
by V1 = 1A and Vv1⊗···⊗vk = Vv1 . . . Vvk for all vi ∈ Rd and k ∈ N. The
following example is of primary importance to this paper.
Example 1.21. Every d-dimensional dynamical system on M, Rd 3 w →
Vw ∈ Γ (TM) ⊂ LD (C∞ (M,R)) , extends to an algebra homomorphism
from T
(
Rd
)
to LD (C∞ (M,R)) . We will still denote this extension by V.
Because of Remark 1.12, it is easy to see that V
(
F
(
Rd
)) ⊂ Γ (TM) and
V |F(Rd) : F
(
Rd
)→ Γ (TM) is a Lie algebra homomorphism.
Notation 1.22 (Extension of V to F (κ)
(
Rd
)
). The restriction, V |F (κ)(Rd),
of V to the subspace F (κ)
(
Rd
)
of F
(
Rd
)
will be denoted by V (κ) : F (κ)
(
Rd
)→
Γ (TM) .
Remark 1.23. It is not generally true that V (κ) := V |F (κ)(Rd) : F (κ)
(
Rd
)→
Γ (TM) is a Lie algebra homomorphism. In order for this to be true we must
require that adVaκ . . . adVa1 Va0 = 0 for all {aj}
κ
j=0 ⊂ Rd, i.e.
{
Va : a ∈ Rd
}
should generate a step-κ nilpotent Lie sub-algebra of Γ (TM) .
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Definition 1.24 (Dynamical System Norms). If V is a dynamical system
and κ ∈ N, we let∣∣∣V (κ)∣∣∣
M
:=
{
|VA|M : A ∈ F (κ)
(
Rd
)
with |A| = 1
}
,(1.10) ∣∣∣∇V (κ)∣∣∣
M
:=
{
|∇VA|M : A ∈ F (κ)
(
Rd
)
with |A| = 1
}
,(1.11) ∣∣∣∇2V (κ)∣∣∣
M
:=
{∣∣∇2VA∣∣M : A ∈ F (κ) (Rd) with |A| = 1} , and(1.12)
HM
(
V (κ)
)
:= sup
{
HM (VA) : A ∈ F (κ)
(
Rd
)
with |A| = 1
}
(1.13)
where we allow for the possibility that any of these expressions might be
infinite. [Recall that HM (VA) is defined in Notation 1.5 and Example 1.6.]
1.3. Approximate logarithm theorems.
Definition 1.25 (See Definition 3.6). For ξ ∈ C1 ([0, T ] , F (κ) (Rd)) , let
gξ ∈ C1 ([0, T ] , Ggeo) denote the solution to the ODE,
(1.14) g˙ξ (t) = gξ (t) ξ˙ (t) with gξ (0) = 1
and
(1.15) Cξ (t) := log
(
gξ (t)
)
=
κ∑
k=1
(−1)k+1
k
(
gξ (t)− 1
)k ∈ F (κ) (Rd) .
Notation 1.26. For f, g ∈ C1 (M,M) , let
dM (f, g) := sup
m∈M
d (f (m) , g (m)) and
dTMM (f∗, g∗) := sup
v∈TM :|v|=1
dTM (f∗v, g∗v)
where again dTM is defined in Section 5 below.
Definition 1.27 (κ-complete). We say that a dynamical system, Rd 3 w →
Vw ∈ Γ (TM) , is κ-complete if for any ξ ∈ C1
(
[0, T ] , F (κ)
(
Rd
))
the time
dependent vector-field, [0, T ] 3 t → Vξ˙(t) ∈ Γ (TM) , is complete as defined
in Definition 1.1.
Assumption 1. Unless otherwise stated, the dynamical system V : Rd →
Γ (TM) is assumed to be κ-complete.
The next two theorems are the main theorems of this paper. The first
theorem is a combination of Theorem 4.11, Eq. (4.18), and Corollary 4.15.
To simplify the statements we first introduce the following notation.
Notation 1.28. For λ ≥ 0 and m,n ∈ N with m < n, let
Q[m,n] (λ) := max
{
λk : k ∈ N ∩ [m,n]
}
= max {λm, λn} and
Q(m,n] (λ) = Q[m+1,n] (λ) := max
{
λk : k ∈ N ∩ (m,n]
}
= max
{
λm+1, λn
}
.
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Notation 1.29. Given two functions, f (x) and g (x) , depending on some
parameters indicated by x, we write f (x) . g (x) if there exists a constant,
C (κ) , only possibly depending on κ so that f (x) ≤ C (κ) g (x) for the al-
lowed values of x. Similarly we write f (x)  g (x) if both f (x) . g (x) and
g (x) . f (x) hold.
Theorem 1.30. There is a constant c (κ) <∞ such that
dM
(
µ
Vξ˙
T,0, e
V
log(gξ(T ))
)
.
∣∣∣V (κ)∣∣∣
M
∣∣∣∇V (κ)∣∣∣
M
ec(κ)|∇V (κ)|MQ[1,κ](N∗T (ξ˙))Q(κ,κ+1]
(
N∗T
(
ξ˙
))
for every ξ ∈ C1 ([0, T ] , F (κ) (Rd)) . Moreover, if A,B ∈ F (κ) (Rd) , then
dM
(
eVB , IdM
) ≤ ∣∣∣V (κ)∣∣∣ |B| ≤ ∣∣∣V (κ)∣∣∣Q[1,κ] (N (B))
and
dM
(
eVB ◦ eVA , eVlog(eAeB)
)
. K0N (A)N (B)Q[κ−1,2κ−2] (N (A) +N (B))
where
K0 :=
∣∣∣V (κ)∣∣∣
M
∣∣∣∇V (κ)∣∣∣
M
ec(κ)|∇V (κ)|MQ[1,κ](N(A)+N(B)).
Remark 1.31 (Dialating Theorem 1.30). If we define the dilation homo-
morphism, δλ : T
(κ)
(
Rd
) → T (κ) (Rd) , where δλA = ∑κk=0 λkAk for λ > 0
and A ∈ T (κ) (Rd) , then N∗T (λξ˙) = λN∗T (ξ˙) and hence it follows from
Theorem 1.30 that
dM
(
µ
Vδλξ˙
T,0 , e
V
log(gδλξ(T ))
)
= O
(
λκ+1
)
and λ→ 0.
If is also easy to verify, 1) N (δλA) = λN (A) for all A ∈ F (κ)
(
Rd
)
, 2)
gδλξ = δλ
(
gξ
)
,
3) log
(
gδλξ
)
= log
(
δλ
(
gξ
))
= δλ log
(
gξ
)
,
and 4) δλξ˙ (t) = λξ˙ (t) in the special case where ξ (t) ∈ Rd ⊂ F (κ)
(
Rd
)
.
The next theorem (which is a combination of Theorem 8.4, Eq. (4.19),
and Corollary 8.5) is an analogue of Theorem 1.30 for the differentials of
µ
Vξ˙
T,0 of e
V
log(gξ(T )) .
Theorem 1.32. If ξ ∈ C1 ([0, T ] , F (κ) (Rd)) , then
dTMM
(
µ
Vξ˙
T,0∗, e
V
log(gξ(T ))
∗
)
≤ K ·Q(κ,2κ]
(
N∗T
(
ξ˙
))
,
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where
K = K
(
T,
∣∣∣V (κ)∣∣∣
M
,
∣∣∣∇V (κ)∣∣∣
M
,
∣∣∣∇2V (κ)∣∣∣
M
, |R 〈V·, •〉|M , N∗T
(
ξ˙
))
is a (fairly complicated) increasing function of each of its arguments. More-
over, if A,B ∈ F (κ) (Rd) , then
dTMM
(
eVB , IdM
) ≤ ∣∣∣V (κ)∣∣∣ |B| ≤ ∣∣∣V (κ)∣∣∣Q[1,κ] (N (B))
and
dTMM
([
eVB ◦ eVA]∗ , eVlog(eAeB)∗ )
≤ K1 ·N (A)N (B)Q(κ−1,2(κ−1)] (N (A) +N (B)) .
where
K1 = K1
(∣∣∣V (κ)∣∣∣
M
,
∣∣∣∇V (κ)∣∣∣
M
, HM
(
V (κ)
)
, N (A) ∨N (B)
)
.
This paper separates into two parts. The first part consisting of Sections
2 –4 which develops the results needed to prove Theorem 1.30 estimating
error between the flow µ
Vξ˙
T,0 and e
V
log(gξ(T )) . The second part of the paper
consists of Sections 5 – 8 where the tools are developed to estimate the error
between the differentials of µ
Vξ˙
T,0 and e
V
log(gξ(T )) given in Theorem 1.32. The
computations in the second part are necessarily more complicated and this
is where curvature of M enters the scene. Lastly, the Appendix 9 gathers
some basic Gronwall type estimates used in the body of this paper.
1.4. Acknowledgments. The author is very grateful to Masha Gordina
for many illuminating conversations on this work and to her hospitality and
to that of the mathematics department at the University of Connecticut
where this work was started while I was on sabbatical in the Fall of 2017.
2. Geometric notation and background
2.1. Riemannian distance. Given −∞ < a < b < ∞, a path, σ ∈
C ([a, b]→M) is said to be absolutely continuous provided for any chart
x on M and closed positive length subinterval, J ⊂ [a, b] such that σ (J) ⊂
D (x) (D (x) is the domain of x) we have then x ◦σ|J : J → Rd is absolutely
continuous.
Notation 2.1. For −∞ < a < b < ∞, let AC ([a, b]→M) denote the
absolutely continuous paths from [a, b] to M . Moreover, if p, q ∈M, let
ACp,q ([a, b]→M) := {σ ∈ AC ([a, b]→M) : σ (a) = p and σ (b) = q} .
The length, `M (σ) , of a path in σ ∈ AC ([a, b]→M) is defined by
`M (σ) :=
∫ b
a
|σ˙ (t)| dt
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and (as usual) the distance between m,m′ ∈M is defined by
d
(
m,m′
)
:= inf
{
`M (σ) : σ ∈ ACm,m′ ([0, 1]→M)
}
.
Given v ∈ TM, let σv (t) be the geodesic in M such that σ˙v (0) = v, exp (v) =
σv (1) ∈M for those v ∈ TM such that σv (1) exists, and for m ∈M we let
expm := exp |TmM : TmM →M.
Throughout this paper we will use the following geometric notations.
Notation 2.2 (Metric vector bundles and connections). Let (M, g) be a
Riemannian manifold, pi : E →M be a real Hermitian vector bundle over M
(with fiber dimension, D) with the fiber metric denoted by, 〈·, ·〉E . We further
assume that E is equipped with a metric compatible covariant derivative,
∇ = ∇E. [Typically we are interested in the setting where E = TM in which
case we always take ∇ = ∇TM to be the Levi-Civita covariant derivative on
TM.] Further,
(1) let Em := pi
−1 ({m}) be the fiber over m which is isomorphic to RD,
(2) let //∇t (σ) : Eσ(a) → Eσ(t) denote parallel translation along a curve
σ ∈ C1 ([a, b]→M) or more generally along σ ∈ AC ([a, b]→M) –
the space of M -valued absolutely continuous paths on [a, b] , and
(3) if ξ (t) ∈ Eσ(t) for t ∈ [a, b] , let
∇tξ (t) = ∇ξ
dt
(t) := //t (σ)
d
dt
[
//t (σ)
−1 ξ (t)
]
.
By assumption, for every m ∈M, there exists an open neighborhood (W )
of m and a smooth function W × RD 3 (m,α) → u (m)α ∈ E such that
u (m) : RD → Em is an isometric isomorphism of inner product spaces. We
refer to (u,W ) as a (local) orthogonal frame of E. We also let SO
(
RD
)
be the group of D ×D real orthogonal matrices with determinant equal to
1 and let so
(
RD
)
be its Lie algebra of D×D real skew-symmetric matrices.
Remark 2.3 (Local model for E). As described just above, after choosing
a local orthogonal frame, we may identify (locally) E with the trivial bundle
W × RD where W is an open subset of W. In this local model we have;
(1) pi (m,α) = m for all m ∈W and α ∈ Rd.
(2) 〈(m,α) , (m,β)〉 = α · β for all m ∈W and α, β ∈ Rd.
(3) There exists and so
(
RD
)
-valued one form, Γ, such that if S (m) =
(m,α (m)) is a section of E and v ∈ TmW, then
∇vS = (m, dα (vm) + Γ (vm)α (m)) .
(4) If σ ∈ C1 ([α, β]→W ) , then //t (σ) (σ (a) , α) = (σ (t) , g (t)α) where
g (t) ∈ SO (RD) is the solution to the ordinary differential equation,
g˙ (t) + Γ (σ˙ (t)) g (t) = 0 with g (a) = IRD .
(5) If ξ (t) = (σ (t) , α (t)) is a C1-path in E, then
(2.1)
∇ξ
dt
(t) = (σ (t) , α˙ (t) + Γ (σ˙ (t))α (t)) .
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For completeness, here is the verification of Eq. (2.1);
d
dt
[
//t (σ)
−1 ξ (t)
]
=
d
dt
(
σ (a) , g (t)−1 α (t)
)
=
(
σ (a) , g (t)−1 α˙ (t)− g (t)−1 g˙ (t) g (t)−1 α (t)
)
=
(
σ (a) , g (t)−1 α˙ (t) + g (t)−1 Γ (σ˙ (t))α (t)
)
= //t (σ)
−1 (σ (t) , α˙ (t) + Γ (σ˙ (t))α (t)) .
The next elementary lemma illustrates how the structures in Notation 2.2
fit together.
Lemma 2.4. If ξ : [a, b]→ E is a C1-curve and σ := pi ◦ ξ ∈ C1 ([a, b] ,M) ,
then
(2.2) ||ξ (b)| − |ξ (a)|| ≤
∣∣∣//b (σ)−1 ξ (b)− ξ (a)∣∣∣ ≤ ∫ b
a
∣∣∣∣∇dtξ (t)
∣∣∣∣ dt.
Proof. By the metric compatibility of ∇, |ξ (b)| =
∣∣∣//b (σ)−1 ξ (b)∣∣∣ and there-
fore
||ξ (b)| − |ξ (a)|| =
∣∣∣∣∣∣//b (σ)−1 ξ (b)∣∣∣− |ξ (a)|∣∣∣ ≤ ∣∣∣//b (σ)−1 ξ (b)− ξ (a)∣∣∣
which proves the first inequality in Eq. (2.2). By the fundamental theorem
of calculus and the definition of ∇dt ,
//b (σ)
−1 ξ (b)− ξ (a) =
∫ b
a
d
dt
[
//t (σ)
−1 ξ (t)
]
dt
=
∫ b
a
//t (σ)
−1 ∇
dt
ξ (t) dt.
The second inequality in Eq. (2.2) now follows from this identity and the
triangle inequality for vector valued integrals,∣∣∣∣∫ b
a
//t (σ)
−1 ∇
dt
ξ (t) dt
∣∣∣∣ ≤ ∫ b
a
∣∣∣∣//t (σ)−1 ∇dtξ (t)
∣∣∣∣ dt = ∫ b
a
∣∣∣∣∇dtξ (t)
∣∣∣∣ dt.

Definition 2.5. If X ∈ Γ (TM) and vm, wm ∈ TmM, let
∇2vm⊗wmX :=
d
dt
|0
[
//t (σ)
−1 (∇//t(σ)wmX)]
where σ (t) ∈M is chosen so that σ˙ (0) = vm. In this notation the curvature
tensor may be defined by
R (vm, wm) ξm = ∇2vm⊗wmX −∇2wm⊗vmX,
where X ∈ Γ (TM) is any vector field such that X (m) = ξm ∈ TmM.
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Remark 2.6. If W,X ∈ Γ (TM) and vm = σ˙ (0) ∈ TmM, then
∇vm∇WX =
d
dt
|0//t (σ)−1 (∇WX) (σ (t))
=
d
dt
|0
[
//t (σ)
−1∇W (σ(t))X
]
=
d
dt
|0
[
//t (σ)
−1∇//t(σ)[//t(σ)−1W (σ(t))]X
]
=
d
dt
|0
[
//t (σ)
−1∇//t(σ)W (m)X
]
+
d
dt
|0
[
∇[//t(σ)−1W (σ(t))]X
]
= ∇2vm⊗W (m)X +∇∇vmWX.(2.3)
This shows two things; 1) that ∇2vm⊗wmX is independent of the choice of
curve, σ (t) such that σ˙ (0) = vm since
∇2vm⊗W (m)X = ∇vm∇WX −∇∇vmWX,
and 2) that with this definition of ∇2X the natural product rule derived in
Eq. (2.3) holds.
Definition 2.7. For f ∈ C1 (M,M) let f∗ : TM → TM be the differential
of f,
|f∗|m := sup
v∈TmM :|v|=1
|f∗v| for each m ∈M, and
|f∗|M := sup
m∈M
|f∗|m = sup
v∈TM :|v|=1
|f∗v| .
Definition 2.8. We say f ∈ C (M,M) is Lipschitz if there exists K =
K (f) <∞ such that
(2.4) d
(
f (m) , f
(
m′
)) ≤ Kd (m,m′) ∀ m,m′ ∈M.
The best smallest K ∈ [0,∞] such that Eq. (2.4) holds is denoted by Lip (f) ,
i.e.
Lip (f) := sup
m 6=m′
d (f (m) , f (m′))
d (m,m′)
.
We will write Lip (f) =∞ if f is not Lipschitz.
Lemma 2.9. If f ∈ C1 (M,M) then Lip (f) = |f∗|M .
Proof. Let m,m′ ∈ M and σ ∈ AC ([0, 1] ,M) such that σ (0) = m and
σ (1) = m′. Then f ◦ σ ∈ AC ([0, 1] ,M) and ddtf (σ (t)) = f∗σ˙ (t) for a.e. t
and therefore,
d
(
f (m) , f
(
m′
)) ≤ ` (f ◦ σ) = ∫ 1
0
|f∗σ˙ (t)| dt
≤
∫ 1
0
|f∗|M |σ˙ (t)| dt = |f∗|M `M (σ) .
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Taking the infimum of this inequality over all σ ∈ ACm,m′ ([0, 1] ,M) then
shows
d
(
f (m) , f
(
m′
)) ≤ |f∗|M d (m,m′)
which implies Lip (f) ≤ |f∗|M .
For the opposite inequality let m ∈ M, v ∈ TmM with |v| = 1, and let
σv (t) := expm (tv) for t near 0. Further let γ (t) be the smooth curve in
Tf(m)M satisfying γ (0) = 0f(m) and f (σv (t)) = expf(m) (γ (t)) . It then
follows that
γ˙ (0) =
(
expf(m)
)
∗
γ˙ (0) = f∗σ˙v (0) = f∗v
and for t sufficiently close to 0 ∈ R, that
|γ (t)| = d (f (m) , f (σv (t))) ≤ Lip (f) d (m,σv (t)) = Lip (f) |v| |t| = Lip (f) |t| .
Since
lim
t→0
1
t
γ (t) = lim
t→0
1
t
[γ (t)− γ (0)] = γ˙ (0) = f∗v
we may conclude that
|f∗v| = lim
t→0
∣∣∣∣1t γ (t)
∣∣∣∣ ≤ Lip (f) .
As v ∈ TM was arbitrary, it follows that |f∗|M ≤ Lip (f) . 
Lemma 2.10. If X ∈ Γ (TM) satisfies, |∇X|M <∞, then
(2.5) ||X (p)| − |X (m)|| ≤ |∇X|M · d (p,m) ∀ m, p ∈M,
i.e. Lip (|X (·)|) ≤ |∇X|M .
Proof. Let σ ∈ C1 ([0, 1] ,M) satisfy σ (0) = m and σ (1) = p and define
ξ (t) = X (σ (t)) and note that∣∣∣∣∇dtξ (t)
∣∣∣∣ = ∣∣∇σ˙(t)X∣∣ ≤ |∇X|M |σ˙ (t)| .
Therefore by Lemma 2.4,
(2.6)
||X (p)| − |X (m)|| ≤
∫ 1
0
∣∣∣∣∇dtξ (t)
∣∣∣∣ dt ≤ ∫ 1
0
|∇X|M |σ˙ (t)| dt = |∇X|M ·` (σ) .
Taking the infimum of the last term in this inequality over all paths joining
m to p gives Eq. (2.5). 
Theorem 2.11 (Distance estimates). Suppose that [0, T ] 3 t → Yt ∈
Γ (TM) smoothly varying time dependent vector field and (a, b) ⊂ [0, T ]
and σ : (a, b)→M solves
σ˙ (t) = Yt (σ (t)) for all t ∈ (a, b)
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where σ˙ (a) and σ˙ (b) are interpreted as appropriate one sided derivatives.
Then for any s, t ∈ (a, b) ,
d (σ (t) , σ (s)) ≤ |Y |∗J(s,t) ≤ |Y |∗T and
d (σ (t) , σ (s)) ≤ e|∇Y |∗J(s,t) |Y· (m)|∗J(s,t) ≤ e|∇Y |
∗
T · |Y· (m)|∗T .
Proof. Without loss of generality we may assume that s ≤ t. Since d (σ (t) , σ (s))
is no more than the length of σ|[s,t] we immediately find,
d (σ (t) , σ (s)) ≤
∫ t
s
|σ˙ (τ)| dτ =
∫ t
s
|Yτ (σ (τ))| dτ |Y |∗J(s,t) ≤ |Y |∗T
which gives the first inequality. To prove the second inequality we use the
estimate in Eq. (2.6) with X = Yt to find,
|σ˙ (t)| = |Yt (σ (t))| ≤ |Yt (σ (s))|+ |∇Yt|M `
(
σ|[s,t]
)
= |Yt (σ (s))|+ |∇Yt|M
∫ t
s
|σ˙ (r)| dr.(2.7)
If we define
ψ (τ) :=
∫ s+τ
s
|σ˙ (r)| dr for 0 ≤ τ ≤ b− s,
then the inequality in Eq. (2.7) may be rewritten as,
ψ˙ (τ) = |σ˙ (s+ τ)| ≤ |Ys+τ (m)|+ |∇Ys+τ |M ψ (τ) with ψ (0) = 0.
By Gronwall’s inequality (see Proposition 9.1) and a simple change of vari-
ables we find,∫ s+τ
s
|σ˙ (r)| dr = ψ (τ) ≤
∫ τ
0
e
∫ τ
r |∇Ys+τ |Mds · |Ys+r (m)| dr
=
∫ τ
0
e
∫ s+τ
s+r |∇Yσ |Mdσ · |Ys+r (m)| dr.
Choosing τ so that s + τ = t and making another translational change of
variables yields
d (σ (t) , σ (s)) ≤
∫ t
s
|σ˙ (r)| dr ≤
∫ t−s
0
e
∫ t
s+r|∇Yσ |Mdσ · |Ys+r (m)| dr
=
∫ t
s
e
∫ t
τ |∇Yσ |Mds · |Yτ (m)| dτ ≤ e|∇Y |
∗
J(s,t) |Y· (m)|∗J(s,t)
which gives the second inequality. 
Corollary 2.12. If (M, g) is a complete Riemannian manifold and either
|Y |∗T <∞ or |∇Y |∗T <∞, then Y is complete.
Proof. Suppose that s ∈ [0, T ] and m ∈M are given and that σ : (a, b)→M
is a maximal solution to the ODE,
σ˙ (t) = Yt (σ (t)) with σ (s) = m.
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In order to handle both cases at once, let R := |Y |∗T or R = e|∇Y |
∗
T |Y· (m)|∗T
so that according to Theorem 2.11, σ (t) ∈ K := B (0, R) for all t ∈ (a, b) .
Since R <∞ and M is complete we know that K is compact and hence∣∣σ′ (t)∣∣ = |Yt (σ (t))| ≤ CK := max
0≤s≤T & m∈K
|Ys (m)| <∞.
Thus it follows that
d (σ (t) , σ (s)) ≤ CK |t− s| for s, t ∈ (a, b) .
From this we conclude that limt↑b σ (t) exists as {σ (t) : t ↑ τ} is a Cauchy
and (M, g) is complete and similarly, limt↓a σ (t) exists and we may extend
σ to a continuous function on [a, b] .
We now claim that the one sided derivatives of σ (t) at t = a and t =
b exist and are given by Ya (σ (a)) and Yb (σ (b)) respectively. Indeed, if
limt↑b σ (t) = p =: σ (b) and f ∈ C∞ (M) , then for a < t < b
f (σ (b))− f (σ (t)) = lim
τ↑b
f (σ (τ))− f (σ (t))
= lim
τ↑b
∫ τ
t
df
(
σ′ (r)
)
dr
= lim
τ↑b
∫ τ
t
(Yrf) (σ (r)) dr =
∫ b
t
(Yrf) (σ (r)) dr
and hence
lim
t↑b
f (σ (b))− f (σ (t))
b− t = limt↑b
1
b− t
∫ b
t
(Yrf) (σ (r)) dr = (Ybf) (σ (b)) .
Since this holds for all f ∈ C∞ (M) , it follows that σ has a left derivative at
b given by Yb (σ (b)) . Similarly, one shows the right derivative of σ (t) exists
at t = a and is given by Ya (σ (a)) .
To complete the proof, for the sake of contradiction, suppose that b < T.
By local existence of ODEs we may find γ : (b− ε, b+ ε)→M such that
γ˙ (t) = Yt (γ (t)) with γ (b) = p = σ (b) .
The path
σ˜ (t) :=
{
σ (t) if 0 ≤ t ≤ b
γ (t) if b ≤ t < b+ ε
then satisfies the ODE on a longer time interval which violates the maximal-
ity of the solution and so we in fact must have b = T. Similarly, one shows
that a must be 0 as well and hence Y is complete. 
Corollary 2.13 (|∇X|M < ∞ growth implications). If X ∈ Γ (TM) is a
complete time independent vector field, then for all m ∈M,
d
(
eX (m) ,m
) ≤ |X|M , and(2.8)
d
(
eX (m) ,m
) ≤ |X (m)| · e|∇X|M .(2.9)
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Proof. This follows immediately from Theorem 2.11 with Yt = X for all t
and σ (t) = etX (m) . The inequalities in the theorem are applied with t = 1
and s = 0. 
2.2. Flows. The next theorem recalls some basic properties of flows asso-
ciated to complete time dependent vector fields.
Theorem 2.14. Suppose that J = [0, T ] 3 t → Yt ∈ Γ (TM) is a smoothly
varying complete vector field on M and for fixed s ∈ J and m ∈M, J 3 t→
µt,s (m) is the unique solution to the ODE,
d
dt
µt,s (m) = Yt (µt,s (m)) with µs,s (m) = m.
Then;
(1) J × J ×M 3 (t, s,m)→ µt,s (m) ∈M is smooth.
(2) For all r, s, t ∈ J,
(2.10) µt,s ◦ µs,r = µt,r.
(3) For all s, t ∈ J, µt,s ∈ Diff (M) , µ−1t,s = µs,t, the map (s, t,m) →
µ−1t,s (m) is smooth and
(2.11)
d
dt
µ−1t,s = µ˙s,t = − (µs,t)∗ Yt = −
(
µ−1t,s
)
∗ Yt.
(4) For all s, t ∈ J,
(2.12) µt,s = µt,0 ◦ µ−1s,0.
Proof. We take each item in turn.
(1) The smoothness of (t, s,m)→ µt,s (m) is a basic consequence of the
fact that ODE’s depend smoothly on parameters and initial condi-
tions. For example σ (τ) = µT (τ),s (m) and T (τ) = τ + s, then
d
dτ
(
σ (τ)
T (τ)
)
=
(
Yτ (σ (τ))
1
)
with
(
σ (0)
T (0)
)
=
(
m
T (0) = s
)
and hence σ (τ,m, s) = µτ+s,s (m) depends smoothly on (τ,m, s) and
hence µ depends smoothly on all of its variables.
(2) To prove Eq. (2.10) simply notice that t → µt,s ◦ µs,r and t → µt,r
both satisfy the differential equation,
d
dt
νt = Yt ◦ νt with νs = µs,r
(3) Taking r = t in Eq. (2.10) gives,
(2.13) µt,s ◦ µs,t = µt,t = IdM for all s, t ∈ J.
By interchanging s and t in the above equation may also be written
as
(2.14) µs,t ◦ µt,s = IdM for all s, t ∈ J.
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From these last two equations we see that µt,s ∈ Diff (M) for all
s, t ∈ J and moreover that µ−1t,s = µs,t which also shows the map
(s, t,m) → µ−1t,s (m) is smooth. To prove Eq. (2.11) we differentiate
Eq. (2.13) with respect to t to find,
0 = µ˙t,s ◦ µs,t + (µt,s)∗ µ˙s,t = Yt ◦ µt,s ◦ µs,t + (µt,s)∗ µ˙s,t
= Yt + (µt,s)∗ µ˙s,t
and hence
µ˙s,t = − (µt,s)−1∗ Yt = − (µs,t)∗ Yt.
(4) This one is easily deduced by what has already been proved;
µt,s = µt,0 ◦ µ0,s = µt,0 ◦ µ−1s,0.

2.3. Diff (M)-Adjoint Action.
Definition 2.15 (Adjoint actions and Lie derivatives). If f ∈ Diff (M) and
Y ∈ Γ (TM) , let Adf Y = f∗Y ◦ f−1 ∈ Γ (TM) , i.e. Adf Y is the vector
field defined by
(2.15) (Adf Y ) (m) = f∗Y
(
f−1 (m)
) ∈ TmM ∀ m ∈M.
If X,Y ∈ Γ (TM) , then the Lie derivative of Y with respect to X is
(2.16) LXY :=
d
dt
|0 Ade−tX Y =
d
dt
|0e−tX∗ Y ◦ etX .
We further let
(2.17) adX :=
d
dt
|0 AdetX = −LX .
Remark 2.16. The following identities are well known and easy to prove.
(1) If f, g ∈ Diff (M) then Adf◦g = Adf Adg .
(2) The Lie derivative, LXY, is again a vector field on M which may
also be computed using
LXY = [X,Y ] = XY − Y X.
(3) If X,Y ∈ Γ (TM) and f ∈ Diff (M) , then
(2.18) Adf [X Y ] = [Adf X,Adf Y ] .
For example, to verify Eq. (2.18), observe that Adf Y is the unique vector
field on M such that
(2.19) f∗Y = (Adf Y ) ◦ f,
i.e. such that Y and Adf Y are “f -related.” Since the commutator of two f -
related vector fields are f -related, it follows that [X,Y ] and [Adf X,Adf Y ]
are f -related, i.e.
f∗ [X,Y ] = [Adf X,Adf Y ]◦f =⇒ Adf [X Y ] = f∗ [X,Y ]◦f−1 = [Adf X,Adf Y ] .
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Proposition 2.17 (Adjoint flow equations). Suppose Y ∈ Γ (TM) and
νt ∈ Diff (M) is smoothly varying in t. If we define
Wt := ν˙t ◦ ν−1t ∈ Γ (TM) and W˜t =
(
ν−1t
)
∗ ν˙t ∈ Γ (TM) ,
then the adjoint flows of Y , Adνt Y and Adν−1t
Y, satisfy
(2.20)
d
dt
Adνt Y = [Adνt Y,Wt] = Adνt
[
Y, W˜t
]
and
(2.21)
d
dt
Adν−1t
Y =
[
W˜t,Adν−1t
Y
]
= Adν−1t
[Wt, Y ] .
Proof. Let Yt := Adνt Y for t ∈ R (as in Eq. (2.19)) so that,
Yt ◦ νt = (Adνt Y ) ◦ νt = νt∗Y.
Hence, if ϕ ∈ C∞ (M,R) , then
(Ytϕ) ◦ νt = (νt∗Yt)ϕ = Y (ϕ ◦ νt)
and differentiating this equation in t gives(
Y˙tϕ
)
◦ νt + (WtYtϕ) ◦ νt = Y ((Wtϕ) ◦ νt) = (νt∗Y ) (Wtϕ) = (YtWtϕ) ◦ νt.
The last equation is equivalent to the first equality in Eq. (2.20). Since
Adνt W˜t = Wt,
[Yt,Wt] =
[
Adνt Y,Adνt W˜t
]
= Adνt
[
Y, W˜t
]
which gives the second equality in Eq. (2.20).
As, by Theorem 2.14,
d
dt
ν−1t = −ν−1t∗ Wt = −ν−1t∗ Wt ◦ νt ◦ ν−1t = −W˜t ◦ ν−1t ,
it follows from Eq. (2.20) that
d
dt
(
Adν−1t
Y
)
=
[
Adν−1t
Y,−W˜t
]
=
[
W˜t,Adν−1t
Y
]
and
d
dt
(
Adν−1t
Y
)
= Adν−1t
[Y,−Wt] = Adν−1t [Wt, Y ] ,
which proves both equalities Eq. (2.21). 
Corollary 2.18. If Y,X ∈ Γ (TM) with X being complete, then
d
dt
AdetX Y = AdetX adX Y = adX AdetX Y
where adX = −LX .
Proof. The result follows directly from Eq. (2.20) by taking νt = e
tX and
noting that Wt = X = W˜t in this case as AdetX X = X for all t ∈ R. 
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2.4. Vector field differentiation of flows.
Definition 2.19 (Differentiating µX inX). Let Xt, Yt ∈ Γ (TM) be smoothly
varying time dependent vector fields on M. We say µX is differentiable
relative to Y if there exists {Xεt }ε,t ⊂ Γ (TM) such that (t, ε,m)→ Xεt (m) ∈
TM is smooth and Xε· is complete for ε near 0, X0t = Xt, and
d
dε |0Xεt = Yt.
If all of this holds we let
(2.22) ∂Y µ
X
t,s :=
d
dε
|0µXεt,s .
Theorem 2.20. If Xt, Yt ∈ Γ (TM) are as in Definition 2.19 so that
∂Y µ
X
t,s =
d
dε |0µX
ε
t,s exists, then
∂Y µ
X
t,s =
∫ t
s
µXt,τ∗
[
Yτ ◦ µXτ,s
]
dτ(2.23)
=
(∫ t
s
AdµXt,τ Yτdτ
)
◦ µXt,s(2.24)
=
(
µXt,s
)
∗
∫ t
s
AdµXs,τ Yτdτ.(2.25)
Proof. Let Vt,s :=
(
µXs,t
)
∗ ∂Y µ
X
t,s ∈ Γ (TM) so that
(2.26) ∂Y µ
X
t,s =
d
dε
|0µXεt,s =
(
µXt,s
)
∗ Vt,s
Notice that Eq. (2.26) is equivalent to, for all f ∈ C∞ (M),
d
dε
|0
[
f ◦ µXεt,s
]
= df
(
d
dε
|0µXεt,s
)
= df
(
∂Y µ
X
t,s
)
= df
((
µXt,s
)
∗ Vt,s
)
= Vt,s
[
f ◦ µXt,s
]
.(2.27)
So, on one hand,
d
dε
|0 d
dt
[
f ◦ µXεt,s
]
=
d
dt
d
dε
|0
[
f ◦ µXεt,s
]
=
d
dt
Vt,s
[
f ◦ µXt,s
]
= V˙t,s
[
f ◦ µXt,s
]
+ Vt,s
[
Xtf ◦ µXt,s
]
.(2.28)
On the other hand,
d
dt
[
f ◦ µXεt,s
]
= (Xεt f) ◦ µX
ε
t,s
and differentiating this equation in ε implies while using Eq. (2.27) with f
replaced by Xtf implies,
d
dε
|0 d
dt
[
f ◦ µXεt,s
]
= Ytf ◦ µXt,s +
d
dε
|0
[
(Xtf) ◦ µXεt,s
]
= Ytf ◦ µXt,s + Vt,s
[
Xtf ◦ µXt,s
]
.(2.29)
Comparing Eqs. (2.28) and (2.29) shows,(
µXt,s∗V˙t,s
)
f = V˙t,s
[
f ◦ µXt,s
]
= Ytf ◦ µXt,s =
(
Yt ◦ µXt,s
)
f ∀ f ∈ C∞ (M)
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which implies,
(2.30) V˙t,s = µ
X
s,t∗Yt ◦ µXt,s.
Since µXs,s = IdM we know that ∂Y µ
X
s,s = 0 and hence Vs,s = 0 and so
integrating Eq. (2.30) implies,
Vt,s =
∫ t
s
µXs,τ∗Yt ◦ µXτ,sdτ =
∫ t
s
AdµXs,τ Yτdτ.
This equality along with Eq. (2.26) proves Eq. (2.25). The proofs of Eqs.
(2.23) and (2.24) now easily follows since(
µXt,s
)
∗ Vt,s =
∫ t
s
(
µXt,s
)
∗ µ
X
s,τ∗Yτ ◦ µXτ,sdτ
=
∫ t
s
µXt,τ∗Yτ ◦ µXτ,sdτ
=
∫ t
s
µXt,τ∗Yτ ◦ µXτ,t ◦ µXt,τ ◦ µXτ,sdτ =
(∫ t
s
AdµXt,τ Yτdτ
)
◦ µXt,s.

The following theorem is an important special case of Theorem 2.20.
Theorem 2.21 (Differential of etX in X). Suppose that M is a smooth
manifold and for each σ ∈ R, {Xε} ⊂ Γ (TM) is a smooth varying one
parameter family of complete vector fields on M and let X := X0 and Y :=
d
dε |0Xε. Then
∂Y e
tX =
d
dε
|0etXε = etX∗
∫ t
0
e−τX∗ Y ◦ eτXdτ(2.31)
=
∫ t
0
e
(t−τ)X
∗ Y ◦ eτXdτ(2.32)
=
[∫ t
0
AdeτX Y dτ
]
◦ etX .(2.33)
Notation 2.22. To each smooth path, t→ Zt ∈ Γ (TM) , of complete vector
fields, let
(2.34) WZt :=
∫ 1
0
esZt∗ Z˙t ◦ e−sZtds =
∫ 1
0
AdesZt Z˙t ds
Corollary 2.23. If t → Zt ∈ Γ (TM) is a smooth path of complete vector
fields, then
(2.35)
d
dt
eZt = WZt ◦ eZt .
Proof. Theorem 2.21 with t = 1 and Xs = Zt+s, gives
d
dt
eZt =
[∫ 1
0
AdeτX0 X
′
0dτ
]
◦ eX0 =
[∫ 1
0
AdeτZt Z˙tdτ
]
◦ eZt .

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2.5. Jacobian formulas and estimates for flows.
Notation 2.24. Let R 3 t → Wt ∈ Γ (TM) be a smoothly varying time
dependent vector field and suppose that R×M 3 (t,m)→ νt (m) ∈M is in
C∞ (R×M,M) satisfies the ordinary differential equation,
(2.36) ν˙t = Wt ◦ νt.
Notice that if W(·) is complete, then νt = µWt,s ◦ νs for any s ∈ R. The
general goal of this section is to find estimates on νt, νt∗, and ∇νt∗ (see
Definition 5.25 below) expressed in terms of the geometry of M and Wt.
The next key proposition records the ordinary differential equation satisfied
by νt∗.
Proposition 2.25. If Wt ∈ Γ (TM) and νt ∈ C∞ (M,M) are as in Notation
2.24, then
(2.37)
∇
dt
νt∗v = ∇νt∗vWt ∀ v ∈ TM.
Proof. If σ (s) is a curve in M so that σ′ (0) = dds |0σ (s) = v, then
∇
dt
νt∗v =
∇
dt
d
ds
|0νt (σ (s)) = ∇
ds
|0 d
dt
νt (σ (s))
=
∇
ds
|0Wt (νt (σ (s))) = ∇νt∗vWt.

Corollary 2.26. If Wt ∈ Γ (TM) and νt ∈ C∞ (M,M) are as in Notation
2.24, then
(2.38) |νt∗|m ≤ |νs∗|m · e
∫
J(s,t)|∇Wτ |ντ (m)dτ ≤ |νs∗|m · e|∇W·|
∗
J
and in particular,
(2.39) Lip (νt) = |νt∗|M ≤ |νs∗|M · e|∇W·|
∗
J(s,t) .
We also have the following time derivative estimates,
(2.40)
∣∣∣∣∇dtνt∗
∣∣∣∣
m
≤ |νs∗|m |∇Wt|νt(m) · e
∫
J(s,t)|∇Wτ |ντ (m)dτ
and
(2.41)
∣∣∣∣∇dtνt∗
∣∣∣∣
M
≤ |νs∗|M |∇Wt|M · e|∇W·|
∗
J .
Proof. If we define Htv := ∇vWt for all v ∈ TM, then Proposition 2.25
states, for any v ∈ TM, that
(2.42)
∇
dt
νt∗v = Htνt∗v.
Therefore by the geometric Bellman-Gronwall’s inequality in Corollary 9.3
(with G ≡ 0),
|νt∗v| ≤ e
∫
J(s,t)‖Hτ‖opdτ |νs∗v| = e
∫
J(s,t)|∇Wτ |ντ (m)dτ |νs∗v|
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which proves Eqs. (2.38) and (2.39). By Eq. (2.42),∣∣∣∣∇dtνt∗v
∣∣∣∣ ≤ ‖Ht‖op · |νt∗v| = |∇Wt|νt(m) · |νt∗v|
≤ |∇Wt|νt(m) |νs∗v| · e
∫
J(s,t)|∇Wτ |ντ (m)dτ ≤ |∇Wt|νt(m) |νs∗v| · e|∇W·|
∗
J(s,t) .
Taking the supremum of this inequality over v ∈ TmM with |v| = 1 gives
the estimate in Eq. (2.40) which then easily implies Eq. (2.41). 
The following corollary records the results in Proposition 2.25 and Corol-
lary 2.26 when Wt = X ∈ Γ (TM) is a complete vector field and νt = etX .
Corollary 2.27. If X ∈ Γ (TM) is a complete vector field and t ∈ R, then
(2.43)
∇
dt
etX∗ vm = ∇etX∗ vmX with e0X∗ vm = vm,∣∣etX∗ ∣∣m ≤ e∫J(0,t)|∇X|eτX (m)dτ ≤ e|t||∇X|M ,∣∣∣∣∇dtetX∗
∣∣∣∣
m
≤ |∇X|etX(m) · e
∫
J(0,t)|∇X|eτX (m)dτ ,
Lip
(
etX
)
=
∣∣etX∗ ∣∣M ≤ e|t||∇X|M , and∣∣∣∣∇dtetX∗
∣∣∣∣
M
≤ |∇X|M · e|t||∇X|M .
Corollary 2.28. If R 3 t → Wt ∈ Γ (TM) is a complete time dependent
vector field and Z ∈ Γ (TM) , then∣∣∣AdµWt,sZ∣∣∣m ≤ e
∫
J(s,t)|∇Wτ |µWτ,t(m)dτ · |Z|µWs,t(m)
≤ e
∫
J(s,t)|∇Wτ |Mdτ · |Z|M .(2.44)
As a special case, if X ∈ Γ (TM) is complete, then
(2.45) |AdeXZ|m ≤ e
∫ 1
0 |∇X|e−τX (m)dτ · |Z|e−X(m) ≤ e|∇X|M · |Z|M .
Proof. Let νt := µ
W
t,s, then ν
−1
t = µ
W
s,t, νs = IdM , and∣∣∣(AdµWt,sZ) (m)∣∣∣ = ∣∣(νt)∗ Z (ν−1t (m))∣∣ ≤ |(νt)∗|ν−1t (m) · |Z|ν−1t (m)
≤ |νs∗|ν−1t (m) · e
∫
J(s,t)|∇Wτ |ντ(ν−1t (m))
dτ · |Z|ν−1t (m)
= e
∫
J(s,t)|∇Wτ |µWτ,t(m)dτ · |Z|µWs,t(m) .
For the second assertion we take Eq. (2.44) with s = 0, t = 1, and Wt = X
for all t to find,
|AdeXZ|m ≤ e
∫ 1
0 |∇X|e(τ−1)X (m)dτ · |Z|e−X(m) = e
∫ 1
0 |∇X|e−τX (m)dτ · |Z|e−X(m)

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2.6. Distance estimates for flows. This subsection is devoted to estimat-
ing the distance between two flows, µX and µY . A key observation in the
proofs to follow is, given t ∈ [0, T ] , that
(2.46) [0, t] 3 s→ Θs (m) := µXt,s ◦ µYs,0 (m)
is a natural path in M which interpolates between Θ0 (m) = µ
X
t,0 (m) at
s = 0 and Θt (m) = µ
Y
t,0 (m) at s = t.
Theorem 2.29. Let J = [0, T ] 3 t → Xt,Yt ∈ Γ (TM) be two smooth
complete time dependent vector fields on M and µX and µY be their corre-
sponding flows. Then for t > 0 (for notational simplicity)
(2.47) d
(
µXt,0 (m) , µ
Y
t,0 (m)
) ≤ ∫ t
0
e
∫ t
s |∇Xσ |µXσ,s(m)dσ · |Ys −Xs|µYs,0(m) ds
and in particular,
(2.48) dM
(
µXt,0, µ
Y
t,0
) ≤ e|∇X|∗t · |Y −X|∗t .
Proof. Fix t ∈ [0, T ] . If Θs (m) is as in Eq. (2.46), then
(2.49) d
(
µXt,0 (m) , µ
Y
t,0 (m)
) ≤ ∫ t
0
∣∣Θ′s (m)∣∣ ds.
Making use of Theorem 2.14 we find,
Θ′s (m) =
(
d
ds
µXt,s
)
◦ µYs,0 (m) +
(
µXt,s
)
∗
(
d
ds
µYs,0 (m)
)
=
(
µXt,s
)
∗ [−Xs + Ys] ◦ µYs,0 (m) .(2.50)
The Jacobian estimate in Corollary 2.26 with νt = µ
X
t,s states that,
(2.51)
∣∣µXt,s∗∣∣m ≤ e∫ ts |∇Xσ |µXσ,s(m)dσ ≤ e∫ ts |∇Xσ |Mdσ.
By this Jacobian estimate and Eq. (2.50), we find that∣∣Θ′s (m)∣∣ ≤ ∣∣∣(µXt,s)∗∣∣∣µYs,0(m) |Ys −Xs|µYs,0(m)
≤ e
∫ t
s |∇Xσ |µXσ,s(m)dσ · |Ys −Xs|µYs,0(m) ≤ e
|∇X|∗t |Ys −Xs|M(2.52)
which then substituted back into Eq. (2.49) completes the proof. 
Corollary 2.30. Let J = [0, T ] 3 t → Yt ∈ Γ (TM) be a smooth complete
time dependent vector field on M and µY be the corresponding flow. Then
for t > 0
(2.53) d
(
m,µYt,0 (m)
) ≤ ∫ t
0
|Ys|µYs,0(m) ds ≤ |Y |
∗
t
and
(2.54)
d
(
µYt,0 (m) ,m
) ≤ ∫ t
0
e
∫ t
s |∇Yσ |µYσ,s(m)dσ · |Ys|m ds ≤ e|∇Y |
∗
t
∫ t
0
|Ys (m)| ds.
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Proof. This corollary easily follows from Theorem 2.11. Alternatively, taking
X· ≡ 0 in Theorem 2.29 gives Eq. (2.53) while taking Y· ≡ 0 shows
d
(
µXt,0 (m) ,m
) ≤ ∫ t
0
e
∫ t
s |∇Xσ |µXσ,s(m)dσ · |Xs|m ds ≤ e|∇X|
∗
t
∫ t
0
|Xs (m)| ds.
Equation (2.54) now follows by relabeling X to Y. 
3. Nilpotent Lie Algebras (Group) Results
Suppose that A is a non-commutative associative algebra with unit, 1,
over R such that: 1) dimRA <∞, 2) A = R·1⊕g where g is a sub-algebra of
A without unit, and 3) there exists κ ∈ N such that ξ1 . . . ξκ+1 = 0 whenever
ξ1, . . . , ξκ+1 ∈ g. We make A into a Lie algebra using the commutator,
[ξ, η] := ξη − ηξ for all ξ, η ∈ A, as the Lie bracket. Note that g is a Lie-
subalgebra of A and as usual we let adξ : A → A be the linear operator
defined by adξ η = [ξ, η]. See Example 3.2 below for the key example of this
setup that is used in the bulk of this paper.
3.1. Calculus and functional calculus on A.
Definition 3.1. Let H0 denote the germs of functions which are analytic
in a neighborhood of 0 ∈ C and for f (z) = ∑∞k=0 akzk ∈ H0 and ξ ∈ g, let
f (ξ) :=
∞∑
k=0
akξ
k =
κ∑
k=0
akξ
k ∈ A
and
f (adξ) :=
∞∑
k=0
ak ad
k
ξ =
κ−1∑
k=0
ak ad
k
ξ : A → A.
In most of the results below, we describe properties of f (ξ) for f ∈ H0
with the understanding that similar results hold equally as well for f (adξ) .
Proposition 3.2. For each fixed ξ ∈ g, the map
(3.1) H0 3 f → f (ξ) ∈ A
is an algebra homomorphism and for each fixed f ∈ A0, the map
g 3 ξ → f (ξ) ∈ A
is smooth, i.e. it is infinitely continuously differentiable. Moreover, if J :=
(a, b) 3 t→ ξ (t) ∈ g is differentiable with [ξ (t) , ξ (s)] = 0 for s, t ∈ J, then
(3.2)
d
dt
f (ξ (t)) = f ′ (ξ (t)) ξ˙ (t) = ξ˙ (t) f ′ (ξ (t)) ∀ t ∈ J.
Proof. The standard fact that the map in Eq. (3.1) is an algebra homomor-
phism is easily seen to be a direct consequence of the multiplication rules
for power series. The smoothness of f : g→ A is a consequence of the fact
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that f (ξ) is a finite linear combination of the smooth multi-linear maps,
g 3 ξ → ξk ∈ A, for each k ∈ {0, 1, 2, . . . , κ} . For arbitrary ξ, η ∈ g we have
∂ηξ
k =
k−1∑
j=0
ξjηξk−1−j
which simplifies to
∂ηξ
k = kηξk−1 = kξk−1η when [ξ, η] = 0.
With these observations the proof of Eq. (3.2) is a consequence of the
following simple computation,
d
dt
f (ξ (t)) =
κ∑
k=0
ak
d
dt
ξ (t)k =
κ∑
k=0
akkξ˙ (t) ξ (t)
k−1
=
∞∑
k=0
akkξ˙ (t) ξ (t)
k−1 = f ′ (ξ (t)) ξ˙ (t) = ξ˙ (t) f ′ (ξ (t)) .

For our purposes, the functions, ez, (1 + z)−1 , log (1 + z) ,
ψ (z) :=
ez − 1
z
=
∞∑
k=1
zk−1
k!
=
∞∑
k=0
zk
(k + 1)!
,(3.3)
ψ− (z) :=
1
ψ (−z) =
z
1− e−z =
ez · z
ez − 1 , and(3.4)
L (z) = ψ− (log (1 + z)) := (1 + z) log (1 + z)
z
(3.5)
= 1 +
∞∑
j=2
(−1)j
j · (j − 1)z
j−1(3.6)
are the most important functions in H0.
Lemma 3.3. The subset,
G := 1 + g = {1 + ξ : ξ ∈ g} ,
equipped with the algebra multiplication law forms a group where the inverse
operation is given by
(1 + ξ)−1 =
1
1 + ξ
.
The following corollary follows directly from Proposition 3.2.
Corollary 3.4. The three map, g 3 ξ → eξ ∈ G, g 3 ξ → (1 + ξ)−1 ∈ G,
and g 3 ξ → log (1 + ξ) ∈ g are smooth and these maps satisfy the following
natural identities.
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(1) For all ξ ∈ g,
d
dt
etξ = ξetξ, and
d
dt
log (1 + tξ) = ξ
1
1 + ξ
=
ξ
1 + ξ
.
Moreover generally, if t→ ξ (t) ∈ g is differentiable near t0 ∈ R and
[ξ (t) , ξ (s)] = 0 for s and t near t0, then
d
dt
eξ(t) = ξ˙ (t) eξ(t) and
d
dt
log (1 + ξ (t)) =
ξ˙ (t)
1 + ξ (t)
= ξ˙ (t) (1 + ξ (t))−1 .
(2) For all s, t ∈ R, etξesξ = e(t+s)ξ and e−tξ = [etξ]−1 .
Proposition 3.5. The map,
g 3 ξ → eξ ∈ G,
is a diffeomorphism and the map,
G 3 g = 1 + ξ → log (g) = log (1 + ξ) ∈ g,
is its inverse map.
Proof. By Corollary 3.4,
d
dt
log
(
etξ
)
=
[
etξ
]−1 d
dt
etξ = e−tξetξξ = ξ,
from which it follows that log
(
etξ
)
= log (1) + tξ = tξ. Taking t = 1 in this
identity shows log
(
eξ
)
= ξ.
Similarly, by Corollary 3.4, if we let g (t) := elog(1+tξ) ∈ G, then
g˙ (t) =
d
dt
elog(1+tξ) = elog(1+tξ) · d
dt
log (1 + tξ) = g (t)
ξ
1 + tξ
with g (0) = 1.
Since t → (1 + tξ) satisfies the same equation as g (t) , by uniqueness of
solutions we conclude that g (t) = 1 + tξ for all t ∈ R and in particular
taking t = 1 shows
elog(1+ξ) = g (1) = 1 + ξ.

For k ∈ G, let Lk ∈ Diff (G) be defined by Lkg = kg for all g ∈ G. For
ξ ∈ g, let G 3 g → ξ˜ (g) := Lg∗ξ ∈ TgG be the left invariant vector field on
G associated to ξ ∈ g. If f : G+ 1 + g ∼= g→ R is a smooth function, then(
ξ˜f
)
(g) =
d
dt
|0f
(
getξ
)
= (∂gξf) (g) = f
′ (g) gξ.
Thus if ξ, η ∈ g, (
η˜ξ˜f
)
(g) = f ′′ (g) [gη ⊗ gξ] + f ′ (g) gηξ
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and since f ′′ (g) is symmetric,([
η˜, ξ˜
]
f
)
(g) = f ′ (g) g (ηξ − ξη) = ((ηξ − ξη)∼ f) (g) .
Therefore the standard left invariant vector-field Lie algebra associated to
G has bracket,
[η, ξ] =
[
η˜, ξ˜
]
(1) = ηξ − ξη
which is the same as the Lie algebra associated to the algebra multiplication
law.
Definition 3.6. For ξ ∈ C1 ([0, T ] , g) , let gξ (t) ∈ G denote the unique
solution to the linear differential equation,
(3.7) g˙ξ (t) = gξ (t) ξ˙ (t) = ξ˜ (t) (g (t)) with gξ (0) = 1 ∈ G
and further let
(3.8) Cξ (t) = log
(
gξ (t)
)
.
Remark 3.7. If ξ ∈ C1 ([0, T ] , g) , then t→ ˜˙ξ (t) ∈ Γ (TG) is a C0-varying
vector field on G with associated flow, µ
˜˙
ξ
t,s, which satisfies Lk◦µ
˜˙
ξ
t,s = µ
˜˙
ξ
t,s◦Lk.
Applying this equation to1 ∈ G shows
µ
˜˙
ξ
t,s (k) = k · µ
˜˙
ξ
t,s (1) ∈ G for all k ∈ G
where µ
˜˙
ξ
t,s (1) ∈ G satisfies the ODE,
d
dt
µ
˜˙
ξ
t,s (1) =
˜˙
ξ (t) ◦ µ˜˙ξt,s (1) = µ˜˙ξt,s (1) ξ˙ (t) with µ˜˙ξs,s (1) = 1.
As gξ (s)−1 gξ (t) satisfies this same differential equation, it follows that
µ
˜˙
ξ
t,s (k) = kg
ξ (s)−1 gξ (t) = Rgξ(s)−1gξ(t)k ∀ s, t ∈ [0, T ] .
In particular if ξ ∈ g is constant, then etξ˜ = Retξ , i.e.
etξ˜ (k) = ketξ for all k ∈ G
Proposition 3.8. For ξ, η ∈ g,
∂ξe
η = eη
∫ 1
0
Ade−tη ξdt =
[∫ 1
0
Adetη ξdt
]
eη.
Consequently if C (t) ∈ g is a smooth curve then
d
dt
eC(t) =
[∫ 1
0
AdesC(t) C˙ (t) ds
]
eC(t)
= eC(t)
[∫ 1
0
Ade−sC(t) C˙ (t) ds
]
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Proof. First proof. Differentiating the identity,
d
dt
et(η+sξ) = (η + sξ) et(η+sξ),
in s shows
d
dt
d
ds
|0et(η+sξ) = d
ds
|0 d
dt
et(η+sξ) =
d
ds
|0
[
(η + sξ) et(η+sξ)
]
= ξetη + η
d
ds
|0et(η+sξ) with d
ds
|0e0(η+sξ) = 0.
Solving this equation by Duhamel’s principle gives,
d
ds
|0e(η+sξ) =
∫ 1
0
e(1−t)ηξetηdt,
i.e.
∂ξe
η = eη
∫ 1
0
Ade−tη ξdt =
[∫ 1
0
Adetη ξdt
]
eη.
Second proof. This proof relies on the fact that the statement of
this proposition is in fact a special case of Theorem 2.21. Indeed using this
theorem along with Remark 3.7 shows,
∂ηe
tξ = ∂η˜e
tξ˜ (1) =
[∫ t
0
Ad
eτξ˜
η˜dτ
]
◦ etξ˜ (1)
=
[∫ t
0
Ad
eτξ˜
η˜dτ
](
etξ
)
where (
Ad
eτξ˜
η˜
)
(k) =
(
eτ ξ˜∗ η˜ ◦ e−τ ξ˜
)
(k) = eτ ξ˜∗
(
L
e−τξ˜(k)
)
∗
η
= eτ ξ˜∗ (Lke−τξ)∗ η = (Reτξ)∗ (Lke−τξ)∗ η
= ke−τξηeτξ.
Since [∫ t
0
Ad
eτξ˜
η˜dτ
](
etξ
)
= etξ
∫ t
0
e−τξηeτξdτ =
∫ t
0
e(t−τ)ξηeτξdτ,
the result is again proved. 
Lemma 3.9. For η ∈ g and t ∈ R, Adetη = et adη and
(3.9)
∫ 1
0
Adetη dt = ψ (adη)
where ψ is as in Eq. (3.3).
Proof. Let ξ ∈ g. Since
d
dt
[Adetη ξ] =
d
dt
[
etηξe−tη
]
= ηetηξe−tη − etηξe−tηη
= adη Adetη ξ
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and et adηξ solves the same equation with the same initial condition of ξ at
t = 0, we conclude that Adetη ξ = e
t adηξ. As this is true for all ξ ∈ g, it
follows that Adetη = e
t adη . The last equality is now proved by integrating
the series expansion for et adη ;∫ 1
0
Adetη dt =
∫ 1
0
et adηdt =
∫ 1
0
∞∑
n=0
tn
n!
adnη dt
=
∞∑
n=0
∫ 1
0
tn
n!
adnη dt =
∞∑
n=0
1
(n+ 1)!
adnη = ψ (adη) .

Corollary 3.10. Let g (t) be a smooth curve in G,
ξ˙ (t) := Lg(t)−1∗g˙ (t) = g (t)
−1 g˙ (t) ∈ g and C (t) := log (g (t)) ∈ g.
Then C (t) := log (g (t)) ∈ g is the unique solution to the ODE,
(3.10)
ψ
(− adC(t)) C˙ (t) = ∫ 1
0
Ade−sC(t) C˙ (t) ds = ξ˙ (t) with C (0) = log (g (0))
or equivalently (in more standard form) C (t) satisfies,
(3.11)
C˙ (t) = ψ−
(
adC(t)
)
ξ˙ (t) = “
adC(t)
I − e− adC(t) ξ˙ (t) ” with C (0) = log (g (0)) ,
where ψ− (z) = 1/ψ (−z) as in Eq. (3.4).
Proof. Since g (t) = eC(t), it follows from Proposition 3.8 and Lemmas 3.9
that
g (t) ξ˙ (t) = g˙ (t) =
d
dt
eC(t) = eC(t)
∫ 1
0
Ade−sC(t) C˙ (t) ds
= g (t)
∫ 1
0
Ade−sC(t) C˙ (t) ds = g (t)ψ
(− adC(t)) C˙ (t) .
Multiplying this identity on the left by g (t)−1 gives the Eq. (3.10) while Eq.
(3.11) then follows by multiplying Eq. (3.10) on the left by ψ−
(
adC(t)
)
. 
Definition 3.11. Let Γ : g× g→ g be the function defined by
Γ (ξ, η) := log
(
eξeη
)
∈ g for all ξ, η ∈ g.
The next proposition deals with Lie sub-algebras of g and simply con-
nected Lie subgroups of G.
Proposition 3.12. Let g0 be a Lie subalgebra of g and G0 ⊂ G be the unique
connected Lie subgroup of G which has g0 as its Lie algebra. If g (t) ∈ G0 is
a smooth curve connecting 1 to g ∈ G0 and ξ˙ (t) := g (t)−1 g˙ (t) ∈ g0, then
C (t) := log (g (t)) ∈ g0.
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Proof. We know that C (t) may be characterized as the solution to the ODE
C˙ (t) = Fξ (t, C (t)) with C (0) = 0,
where
Fξ (t, η)
adη
I − e− adη ξ˙ (t) =
1
ψ
(− adη) ξ˙ (t) .
As Fξ (t, ·) : g0 → g0, it follows that C (t) ∈ g0 as required. 
Corollary 3.13. If we continue the assumptions and notation in Proposi-
tion 3.12, then log (G0) = g0 and log |G0 : G0 → g0 is a diffeomorphism with
inverse given by
g0 3 A→ eA ∈ G0.
Proof. These assertions follow directly using eA ∈ G0 for A ∈ g0 along with
Proposition 3.5 and Proposition 3.12. 
For later purposes it is useful to record an “explicit” formula for gξ (t) as
defined in Definition 3.6.
Proposition 3.14. The path, gξ (t) ∈ G, as in Definition 3.6 may be ex-
pressed as
(3.12) gξ (t) = 1 +
κ∑
k=1
∫
0≤s1≤s2≤···≤sk≤t
ξ˙ (s1) . . . ξ˙ (sk) ds1 . . . dsk.
Proof. From Definition 3.6 and the fundamental theorem of calculus,
gξ (t) = 1 +
∫ t
0
gξ (τ) ξ˙ (τ) dτ.
Feeding this equation back into itself then shows,
gξ (t) = 1 +
∫ t
0
[
1 +
∫ τ
0
gξ (s) ξ˙ (s) ds
]
ξ˙ (τ) dτ
= 1 +
∫ t
0
ξ˙ (τ) dτ +
∫ t
0
dτ
∫ τ
0
dsgξ (s) ξ˙ (s) ξ˙ (τ) .
Continuing this way inductively shows for any m ∈ N that,
(3.13) gξ (t) = 1 +
m−1∑
k=1
∫
0≤s1≤s2≤···≤sk≤t
ξ˙ (s1) . . . ξ˙ (sk) ds+Rm (t)
where
∑m−1
k=1 [. . . ] ≡ 0 when m = 1 and
Rm (t) :=
∫
0≤s1≤s2≤···≤sm≤t
gξ (s1) ξ˙ (s1) . . . ξ˙ (sm) ds
where ds is short hand for ds1 . . . dsm in the above formula. Since
ξ˙ (s1) . . . ξ˙ (sκ+1) = 0 ∈ A,
it follows that Rκ+1 (t) = 0 and so Eq. (3.13) with m = κ + 1 gives Eq.
(3.12). 
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Corollary 3.15. If gξ (t) ∈ G is as in Definition 3.6, then
(3.14) Adgξ(t) = I +
κ∑
k=1
∫
0≤s1≤s2≤···≤sk≤t
adξ˙(s1) . . . adξ˙(sk) ds1 . . . dsk.
Proof. Since
d
dt
Adgξ(t) = Adgξ(t) adξ˙(t) with Adgξ(t) = Idg,
the proof of Eq. (3.14) is exactly the same as the proof of Eq. (3.12)
provided the reader changes gξ to Adgξ and ξ˙ to adξ˙ everywhere. 
Notation 3.16. For j ∈ N, a : [0,∞)j → R is a bounded measurable
function, t ∈ [0, T ] , and ξ ∈ L1 ([0, T ] , g) , let
aˆt (ξ) =
∫
[0,t]j
a (s1, . . . , sj) ξ (s1) . . . ξ (sj) ds1 . . . dsj ∈ g
and aˆt (adξ) : g→ g be the linear transformation defined by
aˆt (adξ) :=
∫
[0,t]j
a (s1, . . . , sj) adξ(s1) . . . adξ(sj) ds1 . . . dsj .
Note that aˆt (ξ) = 0 if j > κ and aˆt (adξ) ≡ 0 if j ≥ κ.
The proof of the following lemma is elementary and is left to the reader.
Lemma 3.17. If a : [0,∞)j → R and b : [0,∞)k → R are bounded and
measurable functions, t ∈ [0, T ] , and ξ ∈ L1 ([0, T ] , g) , then
aˆt (ξ) bˆt (ξ) = [̂a⊗ b]t (ξ) and
aˆt (adξ) bˆt (adξ) = [̂a⊗ b]t (adξ)
where a⊗ b : [0,∞)j+k → R is the bounded measurable function defined by
a⊗ b (s1, . . . , sj , t1, . . . , tk) = a (s1, . . . , sj) b (t1, . . . , tk) .
Proposition 3.18. If g (t) = gξ (t) ∈ G and C (t) = Cξ (t) = log (g (t)) ∈ g
are as in Definition 3.6 and f ∈ H0, then for each j ∈ N∩ [1, κ− 1] , there
exists bounded measurable functions, f j : [0,∞)j → R such that
(3.15) f
(
adC(t)
)
= f (0) Idg +
κ−1∑
j=1
f̂ jt
(
adξ˙
)
.
Moreover, each function f j depends linearly on
(
f (0) , . . . , f (κ−1) (0)
)
.1
1The fact that the f j depend linearly on first (κ− 1)-derivatives of f is easily under-
stood from the identity,f
(
adC(t)
)
=
∑κ−1
j=0
(
f (j) (0) /j!
)
adjC(t) .
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Proof. For λ ∈ R, let u (w) := f (log (1 + w)) and observe by a simple
exercise in differentiation shows there exists αn,k ∈ Z such that u(n) (0) =∑n
k=0 αn,kf
(k) (0) . [For example, one has u (0) = f (0) , u′ (0) = f ′ (0) ,
u′′ (0) = f ′′ (0)− f ′ (0) , and u(3) (0) = f (3) (0)− 3f ′′ (0) + 2f ′ (0) .]
Since g (t) = eC(t), it follows that Adg(t) = AdeC(t) = e
adC(t) and therefore
adC(t) = log
(
Adg(t)
)
= log
(
Idg +
[
Adg(t)−Idg
])
and hence,
f
(
adC(t)
)
= f ◦ log (Idg + [Adg(t)−Idg])
= u
(
I +
[
Adg(t)−I
])
=
∞∑
j=0
u(j) (0)
j!
(
Adg(t)−I
)j
= f (0) Idg +
κ−1∑
j=1
u(j) (0)
j!
(
Adg(t)−Idg
)j
.
By Corollary 3.15,
Adg(t)−Idg =
κ−1∑
k=1
bˆkt
(
adξ˙
)
where
bk (s1, . . . , sk) := 10≤s1≤s2≤···≤sk
and so it follows that
f
(
adC(t)
)
= f (0) I +
κ−1∑
j=1
u(j) (0)
j!
κ−1∑
k1,...,kj=1
bˆk1t
(
adξ˙
)
. . . bˆ
kj
t
(
adξ˙
)
.
By repeated use of Lemma 3.17, the last identity may be written in the form
described in Eq. (3.15).
The formula for C˙ξ (t) now follows directly from Eqs. (3.11) and (3.16).

Corollary 3.19. If g (t) = gξ (t) ∈ G and C (t) = Cξ (t) = log (g (t)) ∈ g
are as in Definition 3.6, then there exists bounded measurable functions,
∆j : [0,∞)j−1 → R for j ∈ N∩ [2, κ] such that
(3.16) ψ−
(
adC(t)
)
= Idg +
κ∑
j=2
∆ˆjt (adξ)
and
(3.17) C˙ξ (t) = ξ˙ (t) +
κ∑
j=2
∆ˆjt (adξ) ξ˙ (t)
Proof. Applying Proposition 3.18 with f = ψ− and λ = 1 gives Eq. (3.16).
Equation (3.17) then follows from Eq. (3.16) and Eq. (3.11). 
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Remark 3.20. It is possible, see for example [32], to work out explicit
formula for the functions ∆j in Corollary 3.19 and this would lead to a
proof of Eq. (1.2). For our purposes, these explicit formula are not needed.
Corollary 3.21. If g (t) = gξ (t) ∈ G and C (t) = Cξ (t) = log (g (t)) ∈ g
are as in Definition 3.6, there exists bounded measurable functions, cj :
[0,∞)j → R for j ∈ N∩ [2, κ] such that
Cξ (t) = C (0) + ξ (t) +
κ∑
j=2
cˆjt
(
ξ˙
)
.
Proof. Integrating Eq. (3.17) shows,
(3.18) Cξ (t) = C (0) + ξ (t) +
κ∑
j=2
∫ t
0
∆ˆjτ
(
adξ˙
)
ξ˙ (τ) dτ
where∫ t
0
∆ˆjτ
(
adξ˙
)
ξ˙ (τ) dτ
=
∫ t
0
dτ
∫
[0,τ ]j−1
ds1 . . . dsj−1∆j (s1, . . . , sj−1) adξ˙(s1) . . . adξ˙(sj−1) ξ˙ (τ)
=
∫
[0,t]j
∆˜j (s1, . . . , sj) adξ˙(s1) . . . adξ˙(sj−1) ξ˙ (sj) ds1 . . . dsj
and
∆˜j (s1, . . . , sj) := ∆
j (s1, . . . , sj−1) 1max{s1,...sj−1}≤sj .
By expanding out all of the commutators and permuting the variables of inte-
gration in each of the resulting terms we may rewrite the previous expression
in the form cˆjt (ξ) for some bounded measurable function, c
j : [0,∞)j → R.
Alternatively: simply apply log to Eq. (3.12) and then repeatedly use
Lemma 3.17 to arrive at the stated assertion. 
3.2. Truncated tensor algebra estimates. We now apply the above re-
sults with g = g(κ) ⊂ A = T (κ) (Rd) as in Notation 1.14. In what follows
we will make use of the simple estimates in the following remark without
further mention.
Remark 3.22. For any m,n ∈ N∩ [1, 2κ] with m < n, it is easy to show,
for µ, λ ≥ 0, that
Q(m,n] (λ) 
n∑
k=m+1
λk,
Q[m,n] (λ) 
n∑
k=m
λk, and
Q(m,n] (λ+ µ)  Q(m,n] (λ) +Q(m,n] (µ) .(3.19)
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For example, the first estimate follows from the more precise estimate,
Q(m,n] (λ) ≤
n∑
k=m+1
λk ≤ (n−m)Q(m,n] (λ) .
Recalling from Definition 1.16 that N (A) := max1≤k≤κ |Ak|1/k for A ∈
g(κ), we find
(3.20) |A| ≤
κ∑
k=1
|Ak| ≤
κ∑
k=1
N (A)k ≤ κQ[1,κ] (N (A)) .
Similarly if f ∈ C ([0, t] , g(κ)) , then
(3.21) |f |∗t ≤
κ∑
k=1
|fk|∗t ≤
κ∑
k=1
N∗t (f)
k ≤ κQ[1,κ] (N∗t (f)) .
Let us also recall that if a = (aj)
N
j=1 is a sequence (N =∞ allowed), then
‖a‖p :=
 N∑
j=1
|aj |p
1/p
is a decreasing function of p ∈ [1,∞). In particular using ‖a‖p ≤ ‖a‖1 with
aj replaced by a
1/p
j it follows (as is easily proved directly) that
(3.22)
(
m∑
i=1
aj
)1/p
≤
N∑
j=1
a
1/p
j when aj ≥ 0 and p ≥ 1.
Lemma 3.23. If {A (j)}rj=1 ⊂ g(κ), then
(3.23) N
 r∑
j=1
A (j)
 ≤ r∑
j=1
N (A (j)) .
If A,B ∈ g(κ) and 2 ≤ k ≤ 2κ, then
(3.24) |[A⊗B]k| ≤ N (A)N (B) · (N (A) +N (B))k−2 .
Proof. For 1 ≤ k ≤ κ,∣∣∣∣∣∣
 r∑
j=1
A (j)

k
∣∣∣∣∣∣
1/k
≤
 r∑
j=1
|A (j)k|
1/k ≤ r∑
j=1
|A (j)k|1/k ≤
r∑
j=1
N (A (j))
wherein we have used Eq. (3.22) with p = k for the second inequality. Since
this is true for all 1 ≤ k ≤ κ, Eq. (3.23) is proved. The proof of the second
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inequality follows by the simple estimates;
|[A⊗B]k| =
∣∣∣∣∣∣
κ∑
m,n=1
1m+n=k ·Am ⊗Bn
∣∣∣∣∣∣ ≤
κ∑
m,n=1
1m+n=k · |Am ⊗Bn|
≤
κ∑
m,n=1
1m+n=k · |Am| |Bn| ≤
κ∑
m,n=1
1m+n=k ·N (A)mN (B)n
= N (A)N (B) ·
κ−1∑
m,n=0
1m+n=k−2 ·N (A)mN (B)n
≤ N (A)N (B) (N (A) +N (B))k−2 ,
wherein we have used all the coefficients in the binomial formula are greater
than or equal to 1 for the last inequality. 
Recall from Notation 3.16 with g = g(κ) that if 1 ≤ ` ≤ κ, ∆ : [0, T ]` → R
is a bounded measurable function, and ξ ∈ L1 ([0, T ] , g(κ)) , then we let
(3.25) ∆ˆt (ξ) :=
∫
[0,t]`
∆ (s1, . . . , s`) ξ (s1) . . . ξ (s`) ds ∈ g(κ) ∀ t ∈ [0, T ] ,
where ds := ds1 . . . ds`.
Proposition 3.24. Suppose that 1 ≤ ` ≤ κ, ∆ : [0, T ]` → R, and ξ ∈
L1
(
[0, T ] , g(κ)
)
, and
∆ˆt (ξ) =
κ∑
k=1
[
∆ˆt (ξ)
]
k
∈ ⊕κk=`
[
Rd
]⊗k
are as above. Then
(3.26)
∣∣∣[∆ˆt (ξ)]
k
∣∣∣ ≤ # (Λk,`) · ‖∆‖∞ ·N∗t (ξ)k
(3.27)
N
(
∆ˆt (ξ)
)
≤ C (κ) max
(
‖∆‖1/`∞ , ‖∆‖1/κ∞
)
·N∗t (ξ) for all 0 ≤ t ≤ T
where ‖∆‖∞ is the essential supremum of ∆ on [0, T ]` ,
Λk,` :=
{
(j1, . . . j`) ∈ N` :
k∑
i=1
ji = k
}
,
and
C (κ) := max
1≤`≤κ
max
`≤k≤κ
[
[# (Λk,`)]
1/k
]
.
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Proof. For k ∈ [`, κ] ∩ N,
∣∣∣[∆ˆt (ξ)]
k
∣∣∣ =
∣∣∣∣∣∣
∑
(j1,...j`)∈Λk,`
∫
[0,t]`
∆ (s1, . . . , s`) ξj1 (s1) . . . ξj` (s`) ds
∣∣∣∣∣∣
≤ ‖∆‖∞
∑
(j1,...j`)∈Λk,`
∫
[0,t]`
|ξj1 (s1) . . . ξj` (s`)| ds
= ‖∆‖∞
∑
(j1,...j`)∈Λk,`
∏`
i=1
|ξji |∗t ≤ ‖∆‖∞
∑
(j1,...j`)∈Λk,`
∏`
i=1
N∗t (ξ)
ji
≤ ‖∆‖∞ ·# (Λk,`) ·N∗t (ξ)k
which proves Eq. (3.26). Equation (3.27) is an easy consequence of Eq.
(3.26) and the observation that
[# (Λk,`)]
1/k · ‖∆‖1/k∞ ≤ C (κ) max
(
‖∆‖1/`∞ , ‖∆‖1/κ∞
)
.

Proposition 3.25. Suppose that 1 ≤ ` ≤ κ, ∆ : [0, T ]` → R, and ξ ∈
L1
(
[0, T ] , g(κ)
)
, then∫ T
0
∣∣∣[∆ˆt (adξ) ξ (t)]
k
∣∣∣ dt . ‖∆‖∞N∗T (ξ)k .
Proof. For k ∈ (`, κ] ∩ N, let
Λk,` :=
{
(j0, j1, . . . j`) ∈ N`+1 :
k∑
i=0
ji = k
}
.
We then have∣∣∣[∆ˆt (adξ) ξ (t)]
k
∣∣∣
=
∣∣∣∣∣∣
∑
(j0,j1,...j`)∈Λ
∫
[0,t]`
∆ (s1, . . . , s`) adξj1 (s1) . . . adξj` (s`)
ξj0 (t) ds
∣∣∣∣∣∣
≤ 2` ‖∆‖∞
∑
(j0,j1,...j`)∈Λk,`
∫
[0,t]`
|ξj1 (s1)| . . . |ξj` (s`)| |ξj0 (t)| ds
≤ 2` ‖∆‖∞
∑
(j0,j1,...j`)∈Λk,`
∫
[0,T ]`
|ξj1 (s1)| . . . |ξj` (s`)| |ξj0 (t)| ds
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Integrating this estimate on t ∈ [0, T ] shows,∫ T
0
∣∣∣[∆ˆt (adξ) ξ (t)]
k
∣∣∣ dt
≤ 2` ‖∆‖∞
∑
(j0,j1,...j`)∈Λk,`
∫ T
0
dt
∫
[0,T ]`
|ξj1 (s1)| . . . |ξj` (s`)| |ξj0 (t)| ds
= 2` ‖∆‖∞
∑
(j0,j1,...j`)∈Λk,`
∏`
i=0
|ξji |∗T
≤ 2` ‖∆‖∞
∑
(j0,j1,...j`)∈Λk,`
N∗t (ξ)
k = 2`# (Λk,`) ‖∆‖∞ ·N∗t (ξ)k .

We end this section with a few key estimates that we will need in the
remainder of the paper. In each of the next three results we assume that
ξ ∈ C1 ([0, T ] , F (κ) (Rd)) and C (t) = Cξ (t) = log (gξ (t)) ∈ F (κ) (Rd) are
as in Definition 1.25.
Proposition 3.26. To each f ∈ H0 there exists K (f) > 0 depending lin-
early on
(|f (0)| , . . . , ∣∣f (κ−1) (0)∣∣) and independent of ξ such that
(3.28)
∫ T
0
∣∣∣(f (adC(t)) ξ˙ (t))
n
∣∣∣ dt ≤ K (f)N∗T (ξ˙)n
Proof. Recall that Proposition 3.18 asserts that
f
(
adC(t)
)
ξ˙ (t) = f (0) ξ˙ (t) +
κ−1∑
j=1
f̂ jt
(
adξ˙
)
ξ˙ (t)
where the functions f j depend linearly on
(
f (0) , . . . , f (κ−1) (0)
)
. So by re-
peated application of Proposition 3.25 with ξ replaced by ξ˙ shows,∫ T
0
∣∣∣(f (adC(t)) ξ˙ (t))
n
∣∣∣ dt
≤ |f (0)|
∫ T
0
∣∣∣ξ˙n (t)∣∣∣ dt+ κ−1∑
j=1
∫ T
0
∣∣∣[f̂ jt (adξ˙) ξ˙ (t)]n∣∣∣ dt
. |f (0)|N∗T
(
ξ˙
)n
+
κ−1∑
j=1
∥∥f j∥∥∞N∗T (ξ˙)n ≤ K (f)N∗T (ξ˙)n
whereK (f) > 0 may be chosen to depend linearly on
(|f (0)| , . . . , ∣∣f (κ−1) (0)∣∣) .

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Corollary 3.27. If ξ ∈ C1 ([0, T ] , F (κ) (Rd)) and Cξ (t) = log (gξ (t)) ∈
F (κ)
(
Rd
)
are as above, then
(3.29) N∗T
(
C˙ξ
)
. N∗T
(
ξ˙
)
,
(3.30)
∣∣∣Cξ (·)n∣∣∣∞,T . N∗T (ξ˙)n ∀ n ∈ [1, κ] ∩ N, and
(3.31)
∣∣∣Cξ (·)∣∣∣
∞,T
. Q[1,κ]
(
N∗T
(
ξ˙
))
.
Proof. By Corollary 3.10, C˙ξ (t) = f
(
adC(t)
)
ξ˙ (t) where f (z) = 1/ψ (−z)
and so by Proposition 3.26,∣∣∣C˙ξn∣∣∣∗
T
=
∫ T
0
∣∣∣(f (adC(t)) ξ˙ (t))
n
∣∣∣ dt ≤ K (f)N∗T (ξ˙)n for 1 ≤ n ≤ κ.
This proves Eq. (3.29) and also Eqs. (3.30) and (3.31) since (as Cξ (0) = 0),∣∣∣Cξ (·)n∣∣∣∞,T ≤ ∣∣∣C˙ξn∣∣∣∗T ≤ K (f)N∗T (ξ˙)n
and hence∣∣∣Cξ (·)∣∣∣
∞,T
≤
κ∑
n=1
∣∣∣Cξn (·)∣∣∣∞,T .
κ∑
n=1
N∗T
(
ξ˙
)n
. Q[1,κ]
(
N∗T
(
ξ˙
))
.

Corollary 3.28. Suppose ξ ∈ C1 ([0, T ] , F (κ) (Rd)) and C (t) = Cξ (t) =
log
(
gξ (t)
) ∈ F (κ) (Rd) are as in Definition 1.25 and f ∈ H0. Then there ex-
ists K (f) > 0 such that K (f) depends linearly on
(|f (0)| , . . . , ∣∣f (κ−1) (0)∣∣)
and on κ such that
(3.32)∫ T
0
∣∣∣Cξ (t)m∣∣∣ ∣∣∣(f (adC(t)) ξ˙ (t))
n
∣∣∣ dt ≤ K (f)N∗T (ξ˙)m+n ∀m,n ∈ [1, κ]∩N.
Proof. Making use of the estimates in Proposition 3.26 and Corollary 3.28
we find, ∫ T
0
∣∣∣Cξ (t)m∣∣∣ ∣∣∣(f (adC(t)) ξ˙ (t))
n
∣∣∣ dt
≤
∣∣∣Cξ (·)m∣∣∣∞,T ·
∫ T
0
∣∣∣(f (adC(t)) ξ˙ (t))
n
∣∣∣ dt
. N∗T
(
ξ˙
)m ·K (f)N∗T (ξ˙)n = K (f)N∗T (ξ˙)m+n .

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4. Logarithm Approximation Problem
Recall from Definition 1.20 that a d-dimensional dynamical system
on M is a linear map, Rd 3 w → Vw ∈ Γ (TM) . For A ∈ F (κ)
(
Rd
)
we
know that VA ∈ Γ (TM) by Example 1.21. Let us again emphasize that we
assume Assumption 1 is in force, i.e. V is κ-complete.
To help motivate the next key theorem, let A and B be in the full free
Lie algebra, F
(
Rd
)
. Working heuristically (using ∼ to indicate equality of
formal series), we should have
AdesVA VB = e
s adVAVB = e
−sLVAVB
∼
∞∑
k=0
(−1)k sk
k!
LkVAVB ∼
∞∑
k=0
(−1)k sk
k!
VadkAB
∼ V∑∞
k=0
(−1)ksk
k!
adkAB
= Ve−s adAB.
Integrating this formal identity then suggests,∫ 1
0
AdesVA VBds ∼
∫ 1
0
e−sLVAVBds ∼
∫ 1
0
Ve−s adABds ∼ V∫ 1
0 e
−s adABds.
Although the above series need not converge, this computation is suggestive
of the following key Taylor type approximation theorem for
∫ 1
0 AdesVA VBds ∈
Γ (TM) when A,B ∈ F (κ) (Rd) .
Theorem 4.1. Let ψ (z) be as in Eq. (3.3) and V : Rd → Γ (TM) be
a dynamical system satisfying Assumption 1 so that in particular, VA ∈
Γ (TM) is complete for all A ∈ g0 = F (κ)
(
Rd
)
. Then for all A,B ∈ g0,∫ 1
0
AdesVA VBds
= V[
∫ 1
0 Ade−sA B ds]
+
∫ 1
0
AdesVA Vpi>κ[A,ψ((s−1) adA)B]⊗ (s− 1) ds(4.1)
= Vψ(− adA)B +
∫ 1
0
AdesVA Vpi>κ[A,ψ((s−1) adA)B]⊗ (s− 1) ds.(4.2)
Proof. The heart of the proof is to show, for 0 ≤ l ≤ κ, that∫ 1
0
AdesVA VBds =V∑l
k=1(−1)k+1
adk−1
A
k!
B
+
1
l!
∫ 1
0
AdesVA VadlAB
(s− 1)l ds
+
∫ 1
0
AdesVA V
pi>κ
[
A,
(∑l
k=1
(s−1)k
k!
adk−1A
)
B
]
⊗
ds,(4.3)
where
∑l
k=1 [. . . ] = 0 and l! = 1 when l = 0. The proof of these identities
will be by induction on l. In the proof of this identity we will use Corollary
2.18 which in this context implies,
d
ds
AdesVA VC = AdesVA adVA VC = −AdesVA [VA, VC ] = −AdesVA V[A,C]⊗
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for all A,C ∈ F (κ) (Rd) . In the proof to follow, C = adlAB for some l.
When l = 0, there is nothing to prove. For the induction step, we integrate
by parts the middle term on the right side of Eq. (4.3),
1
l!
∫ 1
0
AdesVA VadlAB
(s− 1)l ds
=
1
(l + 1)!
∫ 1
0
AdesVA VadlAB
d (s− 1)l+1
=
1
(l + 1)!
AdesVA VadlAB
(s− 1)l+1 |10
− 1
(l + 1)!
∫ 1
0
(
d
ds
AdesVA VadlAB
)
(s− 1)l+1 ds
=
(−1)l
(l + 1)!
AdesVA VadlAB
+
1
(l + 1)!
∫ 1
0
AdesVA
[
VA, VadlAB
]
(s− 1)l+1 ds
=
(−1)l
(l + 1)!
AdesVA VadlAB
+
1
(l + 1)!
∫ 1
0
AdesVA V[A,adlAB]⊗
(s− 1)l+1 ds.
Combining this result with Eq. (4.3) and the fact that[
A, adlAB
]
⊗
=
[
A, adlAB
]
+ pi>κ
[
A, adlAB
]
⊗
completes the inductive step.
To finish the proof observe that
(s− 1)ψ ((s− 1) adA) =
κ∑
k=1
(s− 1)k
k!
adk−1A
and taking s = 0 in this equation also shows,
κ∑
k=1
(−1)k+1
k!
adk−1A = ψ (− adA) =
∫ 1
0
Ade−sA ds,
where the last equality comes from Eq. (4.1). So from the last two displayed
equations and Eq. (4.3) with l = κ and the fact that adκAB = 0 so that
1
κ!
∫ 1
0
AdesVA VadκAB (s− 1)κ ds = 0,
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we find∫ 1
0
AdesVA VB ds
= Vψ(− adA)B +
∫ 1
0
AdesVA Vpi>κ[A,ψ((s−1) adA)B]⊗ (s− 1) ds
= V[
∫ 1
0 Ade−sA B ds]
+
∫ 1
0
AdesVA Vpi>κ[A,ψ((s−1) adA)B]⊗ (s− 1) ds.

Remark 4.2 (Signs). The expression, AdesVA VB, appears on the left side
of Eq. (4.1) while on the right side we have the expression, Ade−sA B which
involves a change of s to −s. This change of sign is a simple consequence
of the fact that vector-fields on M may naturally be identified with right
invariant vector fields on Diff (M) while on the other hand we have chosen
to view A,B ∈ F (κ) (Rd) as left invariant vector fields on G0 = G(κ)geo (Rd) .
This left right interchange is the reason for the sign changes in Eq. (4.1).
Notation 4.3. To each C ∈ C1 ([0, T ] , F (κ) (Rd)) ,let
(4.4) WCt :=
∫ 1
0
Ad
e
sVC(t) VC˙(t) ds ∈ Γ (TM) .
Notation 4.4. For ξ ∈ C1 ([0, T ] , F (κ) (Rd)) , let g (t) = gξ (t) ∈ G0 be as in
Definition 3.6, Cξ (t) := log
(
gξ (t)
) ∈ F (κ) (Rd) , and µξt,s := µVξ˙t,s ∈ Diff (M)
denote the flow defined by
µ˙ξt,s = Vξ˙(t) ◦ µξt,s with µξs,s = IdM .
Our goal is now to estimate the distance between µξt,0 and e
V
log(gξ(t)) =
e
V
Cξ(t) . Since (by Corollary 2.23 with Zt = VCξ(t) ∈ Γ (TM))
d
dt
e
V
Cξ(t) = WC
ξ
t ◦ eVCξ(t) ,
the desired distance estimates will be a consequence of applying Theorem
2.29 with Xt = Vξ˙(t) and Yt = W
Cξ
t . Before carrying out the details we need
to develop a few auxiliary results first.
Notation 4.5. For 0 ≤ s ≤ 1, let u (s, ·) ∈ H0 be defined by u (s, z) :=
ψ ((s− 1) z) /ψ (−z) .
Lemma 4.6. Let ξ and C = Cξ be as in Notation 4.4 and WC
ξ
be as in
Eq. (4.4). Then the difference vector field,
(4.5) U ξt := Yt −Xt = WC
ξ
t − Vξ˙(t) ∈ Γ (TM) ,
may be expresses as
(4.6) U ξt =
∫ 1
0
Ad
e
sVC(t) Vpi>κ[C(t),u(s,adC(t))ξ˙(t)]⊗
(s− 1) ds.
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Proof. By Corollary 3.10,
(4.7) ψ
(− adC(t)) C˙ (t) = ∫ 1
0
Ade−sC(t) C˙ (t) ds = ξ˙ (t) with C (0) = 0,
which combined with Theorem 4.1 with A = C (t) and B = C˙ (t) implies
(4.8) WCt = Vξ˙(t) +
∫ 1
0
Ad
e
sVC(t) Vpi>κ[C(t),ψ((s−1) adC(t))C˙(t)]⊗
(s− 1) ds.
Since ψ ((s− 1) z) = u (s, z)ψ (−z) , it follows (with the aid of Eq. (4.7)
that
ψ
(
(s− 1) adC(t)
)
C˙ (t) = u
(
s, adC(t)
)
ψ
(− adC(t)) C˙ (t) = u (s, adC(t)) ξ˙ (t)
which combined with Eq. (4.8) gives Eq. (4.6). 
Corollary 4.7. If
{
Va : a ∈ Rd
}
generates a step-κ nilpotent Lie sub-
algebra of Γ (TM) , then
(4.9) µ
Vξ˙
t,0 = e
V
Cξ(t) for all ξ ∈ C1
(
[0, T ] , F (κ)
(
Rd
))
.
Moreover, for any A,B ∈ F (κ) (Rd) , we have
(4.10) eVB ◦ eVA = eVlog(eAeB) .
Proof. The given assumption implies Vpi>κ[C(t),ψ((s−1) adC(t))C˙(t)]⊗
≡ 0 and
hence U ξ ≡ 0 and the Eq. (4.9) now follows from Theorem 2.29. To prove
the second assertion ξ : [0,∞)→ F (κ) (Rd) be defined by
(4.11) ξ (t) :=
{
tA if 0 ≤ t ≤ 1
A+ (t− 1)B if 1 ≤ t <∞ .
With this choice of ξ we have; ξ˙ (t) = 1t≤1A+ 1t>1B (for t 6= 1),
gξ (t) =
{
etA if 0 ≤ t ≤ 1
eAe(t−1)B if 1 ≤ t <∞,
µξt,0 =
{
etVA if 0 ≤ t ≤ 1
e(t−1)VB ◦ eVA if 1 ≤ t <∞,
all of which is valid where V is step-κ nilpotent or not. If V is step-κ
nilpotent we “apply” Eq. (4.9) at t = 2, to find,
eVB ◦ eVA = µξ2,0 = eVCξ(2) = e
V
log(eAeB) .
The slight flaw in this argument is that ξ (·) is not continuously differ-
entiable at t = 1. To correct this flaw, choose ϕ ∈ C∞c (R, [0,∞)) which
is supported in (0, 1) and satisfies
∫ 1
0 ϕ (t) dt = 1. We then run the above
argument with ξ ∈ C∞ ([0,∞), F (κ) (Rd)) defined so that
(4.12) ξ˙ (t) = ϕ (t)A+ ϕ (t− 1)B with ξ (0) = 0.
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In more detail, if we let
(4.13) ϕ¯ (t) :=
∫ t
−∞
ϕ (τ) dτ,
then
(4.14) ξ (t) = ϕ¯ (t)A+ ϕ¯ (t− 1)B,
gξ (t) = eϕ¯(t)·Aeϕ¯(t−1)B, and(4.15)
µξt,0 = e
ϕ¯(t−1)VB ◦ eϕ¯(t)VA(4.16)
and in particular at t = 2 we again have,
(4.17) eVB ◦ eVA = µξ2,0 and Cξ (2) = log
(
gξ (2)
)
= log
(
eAeB
)
.
Thus when V is step-κ nilpotent we are now justified in applying Eq. (4.9)
at t = 2 to arrive at Eq. (4.10). 
Notation 4.8 (Commutator bounds). If V : Rd → Γ (TM) is a dynamical
system and m,n ∈ N with κ < m+ n ≤ 2κ, let
Sm,n :=
{
(A,B) ∈ F (κ)m
(
Rd
)
× F (κ)n
(
Rd
)
: |A| = 1 = |B|
}
,
C0m,n
(
V (κ)
)
:= sup {|[VA, VB]|M : (A,B) ∈ Sm,n} ,
C1m,n
(
V (κ)
)
:= sup {|∇ [VA, VB]|M : (A,B) ∈ Sm,n} ,
and
Cj
(
V (κ)
)
:=
κ∑
m,n=1
1m+n>κCjm,n
(
V (κ)
)
for j = 0, 1.
Since
[VA, VB] = ∇VAVB −∇VBVA and
∇v [VA, VB] = ∇2v⊗VAVB +∇∇vVAVB − (A←→ B)
it follows that
C0m,n
(
V (κ)
)
≤ 2
∣∣∣V (κ)∣∣∣
M
∣∣∣∇V (κ)∣∣∣
M
and
C1m,n
(
V (κ)
)
≤ 2
(∣∣∣∇2V (κ)∣∣∣
M
·
∣∣∣V (κ)∣∣∣
M
+
∣∣∣∇V (κ)∣∣∣2
M
)
and therefore
C0
(
V (κ)
)
≤ κ (κ+ 1)
∣∣∣V (κ)∣∣∣
M
∣∣∣∇V (κ)∣∣∣
M
and(4.18)
C1
(
V (κ)
)
≤ κ (κ+ 1)
(∣∣∣∇2V (κ)∣∣∣
M
·
∣∣∣V (κ)∣∣∣
M
+
∣∣∣∇V (κ)∣∣∣2
M
)
.(4.19)
The previous estimates are in general not sharp. For example if V is κ-
nilpotent, then C0 (V (κ)) ≡ 0 while 2 ∣∣V (κ)∣∣
M
∣∣∇V (κ)∣∣
M
will typically be
positive.
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Lemma 4.9. If ξ ∈ C1 ([0, T ] , F (κ) (Rd)) and Cξ (t) = log (gξ (t)) ∈ F (κ) (Rd)
are as in Definition 1.25 or Notation 4.4 and u (s, z) is as in Notation 4.5,
then
(4.20)∫ 1
0
ds (1− s)
∫ T
0
dt
∣∣∣∣Vpi>κ[C(t),u(s,adC(t))ξ˙(t)]⊗
∣∣∣∣
M
. C0
(
V (κ)
)
Q(κ,2κ]
(
N∗T
(
ξ˙
))
.
and
(4.21)∫ 1
0
ds (1− s)
∫ T
0
dt
∣∣∣∣∇Vpi>κ[C(t),u(s,adC(t))ξ˙(t)]⊗
∣∣∣∣
M
. C1
(
V (κ)
)
Q(κ,2κ]
(
N∗T
(
ξ˙
))
.
Proof. Applying the triangle inequality to the identity,
Vpi>κ[C(t),u(s,adC(t))ξ˙(t)]⊗
=
κ∑
m,n=1
1m+n>κV[C(t)m,(u(s,adC(t))ξ˙(t))n]⊗
=
κ∑
m,n=1
1m+n>κ
[
VC(t)m , V(u(s,adC(t))ξ˙(t))n
]
,(4.22)
while using Corollaries 3.27 and 3.28 and the definition of C0 (V (κ)) shows,∫ T
0
∣∣∣∣Vpi>κ[C(t),ψ((s−1) adC(t))C˙(t)]⊗
∣∣∣∣
M
dt
≤
κ∑
m,n=1
1m+n>κ
∫ T
0
∣∣∣[VC(t)m , V(u(s,adC(t))ξ˙(t))n]∣∣∣M dt
≤
κ∑
m,n=1
1m+n>κC0m,n
(
V (κ)
)∫ T
0
|Cm|∞,T ·
∣∣∣(u (s, adC(t)) ξ˙ (t))
n
∣∣∣ dt
. K (u (s, ·))
κ∑
m,n=1
1m+n>κC0m,n
(
V (κ)
)
N∗T
(
ξ˙
)m+n
≤ K (u (s, ·))
κ∑
m,n=1
1m+n>κC0m,n
(
V (κ)
)
Q(κ,2κ]
(
N∗T
(
ξ˙
))
= K (u (s, ·)) C0
(
V (κ)
)
Q(κ,2κ]
(
N∗T
(
ξ˙
))
.(4.23)
A simple differentiation exercise shows pn (s) :=
(
d
dz
)n
u (s, z) |z=0 is a
degree n -polynomial function of s with p0 (s) = 1. As K (u (s, ·)) depends
linearly on
{(
d
dz
)j
u (s, z) |z=0
}κ−1
j=0
it follows that K (u (s, ·)) is bounded by
a polynomial function of s and in particular,∫ 1
0
K (u (s, ·)) (1− s) ds <∞.
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Thus multiplying Eq. (4.23) by (1− s) and then integrating on s ∈ [0, 1]
completes the proof of Eq. (4.20). The proof of Eq. (4.21) is very sim-
ilar. Simply apply ∇ to both sides of Eq. (4.22) and then continue the
estimates as above with C0m,n
(
V (κ)
)
and C0 (V (κ)) replaced by C1m,n (V (κ))
and C1 (V (κ)) respectively. 
Theorem 4.10. If ξ ∈ C1 ([0, T ] , F (κ) (Rd)) and Cξ (t) = log (gξ (t)) ∈
F (κ)
(
Rd
)
be as in Definition 1.25 or Notation 4.4 and U ξt ∈ Γ (TM) as in
Eq. (4.6) of Lemma 4.6, then
(4.24)
∣∣∣U ξ∣∣∣∗
T
. C0
(
V (κ)
)
e
|∇V (κ)|
M
|Cξ|∞,TQ(κ,κ+1]
(
N∗T
(
ξ˙
))
which combined with Eq. (3.31) shows there exists C (κ) <∞ such that
(4.25)
∣∣∣U ξ∣∣∣∗
T
. C0
(
V (κ)
)
eC(κ)|∇V (κ)|MQ[1,κ](N∗T (ξ˙))Q(κ,κ+1]
(
N∗T
(
ξ˙
))
.
Proof. By Corollary 2.27, if Y ∈ Γ (TM) , then∣∣∣Ad
e
sVC(τ) Y
∣∣∣
M
=
∣∣∣esVC(τ)∗ Y ◦ e−sVC(τ)∣∣∣
M
=
∣∣∣esVC(τ)∗ Y ∣∣∣
M
≤ es|∇VC(τ)|M |Y |M ≤ es|∇V
(κ)|
M
|C(τ)| |Y |M
and so (see Eq. (4.6)),∣∣∣U ξt ∣∣∣
M
≤
∫ 1
0
∣∣∣∣AdesVC(t) Vpi>κ[C(t),u(s,adC(t))ξ˙(t)]⊗
∣∣∣∣
M
(s− 1) ds
≤
∫ 1
0
es|∇V (κ)|M |C(t)|
∣∣∣∣Vpi>κ[C(t),u(s,adC(t))ξ˙(t)]⊗
∣∣∣∣
M
(s− 1) ds
and so
(4.26)∣∣∣U ξ∣∣∣∗
T
≤ e|∇V (κ)|M |C|∞,T
∫ 1
0
ds (1− s)
∫ T
0
dt
∣∣∣∣Vpi>κ[C(t),u(s,adC(t))ξ˙(t)]⊗
∣∣∣∣
M
which combined with Lemma 4.9 proves Eq. (4.24). 
Theorem 4.11 (Approximate log-estimate). If ξ ∈ C1 ([0, T ] , F (κ) (Rd)) ,
then2
(4.27)
dM
(
µ
Vξ˙
T,0, e
V
log(gξ(T ))
)
. C0
(
V (κ)
)
eC(κ)|∇V (κ)|MQ[1,κ](N∗T (ξ˙))Q(κ,κ+1]
(
N∗T
(
ξ˙
))
.
Proof. By Theorem 2.29 with Xt = Vξ˙(t) and Yt = W
C
t , we know that
(4.28) dM
(
µ
Vξ˙
T,0, e
VC(T )
)
≤ e|∇Vξ˙|
∗
T ·
∣∣∣U ξ∣∣∣∗
T
≤ e|∇V (κ)|M |ξ˙|
∗
T .
∣∣∣U ξ∣∣∣∗
T
.
2We will see in Theorem 8.4 below that a similar estimate holds for the distance between
the differentials of µ
V
ξ˙
T,0 and e
V
log(gξ(T )) .
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Combining this estimate with the estimate for
∣∣U ξ∣∣∗
T
in Theorem 4.10 and
the estimate for
∣∣∣ξ˙∣∣∣∗
T
in Eq. (3.21) gives Eq. (4.27). 
For the rest of this section we assume that ξ ∈ C∞ ([0,∞), F (κ) (Rd)) is
defined as in Eq. (4.12) of the proof of Corollary 4.7, i.e.
(4.29) ξ (t) = ϕ¯ (t)A+ ϕ¯ (t− 1)B ∈ F (κ)
(
Rd
)
,
where
ϕ¯ (t) =
∫ t
−∞
ϕ (τ) dτ
and ϕ ∈ C∞c (R, [0,∞)) with ϕ¯ (1) = ϕ¯ (∞) = 1.
Corollary 4.12. If A,B ∈ F (κ) (Rd) , then
dM
(
eVB ◦ eVA , eVlog(eAeB)
)
. C0
(
V (κ)
)
eC(κ)|∇V (κ)|MQ[1,κ](N(A)+N(B))Q(κ,κ+1] (N (A) +N (B)) .
(4.30)
Proof. From the definition of ξ in Eq. (4.29), we find
(4.31)
∣∣∣ξ˙k∣∣∣∗
2
= |Ak|+ |Bk| for 1 ≤ k ≤ κ
and hence with the aid of Eq. (3.22),
(4.32) N∗2
(
ξ˙
)
≤ N (A) +N (B) .
Moreover, by the identities in Eq. (4.17) we know that
(4.33) dM
(
eVB ◦ eVA , eVlog(eAeB)
)
= dM
(
µ
Vξ˙
2,0, e
V
log(gξ(2))
)
.
So an application of Theorem 4.11 for this ξ and taking T = 2 gives Eq.
(4.30). 
The estimate in Eq. (4.30) is not as sharp as we would like. For example
the right side of Eq. (4.30) is only 0 when A = 0 = B while the left side is
0 when either A = 0 or B = 0. To improve upon the estimate in Eq. (4.30)
(see Corollary 4.15) we need to examine the form of the difference vector
field, U ξt , for ξ in Eq. (4.29). We begin with a couple of lemmas.
Lemma 4.13. If f ∈ H0 satisfies, f (0) = 0, then
[
f
(
adC(t)
)
B
]
1
= 0 and
for 2 ≤ k ≤ κ,
max
1≤t≤2
∣∣∣[f (adC(t))B]k∣∣∣ ≤ K (f)N (A)N (B) (N (A) +N (B))k−2
where K (f) <∞ is a constant which depends linearly on {∣∣f (j) (0)∣∣}κ−1
j=1
.
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Proof. By Proposition 3.18, there exists bounded measurable functions, f j :
[0,∞)j → R depending linearly on (f (0) , . . . , f (κ−1) (0)) such that
f
(
adC(t)
)
=
κ−1∑
j=1
f̂ jt
(
adξ˙
)
.
As
[
f̂ jt
(
adξ˙
)
B
]
k
= 0 if j ≥ k, to finish the proof it suffices to show for
each 1 ≤ j < k that
(4.34) max
1≤t≤2
∣∣∣[f̂ jt (adξ˙)B]k∣∣∣ . ∥∥f j∥∥∞N (A)N (B) (N (A) +N (B))k−2 .
Let us now fix 1 ≤ j < k.
For 1 ≤ t ≤ 2,
f̂ jt
(
adξ˙
)
B =
∫
[0,t]j
f j (t1, . . . , tj) adξ˙(t1) . . . adξ˙(tj−1) adξ˙(tj)Bdt1 . . . dtj
=
∫
[0,t]j−1
f j (t1, . . . , tj)ϕ (tj) adξ˙(t1) . . . adξ˙(tj−1) [A,B] dt1 . . . dtj−1dtj ,
wherein we have used adξ˙(tj)B = ϕ (tj) [A,B] for all t ≥ 0. Since
∫
ϕ (t) dt =
1, it is simple to verify that
(4.35)
∣∣∣(f̂ jt (adξ˙)B)k∣∣∣ ≤ ∥∥f j∥∥∞
∫
[0,t]j−1
∣∣∣(adξ˙(t1) . . . adξ˙(tj−1) [A,B])k∣∣∣ dt
where dt := dt1 . . . dtj−1. We now estimate the integral in the usual way,
namely; ∫
[0,t]j−1
∣∣∣(adξ˙(t1) . . . adξ˙(tj−1) [A,B])k∣∣∣ dt
≤
∑∫
[0,t]j−1
∣∣∣adξ˙k1 (t1) . . . adξ˙kj−1 (tj−1) [Am, Bn]∣∣∣ dt(4.36)
where the sum is over (m,n, k1, . . . , kj−1) ∈ Nj+1 such that
∑j−1
i=1 ki+m+n =
k. Using |[A,B]| ≤ 2 |A| |B| for all A,B ∈ F (κ) (Rd) , each term on the right
side of Eq. (4.36) may be estimated by
2j
∫
[0,t]j−1
∣∣∣ξ˙k1 (t1)∣∣∣ . . . ∣∣∣ξ˙kj−1 (tj−1)∣∣∣ |Am| |Bn| dt
≤ 2j
j−1∏
i=1
∣∣∣ξ˙ki∣∣∣∗
2
|Am| |Bn| ≤ 2j
j−1∏
i=1
N∗t
(
ξ˙
)ki
N (A)mN (B)n
≤ 2j (N (A) +N (B))k−m−nN (A)mN (B)n
≤ 2jN (A)N (B) (N (A) +N (B))k−2 .(4.37)
Combining the estimates in Eqs. (4.35) – (4.37) completes the proof of Eq.
(4.34) and hence the proof of the lemma. 
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Proposition 4.14. If A,B ∈ F (κ) (Rd) and ξ ∈ C∞ ([0,∞), F (κ) (Rd)) is
as in Eq. (4.29), then[
Cξ (t) , u
(
s, adCξ(t)
)
ξ˙ (t)
]
⊗
= ϕ (t− 1)
(
[A,B]⊗ +
[
C¯ξ (t) , B
]
⊗
+
[
Cξ (t) , u¯
(
s, adCξ(t)
)
B
]
⊗
)(4.38)
where
C¯ξ (t) := Cξ (t)− ξ (t) and
u¯ (s, z) := u (s, z)− u (s, 0) = u (s, z)− 1.
Moreover for k ≥ 2, the following estimates hold;
max
0≤t≤2
∣∣∣C¯ξk (t)∣∣∣ . N (A)N (B) (N (A) +N (B))k−2 and(4.39)
max
0≤t≤2
max
0≤s≤1
∣∣∣[u¯(s, adCξ(t))B]
k
∣∣∣ . N (A)N (B) (N (A) +N (B))k−2 .(4.40)
Proof. From Eq. (4.15), Cξ (t) = ϕ¯ (t)A = ξ (t) when t ≤ 1 and therefore[
Cξ (t) , u
(
s, adCξ(t)
)
ξ˙ (t)
]
⊗
= ϕ¯ (t)ϕ (t)
[
A, u
(
s, adϕ¯(t)A
)
A
]
⊗
= ϕ¯ (t)ϕ (t) [A, u (s, 0)A]⊗ = 0.
which proves Eq. (4.38) for t ≤ 1. When t ≥ 1, ξ (t) = A + ϕ¯ (t− 1)B,
ξ˙ (t) = ϕ (t− 1)B, and
u
(
s, adCξ(t)
)
ξ˙ (t) = u
(
s, adCξ(t)
)
B = B + u¯
(
s, adCξ(t)
)
B
and hence[
Cξ (t) , u
(
s, adCξ(t)
)
ξ˙ (t)
]
⊗
=
[
Cξ (t) , ξ˙ (t) + u¯
(
s, adCξ(t)
)
ξ˙ (t)
]
⊗
= ϕ (t− 1)
([
A+ ϕ¯ (t− 1)B + C¯ξ (t) , B
]
⊗
+
[
Cξ (t) , u¯
(
s, adCξ(t)
)
B
]
⊗
)
which easily gives Eq. (4.38) for t ≥ 1.
By Eq. (3.10),
C˙ξ (t) =
1
ψ
(− adC(t)) ξ˙ (t) = ξ˙ (t) + g (adC(t)) ξ˙ (t)
wherein the last equality we used 1/ψ (0) = 1 and have set
g (z) :=
1
ψ (−z) −
1
ψ (0)
=
1
ψ (−z) − 1.
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Thus it follows that
C¯ξ (t) =
∫ t
0
g
(
adCξ(τ)
)
ξ˙ (τ) dτ =
∫ t
0
ϕ (τ − 1) g
(
adCξ(τ)
)
Bdτ.
By Lemma 4.13,
max
1≤τ≤2
∣∣∣[g (adCξ(τ))B]
k
∣∣∣ ≤ K (g)N (A)N (B) (N (A) +N (B))k−2
and so it now easily follows that∣∣∣C¯ξk (t)∣∣∣ ≤ K (g)N (A)N (B) (N (A) +N (B))k−2 for all 0 ≤ t ≤ 2.
By another application of Lemma 4.13,
max
0≤t≤2
∣∣∣[u¯(s, adCξ(t))B]
k
∣∣∣ ≤ K (u¯ (s, ·))N (A)N (B) (N (A) +N (B))k−2
where K (u¯ (s, ·)) is bounded in s ∈ [0, 1] as the derivatives of u¯ (s, z) as
z = 0 are polynomial functions in s. These last two inequalities verify Eqs.
(4.39) and (4.40) and hence complete the proof. 
Corollary 4.15. If A,B ∈ F (κ) (Rd) , then
(4.41) dM
(
eVB , IdM
) ≤ ∣∣∣V (κ)∣∣∣ |B| ≤ ∣∣∣V (κ)∣∣∣Q[1,κ] (N (B))
and there exists C (κ) <∞ such that
(4.42)
dM
(
eVB ◦ eVA , eVlog(eAeB)
)
. K0N (A)N (B)Q[κ−1,2κ−2] (N (A) +N (B))
where
K0 := C0
(
V (κ)
)
eC(κ)|∇V (κ)|MQ[1,κ](N(A)+N(B))(4.43)
≤ 2
∣∣∣V (κ)∣∣∣
M
∣∣∣∇V (κ)∣∣∣
M
ec(κ)|∇V (κ)|MQ[1,κ](N(A)+N(B)).(4.44)
Proof. The first inequality follows as an application of Corollary 2.30 with
Yt := VB using
|Y |∗1 = |VB|M ≤
∣∣∣V (κ)∣∣∣ |B|
To prove the second inequality we let ξ (t) be as in Proposition 4.14. By Eq.
(4.28) in the proof of Theorem 4.11 we then have, to find,
dM
(
eVB ◦ eVA , eVlog(eAeB)
)
= dM
(
µ
Vξ˙
2,0, e
VC(2)
)
≤ e|∇V (κ)|M |ξ˙|
∗
2 .
∣∣∣U ξ∣∣∣∗
2
= e|∇V (κ)|M (|A|+|B|).
∣∣∣U ξ∣∣∣∗
2
.(4.45)
where, by Eq. (4.26) of the proof of Theorem 4.10,
(4.46)∣∣∣U ξ∣∣∣∗
2
≤ e|∇V (κ)|M |C|∞,2
∫ 1
0
ds (1− s)
∫ 2
0
dt
∣∣∣∣Vpi>κ[C(t),u(s,adC(t))ξ˙(t)]⊗
∣∣∣∣
M
.
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From Proposition 4.14
∣∣∣∣V([C(t),u(s,adC(t))ξ˙(t)]⊗)k
∣∣∣∣
M
≤ ϕ (t− 1)

∣∣∣V([A,B]⊗)k ∣∣∣M +
∣∣∣∣V([C¯ξ(t),B]⊗)k
∣∣∣∣
M
+
∣∣∣∣∣∣V([Cξ(t),u¯(s,adCξ(t))B]⊗)k
∣∣∣∣∣∣
M
(4.47)
We now estimate each of the three terms appearing on the right side of Eq.
(4.47).
(1) Since, for m,n ∈ [1, κ] with m+ n = k,
|Am| |Bn| ≤ N (A)mN (B)n ≤ N (A)N (B) (N (A) +N (B))k−2 ,
we find
∣∣∣V([A,B]⊗)k ∣∣∣M ≤
κ∑
m,n=1
1m+n=k |[VAm , VBn ]|
≤
κ∑
m,n=1
1m+n=kC0m,n
(
V (κ)
)
|Am| |Bn|
≤ C0
(
V (κ)
)
N (A)N (B) (N (A) +N (B))k−2 .
(2) Using Eq. (4.39) and (by definition) C¯ξ1 = 0, it follows that
∣∣∣∣V([C¯ξ(t),B]⊗)k
∣∣∣∣
M
≤
κ∑
m,n=1
1m+n=kC0m,n
(
V (κ)
) ∣∣∣C¯ξm (t)∣∣∣ |Bn|
.
κ∑
n=1
κ∑
m=2
1m+n=kC0m,n
(
V (κ)
)
N (A)N (B) (N (A) +N (B))m−2N (B)n−1
. C0
(
V (κ)
)
N (A)N (B) (N (A) +N (B))k−2 .
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(3) Similarly using Eqs. (3.30) and (4.40),∣∣∣∣∣V[Cξ(t),u¯(s,adCξ(t))B]⊗k
∣∣∣∣∣
M
≤
κ∑
m,n=1
1m+n=kC0m,n
(
V (κ)
) ∣∣∣Cξm (t)∣∣∣ ∣∣∣(u¯(s, adCξ(t))B)
n
∣∣∣
.
κ∑
n=2
κ∑
m=1
1m+n=kC0m,n
(
V (κ)
) ∣∣∣Cξm (t)∣∣∣ ·N (A)N (B) (N (A) +N (B))n−2
.
κ∑
n=2
κ∑
m=1
1m+n=kC0m,n
(
V (κ)
)
·N (A)N (B) (N (A) +N (B))m+n−2
. C0
(
V (κ)
)
N (A)N (B) (N (A) +N (B))k−2 .
Combining the last three estimates with Eqs. (4.47) and (4.46) shows
(with K1 having the form as in Eq. (4.43)),∣∣∣U ξ∣∣∣∗
2
≤ e|∇V (κ)|M |C|∞,2
2κ∑
k=κ+1
∫ 1
0
ds (1− s)
∫ 2
0
dt
∣∣∣∣V([C(t),u(s,adC(t))ξ˙(t)]⊗)k
∣∣∣∣
M
. e|∇V (κ)|M |C|∞,2
2κ∑
k=κ+1
C0
(
V (κ)
)
N (A)N (B) (N (A) +N (B))k−2
. C0
(
V (κ)
)
e|∇V (κ)|M |C|∞,2N (A)N (B)Q[κ−1,2κ−2] (N (A) +N (B))
. K1N (A)N (B)Q[κ−1,2κ−2] (N (A) +N (B)) ,
(4.48)
wherein the last inequality we have also used the estimate in Eq. (3.31).
This estimate combined with Eq. (4.45), while using Eqs. (3.20) and (3.19)
in order to show |A|+|B| . Q[1,κ] (N (A) +N (B)) , completes the proof. 
This completes part I. of the paper. The second remaining part of the
paper is devoted to developing estimates for the distance between the dif-
ferentials of µ
Vξ˙
T,0 and e
V
log(gξ(T )) . In order to formulate our results we must
first define a distance between f∗ and g∗ for f, g ∈ C1 (M,M) . To do so
we will use the metric on M to endow TM with a Riemannian metric and
then make use of this metric to construct the desired distance. It will also
be necessary to develop some of the basic properties of the induced distance
function on TM which is the topic of the next section.
5. Riemannian Distances on TM
5.1. Riemannian distances on vector bundles. For clarity of exposition
(and since it is no harder), it is convenient to carry out these constructions
in the more general context of an arbitrary Hermitian vector bundle, pi :
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E →M, with metric compatible covariant derivative, ∇, as in Notation 2.2.
Later we will specialize to the case of interest where E = TM.
Definition 5.1 (Riemannian metric on E). Continuing the setup in Nota-
tion 2.2, we define a Riemannian metric on TE by defining〈
ξ˙ (0) , η˙ (0)
〉
TE
:=
〈
pi∗ξ˙ (0) , pi∗η˙ (0)
〉
g
+
〈∇ξ
dt
(0) ,
∇η
dt
(0)
〉
E
whenever ξ (t) and η (t) are two smooth curves in E such pi (ξ (0)) = pi (η (0)) .
Remark 5.2. Let σ (t) and γ (t) be two smooth paths in M so that σ (0) =
m = γ (0) and suppose that α (t) and β (t) are two smooth paths in RD.
Then in the local model described in Remark 2.3 we have,
pi∗ξ˙ (0) = pi∗
(
σ˙ (0) , α˙ (0)α(0)
)
= σ˙ (0) ,
pi∗η˙ (0) = pi∗
(
γ˙ (0) , β˙ (0)β(0)
)
= γ˙ (0) ,
∇ξ
dt
(0) = (m, α˙ (0) + Γ (σ˙ (0))α (0)) ,
∇η
dt
(0) =
(
m, β˙ (0) + Γ (γ˙ (0))β (0)
)
, and〈
ξ˙ (0) , η˙ (0)
〉
TE
= 〈σ˙ (0) , γ˙ (0)〉g
+ (α˙ (0) + Γ (σ˙ (0))α (0)) ·
(
β˙ (0) + Γ (γ˙ (0))β (0)
)
.
From this expression we see that 〈·, ·〉TE is indeed a Riemannian metric on
E. For example,
∣∣∣ξ˙ (0)∣∣∣2
TE
= 0 implies
0 = |σ˙ (0)|2g + |α˙ (0) + Γ (σ˙ (0))α (0)|2RD
from which it follows that σ˙ (0) = 0 and then |α˙ (0)|2RD = 0 so that α˙ (0) = 0,
i.e. ξ˙ (0) = 0 ∈ Tξ(0)E.
Definition 5.3. As usual, the length of a smooth path, t → ξ (t) ∈ E, is
defined by
`E (ξ) =
∫ 1
0
∣∣∣ξ˙ (t)∣∣∣ dt = ∫ 1
0
√∣∣∣pi∗ξ˙ (t)∣∣∣2 + ∣∣∣∣∇ξ (t)dt
∣∣∣∣2
E
dt
and the distance, dE , is then the distance associated to this length.
Our first goal is to give a more practical way (see Eq. (5.5) of Corollary
5.7 below) of computing dE (e, e′) for e, e′ ∈ E,
Notation 5.4. Given a path σ : [0, 1]→M , let
Lσ
(
e, e′
)
:=
√
`M (σ)
2 +
∣∣∣//1 (σ)−1 e′ − e∣∣∣2 ∀ e ∈ Eσ(0) and e′ ∈ Eσ(1)
with the convention that Lσ (e, e
′) =∞ if σ is not absolutely continuous.
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Theorem 5.5. If σ ∈ AC ([0, 1] ,M) , ξ ∈ ACσ ([0, 1] , E) , and
s (t) :=
∫ t
0
|σ˙ (τ)| dτ – arc-length of σ|[0,t],
then
Lσ (ξ (0) , ξ (1)) ≤
√
`M (σ)
2 +
[∫ 1
0
|∇tξ (t)| dt
]2
≤ `E (ξ) ≤
∫ 1
0
[|σ˙ (t)|+ |∇tξ (t)|] dt.(5.1)
and moreover
(5.2) Lσ (ξ (0) , ξ (1)) =
√
`M (σ)
2 +
[∫ 1
0
|∇tξ (t)| dt
]2
= `E (ξ)
when 3
ξ (t) = ξ (0) + t (ξ (1)− ξ (0)) if s (1) = 0 or(5.3)
ξ (t) = //t (σ)
[
em +
s (t)
s (1)
(
//1 (σ)
−1 ξ (1)− ξ (0)
)]
if s (1) > 0.(5.4)
Proof. If we let w (t) := //t (σ)
−1 ξ (t) ∈ Eσ(0), then |∇tξ (t)| = |w˙ (t)| and
so∫ 1
0
|∇tξ (t)| dt =
∫ 1
0
|w˙ (t)| dt ≥ |w (1)− w (0)| =
∣∣∣//1 (σ)−1 ξ (1)− ξ (0)∣∣∣ ,
wherein we have used the length of w is greater than or equal |w (1)− w (0)| .
The last inequality is equivalent to the first inequality in Eq. (5.1).
If we let
u (t) :=
∫ t
0
|∇τξ (τ)| dτ,
then t → (s (t) , u (t)) ∈ R2 is an absolutely continuous path in R2 from
(0, 0) and so the length of this path,∫ 1
0
√
s˙ (t)2 + u˙ (t)2dt =
∫ 1
0
√
|σ˙ (t)|2 + |∇tξ (t)|2dt = `E (ξ) ,
is is greater than or equal to
‖(s (1) , u (1))‖R2 =
√
`M (σ)
2 +
[∫ 1
0
|∇tξ (t)| dt
]2
.
This proves the second inequality in Eq. (5.1). To prove the last inequality
in Eq. (5.1) simply observe (see Eq. (3.22) with p = 2) that√
|σ˙ (t)|2 + |∇tξ (t)|2 ≤ |σ˙ (t)|+ |∇tξ (t)| .
3If 0 = s (1) = ` (σ) , then necessarily m = σ (0) = σ (1) = p.
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If s (1) > 0 and ξ is given as in Eq. (5.4), then
|∇tξ (t)| =
∣∣∣∣//t (σ) s˙ (t)s (1) (//1 (σ)−1 e′p − em)
∣∣∣∣ = |σ˙ (t)|`M (σ)
∣∣∣//1 (σ)−1 e′p − em∣∣∣
and hence
`E (ξ) =
∫ 1
0
√
|σ˙ (t)|2 + |σ˙ (t)|
2
s2 (1)
∣∣∣//1 (σ)−1 ξ (1)− ξ (0)∣∣∣2dt
=
∫ 1
0
|σ˙ (t)|
`M (σ)
√
`2M (σ) +
∣∣∣//1 (σ)−1 e′p − em∣∣∣2dt = Lσ (ξ (0) , ξ (1))
which verifies Eq. (5.2) in this case. Similarly by a simple calculation, Eq.
(5.2) holds when `M (σ) = s (1) = 0 and ξ is given as in Eq. (5.3). 
Notation 5.6. To each σ ∈ AC ([0, 1] ,M) , let ACσ ([0, 1] , E) denote those
ξ ∈ AC ([0, 1] , E) such that ξ (t) ∈ Tσ(t)M for all 0 ≤ t ≤ 1.
Corollary 5.7. If em ∈ Em, and e′p ∈ Ep, then
(5.5)
dE
(
em, e
′
p
)
= inf
{
Lσ
(
em, e
′
p
)
: σ ∈ AC ([0, 1] ,M) , σ (0) = m & σ (1) = p}
where for σ ∈ AC ([0, 1] ,M) with σ (0) = m and σ (1) = p,
(5.6)
Lσ
(
em, e
′
p
)
= min
{
`E (ξ) : ξ ∈ ACσ ([0, 1] , E) , ξ (0) = em,& ξ (1) = e′p
}
.
Proof. The first equation is an easy consequence of the second. For the
second equation, if ξ ∈ ACσ ([0, 1] , E) with ξ (0) = em, and ξ (1) = e′p, then
by Theorem 5.5, Lσ
(
em, e
′
p
) ≤ `E (ξ) with equality occurring when ξ is given
by Eq. (5.3) if `M (σ) = 0 or by Eq. (5.4) if `M (σ) > 0. 
Remark 5.8. One might suspect that if e, e′ ∈ Em, then dE (e, e′) = |e− e′| .
However this is not necessarily the case unless the holonomy group of ∇E
at m is trivial (in particular this implies the curvature of ∇E = 0.) For
example of |e| = |e′| = 1, there may be a very short loop, σ, starting and
ending at m, so that //1 (σ)
−1 e′ = e in which case it would follow that
dE (e, e′) ≤ `M (σ) which can easily be smaller that |e− e′| which could be as
large at
√
2. If σ is the constant loop sitting at m, then Lσ (e, e
′) = |e′ − e|
and hence dE (e, e′) ≤ |e′ − e| whenever e, e′ ∈ Em for some m ∈M.
Proposition 5.9 (|·|E is Lipschitz ). If e, e′ ∈ E, then
(5.7)
∣∣|e|E − ∣∣e′∣∣E∣∣ ≤ dE (e, e′) ,
i.e. fiber metric on E, |·|E , is 1-Lipschitz relative to dE .
Proof. Let em and e
′
p in E and σ be an absolutely continuous path joining
m to p. Then by Lemma 2.4,∣∣∣|em|E − ∣∣e′p∣∣E∣∣∣ ≤ ∣∣∣em − //1 (σ)−1 e′p∣∣∣Em ≤ Lσ (em, e′p)
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and therefore by Corollary 5.7,∣∣∣|em|E − ∣∣e′p∣∣E∣∣∣ ≤ infσ Lσ (em, e′p) = dE (em, e′p) ,
where the infimum is over all paths, σ, joining m to p. 
Proposition 5.10 (Completeness of E). If (M, g) is a complete Riemann-
ian manifold then the vector bundle, E, with the Riemannian structure in
Definition 5.1 is again a complete Riemannian manifold.
Proof. Let pi : E →M be the natural projection map and observe that∣∣∣pi∗ξ˙ (0)∣∣∣
M
≤
∣∣∣ξ˙ (0)∣∣∣
E
∀ ξ˙ (0) ∈ TE.
If e0, e1 ∈ E and e (·) ∈ AC ([0, 1] , E) is a path joining e0 to e1, then
pi ◦ e ∈ AC ([0, 1] ,M) is path joining pi (e0) to pi (e1) and
dM (pi (e0) , pi (e1)) ≤ `M (pi ◦ e) =
∫ 1
0
|pi∗u˙ (t)|M dt
≤
∫ 1
0
|u˙ (t)|E dt = `E (e) .
Minimizing this inequality over e as described above shows
dM (pi (e0) , pi (e1)) ≤ dE (e0, e1) .
Hence if {en}∞n=1 is a Cauchy sequence in E, then {pn = pi (en)}∞n=1 is a
Cauchy sequence in M. As M is complete we know that p = limn→∞ pn
exists in M. Let W be an open neighborhood of p in M over which M is
trivial and let U be a local orthonormal frame (as described after Notation
2.2) of E defined over W and, for large enough n, let vn := U (pn)
−1 en ∈
RN where N is the fiber dimension of E. From Proposition 5.9, we know
{|en|E = |vn|RN }∞n=1 is a Cauchy sequence in R and hence bounded and
hence there exists a subsequence, {vnk}∞k=1 of {vn} so that v := limk→∞ vnk exists
in RN . It then follows that
lim
k→∞
enk = lim
k→∞
U (pnk) vnk = U (p) v exists.
As {en}∞n=1 was Cauchy in E and has a convergent subsequence, it follows
that limn→∞ en = U (p) v exists in E and hence E is complete. 
Theorem 5.11. Let pi : E → M be a vector bundle equipped with a fiber
metric and metric compatible covariant derivative as above. If λ ≥ 0 and
em, e
′
p ∈ E, then
(5.8) dE
(
λem, λe
′
p
) ≤ (λ ∨ 1) dE (em, e′p) .
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Proof. Let σ be a curve joining m to p, then
dE
(
λem, λe
′
p
) ≤ Lσ (λem, λe′p) = √`M (σ)2 + ∣∣∣λ//1 (σ)−1 e′ − λe∣∣∣2
=
√
`M (σ)
2 + |λ|2
∣∣∣//1 (σ)−1 e′ − e∣∣∣2 ≤ λ ∨ 1 · Lσ (em, e′p)
and the result now follows from Corollary 5.7 as σ was arbitrary. 
Definition 5.12 (Bundle maps). A smooth function, F : E → E, is a
bundle map provided there exist a smooth map, f : M → M such that
F (Em) ⊂ Ef(m) for all m ∈ M and F |Em : Em → Ef(m) is linear. We will
refer to such an F as a bundle map covering f.
We are interested in measuring the distance between two bundle maps,
F,G : E → E. For such maps we can no longer define dE∞ (F,G) :=
supe∈E dE (Fe,Ge) since
sup
λ>0
dE (Fλe,Gλe) =∞ if |Fe| 6= |Ge| .
Indeed if σ ∈ C1 ([0, 1] ,M) is any path such that Fe ∈ Eσ(0) and Ge ∈ Eσ(1),
then
Lσ (λFe, λGe) =
√
`M (σ)
2 +
∣∣∣//1 (σ)−1 λGe− λFe∣∣∣2
≥
∣∣∣∣∣∣//1 (σ)−1 λGe∣∣∣− |λFe|∣∣∣ = |λ| ||Ge| − |Fe||
and hence by Corollary 5.7,
dE (Fλe,Gλe) ≥ |λ| ||Ge| − |Fe|| → ∞ as λ ↑ ∞.
On the other hand, as bundle maps are fiber linear they are determined by
their values, {Fe : e ∈ E with |e| = 1} . With these comments in mind we
make the following definition.
Definition 5.13 (Bundle map norms and distances). Given a bundle maps,
F : E → E, m ∈M, and σ ∈ C ([0, 1] ,M) , let
|F |m := sup
e∈Em:|e|=1
|Fe| ,
|F |σ := sup
t∈[0,1]
|F |σ(t) , and
|F |M := sup
m∈M
|F |m = sup
e∈Em:|e|=1
|Fe| .
If G : E → E is another bundle map, let
dE∞ (F,G) := sup
e∈E:|e|=1
dE (Fe,Ge) .
Remark 5.14. Let us note that dE∞ (F,G) = 0 iff Fe = Ge for all |e| = 1
which suffices to show F ≡ G since both F and G are fiber linear.
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Lemma 5.15. If F,G : E → E are bundle maps, then
(5.9) ||F |M − |G|M | ≤ dE∞ (F,G) .
Proof. If e ∈ E with |e| = 1, then (by Proposition 5.9)
||Fe| − |Ge|| ≤ dE (Fe,Ge) ≤ dE∞ (F,G)
and therefore
|Fe| ≤ |Ge|+ dE∞ (F,G) ≤ |G|M + dE∞ (F,G) .
As this is true for all e ∈ E with |e| = 1 we may further conclude that
|F |M ≤ |G|M + dE∞ (F,G) .
Reversing the roles of F and G also shows
|G|M ≤ |F |M + dE∞ (F,G)
and together the last two displayed equations proves Eq. (5.9). 
The next proposition contains the typical mechanism we will use for es-
timating dE∞ (F,G) .
Proposition 5.16. If {Ft}0≤t≤1 is a smoothly varying one parameter family
of bundle maps from E to E covering {ft}0≤t≤1 ⊂ C∞ (M,M) , then for any
e ∈ Em,
(5.10) dE (F0e, F1e) ≤
√
`2M
(
f(·) (m)
)
+
[∫ 1
0
∣∣∣∣∇Ftdt e
∣∣∣∣ dt]2,
and
dE∞ (F0, F1) ≤
√
sup
m∈M
`2M
(
f(·) (m)
)
+
[∫ 1
0
∣∣∣∣∇Ftdt
∣∣∣∣
M
dt
]2
(5.11)
≤ sup
m∈M
`M
(
f(·) (m)
)
+
∫ 1
0
∣∣∣∣∇Ftdt
∣∣∣∣
M
dt(5.12)
≤
∫ 1
0
[∣∣∣f˙t∣∣∣
M
+
∣∣∣∣∇Ftdt
∣∣∣∣
M
]
dt.(5.13)
Proof. If e ∈ Em, then, by Corollary 5.7 with σ (t) = ft (m) ,
dE (F0e, F1e) ≤Lσ (F0e, F1e)
=
√
`2M (t→ ft (m)) +
∣∣∣//1 (f(•) (m))−1 F1e− F0e∣∣∣2.(5.14)
This inequality along with Lemma 2.4 applied with ξ (t) = Fte then gives
Eq. (5.10) and Eq. (5.10) along with Eq. (3.22) with p = 2 then show,
(5.15) dE (F0e, F1e) ≤ `M
(
f(·) (m)
)
+
∫ 1
0
∣∣∣∣∇Ftdt e
∣∣∣∣ dt.
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Taking the supremum of these estimates over |e| = 1 then give the remaining
stated estimates since, Definition 5.13,
(5.16)
∣∣∣∣∇Ftdt
∣∣∣∣
M
:= sup
{∣∣∣∣∇Ftdt e
∣∣∣∣ : e ∈ E with |e| = 1} .

Remark 5.17. A more elementary way to arrive at Eq. (5.15) is again to
let σ (t) = ft (m) and ξ (t) = Fte and then observe that
dE (F0e, F1e) ≤ `E (ξ) =
∫ 1
0
√
|σ˙ (t)|2 +
∣∣∣∣∇ξ (t)dt
∣∣∣∣2dt
≤
∫ 1
0
(
|σ˙ (t)|+
∣∣∣∣∇ξ (t)dt
∣∣∣∣) dt = `M (f(·) (m))+ ∫ 1
0
∣∣∣∣∇Ftdt e
∣∣∣∣ dt
wherein we have used Eq. (3.22) with p = 2 for the last inequality.
Lastly we turn our attention to estimating dE (Fe, Fe′) , where e, e′ ∈ E
and F : E → E is a bundle map covering f : M →M. As a warm up let us
begin with the following flat special case.
Lemma 5.18. Suppose M = Rn with the standard metric, (W, 〈·, ·〉) is a
finite dimensional inner product space, and E = M ×W which is equipped
with flat covariant derivative, i.e. Γ ≡ 0 in this trivialization. [We de-
note e = (m,w) ∈ E = M × W by wm.] If f ∈ C∞ (M,M) and Fˆ ∈
C∞ (M,End (W )) , then Fwm :=
[
Fˆ (m)w
]
f(m)
is a bundle map covering f
and this map satisfies,
(5.17)
dE
(
Fwm, Fw
′
p
) ≤ (max{Lip (f) , ∥∥∥Fˆ (p)∥∥∥}+ ∣∣∣Fˆ ′∣∣∣
M
‖w‖
)
dE
(
wm, w
′
p
)
.
Proof. Written in this form we find(
dE
)2 (
Fwm, Fw
′
p
)
= ‖f (m)− f (p)‖2 +
∥∥∥Fˆ (m)w − Fˆ (p)w′∥∥∥2
≤ Lip2 (f) ‖m− p‖2 +
(∥∥∥Fˆ (m)w − Fˆ (p)w∥∥∥+ ∥∥∥Fˆ (p) (w − w′)∥∥∥)2
≤ Lip2 (f) ‖m− p‖2 +
(∣∣∣Fˆ ′∣∣∣
M
‖w‖ ‖m− p‖+
∥∥∥Fˆ (p)∥∥∥∥∥w − w′∥∥)2
= Lip2 (f) ‖m− p‖2 +
∥∥∥Fˆ (p)∥∥∥2 ∥∥w − w′∥∥2 + ∣∣∣Fˆ ′∣∣∣2
M
‖w‖2 ‖m− p‖2
+ 2
∣∣∣Fˆ ′∣∣∣
M
‖w‖
∥∥∥Fˆ (p)∥∥∥ ‖m− p‖ ∥∥w − w′∥∥ .
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Using ρ = max
{
Lip (f) ,
∥∥∥Fˆ (p)∥∥∥} the above estimate implies,
(
dE
)2 (
Fwm, Fw
′
p
) ≤ [ρ2 + ∣∣∣Fˆ ′∣∣∣2
M
‖w‖2 + 2
∣∣∣Fˆ ′∣∣∣
M
‖w‖ ρ
] (
dE
)2 (
wm, w
′
p
)
=
(
ρ+
∣∣∣Fˆ ′∣∣∣
M
‖w‖
)2 (
dE
)2 (
wm, w
′
p
)
which gives the estimate in Eq. (5.17). 
By swapping wm with w
′
p in Eq. (5.17) we of course also have
(5.18)
dE
(
Fwm, Fw
′
p
) ≤ [max{Lip (f) ,∥∥∥Fˆ (m)∥∥∥}+ ∣∣∣Fˆ ′∣∣∣
M
∥∥w′∥∥] dE (wm, w′p) .
In Theorem 5.22 below, we will show that the analogue of Eq. (5.18) holds
in full generality. The following notation will be used in the statement of
this theorem.
Definition 5.19. Suppose that f ∈ C∞ (M,M) and F : E → E is a bundle
map covering f. For v ∈ TmM, let ∇vF ∈ Hom
(
Em, Ef(m)
)
be defined by;
∇vF := d
dt
|0//t (f ◦ σ)−1 Fσ(t)//t (σ)
where σ is any C1-cure in M such that σ˙ (0) = v and Fσ(t) := F |Eσ(t) .
Lemma 5.20 (Product rule). If F : E → E is a bundle map covering f,
S ∈ Γ (E) and σ (t) ∈M, then
(5.19)
∇
dt
|0 (FS) (σ (t)) =
(∇σ˙(0)F )S (m) + Fσ(0)∇σ˙(0)S.
Proof. This result is easily reduced to the standard product rule matrices
and vectors as follows;
∇
dt
|0 (FS) (σ (t)) = d
dt
|0
(
//t (f ◦ σ)−1
[
Fσ(t)S (σ (t))
])
=
d
dt
|0
(
//t (f ◦ σ)−1
[
Fσ(t)//t (σ) //t (σ)
−1 S (σ (t))
])
=
d
dt
|0
(
//t (f ◦ σ)−1
[
Fσ(t)//t (σ)S (m)
])
+
d
dt
|0
([
Fσ(0)//t (σ)
−1 S (σ (t))
])
which is equivalent to Eq. (5.19). 
ON TRUNCATED LOGARITHMS OF FLOWS ON A RIEMANNIAN MANIFOLD 63
Notation 5.21. Given m ∈ M, σ ∈ C ([0, 1] ,M) , f ∈ C∞ (M,M) , and a
bundle map, F : E → E, covering f, let
|∇F |m := sup
v∈TmM :|v|=1
|∇vF |op := sup
v∈TmM :|v|=1
sup
e∈Em:|e|=1
|(∇vF ) e| ,
|∇F |σ := sup
t∈[0,1]
|∇F |σ(t) , and
|∇F |M := sup
m∈M
|∇F |m .
Theorem 5.22. Let F : E → E is a bundle map covering f : M → M,
e ∈ Em, e′ ∈ Ep, and σ ∈ AC ([0, 1] ,M) be a curve such that σ (0) = m and
σ (1) = p. Then
(5.20) dE
(
Fe, Fe′
) ≤ (max (|f∗|σ , |Fm|) + |∇F |σ · ∣∣e′∣∣)Lσ (e, e′) ,
and in particular,
(5.21) dE
(
Fe, Fe′
) ≤ (max (Lip (f) , |Fm|) + |∇F |M ∣∣e′∣∣) dE (e, e′) .
Proof. To simplify notation in the proof below let
ρ := max (|f∗|σ , |Fm|) ,
e˜ := //1 (σ)
−1 e′ ∈ Em, and
At := //t (f ◦ σ)−1 Fσ(t)//t (σ) : Em → Ef(m).
By Corollary 5.7, it follows that
dE
(
Fe, Fe′
) ≤ Lf◦σ (Fe, Fe′) = √`2M (f ◦ σ) + ∣∣∣//1 (f ◦ σ)−1 Fe′ − Fe∣∣∣2.
=
√
`2M (f ◦ σ) + |A1e˜−A0e|2.
The first term in the square root is estimated by,
`M (f ◦ σ) =
∫ 1
0
|f∗σ˙ (t)| dt ≤ |f∗|σ `M (σ) .
For the second term, we note that∣∣∣∣ ddtAt
∣∣∣∣ = ∣∣∣//t (f ◦ σ)−1 (∇σ˙(t)F ) //t (σ)∣∣∣ = ∣∣∇σ˙(t)F ∣∣ ≤ |∇F |σ |σ˙ (t)|
and hence
|A1 −A0|op =
∫ 1
0
∣∣∣∣ ddtAt
∣∣∣∣ dt ≤ |∇F |σ `M (σ) .
Thus we conclude that
|A1e˜−A0e| ≤ |A1e˜−A0e˜|+ |A0 [e˜− e]|
≤ |∇F |σ `M (σ) |e˜|+ |Fm| |e˜− e|
= |∇F |σ `M (σ)
∣∣e′∣∣+ |Fm| ∣∣∣//1 (σ)−1 e′ − e∣∣∣ .
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Combining the previous estimates then shows,(
dE
)2 (
Fe, Fe′
)
≤ |f∗|2σ `2M (σ) +
[
|∇F |σ `M (σ)
∣∣e′∣∣+ |Fm| ∣∣∣//1 (σ)−1 e′ − e∣∣∣]2
= |f∗|2σ `2M (σ) + Lip2σ (F )
∣∣e′∣∣2 `2M (σ) + |Fm|2 ∣∣∣//1 (σ)−1 e′ − e∣∣∣2
+ 2 |Fm|
∣∣∣//1 (σ)−1 e′ − e∣∣∣ · |∇F |σ `M (σ) ∣∣e′∣∣
≤ρ2L2σ
(
e, e′
)
+ Lip2σ (F )
∣∣e′∣∣2 L2σ (e, e′)+ 2 |Fm| |∇F |σ ∣∣e′∣∣L2σ (e, e′)
≤ρ2L2σ
(
e, e′
)
+ Lip2σ (F )
∣∣e′∣∣2 L2σ (e, e′)+ 2ρ |∇F |σ ∣∣e′∣∣L2σ (e, e′)
=
(
ρ+ |∇F |σ
∣∣e′∣∣)2 L2σ (e, e′)
which proves Eq. (5.20). Moreover, Eq. (5.20 implies
dE
(
Fe, Fe′
) ≤ (max (Lip (f) , |Fm|) + |∇F |M · ∣∣e′∣∣)Lσ (e, e′)
and so taking the infimum of this last inequality over σ ∈ AC ([0, 1] ,M)
such that σ (0) = m and σ (1) = p gives (see Corollary 5.7) Eq. (5.21). 
5.2. Metrics on TM . From now we are going to restrict our attention to
the case of interest where E = TM and F = f∗ where f ∈ C2 (M,M) .
Before stating the main result in Theorem 5.29 below, let us record that
relevant notions of covariant differentiation in this context.
Definition 5.23 (Vector-fields along f). For f ∈ C∞ (M,M) , let Γf (TM)
denote the vector fields along f, i.e. U ∈ Γf (TM) iff U : M → TM is a
smooth function such that U (m) ∈ Tf(m)M for all m ∈M.
Example 5.24. If Z ∈ Γ (TM) and f ∈ C∞ (M,M) , then f∗Z and Z ◦ f
are both vector fields along f.
Definition 5.25. For f ∈ C∞ (M,M) , U ∈ Γf (TM) , and v = vm ∈ TmM,
let ∇vU ∈ Tf(m)M and ∇vf∗ be the linear map from TmM to Tf(m)M be
defined by,
∇vU = ∇
dt
|0U (σ (t)) = d
dt
|0
[
//t (f ◦ σ)−1 U (σ (t))
]
and
∇vf∗ = d
dt
|0
[
//t (f ◦ σ)−1 f∗σ(t)//t (σ)
]
where is any C1-curve in M such that σ˙ (0) = vm. [It is easily verified by
working in local trivializations of TM that ∇vU and ∇vf∗ are well defined
independent of the choice of σ such that σ˙ (0) = vm.]
Proposition 5.26 (Chain and product rules). If f ∈ C∞ (M,M) , Z ∈
Γ (TM) , and v ∈ TmM, then
∇v [Z ◦ f ] = ∇f∗vZ and(5.22)
∇v [f∗Z] = (∇vf∗)Z (m) + f∗∇vZ.(5.23)
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More generally if U ∈ Γf (TM) and g ∈ C∞ (M,M) , then U ◦g ∈ Γf◦g (M) ,
g∗U ∈ Γg◦f (M) ,
∇v [U ◦ g] = ∇g∗vU, and(5.24)
∇v [g∗U ] = (∇f∗vg∗)U (m) + g∗m∇vU.(5.25)
Proof. If σ (t) ∈M is chosen so that σ˙ (0) = vm, then
∇v [Z ◦ f ] = d
dt
|0
[
//t (f ◦ σ)−1 (Z ◦ f) (σ (t))
]
= ∇f∗vZ
and
∇v [f∗Z] = d
dt
|0
[
//t (f ◦ σ)−1 f∗σ(t)Z (σ (t))
]
=
d
dt
|0
[
//t (f ◦ σ)−1 f∗σ(t)//t (σ) //t (σ)−1 Z (σ (t))
]
=
d
dt
|0
[
//t (f ◦ σ)−1 f∗σ(t)//t (σ)
]
Z (m)
+ f∗m
d
dt
|0
[
//t (σ)
−1 Z (σ (t))
]
= (∇vf∗)Z (m) + f∗∇vZ.
The more general cases are proved similarly;
∇v [U ◦ g] = d
dt
|0
[
//t (f ◦ g ◦ σ)−1 (U ◦ g) (σ (t))
]
=
d
dt
|0
[
//t (f ◦ (g ◦ σ))−1 U (g ◦ σ) (t)
]
= ∇g∗vU
and
∇v [g∗U ] = d
dt
|0
[
//t (g ◦ f ◦ σ)−1 g∗U (σ (t))
]
=
d
dt
|0
[
//t (g ◦ f ◦ σ)−1 g∗//t (f ◦ σ)−1 //t (f ◦ σ)U (σ (t))
]
=
d
dt
|0
[
//t (g ◦ f ◦ σ)−1 g∗//t (f ◦ σ)−1 U (m)
]
+
d
dt
|0 [g∗m //t (f ◦ σ)U (σ (t))]
= (∇f∗vg∗)U (m) + g∗m∇vU.

Corollary 5.27. If f ∈ Diff (M) , Z ∈ Γ (TM) , and v ∈ TmM, then
∇v [Adf Z] =
(
∇f−1∗ vf∗
)
Z
(
f−1 (m)
)
+ f∗∇f−1∗ vZ.
Proof. Since Adf Z = (f∗Z) ◦ f−1 with f∗Z ∈ Γf (TM) , it follows by first
applying Eq. (5.24) and then Eq. (5.25) that
∇v [Adf Z] = ∇f−1∗ v (f∗Z) =
(
∇f−1∗ vf∗
)
Z
(
f−1 (m)
)
+ f∗∇f−1∗ vZ.
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
Definition 5.28. Let dTM : TM × TM → [0,∞) be the metric on TM
associated to the Riemannian metric on E = TM with the given fiber Rie-
mannian metric g.
In this setting,
max (Lip (f) , |Fm|) = max (Lip (f) , |f∗m|) = Lip (f)
and hence the next theorem is an immediate consequence of Theorem 5.22.
Theorem 5.29 (dTM (f∗vm, f∗wp) estimates). Let vm, wp ∈ TM and f ∈
C2 (M,M) and for any path σ ∈ AC ([0, 1] ,M) with σ (0) = vm and σ (1) =
wp, let
(5.26) Lσ (vm, wp) :=
√
`M (σ)
2 +
∣∣∣//1 (σ)−1wp − vm∣∣∣2.
Then
(5.27) dTM (f∗vm, f∗wp) ≤ [|f∗|σ + |∇f∗|σ · |wp|]Lσ (vm, wp)
and consequently,4
(5.28) dTM (f∗vm, f∗wp) ≤ (Lip (f) + |∇f∗|M · |wp|) dTM (vm, wp) .
6. First order derivative estimates
6.1. ∇νt∗ – estimates. Suppose that Wt ∈ Γ (TM) and νt ∈ C∞ (M,M)
are as in Notation 2.24. Our next goal is to estimate the local Lipschitz-
norm of νt∗. We will do this using Theorem 5.29 which requires us to estimate
∇νt∗. We begin by finding the differential equation solved by ∇νt∗.
Proposition 6.1. If Wt ∈ Γ (TM) and νt ∈ C∞ (M,M) are as in Notation
2.24, m ∈ M, and vm, ξm ∈ TmM, then (∇vmνt∗) ξm satisfies the covariant
differential equation;
∇t (∇vmνt∗) ξm = (∇Wt) [(∇vmνt∗) ξm] +
(∇2Wt) [νt∗vm ⊗ νt∗ξm]
+R (Wt (νt (m)) , νt∗vm) νt∗ξm.(6.1)
Proof. Let σ (s) be a smooth curve in M such that vm := σ
′ (0) and define
ξ (s) := //s (σ) ξm. With this notation we have
∇
ds
|0 [νt∗ξ (s)] = d
ds
|0
[
//s (νt ◦ σ)−1 νt∗ξ (s)
]
=
d
ds
|0
[
//s (νt ◦ σ)−1 νt∗//s (σ) ξm
]
= (∇vmνt∗) ξm.(6.2)
4The next inequality may be localized if necessary. The point is we may assume
that ` (σ) ≤ dTM (vm, wp) and so we need compute Lip (f) and Lip (f∗) over the ball,
B (m, dTM (vm, wp)) .
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Using the relationship of curvature to the commutator of covariant deriva-
tives,
[∇t,∇s] = R
(
d
dt
νt (σ (s)) ,
d
ds
νt (σ (s))
)
= R
(
Wt (νt (σ (s))) , νt∗σ′ (s)
)
,
it follows that
(6.3)
∇t∇s [νt∗ξ (s)] = ∇s∇t [νt∗ξ (s)] +R
(
Wt (νt (σ (s))) , νt∗σ′ (s)
)
νt∗ξ (s) .
By Proposition 2.25 and the product rule for covariant derivatives the first
term in Eq. (6.3) may be written as
∇s∇t [νt∗ξ (s)] = ∇s
[∇νt∗ξ(s)Wt]
=
(∇2Wt) [νt∗σ′ (s)⊗ νt∗ξ (s)]+ (∇Wt)∇sνt∗ξ (s) .(6.4)
Combining Eqs. (6.2)–(6.4) gives,
∇t (∇vmνt∗) ξm = ∇t
∇
ds
|0 [νt∗ξ (s)]
=
[(∇2Wt) [νt∗σ′ (s)⊗ νt∗ξ (s)]+ (∇Wt)∇sνt∗ξ (s)]s=0
+
[
R
(
Wt (νt (σ (s))) , νt∗σ′ (s)
)
νt∗ξ (s)
]
s=0
which is the same as Eq. (6.1). 
Recall from Notations 1.3 and 1.5 (also see Example 1.6) that
(6.5) Hm (Wt) =
∣∣∇2Wt∣∣m + |R (Wt, •)|m
and for a closed interval, J ⊂ [0, T ] , that
(6.6) H (W·)∗J =
∫
J
HM (Wt) dt. =
∫
J
sup
m∈M
Hm (Wt) dt.
Corollary 6.2 (|∇νt∗|M -estimate). If Wt ∈ Γ (TM) and νt ∈ C∞ (M,M)
are as in Notation 2.24 and we let
kJ (m) :=
∫
J
|∇W |ντ (m) dτ ≤ |∇W |∗J , and(6.7)
KJ (m) :=
∫
J
Hντ (m) (Wτ ) dτ ≤ H (W·)∗J ,(6.8)
then
|∇νt∗|m ≤ ekJ(s,t)(m)
[
|∇νs∗|m + |νs∗|2m
∫
J(s,t)
Hντ (m) (Wτ ) e
kJ(s,τ)(m)dτ
](6.9)
≤ ekJ(s,t)(m) |∇νs∗|m + e2kJ(s,t)(m)KJ(s,t) (m) |νs∗|2m .(6.10)
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If we further assume that νs = IdM , then the above estimate reduces to
|∇νt∗|m ≤ ekJ(s,t)(m) ·
∫
J(s,t)
Hντ (m) (Wτ ) e
kJ(s,τ)(m)dτ(6.11)
≤ e2kJ(s,t)(m) ·KJ(s,t) (m)(6.12)
and in particular,
(6.13) |∇νt∗|M ≤ e2|∇W |
∗
J(s,t) .H (W·)∗J(s,t) .
Proof. To shorten notation in this proof, let
ht = Hνt(m) (Wt) :=
∣∣∇2Wt∣∣νt(m) + |R (Wt, •)|νt(m) .
Starting with Eq. (6.1) while using the estimate in Eq. (2.38) allows us to
easily conclude that
|∇t (∇vmνt∗)| ≤ |∇Wt|νt(m) |∇vmνt∗|+
∣∣∇2Wt∣∣νt(m) |νt∗vm| |νt∗|m
+ |R (Wt (νt (m)) , νt∗vm)| |νt∗|m .
≤ |∇Wt|νt(m) |∇vmνt∗|+ e2kJ(s,t)(m)ht |νs∗|2m · |vm| .
It follows by the Bellman-Gronwall inequality in Corollary 9.3 of the appen-
dix that
|∇νt∗|m ≤e
∫
J(s,t)|∇Ws|νs(m)ds |∇νs∗|m
+
∫
J(s,t)
e
∫
J(τ,t)|∇Ws|νs(m)dse2kJ(s,τ)(m)hτ |νs∗|2m dτ
= ekJ(s,t)(m) |∇νs∗|m +
∫
J(s,t)
ekJ(τ,t)(m)e2kJ(s,τ)(m)hτ |νs∗|2m dτ
= ekJ(s,t)(m) |∇νs∗|m +
∫
J(s,t)
ekJ(s,t)(m)ekJ(s,τ)(m)hτ |νs∗|2m dτ
≤ ekJ(s,t)(m) |∇νs∗|m + e2kJ(s,t)(m)
∫
J(s,t)
hτ |νs∗|2m dτ.
Lastly if νs = IdM then νs∗ = IdTM in which case |νs∗|2m = 1 and ∇νs∗ = 0
and so Eq. (6.10) reduces to Eq. (6.11).

Corollary 6.3. If Wt ∈ Γ (TM) and νt ∈ C∞ (M,M) are as in Notation
2.24 and further assuming ν0 = IdM , then
dTM (νt∗vm, νt∗wp) ≤ e2|∇W |
∗
t (1 +H (W·)∗t · |wp|) dTM (vm, wp)
Proof. By Theorem 5.29 with f = νt along with Corollaries 2.26 and Corol-
lary 6.2 we find,
dTM (νt∗vm, νt∗wp) ≤ (Lip (νt) + |∇νt∗|M · |wp|) dTM (vm, wp)
≤
(
e|∇W |
∗
t + e2|∇W |
∗
t .H (W·)∗t · |wp|
)
dTM (vm, wp)
≤ e2|∇W |∗t (1 +H (W·)∗t · |wp|) dTM (vm, wp) .
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
The next corollary is the special case of Corollaries 6.2 and 6.3 when
Wt = X is a time independent vector field.
Corollary 6.4 (
∣∣∇etX∗ ∣∣M -estimate). If X is a complete vector field and
(6.14) kt (X,m) :=
∫ t
0
|∇X|eτX(m) dτ,
then ∣∣∇etX∗ ∣∣m ≤ ekt(X,m) · ∫ t
0
HeτX(m) (X) e
kτ (X,m)dτ(6.15)
≤ e2kt(X,m) ·
∫ t
0
HeτX(m) (X) dτ(6.16)
and, for vm, wp ∈ TM,
(6.17) dTM
(
eX∗ vm, e
X
∗ wp
) ≤ e2|∇X|M [1 +HM (X) |wp|] dTM (vm, wp) .
Notation 6.5. For X ∈ Γ (TM) and m ∈M, let
H¯m (X) :=
∫ 1
0
He−τX(m) (X) dτ ≤ HM (X) .
Proposition 6.6. If X,Z ∈ Γ (TM) and X is complete, then
|∇ [AdeX Z]|m ≤ e2k1(−X,m) |∇Z|e−X(m) + H¯m (X) e3k1(−X,m) |Z|e−X(m)
(6.18)
≤ e3k1(−X,m)
[
|∇Z|e−X(m) + H¯m (X) |Z|e−X(m)
]
(6.19)
where, from Eq. (6.14),
(6.20) k1 (−X,m) =
∫ 1
0
|∇X|e−τX(m) dτ.
[It is possible, using “transport methods,” to replace e3k1(−X,m) by e2k1(−X,m)
in the previous inequalities but we do not bother doing so in this paper.]
Proof. As a consequence of the flow property of etX and a simple change of
variables, it is useful to record;
(6.21)
k1−s
(
X, e−X (m)
)
=
∫ 1−s
0
|∇X|e−(1−τ)X(m) dτ =
∫ 1
s
|∇X|e−uX(m) du
for any s ∈ [0, 1] . When σ = 0 this identity may be stated as
(6.22) k1
(
X, e−X (m)
)
= k1 (−X,m) .
With this preparation in hand, we now go to the proof of the proposition.
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By Corollary 5.27 with f = eX ,
∇vm [AdeX Z] = ∇vm
[
eX∗
[
Z ◦ e−X]]
=
(
∇e−X∗ vme
X
∗
) [
Z ◦ e−X (m)]+ eX∗ [∇e−X∗ vmZ]
and so
|∇vm [AdeX Z]|
≤
(∣∣∇eX∗ ∣∣e−X(m) |Z|e−X(m) + ∣∣eX∗ ∣∣e−X(m) |∇Z|e−X(m)) · ∣∣e−X∗ ∣∣m |vm| .
By Corollary 2.27,∣∣e−X∗ ∣∣m ≤ e∫ 10 |∇X|e−τX (m)dτ = ek1(−X,m)
and from this inequality with X replaced by −X and m by e−X (m) we
also have (using Eq. (6.22) with t = 1) that∣∣eX∗ ∣∣e−X(m) ≤ ek1(X,e−X(m)) = ek1(−X,m).
Similarly from Corollary 6.4 with m replaced by e−X (m) ,∣∣∇eX∗ ∣∣e−X(m) ≤ek1(X,e−X(m)) · ∫ 1
0
HeτX(e−X(m)) (X) e
kτ(X,e−X(m))dτ
= ek1(−X,m)
∫ 1
0
He−(1−τ)X(m) (X) e
kτ(X,e−X(m))dτ
= ek1(−X,m)
∫ 1
0
He−sX(m) (X) e
k1−s(X,e−X(m))ds
= ek1(−X,m)
∫ 1
0
He−sX(m) (X) e
∫ 1
s |∇X|e−uX (m)duds
≤ e2k1(−X,m)
∫ 1
0
He−sX(m) (X) ds = e
2k1(−X,m)H¯m (X) .
Combining these inequalities shows,
|∇vm [AdeX Z]|
≤
(
e3k1(−X,m) · H¯m (X) |Z|e−X(m) + e2k1(−X,m) |∇Z|e−X(m)
)
|vm|
from which Eq. (6.18) immediately follows. 
7. First order distance estimates
The main goal of this section is to estimate (see Theorem 7.2) the distance
between the differentials of µXt,0 and µ
Y
t,0. To do so we will again need to
estimate the time derivative of the interpolator defined Eq. (2.46) above.
Proposition 7.1. Let [0, T ] 3 t → Xt,Yt ∈ Γ (TM) be smooth complete
time dependent vector fields on M and µX and µY be their corresponding
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flows. If 0 < t ≤ T, [0, t] 3 s → Θs := µXt,s ◦ µYs,0 is the interpolator defined
in Eq. (2.46), and vm ∈ TmM, then
(7.1)
∣∣∣∣∇dsΘs∗
∣∣∣∣
M
≤ e2|∇X|∗t+|∇Y |∗t · (H (X·)∗t |Ys −Xs|M + |∇ [Ys −Xs]|M ) ,
where (as in Eq. (5.16) with fs = Θs and Fs = Θ)∣∣∣∣∇dsΘs∗
∣∣∣∣
M
= sup
{∣∣∣∣∇ds [(Θs)∗ vm]
∣∣∣∣ : v ∈ TM with |v| = 1}
and (as in Notation 1.5) Hm (Xt) =
∣∣∇2Xt∣∣m + |R (Xt, •)|m .
Proof. Choose σ (τ) ∈ M so that σ˙ (0) = vm. Then by the properties of
the Levi-Civita covariant derivatives, the formula for Θ′s (m) in Eq. (2.50),
along with the product and chain rule in Proposition 5.26, it follows that
∇
ds
[(Θs)∗ vm] =
∇
ds
d
dτ
|0Θs (σ (τ)) = ∇
dτ
|0 d
ds
Θs (σ (τ))
=
∇
dτ
|0
[(
µXt,s
)
∗ (Ys −Xs) ◦ µYs,0 (σ (τ))
]
=∇v
[(
µXt,s
)
∗ ([Ys −Xs])µYs,0 (σ (τ))
]
=∇(µYs,0)∗vm
[(
µXt,s
)
∗ (Ys −Xs)
]
=
[
∇(µYs,0)∗vm
(
µXt,s
)
∗
]
(Ys −Xs) ◦ µYs,0 (m)
+
(
µXt,s
)
∗∇(µYs,0)∗vm (Ys −Xs)
and consequently,∣∣∣∣∇ds [(Θs)∗ vm]
∣∣∣∣
≤
(∣∣∇µXt,s∗∣∣M |Ys −Xs|M + ∣∣µXt,s∗∣∣M |∇ (Ys −Xs)|M) ∣∣µYs,0∗∣∣M |vm| .
By Eq. (6.13) of Corollary 6.2 with νt = µ
X
t,s,∣∣∇µXt,s∗∣∣M ≤ e2 ∫ ts |∇Xτ |MdτH (X·)∗J(s,t) ≤ e2 ∫ ts |∇Xτ |MdτH (X·)∗t .
Using the estimate in Eq. (2.51) twice shows,∣∣∇µXt,s∗∣∣M ≤ e∫ ts |∇Xτ |Mdτ ≤ e2 ∫ t0 |∇Xτ |Mdτ, and∣∣µYs,0∗∣∣M ≤ e∫ s0 |∇Yτ |Mdτ ≤ e∫ t0 |∇Yτ |Mdτ .
Combining the last four inequalities yields and taking the supremum of the
result over vm ∈ TM with |vm| = 1 yields Eq. (7.1). 
Theorem 7.2. If [0, T ] 3 t → Xt,Yt ∈ Γ (TM) are smooth complete time
dependent vector fields on M and µX and µY be their corresponding flows,
72 BRUCE K. DRIVER
then
(7.2)
d
((
µXt,0
)
∗ ,
(
µYt,0
)
∗
)
≤ e2|∇X|∗t+|∇Y |∗t ·((1 +H (X·)∗t ) |Y −X|∗t + |∇ [Y −X]|∗t ) ,
Proof. Integrating the estimate in Eq. (2.52) shows∫ t
0
∣∣Θ′s∣∣M ds ≤ e|∇X|∗t |Y −X|∗t ≤ e2|∇X|∗t+|∇Y |∗t |Y −X|∗t
and integrating the estimate in Eq. (7.1) shows∫ t
0
∣∣∣∣∇dsΘs∗
∣∣∣∣
M
ds ≤ e2|∇X|∗t+|∇Y |∗t · (H (X·)∗t |Y −X|∗t + |∇ [Y −X]|∗t ) .
Adding these estimates while making use of an appropriately time scaled
version of Eq. (5.13) of Proposition 5.16 with E = TM, fs = Θs, and
Fs = Θs∗ completes the proof of Eq. (7.2). 
Corollary 7.3. Let J = [0, T ] 3 t → Yt ∈ Γ (TM) be a smooth complete
time dependent vector field on M and µY be the corresponding flow. Then
for t > 0 (for notational simplicity)
(7.3) d
((
µYt,0
)
∗ , IdTM
)
≤ e|∇Y |∗t · (|Y |∗t + |∇Y |∗t ) .
Proof. Applying Theorem 7.2 with X ≡ 0 gives Eq. (7.3). 
8. First order logarithm estimates
The main purpose of this section is to give a first order version (see
Theorem 8.4 below) of the logarithm control estimate in Theorem 4.11.
Before doing so we will first need to develop a few more auxiliary estimates.
Proposition 8.1. If C (·) ∈ C ([0, T ] , F (κ) (Rd)) and Z ∈ Γ (TM) , then
for 0 ≤ s ≤ 1,
(8.1)∣∣∣∇ [Ad
e
sVC(t) Z
]∣∣∣
M
≤ e3|∇V (κ)|M |C(t)| ·
(
HM
(
V (κ)
)
|Z|M |C (t)|+ |∇Z|M
)
,
where HM
(
V (κ)
)
was defined in Eq. (1.13) of Definition 1.24.
Proof. This result follows directly as an application of Proposition 6.6 with
Xt = −sVC (t) . 
Corollary 8.2. If C ∈ C1 ([0, T ] , F (κ) (Rd)) and WCt is given as in Eq.
(4.4), then
(8.2)∣∣∇WC∣∣∗
t
. e3|∇V (κ)|M |C|∞,t ·
(
HM
(
V (κ)
) ∣∣∣V (κ)∣∣∣
M
|C|∞,t +
∣∣∣∇V (κ)∣∣∣
M
) ∣∣∣C˙∣∣∣∗
t
.
Moreover, there exists c (κ) <∞ such that, whenever ξ ∈ C1 ([0, T ] , F (κ) (Rd))
and Cξ (t) = log
(
gξ (t)
)
,
(8.3)
∣∣∣∇WCξ ∣∣∣∗
t
. Kt ·
(
HM
(
V (κ)
) ∣∣∣V (κ)∣∣∣
M
Q[1,κ]
(
N∗t
(
ξ˙
))
+
∣∣∣∇V (κ)∣∣∣
M
)
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where
(8.4) Kt := ec(κ)|∇V
(κ)|
M
Q[1,κ](N∗t (ξ˙))Q[1,κ]
(
N∗t
(
ξ˙
))
.
Proof. Let τ ∈ [0, t] and s ∈ [0, 1] . Applying the estimate in Eq. (8.1) with
Z = VC˙(τ) implies,∣∣∣∇ [Ad
e
sVC(τ) VC˙(τ)
]∣∣∣
M
≤ e3|∇V (κ)|M |C(τ)| ·
(
HM
(
V (κ)
) ∣∣∣V (κ)∣∣∣
M
|C (τ)|+
∣∣∣∇V (κ)∣∣∣
M
) ∣∣∣C˙ (τ)∣∣∣
≤ e3|∇V (κ)|M |C|∞,t ·
(
HM
(
V (κ)
) ∣∣∣V (κ)∣∣∣
M
|C|∞,t +
∣∣∣∇V (κ)∣∣∣
M
) ∣∣∣C˙ (τ)∣∣∣ .
Integrating this inequality on s ∈ [0, 1] and τ ∈ [0, t] , while using∣∣∇WC∣∣∗
t
=
∫ T
0
∣∣∇WCτ ∣∣ dτ ≤ ∫ T
0
[∫ 1
0
∣∣∣∇ [Ad
e
sVC(τ) VC˙(τ)
]∣∣∣ ds] dτ,
gives Eq. (8.2).
Now suppose that ξ ∈ C1 ([0, T ] , F (κ) (Rd)) and Cξ (t) = log (gξ (t)) .
Then from Eq. (3.31),
(8.5)
∣∣∣Cξ (·)∣∣∣
∞,t
. Q[1,κ]
(
N∗t
(
ξ˙
))
and by the estimates in Eqs. (3.29) and (3.21),∣∣∣C˙∣∣∣∗
t
. Q[1,κ]
(
N∗t
(
ξ˙
))
.
Using the previous two estimates in Eq. (8.2) proves Eq. (8.3). 
Corollary 8.3. If ξ ∈ C1 ([0, T ] , F (κ) (Rd)) , Cξ (t) = log (gξ (t)) , and
U ξt ∈ Γ (TM) is the difference vector field in Eq. (4.6), then there exist
c (κ) <∞ such that
|∇U |∗T .
[(
C0
(
V (κ)
)
HM
(
V (κ)
)
Q[1,κ]
(
N∗T
(
ξ˙
))
+ C1
(
V (κ)
))]
·
· ec(κ)|∇V (κ)|MQ[1,κ](N∗T (ξ˙)) ·Q(κ,2κ]
(
N∗T
(
ξ˙
))
.(8.6)
Proof. Let t ∈ [0, T ] and s ∈ [0, 1] . The estimate in Eq. (8.1) with
Z = V
pi>κ
[
Cξ(t),u
(
s,ad
Cξ(t)
)
ξ˙(t)
]
⊗
becomes ∣∣∣∣∣∇
[
Ad
e
sV
Cξ(t)
V
pi>κ
[
Cξ(t),u
(
s,ad
Cξ(t)
)
ξ˙(t)
]
⊗
]∣∣∣∣∣
M
≤ e3|∇V (κ)|M |Cξ(t)| · [α (s, t) + β (s, t)]
≤ e3|∇V (κ)|M |Cξ|∞,T · [α (s, t) + β (s, t)] ,
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where
α (s, t) = HM
(
V (κ)
) ∣∣∣Cξ∣∣∣
∞,T
·
∣∣∣∣∣Vpi>κ[Cξ(t),u(s,adCξ(t))ξ˙(t)]⊗
∣∣∣∣∣
M
and
β (s, t) =
∣∣∣∣∣∇Vpi>κ[Cξ(t),u(s,adCξ(t))ξ˙(t)]⊗
∣∣∣∣∣
M
.
In this notation we have
|∇U |∗T ≤ e
3|∇V (κ)|
M
|Cξ|∞,T
∫ T
0
dt
∫ 1
0
ds (1− s) [α (s, t) + β (s, t)]
where according to Lemma 4.9,∫ T
0
dt
∫ 1
0
ds (1− s)α (s, t) . HM
(
V (κ)
)
C0
(
V (κ)
) ∣∣∣Cξ∣∣∣
∞,T
Q(κ,2κ]
(
N∗T
(
ξ˙
))
and ∫ T
0
dt
∫ 1
0
ds (1− s)β (s, t) . C1
(
V (κ)
)
Q(κ,2κ]
(
N∗T
(
ξ˙
))
.
The proof is now completed by combining these estimate with the estimate
for
∣∣Cξ (·)∣∣∞,T in Eq. (8.5). 
Theorem 8.4 (Comparing differentials). If ξ ∈ C1 ([0, T ] , F (κ) (Rd)) , then
(8.7) dTMM
((
µ
Vξ˙
T,0
)
∗
, e
V
log(gξ(T ))
∗
)
≤ K ·Q(κ,2κ]
(
N∗T
(
ξ˙
))
.
where
K = K
(
T,
∣∣∣V (κ)∣∣∣
M
,
∣∣∣∇V (κ)∣∣∣
M
, HM
(
V (κ)
)
, N∗T
(
ξ˙
))
is a (fairly complicated) increasing function of each of its arguments.
Proof. Our proof of this result is similar to the proof of Theorem 4.11 except
that we will being using Theorem 7.2 in place of Theorem 2.29. Applying
Theorem 7.2 with Xt = Vξ˙(t) and Yt = W
Cξ
t shows
dTMM
(
µt,0∗, e
VC(t)
∗
)
≤ e2
∣∣∣∇Vξ˙(t)∣∣∣∗t+|∇WC |∗t · ((1 +H (Vξ˙)∗t) ∣∣∣U ξ∣∣∣∗t + ∣∣∣∇U ξ∣∣∣∗t)
≤ e2|∇V (κ)|M |ξ˙|
∗
t
+|∇WC |∗
t ·
([
1 +HM
(
V (κ)
)] ∣∣∣ξ˙∣∣∣∗
t
·
∣∣∣U ξ∣∣∣∗
t
+
∣∣∣∇U ξ∣∣∣∗
t
)
.
Recalling from Eq. (3.21) that
∣∣∣ξ˙∣∣∣∗
t
. Q[1,κ]
(
N∗T
(
ξ˙
))
and substituting the
estimates for
∣∣∣∇WCξ ∣∣∣∗
t
in Corollary 8.2,
∣∣U ξ∣∣∗
t
in Theorem 4.10, and |∇U |∗T
in Corollary 8.3 into the previous inequality gives the stated estimate in Eq.
(8.7). 
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Corollary 8.5. If A,B ∈ F (κ) (Rd) , then
dTMM
(
eVB∗ , IdTM
) ≤ [∣∣∣V (κ)∣∣∣
M
+
∣∣∣∇V (κ)∣∣∣
M
e|∇V (κ)|M |B|
]
|B| ,
and there exists K1 such that
dTMM
([
eVB ◦ eVA]∗ , eVlog(eAeB)∗ )
≤ K1 ·N (A)N (B)Q(κ−1,2(κ−1)] (N (A) +N (B)) .
where
K1 = K1
(∣∣∣V (κ)∣∣∣
M
,
∣∣∣∇V (κ)∣∣∣
M
, HM
(
V (κ)
)
, N (A) ∨N (B)
)
.
Proof. From Corollary 7.3 with Yt = VB we find
dTMM
(
eVB∗ , IdTM
) ≤ e|∇VB |∗1 · (|VB|∗1 + |∇VB|∗1)
≤
[∣∣∣V (κ)∣∣∣
M
+
∣∣∣∇V (κ)∣∣∣
M
e|∇V (κ)|M |B|
]
|B| .
The proof of the second inequality is completely analogous to the proof
of the second inequality in Corollary 4.15 with the exception that we now
use Theorem 8.4 in place of Theorem 4.11 and we must replace V[A,B]⊗ =
[VA, VB] by ∇V[A,B]⊗ = ∇ [VA, VB] and C0
(
V (κ)
)
by C1 (V (κ)) appropriately.

9. Appendix: Gronwall Inequalities
This appendix gathers a few rather standard differential inequalities that
are used in the body of the paper.
9.1. Flat space Gronwall inequalities.
Proposition 9.1 (A Gronwall Inequality). Suppose that ψ : [0, T ] → R is
absolutely continuous, u ∈ C ([0, T ] ,R) , and h ∈ L1 ([0, T ]) . If
(9.1) ψ˙ (t) ≤ u (t) + h (t)ψ (t) for a.e. t,
then
ψ (t) ≤ ψ (0) e
∫ t
0 h(s)ds +
∫ t
0
e
∫ t
τ h(s)ds · u (τ) dτ
Proof. Here is the short proof of this standard result for the reader’s con-
venience. Let H (t) :=
∫ t
0 h (s) ds so that H is absolutely continuous with
H˙ (t) = h (t) for a.e. t. We then have, for a.e. t, that
d
dt
[
e−H(t)ψ (t)
]
= e−H(t)
[
ψ˙ (t)− h (t)ψ (t)
]
≤ e−H(t)u (t) .
Integrating this equation gives
e−H(t)ψ (t)− ψ (0) ≤
∫ t
0
e−H(τ)u (τ) dτ.
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Multiplying this inequality by eH(t) completes the proof as H (t)−H (τ) =∫ t
τ h (s) ds. 
The following corollary is the form of Gronwall’s inequality which is most
useful to us.
Corollary 9.2. Let (V, |·|) be a normed space, −∞ < a < b < ∞, and
[a, b] 3 t → C (t) ∈ V be a C1-function of t. If there exists continuous
functions, h (t) and g (t) , such that
(9.2)
∣∣∣C˙ (t)∣∣∣ ≤ h (t) |C (t)|+ g (t) ∀ t ∈ [a, b] ,
then for any s, t ∈ [a, b] ,
(9.3)
|C (t)| ≤ |C (s)| e
∫
J(s,t) h(σ)dσ +
∫
J(s,t)
g (σ) e
∫
J(σ,t) h(σ
′)dσ′
dσ ∀ t ∈ [0, T ] .
where
J (s, t) :=
{
[s, t] if s ≤ t
[t, s] if t ≤ s .
Proof. If K := maxa≤t≤b
∣∣∣C˙ (t)∣∣∣ <∞, then for a ≤ s ≤ t ≤ b,
||C (t)| − |C (s)|| ≤ |C (t)− C (s)| =
∣∣∣∣∫ t
s
C˙ (τ) dτ
∣∣∣∣ ≤ ∫ t
s
∣∣∣C˙ (τ)∣∣∣ dτ ≤ K |t− s|
which shows |C (t)| is Lipschitz and hence absolutely continuous. Moreover,
at t, where |C (t)| is differentiable, we have∣∣∣∣ ddt |C (t)|
∣∣∣∣ = lims→t ||C (t)| − |C (s)|||t− s| ≤ lims→t
∣∣∣∣∣
∫ t
s C˙ (τ) dτ
t− s
∣∣∣∣∣ = ∣∣∣C˙ (t)∣∣∣
which combined with Eq. (9.2) implies,
(9.4)
∣∣∣∣ ddt |C (t)|
∣∣∣∣ ≤ h (t) |C (t)|+ g (t) for a.e. t ∈ [a, b] .
If s ≤ t in Eq. (9.3) let ε = +1 while if t ≤ s in Eq. (9.3) let ε = −1
and in either case let ψε (τ) := |C (s+ ετ)| for τ ≥ 0 so that s+ ετ ∈ [a, b] .
Then ψε (τ) is still absolutely continuous and satisfies,
ψ˙ε (τ) = ε
d
dt
|C (t)| |t=s+ετ ≤
∣∣∣∣ ddt |C (t)| |t=s+ετ
∣∣∣∣
≤ h (s+ ετ) |C (s+ ετ)|+ g (s+ ετ) = h (s+ ετ)ψε (τ) + g (s+ ετ) .
Thus by Propositions 9.1,
|C (s+ ετ)| = ψε (τ) ≤ e
∫ τ
0 h(s+εr)drψε (0) +
∫ τ
0
e
∫ τ
ρ h(s+εr)drg (s+ ερ) dρ.
We now choose τ so that s+ετ = t (i.e. τ := ε (t− s) = |t− s|) to conclude,
|C (t)| ≤ e
∫ ε(t−s)
0 h(s+εr)dr |C (s)|+
∫ ε(t−s)
0
e
∫ ε(t−s)
ρ h(s+εr)drg (s+ ερ) dρ
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which after affine change of variables gives Eq. (9.3). 
9.2. A geometric form of Gronwall’s inequality. Recall that∇ denotes
the Levi-Civita covariant derivative on TM. We also use ∇ to denote the
Levi-Civita covariant derivative extended (by the product rule) to act on any
associated vector bundle, let Λk (TM) , Λk (T ∗M) , TM⊗` ⊗ (T ∗M)⊗k , etc.
The following geometric version of the classic Bellman-Gronwall inequality
will be used frequently in this section.
Corollary 9.3 (Covariant Bellman/Gronwall). Let E := TM⊗k ⊗ T ∗M⊗l
for some k, l ∈ N0, σ ∈ C1 ((a, b) ,M) , and suppose that Tt, Gt ∈ Eσ(t) and
Ht ∈ End
(
Eσ(t)
)
are given continuously differentiable functions of t. If Tt,
Ht, and Gt satisfy the differential equation,
(9.5) ∇tTt = HtTt +Gt,
then, for all s, t ∈ (a, b) ,
(9.6) |Tt| ≤ e
∫
J(s,t)‖Hr‖opdr |Ts|+
∫
J(s,t)
e
∫
J(r,t)‖Hr‖opdr |Gρ| dρ.
Proof. The point is that, writing //t for //t (σ) , we have from Eq. (9.5) that
d
dt
[
//−1t Tt
]
= //−1t ∇tTt = //−1t HtTt + //−1t Gt
=
[
//−1t Ht//t
]
//−1t Tt + //
−1
t Gt
and therefore∣∣∣∣ ddt [//−1t Tt]
∣∣∣∣ ≤ ∥∥//−1t Ht//t∥∥op ∣∣//−1t Tt∣∣+ ∣∣//−1t Gt∣∣
= ‖Ht‖op
∣∣//−1t Tt∣∣+ |Gt|
and Eq. (9.6) now follows directly from Corollary 9.2 above with C (t) :=
//−1t Tt and the observation that |C (t)| = |Tt| for all t. 
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