This paper is concerned with a dynamical systems analysis of an instability occurring in a cylindrical high-frequency plasma discharge. Stationary, spatially periodic modulations of the plasma density and temperature have been observed in experiments and reproduced in kinetic simulations.
 1 
Introduction
Instabilities are a common occurrence in weakly ionized plasmas and have been most often studied in the context of direct current discharges in cylindrical geometries, [1] . Instabilities related to the balance of charged particle production The aim of this paper is to formulate a suitable, analytically tractable macroscopic model for a cylindrical high frequency plasma discharge on which supporting analysis can be carried out using dynamical systems techniques. The model proposed in Section 2 consists of an ambipolar diffusion equation and an electron energy balance equation for n(x, t), the quasi-neutral plasma density and T (x, t), the electron temperature, where the spatial variable x is measured along the axis of the plasma column (around the circumference of the cylindrical region shown in Figure 1 ). Of particular interest in the latter equation is a certain thermoelectric transport coefficient (denoted by χ in our work) which vanishes when the electron energy distribution function is Maxwellian and is, traditionally, neglected in more general situations as well. However, it has recently been pointed out in [3] that this term is important for describing non-local phenomena and kinetic simulations in [4] clearly show that variations in χ lead to changes in the striation pattern. The analysis presented in Section 3 reveals that the instability arises via a mechanism similar to the well-known Turing bifurcation in reaction-diffusion systems, by which an equilibrium state becomes unstable with respect to spatially structured perturbations and can give rise to steady, spatially periodic stable patterns through nonlinearly saturated temporal growth, [5] . It is also shown that periodic orbits can only exist in the stationary system when the thermoelectric transport coefficient χ exceeds a positive critical value, χ * , where a reversible Hopf bifurcation takes place.
The inclusion of this transport coefficient in the model is therefore essential for capturing the pattern formation dynamics. Finally, in Section 4, a numerical scheme is proposed for the integration of the nonlinear, time-dependent system which yields good agreement with experimental data and kinetic simulations.
Understanding how instabilities form in low temperature plasmas is of con- 
Proposed macroscopic model
Although we expect our results to have wider applicability, in this paper we explicitly investigate the behaviour of a cylindrical plasma column which is produced by weakly ionizing a neutral gas and sustained by an oscillating axial current of density J parallel to the axis of the cylinder (the x-axis). We assume that the radius of the column is much smaller that its axial length, L, and we shall use periodic axial boundary conditions. This configuration corresponds to the classical concept of a "positive column" (see, for example, [1] ) and is mathematically equivalent to the toroidal plasma column shown in Figure 1 .
The oscillation period of the current is small compared to the characteristic times over which the plasma density changes appreciably. Consequently, we consider model equations that are averaged over the faster time scale so that the oscillatory response of the charged particles (mainly the electrons) is not explicitly represented. The details of the derivation of the model equations will be given elsewhere. In these averaged equations there is no net current and the presence of the oscillating field appears only as an electron heating effect.
The first equation we consider is a particle conservation equation in the form
where n is the electron density (equal to the ion density by the quasi-neutrality assumption), T e is the electron temperature and D a is the ambipolar diffusion coefficient. The source and sink terms represent ionization of neutrals with
where ε i is the ionization energy, and loss of charged particles by transverse drift and recombination, with frequency ν a assumed constant.
The electron energy balance has the general form of a transport equation,
where 3 2 nT e is the electron energy density and the two terms on the right hand side represent power absorbed by the plasma (due to ohmic heating) and power dissipated by electrons (due primarily to electron-neutral collisional processes, where δ represents the mass ratio of electrons to atoms and ν e is the elastic energy exchange collision frequency). We approximate the transport coefficients κ and β µ by their (constant) equilibrium values, while χ is assumed to be a function of the electron temperature only.
It is easy to see that equations (1) and (3) have a unique equilibrium solution, corresponding to the stationary, spatially homogeneous state of the plasma, given by
We now introduce the following non-dimensional variables:
where L is the axial length of the plasma column. Equations (1) and (3) can then be rewritten as
where we have non-dimensionalized the transport coefficients as follows
and then dropped all bars for convenience. The other constants introduced in
We see that a = σ + 2 3 εα and the equilibrium solution is now n = 1, T = 1.
Existence of spatially periodic solutions
We now study the non-dimensional system of transport equations for plasma density and electron energy density, (6) , where x ∈ [0, 1] and t ∈ [0, +∞), with the periodic boundary conditions imposed by the experimental configuration,
The linearization at the fixed point n = 1, T = 1 is
where
and we let χ = χ(1), δ = 2ε 3 + σ εα . It is easy to check that
where V is a constant vector, is a solution of (7) if k = 2πf , f ∈ Z Z, and det k 2 A − B + γI = 0 or, equivalently,
The steady homogeneous state (1, 1) is linearly stable if both roots of (9), γ 1 (k) and γ 2 (k), have negative real parts, for which the necessary and sufficient condition is c 0 (k, χ) > 0. This defines the linear stability boundary On eliminating the time dependence in (6), the following 4-dimensional system of ordinary differential equations is obtained:
where a prime denotes differentiation with respect to x. It is easy to see that, as a consequence of the non-dimensionalisation (5), system (10) has two equilibrium points given by n ± 0 = ±1, m 0 = 0, T 0 = 1, V 0 = 0. Since n and T can only take positive values, we restrict our study to a neighbourhood of the positive fixed point which we denote (omitting the two zero components) by (1, 1).
We also note that this system is reversible as it is invariant under the space- Reversibility is a symmetry property that was originally studied in the context of Hamiltonian dynamical systems arising in classical mechanics; see [6] for a survey of the theory of reversible dynamical systems. Later, it was recognized that many results originally studied for Hamiltonian systems can also be obtained for systems possessing more general involutory reversing symmetries, without taking into account the symplectic structure. One of the best known properties of Hamiltonian systems which can be extended to reversible systems concerns the existence of families of periodic orbits. The classical Lyapunov
Centre Theorem states that if the linearization at an equilibrium point of a
Hamiltonian system has a pair of non-resonant purely imaginary eigenvalues the system possesses a smooth 2-dimensional invariant manifold, filled with periodic orbits, passing through the equilibrium and tangent to the corresponding eigenspace. This result has been generalized to reversible systems in [7] ; in this case the equilibrium point is required to be symmetric and the resulting invariant manifold and periodic orbits will be symmetric as well.
To study the linear stability of the equilibrium point (1, 1) we investigate the behaviour of the Jacobian matrix of (10), whose eigenvalues are
For χ > χ * := δ + 8aκ/εα, the eigenvalues (11) can be written as ±iΛ 1 , ±iΛ 2 which are non-resonant (Λ 1 = nΛ 2 , for all n ∈ Z Z), except for a discrete set of values of χ. The reversible Lyapunov-Devaney theorem, [7] , then guarantees the existence in a neighbourhood of (1, 1) of two smooth invariant manifolds, filled with symmetric periodic orbits whose periods converge to 2π/Λ 1 and 2π/Λ 2 , respectively, as the initial conditions approach the equilibrium point (1, 1).
At the critical value χ = χ * , the system undergoes a so-called reversible-Hopf (or 1:1 resonance) bifurcation which, in general, occurs when two pairs of purely imaginary eigenvalues in a reversible system collide and then branch off forming two pairs of complex conjugate eigenvalues. The Lyapunov-Devaney result can be extended to the limit case χ = χ * when the eigenvalues are resonant and given by ±iω (ω = 4 2aεα/κ). As χ → χ * , the two manifolds of periodic orbits associated with the pairs of simple eigenvalues collide into a single one on which the periods tend to 2π/ω, as the equilibrium point (1, 1) is approached. Finally, for χ < χ * the equilibrium point (1, 1) is hyperbolic so there are no qualitative changes in the dynamics of (10). Using standard dynamical systems arguments, one can rule out the existence of local periodic solutions in this parameter range.
In conclusion, stationary periodic solutions of the macroscopic model (6) only exist when the equilibrium value of the thermoelectric transport coefficient, χ(T ), exceeds a certain critical value, χ * , and this is in accordance with experiments and kinetic simulations. Moreover, since χ * is strictly positive, it is now clear that, had we followed the traditional Maxwellian simplification by setting χ ≡ 0, the proposed model would have failed to capture the pattern formation phenomenon.
Numerical solutions
Numerical integration of the proposed macroscopic model is carried out on the dimensional equations (1) and (3), so that physically relevant values for all parameters can be used. This also enables an easier comparison between our results and those obtained in [4] from kinetic simulations.
The numerical simulations are performed using a standard finite difference scheme. The two nonlinear partial differential equations are supplemented by periodic boundary conditions and as initial conditions we choose smallamplitude spatially periodic perturbations of the equilibrium state,
Motivated by the physical experiment described in [2] we choose the following values for the dimensional parameters in (1) and (3),
The axial length of the plasma column is taken to be L = 0.1m and, from the PIC numerical simulations described in [4] we find that the function χ(T ) can be approximated by
where χ = χ(T 0 ) and we choose λ = 10 As expected, the long term evolution is bounded by the nonlinearity in the system and the solution converges to a spatially inhomogeneous stationary pattern which is shown in Figure 3(b) . We also noted that, if λ = 0 in (14), there was no nonlinear saturation of the amplitudes. The numerical stabilization occurs when the mean value of χ as a function of x is close to the critical value χ * and the amplitude of T after the transition depends via (14) and λ on the distance between χ and χ * .
The linear stability analysis predicts that, for a given set of parameters, there is a finite band of unstable modes that can grow and give rise to inhomogeneous patterns. Although the wavenumber which is closest to the minimum point of the instability curve in Figure 2 is the fastest growing and most likely to survive, we found that by varying the initial condition amplitude, stationary solutions with other frequencies can emerge as well. For example, for the set of parameters described in this section, 2, 3 or 4 oscillations have been observed.
Conclusions
A macroscopic model was proposed for describing instabilities observed experimentally in high frequency plasma discharges which take the form of stationary spatially periodic modulations in the plasma density and temperature. The existence of these patterns is shown to depend on the inclusion of a certain thermolectric transport coefficient, usually neglected in hydrodynamic models.
Analysis of the stationary system reveals that, varying this parameter through a critical value leads to the destabilization of the homogeneous state and the appearance of periodic solutions via a reversible Hopf bifurcation. Numerical integrations of the nonlinear time-dependent equations, guided by a linear stability analysis, show these stationary periodic patterns can be achieved through saturated temporal growth of small perturbations of the equilibrium state.
