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1. INTRODUCTION 
The purpose of this paper is to prove existence and uniqueness for solutions 
of the nonlinear ordinary differential equation 
44 ($ +f(4 2) + 1 = 0 (1.1) 
with boundary conditions 
u’(0) = 0, U(1) = h 3 0, (1.2) 
(the prime denotes differentiation with respect to X) where the functionsf(x) 
and h(u) have certain properties to be specified below. The situation in which 
h(u) has zeroes often causes difficulty. This results from the fact that solutions 
of the initial value problem (if they exist) may approach a zero of h(u) as x 
approaches some value x * < 1. In this case it would be impossible to 
continue the solution for larger values of X. 
The Fiippl-Hencky equation which arises in elastic membrane theory 
is an example of an equation of this type (cf. [I], [2]). The Fiippl-Hencky 
equation has the form 
t2 ( -g+g)+z=o, (1.3) 
where u is essentially the dimensionless radial stress which develops in a 
circular membrane when subjected to a constant normal pressure. In [3] 
existence and uniqueness was shown for the Foppl-Hencky equation when 
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h [cf. (1.2)] is sufficiently large. In the present paper the results obtained in 
[3] will be extended to the Eq. (1. I) where 
f(4 = i + &)Y c > --I, (1.4) 
and g(x) is bounded and integrable on [0, 11. h(u) will be assumed positive 
and nondecreasing on some interval depending on A, and will satisfy a 
Lipschitz condition on this interval. 
In Section 2 the existence theorem will be proven by converting (1.1) with 
boundary conditions (1.2) into an equivalent nonlinear integral equation. 
To illustrate the application of the theorem, the FoppI-Hencky equation (1.3) 
will be treated, in addition to a second equation 
K sin u 
( 
$+;$+1=0. (1.5) 
In Section 3 properties of the solution of (1.1) will be discussed and uniqueness 
will be shown. 
2. EXISTENCE 
The question of existence of solutions to the Eq. (1.1) with boundary 
conditions (1.2) is more easily treated if the equation is rewritten as an 
integral equation. For this purpose write (1.1) in the selfadjoint form 
where 
Eq. (2.1) may be integrated twice so that 
(2.2) 
[recall that u’(0) = 01. It is easily verified that the double integral in (2.3) 
exists if c > -1. The boundary condition u(l) = h may be introduced 
into the equation by noting that (cf. (2.3)] 
~(1) = h = u(O) - j: j&j: 3 dT/ dw. 
A BOUNDARY VALUE PROBLEM 401 
Thus (2.3) takes the form 
(2.4) 
Any solution of (1 .l) with boundary conditions (1.2) satisfies the integral 
equation (2.4). Conversely, it may be verified that every solution of (2.4) is a 
solution of (1.1) with boundary conditions (1.2). 
In order to simplify the notation, introduce 
and note that Z(r) has the properties 
(9 Lhd + L(Yz) = Lb+ + ~21, 
(ii) 1*(r) > 0 if y > 0, and 
(iii) m=odzQl &M = Ioh4 if Y 3 0. 
In this notation the integral equation (2.4) becomes 
44 = x + 1% (&). 
A solution of (2.6) [and hence of (1.1) with boundary conditions (1.2)] 
will be constructed by choosing a suitable iteration scheme. For this purpose 
define 
Il. n+1 = h +I,(& 
with U, = h. u, may be explicitly calculated from (2.7) to be 
(2.8) 
where gM = mao4 sG 1 g(4 and gm = minoGcG1g(x). In order to proceed, 
it is necessary to assume certain properties for h(u). For the present purposes 
it is sufficient if 
(4 44 > 0, 
(B) h(u) is nondecreasing for h < u < X +&(1)/h(X), 
(C) h(u) satisfies a Lipschitz condition for X < u < h +1,(1)/h(h); 
i.e., 1 h(u,) - h(u,)l < L(h)1 up - ui 1 if h < ur , ua < h + lo(l)//@). 
From properties (A) and (B) it follows that the iterates u,, form a nested 
sequence. For example, 
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LEMMA 2.1. u0 < u2 < 3.. < uzn < u,,,, < ... < ua < ui. 
Proof. The proof is by induction. Eq. (2.8) implies ui - u0 = I,( 1)/h(X) > 0 
PY property (41- 
Similarly ue - u,, = I$,( 1 /h(u,)) 2 0 and 
241 - u2 = I, 
( 
- 
h(E,) - & 1 i = 
I h(u1) - 40) > 0 
1 z w4 Wo) ’ 
follows from properties (A) and (B) and the fact that ur > u0 . Thus 
u,, < ua < ur . In the same manner 
241 - 243 = I, ( 
&2) - Go) > 0 
1 W2) Wo) ’ 
and 
u3 - u2 = I, ( 
&4 - hb2) > 0 
1 44 42) ’ 
so that u < u < u < u 0-Y 21311' The induction follows in the usual manner. 
The iteration scheme (2.7) defines two sequences of functions (cf. Lemma 
2.1) {u2,1 and G42n+l >. Each of these sequences are bounded; i.e., h < ~a,, , 
U2n+1 d h + L(l)lW f or all n, and in addition, {uzn} is a monotone 
increasing sequence while (u~~+~} is a monotone decreasing sequence. Thus 
both sequences converge to limit functions; i.e., 
These limit functions have the property that 
LEMMA 2.2. The functions u- and u+ are continuous and satisfy the 
integral equations 
U + = h + L(W(u-)I (2.1Oa) 
u- = h + I,( l/h(u+)). (2. lob) 
Proof. If the sequences {u,,} and (uzn+r> are equicontinuous, the limit 
functions u- and II+ are continuous. To show the equicontinuity of these two 
sequences, it suffices to show that the derivative of u, has a uniform bound 
for all n. From (2.7) it is clear that 
ds+, r G(T) -=-- 
dx $4 o h&J dT s- 
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or 
I I 
& 1 egy-gm 
dx ’ G(x) WV J 
’ G(T) d7 < 
o (c + 1) h(A) * 
Thus u- and u+ are continuous. The second part of the lemma follows if 
h(u) has property (C). Write 
1 
A - zz h(u-) ( )I e I u+ - %+1l + Ix I ( 
W) - h(u27L) 
ut h(u-)h(u2,) II 
G 1% - %ntll + ~(~)2 5 -L (W I u- - uzn I) 
d I u+ - u2n+1 I + 
w IOU ) 
ha@) op,jy!l lu- - f42n I. 
The right side of this inequality may be made arbitrarily small by choosing 
71 sufficiently large. Thus II- and u+ satisfy (2.10a). Similarly u- and u+ may 
be shown to satisfy (2.1Ob). 
Lemma 2.2 implies that a solution of (2.4) exists if u- = u+ . To decide 
when this is the case, introduce a new dependent variable y = u+ - u- . 
y will satisfy the linear integral equation (cf. (2.10)) 
&J+) - 44 
y = IL3 ( h(u,) h(uJ(u, - UJ y j (2.11) 
or, equivalently, the linear ordinary differential equation 
with boundary conditions 
y’(0) = y(1) = 0. (2.13) 
The integral equation (2.4) will have a solution if the differential equation 
(2.12) with boundary condition (2.13) has only the trivial solution. 
It is possible to find a sufficient condition for (2.12) to have only the trivial 
solution by considering a related equation 
where it should be noted that 
&+) - e-) 
G(x) h(u,) h(u-)(u, - u-) 
< e+fW) Xe 
‘Tqij- 
(2.14) 
(2.15) 
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[cf. property (C)] and 
G(x) >, xceQm. (2.16) 
The inequalities (2.15) and (2.16) imply that (2.12) has only the trivial 
solution if (2.14) h as only the trivial solution (cf. The First Sturm Comparison 
Theorem [4], pp. 228 ff.). Th e most general nontrivial solution of (2.14) 
satisfying y’(O) = 0 is given by 
y = A Jw,2 ([ egM;;;@]l’z x) 
x(C-1)/k? 
where Jcc-r),s is the Bessel function of order (c - 1)/2. Thus (2.14) [and 
hence (2.12)] has only the trivial solution if 
i 
eQhrQmL(X) 1/Z 
h2v9 1 < Ll~,2,1 
wherej(,-,,i2,1 is the smallest root of the Bessel function of order (c - 1)/2. 
It follows that a sufficient condition for the integral equation (2.4) to have a 
solution is for h to satisfy the inequality 
(2.17) 
The existence theorem may now be stated as 
THEOREM 2.1. The Eq. (1.1) with the boundary conditions (1.2) has a 
solzltion if h(zr) has the properties (A), (B), and (C) and h satisfies the inequality 
(2.17). The solution satisfies the bounds h < u < h + 1,(1)/h(h). 
Theorem 2.1 may be extended to the case where h = h(x, u) if h(x, u) 
satisfies the properties (A), (B), and (C) for each value of x in the interval 
LO, 11. 
As an example of the application of Theorem 2.1, consider the Flippl- 
Hencky equation (1.3). In this case h(u) = u2/2, which is monotone increasing 
over the whole positive axis. To find the Lipschitz constant L(h) for the 
interval h < u < h + 1,(1)/h(X) = h + 1/4X2 write 
u22 U12 --_ = 
2 2 $1 + u2) I %--UlI < (h+&)Iu4. 
Thus L(X) = X + 1/4X2. Since u2/2 satisfies properties (A), (B), and (C) it 
only remains to find h such that 
P/4 1 
h + 1/4h2 ‘JTl 
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[note that (c - I)/2 = 1 and g(x) = 01. It is easily verified that this 
inequality is satisfied if1 
As a second example of the application of Theorem 2.1 consider the 
Eq. (1.5). It is possible to prove 
COROLLARY 2.1. For any value of h in the interval2m < h < [$(4n + l)] P 
there exists a number K* such that the Eq. (1.5) with boundary conditions 
(1.2) has a solution for all K > K*. 
Proof. Ksin /\ is positive if h is in the interval (2nrr, [&(4n + l)] n). 
In addition, K sin u is monotone increasing for 
h < u < X +4,(1)/K sinh = h + 1/[2(c + l)Ksin/\] 
if h + 1/[2(c + 1) Ksinh] < [+(4n + I)] r or 
1 
K > 2(c + l)([+(b + 1)]7r - h) sin h ’ 
(2.18) 
K sin u has a uniform Lipschitz constant; i.e., 1 K sin u2 - K sin ur 1 < 
K 1 ua - ~lr I. Therefore K sin u satisfies properties (A), (B), and (C). By 
Theorem 2.1 a solution exists if 
K2 sin2 h 1 
K >zz* 
Thus (1.5) has a solution if 
K > K* = max ( 1 1 2(c + 1)([&(4n + 1)]7r - X) sin h ’ jt2,-lj,B,l sin2 A 1 * 
3. UNIQUENESS 
In the previous section it was shown that under certain conditions there 
was a solution of (1.1) satisfying the boundary conditions (1.2). In this 
section it will be shown that the solution is unique. For this purpose it is 
necessary to discuss certain properties of the solution. 
1 With a more careful analysis it is possible to show that (1.3) has a solution if 
A* > 4/j:, (cf. [3l). 
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LEMMA 3.1. Let h(u) be strictly increasing for pI < u < pLz and let u1 
and u2 be soZutions of (1.1) corresponding to A1 and A, with the property that 
p1 < u1 , u2 < p2 . Then u2 3 u1 for 0 < x < 1 ij A, > A, . 
Proof. Since ur and ua are solutions of (I. 1 ), it follows that ur and ua are 
solutions of (2.3); i.e., 
ui = ~~(0) - 1; ]-& I,# dr/ dw, j = 1,2. (3.1) 
Subtracting the two equations (3.1) it is clear that 
242 - 241 = us(O) - %(O) + jr I& j-1 h(u;‘;jul) VW - 44) dT/ dw 
(3.2) 
where either (i) u,(O) > I+(O), (ii) us(O) = u,(O), or (iii) z+(O) < u,(O). 
The proof will be by contradiction; i.e., assume there exists x* such that 
0 < x* < 1 and us(x*) < ur(x*). The three possible cases are shown in 
Fig. 3.1. The point x’ in cases (i) and (iia) is assumed to be the first inter- 
axe x’ Xf X’ X” x 
Case (i) Case (iio) 
Case (iibl 
FIG. 1. 
Case (iii) 
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section point and note that in cases (iib) and (iii) the point X” must exist 
since u,(l) = ha > A, = zli( 1). Cases (i) and (iia) are not possible since 
~~(0) - u,(O) > 0 and h(u,) - h(u,) > 0 for 0 < x < x’. Thus (3.2) 
implies ua(x’) - ui(x’) > 0. Similarly cases (iib) and (iii) may be eliminated 
by noting that u,(O) - z+(O) < 0 and h(u,) - h(u,) < 0 for 0 < x < x” 
so that (3.2) implies ua(x”) - u,(x”) < 0. This is the desired contradiction. 
Uniqueness is an immediate consequence of Lemma 3.1. If there are two 
solutions u1 and ua such that pr < u1 , ua < pa and ~~(1) = u,(l) = X 
Lemma 3.1 requires that ui < u, and u2 < ui . Thus 
THEOREM 3.1. Let h(u) be strictly increasing for p1 < u < t.+ . There 
exists at most one solution u of (1.1) satisfying the boundary conditions (1.2) 
and having the property that p1 < u < p2 . 
In conclusion it is easily shown that 
THEOREM 3.2. The solution of (1.1) is monotone decreasing and depends 
continuously on A. 
Proof. The monotonicity of the solution is clear since (2.4) implies that 
du 1 a G(r) 
z= 
-- 
G(x) J 
-dr < 0. 
o 44 
In order to show continuity, consider two solutions ur and ua corresponding 
to Ai and A, . If AZ > A, , Lemma 3.1 requires that ua 2 ui . Thus Eq. (3.2) 
implies 
max (us(x) - ui(x)) = u,(l) - u,(l) = A, - A, 
OSZSl 
so that j us(r) - ur(x)I < 1 A, - A, 1 for each x in 0 < x < 1. The con- 
tinuity of u as a function of h follows. 
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