In this paper, we introduce a method for categorizing digital items according to their topic, only relying on the document's metadata, such as author name and title information. The proposed approach is based on a set of lexical resources constructed for our purposes (e.g., journal titles, conference names) and on a traditional machine-learning classifier that assigns one category to each document based on identified core features. The system is evaluated on a real-world data set and the influence of different feature combinations and settings is studied. Although the available information is limited, the results show that the approach is capable to efficiently classify data items representing documents.
Introduction
Even though the Internet is a huge source of information, knowledge engineers do not completely rely on this source. This is due to the time consuming process to retrieve relevant information, as well as to the low quality results and unavailability of certain publications. Therefore, specialized public libraries, such as the British Library or the German National Library of Science and Technology (TIB), and commercial information providers are privileged partners for knowledge engineers since they provide barrier-free access to resources and an optimized, user-oriented search interface. Classification systems are helpful in narrowing the information space for searching and browsing, but also in structuring search results for presentation purposes. For this reason, information providers com- * The work in this paper is partly funded by the German Federal Ministry of Economics and Technology (BMWI) within the LinSearch project.
plement classic information retrieval technologies with controlled classifications schemes and index terms. Due to the monthly increasing amount of catalogue entries, automatic technologies are required. Unfortunately, the data quality of the imported data sources varies a lot. Semantic information on a document's content is mostly limited making automatic classification difficult.
Therefore, in this paper we present a classification pipeline that handles different quality levels of catalogue entries, in particular those with very limited information. The main contributions of this work can be summarized as follows:
• Introduction of an extensible classification pipeline that combines rule based and machine learning technologies to classify catalogue entries.
• Development of a method for the automatic extraction of relevant class specific terminology as prerequisite for the feature extraction.
• The definition of a set of classification features that combines minimal available information of catalogue entries with a class-specific score.
Section 2 focuses on the research problem. An overview on related work is given in section 3. Section 4 presents the feature extraction and classification approach which is evaluated in section 5. The paper finishes with conclusions and remarks on future work.
Motivation
We are considering the data collection of the German National Library of Science and Technology (TIB 1 ) that consists currently of 7,084,521 entries of British Library Serials, 6,281,988 entries of British Library Conference Papers and 1,247,363 entries of the I II III IV  document information  x x  x  x  publication information  x x  x  x  article information  -x  x  o  journal information  -x  x  o  conference information  --x  o  classification information  ---x  abstract or keywords  --x  o   Table 1 . Levels of data quality ('x' = information is available, '-' = information is unavailable, 'o' = information can be available)
Feature
TIBscholar data set that are mainly unclassified. Every month between 10,000 and 30,000 new items are integrated into the database. The TIBScholar data set integrates catalogue entries from 14 suppliers such as de Gruyter, Springer or Thieme. Data collections similar to that one exist in almost all public libraries. This offers different challenges. The collection consists of hundreds of thousands of documents which can be in any language. In this work, we are only considering documents in English and German. Furthermore, the data quality differs and content information given by metadata is limited. Each catalogue entry to be classified represents a journal paper, conference paper, a book or a research report and comprises a set of metadata. The document information contains the document title and the author names. The publication information provides data on the publication place, date and the name of the publisher. Additionally, article information (e.g., page numbers) and conference or journal information (e.g., conference or journal name) can be available. Sometimes, category information of other classification systems is provided. In case of TIB this is mainly the so-called "Basisklassifikation (BK)" (base classification system [2] ). This hierarchical decimal classification system was originally developed in the Netherlands and is mainly used by libraries in the Netherlands and Germany. Finally, a catalogue entry can include the document's abstract or given keywords. For 86% of the TIBScholar data sets abstracts are available while for the other data they are mostly unavailable.
Depending on the amount of metadata available for a data item, we can distinguish four different levels of data quality (see Table 1 ). Data of level I only offer document and publication information, while level II data additionally contain journal or conference information. Data items of level III offer an abstract, and those of level IV provide classification information.
Clearly, for books or monographs this information is missing.
The content-bearing information offered by document titles of the data set is very limited. Titles are rather short and consist of around three to five words in average (e.g., "Fundamentals of carpentry"). While some titles provide information on the document content (e.g., "Geometric function theory in several complex variables"), others are very general and contain limited or no content information (e.g., "Conference Abstracts").
In this paper, the following classification problem is considered: One class out of the six possible classes 'computer science', 'mathematics', 'physics', 'architecture', 'chemistry' and 'engineering' has to be assigned to a catalogue entry. The category should reflect the document topic. These six classes are especially relevant for the TIB, since its data collection focuses on documents on technology and engineering.
Related Work
The text classification community has invested a huge amount of research effort on identifying the most effective features for representing text documents. The most commonly used text representation is the socalled "bag-of-words" or vector space representation, where each distinct word in a document collection acts as a feature [12] . Other classification features include lexical features such as character or word sequence frequencies [1] or n-gram frequencies [11] , as well as syntactic [10] , semantic and stylistic features. Our feature set consists of frequencies of n-grams that have been identified as keywords (or keyphrases) using lexical resources.
Since text classification is a supervised learning process, a wide range of learning methods, including nearest neighbor, Bayesian approach [6] , or support vector machines [4] have been proposed. Yang compares different statistical approaches to text classification [14] . He identifies as best performing algorithms a k-nearest neighbor classifier, an inductive learning algorithm, a neural network approach and a linear least squares fit approach. For our data and feature set these algorithms are also better suited for topic classification than others.
Several researchers studied the problem of feature selection in order to reduce the computational costs and exclude redundant features [7, 8] . Hulth and Megyesi propose to use extracted keywords as classification features to reduce the feature space [5] . Only limited work exists on text classification using bibliographic records. Montej-Rez et al. exploit metadata in combination with extracted keywords and a multilabel classifier for text classification [9] . The keywords are extracted from the document itself, which is in our task unavailable.
In our approach, also keywords are exploited, but they are extracted from title information only. Additional bibliographic data is integrated to the feature set. The above mentioned approaches to text classification are constructed to classify complete textual documents while in our context only bibliographic metdata can be considered. Content on a data item is limited to the title information. So far, there is no study available that considers topic text classification for these specific conditions. Statistical features on words (term frequency and the like) as mainly used by existing approaches are insufficient in our context, since within document titles term frequencies may not differ significantly and the number of topic-related terms is reduced.
Classification Approach
Our approach to address the previously described problem combines rule-based classification with machine learning techniques. The steps of the processing pipeline as depicted in Figure 1 are accomplished successively until a classification result is determined. First, the metadata of a given catalogue entry is checked for an available classification that can be mapped to one of the six desired classes (data of quality level IV). For this purpose, mapping rules have been established to map from assigned codes to one of our classes. Since the given data set only contains information on the base classification, only mapping rules for the base classification system [2] have been integrated into the system by now.
Data items of quality level II and III are processed in the second step where class-specific information on journal titles and conference names are exploited to assign a class label. For this purpose, lists with conference and journal titles were collected from existing class-specific repositories (e.g., from DBLP). Data items of quality level I and those that could not be classified by the previous rule-based methods are processed using machine learning techniques. In the following we present the necessary preprocessing and classification methods.
Linguistic Preprocessing First, data items are reduced to those written in English or German. For this purpose, the document language is determined based on the document title using the Java Text Cate- 4 developed at the University of Erlangen is used, respectively. The result of the preprocessing step for a given data item is a title (or abstract) with linguistically normalized words.
Extracting Terminology
The feature extraction itself requires lexical resources, which in our case consist of technical terms that are relevant for the single classes under consideration (referred to as class-specific term lists). On the one hand, these terms have been collected from free available resources and only contain technical terms that are relevant for a category; no general terms are included (referred to as 'manually created lists'). For example, the technical terms for the category architecture have been collected from the BEOLingus dictionary 5 . On the other hand, terms from titles of already classified text material of the TIB data collection were collected (referred to as 'automatically created lists'). These lists integrate technical terms, but also general terms and have been established as follows: For all data items with known category the document title and -if available -the abstract is considered. Title and abstract are segmented into n-grams, i.e., word combina-tions with up to n words (n=5). N-grams that are stop words or start or end with a stop word, were removed from the list of relevant n-grams. An n-gram size of 5 has been chosen to enable consideration of more complex word sequences such as introduction to computer graphics.
Score Calculation
The final feature set for the classification consists of: (1) the first five author names, (2) the publisher information, (3) the name of the corporate creator, and (4) a class-specific score for each category. Attributes 1 to 3 are directly derived from the metadata information. To calculate the scores (attribute 4) the document title and -if available -its abstract is exploited. A class-specific score corresponds to the number of matches of n-grams of a document title (and its abstract) and a class-specific term list. Similar to the previously described method for terminology extraction, titles are dissected into n-grams that are exploited to calculate class-specific scores for all categories under consideration. Each n-gram is looked up in each term list and the number of matches is determined per category resulting in a class-specific score. There is one option to calculate scores: A match with a 'manually created' list can be weighted higher than a match with an 'automatically created' list or vice versa.
Classification The final set of classification features is exploited for document classification by a supervised machine-learning classifier. We tested in advance different machine learning algorithms available at WEKA [13] that can handle combinations of numerical and nominal features. The best results were achieved for LogitBoost in combination with the DecisionStump algorithm. LogitBoost is a boosting algorithm [3] that performs classification using a regression scheme as the base learner. Boosting is used to combine several weak classifier in one good performing classifier. Another benefit of this classifier is that it can handle multi-class problems, which will be used in future work (see section 6). The algorithm performed best with 50 boosting iterations.
Evaluation
We evaluate the classification approach from different perspectives. First, the performance of the machine-learning based classification is studied in more detail. Various score calculation settings (section 5.2.1), and classification features (section 5.2.2) are tested. Second, the classification quality of the complete processing pipeline is studied (section 5.3).
All evaluation results are tested for statistical significance using T-Test.
Evaluation Environment and Testdata
The text material considered in the evaluation is a subset of the dataset described in section 2 which was not used during system development. From manually classified documents derived from different publishers, we randomly selected data items for the first set of experiments. These data items are of quality level I or II since abstracts and BK-codes are unavailable. Another set of data items is used as random sample for a manual classification and evaluation (section 5.3). To generate this data set documents published in 2007 were collected. They were classified by the presented approach and sorted with respect to the assigned categories. This resulted in 6 groups of data items where the numbers of data items per group can be different. 2395 documents of four of these groups are used for our evaluation. In this way, we received a data set comprising data items of the four described qualities.
Machine Learning Classifier Evaluation
In this evaluation the impact of (1) the different types of score calculations, and (2) of other features on the classification quality is analysed. The experiments are conducted as 10-fold-cross validations.
Score Variations
The first experiment exploits 1000 documents per class and compares the accuracy values achieved when varying the settings for calculating the scores. The following variations are tested:
• Feature morph : If the title has been processed by a morphological analyzer or a stemming algorithm
• Feature w auto : If an automatically learned term lists has been used for weighting
• Feature w manual : If a manually created term lists has been used for weighting
The best results are achieved when weighting matches with automatically created term lists with a weight of five (around 87.5% accuracy). These results are with confidence of 99% significantly better than those achieved for the other settings. When weighting matches with manually created term lists, only an accuracy of 69.5% is achieved. When resisting on any weighting, the accuracy is 85%. Preprocessing by stemming or morphological analysis seems to be unnecessary for score calculation and does not lead to any improvement. One possible explanation is that in document titles morphological variations are rather rare. Titles mainly consist of nouns. Morphological changes mainly occur on verbs and adjectives. Some classes can be obviously much better identified than others. Data items of the category architecture could be classified best (95.6% accuracy), while for the categories mathematics and computer science only 81% accuracy could be achieved. This may be due to the completeness of the lexical resource or to the quality of document titles, which can contain more or less characteristic words.
We conclude that matches with automatically created lists are very important in the classification task under consideration. This is interesting, since the automatically created lists contain besides technical terms also general terms. Obviously, these general terms are relevant for the given classification task. These results are supported by experiments where only manually created lists or only manually created lists are used. The manually created term lists alone are insufficient for score calculation (only 44% accuracy).
Variation of other Classification Features
In the second experiment, the classification features and the training material is varied. We resist on performing a morphological analysis, and the matches with automatically created lists are weighted.
First, different amounts of text are used in 10-fold cross validation, which leads to a varying number of training documents. The number of documents per class is changed from 500 to 1000, 2000, and 3000 data items. The improvements of accuracy are insignificant (less than 85% confidence) when increasing the amount of documents per class from 500 to 1000 and 2000. The achieved accuracy is around 87%. In contrast, the accuracy is with 91.2% significantly better for 3000 documents per category. This is understandable, since the classification algorithms require a certain amount of data to learn statistical differences.
Afterwards we studied the influence of different features based on 1000 documents per class. Feature selection using information gain determines the scores as most important classification features. For this reason, we compared the classification accuracy when considering only the scores to the values achieved when also information on publisher, author or corporate creator is used as classification features.
When only scores are exploited as classification features, an accuracy of 85% is achieved. With a confidence of 99%, the algorithm performs significantly better with an accuracy of around 87.5% when scores and the bibliographic metadata are considered. Only information on authors and publisher are unsuited for the classification task (accuracy of 33%). This shows, that the class-specific scores are already well suited for the classification task under consideration. Exploiting the metadata like author names or publisher helps to improve the classification.
Evaluation of the Complete Process
The performance of the classification process as a whole is studied based on 2395 unclassified data items selected as described in section 5.1. This experiment aims to determine the performance of the proposed approach within a real-world setting. The classifier is trained on 1000 documents per class derived from the training material. Matches with automatically created lists are weighted. The classification results are reviewed by four employees of the library which are specialists for the categories 'mathematics', 'chemistry', 'physics' and 'engineering'. Data items for which none of the six possible classes is suited were excluded from the evaluation and also documents in other languages than English and German. The final data set consisted of 1083 data items.
The number of data items per category varied in this evaluation between 100 data items for 'engineering' up to more than 400 data items for the categories 'mathematics' and 'chemistry'. The other two categories will be considered in future evaluations. From the 1083 relevant data items, 82.4% were correctly classified by our approach. Documents of the domains 'chemistry' and 'physics' were almost completely correct classified (95% accuracy). An accuracy of 70% was achieved for documents of the domain 'engineering'. The worst results were achieved for the categories 'mathematics' (58% accuracy).
These results reflect the results of the 10-fold-cross validation and show that it is suited to classify data items correctly. The average accuracy value for this random sample is slightly smaller than the ones reported in section 5.2. But, we assume that the classification accuracy will always vary slightly since it directly depends on the quality of the data items to be classified.
Discussion of Results
Several sources of errors can be distinguished: Catalogue entries with very generic titles are misclassified (e.g., the title research report). For these titles, score values do not represent the domain, since domain specific words were missing. Due to the limited metadata information available, it is difficult for computers, but also for humans, to classify these data items correctly. The evaluations showed that for data items with meaningful titles or even with abstract, good results are achieved.
The automatically created word lists contain a certain number of n-grams that are very generic. This leads to higher scores which in turn misleads the classification algorithm. We assume that the accuracy will increase after cleaning up these term lists. The current approach resists on correcting writing errors in titles or in resolving different spellings of journal or conference names. Also, abbreviations of conference names are only considered to a limited extent. An appropriate processing may help to further increase the classification accuracy. Instead of creating class-specific term lists in advance, class-specific language models can be learned. We decided to create the term lists to have an appropriate knowledge source on hand that can be re-used in later work, for example by an index term recommendation system.
One disadvantage of the approach is that at least one of the six classes is assigned, even though the evaluation shows that around one third of the data items belong to other categories (e.g., to biology). Also, a data item can fit into more than one class since the categories overlap to a certain extent. For example, a document on knowledge representation can be relevant for computer science as well as for mathematics. In future, we plan to extend the system by a classifier that decides for the relevance of a data item for classification and that can assign more than one class to a data item.
Conclusion and Future Work
In this work, a text classification approach was introduced that relies only on bibliographic metadata comprising title, conference name, journal title and information on author, publisher and corporate creator. We showed that despite this reduced semantic information good classification results are achieved.
In future work, we will test whether the assigned categories can be exploited to improve user satisfaction in document retrieval. For this purpose, the method will be integrated into the processes of the TIB to increase search facilities and possibilities to restrict search results. Furthermore, we plan to extend the number of categories under consideration.
