The Brownian correlation has been recently introduced by Székely et al. (2007; 2009) 
Introduction
Principal Component Analysis (PCA) is a statistical analysis of fundamental importance when dimensionality reduction of the multivariate data or construction of best representative composite indices is needed. It finds its application in almost any branch of science ranging from anthropology to zoology. Given a dataset X(m) in n observations on m variables, it obtains a set of composite variables Z(m 1 ); m 1 ≤ m such that:
(1) Z k is a linear combination of original variables, X j ; j=1, m, that is, Z k = Σ j X j .a j,k ; k=1, m 1, where m 1 ≤ m.
Fig.1. Plot of Eckerle and NIST Data
In severely nonlinear data when the Pearsonian coefficient of correlation may be near zero, the Brownian coefficient of correlation may be quite large. Székely and Rizzo (2009) cite a case from Eckerle and NIST (1979) where the Pearsonian coefficient of correlation (r) between wavelength (x) and transmittance (y) is 0.0356, statistically showing linear independence of y with x. However, the Brownian coefficient of correlation (ρ) is 0.4275431, showing significant dependence of y on x. We have obtained r=0.03844 and ρ=0.42744 from the data (35 observations) provided by Eckerle and NIST (1979) .
The computational steps of the Brownian coefficient of correlation are given below. , Z Z etc.) and orthogonality (or independence) among them in abeyance.
Materials and Methods
In this investigation we have tested the effects of replacement of the Pearsonian correlation by the Brownian correlation in constructing the leading PC or the Principal Component scores (Z 1 ) on six datasets. These datasets are: (i) Iris flower dataset, (ii) Motor Car dataset, (iii) Sinusoidal dataset, (iv) Crime Incidence in India -2011 dataset, (v) the dataset with outliers in variables, and (vi) Lévy Distributed Probability Density Function dataset.
For obtaining the leading PC scores we have used the Host-Parasite Coevolutionary algorithm of global optimization (Mishra, 2013) to directly work out the weight vector with which 1P Z (the leading Pearsonian PC scores) is computed as ,1 , ,1 1 ; 1, 2,..., for the Brownian correlation, ρ). But, these results (based on the Brownian correlation) have no counterpart to be compared with, since there is no software or alternative algorithm to be used for this purpose. We have developed our own (Fortran) program for this purpose.
We have compared the performance of the leading PC scores based on the Brownian correlation with the leading PC scores based on the Pearsonian correlation. We have also presented the correlation matrices (both Pearsonian and Brownian) and their eigenvectors and eigenvalues with our observations on them. Wherever necessary or facilitating, we have given illustrative graphical presentation.
Findings
For the different datasets our findings are presented below. Anderson (1936) and Fisher (1936) collected and analyzed the data relating to the flowers of different species of Iris. Since Fisher applied his (linear) discriminant analysis on this dataset, it has been used by many researchers and now it is considered as a classic dataset.
Iris Flower Dataset:
Description of Data: X 1 = sepal length, X 2 = sepal width, X 3 = petal length, X 4 = petal width. Flowers of different species of Iris. No. of observations: Iris setosa (50), Iris versicolor (50), Iris virginica (50); total no. of observation: 150.
Findings: There is not much difference between the Brownian and Pearsonian leading PC scores. The coefficients of correlation (r and ρ) between them are ( 0.99699, 0.99727) respectively (see Table. 1.1 and Table. 1.2). However, the Brownian PC scores have relatively larger variance. They have been plotted in Fig.2 . We observe that the three clusters of (the species of) Iris are clearly discernible. The details are given in Table. A1 in the appendix. .
The eigenvalues (λ) and the associated eigenvectors (V) of the Pearsonian and the Brownian correlation matrices (of X1 through X4) are given in Table. 1.3 and Table. 1.4. The Pearsonian leading PC scores explain 72.963% of the total variance in the data and it is commensurate with 72.963=100(λ1/4). However, the Brownian leading PC scores explain 75.483% of the total variance in the data while 76.936 = 100(λ1/4) is larger than that. This is a discrepancy which will be discussed at the end of this paper. Sciences (1996) . A subset of this dataset was used by Kibler et al. (1989) to predict price of car using all numeric and Boolean attributes. In the present study we use only a smaller subset of data for 195 models -for which the complete numerical information on body and engine characteristics (13 variables) is available. These 13 variables are used for constructing the leading principal component scores with Pearsonian and Brownian correlation. The dataset also has information on price of car, which we use for regression analysis.
Description of Data: X 1 = Wheelbase; X 2 = Length; X 3 = Width; X 4 = Height; X 5 = Curb height; X 6 = Engine size; X 7 = Bore; X 8 = Stroke; X 9 = Compression ratio; X 10 = Horse power; X 11 = Peak rpm; X 12 = City mpg; X 13 = Highway mpg. Also, P= price of car (of a particular model/make). Total no. observations: 195. Findings: There is not much difference between the Brownian and Pearsonian leading PC scores. The coefficients of correlation (r and ρ) between them are (0.9987, 0.9983) respectively (see Table. 2.1 and Table. 2.2). However, the Brownian PC scores have slightly larger variance. They have been plotted in Fig.3 . The details are given in Table. A2 in the appendix.
The eigenvalues (λ) and the associated eigenvectors (V) of the Pearsonian and the Brownian correlation matrices (of X1 through X13) are given in Table.2.3 and Table. 2.4. The Pearsonian leading PC scores explain 52.275% of the total variance in the data and it is commensurate with 52.275=100(λ1/13).
However, the Brownian leading PC scores explain 53.372% of the total variance in the data while 56.24= 100(λ1/13) is larger than that. We will discuss this issue in due course. 
Sinusoidal Data:
The sinusoidal data (9 variables: X 1 through X 9 ) have been generated by us to introduce severe nonlinearities in the dataset. They are different sine or cosine functions of basic variable (1, 2, 3, through 50) perturbed by (uniformly distributed) random numbers between 0 and unity. Their movement along the horizontal axis (1 through 50) has been presented in Fig.4 
(a).
Findings: There is not much difference between the Brownian and Pearsonian leading PC scores. The coefficients of correlation (r and ρ) between them are (0.9987, 0.9983) respectively (see Table. 4.1 and Table. 3.2). However, the Brownian PC scores have slightly smaller variance. They have been plotted in Fig.4(b) . The details are given in Table. A3 in the appendix.
The eigenvalues (λ) and the associated eigenvectors (V) of the Pearsonian and the Brownian correlation matrices (of X1 through X9) are given in Table.3.3 and Table. 3.4. The Pearsonian leading PC scores explain 22.949% of the total variance in the data and it is commensurate with 22.949=100(λ1/9). However, the Brownian leading PC scores explain 22.404% of the total variance in the data while 32.986 = 100(λ1/9) is substantially larger than that. The possible explanation of this observed discrepancy will be given in due course. Findings: There is not much difference between the Brownian and Pearsonian leading PC scores. The coefficients of correlation (r and ρ) between them are (0.992830, 0.996319) respectively (see Table. 4.1 and Table. 4.2). However, the Brownian PC scores have lager variance. They have been plotted in Fig.5 ). The details are given in Table. A4 in the appendix.
The eigenvalues (λ) and the associated eigenvectors (V) of the Pearsonian and the Brownian correlation matrices (of X1 through X7) are given in Table. 4.3 and Table. 4.4. The Pearsonian leading PC scores explain 67.229% of the total variance in the data and it is commensurate with 67.229=100(λ1/7). However, the Brownian leading PC scores explain 72.392% of the total variance in the data while 73.9211= 100(λ1/7) is marginally larger than that. The possible explanation of this observed discrepancy will be given in due course.
Dataset with Outliers:
This dataset contains 7 variables (each one in 35 observations) that are linearly correlated with very large correlation among them, except that each one has a single large (of a magnitude of about 10 times of its cohorts) outlier. We subject this dataset to construction of the leading principal component scores by using Pearsonian and Brownian correlation coefficients.
Findings: There is some difference between the Brownian and Pearsonian leading PC scores. The coefficients of correlation (r and ρ) between them are (0.910506, 0.949876) respectively (Table. 5.1 and Table. 5.2). They have been plotted in Fig.6 . The details are given in Table. A5 in the appendix. The Brownian PC scores have lager variance, although it cannot be concluded that they ameliorate the problems due to outliers or they represent the variables (with outliers) better than the Pearsonian leading PC score.
The eigenvalues (λ) and the associated eigenvectors (V) of the Pearsonian and the Brownian correlation matrices (of X1 through X7) are given in Table. 5.3 and Table. 5.4. The Pearsonian leading PC scores explain 30.750 of the total variance in the data and it is commensurate with 30.751=100(λ1/7). However, the Brownian leading PC scores explain 58.360% of the total variance in the data while 67.497 = 100(λ1/7) is considerably larger than that. The possible explanation of this observed discrepancy will be explored in due course. 
Lévy Distributed Probability Density Function Dataset:
This dataset has 7 variables (Lévy-distributed probability density functions with the same location parameter, µ=0, but varying scale parameters described below.
Description: X1=Lévy PDF (c=0.5, µ=0); X2=Lévy PDF (c=0.75, µ=0); X3=Lévy PDF (c=1.25, µ=0); X4=Lévy PDF (c=1.75, µ=0); X5=Lévy PDF (c=2.0, µ=0); X6=Lévy PDF (c=2.5, µ=0); X7=Lévy PDF (c=3.0, µ=0). They all have 50 observations each and plotted in the inset of Fig.7 as 'original variables' against the observation number (1 through 50) in the horizontal axis. Their Brownian and Pearsonian leading principal component scores as well as the transformed (original variables measured as signed deviations from their respective Brownian average) are plotted in Fig.7 . It may be noted that the principal component scores are unique up to scale factor; they mean the one and the same up to multiplication by any nonzero k, negative or positive, since they are derived through using the squared values of correlation coefficients.
Findings: There is some difference between the Brownian and Pearsonian leading PC scores. The coefficients of correlation (r and ρ) between them are (0.885419, 0.955735) respectively (see Table. 6.1 and Table. 6.2). The details are given in Table. A6 in the appendix. The Brownian PC scores have lager variance, although it cannot be concluded that they represent the variables better than the Pearsonian leading PC score.
The eigenvalues (λ) and the associated eigenvectors (V) of the Pearsonian and the Brownian correlation matrices (of X 1 through X 7 ) are given in Table. 6.3 and Table. 6.4. The Pearsonian leading PC scores explain 33.111% of the total variance in the data and it is commensurate with 33.111=100(λ 1 /7). However, the Brownian leading PC scores explain 51.582% of the total variance in the data while 59.32 = 100(λ 1 /7) is considerably larger than that. The possible explanation of this observed discrepancy will be explored in due course. 
On the Issue of Discrepancy Observed in Brownian Correlation based PC Scores
Throughout the analysis we have found a discrepancy between the explanatory (varianceexplaining) performance of the leading Brownian PC and λ 1 /m of the Brownian correlation matrix (m being the order of the correlation matrix concerned). The variance-explaining performance of the leading Brownian PC is lower than λ 1 /m, although the magnitude of this gap is different for the different datasets.
This discrepancy may be due to (i) our inability to find a global optimum solution (by the HostParasite Co-evolutionary algorithm used for obtaining the solution), or (ii) inherent decomposability of the Brownian correlation matrix into (orthogonal) eigenvectors and the associated eigenvalues. The plausibility of the first cause is meagre since this procedure (which directly and iteratively optimizes the sum of squared coefficients of correlation between the PC scores and the variables that they are constituted of) always returns the results identical to those that we obtain by the traditional method (proceeding through singular value decomposition of the correlation matrix among the variables, as suggested by Hotelling, 1933) . In other words, the results of the traditional method of constructing PC scores are identical to the ones obtained through direct global optimization -without proceeding through the singular value decomposition of the Pearsonian correlation matrix among the variables and using the eigenvector as the weight vector on the variables under consideration. Further, we also find that correlation between the Pearsonian and the Brownian Leading PCs is always very high (greater than 0.9). These reasons suggest that the second cause is more plausible. It may be noted that in the eigenvalue decomposition of a matrix R , it is presumed that R (Pearsonian correlation matrix) can be decomposed as
R is a product of the j th eigenvalue and the cross product of the (associated) j th eigenvector ( j V ) and its transpose ( j V ′ ). Since the eigenvectors are mutually orthogonal to each other
, so are their cross product, . j R Now, since the Brownian correlation is not a product moment of X , but the product moment of the distances among different observations on X , the Brownian principal components scores (of variables) may not preserve the orthogonal decomposability properties as the Pearsonian principal component scores do. We have found that the alternative scores (say, 1 ξ ) obtained by using the eigenvalues and eigenvectors of the Brownian correlation matrix are suboptimal and do not maximize
Leading Principal Component of Transformed variables
The Brownian correlation is inherently nonlinear and so far we have constructed the leading Principal Component scores by linear aggregation. Now, suppose, we suitably transform the basic variables in such a manner that their product moment matrix is equal to the Brownian correlation matrix, then the possible objection to (illegitimate) mixing up of linear aggregation and nonlinear correlation may be largely addressed. In other words, let 
The results of such transformations are provided in tables B1 throght B6 in the appendix. The Pearsonian correlation matrices of the transformed data are the same as the Brownian correlation of the original data. The leading principal component scores ( ) Uε obtained by using the Pearsonian correlation matrix derived from U and the leading principal component scores ( ) Xa obtained through the Pearsonian correlation matrix derived from X are almost identical (that is,
Concluding Remarks
In this study we attempted to construct the leading principal component scores in which the Brownian correlation is used and compared the results of such endeavor with the traditional principal component scores based on time tested method that uses the Pearsonian correlation. The testing was done on six datasets, some of which contain highly nonlinear variables. Although the leading PC scores based on the Brownian correlation explain somewhat larger proportion of total variation in the data, we found that such a modest improvement does not provide sufficient attractive features so that one should replace the traditional one (based on the Pearsonian correlation) by the new one (based on the Brownian correlation). A suitable transformation of data shows that the Brownian correlation based PC scores with transformed variables and pearsonian correlation based PC scores with the original data are almost identical. Therefore, the Brownian correlation is not likely to provide any attractive feature in the Principal Component analysis if we approach the problem through eigen-decomposition.
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