The disruption of stars by supermassive black holes has been linked to more than a dozen flares in the cores of galaxies out to redshift z ∼ 0.4. Modeling these flares properly requires a prediction of the rate of mass return to the black hole after a disruption. Through hydrodynamical simulation, we show that aside from the full disruption of a solar mass star at the exact limit where the star is destroyed, the common assumptions used to estimateṀ (t), the rate of mass return to the black hole, are largely invalid. While the analytical approximation to tidal disruption predicts that the least-centrally concentrated stars and the deepest encounters should have more quickly-peaked flares, we find that the most-centrally concentrated stars have the quickest-peaking flares, and the trend between the time of peak and the impact parameter for deeply-penetrating encounters reverses beyond the critical distance at which the star is completely destroyed. We also show that the most-centrally concentrated stars produced a characteristic drop inṀ (t) shortly after peak when a star is only partially disrupted, with the power law index n being as extreme as -4 in the months immediately following the peak of a flare. Additionally, we find that n asymptotes to −2.2 for both low-and high-mass stars for approximately half of all stellar disruptions. Both of these results are significantly steeper than the typically assumed n = −5/3. As these precipitous decay rates are only seen for events in which a stellar core survives the disruption, they can be used to determine if an observed tidal disruption flare produced a surviving remnant. We provide fitting formulae for four fundamental quantities of tidal disruption as functions of the star's distance to the black hole at pericenter and its stellar structure: The total mass lost, the time of peak, the accretion rate at peak, and the power-law index shortly after peak. These results should be taken into consideration when flares arising from tidal disruptions are modeled.
INTRODUCTION
Supermassive black holes (SMBHs) have been found to reside at the centers of most galaxies. These black holes are orbited by a cluster of stars that interact with one another gravitationally through stochastic encounters. Occasionally, an encounter will shift a star onto an orbit that takes it within its tidal radius, defined as the distance at which the black hole's tidal forces would overcome the star's self-gravity at its surface (Frank & Rees 1976) . A fraction of the star's mass then becomes bound to the black hole, and proceeds to fall back towards the star's original pericenter, eventually forming an accretion disk that results in a luminous flare with a luminosity comparable to the Eddington luminosity.
The standard model of tidal disruption presumes that the star is completely destroyed, resulting in approximately half of the star's original mass falling back onto the black hole, with the debris possessing a variety of orbital periods resulting from a spread of orbital energy that is "frozen in" at pericenter. First described in Rees (1988) , the rate of fallback has been estimated both through increasingly sophisticated numerical simulations and analytical models. While previous results have provided reasonable models for the fallback resulting from the complete disruptions of stars at the tidal radius r t = R * (M h /M * ) 1/3 , where M * and R * are the mass and radius of the star and M h is the mass of the black hole, they completely neglect partial stellar disruptions, in which a stellar core survives the encounter and only a fraction of the star's mass becomes immediately bound to the black hole. These events are likely to be much more common than their complete disruption counterparts, both for the reason that the rate of encounters interior to the pericenter distance r p scales as r p (Hills 1988) , and also that the disrupted star may return on subsequent orbits and be subject to disruption and/or further tidal dissipation. Additionally, many previous studies have focused on stars of a single structural profile, usually selected to match the familiar profile of our own Sun. However, standard stellar mass functions predict that low-mass main sequence (MS) stars are more common (e.g. Kroupa et al. 1993) , and thus may contribute significantly to the overall disruption rate. These stars are significantly less centrally concentrated than their solar mass brethren.
The dynamics of stellar tidal disruption have been modeled by many authors using simple analytical arguments (Rees 1988; Phinney 1989; Lodato et al. 2009; Kasen & RamirezRuiz 2010) , increasingly complex dynamical models (Luminet & Marck 1985; Carter & Luminet 1985; Luminet & Carter 1986; Diener et al. 1995; Ivanov & Novikov 2001) , and hydrodymical simulations utilizing either an Eulerian (Evans & Kochanek 1989; Khokhlov et al. 1993a,b; Diener et al. 1997; Guillochon et al. 2009 ) or Lagrangian (Nolthenius & Katz 1982 Bicknell & Gingold 1983; Laguna et al. 1993; Kobayashi et al. 2004; Rosswog et al. 2008; Lodato et al. 2009; Rosswog et al. 2009; Antonini et al. 2011) approaches. Very few of these studies have presented the effect varying r p on the amount of mass lost by the star, ∆M, or the effect onṀ (t), the rate at which the mass liberated from the star returns to pericenter. Given that the viscous time is expected to be significantly shorter than the period of the returning debris, thisṀ (t) is expected to track the luminosity L(t) closely. As the number of observed disruptions increases, and as the cadence and quality of data improves, it becomes increasingly more important to improve models ofṀ (t) for disruptions of all kinds.
In this paper, we present the results of 43 hydrodynamical simulations at high-resolution representing the disruption of both low-mass and high-mass MS stars. This provides, for the first time, a complete picture of the feeding of SMBHs by the disruption of MS stars. While the expected trend of smaller mass accretion rates for progressively more grazing encounters is reproduced, our study reveals several surprises on how disruptions work, particularly on the effect of stellar structure and how the fallback rate scales for both grazing and deep encounters. Contrary to what is expected from the freezing model, in which only the distribution of mass at pericenter is considered, the non-linear response of the star to the tidal field is found to play a crucial role in determiningṀ (t). Our simulations show that the simple models previously employed to predict the rate of fallback do not capture the full dynamics of the problem, and are only appropriate for anything other than the full disruption at exactly the tidal radius.
We find that the decay rate ofṀ (t) does not settle to a constant value until a few months after the disruption for all disruptions by black holes with M h > 10 6 M , implying that the range of characteristic decay rates used to identify tidal disruption flares should be widened to include events that may not follow the fiducial t −5/3 decay rate. For partial disruptions, the decay rate at a few years after the disruption depends crucially on the hydrodynamical evolution of the debris stream. This means that simulations must cover more than a few stellar dynamical timescales after the disruption, with the final functional form ofṀ (t) not being established until the star is many hundreds of tidal radii away from the black hole. And while we do find that there are differences between the fallback functions calculated for the disruptions of profiles characteristic of low-and high-mass stars, the massradius relationship of MS stars results in a family of fallback curves that are difficult to distinguish from one another for stars of 0.3M M * 1.0M without considering secondary features related to the shape of the fallback curves themselves, such as the decay rate ofṀ (t), characterized by a time-dependent power-law index n(t).
This paper is organized as follows. We describe our numerical method, initial models, and method for calculating ∆M andṀ (t) in Section 2. The results of these simulations and how they improve our understanding of stellar tidal disruptions is described in Section 3. A discussion of the general trends and their effect on the observable features of tidal disruptions is presented in Section 4. Finally, we provide fitting formula to four characteristic variables describing disruptions of stellar profiles characteristic of low-and high-mass stars in Appendix A.
METHOD
Our simulations of tidal disruption are performed in FLASH (Fryxell et al. 2000) , an adaptive-mesh grid-based hydrodynamics code which includes self-gravity. The standard hydrodynamical equations are solved using the directionally split piecewise-parabolic approach (Colella & Woodward 1984) as provided by the FLASH software, which has a small numerical viscosity and diffusivity as compared to the available unsplit solvers Therefore, the principle source of entropy generation is via shocks, if they are present. The solution to the Riemann problem is sensitive to the velocity of the frame in which the problem is solved, and poor solutions can be returned in regions where the velocity of the frame is many times larger than the sound speed (Tasker et al. 2008; Robertson et al. 2010; Springel 2010) . As stars that are disrupted by SMBHs are traveling at a fraction of the speed of light c, we perform our simulations in the rest-frame of the star where the velocities are ∼ √ c s v p , where c s is the sound speed within the star and v p is the velocity at pericenter. Our method is very similar to what is presented in Guillochon et al. (2011) , except that we now utilize version 4.0 of the FLASH software, which has a greatly improved multipole gravity solver 2 . A key parameter of the multipole gravity solver is the maximum angular number of the multipole expansion l m . A test simulation setting l m = 10 showed multiple recollapse points for a nearly-complete disruption, which is not expected to occur in disrupted stars (as described in Section 3.1). We suspected this behavior was a consequence of the large aspect ratio of the debris stream, which results in gravity being under-resolved if the multipole expansion is truncated at small l m . With l m set to 20, only a single recollapse occurs, as is expected. For l m = 40, we found no significantly difference in any quantities of interest as compared to l m = 20, except for cases in which a very small remnant survives the disruption. In these cases, the error is in the mass of the surviving object, which is difficult to resolve for marginally surviving stars (see Section 3.1). The results presented in this work all use l m = 20 for optimal runtime efficiency.
Additionally, we add a truncation density parameter ρ damp that is set to 10 −18 g cm −1 , a factor of 10 larger than the fluff density. Material with density less than this value is not included in the multipole expansion, nor are any gravitational forces applied to this material. This is necessary as the domain is extremely large as compared to the initial star, and so even 10 −11 M of material can introduce a significant error in the calculated position of the center of mass. We also only include material with a density greater than 10% of the star's original peak density when calculating the location to use as the multipole expansion point; however all material with density greater than ρ damp is included when calculating the magnitude of each of the multipole terms. This is done because the total center of mass does not always spatially coincide with the peak density, which can result in a multipole expansion that is a poor representation of the underlying density distribution.
Parameter Study
Ignoring general relativistic effects and stellar rotation, it may seem that a complete study of tidal disruptions would require an exhaustive study of the various combinations of six parameters: M * , R * , M h , the orbital eccentricity e, the polytropic index γ, and β ≡ r t /r p . As an exhaustive search of a sixdimensional parameter space is prohibitive, we wish to reduce the number of free parameters to a more manageable number. For fixed β, both r p and v p scale as M 1/2 h , and thus the pericenter crossing time t p is independent of M h . Additionally, as the mass ratio approaches infinity, the asymmetry of the tidal field becomes progressively less important as R * r t , with -Snapshots of the density log ρ for all γ = 4/3 simulations at t = 4 × 10 4 s after the start of each simulation, with white corresponding to the maximum density and black corresponding to 10 −6 g cm −1 . Each snapshot is labeled with the ratio of the tidal radius to the pericenter distance β. The white arrows indicate the angle of the velocity vector at the time of each snapshot. The white dashed line separates simulations in which a core survives the encounter; although not visible here, recollapse does occur for the β = 1.7 and 1.8 simulations, but for t > 4 × 10 4 s. the difference in the strength of the tidal field at pericenter between the near-side and the far-side for a 10 6 : 1 encounter being 3% (Guillochon et al. 2011) . And as most of the stars that are scattered into disruptive orbits originate from the sphere of influence or beyond (Magorrian & Tremaine 1999; Wang & Merritt 2004) , the orbital eccentricity of almost all disrupted stars is approximately unity 3 . It then follows that as the ratio of the time of the encounter t p to the star's dynamical time t dyn = R 3 * /GM * , shape of the orbit (which depends on e), and asymmetry of the tides are nearly identical for all encounters of interest for a fixed β, the tidal force applied to the star as a function of time is independent of M h , e, M * , and R * . Thus, we find that the vast majority of stellar disruptions by SMBHs can be described by just two parameters: β and γ, with all other parameters obeying simple scaling relations. While previous numerical studies have considered the effect of varying γ onṀ (t) Lodato et al. 2009; ), the present work is the first to explore the effect of varying β onṀ (t) in cases ranging from no mass loss to deeply penetrating encounters 4 . To explore this reduced but physically motivated parameter space, we run a series of simulations assuming M * = M and M h = 10 6 M . Our stars are constructed as polytropes, with the polytropic γ being set to either 5/3 or 4/3, representative of both low-and high-mass stars, respectively. During the simulation, the stars are evolved hydrodynamically according to a Γ = 5/3 equation of state, with the difference be-tween γ and Γ for high-mass stars being a consequence of the radiation transfer within the star (Chandrasekhar 1939) . These one-dimensional profiles are then mapped to the threedimensional grid, with initially uniform refinement across the star. The star is then relaxed for 10 4 s at the center of a cubical domain, which is 4 × 10 14 cm on a side. The domain is initially composed of a single 8 3 block, which is then bisected into smaller 8 3 blocks as many as 15 times, resulting in a minimum cell size of 3 × 10 9 cm, or approximately 2% of the star's original diameter. Our refinement criteria is solely dependent on the density relative to the initial central density, with a factor of two reduction in resolution for each factor of a hundred in density. Regions within the simulation that are within 1% of the peak density are always maximally refined.
We ran simulations for 23 different impact parameters β ≡ r t /r p ranging from 0.6 to 4.0 for γ = 4/3, and 20 different β ranging from 0.5 to 2.5 for γ = 5/3. Two additional simulations were run at β = 0.5 for γ = 4/3 and β = 0.45 for γ = 5/3; as less than 10 −6 M is observed to be removed from the stars in these two borderline cases, we conlude that no mass is lost for values of β less than the above quoted ranges in β. Snapshots from each simulation recorded shortly after pericenter are shown in Figures 1 and 2. 2.2. Calculation of ∆M andṀ (t) Our hydrodynamical simulations enable us to calculate the binding energy of the material to the black hole dM/dE. This function can be used to determine the feeding rate as a function of time through Kepler's third law,
For full disruptions, the entirety of the star's original mass is included in the calculation of dM/dE, approximately half of which will have specific orbit energy E > 0 and is thus unbound from the black hole. For partial disruptions, the criteria for determining which material to include in the determination of dM/dE is less straightforward, as what will be accreted by the black hole is only the material that the star's gravity is unable to retain. As the star is on a parabolic orbit, the distance from the black hole changes rapidly as a function of time, and thus the star's Hill radius a H (t) ≡ r(M bound (t)/M h ) 1/3 is also time-dependent, introducing some ambiguity into the determination of the self-bound mass M bound (t).
In principle, the distance of matter from the surviving star can be compared to a H (t) to determine what mass is bound to the star. However, the continual reaccretion of matter means that the star is extended, non-spherical, and dynamically unrelaxed for many dynamical timescales, and thus the appropriate mass to use in the calculation of a H is uncertain. To circumvent this, we choose an iterative energy-based approach that we find converges quickly to a solution. First, we calculate the material that remains bound to the star, where the initial reference point is taken to be at the location of the star's peak density, which has a velocity v peak . The specific binding energy of material in a given cell is calculated as
where φ * is the gravitational self-potential as calculated by the multipole solver. The center of momentum v cm is then determined by summing over all mass elements for which E * ,i < 0
where ρ i and V i are the cell density and volume. Equation (2) is then re-evaluated with v peak being replaced by v cm . This process is repeated until v cm (and thus M bound ) converges to a constant value. While this approach yields a value for M bound in most cases, the question of whether an object is completely destroyed is somewhat complicated by the fact that the tidal force formally approaches zero as ∆r → 0, and thus there is always some material for which v i = v cm , resulting in a infinitesimal, but non-zero M bound even as the time since disruption t − t d → ∞. Figure 3 shows how the maximum density within a simulation ρ max compares to the star's initial maximum density ρ max,0 for six simulations (three for γ = 4/3 and three for γ = 5/3). Two of the simulations shown for each γ exhibit a continuous decrease in ρ max , showing no signs of recollapse, whereas the third simulation for each γ shows an increase in density sometime after pericenter, eventually settling to a constant value as the collapsed object dynamically relaxes. As a check on the convergence of M bound for all the simulations presented in this work, we compute the quantity F ≡ Ṁ bound /M bound (t − t d ), which expresses the fractional change in M bound since the time of disruption. Disruptions in which a self-bound core forms asymptote quickly to a constant M bound , and thus small values of F, whereas disruptions in which ρ max consistently decreases show F ∼ 1 at all times. The only disruptions in which the final core mass has not completely converged are the borderline survival cases (e.g. β slightly less than β d ). However, while the fractional error in M bound is large for the borderline cases, the definition of ∆M = M * − M bound means that the amount of mass lost from the star (and also the amount of mass bound to the black hole) is well-determined.
Once v cm has been determined, all material for which E * ,i < 0 is excluded, and the binding energy to the black hole E is calculated. This data is then binned in E, the result of which is used to determine dM/dE. The values of ∆M andṀ (t) presented in the figures in the subsequent sections are all generated from snapshots that are produced at t = 2.5 × 10 5 s after the start of each simulation (unless otherwise noted), or approximately 100 dynamical times after pericenter.
HYDRODYNAMICS OF THE TIDAL DISRUPTION OF MS STARS
Many assumptions about the way partial and full disruptions work have never been tested beyond analytical approximations. Quantities that have been estimated include the time of return of the most bound material t most , the time of peak accretion rate t peak and the magnitude of this rateṀ peak , and the amount of mass bound both to the star and to the black hole after the encounter. Additionally, it has always been presumed that the late-time evolution of the fallback converges to the t −5/3 decay law, whereas this is not necessarily true in partial disruptions where the surviving core may affect the binding energy of this material. We empirically measure these quantities from our calculations of dM/dE, and find that while some of the commonly-held assumptions are reasonably accurate, many are not. Most of these assumptions arise from how the problem was originally formulated, in which the star's self-gravity is viewed as inconsequential, and only In the left panel, the evolution of the ratio of ρmax to the original maximum density ρ max,0 is shown for six simulations (filled regions), three for γ = 4/3 (orange, solid lines) with β = 0.85, 0.9, and 0.95, and three for γ = 5/3 (light blue, dashed lines) with β = 1.8, 1.85, and 1.9. In the right panel, the parameter F ≡ |Ṁ bound /M bound |(t − t d ) is shown for all simulations, demonstrating the convergence of the calculate M bound for all the simulations presented in this work (see Section 2.2 for details). When the value of this quantity is close to unity, M bound is still changing by order unity over that timescale, indicating that the final bound mass cannot yet be determined at that t. The thick lines show simulations for which the star is considering to be destroyed after the encounter, whereas the thin lines show simulations for which a surviving core forms.
the spread in binding energy across the star at pericenter is relevant in determining the features of the resultingṀ (t). We find that the star's self-gravity is critical in determining the resultingṀ (t), even for encounters with pericenters that are many times deeper than the tidal radius.
The Boundary Between Survival or Destruction
A collection of non-interacting particles in the presence of a point mass potential will all follow Keplerian orbits, provided that no outside force acts upon them. This means that once both the star's gravity and pressure become unimportant at a time close to the star's closest approach to a black hole, the position and velocity of each mass element can be recorded, and the future orbits of each part of the debris stream can be determined. It has been presumed that this condition is satisfied at r t , the distance at which the tidal force is greater than the self-gravitational force at the object's surface. This assumption is flawed in that the tidal radius as classically defined does not denote the distance at which the tidal force dominates self-gravity for any point within the star, but rather only at its surface. The conditions necessary for a polytrope to lose mass due to the presence of an external tidal force have been previously determined in the context of the Roche problem, which considers when the tidal force at the surface of an object exceeds the self-gravitational force in a circular orbit (Aizenman 1968; Chandrasekhar 1969) . However, again, this limit only informs us as to when we expect the object to begin losing mass, and not the distance at which the object is completely destroyed. Additionally, the Roche limit is evaluated under the assumption of hydrostatic equilibrium, and presumes that the orbital velocity is equal to that of a circular orbit v c , resulting in a different dynamical response than for parabolic encounters in which the pericenter velocity is √ 2v c . The question of whether a star survives depends not on the ability of tidal forces to remove some mass, but on whether these forces are overwhelming enough to disrupt the star's densest regions. Furthermore, even if a star experiences a seemingly complete disruption, the star may be capable of recollapse into a self-bound object after the encounter under the proper conditions. It has been shown that gamma-law equations of state stiffer than Γ = 2 can result in the recollapse of material within expanding thin streams for infinitesimally small masses (Chandrasekhar 1961; Lee & RamirezRuiz 2007) . As stars are well-approximated by Γ ≤ 5/3 equations of state, these instabilities are not expected to appear in stellar disruptions, and thus recollapse is not guaranteed for all β.
The affine model, as introduced in Carter & Luminet (1985) , improved upon the initial estimates provided by the Roche approach by including the effects of the dynamical tide, but while this approach is able to evaluate the distance at which distortions become non-linear, it is not capable of determining the actual distance at which disruptions occur. Later, Diener et al. (1995) extended the affine approach to calculate the critical impact parameter for full disruption β d , finding β d = 1.12 for γ = 4/3 and β d = 0.67 for γ = 5/3 polytropes, where β d is the critical impact parameter at which complete disruption ensues. More recently, the affine formalism was improved upon further by modeling the star as a nested set of ellipsoids, each of which respond dynamically to the external tidal field (Ivanov & Novikov 2001; Ivanov et al. 2003) . While this model is the first analytical approach to provide estimates for ∆M, the simplifying assumptions made regarding the treatment of self-gravity, pressure, and geometry does not guarantee that the true solution can be recovered via this approach.
In Figure 4 we show the amount of mass lost ∆M = M * − M bound (measured at the end of each simulation) as a function of β for both γ = 4/3 and γ = 5/3, with comparisons to Ivanov & Novikov (2001) shown in black. Remarkably, the model of Ivanov & Novikov comes quite close to predicting the critical β value as measured by these simulations, despite the assumptions made, and is able to recover reasonable values for ∆M, although the scaling between ∆M and β is somewhat steeper than what is observed in the simulations. In particular, we find that stars can survive encounters for larger values of β than the nested affine model predicts. We speculate that the method presented in Ivanov & Novikov could be extended to calculateṀ (t) if the time at which each ellipsoid becomes unbound were recorded, which given the low computational burden of this approach could be used to perform more extensive parameter space studies. We observe that while some stars appear initially to be completely destroyed, with their cores being disrupted along with their envelopes (Figures 1 and 2 ), the debris stream can often recollapse many dynamical timescales after the encounter, resulting in a small yet self-bound remnant. The mass of the remnant that results is roughly equal to the amount of mass contained within a sphere centered at the recollapse point and with a radius equal to the cylindrical radius of the debris stream S.
For collapsing gaseous cylinders, spurious condensations as the result of the accumulation of numerical error may develop if the Jeans length is not properly resolved (Truelove et al. 1997) , with the source of that error being exacerbated by an inexact determination of the gravitational potential (Jiang et al. 2013 ). Truelove et al. found that no spurious gravitational collapse occurs if the ratio J of the grid scale to the Jeans length λ J ≡ πc 2 s /Gρ, where c s is the sound speed and ρ is the density, is always less than 0.25 in all grid cells at all times. In all of our simulations, the width of the debris stream is comparable to the star's initial size, and the resolution in the densest portion of the stream as it condenses is equal to the resolution used to resolve the original star (∼ 50 grid cells). Therefore, in the case in which a recollapse marginally occurs (i.e. J/S ∼ 1), J 0.02, satisfying the Truelove criteria.
For γ = 4/3, we find that stars are destroyed for β ≥ β d = 1.85, i.e. no self-bound stellar remnant is produced. To verify that we are adequately resolving the boundary between survival and destruction, we ran a single γ = 4/3, β = 1.8 simulation at double the linear resolution, and found a recollapse that results in a bound remnant of only a few percent of a solar mass, slightly smaller than what is found using our fiducial resolution. As the mass of the surviving star nears zero, the resolution requirements become progressively more restrictive, as even slight changes in the cylindrical density profile or gravitational potential can alter the time of recollapse, and thus the final bound mass. For γ = 5/3, we find that stars are destroyed for β ≥ β d = 0.9.
Numerical challenges aside, the exact boundary between survival and destruction for real stars is likely to be slightly different than what is predicted here, as the central densities of stars on the MS depend on rotation, metallicity, and age (Maeder 1974; Wagner 1974) . Notably, our own Sun has a central density approximately twice that of the standard γ = 4/3 polytrope used to model it. This may allow the cores of somewhat evolved MS stars to survive for slightly larger values of β, although their gravitational influence is likely small as the helium-enriched cores of evolved MS stars are no larger than 10% of the star's mass (Schönberg & Chandrasekhar 1942) .
3.2. Characteristic features ofṀ (t) Figure 5 shows the family ofṀ (t) curves as a function of β for both γ = 4/3 and γ = 5/3. Immediately evident is the strong dependence betweenṀ peak and β for β < β d , and the similarity of theṀ (t) curve family for β ≥ β d . The result that deeper encounters do not produce more rapid flares is in direct conflict with the analytical prescription presented in Lodato et al. (2009) (hereafter LKP) , in which the binding energy dM/dE is equivalent to the spread in mass over distance (modulo a constant), dM/dx, at pericenter. In this model (hereafter referred to as the "freezing model"), the binding energy is given by
and thus deeper encounters always result in faster-peaking transients. Because the binding energy E ∝ r −2 p , the scaling between β and t peak is expected to be t peak ∝ β 3 (Ulmer 1999 ). We definitively find that this is not the case, as the two separate functional forms of the parametric pair t peak (β),Ṁ peak (β) indicate a separate set of assumptions are appropriate for the two cases β < β d and β > β d , neither of which match the functional form advocated by LKP (Figure 5 , triangles). For encounters in which β < β d , t peak anḋ M peak are approximately related to one another by a power law, with the best fit model havingṀ peak ∝ t −7.4 peak for γ = 4/3 andṀ peak ∝ t −10.5 peak for γ = 5/3. The steepness of this relation means that the difference in t peak is only a few tenths of a dex between an event in which 10 −4 M is lost and a full disruption. For β > β d , the trend between t peak andṀ peak reverses for increasing β, with deep encounters resulting in both slightly longer duration flares and slightly lower typical accretion rates.
For fully-disruptive encounters, we find thatṀ (t) varies little with increasing β. An assumption of the freezing model is that the distance at which the dynamics of the debris can be described by Kepler's laws is when the star is at pericenter. In fact, the star's self-gravity becomes unimportant before the star comes this close to the black hole for encounters where β > β d . This suggests that the binding energy distribution of the material should be determined shortly after the star crosses the full disruption radius r d ≡ r t /β d , and not at its closest approach, unless the encounter is grazing enough such that r p < r d .
This can be understood by considering the local reaction time of each layer of the star's structure as compared to the passage timescale. The dynamical timescale for a particular layer is τ dyn 1/Gρ x , which is approximately equal to the time between when the star is at a distance where the tidal force is capable of removing that layer and the time of peri- The colored curves in the left two panels showṀ (t), with the color of each curve corresponding to the color coding scheme presented in Figures 1 and 2 . The dashed portions of each curve are extrapolations based on the slope of theṀ (t) immediately prior to the extrapolated region, which accounts for the fact that the late-time slope can only be determined exactly if the simulations are run for a prohibitive amount of time (see Figure 10 ). The dotted line shows the Eddington limit for a 10 6 M black hole assuming an accretion efficiency = 0.1. The open triangles connected by the gray dashed line show the peak fallback rateṀ peak and time of peak t peak as predicted by the energy-freezing model, in which the period of the return of materials scales as β 3 (Evans & Kochanek 1989; Ulmer 1999; Lodato et al. 2009 ). The open circles connected by the black line show the fits to M peak and t peak as given by equations A1 and A2 respectively. The right two panels shows the same data as the left two panels, with the filled regions showing the range ofṀ (t) curves resulting from full disruptions (red) and from disruptions in which the star survives (gray). (Sari et al. 2010 ). The solid curves show E (the mass-averaged binding energy of the bound debris post-disruption) for both γ = 4/3 (light blue, open circles) and γ = 5/3 (orange, filled circles) stars, whereas the dashed curves show the change in orbital energy ∆E orb for prograde binary encounters, where we have presumed that each star has mass M . The impact parameters β d beyond which stars are considered to be destroyed being denoted by the colored dot-dashed lines. The red dashed curve shows the maximum change in orbital energy ∆E orb,max at a particular β, whereas the blue dashed curve shows E orb averaged over binary phase. The binary disruption energies are scaled by (GM * /a)(M h /M ) 1/3 , where a is the initial binary separation, whereas the stellar disruption curves are scaled by (GM * /R * )(M h /M ) 1/3 . center,
where the subscript x refers to quantities defined by the mass interior to x. Thus, regardless of the distance at which the tidal force begins to dominate the self-gravitational force, material is removed from the star at or near the full disruption radius r d . This means that the effective radius that should be used in the denominator of equation (4) is r eff = max(r d , r p ). However, as the degree of balance between the tidal and self-gravitational forces continuously evolves over the encounter, the actual radius at which mass is removed can be larger or smaller than r eff , and thus the relationship between E and x is more complicated than outlined here. Additionally, while the binding energy is effectively frozenin once the star crosses r d , the assumption that the orbital energy can be reliably recorded at this point is only valid if the pressure gradient that develops within the star during maximum compression is not large enough to affect dM/dE. As shown in Carter & Luminet (1983) , the pressure component of the Lagrangian does build significantly shortly after pericenter, and eventually dominates the tidal component for sufficiently deep encounters. However, while this build-up can lead to the production of shocks whose breakouts may be observable as short X-ray transients (Guillochon et al. 2009 ), we find that the gradient of pressure within the orbital plane primarily acts to redistribute the most highly-bound material for (t t peak ), and not the material that determines the behavior of the decay phase (see Figure 3 of Guillochon et al. and Figure 5 of LKP) . The tangible effect of this pressure build-up on the shape ofṀ (t) is the spreading of some material that would have otherwise accreted at t peak to more highly-bound orbits, thus reducing the rate of accretion at peak, shifting t peak to later times, and leading to an increased feeding rate at early times.
This behavior is analogous with what is found for binary star disruptions, in which the change in orbital energy ∆E orb of the stars is independent of the impact parameter for sufficiently deep encounters (Sari et al. 2010 ). In Figure 6 , we compare ∆E orb calculated by Sari et al. for binary disruptions to the mass-averaged spread in the binding energy E of the material that becomes bound to the black hole. As is found in binary disruption calculations, the change in energy initially increases with increasing β, then a transition point is reached where the binary's gravity (or star's gravity, in our case) no longer affects the dynamics, and finally the change in energy approaches a constant. A single star disruption and the disruption of a binary system are conceptually quite similar. A full disruption is analogous to an equal-mass binary disruption with separation distance a ∼ R * , where the mass of each "star" is equal to the mass liberated from each Lagrange point, M 1 = M 2 = M * /2. A partial disruption is analogous to an unequal mass "trinary" system, in which the three masses correspond to the surviving self-bound core with mass M * − ∆M, and the bound/unbound debris streams with mass ∆M/2, all with initial separation a ∼ R * . As the results presented in Sari et al. are independent of mass, the normalized ∆E for disruptions still map closely to those seen for binary disruptions, despite the variance in mass of the two (or three) interacting objects.
A caveat in our comparison to binary systems is that binaries can have an arbitrary orientation upon arrival at pericenter. This leads to an increase in the potential maximum energy change, and the β value at which it occurs. This comes as the result of stars in a binary being able to come arbitrarily close to one another during an encounter for favorable binary phases at pericenter (∆E orb,max in Figure 6 ), which permits them to interact gravitationally for longer. In effect, the binary can become "denser," decreasing the size of its effective tidal radius. For a stellar disruption in which the star is not initially rotating, the mass interior to a given radius cannot increase in the same way, and thus its self-gravity ceases to be important interior to its original tidal radius. This results in the near-constant spread in energy as described above, and is visually evident from simulation snapshots (Figures 1 and  2) , in which the debris distributions are almost identical for β β d . We speculate that for rapidly rotating stars that this same effect that can yield large ∆E for certain binary phases may also apply, as stellar rotation can permit stars to penetrate more deeply before dM/dE is set (Stone et al. 2012) . Figure 7 shows both the power-law slope n(t) over the full M (t) curve (left panel), and the asymptotic power-law slopes n ∞ (right panel), as produced by our disruption simulations. The behavior of the curves is more complicated than what is implied by the freezing model, in which n ≥ −5/3 for all t. The qualitative behavior of theṀ (t) curves can be characterized by three phases: A rise phase, in which n > 0, a drop phase, in which n < 0 (and potentially even < -5/3), and an asymptotic phase, in which n ∞ ≡ n(t → ∞) assumes a constant value. The rise phase is somewhat similar to what is predicted by the freezing model, although the evolution of n is somewhat more rapid within the simulations. The drop phase exhibits particularly steep downward slopes for γ = 4/3 stars, with n ∼ −4 shortly after peak, but n for γ = 5/3 stars is closer to the predicted asymptotic value. Despite the disagreement between our simulations and the analytical model presented in LKP, we do find we reproduce the simulation results of LKP for γ = 5/3 stars at the same β (Figures 7 and 13) .
The discrepancy between the simulation results and the prediction of the freezing model can be understood by considering what material becomes bound to the black hole in the case that the star is not completely destroyed. The binding energy E of material a distance x from the center of the star is ∝ x/ max(r d , r p ) 2 ∝ xβ 2 (assuming x r p ). The value of x that corresponds to the material that determines the asymptotic behavior ofṀ (t) can be estimated by considering the deepest point within the star during the encounter in which tidal forces are capable of overcoming the star's selfgravitational force, the exact functional form of which is dependent upon the hydrodynamical response of the star during the encounter. While this functional form can only truly be determined through hydrodynamical simulation, it is clear that the effective x must decrease with increasing β, as the tidal forces remove an ever-increasing fraction of the star's mass. This implies that the scaling between E and β must be weaker than β 2 , and thus t peak should show less evolution for progressively deeper, but not completely disruptive encounters.
The asymptotic phase exhibits a more complicated behavior that depends on β, and shows four distinct behaviors depending on the depth of the encounter for both γ = 4/3 and γ = 5/3 stars. For extremely grazing encounters in which a small fraction of the star's mass is lost, n ∞ −5/3. In these encounters, all of the mass is removed near pericenter, resulting in an energy spread that only depends on x, the distance to the star's center of mass (in agreement with the freezing model).
When a significant fraction of the star's mass is removed in an encounter, n ∞ steepens to values as large as −2.2. This behavior arises from the influence of the star's core (Figure 8) . As the outermost layers of the star are removed prior The inset diagram in the upper left demonstrates how the restoring force provided by a surviving core can alter the structure of the outer layers. For encounters in which the core plays little role, the binding energy to the black hole E scales linearly with x (black solid curve), the distance from the star's center of mass (Lodato et al. 2009 ). If a core survives the encounter, its gravity prevents material from moving as quickly away from the star, resulting in a weaker relationship between E and x (orange dashed curve). This consequently results in a more-steeply decliningṀ (t). If the core itself is close to destruction, its gravitational influence is minimal, and the canonicalṀ (t) ∝ t −5/3 decay law is recovered.
to pericenter, the core is able to partially counter the black hole's tidal force, keeping material closer to the star's core, and thus reducing the effective x at which the material is no longer strongly affected by the core's gravity. This results in a sub-linear relationship between E and x. As E ∝ t −2/3 , and E ∝ x m , where m ≤ 1, the resulting asymptotic power-law is
where n ∞ = −5/3 is recovered for the standard linear relationship. If m < 0, this implies that E actually decreases with x, and thus the most bound material would initially lie interior to the least bound. As the most bound material would have to cross beyond the least bound, we expect that any m < 0 relationship would be quickly flattened to at least m = 0 by pressure gradients, resulting in a limit on the asymptotic slope of n ∞ ≥ −7/3. For disruptions that are just deep enough to destroy the star (i.e. β = β d ), n ∞ can be somewhat less steep than -5/3. This implies that m > 1; the relationship between E and x is superlinear. For this borderline case only, the release of material that eventually composes the decay tail ofṀ (t) is moderated by the slow shrinkage of the stellar core, which is not fully destroyed until after the star has passed pericenter. For these encounters, r and x are somewhat dependent, with the material being released at the smallest x being launched at large r, and thus the quantity x/r 2 can be ∝ x >1 . Finally, for deep encounters, n ∞ again seems to be consistent with -5/3. Unlike the borderline case where a core persists long after pericenter, here the core is rapidly destroyed, and the energy is again set at a fixed r. As there is no core to resist the tidal force, the energy spread is simply given by the spread in potential energy across the star, à la the freezing model.
The Influence of Stellar Structure
A seemingly counter-intuitive result in the context of the freezing model is the fact that less-centrally concentrated stars, which have more mass at larger radii, result in transient events that peak at later times than their more centrally concentrated brethren, even for events that yield the same ∆M. As shown in Section 3.1, the distance at which total disruption occurs is significantly deeper for centrally concentrated stars, which may explain some of the discrepancy. Consider what happens to a star in the approach to pericenter for two extreme cases: A case in which most of the star's mass is concentrated at its center, and a case in which the star has near-constant density. In the centrally-concentrated example, the star's outer layers will find that their dynamics are partly determined by the tidal force at early times, but also partly determined by the core, which remains initially undisturbed (Figure 8 ). The influence of any surviving core on the dynamics of the matter can thus affect the final binding energy E.
The left panel of Figure 9 shows that one of the fundamental assumptions of the freezing model, that the binding energy E and the distance from the star's core x are linearly related, is not correct, and matter that contributes to a particular E is drawn from a range in x that spans nearly the entire star. In Figure 9 we compare two disruptions with nearly identical ∆M for γ = 4/3 and γ = 5/3. The left panel shows the time evolution of the material that determines the peak ofṀ (t), with the contour colors corresponding to the same times after pericenter. The filled contours show the regions that contribute toṀ peak within each snapshot. The expectation under the freezing approximation would be that all mass that possesses a given energy E comes from a cylindrical crosssection of the star, but as illustrated in Figure 9 the geometry of the debris that contributes toṀ peak is clearly not cylindrical. The right panel shows theṀ (t) that correspond to these snapshots. For the earliest snapshots (light blue-filled contours), the material in the γ = 5/3 simulation appears to have a headstart over the centrally-concentrated case, despite the fact that the γ = 4/3 encounter is 50% deeper (β = 1.0 for γ = 5/3 versus β = 0.65 for γ = 4/3). However, as the encounter progresses, the peak ofṀ (t) for γ = 4/3 moves to progressively earlier times relative to γ = 5/3, eventually settling to a value that results in a faster transient.
This implies that the binding energy of these layers relative to the black hole should not be recorded assuming the star has preserved its original spherical shape and size. While less material is positioned near the black hole when comparing the centrally-concentrated case to the constant density case, the core of the star continues to interact with the debris, and effectively "carries" material to larger E before E has been fixed. For constant density stars, the tidal force and the selfgravitational force scale to the same power in x, and the core is disrupted at approximately the same time as the outer layers, which is consequently why these stars are destroyed at a distance that more closely matches the classical Roche result. In this case, the assumption that E can be determined by considering the star's original size and shape is more appropriate, as little stellar material is carried closer to the black hole, as is found in the centrally-concentrated case.
3.4. Long-term evolution ofṀ (t) -The left panel shows a collage from two simulations of the regions that contain the mass that contributes toṀ peak (t), super-imposed over the density distribution of the each snapshot. The fill and outline color denotes the time of the snapshot after pericenter, with blue corresponding to t = tp, and red corresponding to t = tp + 2 × 10 4 . Snapshots are shown from two different disruption simulations that have similar values of ∆M, with light blue showing the disruption of a γ = 5/3 star for β = 0.65, and orange showing the disruption of a γ = 4/3 star for β = 1.0. Each fill region shows the material that contributes to the part ofṀ (t) that is within 90% ofṀ peak (t). The right panel shows the values ofṀ (t) derived from these two simulations (one curve per snapshot), with the colors of each curve corresponding to the color of the fill regions of each snapshot. The solid lines correspond to γ = 5/3, and the dashed lines corresponding to γ = 4/3, with the thick light blue and orange lines being fitted toṀ peak (t).
While the peak of the accretion rate is determined within tens of stellar dynamical timescales, the tail ofṀ (t) continues to evolve for hundreds of dynamical timescales. Most notably, a large "cavity" inṀ (t) is present for accretion times t > t peak (Figure 10 ), which gradually fills from left to right as additional material in the tidal debris tails satisfies the simple energy criteria applied to determine if matter is bound to the black hole. An example of the long-term evolution ofṀ (t) arising from this interaction is shown in Figure 10 , wherė M (t) is not determined for t 10 years until 550 dynamical timescales after the disruption. As the star recedes from the black hole, the evolution ofṀ (t) slows (as indicated by the decreasing space between the curves in Figure 10 ), implying that progressively longer simulation times are required to determineṀ (t) much beyond t peak .
The cavity arises from the exclusion of material within the debris stream that remains bound to the stellar core after the encounter, with the evolution coming as a result of the continued interaction between either the stellar core (if the star survived the encounter) or a mildly self-gravitating debris stream (if it did not) and the black hole. An examination of the pressure of the debris tails reveals that the debris is free-streaming, even in the vicinity of the Hill sphere. In other words, the pressure gradients present within the stream are small enough to be incapable of modifying the material's trajectory. Thus, the interaction between the stream, black hole, and surviving core is purely gravitational.
In Figure 11 we show dM/dE for disruptions of a γ = 4/3 star for three values of β. As material that is considered to be bound to the star (yellow) crosses the time-dependent Hill sphere, it becomes bound to the black hole (green). We find that there is always some mass in the vicinity of the timedependent Hill sphere a H (t) (cyan) for encounters in which a core survives, whereas full disruptions do not show this behavior, mostly because the self-bound mass shrinks drastically as progressively less material satisfies the criteria for being self-bound.
As the star moves away from the black hole, the Hill radius grows, but by a rate that is a factor (M * /M h ) 1/3 smaller than the rate at which the star recedes from the black hole. This implies that any material that retains a positive velocity relative to the surviving core after the encounter has the potential to be removed from the star, even if it is technically bound to the core (i.e. v 2 < 2GM core /r) at an earlier epoch. Much of the observed evolution of dM/dE may be due to our definition for what is considered to be "bound" to the surviving core after the encounter (Section 2). Our calculation presumes that the energy budget of material with respect to the star is sufficient to determine what inevitably remains bound to the star; in reality the question of whether a given particle remains bound or not amounts to solving the restricted elliptical threebody problem, for which no closed-form solution exists. The Jacobi constant, which has a fixed value in the restricted cir- The right-hand plot is overlaid on a series of dotted gray lines showing the fiducialṀ (t) ∝ t −5/3 evolution. While the early-timė M (t) can be determined shortly after the disruption, the rate of fallback still evolves for t 10 yr even after the simulation has been allowed to run for many hundreds of dynamical timescales. 11.-Distribution of mass as a function of binding energy E for three different simulations of a γ = 4/3 disruption for β = 0.6, 1.4, and 2.5. Shown in each panel is a sequence of mass distributions in time, with the evolution in time progressing from top to bottom, where the yellow regions show all material that remains bound to the black hole, and the green regions show material bound to the black hole but not bound to the star. The cyan region shows material that is bound to the star, but whose semi-major axis larger than the distance defined by the surviving core's time-dependent Hill sphere, a H (t). The green regions are separated by the gray dotted curves into sub-regions where the resulting accretion rateṀ (t) exceeds, from lowest to highest, 10 −6 , 10 −5 , 10 −4 , 10 −3 , 10 −2 , 10 −1 , and 1 M /yr. The red arrows show the location within the material bound to the black hole which determines the peak accretion rateṀ peak . cular three-body problem and can be used to determine the zones within which a particle of a given initial position and velocity can occupy (Murray & Dermott 1999) , is not constant once the orbit is non-circular (Hamilton & Burns 1992) .
However, while the energy balance approach may not be capable of immediately determining the mass that will eventually become bound to the black hole, the distribution only remains uncertain for material that is accreted far beyond t peak . In the limit that t → ∞, the distance of the star to the black hole increases as t 2/3 , and thus E for material leaving the Hill sphere is GM h a h /r 2 ∝ t −2/3 . This explains the observed slowing of the evolution ofṀ (t).
The material that fills in the cavity assumes a distribution in E that is not entirely flat, resulting in a fallback rate that scales to a power slightly steeper than the canonical t −5/3 . This energy distribution is likely set near pericenter, where the pressure component is comparable to the tidal component. As the star recedes from the black hole, the pressure component of the force decreases more quickly than the tidal component (Kochanek 1994) , and thus the debris is expected to evolve purely gravitationally. However, the conditions under which material is launched across the time-dependent Hill sphere may depend somewhat on the pressure gradient, no matter how small, as the net gravitational force is zero (Lubow & 
DISCUSSION
The results of our extensive parameter study produce a number of unexpected trends as compared to the predictions presented by previous work. In the previous section we attempted to explain the observed scalings, and how these features arise as a result of the interaction between the black hole and a potentially surviving stellar core. In what follows, we explain how these newly discovered features can be used to constrain the type of disrupted star and how it was disrupted. 4.1. Can γ and β be determined a posteriori?
Given our predictedṀ (t), is it possible to determine either the stellar structure or the impact parameter from the light curve produced by a tidal disruption event? The conversion efficiency between mass accreted by the black hole and the light emitted is somewhat uncertain, and depends on factors such as the black hole's spin and how the accretion rate compares toṀ Edd (Ulmer 1999; Beloborodov 1999; Strubbe & Quataert 2009; Lodato & Rossi 2010) . However, as the efficiency cannot be larger than unity, and as flares are typically observed in the decay phase, we can only place lower limits on the amount of mass accreted by a black hole to produce a given flare (Gezari et al. 2008) . Thus, at the very least, our predicted ∆M (Figure 4) can be used to exclude events for β less than some critical value, given the mass of the star.
Figures 7 and 12 present four additional quantities that enable us to classify tidal disruptions based on the properties of observed tidal disruption flares. Two of these quantities,Ṁ peak and t peak , are only available to us for flares in which the peak of the accretion rate is clearly observed (Gezari et al. 2012 ), but both n(t) and n ∞ are measurable for flares that are observed long after peak (Komossa & Greiner 1999; Komossa et al. 2004; Gezari et al. 2006 Gezari et al. , 2008 Cappelluti et al. 2009; van Velzen et al. 2011; Cenko et al. 2012) . If the mass of the black hole is known with some certainty, one may be able to infer both M * and β by simply measuringṀ peak and t peak and comparing to our resultantṀ (t), which at first glance appear to form distinct sequences for γ = 4/3 and γ = 5/3 stars (Figure 13, left panel) . However, this is only true assuming that centrally concentrated stars have the same mass and radius as stars of near constant density. The transition from stars that are well-modeled by a γ = 4/3 polytrope to a γ = 5/3 polytrope is also accompanied by a decrease in radius such that all stars with mass 0.25M < M * < M have the same central density (Kippenhahn & Weigert 1990) . Adjusting the radii and mass of our γ = 5/3 models to the mass and radius of a 0.25M star (Tout et al. 1996) , we find that the sequence ofṀ (t) functions for 1.0M and 0.25M stars lie on top of each other ( Figure 13 , right panel), making the determination of the disrupted mass of a star somewhat degenerate with its structure.
This motivates us to look for other features ofṀ (t) that may uniquely identify either γ or β. If we consider the powerlaw of the rate of decline n after peak, we find that there is a distinguishing feature between γ = 5/3 and γ = 4/3 models at ∼ 0.5 dex after t peak . Whereas γ = 5/3 stars quickly converge to n −5/3, γ = 4/3 models show a characteristic drop, with n being as large as -4 for some encounters (Figure 7 , left panel). This feature is most prominent for intermediate β in which ∼ 50% of the star's mass is removed during the encounter, and represents the strong influence of the dense stellar core, which acts to drag material deeper within the black hole's potential before tidal forces are capable of removing it.
In addition to being more centrally-concentrated to begin with, an additional component that likely contributes to this observed drop is the adiabatic response of the surviving core. For γ = 5/3 stars, the removal of mass results in the inflation of the star, whereas γ = 4/3 exhibit the opposite behavior, shrinking dramatically in response to the loss of mass (Hjellming & Webbink 1987) . This enhances the core's influence during the encounter in the phase where the core's mass is changing, slowing the reduction in the core's effective gravity, and thus pulling even more matter to higher binding energies. The recently observed flare PS1-10jh presented in Gezari et al. (2012) shows a clear drop in the accretion rate with respect to the canonical t −5/3 decline rate expected from the freezing model. In the freezing model, it is impossible to produce a decline feature steeper than t −5/3 within any part ofṀ (t), as we explained in Section 3.2. As many tidal disruption flares may show this characteristic drop inṀ (t), a clearly-resolved peak can be used to compare to the subsequent decay phase for a precise determination of n(t).
For events in which the peak is not clearly observed, and for which the signal-to-noise is too small to permit an accurate determination of n(t), the asymptotic slope n ∞ ofṀ (t) can still provide additional information about the star that was disrupted. As shown in the right panel of Figure 7 , n ∞ can (Lodato et al. 2009 ) for β = 1 and γ = 1.4 (dark green) and γ = 5/3 (light blue). The right panel shows the shift inṀ (t) (black arrows) if the mass and radius of star that is expected to have a structure described by γ = 5/3 is taken into account (Tout et al. 1996). be used to distinguish between partial and full disruptions. The fact that n ∞ assumes values that are significantly steeper than -5/3 may indicate that additional tidal disruption flares have been found observationally, but subsequently discarded and/or ignored due to the mismatch between the measured n and −5/3 (van Velzen et al. 2011 ). This implies that some supernovae that have been observed at the centers of galaxies may in fact be misidentified partial tidal disruptions.
4.2. Future work As found in previous work (Faber et al. 2005; Guillochon et al. 2011) , there is a change in surviving star's orbital energy after the encounter, with the change in energy being comparable to the star's initial self-binding energy. This change in energy, combined with the star's initial orbital energy, leads to a shift in the entire dM/dE distribution, which can affect the fallback of material for E ∼ ∆E orb , or for t M h R 3/2 * G −1/2 M −3/2 * ∼ 100 years, given that ∆E orb ∼ GM * /R * . As the star's initial orbital energy may not be zero and can be comparable to ∆E itself, and thus the final binding energy of the star depends on its initial orbital energy, we have presented our dM/dE andṀ (t) curves with this change in energy removed. As a result, our plots show the fallback rate that would be expected if the final star were to remain on a parabolic trajectory, as our initial conditions assume. While these kicks that are typically of the order of star's own escape velocity may be important in determining the further fate of the star and whether it will suffer additional disruptions, they are not expected to affect the first century of a flare's evolution, of which only the first few years are accessible to currently available transient surveys.
Even ifṀ (t) is directly related to the properties of the star being disrupted, the luminosity of the accretion disk L may not directly followṀ (t). The primary factors that affect the link betweenṀ (t) and the bolometric L are the viscous evolution of the disk and the size of the disk ), although other processes may strongly affect the amount of light observed in a single band, especially in the optical/UV where dust extinction can play a vital role. Disk viscosity can only affect L for t τ visc , in which its primary affect is to delay emission at early times. However, once t > τ visc , L is expected to trackṀ (t) closely. As the material is delivered to the disk at r r p , the ratio of τ visc to t peak is τ visc t peak = 3.2 × 10 −2 β −3 B γ (β) 0.1
where B γ is a fitted parameter derived from our simulations, (B γ ∼ 0.1 for most β, see Appendix A) and α is the parameterized α-disk scaling coefficient, where we have taken the scale-height ratio h/r = 1. If τ visc /t peak 1, the accretion is spread over longer timescales, resulting in a power-law decay index n = −1.1 (Cannizzo et al. 1990 ). This may affect the light curve shape in the earliest phases of the fallback (prior to peak) where t τ visc , and thus the early evolution of L(t) may not follow the functional forms ofṀ (t) presented here for t t peak . But as observations of tidal disruption flares in the decay phase seem to be consistent with the canonical n = −5/3 decay law, it is clear thatṀ (t) and L(t) must be closely coupled on year-long timescales.
An ingredient that the set of simulations presented in this paper do not include is the inclusion of general relativistic effects, which become important for very deeply penetrating encounters. Qualitatively, for both spinning and non-spinning black holes, general relativity is expected to result in more mass loss and a spreading of mass in dM/dE as compared to Newtonian encounters, as its primary effect is to bend the star's path such that it spends a larger fraction of time near the black hole where tidal forces are important (Luminet & Marck 1985; Kobayashi et al. 2004 ). The only numerical provenance for how the metric may affect the feeding rate comes from low-resolution simulations performed by Laguna et al. (1993) , which find a slight increase inṀ peak for increasing β, but much less than the predicted β 3 scaling. If the black hole has non-zero spin, the resulting dM/dE depends on the orientation of the star's angular momentum vector as compared to the black hole's spin vector (Haas et al. 2012) .
A spinning black hole permits deeper encounters that don't result in the star being immediately swallowed (Kesden 2012b) , provided that the two angular momentum vectors are aligned, and also should affect the final binding energy distribution, with co-and counter-rotational encounters resulting in smaller and larger ∆M, respectively (Diener et al. 1997; Ivanov & Chernyakova 2006; Kesden 2012a) . However, as the fraction of disruptions in which non-Newtonian metrics can affect the dynamics is ∼ r s /r t , which is ∼ 5% for a 10 6 M black hole and ∼ 20% for a 10 7 M black hole, the majority of tidal disruption events are well-represented by a Newtonian approximation to the black hole's gravity.
Lastly, the absence of hydrogen in spectra taken of the tidal disruption event PS1-10jh (Gezari et al. 2012 ) strongly suggests that the disruption of stars that are not on the MS may contribute significantly to the overall rate of tidal disruption. As we show, the structure of the star that is disrupted is clearly imprinted uponṀ (t), providing valuable additional information that can be used to distinguish between candidate disruption victims. We explore the disruption of post-MS stars in a companion paper using a method similar to what is presented here (MacLeod et al. 2012) .
The discovery of flaring black hole candidates in nearby galaxies will continue to elucidate the demography of the AGN population (De Colle et al. 2012) . Whereas AGN are supplied by a steady stream of fuel for hundreds or even thousands of years, tidal disruptions offer a unique opportunity to study a single black hole under a set of conditions that change over a range of timescales. There are, of course, rapidly varying stellar-mass black hole candidates in X-ray binaries within our own Galaxy. But for SMBHs, tidal disruption events offer the firmest hope of studying the evolution of their accretion disks for a wide range of mass accretion rates and feeding timescales. The simulations and resultantṀ (t) curves presented here are crucial for determining the properties of the black hole itself, as an incomplete model of a stellar disruption can result in much uncertainty in how the black hole converts matter into light. For a disruption with a well-resolved light curve, our models permit a significant reduction of the number of potential combinations of star and black hole properties, enabling a better characterization of SMBHs and the dense stellar clusters that surround them.
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APPENDIX FITTING PARAMETERS
For convenience, we have calculated fitting parameters for four characteristic quantities: The peak accretion rateṀ peak , the time of peak accretion t peak , the amount of mass lost by the star ∆M, and the asymptotic decay power-law index n ∞ . These parameters can be used to constrain observed tidal disruption events based on measurable characteristics of their light curves (see 
In these expressions are four functions of β alone: A γ , B γ , C γ , and D γ . The forms of these functions are derived by fitting rational functions to the outputs produced by the numerical simulations presented in this paper. These functions are derived separately for two polytropic γ, γ = 4/3 and γ = 5/3, which are appropriate for high-and low-mass main sequence stars, respectively.
