1* Introduction* In this note, we continue our investigation [6] , [7] , [8] , [3] , of incomplete polynomials, a subject first introduced by G. G. Lorentz [4] . Following the notation of [7] , if π n denotes the set of all real polynomials of degree at most n, then for each pair 0, k) of nonnegative integers, π S)k denotes the set of polynomials In a recent paper, Borosh, Chui, and Smith [1] established that for any positive integer k, there exist positive constants o x (k) and σ 2 (k) such that (1.3) σM ^ n k E n _ k>k ^ σ t {k) , Vn> k .
They also proved that the coefficients of the extremal polynomials Q»-k,k(®) are bounded as n -> oo. One aim of this note is to derive (cf. (3.3)) explicit upper and 162 E. B. SAFF AND R. S. VARGA lower bounds for n k E n _ kfk for all n> k. But more importantly, we prove (in Corollary 2.3) that the limit of n k E n _ k)k as n -> °° exists and is given precisely by (1.4) lim
where (1.5) e k : = inf{||β-'(ί* -P(t))\\ [0 , +oo) : peπ^} .
Since, after suitable normalization, the extremal polynomials for (1.2) are L°°-analogs of Jacobi polynomials, and the extremal polynomials for (1.5) are L°°-versions of Laguerre polynomials, our essential contribution is to show, as in the ZΛsetting, that L°°-Laguerre polynomials can be obtained as the limit of certain L°°-Jacobi polynomials. A generalization of the inequalities (1.3) to the case of lacunary polynomials is also proved in [1] . As a consequence of our main theorem, we derive the best possible result for this case as well (cf. Corollary 2.2).
The outline of the paper is as follows. In §2, we prove our main result and deduce as corollaries the limit (1.4) and its analog for lacunary polynomials. In §3, we derive inequalities for incomplete polynomials, and in §4 we study the quantities ε k of (1.5). We also prove in §4 (cf. Theorem 4.2) that for any polynomial Peπ k , there holds (1.6) llβ-'PCOIL+oo, = llβ-f P(t)IL*].
Moreover, the interval [0, 2k] is best possible in an asymptotic sense, as k -> °o.
2* The main result and its consequences* Our primary objective is to prove THEOREM 2.1. Let the k + 1 integers 0 ^ μ λ < μ 2 < < μ k < m be fixed, and, for each nonnegative integer n, set (2.1) E n : = inf jl Ax™ -Σ c^Λ I : (c lf --, c k ) e R k \ .
Then,
where ε k is defined in (1.5). Vn ^ 0 .
For notational convenience, we set
The proof of Theorem 2.1 requires the following lemmas: Saff and Varga [6] (2.5) such that (2.6) Proof. From the fundamental property of Haar system approximation (cf. [5, p. 20 
where A: = Here and below, we adopt the usual convention that
, α#°, , 4 U) denote the k zeros of p*(a?) in (0, 1) (cf. Lemma 2) . Then, we claim that pi(x) can be expressed as
where each entry α^ is the 9) , fc
To see this, the polynomial defined by the right side of (2.8) is evidently monic, vanishing for x[ n \ •• ,αji* ) , and is thus vt(x) by uniqueness. Now as n-^ °°, we have from Lemma 2 that xi n) -> 1 for each i = 1, , fc, whence
Furthermore, the limit of the denominator determinants in (2.8), which is A from (2.10), is different from zero because it can be expressed as a nonzero constant times the Vandermonde determinant in the distinct points μ l9 μ 2 , , μ k (ct. [2, p. 47] 
Next, we claim that the sequence {n k q n (t)}n=i is uniformly bounded on compact sets of the real line. Indeed, by Lemma 2, we can write
where P n (x) is a monic polynomial of degree m -k, and n
Next, on differentiating &-times the product in (2.14) via Leibniz's formula, we obtain lim Pjl -±) = Jj-lim pf»(l -±) = ±-lim P :'»(l) , uniformly on each compact subset of R, the last equality following from (2.7). Thus, from (2.11), -μi).
This, coupled with (2.18), gives the desired result of (2.2).
• As applications of Theorem 2.1, we now give the sharp improvements of the results in [1] . For this purpose, let k > 0 be a fixed integer, and let λ n : Proof. Since gf (λj = inf [0, 1] where ^^ = μ s {n): = λ/^) -w + D, then g"(λj is of the form (2.1) with m -Ό and n replaced by n -D. From the hypotheses on the \'(ri), we note that 0 <; μ x < μ 2 < < μ k ^ D -C for all w large. Hence, by Theorem 2.1, the set £f of possible limit points for the sequence n , i = l, •-.,*. W / REMARK 2. By using a slightly different method of proof, it can also be shown that
3* Inequalities for incomplete polynomials* We now obtain estimates for the quantities E S)k defined in (1.2 where P k a>β) (t) denotes, as usual, the Jacobi polynomial. From Szego [9, p. 63] , V 8)k (x) is monic of exact degree s + k. It is proved in Lemmas 3.2, 3.3 of [6] that V ttk (x) attains positive and negative relative extrema on (0, 1] alternately at k + 1 points ξ u with 0 < fo < ζi < " * <h = h and furthermore that min o <^f c | V.,^) | = |F S)fc (l)|. Thus, on regarding (1.2) as weighted best approximation from π k -x on (0, 1], the theorem of de la Vallee Poussin [5, p. 82] implies that E S)k ;> \V S)k (l)\. Again from Szego [9, p. 58] , V Sfk (l) can be directly determined, so that are the coefficients in (3.4) .
Proof. In [7, Proposition 4] , it is shown that the above hypotheses imply ί| p(aθ I ^ M| 2WaO |, Vx ί (^' m) , 1), and
Since α^ = p (s+ί) (0)/(s + i)!, and since (3.6) in particular holds when x = 0, the inequalities (3.5) follow.
• 4* Inequalities for polynomials on [0, + °o). As a useful analog of the first inequality of (3.6) for the interval [0, +<*>), let ?*(*) = t k + , be the unique polynomial in π k such that (cf. (1.5)) and let
be the unique k + 1 alternation points for e~*g*(ί) in [0, +°°), i.e., O^i^k}, then (4.2) I p(t) I ^ M\ qi(t) \/e k , vί ί (0, ^& ) ) .
As a consequence of Moreover, the quantity 2k is asymptotically best possible as k -> co, m ίfce sewse ίfeαί there exists a constant μ = 2.945 820 for which
Proof. To establish the result of (4.4) (4.4) .
• For reference purposes, the numerical values of η { k k) of (4.1) are given in Table I below for 1 <; k ^ 11.
We now consider estimates for the quantities ε k . Since n k E n _ k>k -• ε k as n->°°, we deduce from the inequalities (3.2) the result of Since π~m = 0.564 190 , we note that the third column of Table I is in numerical agreement with the first inequality of (4.8), while the fourth column of Table I is in numerical agreement with (4.11) . Moreover, since the entries of the third and fourth columns of Table I are respectively strictly increasing and strictly decreasing, it would appear that 1/3 < a < 1/2 if (4.12) were valid. Also, as a consequence of (4.4), we have Table I. 
