ple we examined the e ect of parameter changes on the performance of BCB. Three rules of thumb were developed. First, we found that it was crucial to scale the values of the decision variables. Second, we found that, in general, r >> m is best. This is partially due to the in uence of the Euclidean distance between parents on the placement of the center of the n ? 1
dimensional hypersphere in addition to m . Third, we found that the performance of BCB is more sensitive to the value of penalty{2 than for penalty{1. We then reported on our computational experience with a termination criterion based upon a standard deviation threshold for the nal generation. Lastly, we summarized a collection of experiments in which gradient information was included with the hope to improve the performance of BCB. Unfortunately, this was not borne out in our tests. Following the computational experiments of the parameters of BCB we explained and tested two variations of BCB. Both variations seek to identify clusters and outliers in a given population. It is clear that the extra work involved in identifying clusters and outliers is not bene cial in the serial version of BCB but provides some impetus for the development of a parallel version of BCB.
Future research e orts will attempt to validate the performance of BCB and its variations against other ESs on a common set of test problems. In addition we plan to examine the e ectiveness of linking BCB with a local search engine. Here the hope is that BCB will identify peaks (or valleys) of interest in multi-modal constrained optimization problems. Then, instead of continuing with BCB, a switch to an e cient local optimization routine will be made. It would also be of interest to explore the performance of BCB if r and the penalties were more adaptive. For example, as the search proceeds we may be more willing to increase the value of the penalties or if there has been no improvement in the several generations we might want to decrease the penalties. We might also consider decreasing the mean of the normal distribution governing r as the search progresses or if the search appears stalled we might want to increase the mean. Lastly, we plan to report on experiments with BCB in a parallel computing environment.
we found to be 0:025, the mesh size.) Solutions which are not part of some cluster are considered outliers. The outliers are then sorted according to tness. Next, we overwrite the worst half of the outliers, and generate replacement solutions by mating random pairs of the remaining outliers. The idea here is that by intensifying the search around high quality outliers we will increase the chances of surveying the region near the best local optima. This technique has some similarity to crowding in that we are applying selection pressure. Table 11 reports the means of 100 replications of BCB for method 1 (Mtd 1) . The results given in table 11 indicate that this method of population control has mixed results at best for the discrete Levy function. 1 Mtd 2   50  -108  -100  -110  100  -134  -129  -136  200  -138  -140  -142   Table 11 . Mean Best Solutions{Levy Function
The second method (Mtd 2) is similar except that rather than overwrite solutions we adjust the roulette wheel used to select parents. That is, when parents are to be chosen, we slightly bias the roulette wheel towards t outliers. This is done by increasing the clustered solutions' weight by a factor of about 10%.
Given an outlier and a clustered solution that are equally t, the outlier is more likely to be chosen as a parent. This second scheme is closer in spirit to sharing but rather than de ate tness values in clusters we in ate the outlier's tness. The results in Table 11 show that this method is an improvement over method 1 and slightly improves the performance of the standard BCB. Since method 2 gave the best results for the discrete Levy function, we applied this method to the hub problem. The results in Table 12 are for 15 replications of BCB for the 6 member 3 load continuous hub problem. The value of the fraction that controls the ratio of the distance between any pair in the cluster and the total population radius is 0.100 for the hub problem rather than 0.025 in the Levy problem. The clustered solutions' weight is increased by a factor of 5% for the hub problem. The reported results show very little di erence between the standard BCB and method 2. (Method 2 tends to have a slightly lower mean and a slightly higher standard deviation.) Consequently, neither method 1 nor method 2 would be recommended in a serial setting as means to improve the performance of the standard BCB approach. However, one of our current e orts is the development of a parallel version of BCB. In the parallel environment processors are assigned portions of the population similar in spirit to the idea of clustering developed here. Hence, it is encouraging to note that performance is not degraded by identifying and performing operations on clusters. Table 12 . 6 member hub: cluster/outlier versus standard In a set of related experiments we identi ed outliers and then, instead of biasing the tness values of the population, we initiate a colony of size N around each outlier (the seed). Each member of each colony is generated by perturbing each design variable of the seed (outlier) by a normal random deviate. Experiments were performed in which the selection and pairing of parents is carried out independently for each colony. Keeping the number of solutions examined constant the standard BCB procedure outperformed the noninteracting colonization scheme. We also tested a colonization approach in which colonies are allowed to interact with other colonies as well as the original population. The results of these experiments showed that slight improvements (2%) over the standard BCB performance are possible.
# Gens Std

Conclusions and Discussion
Our goal was to build upon the work presented in Sobieszczanski-Sobieski et al. 14 . We began by showing the connections between BCB and traditional ESs. Next we presented an example illustrating the ability of BCB to escape local optima. Following the exam- We have tested a number of schemes for locatingM (see Fig. 1 ) in addition to the tness weighted average. We tested a scheme in which a scalar parameter a is used to biasM more towards the most t parent. We also tested a scheme in whichM is placed at the minimum of a cubic function de ned along the line between parents. The coe cients of the cubic are generated from the function values and function slopes of each parent. Lastly, we tested a scheme in which the gradient vector (when available) at each parent in uences the placement ofM. None of these methods led to better results than simply locatingM at the tness weighted average of the parents. We also devised a method to use gradient information at the parents to in uence the location ofC, the mutated child on the n ? 1 dimensional hypersphere. Instead of the usual distribution the negative sum of the gradient vectors, projected into the orthogonal subspace, identi es the region of the hypersphere where the child will most likely be placed. This approach was unsuccessful as well. While we believe that it is unwise to not make use of gradient information when it is available, we have not been able to nd a way to include gradient information in BCB so that it leads to an improved search procedure. We have found it di cult to infer from the gradient information at the parent solutions how the search space behaves between the parents. Our experiments so far have shown that these approaches do not lead to better solutions, and increase the computational requirements by an order of magnitude. The next set of results report on a set of experiments regarding the identi cation of clusters of solutions as well as outliers within a given generation of the BCB algorithm. The underlying objective is to prevent premature convergence to a local optima by injecting a diversi cation mechanism within a particular generation of BCB. This topic has been of interest to the genetic algorithm community for many years with references to niche identi cation. In addition, cluster and outlier identi cation provide a natural way to partition a population among processors for parallel computing. One general approach to prevent premature convergence is to apply selection pressure. It has hundreds of local optima and nine distinct peaks with nearly the same objective function value. However, there is one global minimum with a value of ?176:138. In our tests we solved a discrete version of this problem. The search space was discretized into lattice points spaced at intervals of 0.025, with the decision variables being allowed to take on any of these values on the range ?10:0; 10:0].
We tested two diversi cation methods. In the rst method (Mtd 1) we periodically (every 4 generations) partition the population into clusters and outliers. A heuristic identi es clusters of solutions in which the distance between any pair in the cluster is less than some fraction of the total population radius. (This fraction is a parameter we control and whose best value straint violation is considered can we come to a decision about an appropriate value for the penalty factors. Hence, a value of about 10,000 would be acceptable based on an allowable violation of about 1.0 -E02. However, in tables 6 and 7 we see that the performance of BCB is more sensitive to the value of penalty-2 than to the value of penalty-1. In table 6 with penalty-1 xed at 20,000 we conclude (as in table 5) that a value near 10,000 is acceptable for penalty-2. However, in table 7 with penalty-2 xed at 20,000 we see only a small change in the mean best weight (all near 14,400) as penalty-1 is varied between 1,000 and 100,000. We do see a signi cant e ect on the maximum constraint violation from 7 E-03 to 7 E-04 to -2.5 E-04. We note that all of the mean values are less than our agreed upon tolerance of +0.01. Table 7 . Penalty 1 experiments (penalty 2 xed at 20,000)
Next we describe experiments with stopping conditions for BCB. The hope is that after a su cient number of generations BCB will have converged to one or more local optima of roughly the same quality. A natural stopping condition then is to monitor the distribution of objective function values in each generation. In particular, we check the standard deviation value for this distribution. When this value is su ciently small we terminate BCB. Monitoring the objective function value distribution is preferable to monitoring the distance between solutions. In the latter it precludes the possibility that BCB may converge to similar valued local optima that are not physically close together in the design space. We note, however, that monitoring the objective function value distribution does not completely solve all di culties. For example, it could easily be the case that the two best local optima do not have objective function values that are close in value. Hence, forcing the standard deviation (S.D.) of the objective function value distribution to fall below some threshold may force BCB to perform many extra generations so that all the members of the population lie near the global optima. Tables 8, 9 and 10 and gure 5 catalog computational results for experiments with such a stopping condition. For table 8 a 6 member 3 load hub design problem was tested while for tables 9 and 10 a 20 member 2 load hub problem was examined. In table (table 10) . If there was no improvement in the best observed solution value for 500 generations then the search was terminated regardless of whether or not the S.D. threshold was met. As can be seen in gure 5 and table 10 this dramatically reduced the mean number of generations for the 0.125 threshold (about 30%) and also increased the mean best weight by about 120 units (about 1%). The reduction in the mean number of generations was only about 10 % for the 0.25 threshold but resulted in the same increase in the mean best weight (120 units) as for the 0.125 threshold. Hence, the trends plotted in gure 5 for mean best weight hold even if we don't include the second stopping condition (500 generations without improvement). trend is downward, even after generating 50,000 solutions (per replication) the best observed weight is only about 650 and the average weight (20 replications) is about 740. The problem is that BCB skews the search space towards design variables of small dimension during recombination. The results in Figure 4 are for a version of BCB in which the search space is scaled so that all design variables are of similar magnitude. The resulting change in performance is dramatic. After 5,000 examined solutions the results are already superior to the 50,000 row in Figure 3 . After 25,000 solutions nearly every replication is resulting in the optimal design weight of approximately 460. Two normal distributions drive BCB|N(0; m ) and N(0; r ). As we seek to sample along the line through the two parents,P 1 andP 2 , we formB =M + jP 2 ? P 1 j N(0; m ) whereM is the tness weighted mean of the two parents. Our intuition suggests that m should have a value near 1.0 since N(0; m ) serves to in ate or de ate the value of the distance between the parents. Next, to mutateB we sample uniformly on the surface of an n ? 1 dimensional hypersphere with radius sampled from our second normal distribution, N(0; r ). Here, we expect the value of r to be larger than 1.0 to allow for the possibility of hyperspheres of larger radii. Unfortunately we don't have any problem data from which we can pick a baseline value for the radius of this hypersphere. N(0; r must represent both the unknown radius baseline as well as its normal deviation. Hence r is likely to be larger than m . Table 3 summarizes a series of computational experiments for the 6 member 3 load hub design problem. We replicated fteen times BCB (scaled version) with a population size of 20 for 500 generations. The distributional data in table 3 is for the best values seen in each of the fteen replications. Table 3 . 6 member 3 loads (15 reps, 500 gens, popsize = 20)
So, which combination of ( m , r ) is best? Rather than pin all of our conclusions on this one test case we choose three of the best combinations in Table  3| (1.0,4.0), (3.0,4.0) and (1.0,5.0)|on which to run further computational tests with a 20 member 2 load hub design problem. As a result of the 20 member tests given in table 4 we easily eliminate (3.0,4.0) from further consideration. However, the performance of (1.0,4.0) and (1.0,5.0) are relatively close. (1.0,4.0) has a lower mean weight (but higher standard deviation) and had some best solutions that were feasible (min constraint value is negative). However, since we were willing to accept as much as 1.0 E-02 as a constraint violation, both (1.0,4.0) and (1.0,5.0) have acceptable constraint violations. Although the choice is not completely clear, we selected m = 1:0 and r = 4:0 as our standard values. Of course there is no guarantee that other problem venues will enjoy the same performance characteristics. But our intuition is con rmed that m << r and that a value of 1:0 works well for Next we analyze the e ect of the two penalty factors on the performance of BCB. Penalty factor 1 is used if the best objective function values in the previous generations have been feasible. If the best objective function values in the previous generations have been infeasible then we apply penalty factor 2. The idea is that if the search has remained feasible for some time we may want to allow the search to move outside the feasible region (by way of a smaller penalty{1). However, if the search has been infeasible then we may want to strengthen the penalty (penalty{2) to move the search back inside the feasible region. Tables 5, 6 If we require that all constraints must be met, then only maximum constraint violations less than zero are allowed. For our experiments we have decided that as long as the maximum constraint violation is on the order of 1.0 E-02 or smaller we will say that the solution is acceptable. Table 5 forces both penalty-1 and penalty-2 to vary together. The trend in mean best weight values is dramatic and only when the maximum allowable con-this number is small it was possible to enumerate all solutions and determine an optimal solution and its corresponding optimal value. The optimal value has a volume of 613.9. Below are the BCB test results for a 2 member discrete hub design problem. BCB was replicated 15 times for each parameter setting. 
Standard Algorithm Parameter Experiments
This section is organized as follows. We rst examine the e ects of decision variable scaling on the performance of BCB. Next we seek robust values for the two main parameters| m and r . Although we did not discuss the penalty values for constrained optimization models in our overview of BCB it is clear that these values directly a ect the algorithms' performance. Let f(x) denote the objective function and g i (x) denote the ith constraint, each of the form g i (x) 0 . The selection tness criterion penalizes constraint violations by adding a penalty for the maximum violated constraint. That is, tness = f(x)+penalty max i (g i (x)).
We use two values to penalize the maximum constraint violation. If the best values in previous generations have been feasible then we apply penalty{1. If the best values in previous generations have been infeasible then we apply penalty{2. The idea is that if the search has remained feasible for some time we may want to allow the search to move outside the feasible region (by way of a smaller penalty{1). However, if the search has been infeasible then we may want to strengthen the penalty (penalty{2) to move the search back inside the feasible region. We examine the effect of the penalty term values on performance. Next, we determine the e ects on performance of a stopping condition based upon the spread of the solution values in the nal population. Lastly, we comment on the placement ofM. Figure  3 records the results of 20 replications of BCB with an increasing number of solutions examined. The design problem is minimum weight 6 I-beam members (36 design variables) with 3 loads hub problem. From Sobieszczanski-Sobieski et al. 14 we know that the best solutions have a weight of about 460 units. The distributional data in Figure 3 shows that, although the Sobieszczanski-Sobieski et al. (1998) to analyze the sensitivity of the BCB parameters. We rectify that deciency here as well as demonstrate how to implement BCB for discrete and mixed continuous and discrete constrained optimization problems.
BCB and Local Optima
To explore how BCB behaves in the presence of non-global local optima a 2 symmetric-member 3 load continuous hub case was examined. We also report on a discrete version of this design optimization problem when symmetry is ignored. There are seven design variables{two for the top and bottom of the I-beam, two for central portion of the I-beam web, and one for the angle (A) between the two I-beam members. See gure 2 for details. We tested three versions, all under the same concentrated force load seen in gure 2. In the rst version BCB was allowed to run as usual. We observed that BCB converged to a V-shape which is the global optimum. The seven best solutions in the nal population are given in Table 1a . Next, we restricted the algorithm to explore a sub-region (A < 0.0) of the search space that did not include the global optimum. BCB converged to the known local optimum (an inverted V) in that sub-region. Table 1b catalogs the seven best solutions in the nal population. Lastly we forced the I-beams to be horizontal (A=0) and, as expected the design variables tend to go to their upper bounds (see Table 1c ).
We conjecture that BCB is able to avoid entrapment in local optima due to two factors. First, the search space is explored su ciently uniformly during the early generations so that children are placed near local optima. Second, once those children are near local optima, those with the best tnesses are the most likely to be chosen as parents for the next generation. In this manner, sub-populations near non-global optima die out because the solutions are not chosen as parents. Similarly, sub-populations near global optima grow larger because the solutions are chosen as parents.
We formulated a 2 member hub problem as a purely discrete optimization problem by limiting the choices for I-Beams to ones given in standard engineering tables. In these tables, each row represents a particular I-Beam shape with six columns designating the dimensions of the I-Beam. (There are six rather than seven columns since B 1 and B 2 are forced to be the same in the tables we used.) The 2 member hub design problem then is to select 2 rows of this table (or select one row twice) to form a hub with minimum volume that satis es the physical constraints. For our test case we have 90 rows from which to select hub members leading to a total of 1800 feasible designs. Since B1 6.00 6.00 6.00 6.00 5.91 6.00 5.96 B2 6.00 6.00 6.00 6.00 5.97 5.97 6.00 T1 1.00 0.99 1.00 1.00 0.66 0.97 0.90 T2 1.00 1.00 1.00 1.00 1.00 1.00 1.00 T3 1.00 1.00 1.00 1.00 1.00 0.99 0.99 H 8.00 8.00 8.00 8.00 8.00 8.00 8.00 A 0.00 0.00 0.00 0.00 0.00 0.00 0.00 (c) A = 0.0; Horizontal shape; weight approx. 5100 Table 1 . Local Optima for 2-member Hub Problem angle. Although these rotation angles are a natural idea they are not used in most ESs. For example Dasgupta and Michalewicz 4 never mention them. The mutation regions describe a hypersphere if all of the i values are identical and a hyperellipsoid otherwise.
With the i and ij there are potentially n(n + 1)=2
parameters under the control of the ES. These may be xed or self-adapting. Our heuristic procedure, rst presented in Sobieszczanski-Sobieski et al. 14 , is similar in spirit to ES methods but has far fewer parameters. To illustrate the connection to ESs we de ne our mutation, recombination, and selection mechanisms in ES terms. A new generation in our approach is selected exactly the same as a ( + ){ES. The recombination mechanism is similar to the extension of the intermediate recombination if the weights are required to sum to one. Consider the line through two n-dimensional parent vectorsP 1 andP 2 selected for mating. First, determine the weighted meanM of these two vectors where the weights are given by the tness of each parent. Next, sample from a normal distribution N(0, m ). The resulting point B =M + jP 2 ?P 1 j N(0; m ) is the child, prior to mutation. Note that in the extended version of the intermediate recombination method when the weights sum to one the unmutated child can lie anywhere on the line segment between the two parents. In our approach, rather than picking weights arbitrarily, the selection is governed by a normal distribution and the tness weighted average of the parents. Moreover,B
is not restricted to lie on the line segment P 1 P 2 . Mutation ensues by rst generating a radius r for an n?1 dimensional hypersphere. The radius is a realization from a N(0; r ). Typically ( r >> m ). Finally the mutated childC is selected by sampling uniformly on the surface of the n ? 1 dimensional hypersphere.
Since the child can lie anywhere on the surface the e ect is similar to the rotated angle portion of an ES (in n ? 1 rather than n dimensions). However, we do not allow the hypersphere to be stretched (or shrunk) along any of its axes as is the case for an ES with non-identical i . We call our procedure a Bell-Curve Based evolutionary optimization algorithm (BCB). Figure 1 is a 3-dimensional view of BCB. We have applied BCB to continuous, discrete, as well as mixed continuous and discrete variable optimization problems (both constrained and unconstrained). The rst suite of test problems is a minimum weight (volume) design of a hub structure also found in Balling and Sobieszczanski-Sobieski 2 . Each member of the hub is an I-beam rigidly attached to the hub and to the wall. The beam cross-sectional dimensions are the design variables, and the constraint functions re ect the material allowable stress and the overall and local buckling. The top and bottom anges of the I-beam are not necessarily of the same dimensions. Hence, the cross-section of each I-beam requires six design variables. Additional details may be found in Padula et al. 9 . The utility of the hub structure as a test case stems from its ability to be enlarged by adding as many members as desired without increasing the dimensionality of the load-de ection equations. These remain 3 by 3 equations for a 2-dimensional hub structure regardless of the number of members. While analytically simple, the hub structure design space is complex because the stress, displacement and buckling constraints are rich in nonlinearities and couplings among the design variables. Design variable domains can be chosen as either continuous, discrete, or mixed continuous and discrete. For discrete domain design variables both standard tables of I-beam dimensions and a xed range of integral millimeter units were tested. The second test problem is a standard problem taken from the global optimization literature.
In Sobieszczanski-Sobieski et al. 14 we tested two mating schemes for BCB with the continuous hub problem. Mating scheme 1 chose two parents from a roulette wheel in which the sector sizes were determined by a tness value equal to the sum of the weight of the structure (objective value) and the maximum constraint violation. Mating scheme 2 chose one parent from a roulette wheel based on objective values and a second parent from a roulette wheel based on maximum constraint violation. Here we implement Baker's 16 stochastic universal sampling rather than roulette wheel selection. In doing so we eliminate the natural bias present in roulette wheel selection. The quality of solutions generated in SobieszczanskiSobieski et al. 14 for a continuous hub design problem were veri ed by comparing BCB solutions to ones generated by CONMIN 15 a standard nonlinear programming technique. No attempt was made in
