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ABSTRACT 
Necessary and sufficient conditions for stability of acyclic matrices whose prin- 
cipal minors are nonnegative are given. Also, a characterization is given of additive 
D-stable acyclic matrices. 
1. INTRODUCTION 
In this paper we deal with real square matrices. A matrix A is (positive) 
stable if its spectrum lies in the open right half plane. A is Dstable if DA is 
stable for every positive diagonal matrix D, and is additive Z&table (also 
called strongly stable, e.g. [6]) if A + D is stable for every nonnegative 
diagonal matrix D. These types of stability appear in various applications, 
such as economics [lo] and biology [7]. 
We denote by P (Pa) the class of matrices all of whose principal minors 
are positive (nonnegative), and by Pi the subclass of I’,, of the matrices with 
at least one positive principal minor of every order. 
A Dstable matrix as well as an additive &table matrix must be in P:, 
e.g. [6]. This necessary condition is far from being a sufficient one. The 
problem of characterizing Dstable and additive D-stable matrices for certain 
classes and for matrices of order less than 5 is dealt with in several pub- 
lications (e.g. [3], [5], [6], and [S]). However, in general, this problem is still 
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open. In a previous paper [2] D-stability is characterized for acyclic matrices 
(see the definition in Section 2). That result generalizes the handling of 
tridiagonal matrices in [5]. In the present paper we find necessary and 
sufficient conditions for additive Dstability of acyclic matrices. This result is 
a consequence of the characterization of stable acyclic matrices in Pa, which 
is also introduced here. The characterization of stable tridiagonal matrices in 
Pa included in [4] becomes a special case of our result. 
A basic tool used in our work, as well as in [2], is the following stability 
criterion introduced in [5]. 
PROPOSITION 1. Given a nonsingular matrix A, suppose that H = i(GA 
+ A*G) for some positive definite matrix G and some positive semidefinite 
matrix H. Let S = i(GA - A*G). Then A is stable if and only if 
Hx=O, G-‘Sx=hx, A#0 - x=0. 
Section 2 contains definitions and notation. In Section 3 we bring three 
propositions concerning properties of acyclic matrices. These properties are 
used in Section 4 in proving the criteria for additive Dstability and stability 
of acyclic matrices. The paper is concluded in Section 5 with some remarks 
and several examples that demonstrate the applications of the main results to 
certain special cases. 
2. DEFINITIONS AND NOTATION 
We recall some notation used in [2]. 
For sets CX, j3, a matrix A, and a vector x, denote by: 
Ial the cardinality of CX, 
(Y \ p the sets of elements of a which are not in p, 
A[ a] the principal submatrix of A based on indices in (Y, 
A(a) the principal submatrix of A obtained by omitting the rows and 
columns indexed by (Y, 
x[al the subvector of x which contains only the components indexed by (Y, 
x( C-X) the subvector of x obtained by omitting the components indexed by (Y, 
w(x) the sequence of positions of zero components of x. 
Denote by V(G) and E(G) the vertex set and the edge set of a 
nondirected graph G. Let l?(i) denote the set of neighbors of a vertex i. 
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The nondirected graph, G(A), of an n X n matrix A is defined by 
V@(A))= {L-P+ 
E(G(A))= {(i,j), i# j; aij#O or aji#O} 
We partition E(G(A)) into two sets 
H(A)= {(i,j)EE(G(A)); uijuji~O}, 
S(A)= {(i,j)EE(G(A)); uijuji<O}. 
Vertices k and 1 are Hconnected [Sconnected] if there is a path of edges 
in H(A) [S(A)] leading from k to 1. Denote by (i)H [(i)s] the set of vertices 
which includes i and all vertices which are H-connected [S-connected] to i. 
We denote by G,(A) [G,(A)] the graph obtained from G(A) by deleting the 
edges in S(A) [H(A)]. 
A matrix is acyclic if its nondirected graph is a forest (i.e. contains no 
cycles). Clearly, tridiagonal matrices are acyclic, since their graphs are paths 
or sequences of paths. 
An Q-set, w, of a graph G is a set of vertices with the following properties: 
(1) I(i)cw =. iEw. 
(2) If i E w, then it cannot have exactly one neighbor which is not in w. 
We denote by P(G) the class of all Q-sets of G. Note that 
Q(G)= {coGV(G);V~EV(G), I({i}UI’(i))\ol#l}. 
We also define the class Q(A) of all f&sets of a matrix A by 
Q(A)= {wEQ(G~(A)); iEw,(i,j)EH(A) - Jo,}. 
Let OL be a set of vertices of G(A). Then cl o[, the closure of LY, is defined 
as the smallest Q-set of A which contains (r. 
Let A be an n x n irreducible acyclic matrix. By [l] there exists a positive 
diagonal matrix b such that bA is symmetric in modulus, i.e. satisfies 
I(‘A)ijl = I(‘A)jil* 
We define three matrices associated with A: 
H = @A + A%), S = @A - A%), T = b-‘S. 
160 
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tij = aij> (i, j> E S(A), 
0, (k j) G S(A). 
The section is concluded with the definition of the set P(A): 
P(A)= {i;detA[(i),] >O}. 
3. ON ACYCLIC MATRICES IN I’,, 
The discussion on stability and Dstability of tridiagonal matrices is 
carried in [4] for matrices in PTD, i.e. matrices A for which H E I’,. These 
matrices are now shown to be in I’,. Recall that a matrix A is said to be 
completely reducible if there exists a permutation matrix Q such that QAQ’ 
is a direct sum of irreducible matrices. 
PROPOSITION 2. Let A be a completely reducible acyclic matrix. Then 
A E PTD if and only if A E PO. 
Proof. Let b be the positive diagonal matrix such that bA is symmetric 
in modulus. Since 
and since every principal minor of H equals a product of principal minors of 
bA, we have 
AEP,, =a AEPTD. 
Conversely, if A E PTD, then it follows from a theorem of Bendixson (cf. 
1.2.2 in [9, p. 1401) that the eigenvalues of A have nonnegative real parts. 
Hence, since A is a real matrix, the determinant of A is nonnegative. 
Obviously, every principal submatrix of A is also in PTD, and hence A E P,,. 
n 
The following properties of acyclic matrices which are in PO play an 
important role in the proof of our main results. 
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PROPOSITION 3. Let A E PO be an n x n complet& reducible acyclic 
matrix such that P(A) = 0 and such that all the matrices T[(i),], have a 
cmnmon (complex) mnzero eigenvalue X. Then there exists a nonzero (cum- 
pZex) vector x such that TX = Xx and Hx = 0. 
Proof. Clearly it is enough to prove the statement for irreducible matrices. 
We split the set {I..., n } into disjoint sets ( i)H as well as into disjoint sets 
(i )s. Consider the sets 
Since T [(i),] has a nonzero eigenvalue it follows that I(i),] > 1 for all 
(i)s E Za. 
Define the nondirected graph GI( A) for which V(GI( A)) = I, U I,, and 
where there is an edge between a and b [a, b E V(GI(A))] if and only if 
a CI b f 0. Observe that if a and b are both in I, or both in I,, then there 
exists no edge between them. Obviously, since G(A) is a tree, then so is 
GI( A). 
Each element in I, has at least two neighbors in I,, and thus all the leaves 
of GI(A) are elements of I,. We now prove the proposition by induction on 
]I,]. If ]I,] = 1, th en necessarily T = A, H = 0, and the claim follows im- 
mediately from the fact that X E spec T. Assume that the assertion holds for 
)I,] < m, and let ]Z,] = m. We shave the leaves of GI( A) and get a tree whose 
leaves are all elements of I,. Let (ZC)~ be such a leaf. Consider two cases: 
(1) ]I,] = 1. In this case, for any i E (k)H consider the eigenvector zi of 
T[(i),] corresponding to the eigenvalue h. If zi = 0 for some i, then we 
construct the required vector x by 
xj = 
i 
z;, j E(i),, 
0, j 4 (iIs- 
Otherwise, since P(A) = 0, H [( k)H] is a singular, irreducible, acyclic, sym- 
metric in signs matrix which is in P,,. By Proposition 5 in [2] there exists a 
vector u such that H [(k)H] u = 0 and w(u) = 0. We now construct the 
vector x by 
ui i 
xi = iZj, where {i] =(j)sO(k). 
zi 
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(2) [Z,l > 1. Here let 
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1, = 1, \ (k)H, 
and denote by M the set 
M= {i;3a~Z,,(i),na#0}. 
L&(k),nM={Z}.Th e matrix A[ M] - a,,El, satisfies the conditions of the 
proposition, and by the induction assumption there exists a nonzero vector y 
such that 
T[M]y=hy, 
Pmfl - &%E,l]Y = 0. 
If yl = 0, then the required vector x is defined by 
Otherwise, for any 
corresponding to X. 
vector x by 
i E (k)H> i f 1, consider the eigenvector zi of T[( i),] 
If zi = 0 for some such i, then we construct the required 
xi = 
i 
2;’ j E (i)s, 
0, j 4 (i)s. 
If zi # 0 for all i in (k)H [i # I] then, as in case (l), let u be the vector 
satisfying H[( k)H] u = 0 and w(u) = 0. Our required vector x will then be 
constructed as follows: 
Yj* jEM, 
xj = uiYl -_zi j4M, where {i}=(j)sn(k).. n 
UIZi I’ 
DEFINITION. Let G be a nondirected graph. A set (Y of vertices of G is 
said to be connected in G if either a! contains one vertex or for any vertices i 
and j in LT there exists a path of edges of G leading from i to j. A connected 
STABILITY OF ACYCLIC MATRICES 163 
set (Y is said to be a connected component of G if there exists no path in G 
between any vertex in a and any vertex outside (Y (i.e. (Y is a maximal 
connected set of vertices). 
PROPOSITION 4. Let A E P,, be an n X n irreducible acyclic matrix. 
Let L$ {l,..., n } be such that L = cl L and such that the matrix 
A[{l,..., n } \ L] satisj?es the conditions of Proposition 3 (with the nonzero 
eigenvalue h). Then there exists a nonzero (complex) vector x such that 
Tx=XxandHx=O. 
Proof. We prove the proposition by induction on the number p of 
connected components of G( A[ L]). If p = 0, then our claim follows from 
Proposition 3. Assume the assertion holds for p < m, and let p = m. Let C be 
a connected component of G( A[ L]). Observe that C = cl C. Denote M = 
{I,..., n } \ C, and consider the set 
Ji = { (Y c M; a is a connected component of G( A [Ml) ) 
Since Cs {l,..., n } and since A is irreducible [i.e. G(A) is connected], there 
exists iEC such that (i,j)EE(G(A)) for some REM. Since C=clC, it 
follows that necessarily (i, j) E S(A). Consider the set 
Jz= {aEJ1;3jEa such that (i, j) E E(G( A))} I 
Let (Y r, . . . , a,, be the elements of Ja. Since C and ok are connected compo- 
nents of G( A[L]) and G(A[M]) respectively, and since A is acyclic, there 
exists a unique j, E ok such that (i, j,) E E(G( A)), k = 1,. . . , h. Since C = 
cl C it follows that h > 1. Observe that A[ cx] (with the set a CT L) satisfies the 
conditions of our proposition [a f~ L s a, since otherwise C would not be a 
connected component of G(A[L])]. Applying the induction assumption to 
A[cQ], k=l,..., h, we obtain h nonzero vectors z k, k = 1,. . . , h (which are 
determined independently), such that 
T[cuk]zk=hZk and H[ak]zk=O, k=l,...,h. 
If for some k, 1~ k < h, we have .z:~ = 0, then we construct the required 
vector x by 
k 
x, = 2,) 
t E ak? 
0, teak. 
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If zjk,#O, k=l,..., h, we define h vectors 
yk = --f+k, k=l,...,h-1, 
aij*zjk 
yh = (h - o:r,$hzh’ 
(aijL# 0, k =l,..., h, since A is irreducible.) Observe that yk is a scalar 
multiple of z k, k = 1,. . . , h, and that 
Hence we can construct the required vector x by 
tE(Yk, k=l,..., h, 
otherwise. 
4. STABILITY AND ADDITIVE D-STABILITY 
LetAbeannxnacyclicmatrix,andletac{l,...,n}.Wedenoteby 
(i),i,, the set ( i)s relative to the matrix A [ a]. For any number A we define 
the set QA( A), associated with A and a matrix A, by the following algorithm: 
Znitid step: Set L g cl P(A). 
Step m+I:Set K={l,...,n}\L. If the set M={~EK; X4 
v~W)s~K~l~ is nonempty, then let N = M U L and set 
L = cl N. Otherwise, go to the final step. 
Find step: Set &(A) = L. 
STOP. 
The algorithm reaches the final step, since there are a finite number of 
vertices. 
Suppose A is reducible, i.e. is cogredient to a matrix of the form 
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where A,, and A, are square. Clearly A is stable as well as additive &table 
if and only if the same holds for A,, and A,. Thus it is sufficient to state our 
Theorems 1 and 2 below for irreducible matrices. 
THEOREM 1. Let A E PO be an n X n nonsingular irreducible acyclic 
matrix. Then A i.s stable if and only if 
&(A)= {l,...,n} Vh#O. (1) 
Proof. Assume that (1) holds, and let x be a vector satisfying 
TX = Xx, h#O (2) 
and 
Hx=O. (3) 
BY (3), 
P(A) _c W(X). (4) 
By Proposition 7 in [2], it follows from (2) that W(X) E Q(G,(A)). Let 
i E w(x). By Proposition 2, H E PO. Hence H[(i)H] E PO. By Proposition 4 in 
PI, W(i), \ { i>l > 0, and since i E w(x), (3) implies that (i)Hc w(x). 
Thus w(x) E Q(A), and it follows from (4) that cl P(A) c w(x). Following the 
way of constructing Qx( A), observe that by (2), in each step T [ K]x[ K] = 
Ar[K]. Therefore, if X 4 specT[(i),,xl] then (i),[,] G o(x), and hence M c 
w(x). Thus in each step L c w(x), so &(A) c w(x). By (l), x = 0, and A is 
stable by Proposition 1 (we take b as the positive definite matrix G). 
Conversely, assume that for some X # 0 
p= {l,..., nI\QAA)+@. 
It is easy to verify that A[ p] satisfies the conditions 
since Qh( A) = cl Qx( A), it follows from Proposition 
nonzero vector r satisfying 
TX = Ax, h # 0, 
and 
Hx=O. 
By Proposition 1, A is not stable. 
of Proposition 3, and 
4 that there exists a 
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We remark that in view of [2] an n x n irreducible acyclic matrix A, 
which is in Pa, is stable but not &table if and only if it satisfies (1) and 
clP(A)# {l,..., n }. This generalizes the result for tridiagonal matrices in 
Theorem 5 of [4]. 
As a consequence of Theorem 1 we get a characterization of the additive 
D-stable acyclic matrices. It is shown that they happen to be stable acyclic 
matrices in Pa. 
THEOREM 2. Let A be an n x n nonsingular irreducible acyclic matrix. 
Then A is additive D&able if and only if A E PO and 
&(A)= {l,...,n} v’xzo. 
Proof. Clearly, every additive &table matrix is stable and is even in PC 
(e.g. [6]), which implies (1) by the previous theorem. 
Conversely, assume that A E PO and (1) holds. Let B = A + D, where D 
is a nonnegative diagonal matrix, and prove that B is stable. Notice that 
G(B)= G(A), H(B)= If(A), S(B)= S(A), so Q(B)= Q(A). Furthermore, 
P(A) c P(B), B E PO, and since A is nonsingular, then so is 6. Assume that 
B is not stable. By Theorem 1 there exists X # 0 such that Qx( B) # { 1,. . . , n }. 
It is easy to verify that A satisfies the conditions of Proposition 4 [choosing 
L = Qx(13)], so, as in the proof of the previous theorem, we get a contradic- 
tion to the stability of A. Hence B is stable, so A is additive D-stable. n 
Recall that a matrix A is called semistable if its eigenvalues have 
nonnegative real parts. A is Lkemistable if DA is semistable for every 
positive diagonal matrix D, is additive Dsemistable if A + D is semistable 
for every nonnegative diagonal matrix D, and is diagonally semistable if 
there exists a positive diagonal matrix D such that AD + OAT is positive 
semidefinite. The following characterization of these types of semistability for 
acyclic matrices is a consequence of the previous theorems. 
THEOREMS. Let A be an acyclic matrix. Then the following are equiv- 
alent: 
(i) A is Dsemistable. 
(ii) A is additive Lkemistable. 
(iii) A E PO. 
Furthermme, if A is irreducible, then statements (i), (ii) and (iii) are 
equivalent to 
(iv) A is diagonally semistable. 
STABILITY OF ACYCLIC MATRICES 167 
Proof. Obviously it is sufficient to prove the theorem for irreducible 
matrices. Using arguments similar to those used in [l] and [6], one can show 
that each of (i), (ii), and (iv) implies (iii). To prove that (iii) implies (iv) use 
the matrix Zj as in [l]. To prove that (iii) implies (i) and (ii) observe that 
A,= A + EZ satisfies P(A,)= {l,..., n } for any positive E, so A, is Dstable 
by [2] and is additive D-stable by Theorem 2. Since the eigenvalues of DA, 
and of A, + D depend continuously on E, we get, by decreasing E to 0, that 
A is ssemistable as well as additive Dsemistable. n 
We remark that in general for reducible matrices (iii) does not imply (iv), 
as demonstrated by the matrix 
A=” 
[ 1 0 0’ 
5. REMARKS AND EXAMPLES 
REMARK 1. Theorem 1 characterizes those stable acyclic matrices which 
are in Pa. However, a stable acyclic matrix is not necessarily in PO. For 
example consider the matrix 
A is stable, since it satisfies the Routh-Hurwitz conditions (e.g. [S]), but 
A 4 P,, since det A[{2,3}] = - 1. 
REMARK 2. Theorems 1 and 2 do not hold for matrices which are not 
acyclic. This is demonstrated by the matrix 
G(A) is the triangle 
1 
A 
2 3. 
H(A)= {(1,3), (2,3)], S(A)= (62)). 
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The only Q-set of A is {1,2,3}, and thus &(A)= {1,2,3} for every h. 
Furthermore, A is nonsingular and is in Pa. But A is not stable, since it does 
not satisfy the Routh-Hurwitz conditions. 
The following four examples demonstrate applications of the main results 
to special acyclic matrices. In each example A is a nonsingular irreducible 
acyclic matrix in Pa. 
EXAMPLE 1. Let A be symmetric in signs. Then A is stable as well as 
additive &table. In fact notice that in this case stability, D-stability, additive 
Dstability, and diagonal stability (see Example 2 in [2]) are all equivalent. 
EXAMPLE 2. Let G(A) be a star. Then A is stable if and only if it has a 
positive diagonal entry. Here stability, Dstability, and additive Dstability are 
equivalent. 
EXAMPLE 3. Let G(A) be a double star, and let i and j be the only 
vertices which are not leaves. Consider two cases: 
(1) H(A)2 {(i,j)}. In th is case A is stable if and only if it has a 
positive diagonal entry. As in the previous example, the three types of 
stability are equivalent. 
(2) H(A)= ((4 j)}. H ere A is stable if and only if either det A[ { i, j }] 
> 0, or there exists k # i, j such that ukk > 0, or T[(i),] and T[(j),] do not 
have a common nonzero eigenvalue. In the first two possibilities, the three 
stability types are again equivalent. An example of a matrix in PO of the third 
subcase is 
A= -’ ; ; ;. 
i 0 
0 
o-2 1 0 0 i 
Notice that A is stable but not Dstable. 
The author is grateful to Professor David Carlson for his comments and 
suggestions. 
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