Relations between posttraining reinforcer devaluation and Pavlovian-instrumental transfer were examined in 2 experiments. When a single reinforcer was used, extended training of the instrumental response increased transfer but reduced devaluation effects. When multiple instrumental reinforcers were used, both reinforcer-specific transfer and devaluation effects were less influenced by the amount of instrumental training. Finally, although reinforcer devaluation decreased both Pavlovian conditioned responses and baseline instrumental responding, it had no effect on either single-reinforcer or reinforcer-specific transfer. These results indicate that transfer and reinforcer devaluation can reflect different aspects of associative learning and that the nature of associative learning can be influenced by parameters such as the amount of training and the use of multiple reinforcers.
Modern views of Pavlovian conditioning stress the variety of consequences of arranging relations among environmental events, including the formation of associations between memorial representations of those events and the conditioning of overt motor behavior and emotional responses (e.g., Holland, 1997; Rescorla, 1988) . Historically, Pavlovian conditioning has been assigned an especially important role in emotional learning (Bindra, 1974; Rescorla & Solomon, 1967) . The establishment of a predictive relationship between a relatively neutral conditioned stimulus (CS) and a motivationally significant unconditioned stimulus can endow that CS with a variety of powers that are often characterized as motivational or emotional. For example, the conditioning of fear or incentive motivation to a CS paired with electric shock or food delivery is often thought to enable such a CS to reinforce later Pavlovian or instrumental learning (Fantino, 1977; Heth & Rescorla, 1973; Thomas, Berman, Serednesky, & Lyons, 1968) and to modulate the performance of conditioned responses (CRs) or unconditioned responses (Estes, 1943; Holland & Gallagher, 2003; Holland, Petrovich, & Gallagher, 2002; Rescorla & Solomon, 1967; Weingarten, 1983; Weisz & McInerney, 1990) .
The conditioning of incentive motivation to a CS paired with food is often assessed by observing its ability to enhance instrumental responding for that food. Indeed, this Pavlovianinstrumental transfer effect, presumably reflecting some learned motivational influence of the CS over the instrumental response, is a major assessment tool in many recent investigations of brain mechanisms for incentive learning (Blundell, Hall, & Killcross, 2001; Corbit, Muir, & Balleine, 2001; Dickinson, Smith, & Mirenowicz, 2000; Hall, Parkinson, Connor, Dickinson, & Everitt, 2001; Holland & Gallagher, 2003) .
Despite this recent usage, some uncertainty about the mechanisms of transfer and the range of conditions under which it can be observed remains. For example, many early studies of the effects of presenting Pavlovian CSs for food on instrumental foodreinforced baselines typically found suppression, rather than enhancement, of the instrumental behavior (e.g., Azrin & Hake, 1969; Karpicke, 1978) , and both the amount and pattern of transfer have been found to be sensitive to variations in training parameters (Holland & Gallagher, 2003; Lovibond, 1980 Lovibond, , 1981 .
Notably, some investigators have described Pavlovianinstrumental transfer as mediated by learned expectancies of the reinforcer, which is contingent on both the Pavlovian CS and the instrumental response. For example, according to Trapold and Overmier (1972) , such expectancies may serve as discriminative stimuli for instrumental responding. When the Pavlovian CS evokes the same learned outcome expectancies, its presentation provides additional cues to support the instrumental response. Indeed, in a lengthy series of investigations of the representational content of instrumental learning, Rescorla and his colleagues (e.g., Colwill & Rescorla, 1988 Rescorla, 1990 Rescorla, , 1992 used transfer primarily as an indicant of stimulus-outcome and response-outcome associations, rather than any presumably stimulus-response (S-R) conditioned emotional response. In support of this usage, these investigators typically found transfer only when the Pavlovian and instrumental reinforcers were identical and found no effects or suppressive effects of Pavlovian CSs on instrumental responding if those elements were associated with physically different but motivationally similar reinforcers (e.g., Colwill & Rescorla, 1988 . Presumably, any incentive motivational processes conditioned to a CS by food pellets should be general enough to enhance instrumental responding for hedonically similar but sensorily different reinforcers such as a sucrose solution.
To infer the mediation of learned responding by a representation of the reinforcer, Rescorla and his colleagues used transfer procedures interchangeably with the reinforcer devaluation procedure (Colwill & Rescorla, 1988 Rescorla, 1990 Rescorla, , 1992 . In that procedure, at the conclusion of Pavlovian or instrumental training, the food reinforcer is devalued by pairing it with a toxin or by a motivational manipulation such as satiation. Any performance that is mediated by a representation of that reinforcer then should be reduced when the subject is given the opportunity to respond later in the absence of that reinforcer. In Rescorla's studies, the results of both devaluation and transfer procedures led to the same conclusions about the participation of reinforcer representations in learned behavior. These outcomes support the idea that transfer, like reinforcer devaluation effects, reflects learning about sensory properties of the reinforcer, rather than an S-R, conditioned incentive motivational response.
In the experiments reported in this article, I considered these contrasting views by more closely investigating the relation of transfer and reinforcer devaluation. Specifically, I examined the effects of the amount of instrumental training and the number of reinforcers available on the effects of each of these phenomena separately and on their interaction.
Several studies have reported increased resistance to reinforcer devaluation with extended training of the instrumental response (Adams, 1982; Adams & Dickinson, 1981; Dickinson, Balleine, Watt, Gonzalez, & Boakes, 1995) . This observation is often interpreted as a progressive shift in control of instrumental responding from response-outcome associations to S-R associations. If transfer reflects a general motivational influence of Pavlovian CSs, then perhaps that influence would be greater when the instrumental response is more supported by S-R associations than when it is mediated by specific response-reinforcer representations. Thus, from this perspective, one might anticipate greater transfer with extended training of instrumental responding despite reduced sensitivity to reinforcer devaluation.
By contrast, Colwill and Rescorla (1985) and Colwill and Triola (2002) found equivalent or greater sensitivity of extensively trained instrumental responses to reinforcer devaluation. Notably, in those experiments, the rats received instrumental training with multiple responses and reinforcers, whereas in Dickinson's experiments, the rats were typically trained with a single response and reinforcer. These different training procedures may have encouraged instrumental learning of different representational content. Experiment 2 of the research presented here compared transfer and reinforcer devaluation after different amounts of instrumental training with either a single reinforcer or multiple reinforcers.
A final question concerns the interaction of reinforcer devaluation and transfer effects. Although devaluation procedures are thought to act on sensory properties of reinforcers that mediate CRs to Pavlovian CSs (e.g., Colwill & Motzkin, 1994; Holland, 1990) , it does not necessarily follow that devaluation of those sensory properties will alter the motivational influences of CSs on instrumental responding. Indeed, using a variety of transfer procedures, Rescorla and his colleagues (e.g., Colwill & Rescorla, 1990; Rescorla, 1994) found that stimuli trained with a particular reinforcer exerted control over responding trained with the same outcome even after devaluation of that outcome. Thus, each of the experiments in the present article examined the effects of reinforcer devaluation on the ability of a Pavlovian CS to enhance instrumental responding.
Experiment 1
Experiment 1 used a between-groups design to examine the effects of the amount of instrumental training on performance in transfer and devaluation tasks. All rats first received Pavlovian pairings of an auditory stimulus with food pellets. Next, separate groups of rats received instrumental lever-press training for food pellets for 1, 5, or 20 sessions. Transfer was then examined in a single test session, in which intermixed presentations of the Pavlovian CS and another, relatively novel auditory stimulus were superimposed on instrumental lever pressing, in the absence of food. After this transfer test, half of the rats in each training condition received food pellet-toxin pairings to induce an aversion to the food reinforcer; the remaining rats received unpaired food pellet and toxin presentations. Finally, the rats received another transfer test, identical to the first one, to assess the effects of reinforcer devaluation on both baseline responding and the display of transfer.
Method
Subjects. The subjects were 36 male Long-Evans rats (Rattus norvegicus; Charles River Laboratories, Raleigh, NC), which weighed 300 -325 g when they arrived in the laboratory vivarium. After 3 weeks with ad-lib access to food and water, the rats were reduced to 85% of their ad-lib weights by restricting their access to food. Throughout the study, the rats lived in individual cages in a colony room illuminated from 6 a.m. to 8 p.m.
Apparatus. The behavioral training apparatus consisted of six individual chambers (22.9 ϫ 20.3 ϫ 20.3 cm) with aluminum front and back walls, clear acrylic sides and top, and a floor made of 0.48-cm stainless steel rods spaced 1.9 cm apart. A dimly illuminated food cup was recessed in the center of one end wall. An infrared photocell placed just inside the food cup was polled (1 kHz) by computer circuitry. Each chamber was enclosed in a sound-resistant shell. A speaker, used to present the auditory CS, was mounted on the inside wall of the inner shell 10 cm above the experimental chamber and even with the end wall opposite the food cup. During instrumental response training and transfer testing, a 2.0-ϫ 2.0-cm lever, which was centered between the food cup and the left wall, 5 cm from the floor, was inserted into the chamber. Ventilation fans provided masking noise (70 dB). Constant dim illumination was provided by a 6-W lamp behind a dense red lens mounted next to the speaker.
Procedure. An outline of the procedure of Experiment 1 is given in Table 1 . The rats first received two 32-min sessions in which they were trained to eat from the recessed food cups. In each session, there were eight deliveries of a single 45-mg food pellet (P.J. Noyes Co., Lancaster, NH) presented with intertrial intervals that ranged from 2 to 6 min (M ϭ 4 min). Next, all rats received eight 30-min Pavlovian conditioning sessions, each of which included six reinforced presentations of a 2-min auditory CSϩ. Four food pellets were delivered randomly during each CSϩ presentation; pellet delivery was equally likely at the beginning of each 10-s bin throughout the CSϩ. For half of the rats, CSϩ was an 80-dB white noise, and for the other half, it was an 80-dB, 1500-Hz tone. In a ninth conditioning session, also 30 min in length, there were four reinforced presentations of CSϩ and two nonreinforced 2-min presentations of the other auditory stimulus (CSo) during which no food pellets were delivered. During all of these sessions, the intertrial intervals were variable within a range of 2.5 to 7.5 min (M ϭ 5 min).
The rationale for this Pavlovian conditioning procedure, similar to the procedures used extensively by Dickinson (e.g., Dickinson et al., 2000) and those used previously in my laboratory (Holland & Gallagher, 2003 , Experiment 1), deserves comment. First, the moderate average delay to food delivery was chosen to encourage the establishment of associations with both motivational CRs and sensory properties of the reinforcer. Some authors (e.g., Brandon & Wagner, 1991; Konorski, 1967) have suggested that the learning of motivational CRs is favored by long delay to reinforcement, whereas sensory learning is favored by the use of relatively short reinforcer delays. Second, the delivery of food on a semirandom basis was intended to reduce the impact of response timing on the assessment of Pavlovian-instrumental interactions. Many authors have found that overt Pavlovian appetitive CRs are maximal at times close to the normal food delivery time (e.g., Gallistel & Gibbon, 2000; Holland, 2000; Kirkpatrick & Church, 2000; Lattal, 1999) . If a similar pattern were to hold for supposed emotional CRs, then the influence of those CRs on instrumental responding might be confined to limited portions of the CS interval (see Holland & Gallagher, 2003 , Experiment 2 for evidence for this assertion). Third, use of a relatively novel (two prior presentations) auditory stimulus (CSo) as a comparison stimulus was intended to minimize the contributions of both unconditioned suppression of responding to novel stimuli and experience-dependent suppression, which are often produced by stimuli that are extensively nonreinforced in discrimination procedures. These properties seem more critical for a control than for operational similarity, such as equal numbers of durations of presentations.
Instrumental conditioning and Pavlovian-instrumental transfer tests. The rats then received training of instrumental lever pressing followed by transfer testing. First, the levers were inserted into the chambers, and the rats were trained to respond for food pellet reinforcement. To encourage initial responding, each lever was smeared with a small quantity of a paste of lab chow and water prior to the session. In a single 60-min session, each response was followed by 1 food pellet until a rat had earned 50 pellets, at which time it was removed from the chamber. Then, the rats received two 30-min sessions in which responding was reinforced on a random interval (RI) 30-s schedule. Next, the rats were divided into three independent groups (ns ϭ 12) and given two, five, or twenty 30-min sessions of lever pressing on an RI 60-s schedule. This schedule was chosen because some evidence suggests that after extensive training (Dickinson & Nicholas, 1983a , 1983b Dickinson, Nicholas, & Adams, 1983) , use of relatively lean interval schedules encourages the maintenance of responding by S-R associations. The initiation of this training was staggered so that all groups received their final instrumental training session (and all subsequent sessions) on the same days. Rats not being trained were weighed and fed daily, as usual, to reduce handling differences among the groups. After an additional Pavlovian conditioning reminder session that comprised four reinforced CSϩ and two nonreinforced CSo trials, the rats received a single 30-min transfer test session in which three presentations of each of the two CSs were superimposed on instrumental responding. No food was delivered at any time in this test session.
To restore Pavlovian and instrumental responding prior to the devaluation phase, the rats received an additional Pavlovian reminder session, identical to the first one, followed by another lever-press training session. In the 4-day devaluation phase, an aversion was established to the food pellet reinforcer in half of the rats in each group (paired condition) and not in the other half (unpaired condition). On Days 1 and 3, rats in the paired condition received 10-min access to 100 food pellets, placed in bowls in their home cages, followed by an injection of 0.3 mol lithium chloride (LiCl; 5 ml/kg); rats in the unpaired condition received the LiCl injections but no bowls or food pellets. On Days 2 and 4, the unpaired rats received 10-min access to 100 food pellets in the bowls in their home cages, and the paired rats received no explicit treatment. After another transfer test, identical to the first one, designed to evaluate the effects of food devaluation on baseline lever pressing, stimulus-elicited food-cup responding, and Pavlovian-instrumental transfer, the food aversion was assessed in the home cages with a final consumption test similar to the aversion training trials except that no toxin was administered.
Response measures. Because food was delivered throughout the CSϩ during the Pavlovian conditioning phase, conditioned and unconditioned behaviors could not be distinguished in that phase. I recorded three measures of Pavlovian conditioning to the auditory stimuli in the transfer tests, Group One: CSϩ in which food was not presented: the rate of food-cup entries, the latency of the first food-cup entry, and the percentage of time spent in the food cup. Although I have typically used the last measure as my primary index of Pavlovian conditioning in previous studies, in the present studies I used cup-entry rate because it was most comparable to the rate measures of instrumental lever-press responding. As a summary measure of transfer, I computed a simple index of discriminated responding: the difference between the instrumental response rates in CSϩ and CSo. I also reported the absolute rates during CSϩ, during CSo, and during 2-min dummy trials that provided a measure of baseline responding in the absence of any stimulus. Data analysis. Lever-press and cup-entry rates were subjected to separate analyses of variance (ANOVAs) with group (2, 5, or 20 training sessions); test period (CSϩ, CSo, or baseline); and for the final transfer test, devaluation condition (food paired or unpaired with LiCl) as variables. Within these ANOVAs, contrasts of CSϩ and CSo responding (essentially, the transfer difference scores) served as the primary test of transfer effects. The level of significance adopted for the ANOVAs and all planned (twotailed) individual least significant difference comparisons, including analyses of simple main effects, was p Ͻ .05.
Results
Pavlovian and instrumental training proceeded rapidly. By the last day of instrumental training, the lever-press rates were 5.9 Ϯ 1.1, 8.9 Ϯ 1.3, and 6.9 Ϯ 1.3 (M Ϯ SEM) responses/min in Groups 2, 5, and 20, respectively. Figure 1 shows performance during the first transfer test. Figure  1A shows the lever-press rates during the CSϩ, CSo, and baseline periods, and Figure 1B shows the CSϩ minus CSo measure of transfer. Transfer increased with the number of training sessions; lever pressing during CSϩ, but not during CSo or baseline periods, was an increasing function of the amount of training. At the same time, the rates of food-cup entry (17.8 Ϯ 1.9, 16.8 Ϯ 2.3, and 17.4 Ϯ 2.1 responses/min during CSϩ in Groups 2, 5, and 20, respectively) were unaffected by the amount of instrumental training (F Ͻ 1), which is not surprising because each group received the same amount of Pavlovian CSϩ training.
A Group ϫ Test Period ANOVA of lever-press responding showed significant effects of group, F(1, 33) ϭ 35.82; test period, F(2, 66) ϭ 30.34; and the Group ϫ Test Period interaction, F(4, 66) ϭ 10.86. Subsequent tests of the simple effects of group were significant for both CSϩ responding and transfer difference scores, Fs(2, 33) Ͼ 13.38, ps Ͻ .01, but not for either CSo or baseline responding (Fs Ͻ 1). Individual comparisons showed the transfer difference scores of Group 20 to be significantly greater than those of Group 5, which in turn were significantly greater than those in Group Two (which showed no evidence for transfer; F Ͻ 1).
Despite the substantially different amounts of prior exposure to the pellets in each group, the food aversion was acquired to a comparable degree in each group. On the final test trial, the mean food pellet consumption was 5.8 Ϯ 2.0, 6.8 Ϯ 2.4, and 4.0 Ϯ 2.1 pellets in the paired rats in Groups 2, 5, and 20, respectively, and 56.7 Ϯ 7.3, 54.8 Ϯ 8.7, and 55.0 Ϯ 4.9 pellets in the corresponding unpaired rats. A Group ϫ Devaluation Condition ANOVA showed a significant effect of devaluation condition, F(1, 30) ϭ 160.75, and no effect of group or Group ϫ Devaluation Condition interaction (Fs Ͻ 1).
Food-cup behavior during the Pavlovian CSϩ was reduced equally by devaluation in all three groups (see Table 2 ). An initial Group ϫ Devaluation Condition ϫ Test Period ANOVA showed only a reliable effect of test period, F(2, 60) ϭ 68.50, and a reliable Devaluation Condition ϫ Test Period interaction, F(2, 60) ϭ 5.25. A Group ϫ Devaluation Condition ANOVA for food-cup responding during CSϩ showed only a significant devaluation condition effect, F(1, 30) ϭ 6.81; neither the effect of group nor the Group ϫ Devaluation Condition interaction was reliable (Fs Ͻ 1). Similar ANOVAs revealed no reliable effects or interactions for CSo or baseline responding (Fs Ͻ 1). Figure 2 shows lever-press responding in the postdevaluation transfer test. Food devaluation reduced baseline lever pressing (see Figure 2A ) after 2 and 5 training sessions but not after 20 sessions. Despite these effects of food devaluation on instrumental lever Figure 1 . Mean rates (ϮSEMs) of instrumental lever-press responding in the first transfer test session in Experiment 1 (A), and the difference between response rates during CSϩ and CSo in that test (B), which served as the measure of transfer. The group names refer to the number of sessions of instrumental response training received. CSϩ refers to the previously reinforced conditioned stimulus. CSo refers to the previously nonreinforced conditioned stimulus.
pressing and on food-cup entry controlled by the Pavlovian CSϩ (described previously), the ability of CSϩ to augment lever pressing (transfer) was unaffected by devaluation (see Figure 2B ). The performance of Group 5 is particularly noteworthy because those rats showed both transfer and devaluation effects on baseline instrumental responding.
A Group ϫ Devaluation Condition ϫ Test Period ANOVA of lever pressing showed reliable main effects of each variable, as well as a significant Group ϫ Test Period interaction, F(4, 60) ϭ 8.48. Simple comparisons of the effects of devaluation condition on baseline lever-press responding in each group showed significant effects in Groups 2 and 5, Fs(1, 30) Ͼ 4.28, but not in Group 20 (F Ͻ 1). By contrast, ANOVAs of lever-press responding during CSϩ (see Figure 2C ) and of the transfer difference scores showed reliable main effects of group, Fs(2, 30) Ͼ 12.90, but not of devaluation, F(1, 30) ϭ 1.60 for CSϩ and for transfer difference scores F Ͻ 1. Individual comparisons showed significantly greater CSϩ responding and transfer scores in Group 20 than in Group 5, which in turn showed greater responding than in Group Two. ANOVA of lever-press responding during CSo (see Figure 2D ) showed no significant effects or interactions, Fs(2, 30) Ͻ 1.85. Note. Entries are in responses/minute. CSϩ ϭ previously reinforced conditioned stimulus; CSo ϭ previously nonreinforced CS.
Figure 2. Mean rates (ϮSEMs) of instrumental lever-press responding in the test session conducted after devaluation of the food reinforcer in the paired, but not unpaired, rats in Experiment 1. A: Baseline response rates. B: The difference between response rates during CSϩ and CSo, the primary measure of transfer. C and D: Lever-press rates during CSϩ and CSo, respectively. The group names refer to the number of sessions of instrumental response training received. CSϩ refers to the previously reinforced conditioned stimulus. CSo refers to the previously nonreinforced conditioned stimulus.
The expression of transfer and the sensitivity of instrumental responding to reinforcer devaluation were differentially affected by the amount of instrumental response training. The Pavlovian CSϩ enhanced the rate of the instrumental response when it was moderately (5 sessions beyond initial training) or extensively (20 sessions) trained but not when it was minimally trained (2 sessions). By contrast, baseline instrumental responding was reduced by devaluation of the food reinforcer after minimal and moderate amounts of instrumental training but not after extensive training. Furthermore, although the ability of the Pavlovian CSϩ to control food-cup responding was reduced after that devaluation, its ability to enhance instrumental responding (Pavlovian-instrumental transfer) was not. It is especially notable that this failure of food devaluation to affect transfer was observed in Group 5, in which the devaluation procedure did affect baseline instrumental responding. Taken together, these results indicate that these various manifestations of associative learning are dissociable and may reveal different aspects of associative representations. They are consistent with the notions described in the introduction. Early in training, instrumental responses are more governed by detailed response-outcome information and less influenced by more general motivational factors, but as training proceeds, instrumental responses take on automated or S-R characteristics, which are more readily influenced by conditioned incentive. Furthermore, the ability of Pavlovian CSs to enhance instrumental responding is separable from their ability to elicit CRs.
It might be argued that the findings of Experiment 1, in particular, with regard to devaluation, are weakened because the amount of instrumental training was confounded by the amount of exposure to the reinforcer. Adams (1982) noted that simple exposure to the reinforcer can be sufficient to reduce the impact of devaluation procedures on instrumental responding. This extended exposure might, for example, produce latent inhibition of acquisition of the taste aversion. However, in Experiment 1, it is notable that neither the magnitude of the flavor aversion nor the magnitude of the devaluation effect on Pavlovian food-cup responding differed among the groups; only the instrumental devaluation effect was affected. Nevertheless, Experiment 2 was designed to eliminate this confound between amount of training and amount of exposure to the reinforcer.
Experiment 2
The increasing insensitivity of instrumental responding to reinforcer devaluation with extended training observed in Experiment 1 is consistent with a number of previous reports from Dickinson's laboratory (e.g., Adams, 1982; Adams & Dickinson, 1981; . However, Colwill and her colleagues (Colwill & Rescorla, 1985; Colwill & Triola, 2002) found that instrumental responding remained sensitive to reinforcer devaluation regardless of the amount of training.
Experiment 2 examined the possibility that these differing results reflected the establishment of different representational contents of instrumental training in those studies. Whereas the studies from Dickinson's laboratory used a single response and reinforcer, studies from Colwill's and Rescorla's laboratories involved multiple responses and multiple reinforcers. The use of multiple reinforcers may encourage the maintained mediation of instrumental responding by the sensory properties of those reinforcers that are devalued in flavor aversion training and, hence, ensure extended sensitivity to reinforcer devaluation.
The basis of transfer effects may also differ under conditions of single and multiple reinforcers. Following Trapold and Overmier (1972) , Rescorla (1988 Rescorla ( , 1990 argued that the transfer effects he reported reflected signaling rather than motivational effects; that is, Pavlovian CSs enhance instrumental responses only if both activate similar reinforcer representations. Indeed, Rescorla and his colleagues (Colwill & Rescorla, 1988 Rescorla, 1988 Rescorla, , 1990 typically observed transfer only when both the Pavlovian CS and instrumental responses were associated with the same reinforcer. Pavlovian CSs had either no effects or suppressive effects on instrumental responding that was reinforced with a reinforcer different from that paired with the CS (e.g., food pellets and sucrose). A more purely motivational account of transfer might anticipate that CSs paired with such motivationally similar reinforcers would produce at least some enhancement of instrumental responding (e.g., Dickinson & Dawson, 1987) . Likewise, recent findings have implicated the involvement of different brain systems in transfer, depending on whether a single or multiple reinforcers were used. Whereas the display of a selective transfer when multiple responses and reinforcers were used was dependent on the integrity of the basolateral amygdala (Blundell et al., 2001 ), the expression of transfer when training involved a single reinforcer was unaffected by destruction of that brain region Holland & Gallagher, 2003) . Thus, the use of multiple reinforcers may encourage specific transfer, perhaps at the expense of more general transfer.
In Experiment 2, I directly compared the effects of different amounts of instrumental response training, with either one or two reinforcers, on the display of transfer and reinforcer devaluation effects. After Pavlovian training of two CSs with either one or two different reinforcers, the rats were given moderate amounts of instrumental training of one response and extended training of another response. These responses were reinforced with either the same or different reinforcers. As in Experiment 1, I then examined transfer and reinforcer devaluation effects. From the views described above, when the rats were trained with two instrumental reinforcers, one might have expected that early in training of an instrumental response there would be reinforcer-specific and not general (across-reinforcer) transfer effects, but with extended training, there might have been more substantial general transfer. By contrast, when rats were trained with a single reinforcer, more general transfer might have been expected at all training levels but increasing with greater amounts of training, as demonstrated in Experiment 1.
The treatment of Group One was designed to replicate and extend the results of Experiment 1 in a within-subjects design in which the amounts of instrumental training and exposure to the reinforcer were not confounded. As in Experiment 1, the rats in Group One received exposure to a single reinforcer in both Pavlovian and instrumental training phases. The treatment of rats in Group One/Two was intended to evaluate the reinforcer specificity of transfer and devaluation after instrumental training with a single reinforcer. Prior to single-reinforcer instrumental training, the rats in Group One/Two received Pavlovian training with two reinforcers (food pellets and liquid sucrose). Finally, the rats in Group Two received both Pavlovian and instrumental training with these two different reinforcers to determine whether instrumental training with multiple reinforcers influenced the nature of transfer and devaluation.
Method
Subjects and apparatus. The subjects were 48 male Long-Evans rats, similar to those tested in Experiment 1, and were maintained in the same manner. The apparatus consisted of eight experimental chambers, including the six used in Experiment 1 and two additional similar ones. During the instrumental response training and transfer testing, the lever used in Experiment 1 and a chain, which was hung from the ceiling midway between the food cup and the left wall, to within 10 cm of the floor, were made available in each chamber. In addition, for the rats in Group Two, a metal paddle was exposed in each chamber during those sessions. It was mounted behind a 2.5-cm diameter hole in the front wall, 10 cm above the floor, and midway between the food cup and the right wall.
Procedure. Table 1 shows an outline of the procedure of Experiment 2. The rats in Groups One and Two were run concurrently, whereas the rats in Group One/Two received their training at a later date. In each phase of the experiment, the treatment of Group One/Two was identical to that of either Group One or Group Two; in each case the identical computer setup files were used so that all aspects of the procedure, such as trial sequences, intertrial intervals, and reinforcer setup times, were identical.
The rats first received two 32-min sessions in which they were trained to consume the reinforcers from the recessed food cup. Half of the rats (n ϭ 8) in Group One received eight deliveries of a single 45-mg food pellet in each of these sessions, and the other half (n ϭ 8) received eight 0.2-ml deliveries of 0.2 mol sucrose solution. All of the rats in Group One/Two and in Group Two received pellets in the first session and sucrose in the second.
Next, all rats received Pavlovian conditioning sessions, each of which included six reinforced presentations of a 2-min auditory CS. In each session, four reinforcers were delivered randomly during each CS presentation; reinforcer delivery was equally likely at the beginning of each 10-s bin throughout the CSϩ. In Group One, there were eight conditioning sessions given daily at about 8 a.m. In that group, the reinforcer outcome (O1) was that used in food-cup training (either pellets or sucrose), and the identities of the reinforcer and the auditory CSϩ (white noise or 1500-Hz tone) were completely counterbalanced. The first seven sessions were each 30 min in duration and included only reinforced CSϩ trials, but the eighth session was 40-min long and included two additional, nonreinforced presentations of the other stimulus (tone or noise). In Groups One/Two and in Group Two, there were sixteen 30-min sessions given twice daily between 7 a.m. and 9 a.m. and between 2 p.m. and 4 p.m. On each day, one session included pairings of one auditory CS (CS1; noise or tone) with one of the reinforcer outcomes (O1), and the other session included pairings of the other CS (CS2; tone or noise) with the other reinforcer outcome (O2). The order of the sessions in this phase was randomized such that each type of session was equally likely in the morning and afternoon. During all sessions, the intertrial intervals were variable within a range of 2.5 to 7.5 min (M ϭ 5 min).
Instrumental conditioning and Pavlovian-instrumental transfer tests. The rats then received extended training of one instrumental response (R1; lever pressing or chain pulling) and brief training of a second response (R2; chain pulling or lever pressing) followed by transfer testing. Initial training of each response followed the procedure of Experiment 1. In Group One and in Group One/Two, both responses were trained with the same reinforcer outcome (O1; pellets or sucrose), and in Group Two, R1 was trained with one outcome (O1), and R2 and R3 were trained with the other (O2). In Group Two, a third response (R3; paddle pushing) was also trained to equate the number of presentations of O1 and O2 in Group Two despite considerably different amounts of training of R1 and R2. Adams (1982) noted the importance of this variable in reinforcer devaluation effects.
In the instrumental conditioning phase, the rats first received two 30-min sessions in which R1 and R2, respectively, were reinforced on RI 30-s schedules. The rats in Group One/Two and in Group Two then received one 30-min session in which R3 was reinforced on an RI 30-s schedule. This and all subsequent R3 training sessions were administered in the afternoon. Next, the rats in both groups received 19 additional training sessions with R1, reinforced on an RI 60-s schedule and intermixed with 4 sessions in which R2 was reinforced on an RI 60-s schedule. In this phase, the rats in Group Two also received 14 additional sessions in which R3 was reinforced (with O2) on an RI 60-s schedule. Thus, the rats in Group Two had equivalent response-contingent exposure to both reinforcers (20 sessions) despite the different amounts of training with RI (20 sessions) and R2 (5 sessions).
Next, the rats received Pavlovian conditioning reminder training. The rats in Group One received a single 40-min session with six CSϩ and two CSo presentations. The rats in Group One/Two and in Group Two received two 30-min reminder sessions, one with CS1 and one with CS2. Finally, all rats received two 30-min transfer test sessions in which three presentations of each of the two Pavlovian stimuli were superimposed on instrumental responding. R1 was available in one of these sessions, and R2 was available in the other; the order of these sessions was counterbalanced within each group. No reinforcers were delivered in these tests. R3 responding was not evaluated.
Reinforcer devaluation tests. The rats were then given Pavlovian reminder sessions identical to the previous ones and one retraining session with each of R1 and R2 in preparation for tests of the effects of reinforcer devaluation. For the reinforcer devaluation, an aversion was established to the food pellet or sucrose reinforcer over 4 days. On Days 1 and 3, half of the rats in each group received 10-min access to O1 (100 food pellets or 9 ml sucrose), placed in bowls in their home cages, followed by an injection of 0.3 mol LiCl (5 ml/kg). On Days 2 and 4, these rats received 10-min access to O2, placed in bowls in their home cages, but toxin was not administered. For the other half of the rats in each group, O2 was paired with LiCl, and O1 was presented without LiCl. The effects of the devaluation procedure on instrumental baseline and transfer R1 and R2 responding were then assessed in two 30-min transfer test sessions identical to the previous ones. Finally, consumption of O1 and O2 was assessed in the home cages on 2 successive days. Each consumption test trial was identical to the trials used in taste aversion training except that no LiCl was administered. Test order was counterbalanced with respect to the identity of the food (pellets or sucrose) and to whether a food had served as O1 or O2.
Results
Pavlovian and instrumental conditioning proceeded as in Experiment 1. In the final instrumental training sessions, the rates of R1 and R2 responding in Group One were 11.6 Ϯ 1.2 and 9.7 Ϯ 1.5 responses/min, respectively, and the rates of R1, R2, and R3 responding were 10.3 Ϯ 1.5, 11.1 Ϯ 1.6, and 9.9 Ϯ 2.6 in Group One/Two and 10.1 Ϯ 2.2, 9.8 Ϯ 1.2, and 9.9 Ϯ 1.4 responses/min in Group Two. Figure 3 shows R1 and R2 responding in the first transfer test sessions, which were conducted prior to reinforcer devaluation. Several features of these data are especially notable. First, in all three groups, transfer was greater for the extensively trained R1 response than for the more briefly trained R2 response. In Group One ( Figure 3A) , CSϩ controlled more instrumental responding than CSo, and that difference was more pronounced with R1 than with R2. This result replicated, in a within-subjects design, the principal finding of Experiment 1. Second, in Group One/Two ( Figure 3B ), which received instrumental training with only one reinforcer but received Pavlovian training with two reinforcers, transfer was not reinforcer specific. Both CSs augmented both instrumental responses. Third, in Group Two ( Figure 3C ), which was trained with two instrumental reinforcers, transfer was highly reinforcer-specific: Instrumental responding for each reinforcer was augmented more by the Pavlovian stimulus that had been paired with the same reinforcer than by the Pavlovian CS that had been paired with the other reinforcer. Finally, the amount of that reinforcer-specific transfer in Group Two, as measured by the difference between responding during the same-reinforcer and different-reinforcer CSs, was unaffected by the amount of training. However, greater nonspecific transfer (augmentation of responding by the different-reinforcer Pavlovian CS) was observed with more training in that group.
The data from each group were analyzed separately. In all cases, the level of stastical significance was set at p Ͻ . , and in Group Two (C). Group One and Group One/Two received instrumental training with only one reinforcer, whereas Group Two received instrumental training with two reinforcers. Group One received Pavlovian training with only one reinforcer, but Group One/Two and Group Two received Pavlovian training with two reinforcers. R1 and R2 refer to the extensively and minimally trained instrumental responses, respectively. CSϩ and CSo refer to the previously reinforced and nonreinforced conditioned stimuli (CSs) in Group One. CS same refers to the CS that was previously paired with the same reinforcer as was previously contingent on the instrumental response being tested. CS different refers to the CS that was previously paired with the other reinforcer. considerable reinforcer specificity in Group Two. This specificity was evaluated within the ANOVA by a contrast of CS-same and CS-different scores. Transfer was reinforcer-specific for both R1 and R2: The rate of both responses was enhanced more by CS same than by CS different, F(1, 15) ϭ 23.21 for R1 and F(1, 15) ϭ 15.95 for R2, and the magnitude of that difference did not differ significantly between R1 and R2, F(1, 15) ϭ 2.05.
The results of the final test of consumption of O1 and O2 (see Table 3 ), conducted after taste aversion training, showed that specific aversions were formed to each reinforcer across groups. Separate Group (Group One, Group One/Two, or Group Two) ϫ Devaluation Contingency (O1 paired or O2 paired) ϫ Test Reinforcer (O1 or O2) ANOVAs for pellet and liquid consumption showed only a significant Devaluation Contingency ϫ Test Reinforcer interaction, Fs(1, 36) ϭ 367.81 and 121.76, respectively. Figure 4 shows the results of the postdevaluation transfer. Five features of these data are notable. First, as in the predevaluation tests, transfer was greater after extended training (R1; left panels of Figure 4 ) than after moderate training (R2; right panels of Figure  4 ) in all three groups. Second, transfer was substantially reinforcer-specific in rats trained with two instrumental reinforcers (Group Two; bottom panels of Figure 4 ) but not in rats trained with a single instrumental reinforcer (Group One/Two; middle panels of Figure 4 ). Third, in rats trained with a single instrumental reinforcer (Group One [top panels of Figure 4 ] and Group One/Two, devaluation of that reinforcer (O1) had no effect on baseline levels of the extensively trained R1 but had substantial effects on the moderately trained R2. Fourth, in rats trained with two instrumental reinforcers (Group Two), devaluation of each reinforcer selectively reduced responding trained with that reinforcer regardless of the amount of training (R1 or R2). Finally, in all three groups, the magnitude of transfer was unaffected by the devaluation procedure.
The data were analyzed separately for each group. In each case, the data were subjected to an initial three-way Devaluation (O1 or O2) ϫ Response (R1 or R2) ϫ Test Period (CSϩ, CSo, or baseline in Group One, and CS same, CS different, or baseline in the other groups) ANOVA. The occurrence of transfer was assessed within that ANOVA by contrasting CSϩ and CSo responding (Group One) or by contrasting CS-same or CS-different responding with baseline responding (Group One/Two and Group Two). These analyses were followed by Devaluation ϫ Response ANOVAs for each test period and for transfer (Group One, CSϩ minus CSo) or transfer specificity (Group One/Two and Group Two, CS-same minus CS-different) scores.
In Group One, in which both responses were trained with a single reinforcer (O1), the three-way ANOVA showed significant effects of response, F(1, 14) ϭ 31.24, and test period, F(2, 28) ϭ 51.37, and significant interactions between response and devaluation, F(1, 14) ϭ 4.43, and between response and test period, F(2, 28) ϭ 12.73. Transfer was significant for both responses, Fs(1, 14) Ͼ 22.90. ANOVA of transfer difference scores showed a reliable effect of response, F(1, 14) ϭ 7.28, but there was no effect of devaluation nor a Devaluation ϫ Response interaction (Fs Ͻ 1) for that measure. Baseline R2 responding was reduced by deval- uation, F(1, 14) ϭ 5.24, but baseline R1 responding was not (F Ͻ 1).
In Group One/Two, in which R1 and R2 were trained with the same reinforcer but the two CSs were paired with different reinforcers, the initial three-way ANOVA showed significant effects of response, F(1, 14) ϭ 25.85, and test period, F(2, 28) ϭ 53.30, and a significant Response ϫ Test period interaction, F(2, 28) ϭ 7.42. Devaluation ϫ Response ANOVAs of transfer difference scores for both CS same and CS different showed significant effects of response, Fs(1, 14) Ͼ 56.00, and both CS-same and CS-different transfer scores were greater for R1 than for R2, Fs(1, 14) Ͼ 14.27. Contrast of CS-same and CS-different responding within the initial three-way ANOVA yielded no significant specificity effect (F Ͻ 1) or interactions with that effect, Fs(1, 14) Ͻ 2.44. Likewise, there were no significant devaluation or Devaluation ϫ Response interaction effects for CS-same, CS-different, or transfer scores (Fs Ͻ 1). However, a comparable ANOVA of baseline responding revealed a significant Devaluation ϫ Response interaction, F(1, 14) ϭ 8.84. Only the devaluation effect for R2 was significant, F(1, 14) ϭ 8.19; for R1, F Ͻ 1.
In Group Two, in which R1 and R2 were trained with different reinforcers, the initial three-way ANOVA showed significant effects of response, F(1, 14) ϭ 9.14, and test period, F(2, 28) ϭ 28.64, and significant Response ϫ Devaluation, F(1, 14) ϭ 10.82, and Response ϫ Test Period, F(2, 28) ϭ 26.78, interactions. Devaluation ϫ Response ANOVAs of transfer difference scores for both CS same and CS different showed significant effects of response, Fs(1, 14) Ͼ 13.66. Transfer during CS same was significant for both responses, Fs(1, 14) Ͼ 11.52, but transfer during CS-different was significant only for R1, F(1, 14) ϭ 7.77; for R2, F Ͻ 1. Transfer was specific (more responding to CS same than to CS different) for both responses, Fs(1, 14) Ͼ 15.94, and an ANOVA of transfer specificity scores showed a significant effect of response, F(1, 14) ϭ 4.60. There were no significant devaluation or Devaluation ϫ Response interaction effects for any of these measures, Fs(1, 14) Ͻ 2.67. However, a comparable ANOVA of baseline responding revealed both a main effect of devaluation, F(1, 14) ϭ 27.81, and a Devaluation ϫ Response interaction, F(1, 14) ϭ 4.97. The effect of devaluation was greater for R1, although that effect was significant for both R1, F(1, 14) ϭ 8.22, and R2, F(1, 14) ϭ 5.38.
Although direct comparisons of the performances of Group One/Two and Group Two must be viewed cautiously because those two groups were not run concurrently, it is clear from Figure 3 and Figure 4 that transfer was more reinforcer-specific in Group Two than in Group One/Two and that nonspecific transfer was greater in Group One/Two than in Group Two. Group ϫ Response ANOVAs of transfer specificity scores (CS same minus CS different) in both transfer tests showed significant effects of group, Fs (1, 30) Ͼ 4.54, as did comparable ANOVAs of responding during CS different, Fs (1, 30) Ͼ 9.75. At the same time, C and D) show comparable R1 and R2 responding in Group One/Two after devaluation of either O1 or O2. Both R1 and R2 were trained with O1 in Group One/Two. The bottom panels show R1 responding (E) and R2 responding (F) in Group Two after devaluation of either O1 or O2. In that group, R1 was trained with O1, and R2 was trained with O2. O1 and O2 refer to the two reinforcers (food pellets and sucrose, counterbalanced). R1 and R2 refer to the extensively and minimally trained instrumental responses, respectively. CSϩ refers to the previously reinforced conditioned stimulus (CS). CSo refers to the previously nonreinforced CS. CS same refers to the CS that was previously paired with the same reinforcer as was previously contingent on the instrumental response being tested. CS different refers to the CS that was previously paired with the other reinforcer.
responding during baseline or CS-same periods did not differ across groups (Fs Ͻ 1.50).
Discussion
The results of Experiment 2 confirmed and extended the findings of Experiment 1. As in Experiment 1, when a single reinforcer was used throughout training (Group One), extended training of an instrumental response enhanced its susceptibility to the facilitatory effects of a Pavlovian CS (transfer) but reduced its susceptibility to reinforcer devaluation. Also as in Experiment 1, reinforcer devaluation had no effect on transfer regardless of the amount of training. It is notable that in Experiment 2, reduced sensitivity to reinforcer devaluation occurred with more training despite equivalent exposure to the reinforcer used for both moderate and extended training. The performance of the rats in Group One/Two, in which the instrumental responses were also trained with a single reinforcer but Pavlovian training involved two reinforcers, confirmed the results of Group One and showed that transfer under those conditions was largely reinforcer-general.
The results of Group Two revealed a more complex relation between amount of training and transfer. Relative to baseline responding, both CS same and CS different augmented the extensively trained instrumental response more than they enhanced the moderately trained response, but the reinforcer-specific transfer effect did not differ across the two responses. One account for this pattern of data is that with multiple reinforcers, there were two components to the transfer effect: a more general, perhaps motivational, effect that was affected by the amount of training and a reinforcer-specific signaling effect that was independent of amount of training. It is notable that Rescorla and his colleagues (e.g., Colwill & Rescorla, 1988 Rescorla, 1988 Rescorla, , 1990 , who typically found either no transfer or suppression by stimuli trained with different reinforcers, used minimal instrumental training in most of their studies. Regardless, transfer was unaffected by reinforcer devaluation. However, consistent with Colwill and Rescorla's (1985) findings, instrumental baseline responding remained sensitive to reinforcer devaluation even after extended training in Group Two.
General Discussion
When a single instrumental reinforcer was used, both betweengroups and within-subjects designs showed reciprocal effects of the amount of training on the sensitivity of instrumental responding to reinforcer devaluation and transfer. Furthermore, that transfer was not reinforcer-specific. By contrast, when each rat was trained with two different instrumental reinforcers, instrumental responding remained sensitive to reinforcer devaluation after extended training, and reinforcer-specific transfer was equally prevalent early and late in training. Nevertheless, instrumental responding was more susceptible to a nonspecific transfer effect later in training than earlier.
These results encourage the view that these phenomena reflect different aspects of learning and that the character of instrumental responding changes as training proceeds. Within this view, reinforcer devaluation and specific transfer effects reflect associations between responses and relatively detailed representations of their outcomes and, hence, are greatest when instrumental responding is most governed by such representations. Conversely, nonspecific transfer reflects enhancement of responding by superimposition of a more general facilitatory process and, hence, is greatest when the instrumental response is least governed by its specific consequences. From this perspective, when a single reinforcer is used, the performance of instrumental responding is substantially mediated by detailed response-outcome associations early in training but loses that basis as training proceeds. By contrast, the use of multiple reinforcers, in particular, encourages the use of detailed response-outcome associations in the control of instrumental behavior such that this control persists with extended training. At the same time, however, even when responding mediated by specific response-outcome associations is maintained, extended training encourages the use of an associative structure that is more amenable to general motivational modulation and less sensitive to detailed information about the reinforcer.
Most aspects of these data are consistent with a framework provided by Dickinson and Balleine (2001) . They argued that CSs gain access to motivational functions of the reinforcer, both directly, through associations with those motivational aspects of a reinforcer representation, and indirectly, through associations with sensory features of that representation. General transfer might be mediated by those direct associations, and selective transfer and devaluation effects might be mediated by the indirect associations. The use of multiple reinforcers that differ primarily in sensory attributes might encourage associations of the instrumental responses with those attributes, perhaps by focusing attention on them, whereas extended training, especially with single reinforcers, might reduce the contributions of such associations, as those attributes prove irrelevant to the task. Because general transfer is not mediated by the sensory aspects of the reinforcer representation, it would be immune to devaluation of those aspects. Also, because in all of these cases, instrumental responding is thought to be ultimately mediated by motivational aspects of the reinforcer representation, Dickinson and Balleine's (2001) framework is consistent with both the present examples of reinforcer-specific and nonspecific transfer and earlier evidence that even apparently general transfer can often be shown to be specific to motivationally important aspects of the reinforcer. For example, Dickinson and Dawson (1987) found that instrumental responding trained with a food pellet reinforcer was greater in the presence of a Pavlovian CS for food than a CS for liquid sucrose when the rats were food-deprived, but when the rats were water-deprived, instrumental responding was more frequent in the presence of the sucrosepaired CS produced transfer.
However, the observation in Experiment 2 that even reinforcerspecific transfer was unaffected by devaluation is troublesome for Dickinson and Balleine's (2001) approach. If reinforcer-specific transfer is mediated by associations with the same sensory aspects of the reinforcer representation that mediate devaluation effects, then specific transfer should be reduced by devaluation procedures. Consistent with previous data of Colwill and Rescorla (1990) and Rescorla (1994) , no such effects were found in Experiment 2.
By contrast, the observation that reinforcer devaluation reduced the rates of both overt Pavlovian CRs and baseline instrumental responding but not transfer is consistent with Rescorla's (1994) claim that transfer reflects a signaling role for the CS rather than a motivational one. Within this perspective, both transfer and reinforcer devaluation effects are mediated by the CS's activation of a representation of the reinforcer. In transfer, associatively activated representations of sensory aspects of the reinforcer provide additional cues for appropriate instrumental responding. These sensory representations are unaltered after reinforcer devaluation and may thus continue to provide the additional discriminative cues responsible for transfer. That is, they maintain their perceptual identity regardless of any changes in their value. By contrast, the performance of overt Pavlovian CRs and baseline instrumental responses may be more directly mediated by the value of the reinforcer representation, which is altered by foodtoxin pairings. However, a problem with this approach in explaining the data reported in this article is that if both transfer and devaluation effects are mediated by a CS-activated representation of the reinforcer, then manipulations that enhance one effect might be anticipated to enhance the other as well. To accommodate the observation of inverse sensitivity of these two phenomena to amount of training, one must assume relatively independent acquisition of associations with sensory and value aspects of the reinforcer. This assumption was made by Dickinson and Balleine (2001) , Brandon and Wagner (1994) , and others. Thus, from either signaling or motivational perspectives of transfer, devaluation and transfer effects must be mediated by different aspects of learned associations. Corbit and Balleine (2003) reached a related conclusion from a comparison of transfer and incentive learning (analogous to devaluation) effects on instrumental responding in R1 3 R2 heterogeneous chains. They found that a Pavlovian CS enhanced the rate of the initial response more than that of the terminal response. By contrast, posttraining reexposure to the food reinforcer in a satiated state reduced the rate of the terminal response more than that of the initial response. Corbit and Balleine argued that the initial action was "associated with the most salient feature of the outcome that is itself directly associated with motivational structures that mediate the biological significance of the outcome" (p. 105), whereas the terminal response is "associated with more diffuse, less salient features of the outcome, which are not themselves directly related to the biological significance of the outcome" (p. 105).
The idea that the consequences of associative learning responsible for overt CRs, transfer, and devaluation effects are at least somewhat independent is also supported by the results of a number of recent neural systems analyses of appetitive conditioning. For example, whereas reinforcer devaluation effects are eliminated in rats with lesions of the basolateral amygdala and are unaffected by lesions of the central nucleus of the amygdala (Hatfield, Han, Conley, Gallagher, & Holland, 1996) , transfer is abolished by lesions of the central nucleus and is unaffected by lesions of the basolateral amygdala when only a single reinforcer is used Holland & Gallagher, 2003) . At the same time, neither of those lesions affects the display of overt Pavlovian responses to CSs or baseline instrumental responding in these conditioning situations. Likewise, de Borchgrave, Rawlins, Dickinson, & Balleine (2002) found that lesions of the nucleus accumbens eliminated transfer, but these lesions did not substantially influence baseline instrumental responding or the effects of reinforcer devaluation on baseline instrumental responding. Corbit et al. (2001) found different effects of lesions of the accumbens core and shell on selective transfer and devaluation. Finally, Dickinson et al. (2000) found dissociations in the effects of dopaminergic drugs on transfer and on devaluation effects on baseline instrumental responding.
Findings such as these have led a number of researchers to propose separate Pavlovian and instrumental incentive learning processes. One such proposal, following a framework outlined by Berridge and Robinson (1998) , is that Pavlovian influences on instrumental responding, such as transfer, are controlled by learned changes in affective and motivational properties of reinforcers, which are independent, both behaviorally and neurally, of a learning process whereby incentive value is assigned to a reinforcer on the basis of its hedonic properties (e.g., Dickinson & Balleine, 2001; Dickinson et al., 2000) .
Similar double dissociations have been observed between transfer and other products of appetitive conditioning, including the ability of the CS to enhance consumption of the food reinforcer (Holland & Gallagher, 2003) and the CS's acquisition of reinforcement value (Hatfield et al., 1996) . In this last case, it is notable that J. Parkinson (personal communication, January 24, 2003) found that although repeated reinforcer devaluations reduced overt CRs elicited by a CS, they did not reduce its power to serve as a secondary reinforcer for instrumental learning, which is reminiscent of the present findings with reinforcer devaluation and transfer. Conversely, Wilson, Sherman, and Holman (1981) reported the opposite result: Posttraining pairings of a liquid sucrose reinforcer with LiCl did not reduce baseline or discriminated instrumental responding but did reduce the ability of empty sucrosedipper operation to support that responding in extinction. Given the many procedural variations between those studies, the relation between devaluation and secondary reinforcement remains to be seen.
It is noteworthy that many of these same neural systems investigations have supported the claim that the use of multiple reinforcers encourages different learning than does the use of a single reinforcer. For example, although transfer is unaffected by lesions of basolateral amygdala when a single reinforcer is used, reinforcer-specific transfer is disrupted by those lesions when multiple reinforcers are used (Blundell et al., 2001; Holland & Gallagher, 2003) . Likewise, although the use of associatively activated representations of multiple events to selectively cue responding in a differential-outcome-expectancy task is disrupted by lesions of basolateral amygdala, the solution of control discriminations in which selective outcome expectancies are irrelevant is unaffected by those lesions (Blundell et al., 2001) . Blundell et al. argued that different behavioral and brain systems are recruited in appetitive conditioning when sensory aspects of memorial representations of reinforcers are relevant to the learning tasks at hand and, hence, are more likely to form an important part of those reinforcer representations.
In that regard, it would be valuable to examine the effects of other procedural variations thought to influence the nature of learning in both the Pavlovian and instrumental training phases of experiments like the present ones. For example, would instrumental responses trained with ratio, rather than interval, schedules (thought to enhance control by response-outcome associations; e.g., Dickinson & Nicholas, 1983a , 1983b Dickinson et al., 1983) prove both more susceptible to reinforcer devaluation and less susceptible to transfer? Although a recent study by Corbit and Balleine (2003) showed substantial transfer to responses trained on random ratio schedules, no explicit comparison with interval schedules was made in that study. Likewise, would procedures that are sometimes claimed to promote Pavlovian learning of a more sensory basis, such as the use of short interstimulus intervals or more extended training (Brandon & Wagner, 1991) , produce Pavlovian CRs that are more susceptible to reinforcer devaluation but generate less nonspecific transfer?
