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I. INTRODUCTION
Simulations of molecular systems may involve a fully atomistic description, a coarse-grained approach that often relies upon the molecular shape, or a combination of the two. For atomistic potentials, a rigid-body description of a molecule can reduce the number of degrees of freedom, while retaining all the interatomic interactions. For example, rigid water molecules are commonly employed to speed up molecular dynamics simulations.
1 Applications of such rigid-body representations in computational science are wide-ranging, from crystal structure prediction of small organic molecules, [2] [3] [4] to local rigidification of secondary structures in proteins and other biomolecules. 5, 6 For simulations on longer length scales, coarse-grained descriptions are typically used, which may involve orientation-dependent potentials to describe nonspherical molecules with convex shapes.
7-12
To represent an anisotropic molecule or interaction potential, six degrees of freedom are required (unless the molecule is linear): three for the translation of the center of mass, and three for the orientation. The treatment of translational degrees of freedom is straightforward: they are usually represented by orthogonal Cartesian coordinates. The treatment of rotational degrees of freedom is, on the other hand, more cumbersome, and a number of possible approaches have been proposed, each with its own advantages and disadvantages. For example, the use of Euler angles suffers from singularities at the north and south poles, giving rise to the so-called gimbal lock problem;
13 quaternions are free from singularities, but involve a four-parameter description with a unit norm constraint for three orientational degrees of freedom. 13 Recent work has explored the use of angleaxis variables to represent the rigid-body rotational coordinates. 9, 14 In the angle-axis representation, the orientation of a rigid body relative to a reference geometry is described by a rotation vector p, which denotes the axis of rotation, and the magnitude is the rotation angle around this axis. The main benefits of using this angleaxis representation in the context of energy landscape exploration are that singularities are avoided without involving additional parameters, constrained optimization is not required, it is straightforward to compute the first and second derivatives of the potential energy for a variety of intermolecular potentials, 14 and all calculations may be carried out in a single (laboratory) frame of reference (see appendix A for possible frames of reference). In particular, derivatives with respect to the angle-axis coordinates are system-independent, and can be programmed efficiently.
14
In the present work, we further develop the angle-axis framework and present a number of advances in methodology. We derive a distance measure for angle-axis coordinates, which is invariant to overall translation and rotation. This measure is applied to define a convergence criterion for gradient based geometry optimization procedures to take into account the scaling problem arising from the presence of different types of coordinates. We next consider chain of state methods, 15, 16 especially the doubly 17 -nudged elastic band (DNEB) approach, 18, 19 which has proved to be particularly effective for finding transition states and constructing pathways between pairs of minima. Finally, we explain how to compute normal mode frequencies in the angleaxis framework using a generalized curvilinear coordinate description. 20 These frequencies are needed to calculate thermodynamic properties within the harmonic superposition approximation.
21-23
To provide proof of principle, we apply the angleaxis framework to characterize the potential and free energy landscape of a water cluster containing eight molecules, described by the TIP4P potential.
1 To map the energy landscape, we first employ basin-hopping global optimization 24 to find the global minimum and construct a database of low energy minima. We then use a combination of the doubly 17 -nudged elastic band method 18, 19 and hybrid eigenvector-following 25, 26 to obtain minimum-transition state-minimum triplets. This procedure provides a global survey of the potential energy landscape, which we visualize using disconnectivity graphs.
27,28 Finally, we compute the free energy of the minima and transition states using the harmonic superposition approach, 21, 23 and construct the free energy disconnectivity graphs 22, 29 at several representative temperatures.
II. A DISTANCE METRIC FOR ANGLE-AXIS COORDINATES
Translational and rotational degrees of freedom have different physical dimensions, and care is thus needed to ensure they are treated on an equal footing. Furthermore, neither a rotation vector, nor the difference between two rotation vectors, is invariant under overall rotation. In the following sections we explain how to handle rotation vectors consistently in the context of minimization, chain of state methods, and normal mode analysis.
First we show how to derive a distance measure, or equivalently a metric tensor, as the first step to tackle these problems. Lattmann 30 and Evans 13 have discussed the use of a metric tensor and distance measure for Euler angles and quaternions in previous work. We follow a generalized approach starting from an underlying atomistic description. Our discussion is based on the angleaxis formulation. However, the generalization to other descriptions of rotation is straightforward.
A. Metric tensor for infinitesimal distances
We first consider a single rigid body, which is composed of N sites and associated masses, m i , with Cartesian coordinates in the reference frame, x i . Sites are points in space (e.g. atoms), which define the shape of the rigid body. We denote the position of the rigid body by X, which will usually correspond to the position of the center of mass or center of geometry relative to the origin. The rotation vector p describes the orientation relative to the fixed reference geometry, and the rotation matrix R is given by Rodrigues' rotation formula
where I is a 3 × 3 identity matrix, and p is the skewsymmetric matrix obtained fromp = p/θ with θ = |p|:
The position of site i in the lab frame is then
It is convenient to define a weighted metric tensor
with the generalized coordinates q = {X, p}. The choice of w i depends on the property of interest: typically w i = m i for normal mode analysis, or alternatively w i = 1 for the DNEB procedure and the convergence criteria involved in geometry optimisation. Inserting Eq. (3) into Eq. (4) we obtain
where Tr stands for the trace and
G trans αβ and G rot αβ are the components of the metric tensor that depend on translational and rotational degrees of freedom only, while G mix αβ contains the cross terms. S is the weighted gyration tensor in the reference frame of the rigid body with
where x i,α is the α(= x, y, z)-component of the vector x i . Note that the mixing term G mix αβ vanishes for any consistent choice of w i and rigid body mapping such that w i x i = 0. For example, if we take w i = m i and X corresponds to the position of the center of mass, or alternatively if we take w i = 1 and use the center of geometry.
In the reference frame for the rigid body (p = 0) with w i = m i , the rotational part of the metric tensor is the familiar inertia tensor
Since G αβ can be expressed purely in terms of the rigid body variables X and p and the gyration tensor S, the general expression can be widely applied, for example, to the Stockmayer potential 29 and to coarse-grained molecular models that depend on orientation without an underlying site-site description. 8, 31 In such cases, the gyration tensor is chosen directly to describe the shape of the underlying model.
B. Finite distances
The metric tensor derived above can be used to calculate the length of an infinitesimal line element ds. However, for many applications, such as the chain of state methods discussed in section IV or for permutational alignment procedures, 32 a finite distance measure between two distinct orientations of a rigid body is required. In fact there are at least two possible choices. First, we could use the arc length, which is the integral of ds over the shortest rotational separation connecting the two orientations in question. Alternatively, we could compute the direct finite distance measure, which is equivalent to the (weighted) sum of distances for the sites that decorate the rigid body. We focus on the latter approach in this subsection.
For two poses of a rigid body, distinguished by the subscripts 1 and 2, a (weighted) squared distance can be obtained by summing over the squared distances of the individual sites:
Rewriting ∆y i as
and substituting Eq. (12) into Eq. (11), we obtain
The distance can therefore be separated into three contributions, namely translational, rotational, and mixed:
with
Note that in the limit ∆R → 0 and ∆X → 0, we can substitute X 2 = X 1 +dX and R 2 = R 1 + R 1,α dp 1,α in Eq. (15)-Eq. (17) and recover the metric tensors defined in Eq. (5)-Eq. (7).
III. GLOBAL OPTIMIZATION
In the previous section we derived the metric tensor and distance measure for poses of a single rigid body. We now consider an arbitrary number of rigid bodies with generalized coordinates q = {q α } = {X 1 , p 1 , ..., X N , p N }. Since the coordinates for different rigid bodies are independent, the metric tensor for the full system is block diagonal, where each block corresponds to the metric tensor of an individual rigid body. The squared distance s 2 between two different configurations is the sum of the squared distances s 2 I of the individual rigid bodies, I.
A. Convergence criterion for local energy optimization
An important step in basin-hopping global optimization 24, 33 is to quench the system to a local potential energy minimum. We generally employ a modified limited-memory Broyden-Fletcher-GoldfarbShanno 34 (L-BFGS) algorithm for this purpose. A typical measure for convergence is the root mean square (RMS) gradient in the prevailing coordinate system. Here, we can now make use of the metric tensor derived above to calculate a coordinate independent measure for the RMS conditions.
The gradient of the potential energy with respect to the generalized coordinates q is defined as ∂U/∂q. Following standard vector algebra in curvilinear coordinates, 35 we can define a scalar that is a dot product of the gradients as
where 6N is the total number of degrees of freedom. We use the inverse metric tensor, rather than the metric tensor, because the energy gradients are dual vectors or covectors, and their components covary, rather than contra-vary, with a change of basis. For 3N standard atomistic Cartesian coordinates, the metric tensor is the identity and Eq. (18) simplifies to the usual RMS gradi-
.
IV. CHAIN OF STATE METHODS
Chain of state algorithms are an important class of methods for characterizing reaction pathways and rearrangement mechanisms. 15, 16 In the present contribution we focus on the doubly 17 -nudged elastic band 18, 19 (DNEB) approach. In previous work, Sheppard et al. 36 derived a generalized solid state NEB method to obtain pathways in crystalline systems, where the lattice vectors can change along the pathways. They derived a consistent treatment of the atomic coordinates and the lattice vectors, which describe different types of degrees of freedom. Here, we adopt an analogous approach to ref. 36 and obtain a generalization of the (D)NEB method for a system of rigid bodies that involve translational and rotational coordinates.
The first step in the (D)NEB approach to characterize a transition path on the potential energy surface between two endpoints q 0 and q N +1 is to make an initial guess for a set of images, {q 1 , q 2 , ..., q N }, to trace out the path, were q i is the 6N -dimensional (3N for atomistic systems) coordinate vector for image i. For a system of rigid bod-ies the initial guess can be obtained via linear interpolation of the translational coordinates and spherical linear quaternion interpolation (SLERP) 37 of the rotational coordinates.
The images corresponding to the initial guess are then relaxed using the gradient that includes contributions from two components. The "true" gradient, g i , depends on the interaction potential alone, while the spring force component, g i , keeps the images roughly equidistant and is derived from the spring potential
where k is the spring constant, and s i,− and s i,+ are the distances to the i − 1 (left) and i + 1 (right) images of image i, respectively. Using the true gradient and spring gradient without modification leads to corner-cutting (images are pulled away from the minimum energy path) and sliding-down problems (images slide down from barrier regions).
18,19
The key ingredient in NEB methods is the use of certain projections for the gradients based on the tangent τ i along the path, hence the term nudged. We use the formulation in ref. 19 to obtainτ i based on the tangents to the left and to the right image, τ i,− and τ i,+ , respectively. For an atomistic system, or equivalently the translational degrees of freedom of rigid bodies, the left and right tangents and distances s ± are given by
Note that we define τ i,− with a different sign compared to ref. 19 . The treatment of angle-axis coordinates on the same footing as translational coordinates for applications of the (D)NEB method to rigid-body systems is problematic. As such, it is less straightforward to define a suitable spring constant, k. Furthermore, the results can depend on the choice of reference frame, since angle-axis coordinates are not rotationally invariant. To alleviate these problems, we employ the distance measure in Eq. (14) for s i,± and the left and right tangents can then be derived as
for image i and degree of freedom α. For the rotational degree of freedom, the derivative of the distance function is given by 1 2
where we have used S = S T . The derivatives with respect to the translational degrees of freedom can be obtained accordingly.
The
Removing the tangent part of the true gradient is numerically not sufficient to achieve equidistant images, and additional spring force components are required. The difference between NEB and DNEB lies in the nudging of the spring force. NEB only uses the spring force that is parallel to the path to avoid corner-cutting:
In some cases, 17 it can be beneficial to keep an additional perpendicular part of the spring gradient to improve the stability of the NEB. This approach leads to the DNEB method, which uses Eq. (24) for the parallel part and adds an additional perpendicular portion of the spring force
Several comments are in order: (i) For rigid bodies we find that it is particularly important to have a sufficiently large image density when optimizing the path. Usually, the number of images is determined from the initial distance between the two endpoints. However, the length of the path can increase significantly upon optimizing the chain of images and we have now implemented an adaptive number of images (D)NEB procedure. The total path length is calculated every M steps and if the relative change in the number of images exceeds a certain threshold, a new path is generated with the appropriate image density by piecewise interpolation, using the images of the old path as supporting nodes. The reinterpolation with an adaptive number of images leads to a very robust DNEB method, which allows us to employ a minimal number of images to speed up the calculations. As indicated in Figure  1b , the length of the band changes upon reinterpolation. This change arises due to corner-cutting when the path is reinterpolated piecewise linearly. For high reinterpolation frequencies, it might be beneficial to perform higher order (e.g. spline) interpolation.
Results for the adaptive DNEB for rigid bodies are illustrated in Figure 1 for the S 4 to D 2d transition of the water octamer cluster, described using the TIP4P potential. 1 We use a target image density of ρ = 3/Å [using the distance formulation Eq. (14)] with reinterpolation every 50 steps. The initial spring constant was k = 100 kJ/mol/Å 2 and was adjusted every five steps, as described in ref. 17 . The chain of images was optimized using a modified L-BFGS algorithm. (ii) With the new distance measure for angle-axis coordinates we can control the relative weight of the translational and rotational coordinates by scaling the gyration tensor. This control is useful for cases where the calculated distance does not properly reflect the change in the potential energy (i.e. for strongly directional interactions). In such cases, the energy profile along the path can become a narrow peak and render the (D)NEB procedure unstable. By increasing the gyration tensor, the weight of the distance calculation can be shifted towards the rotational coordinates and a smoother energy profile can be obtained.
(iii) The distance formulation in Eq. (14) provides a direct distance measure rather then the arc length. This description is consistent with a formulation of (D)NEB based on all the molecular sites. However, for rotations of rigid bodies, it may lead to undesired cancellations of the spring forces. To illustrate the problem, we depict in Figure 2 the scenario where the two neighboring images are rotated by exactly π. The torques that arise from the left and right spring forces cancel out, while the remaining force vanishes due to the rigid-body constraints. Such problems start to occur when a site in the left and right image is rotated by more than π/2.
(iv) Both the NEB and (D)NEB approaches are compatible with our new distance measure for rigid bodies. For a NEB, additional constraints to remove the global translation and rotation of the system are required. 38 For DNEB, no such constraints are needed for clusters, however, it is not usually possible to converge tightly to the minimum energy path. 39 Since we refine transition state candidates using hybrid eigenvector-following, 25, 26 we do not need to converge the band tightly, and therefore we generally choose the (D)NEB method over NEB.
(v) Benchmarks comparing several optimization techniques 39 revealed that the fastest way to relax the band is L-BFGS, as in ref. 17 , with all images optimized simultaneously. In the present work we again employ an L-BFGS procedure with line searches removed as implemented in the OPTIM program. 40 Since several gradient projections are involved, the objective function in a (D)NEB procedure is not well defined, and it can be problematic to control the step size in the L-BFGS procedure. An alternative is the FIRE minimizer, 41 which uses only gradient information to determine the step size. In a few cases, we observed that FIRE, even though it converges slower than L-BFGS, can be more robust during the optimization process.
V. ENERGY LANDSCAPES A. Potential energy landscapes
One of the main applications for the doubly-nudged elastic band method in energy landscape exploration is to construct a database of connected minima and transition states. 42 We start with a set of unconnected minima found during basin-hopping global optimization. We then use the DNEB method to connect pairs of minima. Images corresponding to local maxima in the DNEB are refined to transition states using hybrid eigenvectorfollowing. 25, 26 Once a transition state is found, two downhill approximate steepest-descent paths are traced, giving us to a connected local minimum -transition state -local minimum triplet. A DNEB interpolation usually leads to multiple transition state candidates, and the downhill paths following the refinement routinely find new minima, different from the original pair we attempted to connect. Recursive use of this procedure using the missing connection algorithm 42 provides us with a global survey of the potential energy landscape, which can be visualized using disconnectivity graphs.
27,28

B. Free energy landscapes
To gain more insight into the thermodynamic properties of a system, it is convenient to construct free energy disconnectivity graphs 22, 23, 29 or calculate the heat capacity as a function of temperature. 43, 44 The thermodynamic functions can be calculated approximately from the potential energy landscape using harmonic vibrational densities of states. 21 The partition function for a single minimum, Z i (T ), at temperature T can then be written as
where V i is the potential energy of minimum i, and n * i is the number of distinct permutation-inversion isomers. n * i ∝ 1/h i , where h i is the order of the point group for the minimum.ν i is the geometric mean of the positive normal mode frequencies for minimum i, and κ is the number of vibrational degrees of freedom. We recall that the vibrational degrees of freedom exclude six zero eigenvalues in the normal mode calculation, which correspond to overall translation and rotation.
The harmonic free energy, F i (T ), for minimum i is then calculated from the partition function via F i (T ) = −k B T ln Z i (T ). The free energy of a transition state can be defined in a similar way, except that the negative eigenvalue in the normal mode frequency calculation is excluded (κ − 1 vibrational modes).
22
C. Normal mode analysis
The frequencies are calculated using a normal mode analysis for the curvilinear coordinates q, 20, 45 where q = {q α } = {X 1 , ..., X N , p 1 , ..., p 2 }. The Lagrangian in curvilinear coordinates near a local minimum with energy V min up to harmonic order can be written as
where G m is the mass weighted metric tensor [w i = m i in Eq. (4)] and H is the Hessian derived in curvilinear coordinates
The eigenmodes can be obtained by solving the generalized eigenvalue equation (see appendix B)
or, in other words, by calculating the eigenvalues of (G m ) −1 H. Note that if the metric tensor has zero eigenvalues, G cannot be inverted. Instead, the pseudoinverse may be used. 46 This situation can arise in cases where there is a degeneracy in the potential energy, for example, arising from rotation about a local symmetry axis.
VI. APPLICATIONS TO WATER CLUSTERS
The methods we have described in the previous sections are now applied to a cluster of eight water molecules interacting via the TIP4P potential. 1 We first perform a basin-hopping run with a temperature k B T = 8 kJ/mol, employing uniform rotational perturbations with angle ∆θ = 1.6 (see appendix C) and vanishing translational perturbations. Our initial database after basin-hopping included the two known lowest minima for this system. 47, 48 The global minimum of the TIP4P water octamer has S 4 symmetry with energy E = −305.51 kJ/mol, while the second lowest minimum has a D 2d symmetry and E = −305.41 kJ/mol.
The DNEB and hybrid eigenvector-following methods were then used recursively to construct a database of connected minima and transition states. We attempted to connect two randomly chosen minima in each DNEB optimization. This procedure often led to the discovery of new minima and the database therefore grew. Half of the connect runs were dedicated to connecting minima with energies below −275 kJ/mol, which roughly corresponds to the highest lying transition state in the S 4 − D 2d transition path. The potential energy disconnectivity graph shown in Figure 3a displays the minima that are connected to the global minimum via transition states lying below −270 kJ/mol. In total our database contained 4812 minima and 25498 transition states.
To improve the sampling of low free energy regions for higher temperatures, we performed three 2 ns stochastic dynamics run at T = 270 K using the GROMACS simulation package.
49 New minima were obtained by quenching from the resulting trajectory every 0.2 ps. Only minima where no molecules had dissociated were added to the database. Finaly, we performed random double-ended connect runs for the 50 lowest free energy minima at k B T = 2.5 kJ/mol (this corresponds to a free energy band of roughly 5 kJ/mol.). The potential energy disconnectivity graph shown in Figure 3a displays the minima that are connected to the global minimum via transition states lying below −270 kJ/mol. In total our database contained 6171 minima and 39170 transition states.
The potential energy disconnectivity graph has been reported before. 50 Here, we present free energy disconnectivity graphs using the normal mode analysis described in the previous section. We employ the harmonic superposition approximation to estimate the entropic contribution to the free energy, and we display the results for two representative temperatures: k B T = 1.5 kJ/mol (T = 180 K) and k B T = 2.5 kJ/mol (T = 300 K), as shown in Figure 3b and Figure 3c , respectively. As before, we only display minima that are connected to the free energy global minimum by paths with transition states below 20 kJ/mol. To further improve the visualization of the free energy disconnectivity, we recursively regroup minima, where the barrier for the forward and backward transitions is smaller than k B T .
51-53
The free energy disconnectivity graphs reveal that the separation between the S 4 and D 2d structures increases with increasing temperature. The vibrational modes of the two structures are in fact very similar, and the splitting originates from the different point group orders, which are 4 and 8 for S 4 and D 2d , respectively. Upon increasing the temperature further, neither of these structures is the global free energy minimum (Figure 3c ). Structures with fewer hydrogen-bonds dominate the low free energy region, as they have much softer vibrational modes than the compact cluster structures.
54
The validity of the harmonic approximation we have used to estimate the entropic contribution to the free energy could become problematic at higher temperatures, where well anharmonicity becomes important. In future work we will compare the present results with parallel tempering calculations.
VII. CONCLUSIONS
We have presented methodological advances for exploring the energy landscapes of molecular systems incorporating orientational degrees of freedom. Since translational and rotational degrees of freedom have different physical dimensions, special care is needed for a consistent treatment of both types of coordinates. We have derived a distance metric and metric tensor for angleaxis systems, which allow for such a treatment that is independent of the reference frame. The metric tensor was used to define a convergence criterion for geometry optimisation, and the distance metric has been employed to derive a generalization of the (doubly) nudged elastic band approach. We have also considered normal mode analysis in curvilinear coordinates to obtain vibrational frequencies, which are needed to estimate free energies based on the harmonic approximation. These results were then combined to explore the potential and free energy landscape of water octamer, described by the TIP4P potential.
The theory has been developed in terms of the angleaxis representation of rotation. A generalization to other descriptions of rotation, such as quaternions or Euler angles, is straightforward since the derivations are based on the rotation matrix, R. Furthermore, our methods can be implemented for rigid-body molecules, using center of mass coordinates, orientation, and the gyration tensor. This formulation is advantageous because the theory can be applied in exactly the same way for systems where there is no underlying atomistic model. Examples include orientation-dependent interaction potentials, which are widely used in mesoscopic simulations.
7-12
All the methodology presented has been implemented in our public domain programs GMIN 55 and OPTIM, 40 and in a python package.
56
When dealing with rigid bodies, there are two relevant frames of reference: the laboratory frame and the instantaneous frame. In the laboratory frame, the position of atom i in a rigid body with center of mass/geometry position X and rotation matrix R(p) is
where x i are the fixed reference coordinates. We now introduce the instantaneous frame. In this frame, we define the rigid body such that p = 0, so that R = I, the identity matrix. Following Eq. (3), this definition implies y i = x i for X = 0. In other words, we translate and rotate the reference coordinates to match the current site positions. This approach may seem inconvenient at first, but the advantages of this special frame of reference are that the angle-axis coordinates are orthogonal for the weighting w i = m i ; the rotational part of the metric tensor and energy gradients also correspond FIG. 3: Disconnectivity graphs for a cluster of eight water molecules described by the TIP4P potential for the potential energy in part (a), and harmonic vibrational free energy at kBT = 1.5 kJ/mol in part (b), and kBT = 2.5 kJ/mol in part. (c). The lowest branch in the free energy disconnectivity graph (c) corresponds to a group of 312 minima. The yellow curves superimposed on the structure describe the normal mode with the smallest non-zero frequency of the lowest free energy minimum in that group.
to the familiar concepts of moment of inertia and torques in rigid body dynamics.
To convert a gradient given in the instantaneous frame, where we denote the rotation vector as P for clarity, to that in the laboratory frame with rotation vector p, we use the chain rule
A simple way to obtain ∂P β /∂p α is to compare the change in a vector r under an infinitesimal rotation. In the instantaneous frame,
where
On the other hand, in the laboratory frame, dr = R α R −1 dp α r.
Equating the two equations, Eq. (A3) and Eq. (A5), we obtain ∂P 1 ∂p α = (R α R −1 ) 32 , ∂P 2 ∂p α = (R α R −1 ) 13 ,
The inverse gradient transformation from the laboratory to the instantaneous frame can be derived in the same way.
