Abstract-This paper proposes a novel face representation approach, local Gabor binary mapping pattern (LGBMP), for multi-view gender classification. In this approach, a face image is first represented as a series of Gabor magnitude pictures (GMP) by applying multi-scale and multi-orientation Gabor filters. Each GMP is then encoded as a LGBP image where a uniform local binary pattern (LBP) operator is used. After that, each LGBP image is divided into non-overlapping rectangular regions, from which spatial histograms are extracted. Although an LGBP feature vector can be obtained by fitting together the regional histograms, it can not be employed in pattern classification due to its high dimension. We propose that each regional LGBP feature be mapped onto a one-dimensional subspace independently before they are concatenated as a whole feature vector. This is attractive since we reduce the feature dimension and also preserve the spatial information of LGBP image. Two ways have been proposed to map the regional LGBP feature in this paper. One is so-called LGBMP-LDA using linear discriminant analysis (LDA) for dimensionality reduction while the other is to project the regional LGBP feature onto the class center connecting line, namely, LGBMP-CCL. As a result, despite several decades of Gabor filters, the final feature dimension is even less than that of the feature extracted by using LBP directly on gray-scale images. The classification tasks in our work are performed by support vector machines (SVM). The experimental results on the CAS-PEAL face database indicate that the proposed approach achieves higher accuracy than the others such as SVMs+Gray-scale pixel, SVMs+Gabor and SVMs+LBP approach, more particularly, it has the lowest dimension of feature vector.
I. INTRODUCTION
Human faces provide a lot of useful information representing gender, age as well as identity. Gender classification based on facial images is one of the most challenging problems for computer vision researchers [1] . It is also attractive due to its underlying application such as visual surveillance and robot vision [17] . Similar to most pattern classification problems, how to extract features and which pattern classifier to use are the two key points for gender classification.
Several classifiers have been introduced to gender classification, such as KNN, multi-layer neural networks [14] , RBF networks [15] and SVMs [1] . It is important to find out which classifier is best for gender classification. B.Moghaddam et al. much superior to all the others. Therefore, we pick SVM for multi-view gender classification in this paper.
To achieve the goal of extracting features from a facial image, four kinds of methods have been used in gender classification. The most straightforward method is to use merely the gray-scale or color pixel [1] . This kind of methods is very simple but fails to be effective due to variations of pose, expression and illumination. Another kind of methods is to project the facial image into another subspace, which has a much lower dimension in terms of the feature vector. These methods include principal component analysis (PCA), independent component analysis (ICA) and linear discriminant analysis (LDA) [2] . But these methods are not that robust to variations of face pose [4] . The third kind of methods attempts to incorporate facial feature detection with wavelet transformation to extract local facial features for gender classification, such as Gabor filter features [5] and the analysis of facial wrinkles and shapes [3] . The last kind of methods extracts local texture information from facial images such as local binary pattern (LBP) proposed by Ojala et al. [7] and Lian [4] has exploited this method for gender classification.
Zhang et al. [9] followed LBP and proposed a face recognition approach called local Gabor binary pattern histogram sequence (LGBPHS), which combines local binary pattern histogram and the magnitude part of Gabor filter. This approach is robust to noise and local image transformations caused by variations of illumination, occlusion and pose [9] . Nevertheless this approach is based on non-statistical learning and the dimension of feature vector extracted by this approach is however hundreds of times as large as that of the original LBP features (more than 500,000). Therefore it can not be employed to supervised learning problems due to the memory and time limit as well as the curse of dimensionality. In this paper, we improve the work of [9] and propose a new type of feature, local Gabor binary mapping pattern (LGBMP), which is obtained by mapping the regional local Gabor binary pattern (LGBP) feature into a low-dimensional space. Briefly speaking, an LGBP feature is a vector obtained by concatenating histograms region by region. Additionally, We propose two ways for dimensionality reduction, the LGBMP linear discriminant analysis (LGBMP-LDA) and LGBMP center connecting line (LGBMP-CCL). The dimension of our new feature is even less than that of the LBP feature directly extracted from grayscale images.
The overall process of the proposed feature extraction approach based on LGBMP is illustrated in Fig. 1 LGBP image is further divided into non-overlapping rectangular regions with specific size, and histograms are computed for all regions to form the LGBP feature. These steps are similar to [9] ; (5) Each regional LGBP feature is mapped into a single value and all these values are concatenated to form the final feature vector. The two mapping solutions are shortly illustrated as follows: assume all the facial image in training set have been modeled as LGBP features. In all these features, the regional histograms with the same region order are gathered to form a new set. The number of new sets is the same as the total region number. We carry out dimensionality reduction on every such set independently. The LGBMP-LDA solution applies LDA to the set while LGBMP-CCL simply projects the whole set onto the center connecting line of the two class. Both of the two solutions map each histogram in the set into a single value. We substitute these generated values for their corresponding histograms in the original LGBP feature. We will discuss each step mentioned above in detail in the following sections. We also evaluate the proposed method on the CAS-PEAL face database [13] with comparison to SVMs+Gray-scale pixel, SVMs+Gabor and SVMs+LBP method. The experimental results indicate that the LGBMP methods outperform the others on both frontal and profile facial images.
The remaining part of the paper is organized as follows: Section II describes the computation of LGBP image in detail. Section III discusses the proposed dimensionality reduction approaches, LGBMP-LDA and LGBMP-CCL. And rich comparison experiments are presented in Section IV, including LGBMP-LDA versus LGBMP-CCL and LGBMP feature versus gray-scale, Gabor and LBP feature. Some brief conclusions are outlined in Section V with some discussions on future work.
II. FEATURE EXTRACTION WITH LOCAL GABOR BINARY PATTERNS
A. Multi-scale and multi-orientation Gabor filters
The LGBP feature is derived by combining Gabor magnitude part and uniform LBP histograms. Firstly, the multiscale and multi-orientation Gabor filters are exploited to decomposite the normalized facial image. The Gabor filters are defined as follows [6] :
where μ and v define the orientation and the scale of the Gabor filters, z = (x, y) T , || · || denotes the norm operator, and the wave vector is given by
. k max is the maximum frequency and λ is the spacing factor between wavelets in the frequency domain.
The Gabor representation of a facial image is the convolution of the image with a series of Gabor filters. Note that, only the magnitude part of the generated Gabor features is employed because it's not time-varying [9] . Let I(x, y) be the facial image, its GMP with Ψ μ,v (z) is defined as follows:
where * denotes the convolution operator. In this paper, we use Gabor wavelets of five scales v ∈ {0, . . . , 4} and eight orientations μ ∈ {0, . . . , 7} [10] . Therefore, 5×8=40 GMPs will be generated for each facial image.
B. Local Binary Patterns
According to [7] , LBP has been proved a powerful way of texture description. The original LBP operator labels the pixels of an image by thresholding the 3×3-neighborhood of each pixel with the center value and considering the result as a binary number: where f c is the center value and
is the neighborhood of f c . Then the LBP value at the center pixel is expressed as:
A local binary pattern is called uniform if it contains at most two bitwise transitions from 0 to 1 or vice versa when the binary string is considered circular. For instance, 11111111, 11100011 are uniform patterns and 10101001 is not. We use the following notation for the LBP operator: LBP u2 P,R [8] . The subscript represents using the operator in a neighborhood of P sampling points on a circle of radius of R. The superscript u2 stands for using only uniform patterns and labeling all remaining non-uniform patterns with a single label. For LBP u2 P,R , which is used in this paper, there are 58 labels for uniform patterns and one label for the remaining, thus 59 labels as a whole. Fig. 2 illustrates the basic LBP operator (Fig. 2 (a) ) and an example of the LBP u2 8,1 neighborhood (Fig. 2 (b) ) where the pixel values are bilinearly interpolated whenever the sampling point is not in the center of a pixel.
C. Local Gabor Binary Patterns
An LGBP image can be obtained by applying the LBP operator to a GMP. Assume each LGBP image is divided into m non-overlapping rectangular regions R 0 , R 1 , . . . , R m−1 . The L-bin histogram of j-th region in the v-scale and μ-orientation LGBP image is:
where
I{f (x, y) = i} I{(x, y) ∈ R j }, and f (x, y) is the LGBP image, i = 0, 1, . . . , L − 1, j = 0, 1, . . . , m − 1 and function I is:
As mentioned in the previous subsection, we use LBP u2 8,1
operator and thus each histogram has 59 bins (L = 59).
Finally, histograms of all LGBP images are fitted together as the LGBP feature vector:
III. DIMENSIONALITY REDUCTION
The dimension of the feature vector in formula (7) is 40 times more than that of the uniform LBP feature. It can be illustrated as follows: assume we divide each LGBP image into m regions, then the LBP feature has a dimension of 59m while the LGBP feature has 5×8×59m=2,360m. If we set m=10×10, then the total dimension is 236,000 which is a nightmare currently for many pattern classifiers. Several global methods can be used to reduce dimension such as PCA and randomly down-sampling [4] . However, these methods fail to take into account the spatial information as well as the label of samples. To cope with this problem, we reduce dimension independently on each region. The approach is presented as follows: suppose, in the training set, there are p images labeled as male and n images labeled as female. We rewrite formula (7) as:
where V (k) is the k-th feature vector in the training set and k is ranged from 1 to p+n. We also take into account the label information. Define ω (k) as the label of the k-th sample:
where +1 represents the male and -1 the female. Then we establish a new set T μ,v,j that takes all H (k) μ,v,j as its elements:
. . , p + n. T μ,v,j can be further divided into two subsets according to the label:
It is obvious that the size of set T 
To map the histograms in each T μ,v,j , we will present two solutions, LGBMP-LDA and LGBMP-CCL to find the project direction, notated as D μ,v,j , in the following subsections.
A. LGBMP-LDA
For each T μ,v,j , we try to project the histograms in T μ,v,j onto a direction D μ,v,j where the two classes are prominently separated. After the projection, the dimension of histogram is reduced to one. To find the project direction is equivalent to find a hyperplane best separating the two classes because the project direction is perpendicular to the hyperplane. As we usually know, linear discriminant analysis (LDA), as a successful dimensionality reduction technique, can help to find the hyperplane and thus the project direction. Its objective is to find a projection A that maximizes the ratio of between-class scatter S b against within-class scatter S w [11] :
where S b and S w are given by:
is the center of the whole T μ,v,j . The solution for the optimal problem stated in equation (10) is given as follows [16] :
Actually, the magnitude of A is of no real significance because it merely scales the vectors projected into the subspace. Therefore, D μ,v,j is given as the unit vector in the direction of A:
B.
LGBMP-CCL
In Equation (12), we have to compute the within-class matrix S w and its inverse. Furthermore, if S w is singular, we have to project the histograms onto the directions of S w 's non-zero eigenvalues before applying LDA. This may consume much time when the training set is very large. We can simply project the histograms onto the center connecting line (CCL), where the project direction is represented as the unit vector pointing from one class center to the other, and expressed as:
Due to its compact form, LGBMP-CCL is more simple and easier to implement since it needs only to calculate the means of each class. Comparing equation (12) with (13), we can see that the only difference is a transformation matrix S 
Finally, all the single values are fitted to form the new feature vector: 
So far, we have mapped each 59-bin histogram to a single value. Therefore the total dimension of the feature vector has been reduced to 40m, which is less than that of LBP and LGBP feature. 
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IV. EXPERIMENTS
In order to illustrate the effectiveness of the proposed approaches for multi-view gender classification, we have conducted comparative experiments on the CAS-PEAL face database [13] . This is a large-scale face database that currently contains 30,864 facial images of 1,040 individuals with 9 different poses including looking up pose, looking middle pose and looking down pose with 3 different azimuths, namely 0 degree, 15 degree and 30 degree, respectively.
Before the facial images are available for feature extraction, they have to be pre-processed. The eye coordinates of each image are first manually located. Then the image is cropped by the eye coordinates and normalized to the size of 130×150 pixels. After that, the histogram is equalized. For each pose we pick 200 images of male and female respectively for training and the rest are used for test. Table  I shows the detailed contents of our data sets where the meaning of each data set's name 'PX YY' is illustrated as follows: 'P' is the acronym for 'Pose', 'X' represents the subject's pose, facing down (D), middle (M) or up (U), and 'YY' indicates the azimuth from which the picture is taken, either 0, 15 or 30 degree. The total number of training sample is 3,600 and the total number of test sample is 10,784. In all our experiments, the image is first convolved by 5×8=40 Gabor filters and LBP u2 8,1 operator is used to encode the GMPs. After that, the LGBP images are divided into K × K equal sized rectangular regions where K is ranged from 5 to 10 (some experiments use K ranged from 7 to 10). Then the 59-bin histogram of each region are mapped into a single value and these values together compose the final feature vector. All the SVMs in our experiments come from LibSVM 2.84 [12] and the model parameters are obtained by cross-validation.
A. LGBMP-LDA versus LGBMP-CCL
As stated in section III, two solutions have been proposed for dimensionality reduction, the LGBMP-LDA and
LGBMP-CCL. We set up a comparative experiment between the two solutions where K is ranged from 5 to 10 and three different SVM kernels, RBF, linear and three-degree polynomial kernel, are used. We evaluate the two solutions on all test sets and compute a total average accuracy. The results are shown in Table II . From this table, it can be seen that LGBMP-CCL achieves a little higher average accuracy than LGBMP-LDA in most cases. The largest accuracy difference is about 1.5% when K = 9 and RBF kernel is used. In principle, dimensionality reduction using LDA is more likely to achieve the local optimal results however it does not inevitably lead to the best final accuracy, which also depends on the classifier. More particularly, LGBMP-LDA might overfits to the data distribution due to some noise. As LGBMP-CCL is more simple, easier to implement and with lower complexity, we only use LGBMP-CCL in the subsequent experiments to compare with other methods: SVMs+Gray-scale pixel, SVMs+Gabor and SVMs+LBP method. We can see that although LGBMP-LDA has a little lower accuracy than LGBMP-CCL, it still outperforms the other methods and its feature dimension is exactly the same as LGBMP-CCL. Additionally, total training time for the SVMs with all the six values of K is more than one day on a Lenovo cluster which consists of three fat nodes and thirty thin nodes. We only use a single fat node which has 32G RAM and two 3.2GHz Intel(R) Xeon(TM) four-core CPUs.
B. Comparisons based on different face poses
In this part, we will compare the proposed feature extraction method LGBMP-CCL with support gray face method [1] , support LBP face method [4] and support Gabor face method [5] based on all 9 face poses. The most important difference between our work and the existing approaches is that we combine Gabor wavelet transformation, LBP and histogram mapping while they use only one of them or even use merely the gray-scale pixel.
We only use the RBF kernel in this part to compare the individual accuracy on test set of each face pose respectively. The experimental results are shown in Fig. 4 . The four subfigures are drawn with respect to K which is ranged from 7 to 10 in this part. From these figures, it is obvious that the classification accuracy of LGBMP-CCL is higher than that of gray-scale pixel, Gabor and LBP method on all test sets. A highest rate of 96.71% has been achieved on the PM 00 test set when K = 10. The gray-scale method almost fails with a lowest accuracy of 83.02% on the PU 30 data set while LGBMP-CCL greatly increases the accuracy to 93.16%. Comparing to the LBP method, LGBMP-CCL also makes an accuracy improvement of 1% ∼ 2%. If we fix a face pose and evaluate the accuracy on different azimuth, we can see that LGBMP-CCL is more stable to the azimuth variation than the other methods. Similar conclusion can be drawn by fixing the azimuth while varying the face pose. We can also see how the block number K × K influences the final performance. Take the test results on PM 00 for instance, the accuracy keeps increasing from 93.74% to 96.71% in accordance with K. The accuracy on 30 degree data set also has an improvement of 1% from K = 7 to K = 10. This demonstrates that the spatial information of facial image is very important to multi-view gender classification problem. Note that, we can of course keep on increasing the region number and dividing the LGBP images into more regions nevertheless the accuracy will advance very little while the dimension increase greatly. The reason why LGBMP outperforms the others is illustrated as follows: Gabor filters is robust to variations of illumination and pose, therefore they can remove a lot of noise. Meanwhile, LBP has been proved capable of drawing local shape and texture information effectively. Furthermore, the spatial information can be appropriately obtained by using spatial histogram. So, if we combine these functions, we naturally receive a good result.
C. Comparisons based on different kernels
To further validate the effectiveness of LGBMP-CCL, we compare its performance with other mentioned methods using three different SVM kernels (RBF, linear and threedegree polynomial kernel) and different K values ranged from 5 to 10 on all 9 face poses. We do not evaluate the accuracy on each individual test set, instead, we make a total statistics. Fig. 5 shows the experimental results. From these figures, we can see that LGBMP-CCL occupies the highest correct rates among all the approaches using all the three SVM kernels. Therefore, LGBMP-CCL is stable and robust to different SVM kernels and proved to be a good face representation approach. The reason why the linear kernel performs as well as the nonlinear ones might be that the data set is almost linear-separable in the feature space.
D. Feature dimension
We also compare the dimension of feature vector among different feature extraction methods. Fig. 6 shows the feature dimension generated by LGBMP methods (LGBMP-LDA and LGBMP-CCL have the same feature dimension, therefore in this part we notate them together as LGBMP for short), LBP method and gray-scale pixel method. From this figure, we can see that the dimension of LGBMP methods is the least among the three. Gabor method has a dimension of 468,000 [4] which is much larger than LGBMP methods and thus we do not plot that line.
V. CONCLUSION AND DISCUSSION
In this paper, we proposed a new feature extraction approach LGBMP. This approach is impressively insensitive to appearance variations due to illumination and face pose. Meanwhile, two histogram mapping solutions, LGBMP-LDA and LGBMP-CCL are employed in LGBMP. The effectiveness of LGBMP comes from several aspects including the multi-scale and multi-orientation Gabor wavelets decomposition, the uniform local binary pattern, and the mapping function for each local spatial histogram. Therefore, LGBMP consists of many information corresponding to different face components at different scales and orientations. Experimental evaluations of our proposed approaches have evidently illustrated the effectiveness and robustness of LGBMP to the general variations of illumination and face pose. On the CAS-PEAL face database, our proposed method has achieved the best performance with the lowest feature dimension over all the other methods.
Future efforts will be focused on how to add phase information of multi-scale and multi-orientation Gabor wavelets into our proposed method. At the same time, to further improve the classification accuracy, we try to find other histogram mapping functions other than LGBMP-CCL and LGBMP-LDA. Furthermore, we try to apply LGBMP feature to other computer vision domain, such as face recognition.
