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Dans un problème de régression avec variable explicative fonctionnelle, on s’intéresse 
à la sélection des points les plus informatifs. Un modèle parcimonieux de type non 
paramétrique ainsi qu’une procédure de choix de variables basée sur une pré-sélection par 
dépistage sont proposés, et des résultats asymptotiques sont établis concernant à la fois la 
sélection des points informatifs et l’estimation des paramètres du modèle.
© 2016 Académie des sciences. Publié par Elsevier Masson SAS. Cet article est publié en 
Open Access sous licence CC BY-NC-ND 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
a b s t r a c t
A nonlinear sparse model is deﬁned for selecting impact points in regression problems 
with functional predictors, and a variable selection procedure based on screening and 
splitting is proposed. Some asymptotics are stated both for the impact points and for the 
parameters of the model.
© 2016 Académie des sciences. Publié par Elsevier Masson SAS. Cet article est publié en 
Open Access sous licence CC BY-NC-ND 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Abridged English version
Let Y be a scalar response and χ ∼ {χ(t), t ∈ (0, T )} a functional predictor. The aim is to search for the points in (0, T )
having most impact on Y . Hence, we consider a sparse nonparametric additive model:
Y =
pn∑
j=1
f j(X j) + , with E() = 0 and E(2) < ∞,
where X j = χ(t j) and t1, . . . , tpn are equispaced points at which the curves have really been observed, and where the 
components f j of the model are only supposed to satisfy some general smoothness condition. The idea of the method is 
based on a splitting of the variables into the following blocks (here wnqn = pn):
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qn
2
+ 1, . . . , qn
2
}.
Then the algorithm can be summarized in three parts:
i) choose a pilot variable selection technique;
ii) screening: use the pilot procedure to select variables only among { X˜k = X ((2k−1)qn+1)/2}wnk=1;
iii) sharpening: search neighbours of the ﬁrstly selected variables having to be added to the model.
Based on the ideas of [21], we use a splitting stage for dividing the data into two independent subsamples: one being used 
for screening and the other one for sharpening. Asymptotics are given without need for ﬁxing any pilot procedure along 
step i), and they allow one to include usual ones (such as the Adaptive Grouped Lasso of [13], which will be discussed with 
more details). This Note extends in a nonparametric way the earlier literature on point impact selection [17,14,19,1,2]. It is 
the ﬁrst step of a more general work (see [3]) that will include more complete theory and applied issues.
1. Introduction
On considère un modèle de régression dans lequel la variable réponse Y est réelle et la variable explicative χ est 
une fonction à valeurs rélles, χ ∼ {χ(t), t ∈ (0, T )}. Les développements récents en statistique fonctionnelle font état de 
nombreuses techniques d’estimation de l’opérateur de régression, linéaires [7] ou non paramétriques [9]. Dans le contexte 
non paramétrique qui sera le notre dans cette Note, les principales techniques sont basés sur les idées de noyau [9], de 
plus proches voisins [16,15], de réseaux de neurones [18] ou de minimax [5]. Le lecteur trouvera de plus amples détails au 
travers de nombreux ouvrages généraux récemment parus [11,20,12]. La question qui est abordée ici n’est pas simplement 
d’ordre quantitatif (prédiction de Y ), mais aussi d’ordre qualitatif, en ce sens que l’objectif est aussi de déterminer les points 
de l’intervalle (0, T ) qui sont les plus informatifs pour expliquer Y .
En pratique, la variable χ n’est observée qu’en un nombre ﬁni de points 0 < t1 < . . . < tpn < T . Dans bon nombre de 
problèmes, les échantillons sont équilibrés (en ce sens que t j+1 − t j = T /pn), mais les résultats présentés ici sont valables 
sous l’hypothèse générale :
∃(a,b),0 < a < b < ∞,∀ j = 1, . . . , pn − 1,a/pn ≤ t j+1 − t j ≤ b/pn. (1)
La recherche de points informatifs (parfois appelés points d’impact) se ramène, si on note
X j = χ(t j) et X = (X1, . . . , Xpn )t, (2)
à un problème de choix de variables dans lequel la dimension pn est largement supérieure à la taille de l’échantillon. L’a-
bondante littérature sur ce sujet [4] fait en général état de méthodes qui ne sont pas de nature à prendre en compte la 
spéciﬁcité fonctionnelle de notre problème, qui se traduit en particulier par une très forte corrélation entre les variables X j . 
La nécessité d’adapter au cadre fonctionnel les techniques de choix de variables a été mise en évidence dans [8], et l’impor-
tance du problème a été soulignée par plusieurs auteurs (voir le § 6 dans [6]). Quelques travaux récents ont abordé ce sujet 
[17,14,19,1,2] au prix de restrictions fortes (essentiellement linéaires) sur le modèle. L’objet de cette Note est de proposer 
une modélisation non paramétrique du problème, de développer une procédure de sélection de points d’impact et d’en 
étudier le comportement asymptotique.
2. Le modèle
Nous proposons un modèle additif
Y =
pn∑
j=1
f j(X j) + , avec E() = 0 et E(2) < ∞. (3)
Les points d’impact sont modélisés par une condition de parcimonie
sn = #S0 = #({ j = 1, . . . , pn, f j 	= 0}) = o(pn). (4)
L’aspect non paramétrique du modèle consiste à ne faire que des hypothèses très générales sur les paramètres du modèle :
| f j(x) − f j(x′)| ≤ C |x− x′|,∀x, x′ ∈ I, (5)
min
j∈S0
inf
x∈I | f
j(x)|wn → ∞, (6)
I étant l’intervalle dans lequel χ(t) prend ses valeurs et {wn} étant une suite entière tendant vers l’inﬁni. Ces conditions 
(4), (5) et (6) apparaissent naturellement dans la littérature en matière de sélection non paramétrique de variables (voir 
par exemple [13]) et ne sont donc en aucun cas liées au contexte fonctionnel qui fait la spéciﬁcité de cette Note. Aﬁn de 
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suivantes :
|χ(t) − χ(t′)| ≤ C |t − t′|,∀t, t′ ∈ (0, T ), (7)
∀ j,k ∈ S0, supx∈I | f j(x) − f k(x)| ≤ C |t j − tk|. (8)
Enﬁn, en écrivant {1, . . . , pn} = ∪wnk=1Ek pour Ek = {kqn/2 +m, m = − qn2 + 1, . . . , qn2 }, et en notant Fk(·) =
∑
j∈Ek f
j(·), Sk =
{ j ∈ Ek, f j 	= 0} et qn = pn/wn , on suppose que
∀k = 1, . . . ,wn, Fk 	= 0⇒ ∃0< c < ak,#Sk ∼ akqn. (9)
Alors que les conditions de régularité (7) et (8) sont très naturelles, la condition (9) est spéciﬁque au problème abordé dans 
cette Note et sert à modéliser le fait que, si un point t j est inﬂuent sur la variable Y , alors d’autres parmi ses voisins le 
sont aussi ; bien entendu, ce type de condition n’aurait aucun sens si le vecteur X n’était pas issu d’un phénomène continu 
tel que (2).
3. Choix de variables et méthode d’estimation
Dans les questions de choix de variables en très grande dimension, il est habituel de procédér en deux étapes : on 
élimine dans un premier temps (de manière grossière) un grand nombre de variables avant d’aﬃner les résultats en utilisant 
des méthodes plus élaborées sur le nouvel ensemble de variables ainsi construit. Ces méthodes sont connues sous le nom 
de dépistage, et leur validité est assujettie au fait d’avoir préalablement divisé l’échantillon statistique en deux parties 
indépendantes [21]. Ainsi, nous supposerons disposer d’un échantillon indépendant ainsi divisé (prenons pour simpliﬁer 
que n1 = n/2) :
{(χi, Yi), i = 1, . . . ,n1} et {(χi, Yi), i = n1 + 1, . . . ,n}.
La méthode de dépistage que nous allons présenter est adaptée au cadre fonctionnel qui nous concerne.
Préliminaire : choix d’une technique pilote. Aﬁn d’ouvrir un maximum de possibilités d’applications, cette Note est présentée de 
manière générale à partir d’une procédure pilote qui volontairement ne sera pas spéciﬁée (voir discussion au Paragraphe 5). 
Supposons donc que nous disposons, pour tout modèle parcimonieux additif (Z et W j étant des v.a.r. quelconques)
Z =
∑
j∈ J
φ j(W j) +  et #( J0) = #({ j ∈ J , φ j 	= 0}) = o(#( J )),
d’une procédure permettant d’obtenir des estimateurs φ˜ j et de procéder à une sélection de variables :
J˜0 = { j ∈ J , φ˜ j 	= 0}.
En général la qualité d’une telle méthode est établie au moyen de deux types de résultats, les vitesses de convergence 
des estimateurs des paramètres du modèle (ici Un et Vn sont des suites positives qui dépendent de la méthode pilote 
employée) :
‖φ˜ j − φ j‖22 = O p(UnVn(#( J ))) uniformément pour j ∈ J˜0, (10)
et la capacité de la méthode à retrouver les vraies variables informatives
P ( J˜0 = J0) → 1 quand n → ∞. (11)
Etape 1 : Dépistage. Partant du découpage déﬁni ci-dessus (voir (9)), l’étape de dépistage consiste à appliquer la méthode 
pilote sur le modèle
Y =
wn∑
k=1
gk( X˜k) + , (12)
construit à partir des variables isolées { X˜k = X ((2k−1)qn+1)/2}wnk=1, et en n’utilisant que le premier sous-échantillon. À l’issue 
de cette première étape, nous disposons d’estimateurs g˜k des composantes du modèle (12) ainsi que d’un pemier tri des 
variables informatives S˜0 = {((2k − 1)qn + 1)/2, k ∈ K˜0} où K˜0 = {k = 1, . . . , wn, ˜gk 	= 0}.
Etape 2 : Aﬃnage. Aﬁn d’éliminer l’effet du choix arbitraire de la décomposition (9), la deuxième étape de l’algorithme 
consiste à chercher celles parmi les variables voisines de celles déjà pré-sélectionnées qui pourraient être elles aussi infor-
matives. Concrètement, la procédure pilote est utilisée une seconde fois, en n’utilisant que le deuxième sous-échantillon, sur 
le nouveau modèle
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∑
j∈E
s j(X j) +  où E = ∪k∈K˜0 Ek, (13)
amenant à des estimateurs s˜ j des composantes s j et à un nouveau tri de variables ˜˜S0 = { j ∈ E, ˜s j 	= 0}.
Bilan. Dans le modèle (3) les points d’impact sont Sˆ0 = ˜˜S0, et les composantes estimées sont fˆ j = s˜ j1 j∈E .
4. Résultats asymptotiques
Théorème 4.1. Sous le modèle déﬁni par les conditions (1)–(9), et si la procédure pilote satisfait les conditions (10) et (11), alors on a :
pn∑
j=1
‖ fˆ j − f j‖22 = O p(snUnVn(sn)) et P ( Sˆ0 = S0) → 1. (14)
Grandes lignes de la preuve du Théorème 4.1. On utilise la décomposition
pn∑
j=1
‖ fˆ j − f j‖22 =
∑
j∈E
‖ fˆ j − f j‖22 +
∑
j∈E∩S0
‖ fˆ j − f j‖22. (15)
On montre successivement, en utilisant (8) puis la propriété (10) de la procédure pilote, que
∀η0 > 0, P (
∑
j∈E∩S0
‖ fˆ j − f j‖22 ≥ η0snUnVn(sn)) → 0, (16)
∑
j∈E
‖ fˆ j − f j‖22 = O p(snUnVn(sn)). (17)
La première partie de (14) vient de (15)–(17). Pour la seconde on montre que P (S0  Sˆ0) → 0 et P ( Sˆ0  S0) → 0 (ce dernier 
point venant de (11)). Les preuves complètes sont disponibles sur demande. 
5. Commentaires
À propos de la procédure pilote et des vitesses de convergence. Les exemples de procédures satisfaisant les conditions (10)
et (11) sont nombreux. Considérons le cas particulier du lasso groupé adaptatif (voir [13]) dans le cas simple où sn = s et 
wn = √pn . Les résultats de [13] ne nécessitent que deux hypothèses clés sur le modèle : une condition de régularité (du 
type de (5)) et une autre sur la taille du modèle, et sont donc directement utilisables dans notre contexte. Ainsi, il découle 
de [13] que, sous la condition (5), les conditions (10) et (11) sont satisfaites avec Un = n−2/3 et Vn(# J ) = 1, et ce dès que 
log(#( J )) = o(n2/3). Les résultats du Théorème 4.1 se traduisent alors par
pn∑
j=1
‖ fˆ j − f j‖22 = O p(n−2/3),
sous une condition de dimension
pn = (eo(n2/3))2.
À titre de comparaison (voir [13]), une application directe de la méthode du lasso groupé adaptatif nécessite une condition 
pn = eo(n2/3) . Ceci est loin d’être négligeable tant le nombre de variables intervenant dans ce type de problèmes est en 
général très important (souvent de l’ordre du millier, voire plus).
À propos des aspects calculatoires. De par sa nature, notre procédure en deux étapes va s’avérer bien moins coûteuse en temps 
de calcul qu’une méthode directe travaillant directement sur les pn points de discrétisation de la courbe. Ceci sera mis en 
évidence dans [3], au même titre que d’autres aspects appliqués comme la question du choix automatique des paramètres 
(celui de la suite wn , en particulier).
6. Conclusions
Cette Note est la première étape d’un travail général [3] qui mettra, entre autres choses, l’accent sur les nombreuses 
conséquences directes du Théoreme 4.1. Il existe une dynamique actuelle autour des idées combinant l’analyse de données 
fonctionnelles et la statistique en grande dimension (voir [6,10]), deux domaines qui se sont souvent développés de manière 
indépendante, alors qu’ils peuvent naturellement s’enrichir mutuellement. Notre souhait le plus cher est que cette Note 
puisse être de nature à alimenter cette dynamique.
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