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We present the integrand reduction via multivariate polynomial division as a natural technique
to encode the unitarity conditions of Feynman amplitudes. We derive a recursive formula for the
integrand reduction, valid for arbitrary dimensionally regulated loop integrals with any number of
loops and external legs, which can be used to obtain the decomposition of any integrand analytically
with a finite number of algebraic operations. The general results are illustrated by applications to
two-loop Feynman diagrams in QED and QCD, showing that the proposed reduction algorithm can
also be seamlessly applied to integrands with denominators appearing with arbitrary powers.
Introduction – In the perturbative approach to quan-
tum field theories, the elements of the scattering matrix,
which are the scattering amplitudes, can be expressed in
terms of Feynman diagrams. The latter generally rep-
resent multiple integrals whose integrand is a rational
function of the integration variables. Scattering ampli-
tudes are analytic functions of the kinematic variables of
the interacting particles, hence they are determined by
their singularities, whose location in the complex plane
is specified by a set of algebraic equations. The analysis
of the singularity structure can be used to define the dis-
continuities of a Feynman integral across the branch cuts
attached to the Landau singularities. They are encoded
in the Cutkosky formula and correspond to the unitarity
conditions of the scattering amplitude. In the canonical
formalism, the unitarity cut conditions have been used
for the evaluation of the scattering amplitudes trough
dispersive Cauchy’s integral representations. However,
the dispersive approach is well-known to suffer from am-
biguities which limit its applicability for the quantitative
evaluation of generic Feynman integrals in gauge theo-
ries.
In the more modern interpretation of unitarity, cut
conditions and analyticity are successfully exploited for
decomposing scattering amplitudes in terms of indepen-
dent functions – rather than for their direct evaluation.
The basic functions entering the amplitudes decomposi-
tion are univocally characterized by their singularities.
The singularity structure can be accessed before inte-
gration, at the integrand level [1, 2]. Therefore, the
decomposition of the integrated amplitudes can be de-
duced from the the decomposition of the corresponding
integrands. The integrand-reduction methods [1–7] rely
on the existence of a relation between the numerator and
the denominators of each Feynman integral. A generic
numerator can be expressed as a combination of (prod-
ucts of) denominators, multiplied by polynomial coeffi-
cients, which correspond to the residues at the multiple
cuts of the diagrams. The multiple-cut conditions, gen-
erally fulfilled for complex values of the integration vari-
Figure 1. Integrand recurrence relation for a generic `-loop
integrand.
ables, can be viewed as projectors isolating each residue.
The latter, depicted as an on-shell cut diagram, repre-
sents the amplitude factorized into a product of simpler
amplitudes, either with fewer loops or a lower number of
legs.
The residues are multivariate polynomials in those
components of the propagating momenta which corre-
spond to irreducible scalar products (ISPs), that cannot
be decomposed in terms of denominators. The ISPs ei-
ther yield spurious contributions, which vanish upon in-
tegration, or generate the basic integrals entering the am-
plitude decomposition [2, 4].
Within the integrand reduction methods, the problem
of decomposing any scattering amplitude in terms of in-
dependent integrals is therefore reduced to the algebraic
problem of reconstructing the residues at its multiple
cuts.
In Refs. [6, 7] the determination of the residues at the
multiple cuts has been formulated as a problem of mul-
tivariate polynomial division, and solved using algebraic
geometry techniques. These techniques allowed one to
prove that the integrand decomposition, originally for-
mulated for one-loop amplitudes [1], is valid and appli-
cable at any order in perturbation theory, irrespective of
the complexity of the topology of the involved diagrams,
being them massless or massive, planar or non-planar.
This novel reduction algorithm has been applied to the
decomposition of supersymmetric amplitudes at two and
three loops [8, 9]. Also, it has been used for the iden-
tification of the two-loop integrand basis in four dimen-
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2sions [10], and for the classification of the cut solutions
according to the geometric properties of the associated
varieties [11, 12].
In Ref. [7], we found an integrand-recursion formula
for the iterative decomposition of scattering amplitudes,
based on successive divisions of the numerators modulo
the Gro¨bner basis of the ideals generated by the cut de-
nominators. The integrand recurrence relation may be
applied in two ways.
The first approach, that we define fit-on-the-cuts, re-
quires the knowledge of the parametric residues and of
the parametric (families of) solutions of all possible mul-
tiple cuts. The parameters of the residues are deter-
mined by evaluating the numerator at the solutions of
the multiple cuts, as many times as the number of the
unknown coefficients. This approach is the canonical way
to achieve the integrand decomposition of scattering am-
plitudes at one loop [1], and it has been implemented in
public codes like Cutools [13], and Samurai [14]. In
this approach the parametrization of the residues can be
found by applying the integrand-recursion formula to the
most generic numerator function, with parametric coef-
ficients.
Alternatively, as we show in this letter, the reduction
formula can be applied directly to the numerator, within
what we define as the divide-and-conquer approach. In
this case, the decomposition of the amplitude is obtained
by successive polynomial divisions, which at each step
generate the actual residues. In this way, the decompo-
sition of any integrand is obtained analytically, with a
finite number of algebraic operations, without requiring
the knowledge of the varieties of solutions of the multiple
cuts, nor the one of the parametric form of the residues.
In the following, we describe the coherent mathe-
matical framework underlying the integrand decompo-
sition, interpreting the unitarity-cut conditions as equiv-
alence classes of polynomials. We present the divide-and-
conquer approach through its systematic application to
the decomposition of some classes of two-loop diagrams.
The examples show the main features of the proposed
reduction algorithm, which can be applied to generic di-
mensionally regulated Feynman integrals with multiple
denominators, namely denominators appearing with ar-
bitrary powers. To the best of our knowledge, this is
the first application of integrand-reduction algorithms di-
rectly to diagrams with multiple propagators.
With this communication we finally aim at present-
ing the integrand reduction via multivariate polynomial
division as a natural technique to encode the unitarity
conditions of Feynman amplitudes. Indeed Cauchy’s in-
tegration, which is the underlying concept of unitarity
integrals and, more generally, of discontinuities formu-
las, when applied to rational integrands corresponds to
partial fraction, which is the objective of the polynomial
division.
Integrand reduction formula – The extension of the
integrand recurrence relation required to accommodate
multiple propagators is straightforward. An arbitrary
graph with ` loops represents a d-dimensional integral
of the type ∫
ddq¯1 · · · ddq¯` Ii1 · · · i1︸ ︷︷ ︸
a1
... in · · · in︸ ︷︷ ︸
an
,
Ii1 · · · i1︸ ︷︷ ︸
a1
... in · · · in︸ ︷︷ ︸
an
≡ Ni1···i1 ··· in···in
Da1i1 · · ·Danin
, (1)
with i1, . . . , in distinct indices. The numerator and the
denominators are polynomials in a set of coordinates z,
i.e. they are in the polynomial ring P [z]. We define the
ideal
Ji1 · · · i1︸ ︷︷ ︸
a1
... in · · · in︸ ︷︷ ︸
an
≡ 〈Di1 , . . . , Di1︸ ︷︷ ︸
a1
, . . . , Din , . . . , Din︸ ︷︷ ︸
an
〉 ,
which fulfills the relation
Ji1 · · · i1︸ ︷︷ ︸
a1
i2 · · · i2︸ ︷︷ ︸
a2
... in · · · in︸ ︷︷ ︸
an
= Ji1i2···in =
=
{
n∑
k=1
hk(z) Dik(z) : hk(z) ∈ P [z]
}
. (2)
Given a monomial ordering, we define the normal form
of a polynomial p(z) with respect to the ideal J as
bp(z)cJi1···in ≡ p(z) mod Gi1···in , (3)
i.e. the normal form of p is the remainder of its divi-
sion modulo a Gro¨bner basis G of J . Two polynomials
p(z), q(z) ∈ P [z] are congruent modulo J iff their differ-
ence can be written in terms of the denominators, i.e.
p(z) ∼Ji1···in q(z) iff p(z)− q(z) ∈ Ji1···in .
The congruence modulo J is an equivalence relation and
the set of all its equivalence classes is the quotient ring
P [z]/J . The properties of the Gro¨bner basis ensure that
p(z) ∼Ji1···in q(z) iff bp(z)cJi1···in = bq(z)cJi1···in .
Therefore, the normal form of the elements of the equiva-
lence classes establish a natural correspondence between
P [z]/J and P [z].
The numerator N of Eq. (1) is a polynomial in z and
can be decomposed by performing the division
Ni1 · · · i1︸ ︷︷ ︸
a1
... in · · · in︸ ︷︷ ︸
an
/Gi1 · · · i1︸ ︷︷ ︸
a1
... in · · · in︸ ︷︷ ︸
an
. (4)
Eq. (2) allows one to write its decomposition as
Ni1···i1 ··· in···in = Γi1···i1 ··· in···in+
3+ bNi1···i1 ··· in···incJi1i2···in . (5)
The normal form of the numerator is not in the ideal J ,
thus it cannot be expressed in terms of the denominators
and it is identified with the residue of the multiple cut
Da1i1 = · · · = Danin = 0,
bNi1···i1 ··· in···incJi1i2···in = ∆i1···i1 ··· in···in , (6)
belonging to the quotient ring P [z]/J . The term Γ, in-
stead, belongs to the ideal J , thus it can be written as
Γi1···i1 ··· in···in =
n∑
k=1
Ni1 · · · i1︸ ︷︷ ︸
a1
... ik · · · ik︸ ︷︷ ︸
ak−1
... in · · · in︸ ︷︷ ︸
an
Dik . (7)
Substituting Eqs. (5), (6), and (7) in Eq. (1), we obtain
Ii1 · · · i1︸ ︷︷ ︸
a1
... in · · · in︸ ︷︷ ︸
an
=
n∑
k=1
Ii1 · · · i1︸ ︷︷ ︸
a1
... ik · · · ik︸ ︷︷ ︸
ak−1
... in · · · in︸ ︷︷ ︸
an
+
+
∆i1···i1 ··· in···in
Da1i1 · · ·Dakin
, (8)
which is a non-homogeneous recurrence relation express-
ing a given integrand in terms of integrands with fewer
denominators. it is the generalization of the recurrence
relation of Ref. [7], valid for arbitrary powers of the de-
nominators. Its pictorial representation is shown in Fig-
ure 1. Within the divide-and-conquer approach, the inte-
grand reduction formula becomes an elegant and power-
ful tool to perform the analytic decomposition of multi-
loop integrals through a top-down procedure starting
from the integrand with the highest number of denomi-
nators. It is worth noticing that, in this algorithm, the
presence of multiple denominators is reflected by the fact
that the division modulo the ideal Ji1···in enters the pro-
cedure a1 × · · · × an times.
In the following we apply the divide-and-conquer ap-
proach to some two- and three-point two-loop diagrams
appearing in QED and QCD radiative corrections. The
divergences have been regularized within the ’t Hooft–
Veltman scheme and the computation has been carried
out in the Feynman gauge. The decompositions have
been verified by using the N = N global test [1, 13, 14].
Photon vacuum polarization – As a first example we
consider the two-loop contributions to the transverse part
Π(k2) of the vacuum polarization in QED with a massive
fermion [15]. The integrand of Π(k2) gets contributions
from the three self-energy diagrams in the first row of
Figure 2. The d-dimensional loop momenta q¯i are split
into a 4-dimensional and (−2 )-dimensional part, q¯i =
qi + ~µi, with qi · ~µj = 0 and ~µi · ~µj ≡ µ2ij . In this case the
variables z are µ211, µ
2
22, µ
2
12 and the components of qi in
the basis {k, k⊥, e3, e4}, such that
k2⊥ 6= 0 6= e3 · e4 , k · k⊥ = k · ej = k⊥ · ej = e2j = 0 .
Figure 2. First row: diagrams leading to the two-loop QED
corrections to the photon self energy. Second row: two-loop
diagrams entering the QCD corrections to gg → H in the
heavy top mass approximation.
The integrand of the diagram (a) is
I(a)12345 =
1
3− 2 
N (a)12345
D1D2D3D4D5
, (9)
while its denominators are
D1 = q¯
2
1 −m2 , D2 = (q¯1 + k)2 −m2 ,
D3 = q¯
2
2 −m2 , D4 = (q¯2 + k)2 −m2 ,
D5 = (q¯1 − q¯2)2 .
According to our algorithm, the first step of the reduction
requires the division N (a)12345/G12345, whose result reads as
N (a)12345 = ∆12345 +N1235D4 +N2345D1 +N1345D2
+N1245D3 +N1234D5 . (10)
In the second step, the numerators Ni1i2i3i4 are reduced
performing the division Ni1i2i3i4/Gi1i2i3i4 ,
N (a)12345 = ∆12345 + ∆1235D4 + ∆2345D1 + ∆1345D2
+∆1245D3 + ∆1234D5 +N123D4D5
+N124D3D5 +N134D2D5 +N234D1D5
+N125D3D4 +N135D2D4 +N245D1D3
+N345D1D2 +N145D2D3 +N235D1D4 . (11)
The complete decomposition of N (a)12345 is obtained by it-
erating the procedure twice,
N (a)12345 = ∆12345 + ∆1235D4 + ∆2345D1 + ∆1345D2
+∆1245D3 + ∆1234D5 + ∆123D4D5
+∆124D3D5 + ∆134D2D5 + ∆234D1D5
+∆125D3D4 + ∆135D2D4 + ∆245D1D3
+∆345D1D2 + ∆145D2D3 + ∆235D1D4
+∆13D2D4D5 + ∆24D1D3D5
+∆14D2D3D5 + ∆23D1D4D5 . (12)
The residues in Eq. (12) read as follows:
∆12345 = 8
(
4m4 − k4 + k2 (k2 − 2m2) ) ,
4∆1234 = −4
[ (
4m2 + k2(3− − 2 2))
+ 4 (1− )
(
µ212 −
(q1 · k⊥) (q2 · k⊥)
k2⊥
− (q1 · e3) (q2 · e4)
(e3 · e4) −
(q1 · e4) (q2 · e3)
(e3 · e4)
)]
,
∆1235 = ∆2345 = ∆1345 = ∆1245 = 8
(
m2 + k2(1− )) ,
∆123 = ∆124 = ∆134 = ∆234 = 4 (1− ) ,
∆125 = ∆135 = ∆245 = ∆345 = −8 (1− ) ,
∆145 = ∆235 = 8  (1− ) ,
∆13 = ∆24 = −∆14 = −∆23 = 4 (1− )
k2
. (13)
The diagram (b) contains a double propagator,
I(b)11234 =
1
3− 2 
N (b)11234
D21D2D3D4
, (14)
where the denominators are
D1 = q¯
2
1 −m2 , D2 = (q¯1 − k)2 −m2 ,
D3 = q¯
2
2 , D4 = (q¯1 + q¯2)
2 −m2 .
The first step of the reduction requires the division
N (b)11234/G11234 which, because of Eq. (2), is equivalent
to the division N (b)11234/G1234,
N (b)11234 = ∆11234 +N1234D1 +N1123D4
+N1134D2 +N1124D3 . (15)
In the second step we perform the divisions
Ni1i2i3i4/Gi1i2i3i4 , obtaining
N (b)11234 = ∆11234 + ∆1234D1 + ∆1123D4 + ∆1134D2
+∆1124D3 +N113D2D4 +N114D2D3
+N234D21 . (16)
Due to Eq. (2), the division N11i3i4/G11i3i4 is equivalent
to N11i3i4/G1i3i4 . The reduction is completed by per-
forming the divisions Ni1i2i3/Gi1i2i3 , along the lines of
the previous steps, obtaining
N (b)11234 = ∆11234 + ∆1234D1 + ∆1123D4 + ∆1134D2
+∆1124D3 + ∆113D2D4 + ∆114D2D3
+∆234D
2
1 , (17)
in terms of the residues
∆11234 = 16m
2
(
k2 + 2m2 − k2) ,
∆1234 = 16
[
(q2 · k)(1− )2 +m2
]
,
∆1124 = −∆1123 = 8 (1− )
[
k2(1− ) + 2m2] ,
∆1134 = −16m2 (1− ) ,
∆113 = −∆114 = ∆234 = 8 (1− )2 . (18)
The integrand of the diagram (c) is obtained by perform-
ing the replacement I(c)11234 = I(b)11234 | k→−k.
We remark that the residues can also be expressed in
terms of normal forms. For instance, in the case of I(b),
∆1123 and ∆113 can be written as
∆1123 =
⌊
N (b)11234 −∆11234
⌋
J123
bD4cJ123
,
∆113 =
⌊
N (b)11234 −∆11234 −∆1123D4 −∆1134D2
⌋
J13
bD2D4cJ13
.
Since ∆1234D1 ∈ J1234, the residue ∆1234 can be ob-
tained using
∆1234 =

⌊
N (b)11234 −∆11234
⌋
J12234
bD1cJ12234

J1234
,
where J12234 ≡ 〈D21, D2, D3, D4〉 ⊂ J1234.
Diagrams for Higgs production via gluon fusion – We
also consider the three-point diagrams in the second row
of Figure 2, which enter the two-loop QCD corrections to
the Higgs production via gluon fusion in the heavy top
limit [16]. In this case, the variables z are µ211, µ
2
22, µ
2
12
and the components of the four-vectors qi in the basis of
massless vectors {k1, k2, e3, e4}, such that ki · ej = 0 and
e3 · e4 6= 0. Within the divide-and-conquer approach, the
integrand of the generic diagram is decomposed as
I(x) =
6∑
κ=2
∑
{i1···iκ}
∆i1···iκ
Di1 · · ·Diκ
, x = d, e, f . (19)
For the diagram (d) the second sum runs over the un-
ordered selections without repetition of {1, 1, 2, 3, 4, 5},
while for the diagram (e) and (f) it runs over the un-
ordered selections without repetition of {1, . . . , 6}. The
expression of the residues are lengthy and are omitted,
however they are available upon request.
The reduction algorithm described in this letter
has been automated in a python package which uses
Macaulay2 [17] and Form [18]. The numerators
of the presented examples have been generated with
QGraf [19] and Form and independently with Fey-
nArts [20], FeynCalc [21], and FormCalc [22].
We thank Simon Badger and Yang Zhang for com-
ments on the manuscript. The work of P.M. and T.P.
was supported by the Alexander von Humboldt Founda-
tion, in the framework of the Sofja Kovalevskaja Award
Project “Advanced Mathematical Methods for Particle
Physics”, endowed by the German Federal Ministry of
Education and Research. G.O. was supported in part by
the NFS Grant PHY-1068550.
5[1] G. Ossola, C. G. Papadopoulos, and R. Pittau,
Nucl.Phys. B763, 147 (2007), arXiv:hep-ph/0609007
[hep-ph].
[2] P. Mastrolia and G. Ossola, JHEP 1111, 014 (2011),
arXiv:1107.6041 [hep-ph].
[3] R. K. Ellis, W. T. Giele, and Z. Kunszt, JHEP 03, 003
(2008), arXiv:0708.2398 [hep-ph].
[4] S. Badger, H. Frellesvig, and Y. Zhang, JHEP 1204, 055
(2012), arXiv:1202.2019 [hep-ph].
[5] P. Mastrolia, E. Mirabella, and T. Peraro, (2012),
arXiv:1203.0291 [hep-ph].
[6] Y. Zhang, JHEP 1209, 042 (2012), arXiv:1205.5707 [hep-
ph].
[7] P. Mastrolia, E. Mirabella, G. Ossola, and T. Peraro,
Phys.Lett. B718, 173 (2012), arXiv:1205.7087 [hep-ph].
[8] S. Badger, H. Frellesvig, and Y. Zhang, JHEP 1208, 065
(2012), arXiv:1207.2976 [hep-ph].
[9] P. Mastrolia, E. Mirabella, G. Ossola, and T. Peraro,
Phys.Rev. D87, 085026 (2012), arXiv:1209.4319 [hep-
ph].
[10] B. Feng and R. Huang, JHEP 1302, 117 (2013),
arXiv:1209.3747 [hep-ph].
[11] S. Caron-Huot and K. J. Larsen, JHEP 1210, 026 (2012),
arXiv:1205.0801 [hep-ph].
[12] R. Huang and Y. Zhang, JHEP 1304, 080 (2013),
arXiv:1302.1023 [hep-ph].
[13] G. Ossola, C. G. Papadopoulos, and R. Pittau, JHEP
03, 042 (2008), arXiv:0711.3596 [hep-ph].
[14] P. Mastrolia, G. Ossola, T. Reiter, and F. Tramontano,
JHEP 1008, 080 (2010), arXiv:1006.0710 [hep-ph].
[15] D. J. Broadhurst, J. Fleischer, and O. Tarasov, Z.Phys.
C60, 287 (1993), arXiv:hep-ph/9304303 [hep-ph].
[16] C. Anastasiou and K. Melnikov, Nucl.Phys. B646, 220
(2002), arXiv:hep-ph/0207004 [hep-ph].
[17] D. R. Grayson and M. E. Stillman, “Macaulay2, a soft-
ware system for research in algebraic geometry,” Avail-
able at http://www.math.uiuc.edu/Macaulay2/.
[18] J. Kuipers, T. Ueda, J. Vermaseren, and
J. Vollinga, Comput.Phys.Commun. 184, 1453 (2013),
arXiv:1203.6543 [cs.SC].
[19] P. Nogueira, J.Comput.Phys. 105, 279 (1993).
[20] T. Hahn, Comput.Phys.Commun. 140, 418 (2001),
arXiv:hep-ph/0012260 [hep-ph].
[21] R. Mertig, M. Bohm, and A. Denner, Com-
put.Phys.Commun. 64, 345 (1991).
[22] S. Agrawal, T. Hahn, and E. Mirabella, J.Phys.Conf.Ser.
368, 012054 (2012), arXiv:1112.0124 [hep-ph].
