In this paper some random fixed point theorems for continuous random operators are obtained. These theorems generalize and unify some recent results.
1. Introduction. Random fixed point theorems are of fundamental importance in probabilistic functional analysis. In Polish spaces, i.e. separable complete metric spaces, random fixed point theorems were proved by Spacek, Hans, Bharucha-Reid, Itoh, [8] [9] [10] [11] 14] ).
In this paper, we continue to consider this problem, and present several random fixed point theorems for abstract continuous random operators. These results generalize and unify some recent results.
Preliminaries.
Throughout this paper, (Ω, 93, P) denotes a complete probability measure space, X is a separable complete metric space with metric d, and (X, dί) is a measurable space, where H is the σ-algebra of all Borel subsets of X.
A mapping x: Ω -> X is said to be a random variable with value in X, if the inverse image under the mapping x of every Borel set of X belongs to 93. A mapping T( , ): Ω X X -» X is said to be a random operator, if {cυ G Ω: Γ(ω, For any pair of ^-valued random variables x(ω), j(ω), let 0 Γ (jc(ω), y(ω), 0, oo) denote the random orbit of x(co), y(ω) under T, i.e.
For any positive integer z, 7,7 > /, we denote
For any subset A C X, let δ(A) be the diameter of ^4, i.e.
= sup d(x, y). To prove Theorem 1, we first verify the following lemma.
LEMMA 2. Let the random functions Φ(ω, t) satisfy conditions (Φ 1) and (Φ 3). Then (i) for any sequence {t n (ω)} satisfying the following conditions:
Proof, (i). By the right continuity of Φ(ω, t) with respect to t and condition (c), it is easty to see that the set W= ( Π W n In I Π <?,) ^93 and P(ϊΓ) = 1, where the sets W n9 n = 1,2,..., and G /9 respectively, are defined by condition (c) and (Φ 3).
For an arbitrary, but fixed, ώ E W it follows from (c) that
Using conditions (Φ 3) we have
(ii) Putting f w ((o) = ί(ω), w = 1,2,... in (i), we obtain immediately t(ω) = 0a.s.
(iii) Suppose that there exists some t 0 > 0 such that / 0 <Φ(ω,t 0 ) a. s. From (ii) we have t 0 = 0. This yields a contradiction. Hence the conclusion of (iii) holds.
This completes the proof of Lemma 2. Now we return to the proof of Theorem 1.
SHIH-SEN CHANG
For any X-valued random variable x o (ω), by the continuity of random operator Γ, it follows from Lemma 1 that the random orbit of
is a sequence of JT-valued random variables. By the separability of X, the continuity of T(ω, •), and the right continuity of Φ(ω, •), it follows that the set H=Π Π E x ) ΓiF( ΠGΛ G» and
By the assumptions of Theorem 1, for the random variable x o (ω) E X we have
It follows from (3.1) and (3.3) that
From (3.4) and (3.5) we obtain
Taking n = 1 in (3.6) we have
Now we prove that for ω E if
Suppose this is not the case, hence there exists some ώ £ H such that δ(θ 7 .(x 0 («),0,oo))| ω==δ =oo.
we know that {A π (ώ)} is an increasing sequence of positive numbers and 
n-*oo
This implies that {x n (ω)} is a Cauchy sequence of X-valued random variables. Suppose x n (ω) -* ^#(ω) a. s. Hence x^ίω) is also a X-valued random variable. Letting n -> oo in the following equality and invoking the continuity of Γ, we have x*(ω) = T(ω 9 x*(ω)) a. s.
This completes the proof of Theorem 1.
THEOREM 2. Let Φ(co, t) be the same as in Theorem 1, and let T be a continuous random operator from ΩXI->I Suppose that there exists a positive integer p such that for any k E N (N denotes the set of all non-negative integers) and any x E X the following holds:
Then the conclusion of Theorem 1 still holds.
Proof. By the assumptions on X, T and Φ, it is easy to see that the set E = Π Π E xk e © and P(E) = 1.
xk k=0
Hence for any pair r, s G N (with no loss of generality we can assume r < s), and any x E: X, it follows from (3.8) that for any ω G E the following holds:
<φ{ω,8{θ τ {x,0, oo))).
<φ (ω,δ(θ τ (x 9 0,σo))) 9 ωEE,
This implies that from (3.8) we can deduce (3.1) . Therefore the desired conclusion follows from Theorem 1.
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This completes the proof of Theorem 2. REMARK 1. In the deterministic case, the main result in Pal and Maiti [13] is a special case of Theorem 2.
As a corollary of Theorem 1 and Theorem 2 we have the following result. COROLLARY 1. Let T: Ω X X -* X be a continuous random operator. Suppose that there exists a positive integer p such that for any x E X one of the following conditions holds:
Then the conclusion of Theorem 1 holds.
Proof. Taking Φ(ω, t) = &(ω) t 9 t > 0, it is easy to see that in this case conditions (Φ 1), (Φ 2), (Φ 3) are all satisfied, and the conclusion follows from Theorem 1 and Theorem 2, respectively. THEOREM 3. Let T: Ω X X -» X be a continuous random operator. Let Φ be the same as in Theorem 1. Suppose that there exist positive integers p, q such that for any pair xjGl
Then T has a unique X-valued random fixed point x*(ω)\ and for any X-valued random variable x o (ω) the sequence {x n (ω)}, where
x n (<*) = T{ω 9 x n _ ι (ω)) 9 n= 1,2,...,
converges almost surely to x*(ω).
Proof. With no loss of generality, we can assume p > q. Considering the set G= Π xeI Π vEI (£ xv ), it is easy to see that G»d -ω, x) . From (3.11) we have < Φ(ω, δ(θ τ {x 9 T?-^k(ω, JC),O, oo))) = Φ(ω,δ(θ Γ (x,0,oo))).
By Theorem 1, for any random variable x o (ω), the sequence of X-valued random variables [x n {ω)} defined by
converges almost surely to a random fixed point of T.
To prove T has a unique X-valued random fixed point, we proceed as follows:
Let x*(ω), x(ω) be two X-valued random fixed points of T\ therefore (x 9 y 9 θ 9 oo))} = 1,
where (3,(ω) : Ω -> [0, oo) is a random variable such that P(ω E Ω:0<β(ω) < l) = 1.
Then the conclusion of Theorem 3 holds.
REMARK 2. In the deterministic case, Corollary 2 is a generalization of Fisher [7, Theorem 2] . (3.13) P{ωGΏ:d (TJ > (ω,x) ,T"(w,y)) ,max[d(x, y), d(x, T"(ω, x) ), d (y,T«( ω ,y)),d(x,Ti(ω,y) ), Then the conclusion of Theorem 3 holds. where the sets β, /% G p respectively, are defined in (3.14) , (Φ 2) and (Φ 3).
For an arbitrary, but fixed ώ E H x , hence ώ E β, there exist positive integers /? 0 , # 0 such that for any IJGI <*(ω, y)) < Φ(ώ, δ(θ Γ (jc, j,0, oo))).
By Corollary 4 there exists a unique fixed point x*(ώ) of Γ(ώ, •)• Taking any X-valued random variable x o (ω) 9 we define a sequence of X-valued random variables {x n (ω)}\ x /I (ω) = Γ(co,x π _ 1 ((o)), n= 1,2,....
As co = ώ by Corollary 4 we know that x n (ώ) converges to x*(ώ). This means that x n (ω) converges almost surely to x*(ω), hence x*(ω) is also a JΓ-valued random variable and Γ( ()) a. s.
This completes the proof of Theorem 4.
REMARK 4. Theorem 6 of [3] is a special case of Theorem 4. Especially, taking p = q and Φ(co,/) = (1 -\/m)t in Theorem 4, where m is some positive integer, we obtain a generalization of an important random fixed point theorem of Bharucha-Reid (cf. [1, Theorem 3, 4] or [2, Theorem 6]). The main results in Hans [8, 9] and Spacek [14] are also special cases of Theorem 4.
