Abstract-A novel image recovery algorithm for removing visible watermarks is presented. Independent component analysis (ICA) is utilized to separate source images from watermarked and reference images. Three independent component analysis approaches are examined in the proposed algorithm, which includes joint approximate diagonalization of eigenmatrices, second-order blind identification, and FastICA. Moreover, five different visible watermarking methods to embed uniform and linear-gradient watermarks are implemented. The experimental results show that visible watermarks are successfully removed, and that the proposed algorithm is independent of both the adopted ICA approach and the visible watermarking method. In the final experiment, several public domain images sourced from various websites are tested. The results of this study demonstrate that the proposed algorithm can blindly and successfully remove the visible watermarks without knowing the watermarking methods in advance.
Section IV presents the experimental results. Conclusions are drawn in Section V.
II. RELATED METHODS

A. Visible Watermarking Methods
A visible watermark represents the owner of the product. Many online images, digital documents, and video are embedded with visible watermarks. Braudaway et al. embedded visible watermarks to protect public images [5] . They formulate the nonlinear equation to accomplish the luminance alteration on the pixel domain, and then the watermark is placed onto the image. In addition, various parameters are adopted in the nonlinear equation in order to make the watermark difficult to remove. Meng and Chang added visible watermarks to video sequence in the discrete cosine transform (DCT) domain [6] . To extend the Braudaway's method, they developed the simple stochastic approximation model on the DCT domain and modified the original nonlinear equation. The feature is to directly implement the adaptive watermarking technique to the compressed video steams. Mohanty et al. proposed a watermarking method in the DCT domain [7] by combining a visible and invisible watermarks as a dual watermark to be embedded into an image [8] . Hu and Kwong implemented an adaptive visible watermarking in the wavelet domain [9] . Both the host image and watermark are first decomposed to a four-level multiresolution wavelet-based structure. In each subband, the scaling factors of the wavelet coefficients are calculated, and then the coefficients of the watermark are imposed on those of the host image with the scaling factors. Chen developed a visible watermarking mechanism in the pixel domain based on the statistical approach [10] . The mechanism is different from Braudaway's method in the watermarked ratio, which is determined by the standard deviation of the block. Regardless of exploiting the visible watermarking technique, the watermarked image can generally be formulated as y w (i; j) = k 1 (i; j )x(i; j ) + k 2 (i; j )w(i; j ) (1) where x(i; j ); y w (i; j ) and w(i; j ) are the (i; j )th pixels of the host image, the watermarked image, and the visible watermark, respectively, and k1(i; j ) and k2(i; j ) are the two weighting factors. In most of the visible watermarking methods, all weighting factors are usually variable.
B. Independent Component Analysis (ICA)
ICA is also called blind signal separation (BSS). It is a statistical and computational scheme that yields the latent correlation of a set of random variables or signals. (2) where a k;l denotes the mixing value of the lth independent source in the kth mixture, and 1 k; l m. The ICA estimates the separating value b k;l , such that the approximate sourcesŝ k can be separated from the mixtures, andŝ k = b k;1 t1 + b k;2 t2 + 1 1 1 + b k;m tm .
Cardoso and Souloumiac presented a blind identification algorithm by the joint approximate diagonalizaition of eigenmatrices (JADE) to estimate the separating matrix [11] . FastICA, proposed by Hyvarinen and Oja [12] , is an ICA approach with fast convergence. Belouchrani et al. exploited stationary second-order statistics based on a joint diagonalization of a set of covariance matrices to solve the ICA problem, which is called second-order blind identification (SOBI) [13] .
To analyze (1), the host image to be separated from the watermarked image corresponds to solve the ICA problem of two independent sources in (2). However, only a mixture (the watermarked image y w ) is available, another mixed image (the reference image y f ) must be generated for the ICA. Section III further discusses those details.
III. VISIBLE WATERMARK REMOVAL ALGORITHM (VWR)
The proposed VWR has three phases: watermarked area segmentation, reference image generation, and image recovery. These phases are described below.
A. Watermarked Area Segmentation
Before the image recovery algorithm is implemented, the visible watermark must be segmented. First, the user sets red and blue marked points manually to represent the watermarked and the nonwatermarked pixels, respectively. For instance, a watermarked image is shown in Fig. 1(a) and the marked points for seed growing are added on the watermarked image as shown in Fig. 1(b) . Subsequently, the seed-growing algorithm is exploited to turn all pixels into the marked points. Let p(i; j) be the (i; j)th marked point and pN(i; j; n) be the nth neighbor unmarked point of p(i; j). The intensity difference between p(i; j) and
where I(p) denotes the intensity of p. If the intensity distance is smaller than the threshold , then pN(i; j; n) will be designated as a red marked point when p(i; j) is a red marked point, or p N (i;j;n) will be designated as the blue marked point since p(i; j) is a blue marked point. However, the seed-growing algorithm may be stagnated; the solution is to increase the threshold with the increment 1 (i.e., +1). 
B. Reference Image Generation
Based on the description in Section II-B, the simplest ICA model requires at least two mixtures to estimate the two independent sources. However, the first mixture is the watermarked image y w derived from (1), but the second mixture is none and unknown in our case. Accordingly, the reference image y f must be generated as the second mixture; it is proposed as a mix of watermarked image yw and estimated visible watermarkŵ (5) This work considers two kinds of visible watermarks: one is the uniform watermark and the other is the linear-gradient watermark. Therefore, the reference image is generated using two different estimation methods. As yw is embedded with the uniform watermark, the estimated visible watermark is designed to be a constant image, that iŝ w(i; j) = 1. For a K 2 L linear-gradient watermark, the estimated visible watermark is designed aŝ w(i; j) = r 2 f (i;j;) = r 2 i 0 1
where r is a factor that adjusts the intensity slope, is the angle of inclination between the direction of the gradient and the horizontal axis, 0 < 360;1 i K, and 1 j L. The estimated visible watermark is an 8-bit gray-level image and the maximum of jf(i; j; )j
in (6) is p 2, so r satisfies 0 < r 255= p 2.
If the visible watermark is successfully removed, the recovered pixels will be close to the neighboring nonwatermarked pixels. Hence, the error between the pixel values of recovered pixels and those of the neighboring nonwatermarked pixels is measured in order to estimate the proper slope r and the angle for the linear-gradient visible watermark. The difference function is formulated as DF = 6i6j
where y r (i; j) is the pixel value of the (i;j)th recovered pixel, and P (i; j) is an average of all nonwatermarked pixel values in a 5 2 5 window P, centered at position (i;j). Let c c c be the set of coordinate pairs in the interior area M int Mint = Mw 0 (Mw 9 S1) (8) where S1 is a 3 2 3 unitary block and the symbol "9" is the morphology erosion operation. For example, Figs. 2(a) displays a watermarked image and M w and M int are the watermarked and interior areas, which are shown in Fig. 2(b) and (c), respectively. Fig. 3 presents the difference calculation according to (7) . While y r (i; j) is close to P (i; j), the difference DF is low, whereas the boundary between the watermarked and nonwatermarked areas is indistinguishable. In contrast, the high-difference DF indicates that the boundary between the watermarked and nonwatermarked areas is noticeable. Initially, 432 reference images are generated with 12 slopes and 36
angles (r = 6 12 k=1 152k and = 6 35 k=0 10 2k), and these images are applied to VWR . To calculate the differences of 432 recovered images by (7), the first proper parameters r1 and 1 correspond to the recovered image with minimum difference. Subsequently, 35 reference images with five slopes and seven angles (r = r1 + 6 2 k=02 3 2 k and = 1 +6 3 k=03 3 2k) are generated for VWR. To calculate the differences of 35 recovered images by (7), the second proper parameters r 2 and 2 correspond to the recovered image with the minimum difference.
Finally, 25 reference images with 5 slopes and 5 angles (r = r 2 + 6 2 k=02 k and = 2 + 6 2 k=02 1 2 k) are generated for VWR. To calculate the differences of 25 recovered images by (7), the final proper parameters r nal and nal correspond to the recovered image with the minimum difference as well. Then, not only r nal and nal of the estimated linear-gradient watermark are found, but the image is also recovered. A total of 492 reference images is generated in the above iterative process.
C. Image Recovery
Since the watermarked image is a mixture of the host image and the visible watermark, the reference image is generated to be a mix of the watermarked image and estimated visible watermark as in (4) . The reference image can also be expressed as another mixture form of the host image and the visible watermark 
The issue in which the two separated source images should be applied to recover the watermarked image is of concern. By the heuristic experiment with 50 images, the solution is determined by two coefficients of Xnw.
The mean nw and variance 
Although the exterior area surrounds the watermarked area, both areas should have similar means and variances before the visible watermark is added to the image. Consequently, the mean and standard deviation of the watermarked area in X nw are adjusted, and the recovered image is defined in (14) , shown at the bottom of the page. If the quality of the recovered image is unsatisfactory, then the recovered image replaces the watermarked image and the above VWR algorithm is iteratively processed again. 
IV. EXPERIMENTAL RESULTS
The experiments focus on three issues to show that VWR is an effective image recovery algorithm for removing the visible watermark. These three issues include different visible watermarking methods, various ICA approaches, and the blind removal of visible watermarks. The threshold parameters for segmenting the watermarked area are = 8 and 1 = 4.
A. Visible Watermarking Methods
The 512 2 512 gray-level image is tested in the experiment. First, five test images are embedded with five 512 2 512 uniform visible watermarks using the different watermarking methods of Braudaway et al. [5] , Meng [6] , Mohanty et al. [8] , Hu [9] , and Chen [10] . JADE [11] of the ICA approach is used in our proposed VWR algorithm. The left-hand column of Fig. 4 shows these five watermarked images, and the right-hand column of Fig. 4 shows the recovered images. The image recovery process takes an average of 1.8 s, and the peak signal-to-noise ratios (PSNRs) of those recovered images are 48.84, 47.24, 34.38, 43.95, and 37.44 dB for Fig. 4 Table I lists the means and variances of the original, watermarked, and recovered areas associated with the uniform and linear-gradient watermarks. The mean and the variance of the recovered area are close to those of the original area, and it indicates that the recovered area is similar to the original area. 
B. ICA Approaches
Three ICA approaches, which include JADE, FastICA, and SOBI, are examined in our experiments. The MATLAB source codes of these approaches are downloaded from [14] - [16] . VWR is integrated with each ICA approach to recover five watermarked images [as shown in Fig. 4(a), (c) , (e), (g), and (i)], and 15 recovered images are obtained. Table II lists the separating matrices and PSNR values of these 15 recovered images. The high PSNR value demonstrates that VWR is independent of the adopted ICA approaches, and successfully removes the visible watermarks embedded with the currently existing visible watermarking methods.
C. Blind Removal of Visible Watermarks
Numerous public domain images are available at various websites, and some of them are visible watermarks embedded with unknown watermarking methods [17]- [21] . In the final experiment, the embedded watermarks are assumed to be uniform, and these visible watermarks are removed successfully and blindly from the public images without knowing the watermarking methods in advance. Fig. 6(a) presents an image embedded with the small watermark [17], the 768 2 512 recovered image with a process time of 4.77 s is shown in Fig. 6(b) . Fig. 7(a) displays an image embedded with the large watermark [18], the 1000 2 688 recovered image with process time 10.75 s is shown in Fig. 7(b) . The final image is shown in Fig. 8(a) , which is embedded with the color watermark [19] , the 640 2 353 recovered image with process time 4.92 s is shown in Fig. 8(b) .
V. CONCLUSION
This paper presents a novel image recovery algorithm for removing the visible watermarks. The proposed algorithm not only removes the specified visible uniform and linear-gradient watermarks, but also successfully and blindly recovers the public domain images. Furthermore, three independent component analysis approaches and five visible watermarking methods are examined in the visible watermark removal algorithm, and the experimental results demonstrate that the proposed algorithm is independent of both the adopted ICA approach and the visible watermarking method. All programs are executed in MATLAB software using a 1.5-GHz Pentium-M processor.
