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 Un objectif important en neurobiologie est de comprendre le développement et 
l'organisation des circuits neuronaux qui entrainent les comportements. Chez l'embryon, la 
première activité motrice est une lente contraction spontanée qui est entrainée par l'activité 
intrinsèque des circuits spinaux. Ensuite, les embryons deviennent sensibles aux stimulations 
sensorielles et ils peuvent éventuellement nager, comportements qui sont façonnées par 
l'intégration de l'activité intrinsèque et le rétrocontrôle sensoriel. Pour cette thèse, j'ai utilisé 
un modèle vertébré simple, le poisson zèbre, afin d'étudier en trois temps comment les 
réseaux spinaux se développent et contrôlent les comportements locomoteurs embryonnaires. 
 Pour la première partie de cette thèse j'ai caractérisé la transition rapide de la moelle 
épinière d'un circuit entièrement électrique à un réseau hybride qui utilise à la fois des 
synapses chimiques et électriques. Nos expériences ont révélé un comportement 
embryonnaire transitoire qui précède la natation et qu'on appelle « double coiling ». J'ai 
démontré que les motoneurones spinaux présentaient une activité dépendante du glutamate 
corrélée avec le « double coiling » comme l'a fait une population d'interneurones 
glutamatergiques ipsilatéraux qui innervent les motoneurones à cet âge. Ce travail (Knogler et 
al., Journal of Neuroscience, 2014) suggère que le « double coiling » est une étape distincte 
dans la transition du réseau moteur à partir d'un circuit électrique très simple à un réseau 
spinal entrainé par la neurotransmission chimique pour générer des comportements plus 
complexes. 
 Pour la seconde partie de ma thèse, j'ai étudié comment les réseaux spinaux filtrent 
l'information sensorielle de mouvements auto-générés. Chez l'embryon, les neurones 
sensoriels mécanosensibles sont activés par un léger toucher et ils excitent en aval des 
interneurones sensoriels pour produire une réponse de flexion. Par contre, les contractions 
spontanées ne déclenchent pas ce réflexe même si les neurones sensoriels sont toujours 
activés. J'ai démontré que les interneurones sensoriels reçoivent des entrées glycinergiques 
pendant les contractions spontanées fictives qui les empêchaient de générer des potentiels 
d'action. L'inhibition glycinergique de ces interneurones, mais pas des autres neurones 




le courant inhibiteur. Ce travail (Knogler & Drapeau, Frontiers in Neural Circuits, 2014) 
suggère que la signalisation glycinergique chez les interneurones sensoriels agit comme un 
signal de décharge corolaire pour l'inhibition des réflexes pendant les mouvements auto-
générés. 
 Dans la dernière partie de ma thèse, je décris le travail commencé à la maîtrise et 
terminé au doctorat qui montre comment la plasticité homéostatique est exprimée in vivo aux 
synapses centrales à la suite des changements chroniques de l'activité du réseau. J'ai démontré 
que l'efficacité synaptique excitatrice de neurones moteurs spinaux est augmentée à la suite 
d’une diminution de l'activité du réseau, en accord avec des études in vitro précédentes.  Par 
contre, au niveau du réseau j'ai démontré que la plasticité homéostatique n'était pas nécessaire 
pour maintenir la rythmicité des circuits spinaux qui entrainent les comportements 
embryonnaires. Cette étude (Knogler et al., Journal of Neuroscience, 2010) a révélé pour la 
première fois que l'organisation du circuit est moins plastique que l'efficacité synaptique au 
cours du développement chez l'embryon.  
 En conclusion, les résultats présentés dans cette thèse contribuent à notre 
compréhension des circuits neuronaux de la moelle épinière qui sous-tendent les 
comportements moteurs simples de l'embryon. 
 
Mots clés: les circuits de la moelle épinière, générateur central de motifs, décharge corollaire, 







 A fundamental goal in neurobiology is to understand the development and 
organization of neural circuits that drive behavior. In the embryonic spinal cord, the first 
motor activity is a slow coiling of the trunk that is sensory-independent and therefore appears 
to be centrally driven. Embryos later become responsive to sensory stimuli and eventually 
locomote, behaviors that are shaped by the integration of central patterns and sensory 
feedback. In this thesis I used a simple vertebrate model, the zebrafish, to investigate in three 
manners how developing spinal networks control these earliest locomotor behaviors.  
 For the first part of this thesis, I characterized the rapid transition of the spinal cord 
from a purely electrical circuit to a hybrid network that relies on both chemical and electrical 
synapses. Using genetics, lesions and pharmacology we identified a transient embryonic 
behavior preceding swimming, termed double coiling. I used electrophysiology to reveal that 
spinal motoneurons had glutamate-dependent activity patterns that correlated with double 
coiling as did a population of descending ipsilateral glutamatergic interneurons that also 
innervated motoneurons at this time. This work (Knogler et al., Journal of Neuroscience, 
2014) suggests that double coiling is a discrete step in the transition of the motor network 
from an electrically coupled circuit that can only produce simple coils to a spinal network 
driven by descending chemical neurotransmission that can generate more complex behaviors.  
 In the second part of my thesis, I studied how spinal networks filter sensory 
information during self-generated movement. In the zebrafish embryo, mechanosensitive 
sensory neurons fire in response to light touch and excite downstream commissural 
glutamatergic interneurons to produce a flexion response, but spontaneous coiling does not 
trigger this reflex. I performed electrophysiological recordings to show that these interneurons 
received glycinergic inputs during spontaneous fictive coiling that prevented them from firing 
action potentials. Glycinergic inhibition specifically of these interneurons and not other spinal 
neurons was due to the expression of a unique glycine receptor subtype that enhanced the 
inhibitory current. This work (Knogler & Drapeau, Frontiers in Neural Circuits, 2014) 
suggests that glycinergic signaling onto sensory interneurons acts as a corollary discharge 




 In the final part of my thesis I describe work begun during my masters and completed 
during my doctoral degree studying how homeostatic plasticity is expressed in vivo at central 
synapses following chronic changes in network activity. I performed whole-cell recordings 
from spinal motoneurons to show that excitatory synaptic strength scaled up in response to 
decreased network activity, in accordance with previous in vitro studies. At the network level, 
I showed that homeostatic plasticity mechanisms were not necessary to maintain the timing of 
spinal circuits driving behavior, which appeared to be hardwired in the developing zebrafish. 
This study (Knogler et al., Journal of Neuroscience, 2010) provided for the first time 
important in vivo results showing that synaptic patterning is less plastic than synaptic strength 
during development in the intact animal. 
 In conclusion, the findings presented in this thesis contribute widely to our 
understanding of the neural circuits underlying simple motor behaviors in the vertebrate 
spinal cord.  
 
Keywords: spinal cord circuitry, central pattern generator, corollary discharge, homeostatic 






 The spinal cord is an important part of our nervous system and drives motor 
movements. If the normal function of the spinal cord is disrupted, for example due to 
developmental defects or to injury or disease, then motor movements are compromised or lost 
entirely (paralysis). Although we know a great deal about the different kinds of neurons and 
connections present in the spinal cord there still remains much to understand about how the 
circuit functions as a whole. My research uses a simple vertebrate, the zebrafish, to study the 
neural circuits within the spinal cord that contribute to spontaneous and sensory-evoked 
behaviors early in development. By using techniques that allow me to record the activity of 
individual neurons in combination with microscopy and behavioral studies I can examine the 
development, function and plasticity of connections between different types of neurons and 
how this activity relates to motor movements. My research has revealed three key findings 
about spinal cord circuits. 
 First, my colleagues and I identified a novel developmental behavior that precedes 
mature swimming in the zebrafish. This behavior occurs spontaneously and is driven by a 
small group of neurons in the spinal cord that initially send only electrical signals to each 
other, unlike the mature nervous system that uses chemical neurotransmitters. We showed that 
a population of excitatory spinal interneurons is active during this behavior and that these 
neurons first begin to develop chemical connections using the neurotransmitter glutamate at 
this developmental stage. These findings help explain how the earliest development proceeds 
in the zebrafish spinal cord and will help us understand these processes in terrestrial 
vertebrates, including mammals.  
 Second, I described a simple mechanism by which the zebrafish avoids being startled 
by somatosensation (touch) resulting from its own movement. During motor movements, the 
spinal cord sends a signal to inhibit a sensory interneuron that is usually responsible for 
conveying information about light touch. As a result, a touch stimulus resulting from the 
fish’s own movement does not cause a reflexive startle response whereas any touch stimulus 
coming from the external environment (e.g. a predator) efficiently evokes a response. These 




stimuli and may have implications for human diseases such as schizophrenia where filtering 
may be abnormal or absent. 
 Finally, in the last study I describe how the spinal circuits that are responsible for 
producing swimming behavior can be adjusted in response to changes in the environment. By 
experimentally reducing the activity of neurons throughout the fish, I found that neurons 
could use homeostatic mechanisms to change their synapse properties in order to maintain 
normal activity levels. This work also showed that despite these experimental treatments to 
globally reduce the activity of neurons, swimming behavior was mostly unaffected. These 
results help us understand how genetics combine with environmental factors (nature versus 
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I.1. THE DEVELOPMENT OF MOTOR BEHAVIORS 
 In order to survive, animals of all species must quickly develop motor behaviors that 
allow them to perform essential tasks such as prey capture and predator evasion. Motor 
movements first appear during embryonic stages as neural circuits of the spinal cord begin to 
develop. In general, the earliest movements are driven by the spontaneous activation of spinal 
circuits but are later triggered by external stimuli in the environment or modified by sensory 
feedback as additional neurons are born and integrated into the network. As a result, a series 
of transient motor behaviors is produced during development that reflects the ongoing 
maturation of the underlying circuitry. These behaviors exhibit remarkable similarity across 
species, from which we can identify key aspects of vertebrate development.  Understanding 
their cellular bases remains an important challenge for modern research. 
 
I.1.1. Historical studies of embryonic behavior  
 Embryology has fascinated biologists for centuries as a means to understand how 
animals, including humans, develop in the natural world. The morphology of the embryo 
initially attracted scientists interested in comparative anatomy, however interest rapidly 
shifted towards the physiology of the embryo and particularly the behaviors that were 
produced during development. Studies dating back to the 17th century report the earliest 
movements of mussels and oysters (Leeuwenhoek, 1695) as well as in ovo movements of the 
chick embryo (Harvey, 1651).  However, it was due to the work of two scientists centuries 
later, the physiologist W. Preyer and the anatomist G. E. Coghill, that the development of 
animal behavior truly established itself as a field of study. Their work stimulated a great deal 
of interest in researching developmental physiology that continues to this day.  
 In his 1885 book "Specielle Physiologie des Embryo," Preyer described his detailed 
observations of embryonic movement in a variety of vertebrates including the frog and chick 
embryo. He concluded from his novel findings and previous research that the earliest 
movements occurred at a time when embryos were not yet responsive to sensory stimuli, 
which was in clear contrast to the widely held belief that these behaviors were purely 
reflexive. Coghill's approach was to correlate the stages of behavioral development with 




behavior. He focused on the salamander amblystoma, for which he characterized discrete, 
sequential spontaneous and sensory-evoked embryonic behaviors that corresponded to the 
appearance of different classes of neurons and the connections between them. Coghill also 
performed lesion experiments to observe the effects of severing these connections on 
behavior. In his book "Anatomy and the Problem of Behavior," published in 1929, he 
summarized his findings and encouraged thinking about the development of behaviors in 
parallel with corresponding changes in the nervous system. Despite the organized, scientific 
approach that Preyer and Coghill brought to the study of embryonic behavior, the scientific 
community at the time was mainly composed of "reflexologists" who believed that local 
reflexes responding to sensory stimulation were the "primary units of embryonic behavior" 
(Hamburger, 1989) and became linked together to create more complex movements. The 
reflexologists therefore did not accept the idea that early embryonic behaviors could arise 
spontaneously (e.g. without sensory stimulation) and these opposing ideas created a 
controversy in the field that remained deadlocked with little advance in research.  
 A turning point in the field came decades later with the research of V. Hamburger, in 
particular his classic 1963 paper titled "Some aspects of the embryology of behavior." This 
article summarized key observations and experiments relating to motor behaviors in the 
vertebrate embryo across species including fish, amphibians, birds and mammals and included 
several important new findings from his own work in the chick embryo. From this survey of 
fundamental studies he presented a cohesive argument for "spontaneous and reflexogenic 
motility...as two independent basic constituents of embryonic behavior. The former is 
considered to be the primary component...". This work prompted an explosion of studies in 
the field and an increasing interest in comparative physiology that led to our current 
understanding of embryonic vertebrate behavior.  
 In the following sections I will provide a brief overview of the research from lower 
vertebrates and mammals that have significantly contributed to our progress in understanding 





I.1.2. Embryonic motor behaviors in lower vertebrates 
  As described above, Coghill observed early amphibian behavior in amblystoma, a 
simple vertebrate. He described five stages of behavior, beginning with the non-motile stage 
and followed by progressively more complex movements as the embryo began to move 
spontaneously and in response to touch with stereotyped flexures, coils, "S-bends," and 
swimming (Coghill, 1929). From these observations, he made many astute predictions about 
the role of individual neurons in these behaviors. For example, he proposed that some neurons 
in the motor system might have intrinsic rhythmic activity, that commissural connections 
were important for the left-right alternations of swimming and that the trunk of the animal 
might contain all of the necessary elements for producing locomotion. His work provided new 
insight into how animal behaviors could be studied in parallel with cellular anatomy in order 
to decipher how the nervous system produces behavior. Although spontaneous and sensory-
evoked behaviors seem to arise simultaneously in amblystoma, this work nonetheless 
profoundly changed the way biologists regarded behavioral physiology and certainly laid the 
foundation for future studies of the development of behavior and the nervous system in other 
vertebrates. 
 Around this same time, many researchers were also investigating motor behaviors in 
fish with a similar aim to understand how the rhythmic locomotor activity of swimming is 
produced. Amongst cartilaginous and bony (teleost) fish, spontaneous movements are 
observed during development that progress from single to alternating flexions as movements 
mature into swimming behaviors guided by sensory feedback (reviewed by Hooker, 1952). In 
one teleost fish, the toadfish, embryos begin moving spontaneously at 9 days post-fertilization 
(dpf) while still in the egg and do not begin to respond to touch until 27 dpf, only after 
hatching has occurred (22 dpf) and swimming activity has already begun (25 dpf) (Tracy, 
1926). The particularly long latency between the onset of spontaneous and sensory-evoked 
behaviors in the toadfish provided strong evidence that the basic circuits for locomotion can 
develop prior to sensory feedback and that they can be activated spontaneously. Furthermore, 
these results lent support to the idea that intrinsic rhythmic activity could drive behaviors 




 Finally, the work of Hamburger in the chick embryo greatly advanced our 
understanding of behavioral development. In the chick embryo, which hatches at 20 dpf, 
spontaneous flexions of the head and undulating contractions of the trunk ("S-waves") first 
appear at 3.5 dpf but a response to tactile stimulation cannot be elicited until 7 dpf 
(Hamburger & Hamilton, 1951). From 7 dpf onward, embryonic movements are 
uncoordinated and no longer resemble the spontaneous motor patterns of amblystoma, 
suggesting that embryonic behaviors might share a generalized vertebrate pattern from which 
certain specializations arise. A careful quantification of early movements showed that the 
frequency of spontaneous activity continually increased with age up to a peak at 13 dpf then 
decreased sharply by 19 dpf (Hamburger et al., 1951). During the stage of decreasing 
frequency of spontaneous movements the duration of the motor activity became longer, 
hinting at an important transition towards sustained locomotor movements. Another important 
experiment around this time demonstrated that the spontaneous motor activity in the chick 
embryo was as the result of neurogenic and not myogenic activity and used anatomical 
investigations to show that the onset of motility correlated with innervation of the muscle 
fibres by neurons (Visintini and Levi-Montalcini, 1939). Hamburger and Balaban (1963) 
performed lesion experiments in the spinal cord that resulted in the autonomous production of 
rhythmic activity in the embryo above and below the lesions. Together, these findings 
suggested that spontaneous activity was generated by intrinsic rhythmic activity from spinal 
neurons and so it was declared that "spontaneous, self-generated motility is the major issue in 
the development of behavior" (Hamburger, 1963).  
 
I.1.3. Embryonic motor behaviors in mammals  
 Compared to lower vertebrates, mammals begin to show spontaneous movements at 
later stages of body development, particularly in the human fetus where the earliest 
movements begin at approximately five weeks of age (Felt et al., 2011). Well over a century 
of research has been devoted to understanding the development of human fetal movements 
(reviewed by Hooker, 1952; Lacquaniti et al., 2012) but here I will focus on key observations 




 From early studies in several species including rats, guinea pigs, cats and sheep, it 
appeared that spontaneous and reflexive movements develop nearly simultaneously in 
mammals (reviewed by Hamburger, 1963). In the embryonic cat, spontaneous movements of 
the neck begin at 24 dpf and responses to touch appear just days later, at 28 dpf (Windle & 
Griffin, 1931). The authors noted that these early movements strongly resembled the flexions 
seen in amblystoma and appeared "fish-like," hinting at a highly conserved sequence of motor 
development across vertebrates. However, the majority of early studies in mammalian 
embryos were focused on reflex development and failed to describe spontaneous activity in 
adequate detail.  
 In an effort to relate the results of his earlier studies in the chick to mammalian 
development, Hamburger and colleagues began a thorough examination of spontaneous and 
sensory-evoked embryonic motor development in the rat (Narayanan et al., 1971). They found 
that periodic spontaneous motor activity in the rat embryo began at 16 dpf then underwent a 
similar progression where activity rates peaked early then decreased in frequency in much the 
same pattern as in the chick (Hamburger et al., 1951) and cat (Windle & Griffin, 1931; 
Windle et al., 1933). These spontaneous movements in the rat embryo were described as 
undulations of the trunk that strongly resembled previous observations in the chick and also 
persisted in the isolated trunk. However, they saw that rat embryos already responded to 
tactile stimuli at 16 dpf, showing that relative to the chick and other lower vertebrates, 
spontaneous activity starts relatively late in the rat and tactile inputs are sensed early 
(Narayanan et al., 1971). Furthermore, they observed that movements were not jerky and 
disorganized as seen in later stages of spontaneous motor activity in the chick but remained 
smooth and integrated throughout maturation. This may be related to the delayed onset of 
spontaneous motor activity in mammals that appears late in limb development after joints are 
formed (Narayanan et al., 1971).  
 The reason that the time course of development of spontaneous and sensory-evoked 
movement in the spinal cord is different in mammals may arise from the fact that they have 
long gestation periods where the embryo is protected to a great extent from the external 




the timeline of the development of motor behaviors may be slightly different from lower 
vertebrates it nonetheless follows a highly conserved sequence of developmental stages.  
 
I.1.4. Summary of behavioral studies 
  Comparative studies across vertebrate species reveal that spontaneous motor activity 
is a conserved feature of embryonic development. These periodic movements do not require 
sensory input, suggesting that at theses early stages rhythmicity must be provided by the 
nervous system itself. While spontaneous, centrally generated motor activity can account for 
the earliest embryonic behaviors, sensory feedback and reflexes also contribute and indeed 
these behaviors strongly resemble one another. As the nervous system continues to mature, 
spontaneous and touch-evoked movements develop from slow, single flexions to repeated, 
alternating fast contractions in a stereotyped sequence. These common features of embryonic 
behavior suggest that the underlying organization of motor circuits is very similar across 
vertebrates. As tools became available to study developmental physiology at the cellular level, 
researchers were eager to investigate how the activity of individual cells of the nervous 
system contributed to these well-characterized motor behaviors.  
 
I.2. THE NEURAL CONTROL OF LOCOMOTION 
 As far back as the 18th and 19th centuries, experiments on spinalized animals revealed 
that circuits residing in the spinal cord were sufficient to produce a basic pattern of 
locomotion (Clarac 2008; Guertin, 2009). The general interpretation of these results was that 
reflexes activated by local, peripheral feedback acted on central spinal circuits to produce 
patterned locomotor behaviors (Sherrington, 1910). It was not until the early 20th century that 
T.G. Brown showed that activity must originate from central patterns in the spinal cord 
because it persisted under doses of anaesthesia that abolished peripheral reflexes in cats, 
rabbits and guinea pigs (Brown, 1911, 1914). Subsequent studies of the isolated nervous 
system of invertebrates including the crayfish (Hughes & Wiersma, 1960) and the locust 
(Wilson, 1961) showed that rhythmic motor patterns could be produced in the isolated nerve 
cord that resembled motor activity in the intact animal. This work led to the idea that "… 




characteristic features of almost all actions" (Bullock, 1961) and thus the term "central pattern 
generator" (CPG) was established to refer to the basic spinal circuits that drive patterned 
motor output without sensory feedback. This work was happening at the same time as the 
behavioral observations of Hamburger and colleagues and thus the connection was quickly 
made between the concept of central pattern generators and the centrally generated nature of 
spontaneous motor behavior in the chick embryo. Additional pathways carrying sensory 
information could then be integrated into this existing CPG circuit during development in 
order to initiate and control motor patterns. Here, I will summarize the essential components 
of the CPG and sensory feedback circuits in order to describe our current understanding of 
how the developing nervous system controls motor behaviors.   
 
I.2.1. Central pattern generators driving locomotion 
 The CPG has been a subject of extensive research since the 1980s and several 
important principles have emerged regarding the components and organization of the spinal 
CPG of vertebrates. The spinal cord is a bilaterally symmetrical network of neurons whose 
output controls movements on each side of the body independently. The spinal CPG consists 
of core groups of neurons on each side of the spinal cord that activate muscles as well as 
connections between the two sides to coordinate out of phase activity (Goulding, 2009). In 
terrestrial mammals such as mice, each limb is controlled by a CPG network at the 
corresponding level of the spinal cord consisting of several interconnected modules that 
control individual joints (Kiehn, 2006; Goulding, 2009), while in swimming vertebrates such 
as lamprey or zebrafish, the components of the CPG network are more evenly distributed 
along the length of the spinal cord to control trunk musculature (Grillner, 2006; Wiggin et al., 
2012).  
 Decades of experimental evidence from the lamprey (Grillner, 2003, 2006) and 
xenopus tadpole (Roberts et al., 1998) have produced a basic wiring diagram for the 
vertebrate swim CPG consisting of four functional classes of neurons (Figure 1). First, each 
segment contains a group of motoneurons, known as a motor pool, that each activates a single 
adjacent muscle. The recruitment and activation of these motoneurons depends on the 






Figure 1. The locomotor central pattern generator (CPG) in swimming vertebrates. 
 
The swimming CPG is composed of four functional classes of spinal neurons that are 
connected in such a way that they generate a rhythmic patterned locomotor output. Excitatory 
glutamatergic interneurons (EINs, grey cells) are rhythmically active and excite all three other 
CPG neuron cell types during swimming. Commissural glycinergic interneurons (CINs, blue 
cells) project across the spinal cord to provide the mid-cycle inhibition needed for left-right 
coordination. Ipsilateral glycinergic interneurons (IINs, green cells) provide inhibition to the 
CPG that may limit motorneuron (MN, yellow cell) activation in order to increase the 
frequency of swimming. MNs are the output neuron of the spinal cord and excite adjacent 





 Excitatory CPG interneurons are rhythmically active and release glutamate to drive 
on-cycle rhythmic firing in downstream motorneurons (as well as other spinal interneurons) 
during swimming (Buchanan and Grillner, 1987; Buchanan et al., 1989; Li et al., 2006). 
Excitation of motoneurons is driven by the activation of both N-Methyl-D-aspartate (NMDA) 
and α-Amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) glutamate receptors 
that produce slow and fast excitatory post-synaptic potentials (EPSPs) (Dale & Grillner, 1986; 
Li et al., 2003) and blocking these receptors prevents slow and fast swimming, respectively 
(Grillner et al., 1991). Excitatory premotor interneurons have descending axons so that the 
initial activation of rostral CPGs is conveyed along the spinal cord and locomotion proceeds 
in a rostral to caudal direction (Figure 1).  
 Additional neurons contribute to the coordination of the left and right halves of the 
spinal cord so that activity alternates between the two sides of the body to produce forward 
locomotion such as swimming or walking (Figure 1). A group of commissural inhibitory 
interneurons use glycine to provide mid-cycle inhibition to the contralateral spinal cord to 
ensure that bilateral muscles are contracting out of phase with each other (Buchanan, 1982; 
Dale, 1995). Finally, ipsilateral glycinergic interneurons provide local inhibition within the 
CPG including direct synapses onto motoneurons (Rovainen, 1974, 1982; Buchanan, 1982; 
Buchanan & Grillner, 1987). The organization of the CPG for both walking and swimming 
thus ensures two important features of locomotion: excitatory interneurons drive rhythm 
generation in the network via motoneurons while commissural inhibitory interneurons pattern 
left-right coordination.  
 Rhythm generation in the embryonic spinal CPG in some species is driven not by 
glutamate but instead by passive depolarization that spreads between cells via gap junctions. 
Gap junctions are channels composed of connexin proteins that allow the bidirectional 
passage of electrical currents as well as small signaling molecules such as cyclic AMP 
(reviewed by Pereda, 2014). Gap junctions appear to be prevalent in embyronic vertebrate 
motor circuits between many types of neurons including motorneurons and the premotor 
interneurons that are crucial for generating rhythmicity in the CPG (reviewed by Kiehn & 
Tresch, 2002). Furthermore, there is accumulating evidence to suggest that some CPG 




the generation of rhythmic activity (Li, 2011). These findings suggest that rhythm generation 
can be produced by intrinsic oscillations and electrical coupling of neurons in the network 
prior to the development of chemical synapses and is supported by biologically realistic CPG 
modeling studies (Kepler et al, 1990; Loewenstein et al., 2001; Horn et al., 2012). It is 
thought that as chemical synaptogenesis proceeds the overall contribution of gap junctions 
decreases but they nonetheless continue to play a role in some aspects of mature nervous 
system function such as lateral inhibition or activity synchronization (Kiehn & Tresch, 2002).  
 
I.2.2. Descending control and sensory feedback modulate locomotion 
 The locomotor CPG can be driven at the earliest stages by intrinsic pacemaker activity 
or by the application of pharmacological agents such as NMDA (Cohen & Wallen, 1980; 
Brodin et al., 1985) but once the network is more developed the CPG is activated to produce 
locomotion mainly by descending inputs from higher brain regions with additional 
modulation from sensory feedback in the spinal cord (Figure 2). In the mature vertebrate 
nervous system, output neurons in subcortical pathways are linked via the basal ganglia to the 
tectum (superior colliculus), the mesencephalic (MLR) and diencephalic (DLR) locomotor 
command regions, or other brainstem motor centres where signals then activate reticulospinal 
neurons that will project to the spinal cord (Grillner et al., 2013). Studies from a number of 
species have identified descending excitatory inputs from the brainstem that activate certain 
CPG modules and thus produce a specific motor behavior (Buchanan & Grillner, 1987; 
Deliagina et al., 2002; Jordan, 1998; Kimura et al., 2013; Severi et al., 2014). For example, 
hindbrain reticulospinal Mauthner cells present in fish and amphibians send descending 
projections into the spinal cord that trigger fast escape behaviors (Korn & Faber, 2005).  
 Sensory pathways may also activate and modulate the spinal CPG directly through 
local sensory neurons and interneurons as shown by the simple touch reflex in xenopus (Li et 
al., 2003). The sense of light touch is mediated by sensory neurons located all over the body, 
therefore our skin can in fact be considered as the largest sense organ (Gallace & Spence, 
2010). Sensory feedback from local pathways plays an important role to ensure continuing 






Figure 2. Organization of the locomotor system in vertebrates.  
 
Motor pathways in aquatic and terrestrial vertebrates share a similar neuroanatomical 
structure. Local control of muscle movements is regulated by pools of motor neurons in the 
spinal cord that are part of a dispersed locomotor central pattern generator (CPG) network. 
Spinal motor centres are modulated by proprioceptive sensory feedback through sensory 
afferents. Descending reticulospinal (RtS), rubrospinal (RbS) and vestibulospinal (VS) 
pathways control the locomotor network in the spinal cord, although the reticulospinal 
pathway is the primary pathway for initiating locomotion. The reticulospinal pathway can be 
activated by the mesencephalic locomotor region (MLR), which has inputs from the basal 
ganglia and the thalamus. The cerebellum coordinates motor behaviors by mediating sensory 
and internal feedback and optimizing the motor pattern to the task at hand. It also coordinates 
spinal motor actions via supraspinal motor pathways. Connections from the motor cortex 
refine and initiate motor actions (dotted arrow). The black arrows indicate direct command 
pathways, the grey arrows indicate feedback pathways. Source: adapted from Goulding, 




 Neuromodulatory inputs are also known to modify the function of CPG networks 
(Harris-Warrick, 2011). Evidence from both invertebrates and vertebrates suggest that 
neuromodulators such as serotonin or dopamine may be essential for normal CPG function by 
either being connected within the circuit itself or by "priming" or modulating the network in a 
functional state, for example by regulating the excitability of CPG components (Katz, 1995).  
 Finally, in the developing embryo spinal or hindbrain neurons with intrinsic 
pacemaker properties may activate CPG networks prior to the maturation of sensory and 
neuromodulatory pathways (Broch et al., 2002; Tong & McDearmid, 2012) and there is 
evidence for continuing pacemaker activity in adults as well (Li, 2011; Smith et al., 2000). A 
complex combination of intrinsic and/or extrinsic neuromodulatory and synaptic interactions 
in addition to the pacemaker properties of neurons must therefore be considered when 
studying the generation of locomotion by spinal CPG networks.    
 
I.2.3. Activity-dependent plasticity in spinal circuits 
 The function and dynamics of the network can also be modified as a result of plasticity 
mechanisms that alter the intrinsic properties of neurons or their synaptic connections. The 
best-studied type of plasticity is Hebbian plasticity, which consists of positive-feedback 
mechanisms that either strengthen strong synapses (via long-term potentiation, LTP) or 
weaken weak synapses (via long-term depression, LTD). LTP is thought to be a ubiquitous 
plasticity mechanism at excitatory synapses and particularly important in the experience-
dependent refinement of neural circuits (reviewed by Malenka & Bear, 2004). Given the high 
degree of spontaneous activity in the developing zebrafish locomotor network, it is highly 
possible that Hebbian plasticity plays a role in fine-tuning spinal synapses during 
development. In counterbalance to Hebbian plasticity, which operates over short timescales 
(minutes) and small spatial distances (< 10 µm), homeostatic plasticity is thought to integrate 
neuronal activity over hours and days to rebalance network activity via negative-feedback 
mechanisms that seek to maintain stability in the network (Turrigiano & Nelson, 2004). 
Homeostatic plasticity may include extrinsic mechanisms such as the multiplicative scaling up 




intrinsic mechanisms such as the redistribution of ion channels within a neuron (reviewed by 
Turrigiano, 2012).  
Homeostatic plasticity mechanisms are thought to be crucial for compensating for 
changes in network activity such as during development or disease (Turrigiano, 2008). These 
mechanisms could be particular important in sensory and motor circuits, which are important 
for survival behaviors. Decades ago, researchers had observed that the amplitude of EPSPs 
onto motoneurons scaled up following experimentally-induced decreases in activity in cats 
and rats with lesions or pharmacological disruptions of activity (Gallego et al., 1979; Manabe 
et al., 1989; Webb & Cope, 1992), but it was not clear how to interpret these findings in light 
of their apparent contradiction to the known principles of Hebbian plasticity. Since this time, 
the field of homeostatic plasticity has exploded and many other in vivo studies have 
confirmed that these compensatory mechanisms are engaged at the cellular level following a 
reduction of activity in sensory (Deeg & Aizenman, 2011; Desai et al., 2002; Kaneko et al., 
2008; Whiting et al., 2009) or motor pathways (Gonzales-Islas & Wenner, 2006; Wilhelm et 
al., 2009).  
In order to show that these compensatory mechanisms are truly homeostatic it is 
crucial to also examine the consequences of this type of plasticity on the function of neural 
networks and the rhythmic behaviors they produce such as walking or swimming. For 
example, the escape swimming CPG network of the mollusc functionally recovers within a 
day following the lesion of commissural projections through the reversal of a key synaptic 
connection from inhibitory to excitatory (Sakurai & Katz, 2009). Furthermore, spontaneous 
activity in the chick embryo recovers just hours after chronic exposure to glutamatergic and 
cholinergic receptor antagonists (Chub & O'Donovan, 1998). The mechanism for this 
recovery is thought to involve an upregulation of glycine/GABA signaling that could recover 
initial activity rates because these neurotransmitters are depolarizing in the embryo. Beyond 
these studies however, little work has been done to study the homeostatic regulation of 
locomotor circuits controlling behavior despite an abundance of pharmacological and genetic 





I.3. THE EMBRYONIC ZEBRAFISH AS A SIMPLE VERTEBRATE MODEL 
 In order to understand the fundamental organization of the nervous system it is 
advantageous to study neural circuits in a model organism with relatively few neurons and 
thus a reduced complexity compared to higher vertebrates such as mammals. Over the past 
decades, neurobiology has benefited greatly from the use of simple vertebrate models such as 
xenopus and lamprey. The recent availability of genetic tools in the zebrafish has made it a 
powerful and increasingly popular model organism for studying questions in modern 
neuroscience including the neural control of locomotion. Despite the obvious differences in 
movement between the swimming of aquatic vertebrates such as fish and the walking of 
terrestrial vertebrates such as humans, the primary functional classes of spinal neurons and 
thus the organization of the CPG and associated sensory and neuromodulatory circuits, appear 
to be highly conserved (Jessell, 2000; Goulding, 2009; Figure 3).  
 Studying the embryonic zebrafish offers several experimental advantages. The 
embryonic spinal cord consists of only eight classes of interneurons (INs) with only a few 
types of each in any somite (trunk segment) and a known, limited number of sensory and 
motoneurons (MNs) that assemble into simple circuits, simplifying the identification and 
description of individual neurons. The intrinsic and synaptic properties of spinal neurons and 
muscle fibres such as morphology, resting membrane potential and mEPSC amplitude and 
frequency are well-documented for comparative purposes (Nguyen et al., 1999, Ali et al., 
2000a). In spite of their simplicity, embryonic spinal circuits are already functional as 
evidenced by the presence of robust, stereotyped embryonic behaviors in zebrafish that begin 
within the first 24 hours of development (see below). We can therefore investigate the 
function and plasticity of developing locomotor circuits in the zebrafish from synapse to 





Figure 3. Functional neuron classes in the vertebrate spinal cord. 
 
Upper left, distinct dorsoventral domains in the developing spinal cord give rise to 
motoneurons (MNs) and four cardinal interneuron populations (V0 - V3). Right, many of 
these interneuron subtypes can be identified based on their expression of postmitotic 
transcription factors, axonal morphology and neurotransmitter identity. Source: Grillner & 
Jessell, Current Opinion in Neurobiology, 2009. Lower table, the proposed homology of 
spinal neurons from different vertebrate species including zebrafish. Source: Goulding, 




I.3.1. Timeline of locomotor behaviors in the developing zebrafish 
 The development of the zebrafish spinal cord CPG is rapid following fertilization 
(Figure 4). Beginning at 17 hours post-fertilization (hpf), the zebrafish embryo begins to 
produce slow, large amplitude 1 Hz spontaneous contractions of the trunk (Saint-Amant & 
Drapeau, 1998). This behavior, known as coiling, peaks in frequency at 19 hpf then rapidly 
declines to below 0.1 Hz by 26 hpf (Saint-Amant & Drapeau, 1998). By 21 hpf embryos 
develop a glutamate-dependent response to touch consisting of one to three alternating 
contractions of the tail (Saint-Amant & Drapeau, 1998; Downes and Granato, 2006; Pietri et 
al., 2009). Neither the response to touch nor spontaneous coiling depends on supraspinal 
inputs (Saint-Amant & Drapeau, 1998; Pietri et al., 2009).  
 From 29 hpf onward, embryonic zebrafish no longer produce coils but instead swim in 
response to touch or, to a lesser degree, spontaneously (Saint-Amant, 2006). Swimming 
behavior is driven by chemical glutamatergic and glycinergic neurotransmission and initially 
appears as a long burst of low-amplitude 10 Hz contractions (Kimmel et al., 1995) that 
develops following hatching into mature, 40 Hz “beat and glide” swimming by 4 dpf (Buss 
and Drapeau, 2001). Swimming activity recovers in the isolated spinal cord (Downes and 
Granato, 2006; Pietri et al., 2009) and can develop in the absence of descending inputs in the 
presence of NMDA (Chong and Drapeau, 2007), demonstrating that the neural circuitry 












Figure 4. Overview of embryonic zebrafish behaviors.  
 
Upper figure, developmental timeline in hours post-fertilization (hpf) of embryonic zebrafish 
motor behaviors. Single coils are spontaneous contractions that appear at 17 hpf. The touch 
reflex appears at 21 hpf in response to somatosensory stimuli. Double coils are spontaneous, 
alternating contractions that appear at 24 hpf. Around 30 hpf, both spontaneous and touch-
evoked coiling transitions to swimming behavior. Lower panels, time-lapse images of a 
spontaneous single coil (20 hpf embryo; scale bar, 1 mm), the touch reflex (26 hpf embryo; 
scale bar 500 µm) and swimming (48 hpf; scale bar, 1 mm). Source: lower panels adapted 




I.3.2. Classification of spinal sensory and CPG neurons in the early embryo 
 A great deal of knowledge of the embryonic zebrafish spinal cord is built on work 
from previous anatomical and behavioral studies with the xenopus tadpole and lamprey 
(Figure 5). In particular, several key studies describing the morphology and order of 
appearance of the earliest zebrafish spinal neurons and their projections was invaluable for 
comparative studies of the organization of spinal circuits (Mendelson, 1986; Myers et al, 
1986; Bernhardt et al., 1990; Hale et al., 2001; Downes et al., 2002).  
 Proposed functional classes were initially assigned based on the anatomical features of 
neurons including the dorsoventral position of their soma, dendritic morphology and axonal 
projection, as these features would determine to a large extent the synaptic inputs and outputs 
of the neurons. Electrophysiological recordings of cellular activity further refined these 
categories by providing the intrinsic and synaptic properties of different neuronal classes as 
well as the contribution of different cell types to particular behaviors (Liao & Fetcho, 2008). 
The embryonic spinal cord is a particularly tractable circuit not only because there are fewer 
neurons present at this time but also because at these early stages it is thought that neuron 
classes have a primitive function that has yet to undergo further diversification and 
specialization (Goulding et al., 2002; Goulding & Pfaff, 2005; Kimura et al., 2006).  
 Neurotransmitter identity is another key feature of neurons that defines their role 
within the network, with glutamate and glycine being the major chemical neurotransmitters 
driving behavior in the zebrafish, as in other lower vertebrates (Grillner et al., 1991). A 
thorough classification of the neurotransmitter properties of spinal neurons in zebrafish 
embryos and larvae has been an important tool for predicting the function of neuronal classes 
(Higashijima et al., 2004b). Finally, with the increasing availability of genetic tools many 
neuronal classes are now defined by a combinatorial “code” of transcription factors that is 
conserved across vertebrates and provides a means to target different neuron types for 







Figure 5. Neurons of the embryonic zebrafish spinal cord. 
 
In the 26 hpf, fewer than twenty neurons with axons are present per segment of the spinal 
cord and they can be grouped in nine distinct cell types based on morphology. One spinal 
segment is shown in an open book configuration as if cut along the midline in a sagittal 
section. Glycinergic neurons are shown in black, cholinergic motoneurons in gray and 
glutamatergic neurons in white with the exception of the VeLD (which are GABAergic) and 
the IC cell (whose neurotransmitter identity is unknown). The asterisks denote points of exit 
from the spinal cord, * to the skin, ** to the ventral root. Please see the text for detailed 




 As described above, the vertebrate locomotor CPG consists of four key components: 
motoneurons, descending excitatory interneurons and commissural and ascending inhibitory 
interneurons. In zebrafish embryos, three primary motoneurons are present per spinal 
hemisegment that innervate the adjacent muscles of either the dorsal, medial or ventral trunk 
(Myers et al., 1986; Figure 5). In addition to their distinctive axonal morphology, primary 
motoneurons are identified by their large, ventral soma, cholinergic identity and the 
expression of transcription factors from the Islet and Mnx family (Seredick et al., 2012). 
Secondary motoneurons do not begin growing out their axons until 26 hpf and likely 
contribute to the subsequent maturation of swimming behaviors (Drapeau et al., 2002). 
Motoneurons and their innervation of muscle fibres at the neuromuscular junction has been a 
well-studied field. Thus the focus of my work in this thesis is on the sensory and CPG circuits 
that generate motor patterns rather than the output of the motoneurons themselves.  
 It should be noted that the earliest activation of the zebrafish spinal cord (coiling) 
precedes central chemical neurotransmission and is driven entirely by electrical activity 
(Saint-Amant & Drapeau, 2001). A rostral pacemaker neuron, the ipsilateral caudal (IC) cell, 
projects a descending axon that periodically excites large groups of ipsilateral neurons 
through gap junctions, leading to the earliest motor behavior (Tong & McDearmid, 2012; Fig. 
5). Just hours later, chemical neurotransmission has developed extensively and appears to 
shape the majority of activity in the spinal cord (Buss & Drapeau, 2001), although at some 
synapses electrical coupling persists in the larva and adult (Fetcho, 1992; Kimura et al., 
2006). The presence of the purely electrical circuit is very transient and likely contributes to 
chemical synaptogenesis and the development of a mature locomotor network. In the 
following sections, I will outline the major classes of glycinergic and glutamatergic 
interneurons that have been shown to play a role in the earliest embryonic behaviors.  
 
I.3.3. Glycinergic spinal interneurons 
 The earliest chemical synapses to form in the zebrafish spinal cord are glycinergic, 
starting at 20 hpf, followed a few hours later by glutamatergic synapses (Saint-Amant & 
Drapeau, 2000). The role of glycinergic interneurons in embryonic locomotor circuits is 




nervous system at early stages (Ben-Ari, 2002). Glycinergic inputs are depolarizing at all 
developmental stages of zebrafish discussed in this thesis (< 5 dpf) and the exact timing of the 
transition to a mature, hyperpolarizing response is not known. Depolarization occurs because 
the intracellular chloride concentration is high in immature neurons therefore the opening of 
GABA and glycine receptors causes chloride ions to flow out and depolarize the cell. 
However, depolarizing GABA and glycine can nonetheless be either excitatory or inhibitory 
depending on the resting membrane potential and threshold for action potential firing (Jean-
Xavier et al., 2007). It has been postulated that depolarizing glycinergic signaling in early 
development provides an advantage in that it provides low levels of excitation in an immature 
circuit that activate voltage-gated calcium channels to promote maturation without causing 
overexcitation (Ben-Ari, 2002).  
 The population of neurons responsible for the earliest glycinergic activity in the 
zebrafish spinal cord is currently unknown but a recent study has identified glycine 
immunoreactive neurons in the hindbrain and rostral somite of the spinal cord at 20 hpf whose 
appearance coincides with the arrival of glycinergic inputs to spinal neurons (Moly et al., 
2014). Indeed, lesion experiments suggest the presence of descending glycinergic inputs from 
the rostral spinal cord that synapse onto motoneurons and other spinal neurons at these early 
stages (Saint-Amant & Drapeau, 2000; Pietri et al., 2009). Much more is known about the 
identity of glycinergic spinal neurons in the later, larval zebrafish and their activity during 
locomotor behaviors. 
 The main classes of commissural glycinergic interneurons in the embryonic spinal 
cord are commissural secondary ascending (CoSA) and commissural bifurcating longitudinal 
(CoBL) interneurons (Bernhardt et al., 1990; Fig. 5). These neurons have extended axons by 
24 hpf and express the transcription factor evx1 (Suster et al., 2009), although the CoSAs in 
fact appear to be a heterogeneous class of neurons that may include both glycinergic and 
glutamatergic neurons (Higashijima et al., 2004b). There is evidence to suggest that 
glutamatergic CoSAs appear first, followed by glycinergic CoSAs at later stages (> 36 hpf) 
(Satou et al., 2012), therefore interpreting the role of this class of neurons is aided by specific 
markers of neurotransmitter identity. Studies of the activity of glycinergic spinal zebrafish 




promoter have shown that both CoSAs and CoBLs are rhythmically active during swimming, 
struggling and escape behaviors in the 3 dpf larva (Liao & Fetcho, 2008), but their role in 
embryonic behaviors in unknown. CoBLs in particular resemble the glycinergic interneurons 
with bifurcating axons that are the main source of mid-cycle inhibition for coordinating left-
right alternation in the xenopus embryo (cINs; Dale, 1985), suggesting a homologous role in 
the zebrafish locomotor CPG.  
 Only one type of glycinergic neuron with an ipsilateral axonal projection has been 
identified in the embyronic and larval spinal cord, the circumferential ascending (CiA) 
interneuron (Bernhardt et al., 1990; Fig. 5). CiAs strongly resemble the glycinergic ascending 
interneurons (aINs) identified in xenopus as being crucial for providing inhibition during 
swimming (Li et al., 2002). Subsequent studies confirmed this homology by showing that 
both CiAs and aINs express the transcription factor engrailed (Higashijima et al., 2004a; Li et 
al., 2004) as well as premotor glycinergic interneurons of the mammalian spinal cord (Sapir et 
al., 2004). CiAs have been shown to inhibit spinal neurons (including motoneurons) during 
larval swimming in the > 4 dpf zebrafish (Higashijima et al., 2004a) and the homologous 
neurons contribute to producing fast locomotor rhythms in the embryonic mouse (Gosgnach 
et al., 2006). However, CiA axons do not begin to extend until around 26 hpf (Bernhardt et 
al., 1990) and they have little electrical coupling in the network (Saint-Amant & Drapeau, 
2000) and therefore they do not contribute to early coiling behavior but may be important in 
shaping mature swimming.  
 Finally, a population of GABAergic neurons appears in the developing spinal cord 
between 24 - 28 hpf, the ventrolateral descending (VeLD) interneurons (Bernhardt et al., 
1990; Fig. 5). VeLDs are thought to have extensive electrical coupling to motoneurons and 
excitatory interneurons in the embryo spinal network (Saint-Amant & Drapeau, 2000) while 
pharmacological blockade of GABA does not seem to alter the activity of developing 
locomotor circuits (Saint-Amant & Drapeau, 2000; Buss and Drapeau, 2001). The current 
consensus is that glycinergic and not GABAergic interneurons are the main inhibitory 
components of zebrafish locomotor circuits, as in other lower vertebrates, but future studies 




depolarizing inputs cause functional excitation or inhibition in different cell types of the 
spinal CPG or sensory circuits. 
 
I.3.4. Glutamatergic spinal interneurons 
 Although glycinergic inputs can depolarize immature neurons, glutamatergic 
neurotransmission is the classical excitatory neurotransmitter in the spinal cord and is crucial 
for producing rhythmic motor patterns. Circumferential descending (CiD) interneurons are the 
major class of glutamatergic interneurons that provide rhythmic, excitatory drive to primary 
and secondary motoneurons during locomotor behaviors in the larval zebrafish and thus 
thought to be the key excitatory component of the spinal CPG network (Kimura et al., 2006; 
McLean et al., 2008; Fig. 5). CiDs are also predicted to provide drive to motoneurons for 
embryonic coiling behaviors but this has not been demonstrated directly. CiDs are 
homologous to the descending excitatory interneurons (dINs) of xenopus that have been 
shown through extensive experimentation and modeling to be the source of excitatory drive 
for embyronic swimming (Roberts et al., 2010). This class of cells is defined genetically by 
the expression of the transcription factor chx10 (Kimura et al., 2006). At 3 dpf the majority of 
CiDs contact motoneurons though mixed synapses that provide excitation via both 
glutamatergic and electrical neurotransmission (Kimura et al., 2006). In the adult zebrafish, 
the activity of spinals CiDs is necessary for locomotion and sufficient to trigger swimming as 
revealed by ablation and optogenetic studies (Eklöf-Ljunggren et al., 2012). Neurons that 
express the transcription factor chx10 in mice are of a similar morphology to CiDs (Thaler et 
al., 1999) and are also rhythmically active during locomotion (Dougherty & Kiehn, 2010; 
Zhong et al., 2010), although their precise function in the locomotor CPG is less clear than in 
zebrafish.  
 In addition to excitation coming from the spinal CPG circuit, descending inputs from a 
small number of reticulospinal neurons of the hindbrain have reached the rostral spinal cord 
by 20 – 24 hpf (Mendelson, 1986) and excitation from these inputs appear to be crucial for the 
proper development of the spinal locomotor CPG including rhythm generation (Chong & 
Drapeau, 2007). In larval zebrafish, the optogenetic activation of hindbrain CiDs is sufficient 




(Kimura et al., 2013). At early stages, these descending neurons may form a continuum with 
the spinal excitatory CPG components prior to the specialization of hindbrain nuclei as 
command centers (Soffe et al., 2009). Descending excitation from glutamatergic neurons may 
provide an important source of depolarization to set general levels of spinal activity in the 
embryo and to trigger spinal CPG development (Chong & Drapeau, 2007). In contrast, mutant 
zebrafish lacking sensory-evoked activation of the locomotor CPG during development show 
only slight modifications in motor patterns and no loss of rhythmicity (Low et al., 2010).  
 Although sensory inputs do not appear to be developmentally instructive, they are 
nonetheless crucial for survival behaviors such as escape. Two classes of glutamatergic spinal 
neurons play an important role in relaying somatosensory information to the locomotor CPG 
in the zebrafish embryo. Dorsal Rohon-Beard (RB) neurons are located bilaterally along the 
length of the trunk and have extensive mechanosensitive neurites that innervate the skin 
(Bernhardt et al., 1990; Fig. 5). By 21 hpf, sensory pathways have been established and light 
touch causes RBs to fire and excite many sensory interneurons through en passant synapses 
formed by longitudinal axons running rostrally and caudally (Saint-Amant & Drapeau, 1998; 
Easley-Neal et al., 2013). These postsynaptic partners are the glutamatergic commissural 
ascending primary (CoPA) interneurons (Fig. 5). The full complement of CoPAs is already 
present in the zebrafish spinal cord by 17-18 hpf, several hours before the onset of the touch 
response (Bernhardt et al., 1990). CoPAs have large, dorsal, triangular soma with horizontal 
dendrites and a long axon that crosses the midline and projects rostrally, often reaching the 
hindbrain (Bernhardt et al., 1990). It is the commissural axon of the CoPA that carries 
activation across the spinal cord so that a contralateral flexion response is produced following 
a touch stimulus. Many CiD soma are contacted by the ascending axons of CoPAs and may 
thus form part of a common path to amplify and relay excitation towards the MN during 
evoked responses (Pietri et al., 2009). 
 
I.3.5. Experimental methods to study locomotor circuits 
 In addition to its reduced complexity and quantifiable behaviors, the zebrafish is 
amenable to physiological, optical and genetic analyses, making it an ideal model for studying 




externally following fertilization and are optically transparent and thus well suited to 
experimental observation or manipulations at the earliest stages. At the one-cell stage, genetic 
material such as mRNA or DNA plasmids can be injected to introduce transgenes including 
fluorescent markers of neuron anatomy or activity. Alternatively, tools such as CRISPRs 
(clustered regularly interspaced short palindromic repeats) or antisense morpholinos can be 
injected to modify the sequence or expression, respectively, of endogenous genes (Asakawa et 
al., 2008; Blackburn et al., 2013).  
 The spinal cord in particular develops quickly and is easily accessible for whole-cell 
electrophysiological recordings (Downes, 2002; Hale et al., 2001; Saint-Amant & Drapeau, 
1998). As described above, spinal neurons can be easily identified based on their morphology, 
neurotransmitter type and/or genetic markers such as transcription factors, which allow for 
relatively easy genetic manipulations such as the development of transgenic fish with GFP-
labeled neuronal subtypes (Suster et al., 2009). Noninvasive techniques are also becoming 
widely available in the zebrafish to optically record and manipulate neuronal activity. 
Genetically encoded calcium indicators such as GCaMP can be used to reveal activity patterns 
across the entire zebrafish brain at single-cell resolution (Ahrens et al., 2012; Portugues et al., 
2013). Optogenetic drivers of neuronal spiking such as channelrhodopsin can be used to test 
the sufficiency of neurons to produce a certain behavior while others, such as halorhodopsin 
or archaeorhodopsin, can silence spiking and thus provide tools to investigate the necessity of 
different neuronal classes (Portugues et al., 2013). Modern studies in zebrafish combining 
these powerful techniques are adding substantially to our fundamental knowledge of the 
neural circuits that control locomotion in the developing vertebrate (El Manira & Grillner, 
2014).   
 
I.3.6. Specific aims of the dissertation 
 Decades of research studying the locomotor CPG have greatly increased our 
knowledge of the neural circuits that control behavior but many fundamental questions 
remain. In this thesis, I explore the development of vertebrate locomotor circuits in the 
embryonic zebrafish with a focus on linking the specialized features of neurons and synapses 




approach that included quantitative behavioral and electrophysiological analyses, genetic, 
pharmacological and surgical manipulations, as well as anatomical studies using in vivo 
fluorescent imaging. 
 My objectives were as follows: 1) To study how early CPG circuits driven by 
electrical activity become integrated with and eventually dominated by chemical 
neurotransmission during maturation, 2) To examine how the activity of spinal neurons in the 
somatosensory pathway modifies the activity of the CPG, and 3) To assess how the CPG 
develops following chronic increases or decreases in network activity. The following three 
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The following study was designed to examine the developmental stage (23 - 29 hpf) over 
which zebrafish embryos show a rapid transition from coiling to swimming, a significant 
change in behavior that we hypothesized reflects a maturation of the underlying neural 
circuitry. This important embryonic stage had not been previously studied in detail at the 
behavioral or cellular level. Here, we describe a novel transient behavior that appears in this 
brief time window and that correlates with the appearance of glutamatergic synapses and 
glutamate-dependent activity patterns. This study builds on previous work from the authors 
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II.1. ABSTRACT  
 Spontaneous network activity is a highly stereotyped early feature of developing 
circuits throughout the nervous system including in the spinal cord.  Spinal locomotor circuits 
produce a series of behaviors during development prior to locomotion that reflect the 
continual integration of spinal neurons into a functional network, but how the circuitry is 
reconfigured is not understood. The first behavior of the zebrafish embryo (spontaneous 
coiling) is mediated by an electrical circuit that subsequently generates mature locomotion 
(swimming) as chemical neurotransmission develops. We describe here a new spontaneous 
behavior, double coiling, that consists of two alternating contractions of the tail in rapid 
succession. Double coiling was glutamate-dependent and required descending hindbrain 
excitation, similar to but preceding swimming, making it a discrete intermediary 
developmental behavior. At the cellular level, motoneurons had a distinctive glutamate-
dependent activity pattern that correlated with double coiling. Two glutamatergic 
interneurons, CoPAs and CiDs, had different activity profiles during this novel behavior. 
CoPA neurons failed to show changes in activity patterns during the period in which double 
coiling appears, while CiD neurons developed a glutamate-dependent activity pattern that 
correlated with double coiling and they innervated motoneurons at that time.  Additionally, 
double coils were modified following pharmacological reduction of glycinergic 
neurotransmission such that embryos produced three or more rapidly alternating coils. We 
propose that double coiling behavior represents an important transition of the motor network 
from an electrically coupled spinal cord circuit that produces simple periodic coils to a spinal 






 Spontaneous network activity is a highly stereotyped feature of developing circuits 
throughout the nervous system including the spinal cord (Blankenship & Feller, 2010; Feller, 
1999). Spinal locomotor circuits produce a series of behaviors during development that reflect 
the continual integration of spinal neurons into a functional network. In the embryonic spinal 
cord, the first motor activity is a slow coiling of the trunk that is sensory-independent and 
therefore appears to be centrally driven (Corner, 1978; Hamburger, 1963; Narayanan et al., 
1971). Embryos later become responsive to sensory stimuli and eventually locomote, 
behaviors that are shaped by the integration of central patterns and sensory feedback (Dale, 
1995; van Mier et al., 1989). Our understanding of locomotor development has been greatly 
increased by studies in simple vertebrates, since the network complexity is reduced to a 
smaller number of neuronal classes, yet the functional organization of spinal circuits remains 
conserved across vertebrates (Grillner & Jessell, 2009). The zebrafish (Danio rerio) is a 
valuable model in which to study motor development due to its amenability to genetic, 
pharmacological and physiological analyses at embryonic stages with well-characterized 
immature behaviors (Saint-Amant, 2006).  
 The zebrafish embryo shows several motor behaviors.   The earliest consists of 
transient slow, large amplitude repeating 1 Hz spontaneous coils of the trunk, occurring as 
early as 17 hours post-fertilization (hpf), soon after muscle innervation, but disappearing by 
28 hpf (Saint-Amant & Drapeau, 1998). Coiling behavior is driven not by chemical 
neurotransmission but by pacemaker ipsilateral caudal (IC) neurons in the rostral spinal cord 
that initiate regular periodic depolarizations in spinal neurons (including motoneurons) via 
gap-junction coupling, leading to an ipsilateral contraction of the trunk (Saint-Amant & 
Drapeau, 2000, 2001; Tong & McDearmid, 2012). By 21 hpf embryos develop a glutamate-
dependent response to touch consisting of one to three alternating contractions of the tail 
(Downes & Granato, 2006; Pietri et al., 2009; Saint-Amant & Drapeau, 1998). Neither the 
response to touch nor coiling depends on supraspinal inputs (Pietri et al., 2009; Saint-Amant 
& Drapeau, 1998). From 28 hpf onward, embryonic zebrafish show a swimming behavior 
driven by chemical glutamatergic and glycinergic neurotransmission and consisting of 




hpf) larvae (Kimmel et al., 1995) that gradually increase to 40 Hz (Buss & Drapeau, 2001). 
Swimming activity recovers in the isolated spinal cord (Downes & Granato, 2006; Pietri et al., 
2009) and can develop in the absence of descending inputs in the presence of NMDA (Chong 
& Drapeau, 2007), demonstrating that the neural circuitry within the spinal cord is sufficient 
to produce all of these earliest motor behaviors.  
 However, much remains to be understood about how early electrical coupling is 
integrated with and eventually dominated by chemical neurotransmission during network 
maturation. Here, we report the identification of a novel intermediate double coiling behavior 
that bridges the developmental gap between embryonic coiling and mature locomotion 
(swimming). Double coiling is dependent on both electrical and glutamatergic transmission 
and as such represents the output of a hybrid motor network.  
 
II.3. MATERIALS AND METHODS 
 
II.3.1. Fish maintenance 
 Tübingen wildtype, touché heterozygous mutant (Low et al., 2010) and transgenic 
chx10:gal4 (Kimura et al., 2013) strains of adult zebrafish were maintained according to 
guidelines approved by the Animal Experimentation Ethics Committee, Université de 
Montréal.  Staging of embryos of, at this stage, undetermined sex, was performed as 
previously described (Kimmel et al., 1995).  
 
II.3.2. Drug applications 
 All reagents were obtained from Sigma-Aldrich, unless otherwise noted. Embryos 
were anesthetized in 0.02% Tricaine and immobilized in 0.75% low-melting point agarose. 3 
mM 6-cyano-7-nitroquinoxaline-2,3-dione (CNQX),  5 mM (2R)-amino-5-phosphonovaleric 
acid (APV), 1 µM tetrodotoxin (TTX), or saline was co-injected with 0.1% Fast Green dye 
and 2% FITC cell-permeant fluorescent tracer dye, in Evans medium (134mM NaCl, 2.9mM 
KCl, 2.1mM CaCl2, 1.2 mM MgCl2, 10 mM glucose, 10 mM HEPES, pH 7.8 with NaOH; 
Drapeau et al., 1999). Glass needles were pulled and mounted on a pipette holder and 65ms 




administered by bolus injections in the forebrain of the embryos (Knogler et al., 2010) as 
lesion studies have shown that this brain region is not involved in the production of 
embryonic motor behaviors (Saint-Amant & Drapeau, 1998). Drug and sham injected 
embryos were gently removed from agarose and allowed to recover for 30 minutes in Evans 
medium, before proceeding to video recording. In recordings with strychnine, the tip of the 
tail was removed and embryos were incubated in a solution of 0, 5, or 50 µM strychnine in 
Evans for one hour prior to recordings to allow for sufficient penetration of the drug without 
inducing the effects of chronic strychnine treatment on neural development (Côté & Drapeau, 
2012; Downes & Granato, 2006; McDearmid & Drapeau, 2006).  
 
II.3.3. Lesions 
 Full transections of the spinal cord were performed under a dissection microscope on 
anesthetized embryos with a fragment of a razor blade mounted to a plastic pipette tip in 
Evans medium containing 0.02% tricaine. Medium was replaced several times following the 
lesion and animals were allowed to recover for 30 minutes before video recordings were 
taken.  
 
II.3.4. Behavioral analysis 
 Embryonic motor activity was recorded using a Point Grey Research Grasshopper and 
Flea2 digital video camera at 15 to 60 Hz, mounted on an Olympus dissection microscope 
(SZX7) fitted with epifluorescence. Embryos were kept at 28.5 °C between recordings. 
Images were captured using PGR Flycap software and were then analyzed offline using 
ImageJ (NIH) software, wherein x,y coordinates and timing for each contraction was recorded 
using the Manual Tracker plugin.  
 
II.3.5. Electrophysiology 
 Zebrafish embryos were dechorionated and anesthetized in 0.02% tricaine dissolved in 
Evans solution and dissected according to previously described procedures (Drapeau et al., 
1999). Briefly, spinal neurons in somites 5 –15 were selected for recording based on their 




spontaneous activity, 15 µM D-tubocurarine (Sigma) was added to the Evans solution to 
block neuromuscular transmission. Electrophysiological recordings were done in the presence 
of 1-5 µM strychnine to block glycinergic events, or in 10 µM CNQX to block glutamatergic 
events. Patch-clamp electrodes for spinal neuron recordings (6–14 MΩ) were pulled from 
borosilicate glass and were filled with the following intracellular solution (in mM): 105 D-
gluconic acid, 16 KCl, 2 MgCl2, 10 HEPES, and 10 EGTA, adjusted to pH 7.2, 290 mOsm 
(Drapeau et al., 1999). Sulforhodamine B (0.1%; Sigma) was also included in the patch 
solution to label the cells and confirm their identity after a recording. Standard whole-cell 
recordings from 23-30 hpf larvae were obtained using an Axopatch 200B and a Molecular 
Devices CV 203BU headstage amplifier (Molecular Devices). Data were acquired at 40 kHz 
and low-pass filtered at 10 kHz. Cells were held near their resting potential at -60 mV under 
voltage clamp unless otherwise specified. A maximum of three neural recordings were 
obtained from each embryo. Electrophysiological analyses were performed offline using 
Clampex 10.2 and Clampfit 10.2 software (Molecular Devices). The recordings were not 
analyzed if the resting potential was more positive than -40 mV or if the input resistance was 
below 500 MΩ. Following each recording, a series of fluorescent images of the rhodamine-
filled cell and its axonal projections as well as bright-field images were collected with a 
QImaging camera (model 1394, QImaging Corp. Canada) using Micro-Manager software 
(http://www.micro-manager.org/). Images were inverted and brightness/contrast was adjusted 
using Adobe Photoshop CS2 (Adobe Systems, Inc., San Jose, CA, USA). 
 
II.3.6. DNA microinjection and confocal microscopy 
 A plasmid containing five repeats of the upstream activating sequence (UAS) driving 
synaptophysin-GFP and DsRed (Meyer and Smith, 2006) was injected at a concentration of 
50 ng/µl into transgenic chx10:Gal4 zebrafish (Kimura et al., 2013) at the one-cell stage using 
a fine glass electrode and Picospritzer III (General Valve). Embryos were transferred to E3 
(5 mM NaCl, 0.17 mM KCL, 0.33 mM CaCl2, 0.33 mM MgSO4) and raised as usual. Prior to 
imaging, embryos were dechorionated and anaesthetized with E3 medium containing tricaine. 
Embryos were pinned on their side in a sylgard-coated dish with fine tungsten wire through 




 Confocal imaging was performed on a Quorum WaveFX spinning disk system 
(Quorum Technologies Inc) based on a modified Yokogawa CSU-10 head (Yokogawa 
Electric) mounted on an upright Olympus BX61W1 fluorescence microscope and equipped 
with a Hamamatsu ORCA-ER camera. Embryos were imaged using an Olympus LUM Plan 
10X (NA 0.30) or 40X (NA 0.80) water-dipping objective. A bright field image and a set of 
stacked Z-series images with 2x2 binning were collected sequentially in each channel 
Volocity software (Improvision). Step size for z-stacks ranged from 0.3-1 µm. Z-stack 
maximum projections were created in ImageJ and combined to make color composites.  
 
II.3.7. Statistical analyses 
 SPSS 21 (IBM) was used to assess data for statistical significance. All data sets were 
initially assessed for normality with the Shapiro-Wilk Test. For independent data sets with 
only two groups we used the Students' T, and for data from multiple groups we used a one or 
two-way ANOVA with Bonferroni correction for post-hoc testing (p < 0.05). In data obtained 
from the same embryos in different conditions, the repeated-measures variation of ANOVA 
was used. Chi-squared test was used for nominal data. Statistical significance is represented in 
the graphs as *** for p < 0.001, ** for p < 0.01, and * for p < 0.05, and individual p-values 
and number of embryos per condition are provided in figure legends and the text. Error bars in 
bar graphs indicate the standard error and results are described as the mean ± standard error. 
Excel was used to create all graphs except the box plots, which were created online using the 
BoxPlotR application (http://boxplot.tyerslab.com/). In these plots, box limits indicate the 
25th and 75th percentiles as determined by R software, center lines show the medians, 
whiskers extend 1.5 times the interquartile range from the 25th and 75th percentiles and 




II.4.1. Transitional appearance of double coiling 
 Zebrafish embryos show a developmental transition in motor behaviors. From 17 hpf 




contraction per second (1Hz) at 19 hpf that decreases to below 0.1 Hz by 26 hpf and 
eventually disappear (Saint-Amant & Drapeau, 1998). These periodic spontaneous 
contractions consist of large-amplitude coils of the trunk during which the tip of the tail 
comes in contact with the head of the embryo (Fig. 1A) and at early stages tend to alternate 
sides. Beginning at 21 hpf a coiling response is elicited by touch, whereas by 28 hpf embryos 
will swim in response to touch or, to a lesser degree, spontaneously (Saint-Amant, 2006). In 
contrast to the slow frequency of coiling, when swimming is first observed in dechorionated 
embryos at 28 hpf it consists of low-amplitude contractions occurring at a relatively high 
frequency of 10 Hz. Transitions in spontaneous behavior between slow coiling and swimming 
have not been reported. 
 We examined spontaneous contractions at a high temporal resolution in order to probe 
for subtle changes during behavioral maturation. High-speed videos of spontaneous coiling 
events in dechorionated embryos partially immobilized in agarose revealed that spontaneous 
motor activity (coiling) could in fact be classified into at least two groups: single coils and 
double coils. Single coiling consisted of a single contraction of the trunk, after which the tail 
returned to its resting position (Fig. 1A). Double coiling, by contrast, consisted of two 
contralateral contractions of the trunk within one second (Fig. 1B). Between these two 
contractions, the tail did not return to a resting position, but instead the second contraction 
began rostrally before the first contraction had finished at the caudal end, forming a transient 
S-shape. These two types of coiling were also observable in non-immobilized animals and so 
we performed analyses of freely moving embryos to quantify the frequency of these events.  
These double coils first appeared at 24 hpf, seven hours after the appearance of single slow 
coils and three hours after the appearance of tactile responses and with time increased in 
number relative to single coils, representing the majority of events by 27 hpf (Fig. 1C; 
repeated-measures ANOVA shows significant effect of age with p < 0.001). The peak 
frequency of double coiling, at 27 hpf, was 0.015 ± 0.003 Hz (Fig. 1C, inset). A small number 
of events (< 5%) were also seen in these recordings that consisted of three or more alternating 
coils (data not shown). 
 We hypothesized that the relative increase in double coiling may introduce a mild 




spontaneous activity over this period of time. When we measured the quiescent periods before 
and after each type of coil at 26 hpf we found that on average the latency preceding a single or 
double coil was similar (Fig. 1D; 17.7 ± 1.6 and 20.2 ± 2.8 s, respectively; p > 0.20), while 
the latency following a double coil was nearly twice as long as compared to a single coil (Fig. 
1D; 14.8 ± 1.1 and 23.7 ± 2.8 s for single and double coils, respectively; p < 0.005), revealing 
that the presence of double coils did indeed depress the motor network for a short time 
interval. These results suggest that the appearance of double coils represents a discrete event 
in the stepwise maturation from a single coiling behavior to swimming. 
 
II.4.2. Double coiling does not depend on mechanosensory transduction  
 The touch response first appears at 21 hpf and consists of several alternating 
contractions of the tail beginning on the side contralateral to the stimulus (Pietri et al., 2009; 
Saint-Amant & Drapeau, 1998). One hypothesis for the appearance of double coils at a time 
shortly after the touch response is that double coils occur when a spontaneous single coil 
triggers a contralateral tactile response. We tested this hypothesis in a mutant line that is 
deficient in mechanosensation. Embryos of the touché mutant are completely unresponsive to 
touch as a result of defective sensory transduction (Low et al., 2010). In touché embryos there 
should therefore be no possibility of self-triggering a touch reflex in response to spontaneous 
movement. High-speed videos of 26 hpf embryos revealed no change in overall contraction 
frequency between touch-responsive controls and mutants touché siblings (Fig. 1E; 0.11 ± 
0.01 and 0.094 ± 0.01 Hz, respectively; p > 0.20). The percentage of double coiling was 
likewise not significantly different between control and mutant embryos (Fig. 1F; 30.5 ± 4.7 
and 27.4 ± 8.2 %, respectively; p > 0.20). Thus, double coiling was unaffected by a defect in 
mechanosensation suggesting that it is a spontaneous behavior.  
 
II.4.3. Glutamatergic neurotransmission is required for double coiling 
 Early spontaneous coiling in the embryonic zebrafish has been shown to rely on a 
central pattern generator with gap junction-mediated electrical synapses between spinal 
neurons and to be independent of chemical neurotransmission other than at the neuromuscular 




for double coiling, we exposed embryos to the glutamate receptor antagonists CNQX or APV, 
which block AMPA or NMDA receptors, respectively. As previously reported (Saint-Amant 
& Drapeau, 2000; Pietri et al., 2009), the average coiling frequency was not significantly 
different between conditions (Fig. 2A; p > 0.20). However, CNQX treatment dramatically 
decreased the percentage of double coils throughout the period of 24 - 29 hpf (grey bars in 
Fig. 2B) e.g. at 26 hpf percentage of double coils in controls was 29.3 ± 6.5 vs 2.0 ± 0.9 % in 
CNQX treatment (p < 0.005 from 25 – 29 hpf).  APV had an intermediate effect and 
decreased double coiling to less than 50% of control levels (black bars in Fig 2B, e.g. at 26 
hpf double coiling frequency in APV treatment was 9.0 ± 3.8%, p < 0.05 from 26 – 29 hpf). 
TTX treatment, which blocks voltage-gated sodium channels, completely abolished motor 
activity, as previously described (data not shown) (Saint-Amant & Drapeau, 2001; Tong & 
McDearmid, 2012). These pharmacological results suggest that although both single and 
double coils are mediated by electrical coupling, double coils are more akin to touch 
responses and swimming in their requirement of an additional component of glutamatergic 
neurotransmission.  
 
II.4.4. Normal frequency of occurrence of double coiling requires a descending 
excitatory drive from the hindbrain  
 The results described above suggest that double coiling is a newly identified motor 
network output that can be clearly distinguished from both single coiling and the touch-
evoked coiling response. To better understand how double coiling is generated, we probed for 
the minimal neural circuitry required to produce the behavior. It has been previously shown 
that the neural circuitry within the spinal cord is sufficient to produce single coiling and the 
touch response and therefore does not rely on descending input from the hindbrain (Downes 
& Granato, 2006; Pietri et al., 2009). The isolated 48 hpf spinal cord is also able to generate 
swimming behavior if given enough time (> 20 minutes) to recover from the transection 
(Downes & Granato, 2006) and swimming-related activity can develop in the absence of 
descending inputs in the presence of NMDA (Chong & Drapeau, 2007), suggesting that the 
spinal cord is capable of producing the motor activity responsible for all of the earliest 




have reached the rostral spinal cord by 20 – 24 hpf and the second wave of supraspinal inputs 
does not arrive until 30 – 34 hpf (Mendelson, 1986). 
 To test the circuit requirements for double coiling, we lesioned 26 hpf embryos at the 
rostral end of the spinal cord, effectively removing all supraspinal structures including the 
hindbrain (Fig. 3A). A touch response was still present following the lesion, confirming that 
the rostral spinal cord remained intact. As a control, embryos were lesioned at the level of the 
midbrain, leaving the hindbrain intact (Fig. 3A). The frequency of single coiling was similar 
between these two conditions (0.11 ± 0.02 vs 0.14 ± 0.02 Hz for control vs lesioned embryos; 
p > 0.20). The percentage of double coiling events was significantly reduced in embryos 
lacking supraspinal input compared to embryos receiving control lesions (Fig. 3B; 43.3 ± 4.4 
vs 21.0 ± 4.6 % for control vs lesioned embryos; p < 0.005), suggesting that the lesions 
resulted in a specific loss of double coiling. As a consequence the overall contraction 
frequency decreased significantly in lesioned embryos (0.30 ± 0.03 vs 0.20 ± 0.02 Hz for 
control vs lesioned embryos; p < 0.005). In addition, 22 out of 41 lesioned embryos failed to 
produce any double coils compared to just 1 out of 32 control embryos (p < 0.0001). 
Interestingly, the proportion of double coils in lesioned embryos was rescued to control levels 
when the concentration of KCl in the media was doubled to increase circuit activity (Fig. 3B; 
54.1 ± 6.8 vs 42.5 ± 6.8 % for control vs lesioned embryos; p > 0.20). Furthermore, in high 
KCl conditions 6 out of 25 lesioned embryos failed to produce double coils, compared with 3 
out of 22 control embryos (p > 0.10), consistent with rescue of the behavior. The average 
contraction frequency was also comparable in the high KCl condition (0.18 ± 0.02 vs 0.18 ± 
0.02 Hz for control vs lesioned embryos; p > 0.20). These findings suggest that the spinal 
cord has the minimal circuitry capable of generating double coils but that the hindbrain may 
provide the necessary descending excitation to fully drive this behavior.  
 
II.4.5. Blockade of glycinergic neurotransmission promotes multiple coils 
 Due to a high intracellular chloride gradient, glycine is depolarizing at embryonic 
stages and may excite spinal neurons by producing suprathreshold post-synaptic potentials but 
also shunt subsequent excitation, thereby raising the threshold for firing action potentials (for 




mutant leads to a loss of spontaneous coiling activity and response to touch in the embryo 
(Cui et al., 2004, 2005), suggesting that the regulation of glycinergic signaling is important in 
the production of early behaviors. Previous studies using strychnine, a glycine receptor 
antagonist that disrupts glycinergic signaling in the zebrafish embryo, have shown dose-
dependent effects on motor behaviors. Low doses of strychnine (1 µM) do not appear to alter 
the average frequency of spontaneous coiling (Saint-Amant & Drapeau, 2000) while high 
doses (≥ 400 µM) significantly decrease spontaneous coiling frequency and can also disrupt 
the touch-evoked response and swimming (Downes & Granato, 2006). However, high 
concentrations of strychnine may lead to off-target effects, such as by blocking nicotinic 
acetylcholine receptors in muscles and neurons (García-Colunga & Miledi, 1999). We 
therefore chose to examine the role that glycine neurotransmission might play in double 
coiling using moderate doses of strychnine.  
 Embryos were bathed for one hour in embryo medium containing 0, 5, or 50 µM 
strychnine to allow for penetration of the drug and spontaneous coiling activity was 
subsequently analyzed at 24, 26 and 28 hpf. In the absence of strychnine, multiple (three or 
more) coils were rare and accounted for less than 2% of all events in control embryos (Fig. 
4A-C). At all three ages examined, however, strychnine had a dose-dependent effect of 
increasing the proportion of multiple coils and correspondingly decreased the proportion of 
single coils (Fig. 4A-C). This result is particularly interesting considering that the blockade of 
glutamatergic signaling resulted in a large increase in the proportion of single coils at the 
expense of a loss of double coiling (Fig. 2B), the opposite of the outcome seen here. An age-
dependent effect of strychnine was also seen, as 50 µM strychnine treatment only slightly 
increased the proportion of multiple coils in 24 hpf embryos (to less than 5% of all events), 
while by 26 hpf and 28 hpf the proportion of multiple-coil events was increased to 15-20% of 
all events, a much larger increase over control values (Fig. 4A-C).  
 Coiling events with three or more contractions had a tendency to be followed by long 
periods of inactivity. Data pooled across strychnine-treated 26 hpf embryos shows that 
multiple-coil events with three or more contractions were on average followed by a latency 
more than three times longer than the latency to the next event following a single-coil in 




double coils were also significantly increased in embryos treated with strychnine as compared 
to single-event latencies in controls, but to a lesser extent than seen with multiple coil events 
(Fig 4D.; p < 0.05 and p < 0.005 for single and double coiling, respectively). This is likely 
due to an overall reduction in event frequency related to the depressive effect of the multiple 
coiling on the network. 
 These results suggest that, despite the fact that glycine is depolarizing at this 
developmental stage (Saint-Amant & Drapeau, 2000), glycinergic neurotransmission itself 
does not appear to drive double coiling. Instead, the role of glycinergic inputs during 
spontaneous coiling events may be to limit the contralateral activation of the spinal cord by 
shunting the membrane resistance and keeping the membrane potential below action potential 
threshold.  
 
II.4.6. Double coiling-related activity recorded in primary motoneurons 
 In order to examine the physiological characteristics of double coiling at the cellular 
level, we recorded from identifiable primary motoneurons (MNs) of the spinal cord between 
24 – 30 hpf. Current injections were always capable of inducing burst firing of action 
potentials in the MN that lasted the duration of the current pulse (Fig. 5A). Whole-cell 
voltage-clamp recordings in MNs showed a regular pattern of gap junction-driven periodic 
inward currents (PICs) (Fig. 5B, C, E) that underlie single coiling, as previously described 
(Saint-Amant & Drapeau, 2000). Also of note was the presence of distinct fast large peaks (≥ 
15 pA) increasing in amplitude and frequency with age (compare Fig. 5C [black arrowheads] 
with D). These peaks were determined to be synaptic glutamatergic events following several 
observations. Unlike depolarizations due to electrical coupling, the fast peaks reversed at 
membrane potentials more positive than the cation reversal potential (approximately 0 mV) 
(Fig. 5D). Pharmacological experiments showed that these fast peaks were not blocked by 
strychnine (N = 9/9; Fig. 5D) but disappeared upon addition of 10 µM CNQX to the 
extracellular solution to block AMPA receptors (N = 5/5; Fig. 5E). The largest glutamatergic 
peaks coincided with the electrical inward currents and had amplitudes up to 300 pA although 
much smaller glutamatergic peaks resembling miniature excitatory post-synaptic currents with 




arrowheads and inset). These small putative glutamatergic mEPSCs were also abolished by 
CNQX application. 
 In addition to electrical and glutamatergic currents, synaptic bursts (SBs) appearing as 
inward currents and corresponding to glycine-mediated chloride extrusion (Saint-Amant & 
Drapeau, 2000) were present at a similar frequency and duration as the periodic electrical 
currents (Fig. 5B). Glycinergic synaptic bursts onto MNs are thought to originate from 
commissural glycinergic interneurons and paired current-clamp recordings have shown that 
these glycinergic inputs arrive at a MN at the same time that a gap junction-driven inward 
current is depolarizing the contralateral MN (and its electrically-coupled neighbors) and 
driving a single coil on that side of the trunk (Saint-Amant & Drapeau, 2001). In agreement 
with previous studies (Saint-Amant & Drapeau, 2000, 2001), synaptic bursts were completely 
absent in recordings where the extracellular solution contained 5 µM strychnine to block 
glycine receptors (n = 11/11). Under current-clamp, both glycinergic post-synaptic potentials 
as well as gap junction-driven depolarizations were capable of driving action potentials in 
motoneurons in embryos ≥ 25 hpf (Fig. 5G) though to a far greater degree with electrical than 
glycinergic inputs.  
 Given our knowledge that gap junction-driven depolarizations of MNs drive single 
coiling (Saint-Amant & Drapeau, 2000), we therefore hypothesized that a double coil would 
be distinguishable from a single coil by the close succession (< 1 s) of a mixed event 
composed of electrical then glycinergic inputs in a MN, in either order, which would correlate 
to the closely-timed depolarization of an ipsilateral then contralateral MN and therefore an 
alternating double coil. It is important to note that the glycinergic synaptic burst itself is a 
correlate of contralateral electrical depolarization and is not thought to drive the coiling 
activity (Saint-Amant & Drapeau, 2001). Indeed, electrophysiological recordings from MNs 
clearly showed mixed electrical/glycinergic events (Fig. 5B, H, I) that we interpret as 
physiological correlates of double coiling. These mixed events were first observable in a 
minority of MN recordings from 23-24 hpf embryos but were present in all MN recordings 
from embryos aged 26 - 30 hpf, correlating well with the increasing proportion of double coils 
observed in the intact embryo at these ages (Fig. 2B) and thus providing a useful readout of 




conditions where strychnine was present and synaptic bursts were no longer present (Fig. 5J). 
These results mimic our behavioral results in strychnine (Fig. 4) and suggest that glycine (and 
synaptic bursts) do not drive coiling behavior and in fact may act to limit excitation in the 
network under physiological conditions.   
 
II.4.7. Blockade of glutamatergic neurotransmission abolishes mixed events in 
motoneurons 
 To confirm the requirement of glutamatergic neurotransmission for the mixed events 
which represent fictive double coils, we perfused CNQX into the bath and looked for an effect 
on MN activity patterns. Bath application of 10 µM CNQX blocked all glutamatergic synaptic 
events in our recordings and was sufficient to eliminate all mixed events without affecting the 
overall frequency of electrical or glycinergic synaptic burst events alone (Fig. 6A; N = 4) or 
the amplitudes of these currents (Fig. 6B; p > 0.20 for both PICs and SBs). The change in 
amplitudes of mixed events could not be analyzed since they were absent or extremely rare in 
the presence of CNQX. Subsequent washing out of CNQX showed that the mixed events 
recovered, confirming that their loss was not due to an artifact of the long recording (Fig. 6C, 
D). These results corroborate our behavioral findings and suggest that the mixed events 
recorded in MNs are physiological correlates of fictive double coiling behavior and that 
glutamatergic signaling is indeed necessary for double coiling.  
 
II.4.8. Candidate glutamatergic interneurons in the early motor network 
 Having described novel glutamate-dependent double coiling by behavioral, 
pharmacological, electrophysiological, genetic and lesion analyses, we next sought to identify 
the key interneurons in the neural network underlying this motor activity. There are a limited 
number of classes of interneurons in each somite of the spinal cord at this age and these 
interneurons have been well characterized in terms of dorsoventral soma position, axonal 
morphology and neurotransmitter phenotype (Bernhardt et al., 1990; Hale et al., 2001; 
Higashijima et al., 2004). Electrophysiological recordings in the early embryo have shown 
that in addition to the primary MNs at least four classes of spinal interneurons are active at 24 




descending (CiD) and commissural primary ascending (CoPA) interneurons (Saint-Amant & 
Drapeau, 2001). IC cells have pacemaker properties and are thought to initiate spontaneous 
network activity in the embryonic spinal cord via electrical coupling, suggesting that at early 
stages these neurons do not connect to the network with chemical synapses (Tong & 
McDearmid, 2012).  VeLDs are GABAergic (Batista et al., 2008) whereas both CoPA and 
CiD neurons are glutamatergic (Batista et al., 2008; Higashijima et al., 2004; Kimura et al., 
2006). Therefore, the CoPA and CiD neurons are the most likely candidates to mediate the 
glutamatergic neurotransmission important for double coiling behavior at early stages and we 
recorded from each type.  
 By 26 hpf CoPA axons can span up to 12 somites (Bernhardt et al., 1990), suggesting 
that these neurons have developed extensive axonal projections by the onset of double coiling 
behavior. In embryos as young as 24 hpf, filled CoPAs had axons that crossed the midline and 
ascended dorsally and rostrally for several somites (Fig. 7B). CoPA neurons receive direct 
glutamatergic input from sensory Rohon-Beard (RB) cells and relay this excitation during 
evoked behaviors (Pietri et al., 2009). We therefore recorded from these cells in 24 – 29 hpf 
embryos to examine how their activity might contribute to double coiling. The only 
spontaneous activity seen in CoPAs was a long duration (more than one second), ~ 20 mV 
amplitude depolarization that was often sufficient to elicit a single action potential at the onset 
of the depolarizing plateau (Fig. 7A; N = 20/20). In the absence of sustained firing, these 
recordings suggest that CoPAs are not as important for spontaneous behaviors as they are for 
the touch response in their proposed role as a sensory interneuron (Pietri et al., 2009). 
 
II.4.9. Glutamatergic CiD interneurons are active during spontaneous behaviors 
 CiD neurons express the transcription factor chx10 and are part of the V2a population 
of excitatory premotor interneurons in zebrafish as well as in other vertebrates (Kimura et al., 
2006). Many CiD soma are contacted by the ascending axons of the CoPA sensory 
interneurons in the dorsal longitudinal fasciculus (DLF) and may thus form part of a common 
path to relay excitation towards the contralateral MN during evoked responses (Pietri et al., 
2009). We recorded from CiD neurons in 24 – 30 hpf embryos to examine their intrinsic and 




 At 24 hpf, CiD neurons had ipsilateral axons projecting ventrally and caudally that 
were varied in length from one to several somites (Fig. 7C). Whole cell current-clamp 
recordings showed that CiDs responded to current injections with a maximum of one to three 
action potentials at earlier ages, but became capable of burst firing with large undershoots by 
27 hpf onward (Fig. 7D). CiDs were spontaneously very active and there was clear evidence 
of electrical coupling to the network at all ages studied. Like MNs, CiDs receive gap junction-
driven periodic inward currents that by 26 - 27 hpf that were sufficient to produce bursts of 
action potentials under current-clamp conditions (Fig. 7E, upper trace). Glutamatergic 
synaptic events could also be seen on top of the electrical currents (Fig. 7F) and became 
increasingly apparent in size and frequency with age. Additionally, CiDs received 
depolarizing glycinergic synaptic bursts that led to action potential firing by 27 hpf (Fig. 7E, 
lower trace). Finally, voltage-clamp recordings revealed mixed events in CiDs (Fig. 7G) that 
were very similar to those seen in MN recordings (Fig. 5H), suggesting that the activity of the 
CiD is very similar to that of the MN.  
 Paired current-clamp recordings of CiD cells and ipsilateral MNs in embryonic 
zebrafish spinal cord have shown that their gap junction-driven depolarizations are 
synchronous, suggesting that they are part of a local coordinated group of ipsilateral neurons 
that are electrically coupled (Saint-Amant & Drapeau, 2001). Simultaneous recording of a 
CiD in cell-attached mode and an ipsilateral MN under whole-cell voltage-clamp located two 
somites caudally showed that the CiD fired several action potentials during the electrical 
component and prior to the onset of but not during the glycinergic component in a mixed 
event in the MN (Fig. 6H). Furthermore, the CiD received glycinergic inputs in the form of a 
synaptic burst in synchrony with the MN (Fig. 6I), suggesting that in addition to being 
electrically coupled, these cells receive coordinated synaptic input from the same or similar 
unidentified contralateral glycinergic neurons.  
 These results show that the intrinsic and synaptic properties of CiD neurons are 
maturing at the time double coiling first appears. CiDs are spontaneously highly active, 
capable of firing several action potentials and show activity that is very similar to the mixed 




plays an important role in propagating ipsilateral excitation in the early embryo via electrical 
and/or chemical neurotransmission.  
 
II.4.10. CiD neurons contact ipsilateral MNs and other CiDs with putative glutamatergic 
synapses 
 The activity pattern of the CiD neuron suggested that it may provide important 
ipsilateral drive, therefore to investigate the development of synaptic properties of these cells 
for glutamatergic neurotransmission we used the Gal4/UAS system to drive mosaic 
expression of synaptophysin-GFP and DsRed (syp:GFP-DsR) (Meyer & Smith, 2006) in 
chx10:Gal4 transgenic fish (Kimura et al., 2013). Confocal imaging revealed that the majority 
of DsRed-labeled cells had a CiD morphology, as identified by a caudal axon projecting first 
ventrally and then proceeding dorsally and laterally. It has been previously reported that CiDs 
are found in the spinal cord by 22 - 23 hpf and begin to extend their axons shortly thereafter 
(Bernhardt et al., 1990). Prior to 24 hpf, cells expressing DsRed were clearly seen in the 
spinal cord, but their axons were very short and cell identity was ambiguous. By 24 hpf, 
coinciding with the onset of double coils, CiDs were clearly seen with axons spanning up to 
two caudal somites (Fig. 8A). Except for the most proximal part of the axon projecting from 
the soma, distinct synaptophysin-GFP puncta were visible along the entire length of the axon 
to the growth cone (Fig. 8A). CiDs with more dorsally located soma had the longest axons 
and the most synaptophysin-GFP puncta, which relates to the fact that these are the earliest-
born CiDs (Kimura et al., 2006).  
 Older embryos had labeled CiDs with considerably longer axons and synaptic puncta 
(Fig. 8B, C). Axons of CiD neurons in 27 hpf embryos spanned up to six somites in length 
and contained as many as 40 putative synaptic puncta. Several embryos had more than one 
cell labeled by syp:GFP-DsR and in addition to CiDs primary MNs were also occasionally 
labeled (Fig. 8B, C), allowing for the identification of possible postsynaptic partners of CiD at 
these early ages. Synaptophysin-GFP puncta of CiD axons were seen to contact the soma of 
primary MNs as well as other, more caudal CiDs (Fig. 8B-D). These results show that at the 




glutamatergic synapses. Consequently, they are well suited to propagate ipsilateral excitation 




II.5.1. Double coiling: A novel intermediate behavior  
 The novel double coiling behavior described here has several characteristics that 
underlie its role as a transient, intermediate behavior that bridges the developmental gap 
between early single coiling with the onset of the touch response and the later appearance of 
swimming. The response to touch, which only slightly precedes the onset of double coiling, is 
a strong contraction contralateral to the site of touch, followed by one or two alternating coils 
(Saint-Amant, 2006). The touch response is, by definition, sensory-evoked and is glutamate-
dependent, beginning with the activation of dorsal glutamatergic RB sensory neurons (Saint-
Amant, 2006; Pietri et al., 2009). However, RBs are not spontaneously active therefore likely 
do not contribute to double coiling (Saint-Amant & Drapeau, 2001), in agreement with our 
evidence showing that touché mutants lacking mechanosensitive RBs (Low et al., 2010) show 
regular double coiling behavior.  
 The requirement of supraspinal connections for normal double coiling behavior but 
not for the response to touch (Pietri et al., 2009) suggests that at least part of the drive 
required for double coiling originates outside and therefore rostral to the spinal cord. By the 
onset of double coiling, axons of reticulopsinal neurons have projected to the rostral spinal 
cord (Mendelson, 1986) and may act upon the motor network via glutamatergic signaling to 
produce double coils. Since an increased KCl concentration enhanced double coiling in 
lesioned embryos, we hypothesize that hindbrain inputs may provide tonic drive to the rostral 
spinal cord at this age. If this were the case, the spinal cord should contain the minimal 
circuitry to generate double coiling, but would require an external drive to bring the network 
to threshold to perform the behavior. The delayed onset of double coiling relative to the 
response to touch may simply be due to a gradual buildup of the excitatory drive that becomes 
sufficient to spontaneously activate the network by 24 hpf without the major touch-evoked 




development as intrinsic and synaptic properties of neurons are undergoing maturation, 
contributing to the transiency of the double coil behavior.  
 Double coiling is similar to previously described S-flexures observed in the 
salamander and in the chick (Hamburger, 1963) and may thus reflect a common vertebrate 
behavior. Like in S-flexures, the contractions during a double coil overlap, such that the 
second contraction begins at the rostral end before the first contraction has terminated at the 
caudal end, implying a close interaction between the two sides of the spinal cord. This 
overlapping of contractions is also seen in swimming, therefore double coiling is a logical 
intermediate to precede the low-amplitude, high-frequency swimming behavior. Swimming 
can be easily evoked but is more rarely spontaneously occurring in the embryo, perhaps due 
to a higher initial requirement for activation of the network compared to double coiling. 
However, once the threshold for swimming is reached, an immature burst can last several 
seconds in duration (Buss & Drapeau, 2001). In addition to the formation of chemical 
synapses, a shift in the activity of pacemaker IC cells towards more sustained burst firing may 
be important for the prolonged network activation underlying swimming (Tong & 
McDearmid, 2012). 
 
II.5.2. The integration of chemical neurotransmission into an existing electrical circuit  
 Electrical coupling of neurons via gap junctions has been shown to contribute to the 
earliest activity in the developing nervous system of many invertebrate and vertebrate species 
including mammals (Bennett & Zukin, 2004). The development of neurotransmission in the 
zebrafish spinal cord begins with an electrically coupled network solely driven by ipsilateral 
descending pacemaker activation from rostral spinal IC cells (Tong & McDearmid, 2012).  
For the circuit to be capable of mediating rapid double coiling, new chemical connections 
must be made that interconnect the two sides of the spinal cord to achieve alternating 
activation with greater control of timing and intensity than electrical coupling.  
 The earliest chemical synapses to form in the zebrafish spinal cord are glycinergic, 
starting at 20 hpf, followed a few hours later by glutamatergic synapses (Saint-Amant & 
Drapeau, 2000). GABA, the other major fast neurotransmitter, does not seem to play an 




therefore glutamate and glycine appear to be the major chemical neurotransmitters driving 
behavior, as in other lower vertebrates (Grillner et al., 1991). Pharmacological blockade of 
glutamate receptors led to a significant reduction in double coiling behavior in the intact 
embryo as well as a loss of mixed events (correlates of double coiling) in MNs. In contrast, 
blockade of glycine receptors resulted in increased contralateral trunk contractions such that 
many double coils were transformed into triple and quadruple coils. These neurotransmitter 
systems may therefore play complementary roles whereby glutamate signaling drives the 
double coiling and glycinergic signaling acts to modulate the resulting excitation so as to 
prevent extended periods of quiescence due to circuit depression. Indeed, the latencies 
following these multiple-coil events were significantly longer than those following double 
coiling, suggesting that activity-dependent depression of network excitability occurs 
following coiling events of increasing strength and duration as seen in many developing 
vertebrate networks (O'Donovan, 1999).  
 
II.5.3. Neural activity patterns generating double coiling  
 We propose that the physiological correlate of the double coiling behavior we are 
describing here for the first time corresponds at the cellular level to (in either order) a 
glycinergic synaptic burst (corresponding to a contralateral contraction) and gap junction-
driven periodic inward current (corresponding to an ipsilateral contraction) occurring in close, 
subsecond succession in the MN. Glutamatergic events of increasing amplitudes become 
clearly integrated into the mixed event over the period of 24 - 29 hpf, suggesting the 
formation and/or maturation of glutamatergic synapses onto the MNs at this time. No other 
new patterns of activity appear in the MN during this time window until the onset of fictive 
swimming bursts at 28 hpf, therefore the mixed events are likely correlates of double coiling.  
Efficient contralateral activation of the spinal cord following an ipsilateral contraction could 
be achieved via excitatory interneurons that contact contralateral spinal MNs and premotor 
interneurons. During the period in which the circuit is capable of generating spontaneous 
single and double coils, however, the commissural glutamatergic CoPA neuron only fires a 
single action potential then remains depolarized at the approximate reversal potential for 




resistance and prevent further action potential firing. The CoPA is thought to be a sensory 
interneuron homologous to dorsolateral commissural (dlc) sensory interneurons of xenopus 
(Li et al., 2003; Roberts and Sillar, 1990; Saint-Amant, 2010) as they are both contacted by 
sensory RB neurons (Easley-Neal et al., 2013; Li et al., 2003; Pietri et al., 2009) and receive 
strong, shunting inhibition during evoked activity (Pietri et al., 2009; Sillar & Roberts, 1992). 
The role of the CoPA in spontaneous behavior is therefore likely in the response to inhibition 
rather than in triggering coils. 
 Our recordings of spontaneous activity in embryonic CiDs showed that, like MNs, 
these neurons receive synaptic glutamatergic activity at this time as well as electrical and 
glycinergic inputs that often reached threshold and resulted in the firing of several action 
potentials. Furthermore, CiDs showed activity patterns similar to mixed events in the 
ipsilateral MN and also fired action potentials during fictive double coiling, suggesting that 
they play an important role in this behavior. CiDs may be forming some of the earliest 
glutamatergic connections in the spinal cord. At 24 hpf, chx10+ cells (of which the CiD are 
the majority) are present at a density of 2 - 3 cells per hemisegment and virtually all of these 
cells are positive for vglut2 at 32 hpf, the earliest time point examined (Kimura et al., 2006). 
Our mosaic labeling of syp:GFP-DSR in chx10+ cells showed that CiDs may be forming 
functional glutamatergic synapses as early as 24 hpf onto MNs and other CiDs. Recent 
functional imaging studies using expression of a synaptophysin-GCaMP fusion protein have 
shown that calcium transients are seen at these puncta, suggesting that they are indeed 
functional presynaptic release sites (Menelaou et al., 2013; Nikolaou et al., 2012). These 
putative synaptic sites clearly colocalized with the soma of ipsilateral caudal MNs and CiDs 
and may be responsible for some of the glutamatergic synaptic events seen as early as 24 hpf 
in our voltage-clamp recordings from CiDs and MNs.  
 In summary, spontaneous coiling in the embryo starts in an environment in which only 
gap junctions are present, creating a network of electrically coupled neurons which can only 
propagate slow waves of activity. As the circuit matures, chemical synapses first add to the 
existing circuit without modifying the behavior too much, as we have shown with the 
transition from single to double coils. As development proceeds, the waning influence of gap 
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Figure 1. Double coiling appears during embryonic development and depresses network 
activity. A) Still images taken at 67 ms intervals from a video recording of an agarose-
embedded 26 hpf embryo exhibiting a spontaneous single coil and B) a double coil.  Due to 
the embedding medium surrounding the head, the tail does not come into direct contact with 






0ms            67              133              200           267          333           400              467            533          600          667           733            800           867        933













      22        24         26         28 














































































for B.  C) The relative percentage (%) of double coils in freely moving wild-type embryos at 
22, 24, 26 and 28 hpf (N = 30); inset shows the mean frequency of double coiling over the 
same period of time. D) Average latency, or time inactive, for a single coil (open bars) and a 
double coil (grey bars) in 26 hpf embryos before (left, Pre-event) and after (right, Post-event) 
(N = 30). E) Box plot showing the total event frequency and F) the percentage of double coils 
at 26 hpf in touché mutants (dark grey bars) and wild-type siblings (white bars). Nctrl = 12, 










Figure 2. Glutamatergic neurotransmission is required for double coiling. A) Overall 
event frequency is unaffected by glutamate receptor antagonists. B) The relative proportion of 
double coils (%) is significantly decreased following CNQX (grey bars) or APV treatment 
(black bars).  Means that are not sharing a letter are significantly different. Error bars 
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Figure 3. Double coils require a descending excitatory drive from the hindbrain.  A) 
Diagram depicting the site of control lesions at the midbrain (MB) boundary to leave the 
hindbrain (HB) intact and full lesions at the caudal hindbrain to isolate the spinal cord.  B) 
Box plot showing the proportion of double coils at 26 hpf in control (grey bars) and fully 
lesioned embryos (dark bars) in normal 2.9 mM KCl (left, Nctrl = 32, Nlesion = 41) and elevated 
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Figure 4. Decreased glycinergic signaling results in an increase in multiple coiling. 
Relative percentage of spontaneous events showing single, double, triple and four and more 
(four +) coils in embryos treated with strychnine and untreated controls at A) 24 hpf, B) 26 
hpf and C) 28 hpf. Note the expanded Y-axis scale in A). Numbers at the base refer to the 
numbers of embryos in each condition. D) Average latencies in strychnine-treated 28 hpf 
embryos following a single, double, or multiple (three or more) coil as normalized to single 
coil latency in control embryos (dashed line). Nctrl = 22, Nstrychnine = 31; * p < 0.05 compared 
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Figure 5. Motoneurons show mixed electrical and synaptic events corresponding to 
glutamate-dependent fictive double coils. A) Representative current injections showing 
burst firing of action potentials in embryonic MNs. Upper panel, current-clamp recording 
from neurons, lower panel, current steps. B) Patterned activity in a 25 hpf embryo includes 
gap junction-driven periodic inward currents (PIC), synaptic bursts (SB) and mixed events. 
Holding potential in this trace and all others is -65 mV (unless otherwise indicated). Events in 
the indicated region are expanded in panels C, F and H. C) PICs are low amplitude inward 
currents produced by the electrical coupling of neurons that often coincide with synaptic 
glutamatergic events. Upper trace, a PIC (from region indicated in B) that shows no 
glutamatergic peaks. Lower trace, a PIC in the same MN that does show synaptic 
glutamatergic events (arrowheads). Baseline is shown as a dotted grey line for reference in 
this and subsequent figures. Vertical scale same as for B but note different time scale. D) 
Examples of PICs under voltage-clamp seen in an older embryo (27 hpf) with glutamatergic 
events of increased amplitude and frequency. These recordings were done in the presence of 5 
µM strychnine. Some of the currents are reversed at a positive holding potential of +45 mV 
(upper trace) compared to a normal holding potential (-65 mV, lower trace), corresponding to 
purely glutamatergic events. Time scale same as in C but note difference vertical scale. E) 
Excerpt from a voltage-clamp recording in a 26 hpf embryo showing three examples of PICs 
at baseline (left, upper trace) and in the presence of 10 µM CNQX (left, lower trace). Small 
amplitude peaks occurring between events resembling glutamatergic mEPSCs are highlighted 
with grey arrowheads and an average of several peaks (n = 19) is shown in the inset at a 
hundred times expanded timescale. Regions indicated with a black bar are shown on a ten 
times expanded timescale at the right for each condition. Glutamatergic peaks occurring 
during a PIC are indicated with black arrowheads. F) Synaptic bursts (from region indicated 
in B) are strychnine-sensitive (see text) glycinergic currents of large amplitude with a similar 
duration to PICs. G) Representative whole-cell current-clamp recordings from a primary MN 
in a 26 hpf embryo. Resting membrane potential of the neuron is -60 mV, scale same as in C. 
Upper trace, a spontaneous periodic depolarization (PD) triggers burst firing of action 
potentials. Lower trace, a glycinergic synaptic burst (SB) can also trigger action potentials. H) 




region indicated in B) during which a PIC (with or without glutamatergic peaks) and a SB 
occur in close (sub-second) succession in either order. Vertical scale for uppermost trace same 
as in B but note different time scale. Inset is scaled down by 50%. I) Examples of mixed 
events from the same MN as in G under voltage-clamp at an intermediate holding potential of 
-20 mV (more positive than the chloride reversal potential of approximately -35 mV) showing 
that glycinergic currents but not electrical and glutamatergic currents are reversed. Scale for 
upper trace and inset same as for H. J) Upper trace, a 100 second excerpt of a MN voltage-
clamp recording in a 26 hpf embryo in the presence of 5 µM strychnine showing that 
glycinergic synaptic bursts are absent but gap junction-driven PICs remain. Lower trace, left, 
is expanded from the region indicated in the upper trace and is an example of an event with 
many PICs occurring closely together in time and resembling a fictive multiple coil. Lower 








Figure 6. Blockade of glutamatergic neurotransmission abolishes mixed events in 
motoneurons but not SBs or PICs. A) Average frequency of each type of event as well as 
the total (normalized) event frequency during a representative whole-cell recording (N = 4) in 
which 10 µM of CNQX was washed into and out of the extracellular recording solution. B) 
The average maximum amplitudes of SBs and mixed events (left) and PICs (right) at baseline 
are not significantly changed by the presence of CNQX. Amplitude of mixed events is not 
given for the CNQX condition because these events were rare or absent. Maximum amplitude 
of PICs at baseline ignored glutamatergic peaks. C) Excerpts of voltage-clamp recordings 
from the experiment in A showing the presence of mixed events at baseline (upper trace), the 
selective loss of mixed events following the addition of CNQX (middle trace) and their 
subsequent recovery following CNQX washout (lower trace).  D) Representative mixed 
events following CNQX washout. The upper trace is from the region indicated in the washout 

































































































Figure 7. Glutamatergic CiD interneurons are highly active at early embryonic stages 
and in contrast to CoPAs fire bursts of action potentials during spontaneous behaviors. 
A) Representative whole-cell current-clamp recording from a CoPA neuron showing a long 


































membrane potential of the neuron is -60 mV. Baseline is shown as a dashed grey line for 
reference in all traces. B) Example of a filled CoPA following a whole-cell recording. The 
upper image shows the inverted fluorescent image of the rhodamine-filled ipsilateral cell body 
(right, ipsi) merged with the filled ascending contralateral axon (left, contra).  The lower 
image shows the filled CoPA (ipsilateral plane only) in fluorescence against the spinal cord in 
brightfield. Rostral is to the left and dorsal is to the top (the same for all subsequent figures). 
C) Example of filled neurons from a simultaneous whole-cell recording of a CiD and 
ipsilateral MN. The upper image shows the inverted fluorescent image of rhodamine-filled 
cells and the descending ipsilateral CiD axon (the ventral MN axon is obscured by the 
recording electrode). The lower image shows the filled cell bodies in fluorescence against the 
spinal cord in brightfield. Scale bar same as in B. D) Representative current injections 
showing single versus burst firing of action potentials in CiD neurons at 24 hpf (left) and 27 
hpf (right), respectively. In each set, upper traces are current-clamp recording from neurons 
and lower traces are current steps. Scale for upper traces same as in A. E) Representative 
whole-cell current-clamp recordings from a CiD neuron. Resting membrane potential of the 
neuron is -60 mV, scale same as in A. Upper trace, a spontaneous periodic depolarization 
(PD) triggers burst firing of action potentials in a 27 hpf embryo. Lower trace, a glycinergic 
synaptic burst (SB) can also trigger action potentials. F) Examples of PICs seen under 
voltage-clamp in a CiD. Upper trace, a PIC that shows no glutamatergic peaks. Lower trace, a 
PIC from the same CiD that does show synaptic glutamatergic events (arrowhead indicates 
the first of several). Holding potential is -65 mV, scale shown in G. G) Representative 
example of a mixed event seen under voltage-clamp in a CiD. H) Simultaneous recordings 
from a 28 hpf embryo of a CiD (cell-attached mode, top trace) and a MN (voltage-clamp, 
bottom trace) during fictive double coiling. I) Whole cell voltage-clamp recording from the 
same pair of neurons as in H to show the similar patterning of activity during fictive double 










Figure 8. Embryonic spinal CiD neurons have putative synapses that contact caudal 
primary MNs and other CiDs. A) Representative example of a DsRed-expressing CiD 
neuron in a 24 hpf embryo with distinct synaptophysin-GFP puncta along the length of the 
axon. Spinal cord and somite boundaries are outlined in white. B) A CiD neuron (white 
asterisk) in a 27 hpf embryo has an axon spanning four somites and synaptophysin-GFP 
puncta that contact caudal CiDs (yellow asterisks) as well as a primary MN (yellow m). Scale 
bar same as for C. C) A rostral CiD neuron in a 28 hpf embryo has an axon spanning 5-6 
somites and contacts a primary MN (arrow). D) High resolution single 1 µm confocal plane 

























III. ARTICLE: "SENSORY GATING OF AN EMBRYONIC ZEBRAFISH 














The following study sought to explain how zebrafish embryos avoid activating the touch 
reflex in response to their own spontaneous movements. Work from our previous study 
(Knogler et al., 2014) and others showed that embryos are highly spontaneously active, 
therefore we hypothesized that spinal circuits must be organized in such a way that neurons in 
the somatosensory pathway responded exclusively to external touch. Here, I performed 
whole-cell electrophysiological recordings from a sensory interneuron that receives excitatory 
inputs from sensory neurons carrying information about light touch. This study reveals a 
simple mechanism whereby activation of the locomotor CPG sends a corollary discharge 
signal to inhibit sensory interneurons during spontaneous and ongoing movement. This study 
provides important insight into how sensory feedback controls and is controlled by the 
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 In all but the simplest monosynaptic reflex arcs, sensory stimuli are encoded by 
sensory neurons that transmit a signal via sensory interneurons to downstream partners in 
order to elicit a response. In the embryonic zebrafish (Danio rerio), cutaneous Rohon-Beard 
(RB) sensory neurons fire in response to mechanical stimuli and excite downstream 
glutamatergic CoPA (commissural primary ascending) interneurons to produce a flexion 
response contralateral to the site of stimulus. In the absence of sensory stimuli, zebrafish 
spinal locomotor circuits are spontaneously active during development due to pacemaker 
activity resulting in repetitive coiling of the trunk. Self-generated movement must therefore be 
distinguishable from external stimuli in order to ensure the appropriate activation of touch 
reflexes. Here, we recorded from CoPAs during spontaneous and evoked fictive motor 
behaviors in order to examine how responses to self-movement are gated in sensory 
interneurons. During spontaneous coiling, CoPAs received glycinergic inputs coincident with 
contralateral flexions that shunted firing for the duration of the coiling event. Shunting 
inactivation of CoPAs was caused by a slowly deactivating chloride conductance that resulted 
in lowered membrane resistance and increased action potential threshold. During spontaneous 
burst swimming, which develops later, CoPAs received glycinergic inputs that arrived in 
phase with excitation to ipsilateral motoneurons and provided persistent shunting. During a 
touch stimulus, short latency glutamatergic inputs produced cationic currents through AMPA 
receptors that drove a single, large amplitude action potential in the CoPA before shunting 
inhibition began, providing a brief window for the activation of downstream neurons. We 
compared the properties of CoPAs to those of other spinal neurons and propose that 
glycinergic signalling onto CoPAs acts as a corollary discharge signal for reflex inhibition 
during movement.  
 
Keywords: Sensory interneurons, zebrafish, spinal cord, spontaneous behavior, glycine 





 Early embryonic circuits must be capable of responding to sensory stimuli in order to 
perform essential motor behaviors such as avoiding predation. Additionally, sensorimotor 
circuits must be organized in such a way that the animal's own movement is distinguishable 
from movement in the environment in order to make computations regarding expected and 
novel sensory feedback. One way in which the nervous system compensates for self-
movement is to send corollary discharge signals from motor-related pathways to modulate 
activation of sensory pathways (reviewed by Crapse & Sommer, 2008). Corollary discharges 
may target different parts of the sensory pathway and use diverse mechanisms to alter sensory 
function depending on the species and the modality being studied. The embryonic vertebrate 
spinal cord provides a simplified neural network within which to study the modulation of 
sensory pathways that ensure the appropriate activation of sensorimotor behaviors. 
 A simple disynaptic spinal reflex arc has been described for a contralateral flexion 
response in hatchling xenopus (Li et al., 2003). Following a touch to the skin, one or more 
Rohon-Beard (RB) sensory neurons strongly activate glutamatergic dorsolateral commissural 
(dlc) sensory interneurons which in turn excite premotor interneurons and motoneurons, 
leading to a contraction of the contralateral trunk away from the stimulus followed by escape 
swimming. Immediately following dlc interneuron excitation, glycinergic corollary discharges 
arrive in phase with excitation to ipsilateral motoneurons to provide sustained inhibition to the 
dlc interneuron during swimming (Li et al., 2002; Li et al., 2004; Sillar & Roberts, 1988; 
Soffe, 1993). The relative abundance of AMPA and NMDA receptors in different neuronal 
classes within the circuit also contributes to the proper activation of this reflex pathway (Li et 
al., 2003).  
 In the zebrafish spinal cord, commissural primary ascending (CoPA) interneurons are 
one of the earliest born cells and extend long axons that span more than ten somites rostrally 
by 26 hours post-fertilization (hpf) (Bernhardt et al., 1990), prior to hatching on day two. 
CoPAs are thought to be homologous to xenopus dlc interneurons due to their similarly large 
dorsal soma, ascending commissural axonal projections and glutamatergic identities 
(Bernhardt et al., 1990; Higashijima et al., 2004a). In addition, embryonic CoPAs are 




at 24 hpf receive short latency excitation followed by a long duration glycine-mediated 
conductance that is thought to inhibit activation (Pietri et al., 2009). Based on these results, 
zebrafish CoPAs are predicted to be sensory interneurons that carry the initial excitation to the 
contralateral spinal cord during evoked behaviors, as dlc interneurons do in xenopus. 
However, very little is known about the intrinsic and synaptic properties of CoPAs and their 
pattern of activation during spontaneous behaviors such as coiling and swimming.  
 We hypothesized that CoPAs must be selectively inhibited during early spontaneous 
coiling and later swimming behaviors in order to prevent the ongoing activation of the touch 
reflex during spontaneous movement. To test this idea, we targeted embryonic CoPA 
interneurons for electrophysiological recordings in order to investigate their intrinsic and 
synaptic properties in the context of spontaneous and touch-evoked behaviors. In particular, 
we looked for activation patterns and receptor properties of CoPAs that could contribute to 
their specialized role in gating somatosensory activation of a reflex pathway. We show that 
inhibitory corollary discharges onto CoPA interneurons combined with the presence of a rare 
glycine conductance with slow kinetics contribute to the inhibition of the somatosensory 
pathway during early spontaneous behaviors. These findings are compared to results from 
other vertebrates as well as invertebrates in order to determine general features of sensory 
gating in spinal circuits. 
 
III.3. MATERIALS AND METHODS 
 
III.3.1. Zebrafish maintenance 
 Tübingen wildtype strains of adult zebrafish were maintained according to guidelines 
approved by the Animal Experimentation Ethics Committee, Université de Montréal.  Staging 
of embryos (of as yet undetermined sex) was performed as previously described (Kimmel et 
al., 1995).   
  
III.3.2. Electrophysiology and pharmacology  
 Zebrafish embryos were dechorionated and anesthetized in 0.02% tricaine dissolved in 




10 mM HEPES, pH 7.8 with NaOH) and dissected according to previously described 
procedures (Drapeau et al., 1999). Briefly, spinal neurons in somites 5 –15 were selected for 
recording based on their soma size and position as visualized by oblique illumination 
(Olympus BX61W1). To record spontaneous activity, 15 µM D-tubocurarine was added to the 
Evans solution to block neuromuscular transmission. To stimulate a touch response, a glass 
electrode connected to a picospritzer (Parker Hannifin, Fairfield, NJ) squirted bath solution 
near the tip of the tail at the desired pressure and duration (5-10 psi, 4-20 ms).  
 Electrophysiological recordings were done in the presence of 1-10 µM strychnine to 
block glycine receptors, in 7-10 µM 6-cyano-7-nitroquinoxaline-2,3-dione (CNQX) to block 
AMPA receptors, or in 50 µM (2R)-amino-5-phosphonovaleric acid (APV) to block NMDA 
receptors. 0.5-1 µM tetrodotoxin (TTX) was used to block evoked activity when recording 
miniature post-synaptic currents. Patch-clamp electrodes for spinal neuron recordings (6–14 
MΩ) were pulled from borosilicate glass and were filled with the following intracellular 
solution (in mM): 105 D-gluconic acid, 16 KCl, 2 MgCl2, 10 HEPES and 10 EGTA, adjusted 
to pH 7.2, 290 mOsm (Drapeau et al., 1999). Sulforhodamine B (0.1%) was also included in 
the patch solution to label the cells and confirm their identity after a recording. Filled CoPAs 
had a triangular soma and distinctive dendrites that distinguished them from otherwise 
morphologically similar CoSAs. Recordings from cells whose identity was ambiguous were 
not included in subsequent analyses. 4 mM QX-314 was added to the intracellular solution in 
some experiments to block voltage-gated sodium channels. All drugs were obtained from 
Sigma (St. Louis).  
 Standard single and dual whole-cell recordings from 24 - 29 hpf larvae were obtained 
using an Axopatch 200B and a Molecular Devices CV 203BU headstage amplifier (Molecular 
Devices). Data were acquired at 40 kHz and low-pass filtered at 10 kHz. Cells were held near 
their resting potential at -65 mV under voltage clamp unless otherwise specified. A maximum 
of three neural recordings were obtained from each embryo. Electrophysiological analyses 
were performed offline using Clampex 10.2 and Clampfit 10.2 software (Molecular Devices). 
The recordings were not analyzed if the resting membrane potential was more positive than -
40 mV or if the input resistance was below 500 MΩ. Following each recording, a series of 




field images were collected with a QImaging camera (model 1394, QImaging Corp. Canada) 
using Micro-Manager software (http://www.micro-manager.org/). Images were inverted and 
brightness/contrast was adjusted using Adobe Photoshop CS2 (Adobe Systems, Inc., San 
Jose, CA, USA). 
 
III.3.3. Statistical analyses 
 SPSS 21 (IBM) was used to assess data for statistical significance. All data sets were 
initially assessed for normality with the Shapiro-Wilk Test. For independent data sets with 
only two groups we used the Students' T-test or Mann-Whitney U test and for data from 
multiple groups we used a one-way ANOVA with Tukey's post-hoc test to look for 
differences between conditions (p < 0.05). In data obtained from the same group under 
different conditions, the paired-samples T-test or repeated-measures variation of ANOVA was 
used. A Pearson statistic or Spearman rank rho was used to assess correlations for parametric 
or non-parametric data, respectively. Statistical significance is represented in the graphs as 
*** for p < 0.001, ** for p < 0.01 and * for p < 0.05 and individual p-values and numbers of 
embryos per condition are provided in figure legends and the text. Error bars in bar graphs 
indicate the standard error and results are described as the mean ± standard error. Excel was 
used to create all graphs except the box plots, which were created online using the BoxPlotR 
application (http://boxplot.tyerslab.com/). In these plots, box limits indicate the 25th and 75th 
percentiles as determined by R software, center lines show the medians, whiskers extend 1.5 
times the interquartile range from the 25th and 75th percentiles and outliers are represented by 




III.4.1. Intrinsic properties of embryonic CoPA interneurons are similar to other spinal 
neurons 
 We performed whole-cell patch clamp recordings in CoPA neurons in 24 - 29 hpf 
embryos under current clamp conditions in order to characterize their intrinsic spiking 




current steps of increasing amplitude failed to elicit more than one action potential in the 
CoPA at the current onset (Fig. 1A, B; N = 5/5). However, in embryos ≥ 26 hpf, CoPAs 
produced sustained firing throughout the duration of the current step and less current was 
needed to bring the neuron to threshold (Fig. 1A; N = 9/9). A similar developmental 
maturation of firing has been shown in excitatory premotor spinal interneurons (Knogler et 
al., 2014). By 26 hpf, action potentials had large amplitudes and were always overshooting 
(Fig. 1A; N = 9). The instantaneous spiking frequency during depolarizing current steps (4 – 
36 pA; steps of 4 pA) was calculated for CoPA neurons in 24 – 25 hpf embryos versus 26 – 
28 hpf embryos to produce an F-I curve (Fig. 1B; N = 5, 9). All CoPAs ≤ 25 hpf fired singly 
with current injection whereas CoPAs from older embryos clearly increased their firing 
frequency with greater amounts of positive current. Though they were slightly less excitable 
at lower stimulus intensities, at higher stimulus intensities the response of CoPA neurons 
resembled that of CoSA neurons (Fig. 1B; N = 9), which also have commissural ascending 
axons and are highly active at this age (Bernhardt et al., 1990; see later). A 32 pA current 
injection resulted in burst firing in all CoPA and CoSA neurons as well as in primary 
motoneurons and was used to compare average instantaneous firing frequencies across cell 
type (Fig. 1C). The average firing frequencies for CoPAs, CoSAs and motoneurons were not 
significantly different (69.4 ± 2.8, 76.1 ± 2.3 and 79.0 ±  3.3 Hz, respectively; p > 0.05 for all 
pairwise comparisons; N = 9, 5, 9). Embryonic motoneurons typically have input resistances 
in the 1-2 GΩ range (Knogler et al., 2014; Saint-Amant & Drapeau 2000; Tong & 
McDearmid 2012) and our recordings showed input resistances averaging 2.0 ± 0.4 GΩ for 
primary motoneurons and 3.2 ± 0.4 and 3.1 ± 0.1 GΩ for CoPAs and CoSAs, respectively 
(Fig. 1D; p > 0.05 for all pairwise comparisons; N = 9, 7, 9).  
 These results show that CoPA interneurons are undergoing a maturation of intrinsic 
properties subsequent to the onset of the touch response at 21 hpf and preceding the onset of 
swimming at 29 hpf (Saint-Amant & Drapeau, 1998). By 26 hpf, the threshold for action 
potentials has lowered and CoPAs have switched to a sustained firing mode during current 
injection. The similarity of intrinsic membrane properties between different cell types at this 
embryonic stage suggests that this maturation may occurring in many classes of spinal 





III.4.2. Embryonic CoPAs show spontaneous long-lasting glycine-mediated 
depolarizations that shunts excitation 
 We have previously shown that CoPAs exhibit an activity pattern during the time 
window of spontaneous coiling behaviors that, unlike for premotor and motor neurons, is not 
modified during the transition from single to double coiling (Knogler et al., 2014).  We 
examined the physiological properties of CoPAs in greater detail by single cell patch clamp 
recording.  All current-clamp recordings from CoPA cells (N = 25/25) showed the presence of 
regular, spontaneous ~ 25 mV amplitude depolarizations that were often sufficient to elicit a 
single action potential at the onset of the depolarization (Fig. 2A and inset). In comparison to 
the spikes fired during current injection, this action potential had a smaller amplitude and was 
rarely overshooting (compare Fig. 2A vs Fig. 1A). Despite the ability of these cells at ages ≥ 
26 hpf to produce sustained firing of action potentials in response to depolarizing current 
injections (Fig. 1A), multiple action potentials were never produced during spontaneous 
depolarizing events (Fig. 2A; N = 25/25). These spontaneous depolarizations lasted more than 
one second at 24 hpf and this duration was found to increase in correlation with age (Fig. 2B; 
e.g. average duration at 24 hpf = 1.11 ± 0.16 s, 27 hpf = 1.50 ± 0.06 s; Pearson’s correlation 
coefficient r = 0.49, p < 0.05). These durations are more than twice as long as for spontaneous 
activity patterns in other spinal interneurons and motoneurons at this age (Knogler et al., 
2014). Occasional events were seen in CoPAs with durations longer than two seconds that 
resembled two overlapping events (data not shown; these events were not included in 
calculating duration averages in Fig. 2B). Therefore, CoPAs showed what appeared to be 
unique, long-lasting shunting depolarization under physiological conditions. 
 We next investigated the nature of the CoPA depolarization. By 26 hpf, both 
glutamatergic and glycinergic signaling can be detected in the zebrafish spinal cord (Ali et al., 
2000a; Saint-Amant & Drapeau, 2000; Saint-Amant & Drapeau, 2001; Pietri et al., 2009; 
Knogler et al., 2014) whereas GABAergic signaling does not play an important role (Buss and 
Drapeau, 2001; Saint-Amant & Drapeau, 2000). Glycine is depolarizing at this age due to a 
high intracellular chloride concentration (Saint-Amant & Drapeau, 2000) and can produce 




relative to the threshold for action potentials (Jean-Xavier et al., 2007). Glycinergic currents 
can be isolated from depolarizing glutamatergic currents pharmacologically with receptor 
antagonists or by holding the cell at the reversal potential for cations (approximately 0 mV) 
and anions (approximately -35 mV) (Buss & Drapeau, 2001). Under voltage-clamp at resting 
membrane potentials (-65 mV), spontaneous currents in CoPAs were inward, whereas at less 
negative potentials (-20 mV), the direction of the currents reversed and when clamped at the 
chloride reversal potential there was no net flow of current (Fig. 2C, D; N = 4). These results 
suggested that the spontaneous depolarizations seen in the CoPA were due to the flow of 
chloride ions and therefore we examined the effect of glycine receptor blockade on this 
activity.  
 Our initial attempts to block these depolarizing events in CoPA interneurons with 1 
µM strychnine failed to do so nor to significantly alter the duration or frequency of these 
events (Fig. 2E; p > 0.05; N = 3) despite the fact that this dose rapidly and effectively blocks 
the glycine-mediated depolarizations that are seen in motoneurons and other interneurons at 
this same age (Knogler et al., 2014; Saint-Amant & Drapeau, 2000; Saint-Amant & Drapeau, 
2001). Previous studies have shown that different glycine receptor subunits may have 
different sensitivities to strychnine (Kuhse et al., 1990). We therefore tried a higher dose of 5 
- 10 µM strychnine and saw that these depolarizing events were lost at this concentration (Fig. 
2F, G; N = 5). We believe that the effect of strychnine to reduce CoPA activity was via direct 
blockade of glycine receptors on the cell rather than the blockade of presynaptic inputs in the 
circuit based on two observations. First, the amplitude (not frequency) of CoPA 
depolarization decreased progressively when 10 µM strychnine was introduced (Fig. 2F), 
suggestive of an increasing blockade of receptors. Secondly, as previously mentioned, 1 µM 
strychnine effectively blocks glycinergic currents in other cells whereas the glycine-mediated 
depolarizing events in CoPAs required a concentration of 10 µM strychnine for full blockade 
(Fig. 2G; p < 0.001 for 10 µM strychnine; N = 6), in keeping with a different sensitivity of 
their respective receptors to strychnine. No effect on spontaneous depolarizing events was 
seen with 10 µM bicuculine, a blocker of GABA receptors (N = 2), or with 10 µM CNQX, a 
blocker of AMPA receptors (N = 2), therefore these depolarizing events appeared to be 




 Glycine receptor-mediated depolarizing conductance may shunt excitation and 
functionally inhibit immature neurons (Jean-Xavier et al., 2007). In order to further examine 
the effect of these glycinergic depolarizations on action potential firing, we injected positive 
current at short latencies following the onset of a spontaneous depolarization and measured 
the rate of action potential firing compared to the same amount of current injection at 
baseline. An injection of depolarizing current that was sufficient to produce sustained firing at 
resting membrane potentials was far less effective at driving action potentials when applied 
during the first second of a spontaneous depolarizing event (Fig. 2H, I; N = 11 events from 5 
embryos), indicating that the CoPA is functionally inhibited by the depolarizing glycinergic 
conductance.  
 These results suggest that during the period of spontaneous behaviors, CoPAs receive 
glycinergic inputs that activate a chloride conductance leading to a long duration depolarizing 
event that is capable of shunting the membrane resistance and temporarily increasing the 
threshold for action potential firing. The long duration of spontaneous depolarizing events and 
lower sensitivity to strychnine compared to other interneurons and motoneurons at this age 
suggest that the CoPA may receive glycinergic inputs and/or express glycine receptors that 
are different from other spinal neurons.  
 
III.4.3. Embryonic CoPAs have slow glycine-mediated synaptic currents  
 Developmental speeding of currents by subunit switching appears to be a general 
feature of vertebrate transmitter receptors, including those for glycine (reviewed by 
Takahashi, 2005).  In order to examine the properties of glycine receptors in CoPA 
interneurons, we recorded miniature post-synaptic currents (mPSCs) in 26 - 29 hpf embryos. 
Recordings made in the presence of tetrodotoxin (TTX) to inhibit action potentials revealed 
the presence of depolarizing mPSCs with fast or slow rates of decay (category “s” and "f" 
events, respectively; Fig. 3A, B; N = 3 for both). To confirm this categorization, a frequency 
histogram plot of all mPSCs for a cell clearly showed a bimodal, non-overlapping distribution 
of decay time constants separating fast from slow currents (Fig. 3C). The mPSCs with slower 
kinetics were identified as glycinergic, as they were abolished by 10 µM strychnine (Fig. 3A, 




were abolished by 5-10 µM CNQX (Fig. 3B, D; p < 0.001; N = 3). We further confirmed that 
the slow currents were chloride based (glycinergic) by measuring the I-V curve at holding 
potentials ranging from -80 mV to +80 mV in 20 mV steps. As expected, glycinergic mPSC 
amplitudes decreased as holding potentials moved from -80 mV towards -35 mV, the 
approximate chloride reversal potential and did not show rectification (Fig. 3E; N = 3). The 
frequency of both types of mPSCs was low (≤ 0.06 Hz; Fig. 3A, B, D) therefore since the two 
populations could be easily resolved based on kinetics alone, some recordings omitted CNQX 
in order to collect both fast and slow mPSCs.  
  Glycinergic mPSCs were recorded from CoPA interneurons, motoneurons and CoSA 
interneurons for comparison in 26 – 29 hpf embryos and their physiological properties are 
listed in Table 1. Glycinergic mPSCs in all cell types had similar amplitudes of approximately 
30 pA (Fig. 3F; p > 0.20 for all pairwise comparisons) but were present at twice the frequency 
in CoPAs than in motoneurons (mPSC frequency was lower and could not be accurately 
determined in CoSA recordings). Rise times were significantly slower in CoPAs than in MNs 
or CoSAs (p < 0.005) but the most striking difference was the order of magnitude longer 
decay time constant (τ) of glycinergic mPSCs in CoPAs compared to MNs and CoSAs (Fig. 
3F; p < 0.001). The decay time constant for CoPAs, nearly 100 ms, was similar to that 
observed for glycinergic mPSC and single channel kinetics in embryonic and adult Mauthner 
cells (Ali et al., 2000b; Hatta et al., 2001) and is within the range of values reported for rodent 
embryonic glycine receptors (Mangin et al., 2003). The decay time constants for CoSAs and 
motoneurons, in contrast, resembled the faster kinetics of glycinergic mPSCs in larvae and a 
subset of events in adult Mauthner cells (Ali et al., 2000b) as well as in P10-P20 rat 
motoneurons (Burzomato et al., 2004; Singer et al., 1998). The long decay time constant in 
CoPAs translated to a much larger charge transfer than in MNs and CoSAs (p < 0.001). No 









Table 1. Properties of glycinergic mPSCs in spinal neurons from 26-29 hpf embryos. 
#Student’s t-test; *Tukey’s post-hoc test. ND = not determined. 
 
 CoPA MN CoSA 
N 12 9 5 
age (hpf) 27.5 ± 0.2 27.6 ± 0.4 27.5 ± 0.5 
frequency (Hz) 0.043 ± 0.006### 0.020 ± 0.003 ND 
amplitude (pA) 31.1 ± 4.6 30.2 ± 2.7 31.5 ± 4.5 
10-90% rise time (ms) 1.31 ± 0.13** 0.80 ± 0.06 0.65 ± 0.08 
decay time constant (ms) 90.5 ± 5.7*** 7.56 ± 0.70 5.16 ± 0.52 
charge transfer (nC) 2.70 ± 0.38*** 0.25 ± 0.03 0.16 ± 0.02 
 
 Based on these mPSC properties and the low strychnine sensitivity of spontaneous 
currents, CoPAs appear to express different glycine receptors than CoSAs and motoneurons. 
The slow kinetics of glycine receptors in embryonic CoPA interneurons likely contribute to 
the long duration of their depolarizations following receptor activation and the resulting 
shunting of action potential firing.  
 
III.4.4. CoPA interneurons express PhTX-insensitive AMPA receptors that mediate 
rectifying glutamatergic mEPSCs  
  Our recordings of miniature PSCs in CoPA in the presence of TTX and APV, an 
NMDA receptor antagonist, revealed the presence of fast, CNQX-sensitive AMPAergic 
currents that were easily distinguishable from slow glycinergic mPSCs (Fig. 3A, B). These 
fast currents were confirmed to be non-selective cationic (glutamatergic) by holding the 
membrane potential at the approximate reversal potentials for cations (0 mV; Fig. 3G). 
AMPAergic mEPSCs were rare at 24 hpf but increased rapidly in amplitude and frequency 
over development, therefore recordings were made in 26 - 29 hpf embryos to obtain a 
sufficient number of events. The properties of AMPAergic mEPSCs at this age are 
summarized in Table 2. (In both motoneurons and CoSAs at this age the frequency of 




the amplitude and frequency of AMPAergic mEPSCs were similar to glycinergic mPSCs, but 
the kinetics of glutamatergic mEPSCs were far faster than those of glycinergic events in terms 
of both rise time and decay, leading to two orders of magnitude lower average transfer of 
charge per event (Fig. 3A, B). In addition, unlike glycinergic mPSCs whose properties were 
stable over the period of 26 - 29 hpf, the amplitude of AMPAergic mEPSCs increased over 
this short, four-hour window of time with a high and statistically significant correlation 
between amplitude and embryo age (Spearman rank rho = 0.76, p < 0.05; N = 9). AMPAergic 
mEPSCs also showed a trend towards increased frequency with embryo age although this 
correlation was not statistically significant (Pearson’s correlation r = 0.51; p = 0.08; N = 9).  
 
Table 2. Properties of AMPAergic mPSCs in CoPA interneurons from 26-29 hpf embryos.  
 
 CoPA interneuron 
N 9 
age (hpf) 27.4 ± 0.3 
frequency (Hz) 0.038 ± 0.010 
amplitude (pA) 25.7 ± 5.5 
10-90% rise time (ms) 0.41 ± 0.020 
decay time constant (ms) 1.15 ± 0.040 
charge transfer (nC) 0.040 ± .009 
 
 AMPAergic I-V curves were obtained by recording AMPAergic mEPSCs at holding 
potentials ranging from -80 mV to +80 mV in 20 mV steps in order to determine the degree of 
rectification. As expected, AMPAergic mEPSC amplitudes decreased as holding potentials 
moved from -80 mV towards 0 mV, the approximate cationic reversal potential (Fig. 3G; N = 
3). However, no outward-going AMPAergic mEPSCs were seen beyond the cationic reversal 
potential, despite the large driving force present at +80 mV. Despite having a larger signal to 
noise ratio, evoked AMPAergic EPSCs onto CoPAs also failed to reverse at positive holding 
potentials (N = 3; data not shown), demonstrating a strong inward rectification of 




should be sensitive to external polyamine block (Man, 2011). We examined the sensitivity of 
these receptors to external polyamine block by applying 10 µM philanthotoxin 343 (PhTX) to 
our recordings of AMPAergic mEPSCs from CoPAs. No consistent change in mEPSC 
amplitudes was seen following PhTX treatment (Fig. 3H; N = 3; p > 0.20). In order to ensure 
adequate receptor blockade, we applied 20 µM PhTX in combination with repeated activation 
of the receptors and saw that the amplitude of evoked glutamatergic events in CoPAs was 
significantly reduced by 23 ± 7 % (Fig. 3I; N = 3; p < 0.05).  
 These results suggest that glutamatergic inputs to CoPA interneurons are maturing 
rapidly over the period of development preceding swimming as evidenced by the increase in 
both amplitude and frequency of AMPAergic mEPSCs. Post-synaptic glutamatergic signaling 
in CoPAs appears to be mediated by strongly rectifying but mostly PhTX-insensitive 
AMPARs that may belong to a recently described functional class of AMPARs seen in the 
developing retina and hippocampus (see Discussion for details). Thus, both glutamatergic and 
glycinergic synaptic currents are atypical in the CoPA neurons and may be related to their 
unusual physiological properties. 
 
III.4.5. Embryonic CoPAs are not part of the network driving ipsilateral coils and are 
shunted by glycinergic inhibition during contralateral coils 
 Having examined the properties of spontaneous synaptic inputs to CoPAs, we were 
next interested in looking at glycinergic and glutamatergic inputs to CoPAs in a behavioral 
context. The synaptic inputs to motoneurons during both spontaneous and evoked embryonic 
behaviors have been described in several studies (Saint-Amant & Drapeau, 2000; Saint-
Amant & Drapeau, 2001; Pietri et al., 2009; Knogler et al., 2014). Briefly, spontaneous single 
coils are unilateral trunk contractions driven by electrically coupled ipsilateral cells generating 
low-amplitude depolarizing periodic inward currents (PICs) in motoneurons (Saint-Amant & 
Drapeau, 2000). During embryonic development, nascent glutamatergic inputs give rise to 
double coils, a transient developmental behavior that precedes swimming (Knogler et al., 
2014). When the trunk is contracting in a coil, motoneurons contralateral to the coiling side 
receive large amplitude depolarizing glycinergic synaptic bursts (SBs), but these inputs do not 




fictive behavior in the paralyzed animal electrical by knowing that electrical depolarizations 
in motoneurons drives ipsilateral coiling while glycinergic bursts are the physiological 
correlate of contralateral coiling (Knogler et al., 2014; Pietri et al., 2009; Saint-Amant & 
Drapeau, 2001).  
 We performed simultaneous whole-cell recordings from ipsilateral CoPAs and 
motoneurons in order to correlate activity in the CoPA with fictive spontaneous single and 
double coiling behavior (Fig. 4A; N = 3). Unlike the majority of other interneurons at this 
age, CoPAs were inactive during fictive ipsilateral single coils, as evidenced by a complete 
absence of activity during PICs (with or without coinciding glutamatergic events) in the 
motoneuron (Fig. 4B, F). Glycine-mediated depolarizations of CoPAs were, however, 
synchronized with glycinergic synaptic bursts in the ipsilateral motoneuron (Fig. 4C, F), 
indicative of a fictive contralateral coil. Interestingly, the duration of the depolarization in 
CoPAs far outlasted that of the inputs to motoneurons. Upon closer examination, the duration 
of the maximal depolarization in the CoPA appeared to overlap with the duration of the 
synaptic burst in the MN (Fig. 4C, dashed vertical line), suggesting that their glycinergic 
inputs may be similar but have distinct postsynaptic effects due to the far slower kinetics of 
CoPA glycine receptors. The occurrence of spontaneous fictive double coils as represented by 
mixed electrical (PIC) and glycinergic events (SB) in the motoneuron (Knogler et al., 2014) 
did not correlate with any new activity pattern in the CoPA (Fig. 4D, E). Once again, no 
activity was seen in the CoPA during the electrical component of the mixed event in the 
motoneuron (Fig. 4E, F).  
 These simultaneous recordings suggest that the glycinergic depolarizing events in the 
CoPA occur during a contralateral coiling event. Since the blockade of glycinergic signaling 
at this age does not block coiling behavior (Saint-Amant & Drapeau, 2000) and in fact may 
lead to multiple coils (Knogler et al., 2014), the CoPA is unlikely to be driving this 
spontaneous behavior. These results also demonstrate that the CoPA is not a part of the 
electrically coupled ipsilateral network, further suggesting that the CoPA does not play a key 
role in driving spontaneous single coils. Finally, the inputs onto the CoPA are not different 
during a double coil than during a single coil, supporting our previous hypothesis (Knogler et 





III.4.6. Embryonic CoPAs receive brief glutamatergic excitation followed by long 
lasting, shunting glycinergic inputs in response to touch  
 Having shown that CoPAs are not likely to contribute to spontaneous coiling 
behaviors, we next examined their activity during touch-evoked coiling behavior. CoPAs are 
known to receive glutamatergic followed by glycinergic inputs in response to a touch stimulus 
at 24 hpf (Pietri et al., 2009). The depolarizing glycinergic inputs are presumed to inhibit 
activation of the CoPA but the effect of these currents on membrane potential and action 
potential firing has not been shown.  
 In order to characterize the spiking of CoPA interneurons following a touch stimulus, 
we performed electrophysiological recordings from CoPAs while squirting water onto the 
ipsilateral tail of the embryo to displace it slightly, evoking a touch response (Fig. 5A). In 
cell-attached mode, the stimulus robustly elicited one spike in the CoPA but otherwise no 
spikes were seen spontaneously in any recordings (Fig. 5B; N = 3). Under current-clamp 
conditions, the CoPA produced one or two action potentials then remained depolarized for 
one to two seconds following the stimulus (Fig. 5C lower trace and inset; N = 4 embryos). 
The response was very similar to that seen during spontaneous events occurring between 
stimuli except that in addition to the small amplitude action potential seen during both 
spontaneous and evoked events, the evoked response showed a short latency, overshooting 
action potential with a much larger amplitude (Fig. 5C and inset, D). The peak amplitude of 
the slow, long duration depolarization mediated by glycine was indistinguishable between 
evoked and spontaneous events (Fig. 5E).  
 We hypothesized that the first action potential seen in the CoPA following the 
stimulus was a fast suprathreshold response mediated by a strong glutamatergic input as Pietri 
et al., (2009) have shown that CoPAs receive short latency glutamate-driven cationic currents 
followed by large glycine-driven chloride currents following an ipsilateral touch stimulus. We 
confirmed that the short latency (< 20 ms) currents were cationic and remained inward at 
holding potentials up to-20 mV while the later arriving, larger currents were confirmed to be 
anionic currents as they disappeared at the chloride reversal potential (approximately -34 mV) 




driven chloride currents for evoked and spontaneous events while leaving evoked cationic 
currents unaffected (Fig. 5G; N = 2). The blockade of glycinergic signaling also revealed that 
CoPA interneurons often received multiple glutamatergic inputs following the stimulus that 
would normally be occluded by the large amplitude glycinergic chloride currents (Fig. 5G), 
suggesting that the arrival of shunting glycinergic inputs prevent sustained action potential 
firing even in the presence of multiple strong excitatory inputs. The additional glutamatergic 
EPSCs may be due to the activation of other RB neurons further away that contact the same 
CoPA.  
 These findings show that CoPAs fire a large, overshooting action potential triggered 
by short latency excitation from the glutamatergic RB in response to touch. Activation is 
followed quickly by the arrival of glycinergic inputs that produce a shunting response 
identical to that seen during a spontaneous coil, suggesting that CoPA is functionally inhibited 
in the same way during spontaneous and ongoing self-generated movement. These results 
further indicate that the response of the CoPA to glutamatergic inputs must be robust in order 
to produce this first, large amplitude action potential prior to the arrival of the shunting 
glycinergic inputs.  
 
III.4.7. Other classes of embryonic spinal neurons show different activity patterns 
during spontaneous and touch-evoked activity  
 In order to better understand how the activity of CoPAs differs from that of other cells, 
we recorded the responses in other spinal neuron classes at rest and following a touch 
stimulus in 24 – 29 hpf embryos. Following an ipsilateral touch stimulus normally producing 
a contralateral trunk contraction, motoneurons received a burst of depolarizing glycinergic 
inputs with a latency of several tens of milliseconds, (Fig. 5H; N = 3) as previously shown at 
24 hpf (Pietri et al., 2009). The glycinergic burst was capable of producing action potentials 
under current-clamp conditions (not shown) and was sometimes preceded by a small 
glutamatergic event (Fig. 5H, arrowhead) with a shorter latency, but these inputs were 
insufficient to drive an action potential. A single touch response sometimes elicited up to 
three fictive alternating coils, as indicated by the sub-second succession of a glycinergic burst 




recording (Fig. 5H, right). Spontaneously occurring events strongly resembled evoked 
responses except that the spontaneous events never showed short latency glutamatergic events 
preceding the glycinergic burst (Knogler et al., 2014).  
 As previously discussed, CoSA interneurons resemble CoPAs morphologically (see 
Fig. 1B) and it has been proposed that CoSAs may also play the role of sensory interneuron in 
the spinal cord (Hale et al., 2001; Liao & Fetcho, 2008). We recorded from embryonic CoSAs 
that were identified by their small, dorsal soma, ascending commissural axon and lack of 
dendrites at this age compared to CoPAs (Bernhardt et al., 1990). Although CoSAs are a 
heterogeneous class of neurons in terms of their neurotransmitter identity, only glutamatergic 
CoSAs have been shown to be present in the spinal cord at this early stage (Satou et al., 
2012). Our recordings showed that CoSAs were highly active with spontaneous and evoked 
activity patterns resembling motoneurons (Fig. 5I) and also like motoneurons produced 
several spikes in cell-attached recordings both in response to touch stimuli and spontaneously 
(data not shown). A touch stimulus evoked a depolarizing glycinergic synaptic burst in 
ipsilateral CoSAs with a similar latency as in motoneurons and sometimes consisting of two 
or more additional fictive alternating coils (Fig. 5I; N = 5). These evoked events were also 
sometimes preceded by small, short latency glutamatergic peaks (Fig. 5I; arrowhead), which 
like in motoneurons were not sufficiently large to drive an action potential. Recordings (N = 
7) of spontaneous activity from CoSAs showed activity patterns strongly resembling evoked 
responses (data not shown). These data suggest that CoSAs are part of the embryonic motor 
circuit active during spontaneous coiling behaviors but do not act as sensory interneurons at 
this age.  
 Finally, we also recorded from several embryonic CoBL neurons which at this stage 
are identifiable by their small dorsal soma and their unique bifurcating commissural axon that 
has both a major ascending and descending branch (Bernhardt et al., 1990). Our recordings 
failed to show any evidence of electrical depolarizations in CoBLs (N = 12). In fact, apart 
from two recordings in 28 – 29 hpf embryos, the majority of recordings (N = 10/12) also 
showed no evidence of synaptic glycinergic bursts and CoBLs never fired spontaneous action 
potentials. These findings indicated that CoBLs were not active during coiling behaviors and 




 Our recordings from other commissural interneurons and motoneurons revealed two 
main patterns of activity. Spontaneous and evoked activity of motoneurons and CoSAs 
revealed depolarizing electrical as well as glycinergic events, demonstrating that these cell 
types participate in coiling behaviors. Both types of activity were capable of eliciting action 
potentials in these cells, particularly at later stages. In contrast, CoBLs did not fire action 
potentials during spontaneous or evoked activity, suggesting that despite having extended 
long axons by this age these cell types do not participate in coiling behaviors. These results 
suggest that CoSAs, the only other commissural interneuron class active at this age, 
participate in motor rather than sensory circuits and highlight the importance of the CoPA in 
relaying somatosensory input contralaterally during evoked embryonic behaviors. 
 
III.4.8. CoPAs receive rhythmic inhibition in phase with excitation to ipsilateral MNs 
during burst swimming episodes  
 The latest-appearing embryonic zebrafish behavior is swimming, which begins around 
28 hpf. Swimming can be elicited at this age by a touch stimulus to the tail, or, to a lesser 
degree, to the head and may also appear spontaneously (Saint-Amant & Drapeau, 1998). 
During immature burst swimming in zebrafish, motoneurons receive tonic depolarization 
composed of both chloride and cationic conductances in addition to rhythmic excitatory post-
synaptic currents that are capable of driving action potentials in the motoneuron throughout 
the duration of the behavior (Buss & Drapeau, 2001). This motoneuron activity drives 
ipsilateral muscle contractions while the contralateral motoneurons receive excitation out of 
phase, thus driving alternating contractions of the trunk as seen during free swimming 
behavior (Masino & Fetcho, 2005; McDearmid & Drapeau, 2006).  
 We recorded from CoPAs in 28 - 29 hpf embryos in the absence of touch stimuli in 
order to observe their activity patterns during spontaneous bouts of fictive burst swimming. 
Occasionally, an activity pattern was seen that we interpreted to be an episode of fictive 
immature burst swimming due to the unusually long duration (> 3 seconds) of the activity 
(Fig. 6A; N = 3 events in 3 embryos). This activity strongly resembled a longer duration 
version of the glycine-mediated depolarization seen during a coiling event in the CoPA 




more than one small action potential at the onset was ever produced and no fast EPSPs were 
seen on top of the depolarization, suggesting that no glutamatergic inputs arrived to CoPAs 
during the period of swimming or that these inputs were not visible due to shunting. 
 In order to confirm that these observations of CoPA activity were indeed correlated 
with swimming activity, we obtained a simultaneous whole-cell recording from a CoPA 
interneuron and ipsilateral motoneuron in a 29 hpf embryo during which a bout of 
spontaneous fictive swimming occurred (Fig. 6B). The CoPA showed a long duration 
depolarization that peaked at the chloride reversal potential and resembled the long duration 
events recorded in individual CoPAs (Fig. 6A). The CoPA activity persisted for the duration 
of the excitatory inputs to the motoneuron and distinct peaks could be seen during the 
depolarization that were in phase with excitatory inputs to the ipsilateral motoneuron (Fig. 
6C). In this recording the peaks in the CoPA depolarization consistently followed the peaks in 
the MN excitation by on average 3.3 ± 0.2 ms (Fig. 6D), a small fraction of the 30-100 ms 
interval between peaks. Due to the rarity of these spontaneous swimming events we were 
unable to confirm the identity of the currents by changing the reversal potential or with 
pharmacological receptor antagonists but the depolarization in the CoPA clamped the 
membrane potential near the chloride reversal potential and had slow decay kinetics, strongly 
suggesting that these were mediated by chloride and not cationic currents.  
 These results show that CoPAs receive rhythmic glycinergic inputs in phase with 
excitation to the ipsilateral motoneuron during swimming. The activity patterns in CoPAs 
during coiling and swimming are very similar apart from their durations, suggesting that the 
same type of presynaptic glycinergic neurons might mediate functional inhibition for these 
different behaviors. These findings support the hypothesis that CoPAs are actively inhibited 
by corollary discharge during different types of self-generated movement in the embryo.  
 
III.5. DISCUSSION 
 The goal of this study was to examine the intrinsic and synaptic properties of sensory 
CoPA interneurons during different embryonic behaviors in an effort to understand how these 
neurons might play a specialized role in gating activation of the somatosensory pathway 




properties of embryonic CoPAs are highly tuned for gating sensory information in order to 
ensure the appropriate activation of the touch response. Embryonic CoPAs receive shunting 
glycinergic depolarization mediated by slowly deactivating glycine receptors during 
contralateral spinal cord activation. We propose that this corollary discharge prevents 
inappropriate activation of sensorimotor pathways during a period in which the zebrafish 
exhibits high levels of spontaneous locomotor activity. In response to touch, fast 
glutamatergic input from RB sensory neurons arrives prior to glycine-mediated shunting and 
allows the brief, strong AMPAergic activation of CoPAs necessary to propagate and amplify 
excitation in the touch reflex pathway. These results further our understanding of how sensory 
processing is modulated by motor patterns in the vertebrate spinal cord. 
 
III.5.1. Shunting of embryonic CoPA interneurons prevents inappropriate activation of 
the touch reflex during spontaneous or ongoing evoked behaviors  
 The mechanosensitive neurites of RB somatosensory neurons form an extensive 
network of coverage along the surface of the zebrafish trunk to mediate responses to touch or 
noxious stimuli. A single action potential in a single RB is sufficient to activate an escape 
behavior at 24 hpf (Douglass et al., 2008), which poses a challenge for the sensorimotor 
circuit to balance the need for a low rate of false activation under baseline conditions with 
robust activation when a real stimulus is present. As RBs may be activated and fire during 
ongoing behaviors such as coiling and swimming, there must be safety measures in place to 
inhibit ongoing pathway activation. Mechanisms such as presynaptic inhibition of sensory 
afferents have been observed in the vertebrate spinal cord that could contribute to inactivating 
RBs during ongoing mechanosensation (reviewed by Rudomin & Schmidt, 1999), although 
this remains to be examined in zebrafish RBs. Regardless of presynaptic RB firing, our results 
show that the inhibition of CoPA sensory interneurons provides a sufficiently strong gate to 
prevent inappropriate activation of the touch reflex. 
 Embryonic CoPAs show spontaneous patterns of activity in the form of one to two 
second-long depolarizations that outlast those seen in other spinal neurons at this age 
(Knogler et al., 2014). We have now shown that this is due to a large, glycine receptor-




threshold for action potential firing. In other cells such as CoSAs and motoneurons, similar 
glycinergic inputs excite cells and often lead to action potential firing. The dual nature of 
depolarizing glycinergic (or GABAergic) inputs in the developing nervous system has been 
widely reported and is known to depend on cellular properties such as resting membrane 
potential, intracellular chloride concentration, as well as the location of the inhibitory 
synapses on the neuron (Ben-Ari, 2002; Jean-Xavier et al., 2007). In our study, the efficacy of 
glycinergic PSCs in shunting activity in CoPAs more than in other cells, even given similar 
presynaptic inputs, appears to be due in large part to the presence of glycine receptors with 
slow kinetics in CoPAs. Our results suggest that the long decay phase of glycinergic currents 
in CoPAs results in effective and long-lasting shunting during spontaneous activity as well as 
during the ongoing activity of evoked behaviors such as swimming. It should be noted 
however that these electrophysiological recordings were performed in paralyzed animals, 
therefore we cannot exclude the possibility that the activity of spinal sensory neurons (such as 
RBs) and interneurons could be different when the muscles are physically contracting. 
 The embryonic mammalian α2 glycine receptor subunit imparts slow decay time 
constants on homomeric α2 and heteromeric α2β glycine receptors (for reviews see Legendre, 
2001; Lynch, 2004, 2009). We observed that the glycinergic mPSCs of CoPAs exhibit 
similarly slow kinetics, suggesting that glycine receptors contain α2 or similar (α4a) subunits. 
Teleost reticulospinal Mauthner cells exhibit glycine-mediated synaptic and single channel 
currents with similarly slow kinetics (Ali et al., 2000b; Hatta et al., 2001), an interesting 
comparison given that these cells are known to be specialized for touch-evoked behaviors 
(Eaton et al., 1977). The slow kinetics of these currents, particularly early in development 
when glycine is depolarizing, could ensure that Mauthner cells and CoPAs are adequately 
shunted during ongoing activity despite relatively few inputs at early stages (Ali et al., 
2000b). Motoneurons and CoSAs, in contrast, showed fast glycinergic mPSCs that likely 
reflect the activation glycine receptors with faster α1 subunits. In addition to this difference in 
kinetics, a higher concentration of strychnine was required to block glycinergic currents in 
CoPAs in our experiments compared to other embryonic spinal neurons including Mauthner 
cells (Ali et al., 2000b; Saint-Amant & Drapeau, 2000). One glycine receptor subunit found to 




strychnine as a ligand that has been linked to a difference in one amino acid residue from the 
more common embryonic α2 subunit (Becker et al., 1988; Kushe et al., 1990). As a result, 
homomeric α2* receptors have a 500-fold lower sensitivity to strychnine than α2 receptors 
and show only a very small reduction in current in the presence of 1 µM strychnine (Han et 
al., 2004; Kuhse et al., 1990). Our results raise the possibility that CoPAs express α2*-
containing glycine receptors whereas other embryonic spinal neurons are more likely to 
express the common α2 or α1 subunit. Interestingly, a subset of slow glycinergic currents in 
adult Mauthner cells was also shown to be less sensitive to strychnine (Hatta et al., 2001). It 
will be interesting to determine if these slow subunits in CoPAs undergo developmental 
speeding by replacement with faster subunits or if slow currents persist throughout adulthood.  
 The identity of the presynaptic glycinergic neurons in zebrafish that provide corollary 
discharge onto CoPAs is not currently known. In xenopus, paired recordings have identified 
ascending interneurons (aINs) as the source of glycinergic inhibition to dlc interneurons 
during swimming (Li et al., 2002). The zebrafish homologues of aINs, identified by the 
common expression of the transcription factor engrailed, are the circumferential ascending 
(CiA) interneurons (Higashijima et al., 2004b; Li et al., 2004). However, recordings from 
CiAs in the 20 - 29 hpf embryo do not show spontaneous action potential firing despite the 
high frequency of glycinergic activity seen in spinal neurons at this age (Saint-Amant & 
Drapeau, 2001; and our unpublished data). Furthermore, lesion experiments in the 24 hpf 
embryo have shown that glycinergic inputs to caudal CoPAs as well as to motoneurons are 
lost following a transection of the spinal cord at the eighth to tenth rostral spinal segment 
(Pietri et al., 2009), suggesting that rostral spinal cord or hindbrain neurons with descending 
axons and not CiAs, are the source of glycine. By this same logic, it is unlikely that the 
glycinergic commissural local (CoLo) interneurons responsible for providing reflex inhibition 
to Mauthner cells during larval escape behaviors are the source of glycinergic inhibition to 
CoPAs since their axons span only one somite in length (Satou et al., 2009). A recent study by 
Moly et al., (2014) showed that a small number of glycine immunoreactive neurons are 
present in the hindbrain and rostral somites of the spinal cord at 20 hpf, coinciding with the 
arrival of glycinergic inputs to spinal neurons (Saint-Amant & Drapeau, 2000). One class of 




(Mendelson, 1986), suggesting that this region may contain specialized neurons not present in 
more caudal regions. Finding the corollary discharge neurons that provide glycinergic input to 
CoPAs and other neuronal classes will contribute greatly to our understanding of the 
developing spinal locomotor network. 
 
III.5.2. CoPAs and other neurons in the sensory pathway are excluded from the 
electrically coupled network  
 Our recordings from CoPAs in the 24 - 29 hpf embryo showed no evidence of 
electrical depolarizations, suggesting that these cells are not connected to the electrically 
coupled ipsilateral network driven by periodically depolarizing pacemaker neurons. In 
contrast, we have shown that the morphologically similar CoSAs show robust electrical 
depolarizations resembling those seen in motoneurons that can drive sustained action potential 
firing at this age. These findings appear inconsistent with a previous study in 20 - 24 hpf 
zebrafish embryos that reported the presence of electrical depolarizations in the majority of 
CoPAs but only a small minority of CoSAs (Saint-Amant & Drapeau, 2001). It is unlikely 
that these two cells types change their coupling to the network at 24 hpf, therefore we believe 
that CoPAs, having a very similar morphology at early ages to CoSAs, were misidentified. 
We are confident in our identification of CoPAs and CoSAs in this report because at these 
later stages, the lateral dendrites and large, triangular soma of CoPAs are obvious and easily 
distinguishable from the smaller soma of CoSAs that have no dendrites (Fig. 1B).  
 It has been suggested that the dorsoventral localization of cell types may correlate with 
their inclusion in the electrically coupled network (Carlisle & Ribera, 2014). Unambiguously 
identifiable, dorsally located RBs and dorsal lateral ascending (DoLA) interneurons never 
show electrical depolarizations during the period of 20 hpf - 29 hpf (Saint-Amant & Drapeau, 
2001; Douglass et al., 2008; our unpublished observations), which is a predictable result for 
cells in the sensory pathway that should mediate evoked and not spontaneous, pacemaker-
driven behaviors. We believe that CoPAs are not electrically coupled for these same reasons: 
their lack of observed spontaneous electrical depolarizations, their dorsal soma position and 





III.5.3. Strong AMPAergic excitation allows brief activation of CoPA interneurons in 
response to external touch stimuli prior to the onset of shunting glycinergic inhibition 
 Despite the evidence that CoPAs are not excited by the spontaneously active electrical 
network and in fact spend much of their time in a shunted mode due to the effects of their 
slow glycine receptors, CoPAs can nonetheless mediate a robust touch response prior to 
shunting via glutamatergic signaling. It has been established in xenopus that the glutamatergic 
currents from RBs onto dlc interneurons are mediated mostly by AMPARs, while the 
glutamatergic currents from dlc interneurons onto downstream motor and premotor 
interneurons are mediated mostly by NMDARs (Li et al., 2003). Furthermore, a single RB 
may synapse onto several if not all sensory interneurons of the ipsilateral spinal cord (Pietri et 
al., 2009; Roberts et al., 2010). The functional significance of these findings is that a few 
sensory neurons can strongly excite many sensory interneurons, but the relatively weak 
NMDAR-mediated responses in downstream neurons will not lead to activation of the 
network unless convergent inputs from sensory interneurons summate and reach threshold (Li 
et al., 2003).  
 Our results support these findings in several ways. First, we have shown that 
following a touch response, CoPAs receive strong, brief glutamatergic inputs with short 
latencies indicative of monosynaptic connections from RBs that lead to the robust firing of a 
single overshooting action potential. Secondly, RBs appear to be capable of producing only a 
single spike at this age (unpublished observations) therefore their synapses onto the CoPA 
must be strong to ensure that this single spike can activates the   touch reflex pathway before 
shunting glycinergic inputs arrive. Finally, this activation appears to be mediated by 
AMPARs since we saw neither a reversal of glutamatergic currents at positive potentials nor 
any change in mEPSC kinetics in the presence of APV. 
 In neurons such as CoPAs which appear to lack a significant population of NMDARs, 
calcium-permeable AMPARs are likely to play a key role in raising cytosolic calcium levels 
needed for neuronal maturation and plasticity (Bowie, 2012). Calcium-permeable AMPARs 
are highly expressed at early developmental stages but are mostly replaced by AMPARs 
containing one or more GluR2 subunits later in development (Aizenman et al., 2002; Brill & 




showing that CoPAs express strongly inwardly rectifying AMPARs indicating calcium-
permeability (Iino et al., 1990). Additionally, many of these AMPARs were insensitive to 
polyamine blockade by philanthotoxin, suggesting that they may belong to a recently 
described, functionally distinct category of AMPARs that are both calcium-permeable and 
philanthotoxin-resistant (Bowie, 2012). Previous studies have identified the presence of 
PhTX-insensitive, calcium-permeable AMPARs in the mammalian retina and hippocampus 
(Mattison et al., 2014; Osswald et al., 2007). In the developing retina the expression of these 
receptors coincided with the onset of activity in the visual system, suggesting that these novel 
AMPARs could play a role in synapse maturation. It will be interesting to determine whether 
the expression of PhTX-insensitive AMPARs in CoPAs coincides with the appearance of 
early spontaneous and touch–evoked behaviors and if expression is absent in animals in which 
sensory inputs have been blocked, as has been shown in the retina under conditions of dark-
rearing (Osswald et al., 2007).  
 
III.5.4. Sensory gating in other spinal networks  
 Many predictions regarding the function of different neuronal classes in spinal 
locomotor systems are based on our knowledge from invertebrates (reviewed by Marder et al., 
2005) as well as other simple vertebrates such as lamprey (reviewed by Grillner, 2003) and 
xenopus (reviewed by Roberts et al., 2010). In C. elegans, an activated touch reflex circuit 
driving forward movement provides inhibition to command neurons in the reflex circuit that 
would otherwise drive backward movement and vice versa in order to prevent activation of 
both circuits at once (Chalfie et al., 1985). During touch-evoked swimming in the xenopus 
tadpole, the dlc sensory interneuron receives postsynaptic inhibition from ascending 
glycinergic interneurons that suppresses sensory transmission and prevents ongoing activation 
of the touch reflex (Sillar & Roberts, 1988). Our results reveal that the embryonic zebrafish 
spinal circuit uses a similar corollary discharge mechanism to inhibit touch reflexes during 
coiling and swimming. The synaptic properties of CoPAs are likewise tuned to neuronal 
function as demonstrated by the presence of fast AMPA receptors that drive strong activation 
following a touch stimulus and slow glycine receptors that mediate lost-lasting shunting. We 




and decreased strychnine sensitivity that may correspond to a unique subunit found in 
neonatal mammalian spinal cord. These findings suggest that both inhibitory corollary 
discharge and the specialization of postsynaptic receptors are common features of sensory 
gating in vertebrates. There remains a much greater complexity in dissecting these 
mechanisms in the mammalian spinal cord, but the recent description of transcription factors 
defining nine different types of mechanosensory interneurons in the rodent spinal cord (Del 
Barrio et al., 2013) may provide a tool with which to assess the functional roles and synaptic 
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Figure 1. Intrinsic properties of embryonic CoPA interneurons are similar to other 
spinal neurons. (A) Representative current injections showing single versus burst firing of 
action potentials in CoPAs at 24 hpf and 27 hpf, respectively. Upper traces, current-clamp 
recording, lower traces, current steps. Note the reduction in action potential threshold at 27 
hpf. (B) Quantification of instantaneous firing frequency (Hz) versus current injection (pA) 
for CoPA and CoSA neurons in 26 – 28 hpf embryos (N = 9, 9) and CoPA neurons in 24 – 25 
hpf embryos (N = 5). Inset shows the general morphology of these spinal neurons and the 
sensory RB neuron that contacts CoPAs. In the drawing, rostral is to the left, dorsal is up, 
dotted grey lines indicate somite boundaries and dashed black lines indicate commissural 
axonal projections. (C) Box plot showing the similarity of firing frequencies between CoPAs, 
CoSAs and MNs in 26 – 28 hpf embryos in response to a 32 pA step of depolarizing current 
(N = 9, 5, 9; p > 0.05 for all pairwise comparisons). (D) Box plot showing the input 










Figure 2. Embryonic CoPAs show spontaneous activity in the form of a long-lasting 
depolarization that has low strychnine sensitivity and shunts excitation. (A) Large upper 
trace, representative example of a whole-cell current-clamp recording of a spontaneous 
depolarizing event in a CoPA interneuron from a 24 hpf embryo that often triggered a small 
action potential at the onset. Baseline is shown as a dashed grey line for reference and resting 
membrane potential is -60 ± 5 mV in this and all subsequent current-clamp recordings. Inset 
upper right, example of a spontaneous depolarizing event in the same neuron that does not 
produce an action potential (scaled to 50%). Lower trace, a spontaneous depolarizing event 
recorded from an older 27 hpf embryo. (B) A significant positive correlation was found 
between embryonic age and the duration of depolarizing events in CoPAs. Pearson’s 




dashed line. (C) Representative whole-cell voltage-clamp recording from a CoPA neuron 
showing that the spontaneous currents are reversed at less negative holding potentials (-20 
mV) compared to baseline (-65 mV) and that the net current is zero at -34 mV, the 
approximate chloride reversal potential. Timescale same as in (A). (D) Average peak currents 
(not including initial spike) for CoPAs at three different holding potentials (N = 4). (E) Line 
graph showing that spontaneous depolarizing events do not change in duration (black lines) or 
frequency (grey lines) following addition of 1 µM strychnine (p > 0.05; N = 3). (F) Middle 
trace, a four-minute excerpt of a current-clamp recording of spontaneous CoPA activity in a 
27.5 hpf embryo showing how 10 µM strychnine washing into the extracellular solution 
eliminates all spontaneous depolarizations over the course of several minutes. Events in 
dashed boxes i – iii are shown on an expanded timescale for clarity. Scale for i – iii same as in 
(A). (G) Line graph showing that spontaneous depolarizing events are maintained in 1 µM 
strychnine (black lines; p > 0.05; N = 3) but completely lost in 10 µM strychnine (grey lines; 
p < 0.001; N = 3). (H) An example of an injection of positive current in a CoPA from a 27 hpf 
embryo that normally results in sustained action potential firing at baseline (beginning and 
end of trace) but fails to elicit any action potentials during a spontaneous depolarizing event 
(middle of trace). Scale for upper trace same as in (A), scale for current injection is shown. 
The measure of latency used for the subsequent panel is indicated. (I) Scatterplot of the 
reduction in firing frequency as a percentage of baseline when a positive current injection 













Figure 3. Embryonic CoPAs have slow glycinergic mPSCs. (A) Representative excerpt of a 
whole-cell voltage-clamp recording from a CoPA interneuron in a 29 hpf embryo showing the 
presence of two distinct categories of mPSCs in the presence of 0.75 µM TTX alone (upper 
trace, left) labeled “s” and “f” to denote slow and fast events, respectively. Following the 
additional wash-in of 10 µM strychnine (lower trace, left), slow events are lost but fast events 
remain, indicating that slow events are glycinergic. Insets at the right show the vertically 
scaled overlay of all events from the recording excerpt at the left on an expanded timescale. 
(B) Representative excerpt of a whole-cell voltage-clamp recording of mPSCs from a CoPA 
interneuron in a 28 hpf embryo in the presence of 0.9 µM TTX and 2 µM APV (upper trace) 
with events labeled as in (A). Following the additional wash-in of 10 µM CNQX (lower 
trace), fast events are lost but slow events remain, indicating that fast events are 
glutamatergic. Scale for traces and inset same as for (A). (C) Frequency histogram of the first 
50 events from the recording in TTX only in (A) showing a clear bimodal distribution of the 
decay time constants for mPSCs. (D) Left, line graph showing that the frequency of slow 
glycinergic mPSCs (black lines) is abolished with 10 µM strychnine (p < 0.001) while fast 
glutamatergic mPSCs (grey lines) are unaffected (p > 0.20; N = 3). Right, line graph showing 
that fast mPSCs are abolished with 10 µM CNQX (p < 0.001) while slow mPSC frequency is 
unaffected (p > 0.20; N = 3). (E) I-V curve of the average peak amplitude for glycinergic 
mPSCs as a function of membrane holding potential. (F) Representative example of an 
averaged glycinergic mPSC from a recording in a CoPA (left trace, N = 19 events), a 
motoneuron (middle trace, N = 30 events) and a CoSA neuron (right trace, N = 13 events) in a 
29 hpf embryo in the presence of 1 µM TTX and 0.7 µM CNQX. See Table 1 for 
quantification of mPSC properties. (G) I-V curve of the average peak amplitude for 
AMPAergic mPSCs as a function of membrane holding potential. See Table 2 for 
quantification of mEPSC properties. (H) Cumulative histogram of AMPAergic mEPSC 
amplitudes at baseline (black trace) and following 10 µM PhTX treatment (grey trace; p > 
0.05; N = 3). (I) Cumulative histogram of evoked AMPAergic EPSC amplitudes at baseline 
(black trace) and following 20 µM PhTX treatment (grey trace; p < 0.05; N = 3). Inset, 










Figure 4. Embryonic CoPAs are inactive during fictive ipsilateral coils and are 
depolarized by glycinergic inputs during fictive contralateral coils. (A) Image of filled 
neurons from a simultaneous whole-cell recording of a CoPA and ipsilateral MN. The upper 
image shows the filled cell bodies in fluorescence against the spinal cord in brightfield. The 
lower image shows the inverted fluorescent image of rhodamine-filled ipsilateral cell bodies 
with the ascending contralateral CoPA axon in focus spanning several somites (the ventral 
MN axon is obscured by the recording electrode). Rostral is to the left and dorsal is to the top. 
(B) Simultaneous whole-cell recordings from a 26 hpf embryo of activity in a CoPA (current 
clamp, top trace in all pairs) and a MN (voltage-clamp, bottom trace in all pairs) during a 
spontaneous fictive ipsilateral single coil. The CoPA is inactive during a gap junction-driven 
current (periodic inward current, PIC) in the ipsilateral MN. Holding potential of MN was -65 
mV and baseline is shown as a dotted grey line. Arrowheads in MN trace denote large 
glutamatergic peaks. (C) Depolarizing glycinergic events in CoPAs coincide with glycinergic 
synaptic bursts (SBs) in ipsilateral MNs during a spontaneous fictive contralateral single coil. 
Scale same as in (B) but note different vertical scale for MN trace. A vertical dashed line 




during a spontaneous fictive double coil (synaptic burst, SB, followed by PIC) in a MN 
resembles the activity seen during a single coil and coincides with the glycinergic portion of 
the mixed event in the MN. Scale same as in (C) but note different time scale. (E) Same 
conditions as (D) but here for a fictive double coil beginning on the ipsilateral side (PIC 
preceding SB). All recordings are from the same pair of neurons pictured in (A). (F) 
Comparison of the average change in membrane potential for CoPAs during each type of 










Figure 5. Embryonic CoPAs receive brief glutamatergic excitation then long lasting, 
shunting glycinergic inputs in response to touch. (A) Cartoon depicting the experimental 
set-up for recording touch-evoked responses. (B) Representative cell-attached recording of 
single spikes consistently elicited in CoPAs (upper trace) in response to touch stimuli (lower 




current-clamp recordings of a spontaneous event (upper trace, grey) and an evoked event 
(middle trace, black and lower stimulus trace, grey) in a 26.5 hpf embryo. Inset, expanded 
view of the overlapping traces to show the presence of a large amplitude action potential (e*) 
occurring in the evoked event only and a second smaller action potential (s#) occurring in 
both events. (D) Comparison of the average overshoot reached by the first spike in an evoked 
vs spontaneous event (p < 0.001). (E) Comparison of the average peak slow depolarization 
during an evoked vs spontaneous event (p > 0.20). (F) Voltage-clamp recording from the 
same neuron as in C showing that the evoked response is mediated by two different synaptic 
inputs: a short-latency glutamatergic EPSP that decreases in amplitude at less negative 
holding potentials (-20 mV) but does not reverse and a later, long duration glycinergic input 
that reverses beyond -34 mV. (G) Voltage-clamp CoPA recording from a 26 hpf embryo 
showing that the wash-in in 10 µM strychnine selectively blocks the glycinergic currents but 
leaves the short latency, fast glutamatergic currents unaffected. Scale same as for (F). (H, I) 
Voltage-clamp recordings of synaptic currents in a motoneuron (H) and a CoSA (I) evoked by 
an ipsilateral touch stimuli in a 27.5 hpf embryo. Scale same as in (F). Glycinergic synaptic 
bursts are labeled SB and coincident electrical periodic inward currents and glutamatergic 










Figure 6. CoPAs receive rhythmic inhibition in phase with excitation to ipsilateral MNs 
during burst swimming episodes. (A) Two examples of activity patterns in CoPAs from 
embryos at 27 - 29 hpf that have longer durations than fictive coiling events and whose 
durations resemble those of bouts of immature swimming at this age. (B) Example of a 
simultaneous whole-cell recording from a 29 hpf embryo of activity in a CoPA (in current 
clamp) and an ipsilateral motoneuron (in voltage-clamp) during a spontaneous bout of fictive 
burst swimming. Scale for CoPA trace same as for (A), vertical scale shown for MN trace. 
(C) Ten times horizontally expanded view of the burst from the indicated region in (B). 
Dotted vertical lines indicate local maxima (peaks) in the CoPA trace that correlate with MN 
peaks. (D) Quantification of the latency between peaks in the CoPA trace relative to peaks in 































The following study was based on work begun during my masters and completed during my 
doctorate that aimed to show how developing spinal circuits adapt to changes in network 
activity. This work was inspired by in vitro studies that had revealed a homeostatic 
mechanism, synaptic scaling, that counteracted decreased neuronal activity with increased 
synaptic strength. Here, I perturbed network activity with pharmacological manipulations and 
measured chronic changes in properties at the synapse, neuron, muscle and intact animal 
using whole-cell electrophysiology and behavioral analyses. This study was one of the first to 
examine homeostatic synaptic responses in a behavioral context and to reveal the 
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 Neurons respond homeostatically to chronic changes in network activity with 
compensatory changes such as a uniform alteration in the size of miniature post-synaptic 
current (mPSC) amplitudes termed synaptic scaling. However, little is known about the 
impact of synaptic scaling on the function of neural networks in vivo. We used the embryonic 
zebrafish to address the effect of synaptic scaling on the neural network underlying 
locomotion. Activity was decreased during development by TTX injection to block action 
potentials or CNQX injection to block glutamatergic transmission. Alternatively TNFα was 
chronically applied. Recordings from spinal neurons showed that glutamatergic mPSCs scaled 
up ~25% after activity reduction and fortuitously scaled down ~20% after TNFα treatment 
and were unchanged following blockade of neuromuscular activity alone with α-
bungarotoxin. Regardless of the direction of scaling, immediately following reversal of 
treatment no chronic effect was distinguishable in motoneuron activity patterns or in 
swimming behavior. We also acutely induced a similar increase of glutamatergic mPSC 
amplitudes using cyclothiazide to reduce AMPA receptor desensitization or decrease of 
glutamatergic mPSC amplitudes using a low concentration of CNQX to partially block 
AMPA receptors. Though the strength of the motor output was altered, neither chronic nor 
acute treatments disrupted the patterning of synaptic activity or swimming. Our results show, 
for the first time, that scaling of glutamatergic synapses can be induced in vivo in the 










 A key feature of synapses is their ability to undergo pre- and/or post-synaptic 
modifications during development and in response to experience and environmental changes. 
While Hebbian plasticity is known to act rapidly at individual synapses to alter the efficiency 
of specific neuronal connections (reviewed by Malenka & Bear, 2004), other plasticity 
mechanisms must integrate these changes over a longer time scale so that synapses onto a 
given cell are changed accordingly to allow for the net input to remain constant (Miller, 
1996). Several forms of homeostatic synaptic plasticity have been described, the best-
characterized example of which is synaptic scaling where the strength of all synapses onto a 
neuron are multiplicatively scaled in a direction that opposes chronic changes in activity 
(Turrigiano et al., 1998). Most investigations into synaptic scaling have been done in vitro or 
by computational modeling, leaving unanswered the significance of these changes in 
biologically relevant processes such as development, learning, or disease (Horn et al., 1996; 
Rabinowitch & Segev, 2008; Turrigiano, 2008; Savioz et al., 2009). Furthermore, of the 
investigations of glutamatergic synaptic scaling in vivo (Desai et al., 2002; Gozales-Islas et 
al., 2006; Echegoyen et al., 2007; Kaneko et al., 2009; Pawlak et al., 2005), there are very few 
(Mongeon et al., 2009; Whiting et al., 2009) that also looked at synaptic scaling at glycinergic 
synapses despite their known role in learning and memory processes (Gaiarsa et al., 2002) and 
proper patterning of the motor central pattern generator (CPG) of the spinal cord (reviewed by 
Roberts et al., 2008). 
 To better understand the characteristics of synaptic scaling and how this affects 
functional network activity and behavior in vivo, we focused on measuring changes at 
synaptic, network and behavioral levels using the developing zebrafish (Danio rerio) motor 
network as an experimentally accessible model. Development of the zebrafish motor network 
is rapid as at 18 hours post-fertilization (hpf) the embryo shows spontaneous coiling, at 27hpf 
a robust touch response can induce swimming events and by 52hpf the embryo has hatched 
and exhibits swimming behavior (Drapeau et al., 2002; Saint-Amant & Drapeau, 1998). If 
synaptic scaling is truly a homeostatic process during development, then the changes in 
synaptic strength following activity perturbation should serve to stabilize this behaviorally 




 We tested this hypothesis in vivo by examining miniature spontaneous synaptic 
activity, integrated motoneuron inputs, their output to muscle fibers and the consequent 
swimming behavior following induction of synaptic scaling. Despite a significant scaling up 
or down of glutamatergic (but not glycinergic) synapses in spinal neurons following chronic 
activity blockade or TNFα exposure, respectively, the strength of the motor output was altered 
but network activity patterns and overall motor behavior did not differ from controls. 
Furthermore, acute pharmacological manipulations to increase or decrease synaptic 
amplitudes and the strength of the motor output to a similar extent as observed during chronic 
synaptic scaling failed to disrupt the pattern of network activity. We conclude that the spinal 
network can manifest synaptic scaling but the network nonetheless develops a robust activity 
pattern. 
 
IV.3. MATERIALS AND METHODS 
 
IV.3.1. Zebrafish maintenance 
 Zebrafish (Danio rerio) were bred and maintained at 28.5°C according to standard 
procedures (Westerfield, 1995). All experiments were performed in compliance with the 
guidelines of the Canadian Council for Animal Care and conducted at the University of 
Montreal. 
 
IV.3.2. Pharmacological injections 
 Wild-type or transgenic embryos (Isl1::GFP transgenic line, gift of H. Okamoto) were 
anaesthetized in 0.04% tricaine (MS-222; Sigma) dissolved in modified Evans (see later), 
dechorionated and embedded in a 1% solution of low melting point agarose. Embryos were 
injected at 17, 24, 48, or 72hpf with either vehicle or the following concentrated doses of 
drugs to allow for subsequent dilution in the embryo; 250µM 6-cyano-7-nitroquinoxaline-2,3-
dione (CNQX; Sigma); 250µM tetrodotoxin (TTX; Tocris); 600µM (2R)-amino-5-
phosphonovaleric acid (AP-5; Sigma); or 200 µM α-bungarotoxin (α-BgTx; Sigma). 
Solutions were injected as a bolus into the brain (up to 30hpf) or heart (after 30hpf) using a 




solutions contained 1% Fast Green for visual control. Embryos were then removed from the 
agarose and raised as usual. To verify the efficacy of the injections, touch response was 
assessed over time following injections. Control-injected fish recovered within minutes 
whereas fish injected with drugs did not recover for several hours if at all. Thus fish 
responding to touch within minutes following pharmacological injection were excluded 
(<5%), as well as any fish displaying unusual morphology (<5%). 
 
IV.3.3. Neural recordings 
 Zebrafish were anaesthetized in 0.04% tricaine dissolved in modified Evans solution 
containing, in mM: 134 NaCl, 2.9 KCl, 2.1 CaCl2, 1.2 MgCl2, 10 HEPES, 10 glucose, 
adjusted to 290 mOsm and pH 7.8 and dissected according to previously described procedures 
(Drapeau et al., 1999). Briefly, spinal neurons in somites 10-15 were selected for recording 
based on soma size and position as visualized by oblique illumination (Olympus BX61W1). 
All experiments and manipulations were performed at room temperature.  
 To record mPSCs, 15µM d-tubocurarine (Sigma) was added to the Evans solution to 
fully block neuromuscular transmission. Electrophysiological recordings were done in the 
presence of 0.5µM TTX and 1µM strychnine to isolate glutamatergic mPSCs, or in 0.5µM 
TTX, 10µM CNQX and 50µM AP-5 to isolate glycinergic mPSCs. Patch-clamp electrodes 
for spinal neurons (5–12MΩ) pulled from thin-walled Kimax-51 borosilicate glass and were 
filled with the following intracellular solution, in mM: 105 d-gluconic acid; 16 KCl; 2 
MgCl2; 10 HEPES; 10 EGTA adjusted to pH 7.2, 290 mOsm. 0.1% sulforhodamine B 
(Sigma) was also included in the patch solution to label the cells and confirm their identity 
after a recording. Standard whole-cell recordings from 3-4dpf larvae were obtained using an 
Axopatch 200B and an Axon Instruments CV 203BU headstage amplifier (Molecular 
Devices, Union City, CA). Data were acquired at 40kHz and low-pass filtered at 5kHz. Cells 
were held near their resting potential at -65mV under voltage-clamp unless otherwise 





IV.3.4. Intrinsic excitability 
 Measurements of intrinsic cellular excitability were made with whole-cell current-
clamp recordings performed in a TTX-free recording solution. Current was injected into the 
cell as a continuously increasing ramp (0-500pA, 100ms duration) to measure the minimum 
required (rheobasic) current to produce an action potential. Spike threshold was also 
calculated with these data by finding the difference between the voltage threshold for firing 
and the resting membrane voltage. A plot of action potential firing frequency versus current 
was made by injecting current into the cell in steps (25pA steps up to 375pA, 100ms 
duration). 
  
IV.3.5. NMDA-induced slow oscillations 
 Measurements of the frequency of neuronal slow oscillations (related to episodes of 
swimming) were made by perfusing 200µM NMDA into the extracellular solution, which 
causes gradual membrane depolarizations of up to 20mV and induces persistent rhythmic 
activity (McDearmid & Drapeau, 2006). To compensate for the depolarization, up to 60pA of 
negative current was injected to maintain the troughs of oscillation at -65mV and amplify this 
part of the activity. Data were analyzed by quantifying the number of complete episodes in a 
40s period, yielding a measure of the slow oscillation frequency. 
 
IV.3.6. Muscle recordings 
 Standard whole-cell recordings using 2-5MΩ electrodes were obtained from slow 
twitch (embryonic red; ER) muscle fibers identified visually by their proximity to the surface 
and longitudinal orientation (Buss & Drapeau, 2000). In these recordings the concentration of 
d-tubocurarine was reduced to approximately 2-3µM to prevent muscle contractions while 
only partially blocking neuromuscular transmission. The ryanodine receptor antagonist 20µM 
N-benzyl-p-toluenefonamide (N-BTS; Sigma) in 0.1% DMSO was also added to muscle 
recordings at 4dpf to prevent muscle contractions. This treatment did not appear to alter 
neural activity. Fictive swimming patterns in the muscle were either spontaneous or evoked 




burst frequency, synaptic peaks related to the number of contractions per burst, their 
frequency, maximum amplitude and percent time active. 
 
IV.3.7. Acute pharmacological treatment 
 CNQX (1.2-2.4µM) or cyclothiazide (CTZ; 7-10µM; Sigma) was dissolved in Evans 
and perfused into the recording bath after collecting 5 min of baseline whole-cell neuron or 
muscle recordings. Data representing the acute CNQX and CTZ treatments were collected 
from 5 min following the start of the drug application onward. 
 
IV.3.8. Analysis 
 Electrophysiological analyses were performed offline using Clampex 10.2 and 
Clampfit 10.2 software (Axon Instruments). mPSCs recordings (lasting 10 minutes) were 
analyzed using a template to collect the first consecutive 50-200 mPSCs starting 100s into the 
recording to allow the patch to stabilize. All mPSCs were verified visually before inclusion 
and mPSCs from each cell were averaged for comparison of amplitudes and frequencies. 
Measurements of intrinsic excitability, slow oscillation frequency and muscle fiber parameters 
were measured by hand using program cursors. 
 SigmaStat 3.5 (Systat Software Inc.) was used to assess data for statistical 
significance. Statistical analyses used one-way or two-way ANOVA grouped by day and 
experimental treatment to ensure that there was no interaction effect and thus data could be 
pooled across days. For paired data sets, the paired Student’s t-test was used. For 
nonparametric statistical testing, we used the Mann-Whitney rank sum test. Significance was 
assessed at p<0.05, as indicated by one asterisk. Two asterisks indicate p<0.01 and three 
asterisks indicate p<0.001. All data are represented as mean ± standard error of the mean. All 
individual mPSCs from each condition were also plotted on a cumulative histograms using 
Kaleidagraph 3.1 software 
  
IV.3.9. Tnfα expression 
 RT-PCR from cDNA pools reverse transcribed from RNA isolated from 18, 24, 48, 




of tnfα (GenBank accession: AY427649) during development using the primer pair :(5’) 
ACGTCTGAACTGACTGAGGAACA and (3’) 
GCCAAGAGTGTATGATAGAGGTCA (Invitrogen). tnfb (as a control for cDNA quality) 
was also amplified using the primer pair: (5’) GTACCTGAGCCACACCATCAATC and (3’) 
AGTGCCCTTGTTATAGTGCTCTTG. Fragments were cloned into pGEM-T Easy cloning 
vector (Promega) and sequenced to confirm identity.  
 Recombinant zebrafish TNFα was produced from tnfα mRNA synthesized in vitro. 
Briefly, mRNA from zebrafish embryos was isolated and reverse transcribed to make cDNA 
that was subcloned into the pCS2 vector at the BamH I and Xho I sites and the mRNA was 
synthesized by the mMESSAGE mMACHINE high yield capped RNA transcription kit 
(Ambion). tnfα cDNA was inserted into a pQE30 vector by BamH I and pstI fusion with 6his 
tag. Purification of TNFα protein under native conditions was done by protocols 9 and 12 of 
QIAexpressionist (Qiagen). Dose-response experiments showed high survival rates and lower 
concentrations proved just as effective as higher concentrations in preliminary experiments, 
therefore we chose to inject 1µM of TNFα at 1-2dpf as described above for a final 
concentration of approximately 50nM after dilution in the embryos, a concentration shown to 
acutely induce synaptic scaling in vitro (Stellwagen et al., 2005). 
 
IV.3.10. Confocal microscopy 
 To investigate changes in number of neurons across treatments, fixed Isl1-GFP 
transgenic embryos were imaged using a Quorum WaveFX spinning disk system (Quorum 
Technologies Inc, Guelph, ON) based on a modified Yokogawa CSU-10 head (Yokogawa 
Electric) mounted on an upright Olympus BX61W1 fluorescence microscope and connected 
to a Hamamatsu ORCA-ER camera. Briefly, a set of stacked Z-series images were collected 
using Volocity software (Improvision) and the number of GFP+ neurons per somite was 
counted per embryo using Image J. 
 
IV.3.11. Behavioral recordings 
 Responses to touch at 24hpf were evoked by tapping the fish lightly on the tail with 




regular intervals to determine the time course of recovery of touch response following 
injection. Swimming was measured at either 3 or 4dpf to parallel different experimental 
paradigms that elicited synaptic scaling. Swimming behavior in larval zebrafish transitions 
rapidly from sustained burst swimming at 2-3dpf to a more mature beat-and-glide pattern by 
4dpf (Buss & Drapeau, 2001). Therefore it was most informative to measure tail contraction 
frequency and free-swimming velocity at 3dpf, when burst swimming is still observed and to 
measure tail contraction frequency and beat duration at 4dpf, when discrete “beat” periods are 
present (Buss & Drapeau, 2001). 
 To measure tail contraction frequency (Buss & Drapeau, 2001), larvae were embedded 
in 1% low melting-point agarose (Gibco BRL) dorsal side up with the tail free to move. 
Episodes of tail alternations representative of swimming were elicited by a light tap on the tail 
with forceps. Movements were filmed at 60Hz with a Point Grey Research (PGR; Vancouver, 
BC) Grasshopper 2 camera mounted on a Zeiss dissection microscope. A minimum of three 
episodes of swimming were obtained from each fish to be averaged. Frequency of tail 
contractions was measured offline by counting the number of full tail contractions per distinct 
bout of swimming, thus accounting for differences in contraction frequency at the beginning 
versus end of a swimming bout. Duration of individual swimming beat periods at 4dpf was 
also measured and averaged across fish in each condition before statistical analysis. 
 To measure swimming velocity, free-swimming 3dpf larvae were individually placed 
in a large dish filled with egg water at room temperature and filmed at 15Hz with a PGR Flea 
2 camera. The larva was touched lightly on the tail to initiate swimming. Swimming velocity 
was calculated from the change in position of the larva’s head in each frame divided by the 
duration of swimming using the “manual tracking” plug-in for ImageJ software. Velocity 
calculations did not include periods of swimming in which the larva was touching or 
alongside of the wall of the dish. 
 All video recordings were made using PGR FlyCap software and all video analyses 
were done using ImageJ software. Data were averaged across all embryos in each 
experimental group to obtain means for comparison between conditions and statistically 






 As synaptic scaling has not been previously studied in zebrafish, we first sought to 
determine whether and under what conditions it could be induced in living embryos and post-
hatching larvae. Electrophysiological and behavioral experiments were performed mostly on 3 
or 4dpf zebrafish larvae that were injected with drugs as early as 17hpf, allowing a few days 
for chronic changes to occur. We started by testing the effects of TTX or CNQX treatment, 
which reduced activity and caused upward scaling and later those of TNFα treatment, which 
caused downward scaling. 
 
IV.4.1. Scaling up occurs at glutamatergic synapses upon activity blockade in the 
zebrafish embryo 
 The first report of synaptic scaling used chronic TTX treatment of cultured cortical 
neurons to block action potentials globally and this paradigm has since proved to be a robust 
way to elicit synaptic scaling in other systems (Turrigiano et al., 1998). We therefore sought 
to test the effects of TTX on synaptic activity in zebrafish motoneurons. To investigate the in 
vivo effects of drug treatment on developing zebrafish, drugs had to be injected directly into 
the embryo, as described in the Methods. In order to confirm the efficacy of this method, 
touch response (Saint-Amant & Drapeau, 1998) was measured post-injection. Injections of 
TTX 250µM, diluted ~20-fold in the 24hpf embryo, resulted in complete paralysis that never 
recovered up to 6dpf, thus confirming an effective block of motor activity as previously 
reported for neural activity (Saint-Amant & Drapeau, 2001). Additionally, while control 
embryos recovered from their sham injection within 10 minutes to show a touch response, 
only 50% of CNQX-injected (250 or 500µM) embryos showed a touch response after 2 hours 
and 100% only after 5-6 hours post-injection. Therefore CNQX significantly reduced activity 
in comparison to control, though not as persistently as for TTX, possibly indicating a 
developmental window for its effect. None of these injections resulted in gross morphological 
abnormalities. 
 Zebrafish embryos and larvae show two types of swim-related spinal cord synaptic 
activity: glutamatergic and glycinergic (Buss & Drapeau, 2001; Saint-Amant & Drapeau, 




glutamatergic mPSCs (in the presence of acutely applied TTX and strychnine) were obtained 
from spinal neurons (N = 132) in 4dpf larvae following various time intervals of chronic TTX 
treatment. Interestingly, we were able to consistently induce synaptic scaling only after a 
minimum of 48hrs of TTX treatment when embryos were treated at 2dpf (control, n = 13; 
TTX, n = 7; amplitudes for control and TTX were 17.5 ± 3 and 20.9 ± 0.9 pA, respectively; p 
< 0.05), or a minimum of 72hrs when embryos were treated at 1dpf (control, n = 17; TTX, n = 
17; amplitudes for control and TTX were 18.0 ± 1 and 24.2 ± 2 pA, respectively; p < 0.05) 
(summarized in Fig. 1) . Synaptic scaling induced by these two treatments were comparable, 
thus data from these conditions were grouped. No synaptic scaling was seen following 48hrs 
of TTX treatment between 1 and 3dpf (control, n = 20; TTX, n = 23; amplitudes for control 
and TTX were 22.4 ± 1 and 21.0 ± 0.7 pA, respectively; p = 0.31), or after only 24hrs of TTX 
treatment at any age tested (control, N = 23; TTX, N = 22; p > 0.80 for all time intervals) 
(Fig. 1). 
 Recordings following TTX treatment from 1 or 2dpf to 4dpf showed that synapses 
were significantly scaled up by an average ~30% in comparison to amplitudes from vehicle-
injected controls (Fig. 2A) (control, n = 24; TTX, n = 30; amplitudes for control and TTX 
were 18.0 ± 1.4 and 23.4 ± 1.3 pA, respectively; p < 0.01). This change in amplitude was not 
accompanied by any changes in glutamatergic mPSC frequency (p = 0.33) or time course 
(Fig. 2A). Furthermore, a cumulative histogram showed that when a scaling factor was 
applied, the TTX distribution was almost perfectly superimposable on the control distribution 
(Fig. 2A), indicating that every synapse was scaled multiplicatively in proportion to its 
original strength, a hallmark of synaptic scaling. 
 Furthermore, significantly increased glutamatergic mPSC amplitudes were also seen 
following CNQX treatment using the same timing of injections (1 or 2 to 4dpf) as was used to 
induce synaptic scaling with TTX treatment (Fig. 2B). These amplitudes were on average 
~20% larger than vehicle-injected controls (control, n = 17; CNQX, n = 22; amplitudes for 
control and CNQX were 21.0 ± 1.2 and 25.6 ± 1.3 pA, respectively; p < 0.05) and also 
showed evidence of multiplicative scaling (Fig. 2B). Glutamatergic mPSC frequency after 
CNQX treatment was unchanged from control values (p = 0.90) as was the time course (Fig. 




induced was comparable between identified MNs and INs (MNs, n = 18; INs, n = 15; p = 
0.50). In contrast to the effects of TTX and CNQX, embryos injected with AP-5 showed no 
significant differences from vehicle-injected controls in glutamatergic mPSC amplitude 
(control, n = 9; AP-5, n = 13; p = 0.37) (Fig. 2C), time course, or frequency (p = 0.82). This 
was in accord with previous literature that showed no effect of chronic AP-5 exposure on 
glutamatergic mPSC amplitudes (Turrigiano et al., 1998). These experiments thus support the 
role of bona fide synaptic scaling in vivo in the embryonic zebrafish spinal cord in response to 
activity perturbation, either completely with TTX, or transiently with CNQX. 
 To determine whether the increase in glutamatergic mPSC amplitudes following TTX 
or CNQX treatment was due to a reduction in electrical activity within the CNS rather than as 
a generalized consequence of altered muscle activity, embryos were injected at 1dpf with a 
high dose of α –BgTx to selectively block muscle nicotinic acetylcholine receptors, resulting 
in total muscle paralysis but an otherwise normal CNS level of activity. Whole-cell patch-
clamp recordings of glutamatergic mPSC amplitudes at 4dpf from α-BgTx treated larvae were 
not significantly different from vehicle-injected controls (control, n = 5; α-BgTx, n = 4; 
control and α-BgTx amplitudes were 21.2 ± 2.2 and 20.5 ± 0.9 pA, respectively; p = 0.77), 
showing that the synaptic scaling seen with TTX and CNQX treatment was dependent on 
electrical activity within the CNS and not the absence of movement. 
 
IV.4.2. Absence of synaptic scaling at glycinergic synapses 
 As discussed previously, despite the prevalence of glycinergic synapses in the spinal 
cord, synaptic scaling has been predominantly investigated at glutamatergic synapses. 
Interestingly, the same timing of TTX and CNQX treatments (1 or 2 to 4dpf) that elicited 
synaptic scaling in glutamatergic mPSCs described above was unable to induce significant 
scaling of glycinergic mPSC amplitudes (Fig. 3A,B) (TTX treatment, p = 0.24; CNQX 
treatment, p = 0.60). While there was a trend towards smaller glycinergic mPSC amplitudes, 
which was particularly significant in the presence of CNQX, the amplitudes varied 
considerably and cumulative histograms showed an uneven decrease that was not indicative 
of multiplicative synaptic scaling and therefore not similar to the effects seen with 




resulted in no significant differences in glycinergic mPSC time course (Fig. 3A,B) or 
frequency (TTX treatment, p = 0.82; CNQX treatment, p = 0.36). Following AP-5 treatment, 
there was significant variation in mPSC amplitudes and frequencies between different 
experimental days (Fig. 3C) (control, n = 9; AP-5, n = 10; interaction effect between day and 
condition p < 0.001 for amplitude and frequency). 
 To summarize, our experimental manipulations with TTX and CNQX caused a 
significant, multiplicative increase in glutamatergic but not in glycinergic mPSC amplitudes 
or frequency. Our results suggest that the properties of glycinergic and glutamatergic mPSCs 
are regulated via different mechanisms under these conditions. 
 
IV.4.3. TNFα induces synaptic scaling down 
 As TNFα plays a significant and biologically relevant role in promoting synaptic 
scaling (Kaneko et al., 2008; Stellwagen et al., 2005, 2006), we sought to test its effects in the 
zebrafish embryo. Before testing the effect of manipulating TNFα levels, we first investigated 
the expression of endogenous TNFα in the embryonic zebrafish with RT-PCR at 18, 24, 48, 
72, 96 and 120hpf. Bands corresponding to the amplified sequence were clearly seen at all 
time points tested, with the exception of low or absent expression at 22hpf (Fig. 4A; n = 3) 
and these bands were confirmed to be TNFα upon sequencing. 
 We produced recombinant zebrafish TNFα protein (see methods) and injected it into 
24hpf embryos at high concentrations (1-5µM) and the injected embryos showed an excellent 
survival rate (>90%). We timed our injections of TNFα to follow the same parameters as used 
to induce synaptic scaling with TTX and CNQX treatment (2dpf to 4dpf), but 
electrophysiological recordings of glutamatergic mPSCs failed to show any significant 
changes in amplitude that would be indicative of synaptic scaling (control, n = 6; TNFα, n = 
7; amplitudes for control and TNFα were 19.6 ± 2 and 19.0 ± 2 pA, respectively; p = 0.79). 
However, varying the time points of injection and recording revealed that glutamatergic 
mPSCs were significantly and surprisingly scaled down by ~20% following treatment with 
TNFα protein from 1 or 2dpf to 3dpf (Fig. 4B,C) (control, n = 27; TNFα, n = 32; amplitudes 




cumulative histogram showed that this scaling was indeed a multiplicative phenomenon (Fig. 
4B). As before, the time course of the glutamatergic mPSCs did not change (Fig. 4C). 
 However, the frequency of glutamatergic mPSCs was significantly reduced by 
approximately 20% following TNFα treatment (Fig. 4D) (frequencies for control and TNFα 
were 0.11 ± 0.01 and 0.09 ± 0.01 Hz, respectively; p <0.05), perhaps a a result of smaller 
events being lost in the baseline noise.. A reduction in glutamatergic mPSC frequency could 
also be representative of a loss of synapses, or even of neurons. Isl1::GFP transgenic zebrafish 
injected with TNFα at 2dpf were imaged by confocal microscopy at 3dpf to investigate 
possible changes in the number of spinal neurons. Cell counts showed no significant 
difference in GFP-positive cells per somite, with an average of 42-45 per somite (Fig. 4D) 
(control, n = 7; TNFα, n = 6; p = 0.69), suggesting that neuronal numbers remained the same 
but leaving the possibility that synapse number had decreased, though we have no measure of 
synaptic numbers that would be of sufficient sensitivity to detect such a small (20%) change. 
 Using the same TNFα treatment protocol that elicited synaptic scaling in 
glutamatergic mPSCs (injection at 1-2dpf, recording at 3dpf), we investigated glycinergic 
mPSC characteristics but we found no significant differences between the amplitude of 
glycinergic mPSCs from TNFα-treated embryos and controls (control, n = 5; TNFα, n = 5; p = 
0.79). A cumulative histogram showed no clear shift of the amplitude distribution in either 
direction neither were there any changes in mPSC time course (Fig. 4E). Additionally, the 
frequency of glycinergic mPSCs under this experimental condition was comparable to control 
(p = 0.79).  
 To summarize, while we could robustly elicit synaptic scaling in glutamatergic mPSCs 
with TTX, CNQX, or TNFα treatment, no changes were seen in glycinergic mPSC amplitude 
or time course or in the frequency of either type of mPSC following any of these treatments. 
 
IV.4.4. No changes in intrinsic cellular excitability 
 Although the spinal network underlying locomotion in the zebrafish embryo appears 
to be synaptically driven (Buss and Drapeau, 2000) rather than due to intrinsic rhythmic 
neural firing properties (Buss et al., 2003), studies in the chick embryo have shown that 




strength (Wilhelm et al., 2009). We therefore examined intrinsic excitability in 3dpf larvae 
treated with TNFα and in 4dpf larvae treated with CNQX, the different stages at which 
scaling down and scaling up, respectively, of mPSCs were observed. 
 Electrophysiological recordings of spinal neurons under current clamp from TNFα-
treated larvae showed that no significant changes in intrinsic cellular excitability from control 
larvae at 3dpf as measured by average rheobase current (Fig. 5A) (p = 0.08), spike threshold 
(Fig. 5B) (p = 0.79) and frequency versus current (f-I) plot (Fig. 4D) (control, n = 11; TNFα, 
n = 10; p > 0.05 for all frequency data pairs at a given current step). Likewise, no significant 
differences were found at 4dpf between CNQX-treated and control larvae for average 
rheobase current (Fig. 5A) (p = 0.32), spike threshold (Fig. 5B) (p = 0.77), or frequency 
versus current (f-I) plot (Fig. 5C,D) (control, n = 6; CNQX, n = 8; p > 0.05 for all frequency 
data pairs at a given current step). These results suggest that synaptic rather than intrinsic 
modes of homeostatic plasticity dominated under these experimental conditions. 
 
IV.4.5. Homeostatic plasticity of network activity and motor behavior 
 Beyond synaptic scaling and intrinsic excitability, homeostatic plasticity may be 
measurable as changes in network activity that arise from the integration of cellular and 
synaptic properties. Because CNQX and TNFα exhibit their effects at different stages in our 
protocols, we measured neural, muscular and behavioral activity in 3dpf larvae treated with 
TNFα or in 4dpf larvae treated with CNQX, the different stages at which glutamatergic 
mEPSCs scaled down and scaled up, respectively. 
 We examined the rhythmic input to MNs to investigate if components of ‘fictive’ 
swimming (in partially paralyzed embryos; Drapeau et al., 1999) were disrupted at the spinal 
network level following perturbation of network activity. We found that the frequency of 
slow, swim episode-related oscillations in spinal neurons evoked by the application of 200µM 
NMDA (McDearmid & Drapeau, 2006) appeared to not be significantly different following 
chronic TNFα (control, n = 4; TNFα, n = 3; p = 0.19) or CNQX (control, n = 3; CNQX, n = 3; 
p = 0.71) treatment (Fig. 6). Thus, slow oscillation frequencies at 3dpf were within the range 
of 0.7-1.1Hz for control and TNFα-treated larvae and in the range of 0.7-0.9Hz at 4dpf for 




 Following this, we investigated the neuromuscular output of the spinal MNs onto 
muscle fibers in partially paralyzed embryos (see methods). The recordings were performed 
under the same conditions where synaptic scaling of glutamatergic mPSCs was seen in MNs. 
At 3dpf, recordings of synaptic activity representing fictive bursts of swimming in slow 
twitch (red) muscle were quantitatively compared between TNFα-treated and control larvae 
(Fig. 7A,B). These bursts consist of a steady synaptic depolarization on which is 
superimposed a regular oscillation in synaptic intensity, with peaks that correspond to 
ipsilateral muscle contractions (Buss & Drapeau, 2001). The maximum synaptic amplitude of 
bursts was significantly reduced from control values by ~40% in TNFα- treated larvae 
(amplitudes of control and TNFα were 5.1 ± 1.0 and 8. 5 ± 1.0 mV, respectively; p < 0.05) but 
no significant changes were seen from control values in burst duration or synaptic peak 
frequency (control, n = 11; TNFα, n = 9; p = 0.90 and 0.17, respectively). At 4dpf, recordings 
of synaptic activity representing episodes of fictive beat and glide swimming from slow 
twitch muscle in CNQX-treated and control larvae were not significantly different from 
control in any parameter, including episode duration, beat duration, beat frequency, synaptic 
peaks per beat, synaptic peak frequency, maximum synaptic amplitude, or percent time active 
(Fig. 7C,D) (control, n = 6; CNQX, n = 8; p > 0.05 for all parameters). 
 Finally, under the same conditions where synaptic scaling of glutamatergic mPSCs 
was seen in MNs, we examined plasticity in the intact organism by looking at behavioral 
changes following activity perturbations in parameters of burst swimming at 3dpf and beat-
and-glide swimming at 4dpf using high-speed video recordings (Fig. 8A). Quantitative 
analysis of burst swimming behavior of TNFα- treated larvae at 3dpf revealed that their motor 
activity was not measurably different from controls in terms of tail contraction frequency 
(control, n = 3; TNFα, n = 5; p = 0.33) or free-swimming velocity (Fig. 8B; control, n = 11; 
TNFα, n = 13; p = 0.95). Contraction frequency was within the range of 36-40Hz and average 
velocity was approximately 28mm/s for both conditions at 3dpf. Likewise, analysis of beat 
and glide swimming at 4dpf in CNQX-treated larvae revealed that their swimming behavior 
was not measurably different from controls in terms of tail contraction frequency (control, n = 




Contraction frequency was close to 20Hz at 4dpf while beat duration was approximately 300-
400ms for both conditions at 4dpf. 
 Together, these results indicate that normal levels of neural, muscular and behavioral 
activity were maintained under conditions of upwards or downwards synaptic scaling. 
 
IV.4.6. Comparable acute changes in synaptic amplitudes do not disrupt network 
activity patterns 
 While the results presented above indicate that synaptic scaling may help stabilize 
motor activity patterns, it is possible if not likely that an intrinsic developmental program is 
equally important for motor development. To examine this latter possibility, we attempted to 
induce an increase or decrease in synaptic strength by acute pharmacological treatments and 
determine its impact on patterned motor network function. The treatments consisted of either 
immediately reducing synaptic strength with a low concentration of CNQX, or increasing 
synaptic amplitude by reducing AMPA receptor desensitization with CTZ (Trussell et al., 
1993). 
 Preliminary electrophysiological experiments measuring the effect of acute CNQX 
treatment on glutamatergic mPSC amplitudes (n = 9) indicated that a concentration of 1µM 
CNQX reduced glutamatergic mPSC amplitudes by ~15% (n = 5; average amplitude at 
baseline and following CNQX was 20.7 ± 1.2 and 17.6 ± 0.7 pA, respectively; p < 0.05), as 
seen during scaling down following chronic TNFα treatment. Another set of preliminary 
experiments investigating the effects of acute CTZ treatment on glutamatergic mPSC 
amplitudes showed that 10µM CTZ acutely and significantly increased amplitudes by ~25% 
(n = 5; average amplitude at baseline and following CTZ was 24.8 ± 2.3 and 30.2 ± 1.9 pA, 
respectively; p <0.05). 
 In order to rapidly introduce these agents, we recorded patterned motor input to 
muscle cells in exposed preparations during acute perfusion with either 1µM CNQX or 10µM 
CTZ. At 3dpf, recordings from slow twitch muscle showed that acute application of CNQX 
was sufficient to significantly reduce maximum synaptic amplitude during episodes of fictive 
swimming by ~25% (n = 3; amplitudes at baseline and following CNQX were 10.3 ± 1.7 and 




frequency (Fig. 9A,B) (p = 0.33 and 0.42, respectively). At 4dpf, recordings from slow twitch 
muscle showed that acute application of 10µM CTZ significantly increased the maximum 
synaptic amplitude during fictive swimming by ~50% (Fig. 9C,D) (n = 10; amplitudes at 
baseline and following CTZ were 2.3 ± 0.4 and 3.5 ± 0.6 pA, respectively; p < 0.01) and 
slightly but significantly increased the synaptic peak frequency as well (Fig. 9D) (average 
frequency at baseline and following CTZ was 22.2 ± 0.6 and 23.4 ± 0.6 pA, respectively; p < 
0.01). However, episode duration, beat duration, beat frequency, number of synaptic peaks 
per beat and percent time active remained unchanged (Fig. 9D) (p > 0.05 for all parameters). 
Together, these results indicate that the proper patterning of motor output can be maintained 




 Previous studies have shown that neurons can respond homeostatically to reductions in 
network activity in a variety of ways, one of which is synaptic scaling. We have shown here 
that glutamatergic synaptic scaling occurs in the developing zebrafish and the behavioral 
implications are described for the first time in any preparation. In agreement with the 
literature, chronically reducing activity with either CNQX or TTX in vivo resulted in a 
significant and multiplicative scaling up (by approximately 30%) of glutamatergic mPSCs. 
However, in contrast to the scaling up observed following acute treatment with TNFα 
(Stellwagen et al., 2005, 2006), we observed that chronic TNFα treatment caused a significant 
and multiplicative scaling down (by approximately 20%) of glutamatergic mPSCs. Peripheral 
blockade of NMJs was insufficient to induce scaling, indicating a requirement for alteration of 
central network activity. No effect was seen with AP-5 treatment or of TTX treatment on the 
amplitudes of glycinergic mPSCs, on the frequency of either type of mPSCs, or on intrinsic 
excitability of spinal neurons, although CNQX treatment caused an un-scaled reduction in 
mPSC amplitudes. Proper patterning of motor activity, as recorded in neurons, muscle cells 
and in behavioral analyses, was maintained upon chronic synaptic scaling, either up or down, 




pharmacological alterations in synaptic strength, motor activity showed reduced total synaptic 
amplitude but normal patterning persisted. 
 
IV.5.1. Neuronal activity 
 Our results and those published previously for other preparations (Gozales-Islas et al., 
2006; Echegoyen et al., 2007; O’Brien et al., 1998; Sutton et al., 2006; Thiagarajan et al., 
2005; Turrigiano et al., 1998) showed an increase in synaptic strength at glutamatergic 
synapses following TTX or CNQX treatment. As TTX blocked all activity whereas CNQX 
blocked only transiently, this indicates that a reduction of activity is sufficient to induce the 
maximal scaling up observed upon complete block of activity. We observed a striking 
difference in the response of glutamatergic synapses to chronic TNFα treatment in our 
experiments. In cultured hippocampal neurons, acute exposure to TNFα rapidly scales 
synapses up by approximately 125% within 15 minutes (Stellwagen et al., 2005, 2006), while 
in our experiments they were significantly and multiplicatively scaled down after 24 hours to 
approximately 80% of control values. Interestingly, chronic TNFα treatment did result in a 
small but significant decrease in glutamatergic mPSC frequency of approximately 20% from 
control values, but this may simply reflect an inability to detect some smaller amplitude 
events as they become obscured by background noise. Perhaps the differences in homeostatic 
responses to TNFα are due to differences in dose- or time-dependence in different 
preparations. Although the research to date has not shown that the same molecule is capable 
of mediating synaptic scaling bidirectionally, it is nonetheless possible that the concentration 
or timing of TNFα action could change the direction of synaptic scaling. 
 Although no significant scaling up or down of glycinergic mPSCs was seen following 
any of our treatments, other studies have provided evidence of activity-dependent synaptic 
scaling of glycinergic synapses in a homeostatic manner. Mongeon et al., (2009) 
demonstrated in vivo that evoked glycinergic IPSC amplitudes from spinal motor neurons in 
zebrafish shocked glial glycine transporter mutants scale down as the fish recover their ability 
to swim. Also, Whiting et al., (2009) showed that glycine receptor subunit expression in the 




investigations will be required to better elucidate the role of glycinergic synapses in 
mechanisms of homeostatic plasticity. 
 In addition to changes in synaptic properties, we also looked for possible changes in 
intrinsic cellular excitability following perturbations in network activity. However, the 
minimum current threshold required to produce an action potential, the spike voltage 
threshold and the input-output relationship for current-induced firing were not significantly 
different in CNQX or TNFα treated larvae. The CNQX treatment results are in agreement 
with a recent study by Wilhelm et al., (2009) that showed no changes in cellular excitability in 
spinal neurons regardless of the duration of glutamatergic receptor blockade. In contrast, they 
found a significant increase in cellular excitability 12 hours into chronic GABA receptor 
blockade as measured by rheobase current and spike threshold and these changes decreased 
with time so that by 48hrs post-injection excitability was comparable to controls. 
 
IV.5.2. Behavioral consequences 
 Network activity is hypothesized to be maintained in the face of activity perturbation 
if synaptic scaling is a homeostatic process. Recordings of mature swimming behavior (at 
3dpf following TNFα treatment and 4dpf following CNQX treatment) showed that no 
parameters of patterned swimming behavior were different from control at these stages. 
Similarly, our recordings from muscle fibers in TNFα- or CNQX-treated preparations showed 
no change from control in any temporal parameter of fictive swimming such as frequency or 
duration of swimming bursts and no changes were measured in the slow oscillation 
component of rhythmic MN activity that are related to fictive swimming, consistent with a 
homeostatic maintenance of swimming activity. Acute pharmacological treatments that 
induced similar changes in synaptic strength and in the synaptic amplitude of motor output 
had no effect on the patterning of motor output. These latter results indicate that while 
synaptic scaling can be induced in the zebrafish spinal cord, synaptic patterning is more 
robust than synaptic strength during development and patterning can occur in the absence of 
homeostasis. 
 Certain caveats apply to the interpretation of our results in zebrafish spinal cord. We 




inhibition by CNQX. Nonetheless, Wilhelm and Wenner (2008) used a similar technique of a 
bolus injection of activity-reducing drugs in the in ovo chick spinal cord and measured the 
recovery of spontaneous network activity by mechanisms that include synaptic scaling. They 
showed that injection of a single receptor antagonist such as CNQX resulted in a temporary 
reduction in spontaneous network activity (as measured by immature limb movements) that 
recovered to control levels within hours. Nonetheless, we were surprised at the robustness of 
the patterned motor activity in muscle since near complete blockade by CNQX was required 
to suppress it, reflecting the resilience of the motor circuitry. However, in the absence of a 
behavioral measure of the consequences of acute changes in synaptic strength, we cannot 
exclude the possibility that these changes have significant behavioral consequences. 
Alternatively, it could be that global changes in excitatory transmission reset the entire system 
up or down and therefore leave the original balance intact and that they would have seen an 
impact had they induced a targeted change in excitability. 
 Activity-dependent scaling of glutamatergic synapses appears to be a ubiquitous 
neural phenomenon and helped compensate for changes in synaptic strength in the zebrafish 
motor network. However, synaptic scaling did not appear to be required to maintain the 
patterning of motor activity in vivo, which likely forms as a consequence of an intrinsic 
developmental program. It is interesting to note that complete blockade of glycinergic activity 
in zebrafish embryos has a drastic effect on neurogenesis, resulting in the loss of half the 
spinal neurons and indicating that there is a minimal activity-dependence for these early steps 
of differentiation in development (McDearmid et al., 2006; Reynolds et al., 2008). The milder 
disruptions in glycinergic function observed in a glycine transporter mutant indicate that 
glycinergic strength is also susceptible to a form of synaptic homeostasis over a period of 
several days (Mongeon et al., 2009). Perhaps synaptic scaling may be required for 
maintaining a strong motor output and for motor development once the circuits become more 
dependent on feedback from the environment and descending control mechanisms. 
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Figure 1. A significant increase in glutamatergic mPSC amplitude was only seen 
following chronic blockade of network activity with TTX from 1 or 2dpf to 4dpf. Boxed 
text refers to TTX treatment duration starting at time of injection and ending at time of 








Figure 2. Chronic TTX or CNQX treatment results in a scaling up of glutamatergic 
mEPSC amplitudes at 4dpf. A. Left, cumulative histograms of glutamatergic mEPSC 
amplitudes from control (n = 24) and TTX-treated (n = 30) embryos (≥ 50 events per neuron). 
Inset, average mEPSC amplitude for the same conditions. Right, average mEPSC waveforms 
of one neuron for the same conditions. B. Left, cumulative histograms of glutamatergic 
mEPSC amplitudes from control (n = 17) and CNQX-treated (n = 22) embryos. Inset, average 
mEPSC amplitude for the same conditions. Right, average mEPSC waveforms of one neuron 
for the same conditions. C. Left, cumulative histograms of glutamatergic mEPSC amplitudes 
from control (n = 9) and AP-5-treated (n = 13) embryos. Inset, average mEPSC amplitude for 
the same conditions. Right, average mEPSC waveforms of one neuron for the same 
conditions. All data here and below are reported as mean ± SEM for the number of neurons 









Figure 3. Chronic TTX, CNQX, or AP-5 treatment has no effect on glycinergic mIPSC 
amplitudes at 4dpf. A. Left, cumulative histograms of glycinergic mIPSC amplitudes from 
control (n = 11) and TTX-treated (n = 12) embryos. Inset, average mIPSC amplitude for the 
same conditions. Right, average mIPSC waveforms of one neuron for the same conditions. B. 
Left, cumulative histograms of glycinergic mIPSC amplitudes from control (n = 11) and 
CNQX-treated (n = 16) embryos. Inset, average mIPSC amplitude for the same conditions. 
Right, average mIPSC waveforms of one neuron for the same conditions. C. Left, cumulative 
histograms of glycinergic mIPSC amplitudes from control (n = 9) and AP-5-treated (n = 10) 
embryos. Inset, average mIPSC amplitude for the same conditions. Right, average mIPSC 








Figure 4. Chronic TNFα treatment results in a scaling down of glutamatergic mEPSC 
amplitudes at 3dpf. A. RT-PCR for zebrafish tnfα at 18, 24, 48, 72, 96 and 120hpf. tnfα is 
clearly expressed at 18hpf and from 72-120hpf, but expression may be reduced or absent from 
24-48hpf. Band identity was confirmed by sequencing. Primers for the ubiquitously expressed 
tnfb serve as a control. B. Cumulative histogram of glutamatergic mEPSC amplitudes from 
control (n = 27) and TNFα-treated (n = 32) embryos. Inset, average mEPSC amplitude for the 
same conditions. C. Average mEPSC waveforms for the same conditions as B. D. Left, 
average frequency of glutamatergic mEPSCs from same conditions as B. Center, average 
number of GFP+ cells per somite from control (n = 7) and TNFα-treated (n = 6) embryos. 
Right, example confocal image of one somite from an Isl-GFP transgenic fish spinal cord. E. 
Left, cumulative histograms of glycinergic mIPSC amplitudes from control (n = 5) and 
TNFα-treated (n = 5) embryos. Inset, average mIPSC amplitude for the same conditions. 








Figure 5. Chronic CNQX or TNFα treatment does not alter cellular excitability. A. 
Rheobase current was not significantly different at 3dpf between control (n = 11) and TNFα-
treated (n = 10) larvae, at 4dpf between control (n = 6) and CNQX-treated (n = 8) larvae. B. 
The average spike threshold (VT -Vm) was also unchanged after chronic TNFα or CNQX 
treatment under same conditions as B. C. Representative spike trains evoked by somatic 
current injection steps (step = 25pA, 100ms duration, 15 steps total) in control and treated 
motoneurons at 4dpf. D. Average f-I curves were also unchanged after chronic TNFα or 








Figure 6. Slow oscillation frequency underlying fictive swimming in motoneurons is 
unchanged following chronic CNQX or TNFα treatment. Top, an example whole-cell 
current-clamp trace showing the slow oscillations elicited in a motoneuron by the 
extracellular application of 200µM NMDA. Bottom, average frequency of NMDA-induced 
slow oscillations in motoneurons are not significantly different between control (n=4) and 







Figure 7. Chronic TNFα or CNQX treatment does not significantly alter the patterning 
of motor input to muscle cells at 3dpf or 4dpf, respectively. A. Left, example whole-cell 
current-clamp recording from a slow-twitch muscle fiber of a fictive swimming burst at 3dpf. 
Analysis parameters are indicated. Right, sample burst recordings from a control or TNFα-
treated larvae at 3dpf. B. Average burst duration, maximum synaptic amplitude and synaptic 
frequency for slow-twitch muscle fibers at 3dpf for control (n = 11) and TNFα-treated (n = 9) 
larvae *p<0.05. C. Left, example whole-cell current-clamp recording from a slow-twitch 
muscle fiber of fictive beat-and-glide swimming at 4dpf. Analysis parameters are indicated. 
Right, sample beat-and-glide recordings from a control or CNQX-treated larvae at 4dpf. D. 
Episode duration, burst duration, beat frequency, synaptic peaks per beat, synaptic peak 
frequency, maximum synaptic amplitude and percent time active for slow-twitch muscle 
fibers at 4dpf for control (n = 6) and CNQX-treated (n = 8) larvae. None of the differences 








Figure 8. Larval swimming behavior is not altered following chronic TNFα or CNQX 
treatment. A. Swimming activity at 3-4dpf is composed of high frequency (20-30Hz), low-
amplitude tail contractions. In this example, one full cycle of swimming is observed from 50 
to 80 ms. The larva is immobilized in agarose, dorsal side up and anterior to the top of the 
image. Time of each frame is shown in the bottom right corner. B. Left, average swimming 
frequency of control (n = 3) and TNFα-treated (n = 5) larvae at 3dpf. Right, average free-
swimming velocity under same conditions (control n = 11, TNFα-treated n = 13). C. Left, 
average swimming frequency of control (n = 8) and CNQX-treated (n = 9) larvae at 4dpf. 
Right, average duration of swimming bursts under same conditions (control n = 8, TNFα-








Figure 9. Acute CNQX or CTZ treatment significantly altered maximum synaptic 
amplitude (and contraction frequency of motor input - only in the second case) to muscle 
cells at 3dpf or 4dpf, respectively. A. Sample fictive swimming burst recordings at 3dpf 




B. Average burst duration, maximum synaptic amplitude and synaptic peak frequency at 3dpf 
for slow-twitch muscle fibers at baseline and following CNQX application (n = 3). Paired 
Student’s t test, *p < 0.05. C. Sample fictive beat-and-glide swimming recordings at 3dpf 
from a muscle fiber at baseline (control) and again 5 minutes after start of CTZ application. 
D. Episode duration, burst duration, beat frequency, synaptic peaks per beat, synaptic peak 
frequency, maximum synaptic amplitude and percent time active at 4dpf for slow-twitch 
muscle fibers at baseline and following CNQX application (n = 10). Paired Student’s t test, 


















V.1. GENERAL SIGNIFICANCE 
 Here we have used the zebrafish, Danio rerio, as a vertebrate model system to 
understand the neural circuits that control locomotion. The work presented in this thesis 
addressed three aims related to understanding the development, function and plasticity of 
spinal circuits and motor behaviors in the intact animal. From these studies of the developing 
zebrafish spinal cord we have published several novel findings that are relevant to 
understanding the organization of vertebrate locomotor networks and behavior. The following 
section will discuss these results in the context of emerging principles regarding the 
organization of spinal circuits and will describe future directions for this research. 
 
V.2. SPONTANEOUS ACTIVITY IN DEVELOPING LOCOMOTOR NETWORKS 
 Spontaneous network activity is a highly stereotyped feature of the developing spinal 
cord as well as other areas of the nervous system including the hippocampus, retina and 
cerebellum (Feller, 1999; Blankenship and Feller, 2010). Despite the diversity of these 
structures, the features of spontaneous network events are very similar and consist of slow 
depolarizations that produce bursts of action potentials at their peak (Blankenship and Feller, 
2010). Spontaneous activity in the retina, hippocampus and other cortical areas is best 
measured with techniques such as electrophysiology and calcium imaging since there is 
otherwise no observable effect of this network activity. In the spinal cord however, these 
spontaneous bursts occur in several classes of neurons including motoneurons (Saint-Amant 
& Drapeau, 2000, 2001) which innervate muscles and thus produce an observable motor 
output. Spontaneous network activity in the spinal cord is thus directly linked to and can be 
measured by, spontaneous motor movements.  
 
V.2.1. Transient, spontaneous motor behaviors appear as the locomotor network 
matures 
In vertebrates such as zebrafish that are fertilized externally and develop within a 
transparent membrane, researchers can directly quantify behavior in the intact embryo in its 
natural state. In Chapter 2 of this thesis, we used this method to describe a novel spontaneous 




development of the earliest motor behaviors (including single coiling) had been previously 
characterized (Saint-Amant & Drapeau, 1998), our use of high-speed video recordings to 
follow the precise timing and maturation of coiling revealed a transformation of single coils to 
alternating double coils to swimming over the course of just six hours. Double coils 
resembled previously described spontaneous "S-bends" in the salamander (Coghill, 1929), 
chick (Hamburger, 1963) and rat (Narayanan et al., 1971). Like in these other species, double 
coiling was a developmental intermediate following slow, single flexures and preceding more 
mature, coordinated behaviors such as swimming. Our results indicate that zebrafish embryos 
follow a conserved and stereotyped vertebrate behavioral development.  
In zebrafish larvae, studies of locomotion have carefully quantified different types of 
spontaneous movements including routine turns (Budick & O'Malley, 2000; Danos & Lauder, 
2007) and swim bouts (Budick & O'Malley, 2000; Granato et al., 1996). Spontaneous motor 
patterns may be combined to enable more complex and sensory-evoked locomotor behavior 
such as prey capture (Patterson et al., 2013; Trivedi & Bollmann, 2013; Westphal & 
O'Malley, 2013). Much like in our studies of double coiling, the categorization of individual 
motor components or patterns in larval locomotion will allow researchers to determine the 
effect of manipulating circuit activity on behavioral performance. For example, recent studies 
have used calcium imaging, stimulations, ablations and electrophysiology to identify 
populations of hindbrain neurons that control spontaneous and visually-evoked turning 
(Huang et al., 2013) and swimming (Sankrithi & O'Malley, 2010; Severi et al., 2014) in the 
zebrafish larva. Careful quantitative analyses of motor behaviors in parallel with anatomical 
and functional analyses at the cellular level will no doubt continue to reveal important aspects 
of the organization and function of vertebrate locomotor circuits.  
 
V.2.2. CPG circuits driving spontaneous double coiling in the zebrafish 
 A variety of experimental techniques are available that can be used to probe the 
underlying neural circuitry that produces motor behaviors in the zebrafish. As described in 
Chapter 2, an acute pharmacological blockade of glutamatergic signalling caused double coils 
to revert to single coils. These findings suggested that during development glutamatergic 




single coils (Saint-Amant & Drapeau, 2001). We used a multidisciplinary approach to show 
that the onset of double coiling coincided with the appearance of anatomical synapses from 
glutamatergic CiD interneurons onto primary motoneurons as well as the appearance of 
AMPA receptor-dependent activity patterns in these cells. Double coiling also required intact 
supraspinal connections, although the isolated spinal cord could recover this behavior by 
increasing background depolarization. Electrical pacemaker activity at this age is still strong 
(Tong & McDearmid, 2012) therefore these results suggest that a “hybrid” electrical and 
chemical circuit drives double coiling. The appearance of double coiling likely marks the 
point at which chemical (glutamatergic) neurotransmission becomes a major driving force for 
locomotor behavior and the influence of gap junctions begins to decline.  
Although CiDs appear to be in the right place and active at the right time for double 
coiling, we initially hypothesizd that a commissural glutamatergic interneuron would be 
important for providing coordinated but delayed excitation to the opposite side of the spinal 
cord to produce a double coil. However, our results (Chapter 3) clearly showed that 
commissural glutamatergic CoPAs were not playing this role and in fact several studies have 
suggested that bilateral drive can actually produce alternating activity in the locomotor CPG. 
In the lamprey, forward swimming is correlated with the symmetrical bilateral activation of a 
large group of reticulospinal neurons (Brocard et al., 2010; Deligiana et al., 2002). In the 
zebrafish embryo, the direct simultaneous bilateral optogenetic stimulation (via rebound 
excitation) of groups of spinal neurons produced a wave of neuronal activity that alternated 
between sides of the spinal cord with a delay typically seen during spontaneous motor activity 
(Warp et al., 2012). The similarity between spontaneous and optogenetic-evoked alternation 
suggests that a bilateral, spinal and/or supraspinal drive may be responsible for triggering the 
earliest alternating behavior (double coiling) in the embryonic zebrafish.  
 
V.2.3. The contribution of gap junctions to spontaneous coiling and swimming 
 Our findings suggest that as development proceeds in the zebrafish embryo, electrical 
coupling initiates a coiling event during which glutamatergic signaling recruits a second, 
alternating activation of the spinal cord to produce a double coil. We unfortunately could not 




pharmacological antagonists of these channels are not selective and have many off-target 
effects on other ion channels. Gap junctions are likely still present through larval stages and 
may also contribute to locomotor circuits in the adult, as has been shown in the adult goldfish 
(Fetcho & Faber, 1988) and mosquitofish (Serrano-Velez et al., 2014). It has been previously 
shown that monosynaptic glutamatergic connections between CiDs and MNs are present at 2 
dpf, when the larva is capable of swimming (Kimura et al., 2006). There is also evidence for 
electrical coupling between CiDs and MNs at this age, though the coupling is low (< 10%), 
not found in all cells and in the majority of cases is combined with a glutamatergic synapse 
between the neurons (Kimura et al., 2006), suggesting that by 2 dpf electrical coupling is 
diminishing as chemical neurotransmission takes over. Blockade of glutamatergic signaling at 
3 dpf abolishes fictive swimming patterns in MNs (Buss & Drapeau, 2001) and can also 
prevent the touch response and swimming behavior (Knogler et al., 2010), therefore electrical 
neurotransmission does not appear to be sufficient to drive behavior at larval stages.  
The changing biophysical properties of cells may account for much of the decrease in 
gap junction control during development. Although the number of ions that flow through the 
gap junction channel (the conductance) contributes to the amplitude of the change in the 
membrane potential, so too do passive properties of the coupled neuron such as its resistance 
and capacitance (Bennett, 1966). Most spinal neurons in the < 24 hpf embryo have very high 
input resistances of more than one gigaohm (Ali et al., 2000b; Saint-Amant & Drapeau, 2000; 
Tong & McDearmid, 2012). This is because at early stages cells do not have many proteins 
such as ion channels in their cell membranes that make them “leaky” and their small size also 
contributes to a higher resistance. From 24 hpf onwards, chemical synaptogenesis increases 
rapidly and the input resistances of spinal neurons drop to several hundred megaohms by 2 - 3 
dpf in the zebrafish (Ali et al., 2000b; Drapeau et al., 1999). As Ohm’s law dictates, voltage is 
equal to the product of current and resistance (V=IR) therefore as the membrane resistance 
decreases the same amount of current coming through gap junctions will produce a 
proportionally smaller change in voltage in the cell. Electric coupling is affected to a greater 
degree by changes in the membrane resistance and capacitance of the postsynaptic neuron 
than chemical neurotransmission because gap junctions have no mechanisms to amplify the 




 Despite the reduced contribution of electrical coupling to driving neuronal firing at 
later developmental stages, an increasing number of studies show that electrical coupling is 
present in many areas of the developing and adult nervous system and in most organisms 
including mammals, thus suggesting an ongoing contribution to circuit function (reviewed by 
Pereda, 2014). Although gap junction proteins are expressed in nearly all tissues of the body, 
only a few of these proteins, known as connexins, are present in vertebrate neurons (Pereda, 
2014). As studies continue to reveal the identity of specific connexin proteins in different cell 
types of the zebrafish nervous system (Carlisle & Ribera, 2014; Jabeen & Thirumalai, 2014) 
we may be able to manipulate the function of gap junctions with genetic techniques in order 
to better define their role in motor behaviors. Many synapses in the nervous system are now 
thought to use both electrical and chemical components to communicate therefore it is of 
widespread interest to understand how these hybrid circuits function. 
 
V.2.4. Double coiling as an indicator of locomotor CPG function 
In addition to furthering our understanding of spinal cord circuits during development, 
our characterization of double coiling behavior could have interesting applications for studies 
of human health. Our study revealed that double coil events were very sensitive to the 
appropriate balance of excitation and inhibition. Too little glutamatergic activity resulted in a 
loss of double coils and a reversion to single coils, whereas a reduction in glycinergic 
signaling led to the production of multiple coils and unusually long quiescent periods in the 
embryo. These discrete categories of coiling represent simple, quantifiable behaviors that may 
serve as a readout by which to identify perturbations of early chemical synapse development 
or to assess the relative balance between excitation and inhibition in the motor network. 
Coiling events are considerably easier to observe and quantify than more complex motor 
behaviors such as swimming, therefore analysis of this new behavior may be well suited for 
gene function studies and disease modeling.  
In support of this idea, a recent zebrafish model of Rett syndrome carrying a mecp2-
null mutation was shown to have a significantly increased frequency of multiple-coil events as 
compared to wild-type embryos (Pietri et al., 2013). These findings suggested an imbalance in 




glycinergic signaling in the mutant. Coiling is a slow and simple behavior therefore 
automated analysis is feasible and could be applicable to high-throughput genetic or 
pharmacological screens. ZebraZoom is an example of a recently developed program that 
successfully used supervised machine learning to detect and quantify larval movements in 
order to identify abnormal motor behaviors in mutants or zebrafish treated with a glycine 
receptor antagonist (Mirat et al., 2013). Coiling is a straightforward behavior to analyze 
because it has discrete categories (single coil, double coil, triple coil, etc) and occurs 
spontaneously, requiring no intervention on the part of the researcher.  
 
V.2.5. Future work 
An important follow-up to our work on double coiling would be to determine the 
neccessity and sufficiency of spinal and/or hindbrain CiDs for this behavior. Our study 
suggested that descending supraspinal glutamatergic inputs might provide important 
additional glutamate, in a tonic or phasic form, that allows the double coil circuit to reach 
threshold. Given the putative role of spinal CiD interneurons in double coiling, their hindbrain 
counterparts (Kimura et al., 2013) might act as additional means of signal amplification and 
have much the same phasic activity patterns. It will thus be informative to extend our study of 
CiD neurons to the hindbrain population. Both spinal and hindbrain CiDs can be genetically 
targeted by their expression of the transcription factor chx10 to express transgenes that will 
specifically alter the function of these cells. Tetanus toxin can be used to prevent the release 
of neurotransmitter from CiDs while leaving their firing properties (and electrical coupling) 
intact (Asakawa et al., 2008). This should reveal the necessity of glutamate release from these 
cells for double coiling.  
Optogenetic switches (Portugues et al., 2013) to either excite (e.g. channelrhodopsin) 
or silence (e.g. halorhodopsin) neurons could also be expressed to confirm the sufficiency and 
necessity, respectively, of activity in CiDs for double coiling. However, transgene promoters 
can be leaky or the site of insertion can have positional effects resulting in ectopic expression 
in other neuronal populations. Indeed, when crossed with UAS reporter lines, our experiments 
showed that the chx10:gal4 line (Kimura et al., 2013) shows expression in many primary 




must therefore be taken to ensure that there is specific expression in the targeted population of 
interest because any experiments assessing the role of interneurons in producing a motor 
behavior will be severely confounded by ectopic expression in motoneurons or other spinal 
neurons.  
  Ectopic expression is less problematic if we wish to observe rather than manipulate 
activity. We used this method successfully to fluorescently label neuronal morphology and 
synaptophysin puncta in several embryonic CiDs in order to investigate the formation of 
putative glutmatergic synapses. Recently, others have expressed the fluorescent calcium 
indicator GCaMP fused to synaptophysin to reveal both anatomical and functional features of 
developing synapses (Nikolaou et al., 2012; Menelaou et al., 2014). Furthermore, an intensity-
based glutamate-sensing fluorescent reporter (iGluSnFR) was recently developed for in vivo 
imaging that could allow us to observe the earliest sites and patterning of spontaneous 
postsynaptic glutamate binding throughout the spinal cord (Marvin et al., 2013). This is 
particularly useful in a hybrid circuit because calcium indicators alone would not be able to 
distinguish between calcium influx due to electrical or chemical neurotransmission. Mapping 
the relatively sparse glutamatergic connectivity driving spontaneous double coiling could 
provide a blueprint for the increasingly elaborate spinal cord circuits that underlie more 
complex motor behaviors such as swimming. 
 
V.3. SENSORIMOTOR CIRCUITS IN THE EMBRYONIC SPINAL CORD 
 Touch reflexes are the first sensory-evoked motor behavior to appear in the vertebrate 
embryo. In the zebrafish embryo, a light touch stimulus initially elicits coiling movements and 
later produces swimming as the locomotor CPG matures. At both stages, touch-evoked and 
spontaneous behaviors are nearly identical, suggesting that the majority of the underlying 
neural circuitry is the same. The components of a touch-evoked circuit typically include a 
sensory neuron and one or more sensory interneurons that mediate activation of the locomotor 
CPG through feed-forward excitation. It is also clear that feedback pathways exist from 
elements of the motor network onto sensory neurons or interneurons that play an important 
role in sensory gating. Here we will discuss our current understanding of these sensorimotor 





V.3.1. Sensory interneurons gate activation of the locomotor CPG during fictive 
embryonic motor behaviors 
 Like in other lower vertebrates, spontaneous activity precedes the onset of the 
response to touch in the zebrafish, in this case by four hours (Saint-Amant & Drapeau, 1998). 
Sensory RB neurons synapse onto CoPA interneurons, which project across the spinal cord to 
excite neurons in the motor pathway including CiDs (Pietri et al., 2009). In Chapter 3 of this 
thesis, I showed that embryonic CoPAs are highly specialized for gating the somatosensory 
pathway and thus the touch response. Using whole-cell electrophysiology, I revealed that 
CoPAs are strongly (and briefly) activated at the onset of a touch stimulus but specifically 
silenced during spontaneous and ongoing fictive movements. This silencing is achieved by the 
combination of a generic glycinergic corollary discharge signal activating a unique long-
lasting chloride conductance through a glycine receptor in the CoPA and this inhibition is 
maintained during the transition from primitive coiling to early swimming behaviors. To our 
knowledge, this is the earliest embryonic corollary discharge pathway that has been elucidated 
thus far. The corollary discharge signal must be initially activated by a neuron in the 
locomotor CPG because the signal is produced during centrally generated (spontaneous) 
fictive behaviors in addition to ongoing touch-evoked fictive behaviors. Thus, not only do 
local somatosensory pathways activate the locomotor CPG to elicit motor behaviors, so too 
does the activity of the CPG influence sensory feedback through gating inhibition.  
 These findings may also explain why spontaneous multiple coiling occurred in the 
zebrafish embryo following the blockade of glycine receptors as described in our spontaneous 
double coiling study in Chapter 2. RB sensory neurons have mechanosensitive neurites that 
do not distinguish between self-generated and external touch activation and are likely to fire 
an action potential during both spontaneous and sensory-evoked movement. It may be 
possible to confirm the firing activity of RBs in the freely moving embryo using 
bioluminescent signals from these sensory neurons (Naumann et al., 2010; C. Wyart personal 
communication). A single action potential in a single RB is sufficient to activate an escape 
behavior at 24 hpf (Douglass et al., 2008), therefore if the CoPAs are not inhibited by 




and keep triggering additional touch-evoked coils until the network is no longer capable of 
sustaining the activity. We observed much longer periods of inactivity following multiple 
coiling than following single or double coils that we hypothesized were due to activity-
dependent network depression. The mechanisms responsible for this depression may include a 
buildup of adenosine from ATP release that depresses presynaptic neurotransmitter release, a 
depletion of glutamate itself, or a hyperpolarization of neuronal membrane potentials (Chub & 
O'Donovan, 2001; O'Donovan et al., 1998). Regardless, spontaneous activity appears to 
remain somewhat "self-regulating" even in the absence of proper sensory gating, suggesting 
that network activation may be constrained by other means (Tabak et al., 2001).  
 It is worthwhile to consider that under physiological conditions sensory feedback 
typically modulates ongoing locomotor activity in a "closed-loop" process. In our 
electrophysiological recordings of fictive behaviors such as coiling and swimming in the 
paralyzed embryo, this loop is broken and normal sensory feedback from RBs is absent. 
Studies using closed-loop virtual-reality environments (where visual feedback is updated in 
real time to reflect the fictive movements of the larval zebrafish as measured via ventral root 
recordings) show that patterned locomotor output is much more similar to free-swimming 
behavior in the closed-loop than in the open-loop condition (Portugues & Engert, 2011). 
There may therefore be a differential recruitment of neurons during fictive behaviors in the 
zebrafish that does not entirely recapitulate real motor behaviors. This has recently been 
observed in the larva in a class of cerebrospinal fluid-contacting ventral interneurons that fire 
during active but not fictive swimming (C. Wyart, personal communication). At early 
embryonic stages zebrafish are not yet responsive to sensory modalities other than touch 
therefore the gating inhibition of the somatosensory pathway by corollary discharge is likely 
to block out any potential sensory feedback that would be initiated by RB neurons in the 
freely moving embryo. It will nonetheless be important to study sensorimotor circuit function 
whenever possible in both closed-loop (virtual-reality or freely moving) and open-loop 
(paralyzed) conditions, particularly at later stages when other modalities such as vision and 





V.3.2. Motor pathways send corollary discharge to sensory pathways  
 Corollary discharge is used in a number of invertebrate and vertebrate species for 
reflex inhibition and sensory filtration (reviewed by Crapse & Sommer, 2008). Essentially, 
corollary discharge is a motor-related signal coming from some level of the motor output and 
targeting part of a sensory pathway in an effort to filter out reafferent (self-generated) sensory 
stimuli that is the result of body movements. This is a very common strategy in the animal 
kingdom although the organization of the corollary discharge circuits themselves may be 
different between species. In zebrafish we show that embryonic sensory interneurons are 
selectively silenced to gate the touch reflex, however many corollary discharge circuits often 
target sensory neurons themselves for silencing through mechanisms of presynaptic inhibition 
(Crapse & Sommer, 2008). For example, in the crayfish, mechanosensitive hair cells are 
contacted by interneurons that produce presynaptic inhibition of the afferent terminals when 
the animal is moving (Kirk & Wine, 1984). It is also possible that the organization of the 
corollary discharge circuits in the zebrafish spinal cord changes during development (see 
below). 
 Higher order cognition such as perception may also be dependent on corollary 
discharge pathways (Crapse & Sommer, 2008). Although this is difficult to assess 
experimentally, some psychophysical studies in primates have shown that experimentally 
induced defects in corollary discharge result in altered perception (Logothetis, 1998; Parker & 
Newsome, 1998). Furthermore, several researchers have proposed models that implicate 
abnormal or unsynchronized corollary discharge pathways in producing the stereotypical 
symptoms of schizophrenia including delusions and hallucinations (reviewed by Lisman, 
2012). One study has found that patients with schizophrenia have poor communication 
between their frontal and temporal lobes, where speech or a verbal thought is generated and 
perceived, respectively (Ford et al., 2002). This suggests that patients with schizophrenia 
might fail to recognize inner speech as self-generated and thus misattribute this to an external 
stimulus. Defining the pathways that carry corollary discharge between motor and sensory 
pathways is difficult and in general are not well-defined, therefore it is advantageous to study 





V.3.3. Developmental reorganization of sensorimotor circuits 
 Our work in the zebrafish embryo found that at pre-swimming stages, CoPAs 
appeared to receive glycinergic inputs at the same time as other ipsilateral spinal CPG 
neurons including motorneurons but that CoPAs were preferentially silenced due to their 
uniquely slow glycine receptor. However, during the onset of swimming just hours later, we 
saw that the CoPA and ipsilateral motoneuron no longer received glycinergic inputs in phase 
but rather CoPAs received glycine in phase with excitation (glutamate) to the motoneuron. 
We know from previous work in zebrafish that motoneurons receive glycinergic inputs out of 
phase with excitation during larval swimming (Buss & Drapeau, 2001). There may therefore 
be a point in development where these glycinergic interneurons split into two groups that 
either selectively inhibit sensory pathways with on-cycle corollary discharge or inhibit motor 
pathways with mid-cycle inhibition.  
 One hypothesis is that a single class of inhibitory interneurons can initially be 
multifunctional and involved in many pathways whereas later in development separate classes 
of interneurons carry out each specialized function (Li et al., 2004). In xenopus tapdoles, RBs 
activated by a touch stimulus excite commissural dlc interneurons and these in turn drive the 
activity of contralateral spinal neurons including motoneurons to produce a simple flexion 
(Roberts et al., 2010). In order to prevent restarting the touch response during evoked 
swimming, RBs also excite ipsilateral glycinergic ascending interneurons (aINs) that directly 
synapse onto and inhibit dlcs just after activation and in phase with excitation to motoneurons 
during swimming (Li et al., 2002). These aINs synapse onto dlc interneurons as well as other 
spinal neurons including motoneurons to provide early-cycle inhibition to synchronize CPG 
neurons during swimming, suggesting that they might be a multifunctional glycinergic 
interneuron in xenopus that initially provides glycine to many pathways  (Li et al., 2004). The 
main source of mid-cycle inhibition comes from commissural glycinergic interneurons (cINs) 
that inhibit neurons in the CPG to maintain left-right phase coordination (Dale, 1985) but all 
studies in the xenopus embryo have been carried out at the time of hatching (stage 37/38, 53 - 
55 hpf) when tadpoles are capable of swimming, therefore by this stage some important 




 A homologue of aINs exists in zebrafish, the circumferential ascending (CiA) 
interneurons (Higashijima et al., 2004a; Bernhardt et al., 1990). Our unpublished observations 
show that this cell is not active during coiling but anatomical and physiological evidence 
shows that CiAs contact ipsilateral CoPAs at 4 -5 dpf (Higashijima et al., 2004a), consistent 
for a role of CiAs to provide rhythmic, shunting glycinergic input to CoPAs during swimming 
at this stage. Furthermore, other classes of glycinergic commissural interneurons (CoBLs and 
CoSAs) are not active during coiling behavior in the embryonic zebrafish but become 
important for larval swimming, escape and struggling (Liao & Fetcho, 2008). Even in the 
absence of distinct morphological classes of spinal neurons some degree of specialization 
might be achieved simply by dorsoventral specializations within a single class, as has been 
demonstrated with the dorsoventral gradient of spinal CiD interneurons and motoneurons that 
determines their recruitment for different locomotor speeds (Ampatzis et al., 2014; McLean et 
al., 2007, 2008). It is possible that similar mechanisms could enable dorsal interneurons to 
inhibit sensory pathways and perform corollary discharge while ventral interneurons inhibit 
motor pathways and regulate motor activity (Li et al., 2004).  
 It will also be of great interest to follow the target of corollary discharge interneurons, 
the CoPA, throughout development because many questions remain regarding their role in the 
zebrafish larva. RBs undergo developmental apoptosis (programmed cell death) beginning at 
approximately 1.5 dpf and in the majority of larvae these cells have completely disappeared 
by 3.5 dpf (Williams et al., 2000). Dorsal root ganglion (DRG) neurons appear around 2 dpf 
and although they do not influence RB death they take over functionally to mediate 
mechanosensation in the larva and adult (Reyes et al., 2004). Although their axons run 
longitudinally along the dorsal spinal cord similar to the RB axonal projections (Bernhardt et 
al., 1990), it has not been determined if DRGs become the new presynaptic partners of 
CoPAs. It is possible that CoPAs, like RBs, disappear during the larval stage or that a 
different class of interneurons takes their place in the somatosensory pathway.  
 A transgenic zebrafish line now exists where embryonic CoPAs are fortuitously 
labeled with GFP (Wells et al., 2011) but this expression is downregulated at larval stages as 
is expression of the transcript mafba/valentino that specifically label CoPAs in the embryo (S. 




larvae since CoPA neurons have been visualized with intracellular dye filling at 4 - 5 dpf and 
revealed to have a similar pattern of activity as we have now shown during immature 
embryonic swimming (Higashijima et al., 2004a). By 4 dpf, a population of ascending spinal 
commissural cells provides direct spinal input to the forebrain of zebrafish (Bernhardt et al., 
1990). If these neurons are CoPAs then these excitatory projections could recruit additional 
neurons for descending control of spinal motor circuits in response to touch-evoked stimuli 
and thus continue to play an important role in the activation of sensorimotor circuits. Very 
few investigations have been made of CoPAs in the zebrafish larva (or of the homologous dlc 
interneurons of xenopus beyond the tadpole stage) but these results underline the potential 
importance of these sensory interneurons in larval and adult somatosensory circuits. 
 
V.3.4. Future work 
 In order to better understand how the motor and sensory pathways connect it is of 
foremost importance to identify the embryonic corollary discharge interneuron in the 
zebrafish. The population of neurons responsible for the earliest glycinergic activity in the 
zebrafish spinal cord is currently unknown but evidence points to them being located in the 
rostral spinal cord and sending descending inputs to several spinal neurons including CoPAs 
(Pietri et al., 2009; Saint-Amant & Drapeau 2000, 2001). Retrograde rabies virus tracing is 
currently being adapted for use in the zebrafish nervous system and could be used to visualize 
the direct presynaptic partners of CoPAs. Single-cell labeling can be achieved by 
electroporating a CoPA with the viral genes necessary to cross the synapse (Wickersham et 
al., 2007), thus defining the microcircuit of this sensory interneuron. This technique should 
label many (if not all) ipsilateral RB sensory neurons (Easley-Neal et al., 2013) as well as the 
unidentified glycinergic interneurons that provide inhibitory corollary discharge that we 
predict are located in the rostral spinal cord (Moly et al., 2014).  
 Finally, our findings from Chapter 3 suggest that CoPAs express a unique α2* glycine 
receptor subunit but this remains to be confirmed molecularly. The transgenic CoPA-GFP line 
(Wells et al., 2011) would permit the use of fluorescence-activated cell sorting (FACS) to 
enrich for CoPAs for genomic and proteomic studies. It is otherwise difficult to show with in 




differ from the more standard α2 subunit in this variant. The α2* subunit has previously only 
been found in the neonatal rat spinal cord but the identity of the cells in which it is found is 
unknown (Kuhse et al., 1990). Our findings suggest that the expression of this particular 
glycine receptor with its slow kinetics provides a post-synaptic specialization that allows a 
generic glycinergic corollary discharge signal to specifically gate the somatosensory pathway. 
It would be worthwhile to search for a parallel in the rat by finding the spinal neurons that 
express this particular glycine receptor. Performing comparative studies of spinal circuits 
across vertebrates is an invaluable way to dissect the complexity of interactions between 
sensory and motor networks of the nervous system. 
 
V.4. STABILITY AND PLASTICITY OF SPINAL LOCOMOTOR CIRCUITS 
 In addition to defining the connectivity of locomotor circuits it is important to consider 
the different kinds of plasticity in the nervous system that can act over different spatial and 
temporal scales to modify the properties of cells within neural circuits. Although one 
generally thinks of cortical circuits as being the most “plastic” area of the nervous system, in 
Chapter 4 we explored how homeostatic plasticity might be important for the maintenance of 
locomotor circuits. Spinal locomotor circuits produce robust and highly stereotyped patterns 
of activity that underlie motor behaviors and remain remarkably consistent despite 
developmental growth and environmental changes. Here we will discuss the mechanisms that 
appear to contribute to the stability of locomotor networks during development and explore 
the role of spontaneous activity in network maintenance. 
 
V.4.1. Synaptic scaling 
 Over the last two decades, a great number of studies have sought to study homeostatic 
synaptic plasticity in a variety of brain regions and animal models (for excellent reviews see 
Davis, 2013; Turrigiano, 2011, 2012). Although much of the initial work was carried out in 
vitro, many investigations are now being made into homeostatic synaptic plasticity in vivo and 
with a focus on understanding how changes at the cellular level translate to network and/or 




 In our work described in Chapter 4, we attempted to describe the link between changes 
in synaptic strength and behavior in the developing zebrafish through chronic manipulations 
of network activity that we hypothesized would induce homeostatic compensation. Our study 
found that excitatory (AMPAergic) but not glycinergic synaptic strength was increased 
approximately 25% following a chronic reduction in network activity in vivo, showing for the 
first time that synaptic scaling could be elicited in the zebrafish nervous system. However, 
when we mimicked an acute 25% increase in synaptic strength by using an AMPA receptor 
agonist this increase in excitatory synaptic strength failed to produce a noticeable effect on 
larval swimming behavior. This and other investigations of homeostatic plasticity from the 
embryonic chick spinal cord show that although excitatory synapses onto spinal motoneurons 
scale up following a chronic reduction in network activity the physiological role of synaptic 
scaling at this age remains unclear because it does not appear to be responsible for restoring 
normal activity levels (Wilhelm & Wenner, 2008; Wilhelm et al., 2009).  
 Our results suggest that in the developing zebrafish spinal cord, synaptic scaling does 
not maintain the patterning of locomotor activity. Instead, we propose that the zebrafish 
locomotor CPG network remains stable because it follows an intrinsic developmental program 
that is not very susceptible to homeostatic plasticity mechanisms at this age. It has been 
proposed that homeostatic signaling might be restricted during development in order to allow 
major activity-dependent modulation of neural function to take effect (Davis, 2006) and 
several studies have shown that homeostatic mechanisms may be up- or down-regulated in 
different areas of the nervous system during activity-dependent critical periods (reviewed by 
Turrigiano & Nelson, 2004). Perhaps synaptic scaling plays a larger role later in motor 
development once stable connectivity has been established and the locomotor CPG becomes 
more dependent on sensory feedback and descending inputs.  
 We also investigated potential changes in glycinergic synaptic strength that might 
parallel changes at excitatory synapses because the balance between excitation and inhibition 
can have a major impact on ongoing activity and thus glycinergic and glutamatergic synapses 
might be regulated in parallel following chronic changes in network activity. Our results 
showed no synaptic scaling at glycinergic synapses however changes in glycinergic signaling 




and can be functionally excitatory or inhibitory depending on different cellular parameters 
(Ben-Ari, 2002). Studies from the chick embryo show that GABAergic synapse strength 
scales up following GABAA receptor blockade and this result is believed to be homeostatic 
and compensatory because GABA is depolarizing and excitatory at this stage (Wenner, 2014). 
In the zebrafish, the role of depolarizing glycine on motoneuron activity is not well 
understood but it does not appear to drive action potential firing in motoneurons (Saint-Amant 
& Drapeau, 2000, 2001). Excitatory glutamatergic synapses may therefore be the primary 
locus of homeostatic plasticity at this developmental stage. 
 
V.4.2. Intrinsic plasticity 
 Rhythmic behaviors such as swimming are generated by locomotor circuits whose 
output is determined not only by the synaptic strength of connections between CPG neurons 
but also by their intrinsic firing properties. The combination of ionic currents expressed by 
each neuron determines its intrinsic properties but is subject to ongoing modifications that can 
alter cellular excitability much like changes in the number of post-synaptic receptors can alter 
synaptic strength. However, intrinsic plasticity mechanisms (reviewed by Zhang & Linden, 
2003) have been far less studied than mechanisms relating to changes in synaptic plasticity 
such as homeostatic synaptic scaling. 
 Our work in Chapter 4 identified a non-significant trend towards increased excitability 
of spinal motoneurons following chronic activity reduction but we did not investigate short-
term (< 2 day) changes in their intrinsic properties. In the chick locomotor CPG, embryonic 
motoneurons show compensatory changes in cellular excitability that occur in parallel with 
the recovery of embryonic motor activity and precede changes in synaptic strength (Wilhelm 
& Wenner, 2008; Wilhelm et al., 2009). These studies found that intrinsic homeostatic 
changes were evident after just 12 hours of chronic activity reduction by GABAA blockade 
but were returning to baseline levels by 48 hours of treatment, at which point synaptic scaling 
of both GABAergic and AMPAergic synapses had occurred. It is possible that homeostatic 
intrinsic and synaptic plasticity mechanisms are dynamic processes that follow different time 
courses and thus require more frequent observations from the onset of activity perturbations. 




 There are many possible combinations of intrinsic and synaptic properties of neurons 
in a circuit that can give rise to a certain motor pattern (Prinz et al., 2004; Goaillard et al., 
2009; Grashow et al., 2010) therefore neural networks including motor CPGs may maximize 
this flexibility of neurons by changing several parameters to keep overall activity consistent 
(Marder & Goaillard, 2006). In the invertebrate motor CPG, neuromodulators such as 
dopamine and serotonin play a key role in the recovery of rhythmic activity following 
network perturbation by signaling through metabotropic receptors to control the homeostatic 
transcription of ion channels (Khorkova and Golowasch, 2007; Temporal et al., 2011). In the 
developing embryo, synaptic rather than intrinsic plasticity mechanisms might dominate due 
to a developmental delay in the appearance of neuromodulatory circuits. For example, 
serotonergic neurons begin appearing in the zebrafish hindbrain and spinal cord around 2 dpf 
but do not appear to play a functional role in modulating network activity until 4 dpf (Brustein 
et al., 2003). Further research describing the development and function of neuromodulation in 
vertebrate locomotor circuits will help us understand how these pathways might be employed 
for homeostatic changes in intrinsic properties to maximize the stability of patterned output. 
 
V.4.3. Developmental role of spontaneous activity in locomotor circuits 
Our results in Chapter 4 suggest that the patterning of the zebrafish locomotor CPG is 
largely hard-wired early in development. In support of this idea, others have observed that 
zebrafish and xenopus larvae raised in anaesthetic are able to swim upon washout of the drug 
although certain defects were apparent in this behavior (Haverkamp and Oppenheim, 1986; 
Saint-Amant & Drapeau, 1998). Genetic cues appear to be sufficient to establish a rough 
locomotor circuit during development but it seems that activity is nonetheless important for 
fine-tuning this circuit. Spontaneous activity may therefore provide important signals for 
activity-dependent developmental processes. 
 Several studies have shown that spontaneous movements are important for the proper 
development of muscles and joints and there is extensive evidence to suggest that spontaneous 
neuronal activity is important for fundamental features of network development, including the 
survival, proliferation and differentation of neurons as well as axonal pathfinding, 




et al., 1998; Kirkby et al., 2013) including the change in intracellular chloride concentration 
that mediates a shift from post-synaptic depolarization to hyperpolarization (Fiumelli & 
Woodin, 2007).  
Compensatory homeostatic mechanisms may not be able to fully recapitulate 
endogenous patterns of spontaneous activity. A study in which Drosophila motoneurons were 
driven to fire synchronously rather than following their natural spontaneous activity patterns 
caused developmental delays in the onset of motor behaviors, suggesting that precise patterns 
of activity are required for network development (Crisp et al., 2011). This is supported by 
findings in the chick embryo where innervation of muscles by motorneurons was disrupted 
following spontaneous activity blockade but rescued by mimicking endogenous patterns of 
motoneuron activation in the chick embryo with optogenetics (Hanson & Landmesser, 2004; 
Kastanenka & Landmesser, 2010). Recent work in the zebrafish embryo showed that 
chronically inhibiting spinal motoneuron activity from 18 - 19 hpf caused significant delays in 
the development of coordinated activity patterns important for motor behaviors (Warp et al., 
2012). These results suggest that endogenous patterns of spontaneous activity play an 
essential role in guiding the formation and maturation of motor networks. The extent to which 
homeostatic mechanisms can compensate for changes in spontaneous activity during 
development is likely to vary considerably depending on the type of activity perturbation and 
the compensatory mechanisms available at that developmental stage. 
 
V.4.4. Future work 
 Perturbing network activity globally may activate a number of synaptic, cellular 
and/or network-wide compensatory mechanisms and thus it becomes difficult to interpret 
these experimental results. In contrast to global pharmacological perturbations of activity, a 
more experimentally tractable and developmentally relevant situation would be a selective 
reduction in synaptic activity in a subset of neurons. We have shown the zebrafish to be a 
useful model for investigating homeostatic plasticity at the cellular and organismal level and 
many genetic techniques are now available with which to selectively target and manipulate 
the activity of neural subpopulations. Optogenetic tools can be used over short timescales 




(Warp et al., 2012) while the expression of neural toxins such as tetanus toxin can produce an 
irreversible blockade of chemical neurotransmission throughout development (Asakawa et al., 
2008) or starting at later time points under the control of an inducible promoter (Gerety et al., 
2013). 
 Our results from Chapters 2 and 3 have described the roles of CiD and CoPA 
interneurons in embryonic locomotor behaviors. Understanding their function in the network 
under physiological conditions allows us to make better predictions about the type of 
homeostatic plasticity mechanisms that might be used to recover their activity. For example, if 
the firing of CiDs is chronically reduced in the embryo, we would predict that the strength of 
their synapses onto motoneurons would increase (scale up) in order to counteract this 
reduction in activity. Knowing that electrical networks are also present at this time we might 
also predict that the strength of electrical synapses between these neurons might increase, for 
example by adding more connexin proteins to form gap junctions. This type of response has 
been observed in the circuits that mediate spontaneous retinal waves mammalian embryos. 
Retinal waves are initially driven by gap junctions then taken over by cholinergic 
neurotransmission during the first postnatal week, but if cholinergic signaling is blocked 
genetically or pharmacologically gap junctions continue to drive retinal waves postnatally 
(Stacy et al., 2005; Sun et al., 2008). The mechanisms underlying this compensation are not 
yet known but may be well suited to investigation in the developing zebrafish spinal cord.  
 
V.5. OUTLOOKS FOR THE STUDY OF LOCOMOTOR CIRCUITS  
 A long and fruitful history of work in model organisms has paved the way for much of 
our current understanding of spinal locomotor circuits. Systematic anatomical and 
electrophysiological surveys of spinal neuronal classes, whether by dye-filled patch clamp 
recordings or targeted genetic approaches, have laid an important foundation for 
understanding the development and organization of the spinal cord. In the field of systems 
neuroscience, however, the goal is to understand the integrated activity of neural circuits and 
this is the driving force for modern research in locomotion. This section will discuss some of 
the most recently developed approaches to dissect vertebrate locomotor circuits, in particular 





V.5.1. Genetic tools for visualizing and manipulating network activity 
The ever-improving genetic toolbox has been a major part of recent advances in 
understanding locomotor circuits. Functional calcium imaging of neuronal activity has been 
around for decades but the development of genetically-encoded calcium indicators such as 
GCaMP in the nervous system has revolutionized neuroscience because this tool allows for 
the non-invasive observation of the activity of entire populations of genetically-defined 
neurons (Portugues et al., 2013). Functional imaging techniques can complement detailed but 
low-throughput electrophysiological studies with larger-scale activity maps and have been 
employed in countless studies and model organisms. Recently, researchers have developed 
techniques to perform whole-brain calcium imaging with single cell resolution in the 
behaving larval zebrafish to dissect the neural circuits mediating motor control and learning 
(Ahrens et al., 2012). Fluorescent reporters of glutamate binding (iGluSnFr; Marvin et al., 
2013) and of intracellular chloride concentration (Clomeleon; Kuner & Augustine, 2000) can 
also be used to visualize the activity of excitatory and inhibitory neurotransmission, 
respectively. The expression of Clomeleon in spinal motoneurons and interneurons in the 
chick embryo was recently used to show that the homeostatic synaptic scaling induced by 
chronic GABAA receptor blockade was due to an increase in intracellular chloride levels 
(Lindsly et al., 2014).  
 Optogenetic switches make it possible to turn neuron activity either on or off and can 
be used to assess the sufficiency and necessity of certain neural populations for behavior 
(Portugues et al., 2013). The activation of hindbrain CiD interneurons with channelrhodopsin, 
a light-gated cation channel, triggers swimming behavior in zebrafish larvae (Eklöf-Ljunggren 
et al., 2014; Kimura et al., 2013), providing strong evidence that this cell is a key excitatory 
interneuron in the zebrafish locomotor CPG. A light-gated iontotropic glutamate receptor, 
LiGluR (Svobota et al., 2007; Volgraf et al., 2005), can also be used to activate neurons and 
was used to identify a novel role of the Kolmer-Agduhr spinal neuron for triggering slow 
swimming in the zebrafish larvae (Wyart et al., 2009). Both light-gated chloride 
(halorhodopsin) and proton (archaeorhodopsin) pumps can be use to reversibly silence 




zebrafish that are necessary for initiating swimming (Arrenberg et al., 2009; Kimura et al., 
2013) or for generating eye saccades (Schoonheim et al., 2010).  
 The expression of transgenes coding for neuronal toxins such as tetanus toxin can also 
be used to block neurotransmitter release albeit without the fine temporal resolution and 
reversibility of optogenetic techniques (Asakawa et al., 2008). Efficient genetic strategies 
such as CRISPRS for targeted gene editing have made it possible to induce a gene knockout, 
mutation, or overexpression in a targeted neuronal type in order to investigate changes in 
circuit function (Kimura et al., 2014). These latter genetic techniques may be particularly 
useful for examining the developmental role of neuronal activity whereas optogenetics tools 
have fine spatiotemporal control and can be adapted for a wide variety of experiments.   
 
V.5.2. Anatomical studies of the "connectome" 
A diagram of connectivity of the entire nervous system, referred to as a "connectome," 
is a goal currently being pursued by many neuroscientists (Kleinfeld et al., 2011). The 
synaptic connectivity of local circuits is being investigated at extremely high resolution using 
serial section or block-face electron microscopy techniques to reconstruct the anatomy of 
small but complex pieces of nervous system tissues, for example the Drosophila brain and a 
mouse cortical column (reviewed by Plaza et al., 2014). The field of connectomics is growing 
tremendously but is hindered by time- and labor-intensive data analysis, therefore the small 
size of model organisms such as Drosophila and zebrafish provide an advantage. As data 
collection and analysis improves, mapping the connectome may become a standardized tool 
for investigating neural circuits including those of the spinal cord. However, many researchers 
view the field of connectomics as useful but far from sufficient to understand circuit function 
- in other words " a necessary beginning, but not in itself an answer" (Marder, 2012). The 
complete connectome of adult C. elegans has been reconstructed from serial-section electron 
microscopy (Varshney et al., 2011; White et al., 1986) yet even this "simple" nervous system 
diagram containing just 302 neurons has not greatly advanced our understanding of circuit 
function (Bargmann, 2012).  
The anatomical labeling of microcircuits using rabies virus techniques is likely of 




restricted presynaptic partners of a single neuron of interest can be labeled with fluorescent 
proteins (Wickersham et al., 2007) or even made to express useful optogenetic tools for 
observing or controlling activity or constructs to manipulate gene expression (Osakada et al., 
2011), thus allowing researchers to study both structure and function. This transsynaptic 
rabies virus technique has been used in several studies to characterize the interneurons that 
contact the motoneurons of defined muscles in the mammalian spinal cord (Dougherty et al., 
2013; Stepien et al., 2010; Tripodi et al., 2011). An intersectional approach to label neurons 
presynaptic to both motoneurons and the cerebellum revealed interneurons that are likely to 
provide an efferent copy of the motor command (corollary discharge) to higher brain centers 
and therefore play a key role in motor control in the mouse (Pivetta et al., 2014). It is also 
possible to label the postsynaptic partners of sensory neurons using a similar rabies virus 
technique (Zampieri et al., 2014). The study of microcircuits using these techniques is 
currently being adapted for use in other model organisms including the zebrafish and will no 
doubt be a powerful tool for future studies of the anatomy and function of locomotor circuits 
across species. 
 
V.5.3. Computer modeling and bioengineering of integrated circuits 
Finally, it is important to consider the work being done to create an integrated model 
of locomotor function within the field of computational neuroscience. By feeding 
experimental data from neurobiology into biophysical models, testable predictions arise that 
can be addressed with further experimentation, creating a feedback loop that serves to validate 
and refine a model (Prinz, 2006). Anatomical and physiological data from experimental 
studies have been used to generate realistic models of many locomotor CPGs (reviewed by 
Ijspeert, 2008) including the larval zebrafish (Hill et al., 2005; Kuo & Eliasmith, 2005; 
Knudsen et al., 2006). This approach can help reveal how network patterns emerge from the 
properties of individual elements (neurons), for example that motor patterning appears to be 
extremely stable across a large range of synaptic strengths in the locomotor CPG (Kuo & 
Eliasmith, 2005). Computer modeling is also crucial for linking the activity of neural 




circuit against recorded locomotor patterns from an animal and to change model parameters to 
better fit the biological data (Ijspeert, 2008). 
Modern robotics engineering is a fast growing field that has made much practical use 
of locomotor CPG research but like computer modeling has also revealed major gaps in our 
understanding of these circuits. For example, it is relatively straightforward to have prosthetic 
limbs that are controlled by a patient’s motor cortex but it remains difficult to send 
somatosensory feedback from the limb to the nervous system (Bensmaia & Miller, 2014). A 
field known as biorobotics aims to construct biomimetic robots that recapitulate the known 
locomotor patterns of animals and their corresponding sensorimotor skills. These biorobots 
can be used to test hypotheses about circuit function under different environmental conditions 
similar to computer modeling while also informing biomechanical design, thus benefitting 
both fundamental biology and bioengineering (Ijspeert, 2014). Biorobots will be an important 
step towards understanding human locomotion much in the same way that experimental 
research in model organisms has greatly advanced our understanding of the mammalian 
nervous system.  
 
V.5.4. Final thoughts 
 In this thesis I have outlined how model organisms have advanced the study of the 
neural control of locomotion and presented novel findings from the zebrafish embryo that 
contribute to our understanding of developing locomotor networks. Despite the knowledge 
and experimental tools we have with which to dissect neural circuits in the zebrafish it is clear 
that even these relatively "simple" embryonic circuits are still very complex and difficult to 
understand. Furthermore, different species are likely to use both shared and specialized 
strategies for locomotor control that reflect their ecological niche. Multidisciplinary 
approaches in a wide variety of model organisms will be needed to reach even our modest 
goal of understanding the developing spinal locomotor network.  
 Our work here has been presented primarily in the context of spinal circuits and motor 
behaviors but may nonetheless shed light on the mechanisms and strategies of developing 
neural circuits for higher-order cognition. In his excellent essay in which he poses the 




"when it comes to computation, integrative principles or to 'cognitive' issues such as 
perception, ...most neuroscientists act as if King Cortex appeared one bright morning out of 
nowhere, leaving in the mud a zoo of robotic critters, prisoners of their flawed designs and 
obviously incapable of perception, feeling, pain, sleep, emotions, to name but a few of their 
deficiencies. How nineteenth century!" (van Hemmen & Sejnowski, 2006). Many researchers 
have identified significant parallels between vertebrate spinal cord and brainstem CPG 
circuits and neocortical circuits that suggest a highly similar underlying organization and 
function (Llinás, 2002; Yuste et al., 2005). Our investigations of embryonic zebrafish 
locomotor networks may therefore provide unexpected insights into the nature of neural 
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