ABSTRACT Finding an optimal node deployment strategy in wireless sensor networks (WSNs) that would reduce cost, be robust to node failures, reduce computation, and communication overhead, and guarantee a high level of coverage along with network connectivity is a difficult problem. In fact, sensing coverage and network connectivity are two of the most fundamental problems in WSNs as they can directly impact the network lifetime and operation. In this paper, we consider deriving optimal conditions for connectivity with coverage in WSNs. Most versions of this problem are (NP-complete), while approximation algorithms cannot be developed for some versions of polynomial time, unless P = NP. Hence, we also develop a heuristic for some versions of the problem and the efficacy of the heuristic will be evaluated through extensive simulations. We are also interested in determining the probability of finding a path between a given pair of nodes over a given topology of WSNs. This will serve as a measure of connectivity with coverage of the network. Hence, we derive necessary and sufficient conditions for connectivity with coverage over a clustered structure in WSNs. Then, employing queuing networks modeling techniques, we present a dynamic programming study of the connectivity with coverage of clustered structure and its effect on routing in generalized WSNs. The performance evaluation of the proposed schemes shows that availability of nodes, sensor node coverage, and the connectivity were sufficiently enhanced to maximize network lifetime.
I. INTRODUCTION
Wireless Sensor networks (WSNs) is a collection of sensor nodes whose basic functionality is to monitor the region in which they are deployed [1] . The main challenge problem in WSNs is, how to design protocols that would minimize energy consumption and prolong the network lifetime with required connected coverage (see Figure 1 ). These networks have been extensively used for monitoring of various physical or environmental conditions [2] . Sensor deployment can either be deterministic or random. In deterministic deployment, coverage can be maximized as a result of optimal placement of sensor nodes. Random deployments are preferred when the region information is not known apriori. When sensor nodes are randomly deployed, few objects in the region may be densely covered and few may be sparsely covered. Full connectivity is one of the conditions for reliable data transmission in WSNs due to its multi-hop nature of communication. A network is considered as fully connected if every pair of nodes is able to communication and exchange information with each other. This communication can be direct or through other nodes Since connectivity is an imperative function. Cooperative transmission and use of directional antennas are two of the most popular techniques for extending the transmission range [1] .
A WSN can be structured or unstructured network [4] . An unstructured WSN is one that is deployed randomly into the sensor field given a dense sensors area. Hence, issues such as detecting failures and connectivity management becomes more complex [2] . Connectivity scales the adequacy with which the nodes are able to communicate [2] . On the other hand, Coverage problem can be classified as either area coverage problem or target coverage problem. In the Area coverage problem, the objective is to gather information about an entire area of interest. On the other hand, the target coverage problem concerns about monitoring a set of specific locations in the region [5] . In literature, three types of coverage have been defined by [5] , namely, blanket coverage, barrier coverage, and sweep coverage. The blanket coverage seeks to achieve a fixed arrangement of sensor nodes in the sensing field in order to maximizing the detection rate of targets. The same applies to Barrier coverage with difference to minimize the probability of undetected penetration through the barrier.
This research consider the type of average called blanket coverage, where optimal area coverage is achieved according to the needs of the underlying applications. We define the degree of coverage at a particular point in the sensing field as the number of sensors whose sensing range cover that point. Practically, the degree of coverage in the sensing field required by applications varies depending on several factors. For example, a region should be covered by more than one node in a military surveillance application so that if some nodes cease to function, others will still provide coverage to prevent security compromise. Conversely, some environmental monitoring applications such as monitoring room temperature, might require a low degree of coverage. Other applications, such as network intruder detection, demand dynamic configuration of degree of coverage so that different regions will have different degree of coverage. When an intrusion is detected, the network will dynamically configure itself to increase the degree of coverage at possible locations for better resilience to node failures. As such, different applications have different coverage requirements as part of deployment strategies.
The coverage problems seen in literature evolved in three stages, namely, simple coverage, k-coverage and Q-coverage [6] . With simple coverage, each target should be monitored by at least one sensor node. However, simple coverage was not sufficient for compensating node failures or in case of monitoring with greater accuracy. This paved the way for k-coverage, where each target has to be monitored by at least k sensor nodes, where k is a predefined integer constant. However, k-coverage problem seems unfit for applications where targets need not essentially be monitored by exactly the same number of sensor nodes. This leads to Q-coverage, where a set of n targets denoted by T = T 1 , T 2 , . . . , T n should be monitored by number of sensor nodes denoted by Q = q 1 , q 2 , . . . , q n such that target T j is monitored by at least q j number of sensor nodes, where n is the number of targets and 1 ≤ j ≤ n. The coverage requirement depends on the application. Some applications require complete coverage at all times, whereas the coverage requirement can slightly be compromised for some other applications [7] . As such, it is imperative to look into the connectivity aspect of WSNs together with issues of coverage [8] .
Note that Connectivity depends on the random distribution of nodes [6] . M -connectivity implies that each node is connected to at least M other sensor nodes in the same region. Figure 2 (a) shows a sample random deployment where there are 3 targets T 1 , T 2 , T 3 and 5 sensor nodes S1, S 2 , S 3 , S 4 , S 5 to monitor the targets. All the targets are completely covered in the given deployment and it does not consider connectivity. Figure 2 (b) shows a deployment where there are three sensor nodes S 1 , S 2 , S 3 to monitor two targets T 1 , T 2 . Here each sensor node has a sensing range s r and a communication range c r . For non-connected simple coverage to be satisfied, it is sufficient if S1 and S3 are activated. However, for connected coverage, in addition to S1 and S 3 , S 2 should also be activated since S 2 connects S 1 and S 3 . These unique requirements of have given rise to a variety of optimization problems.
Generally, random deployment includes a large population of sensor nodes, and scheduling is a frequently used method to conserve energy [9] as well as maintaining partial coverage [10] . Only minimum number of sensor nodes is activated to satisfy the coverage requirement and the remaining nodes are set to sleep for conserving energy. Hence these algorithmic and heuristic based scheduling methods can enhance the WSN lifetime. However, if more nodes are left to sleep, the WSN may be disconnected. This will affect data communication and transmission. Compared to non-connected coverage, some extra nodes might have to be turned on to keep the network connected for satisfying connected coverage. Thus the network lifetime can be augmented by scheduling sensor nodes such that only a subset of sensor nodes that meets the coverage and connectivity requirement needs to be active at a time.
This paper addresses fundamental aspects of the optimization problems in the deployment of WSNs with emphasis on the coverage and connectivity issues. In this paper, we assume sensors nodes are not deterministically deployed. Hence there is no provision of using an optimal deployment method to maintain both connectivity and coverage. Optimal deployment patterns are used for deterministic deployment of sensor nodes to address area coverage or k-coverage of targets along with connectivity. In this work, since sensor nodes are dense and randomly deployed, the best way to prolong network lifetime is by scheduling the nodes such that the required level of coverage and connectivity is achieved with minimum number of sensor nodes. In the following section, we survey related work followed by brief descriptions of the problem of interest and our contributions.
II. RELATED WORK
In this section, we survey related work on the connected coverage problem in WSNs. The issues of deployment, Coverage, and connectivity has been studied thoroughly throughout the recent decade.
Several researchers have addressed target coverage problem without considering connectivity. Simple coverage problem has been addressed in [5] , [11] , and [12] . k-coverage problem has been addressed in 4], [13] , and [14] . Q-coverage problem has been addressed in [6] , [12] , [14] , and [18] . None of these address the connected coverage problem. Zhou et al. [19] present a centralized approximation algorithm and a distributed version of the algorithm to solve connected k-coverage problem efficiently varies with number of running queries. Lu et al. [20] generalize the round of sleep and active cycle by adjusting sensing range to maximize total number of rounds and present a distributed heuristic where some generic connectivity condition can be used even when the transmission range much less than the sensing range. It deals with the case of scheduling sensors activity by self configuring sensing ranges, in the environment where both discrete target coverage and network connectivity are satisfied. Gupta et al. [16] design and analyze algorithms for self-organization of a sensor network into an optimal logical topology and near-optimal one. Zhao and Gurusamy [17] consider the Connected Target Coverage (CTC) problem so that sensors are scheduled into multiple sets to maintain both target coverage and connectivity among sensors and the sink. A faster heuristic algorithm was also presented. Another recent work that is intended for maximizing WSN lifetime through energy balancing was presented in [21] .
Some works propose deployment patterns such that the region of interest could be monitored with the required level of coverage and the network being connected. Some of these also aim at minimizing the number of sensor nodes that need to be placed. This is applicable only in the case of deterministic deployment. Bai et al. [18] investigated the problem of finding an optimal deployment pattern that achieves VOLUME 5, 2017 four connectivity levels with full coverage. Wang et al. [22] consider the sensing field as an arbitrary-shaped region possibly with obstacles. The sensing field is partitioned into smaller sub-regions based on the shape of the field, and then sensors are deployed in these subregions such that the area is covered and connectivity is ensured. The number of sensors deployed is minimized using this approach. Ammari and Das [23] compute the minimum sensor spatial density necessary for complete k-coverage of a sensor field with tighter bound on network connectivity of k-covered WSNs.
Han et al. [24] investigate problems related to connected coverage in directional sensor networks where sensors only sense directionally and have a sector-like sensing range. Deployment patterns are proposed such that the location points/area is covered and forms a connected network. This also uses minimum number of directional sensors to form a connected network to cover a set of point locations and the entire target sensing area, respectively. Gao and Zou [25] show that deployment of mobile nodes (Mules) improves the coverage and connectivity. The work in [16] and [26] also addresses the problem of optimal node placement for ensuring connected coverage in sensor networks and propose two scenarios. The first scenario requires a complete area to be provided with connected coverage and the second scenario needs a given set of points in the region to be covered and connected. A recent work on k-Connectivity in Random K-Out Graphs Intersecting was presented in [27] . This theory can be helpful in addressing more complex issues related to partial connectivity in WSNs.
In [28] the authors have proposed data gathering protocol in order to provide optimal coverage and connectivity in the sensor networks. This protocol makes use of sleep scheduling algorithm in order to decrease the utilization of energy by turning on and off communication channels. It does not use any type of geographical information. The comparison of this protocol was done with another similar kind of protocol and the results have shown that it consumes less energy as compared to its competitor protocol. Now days because of the wide range of applications of wireless sensor networks, the sensor nodes have provide continuous monitoring and seamless communication for prolonged period of time and in order to do that the nodes have to make efficient and correct decisions. One of the most common protocols to achieve energy efficiency is Low Energy Adaptive Clustering Hierarchy (LEACH). In [29] the authors have proposed a new and efficient methodology for selecting cluster head. Unlike LEACH and other protocols the selection of cluster head in this new protocol is based on two factors, namely, 1) the remaining energy of a node 2) number of times a node was selected as cluster head. This new approach increases the connectivity of sensor networks by increasing the lifetime.
In [30] the authors have proposed heuristic algorithm that provides connectivity and coverage with minimum number of nodes and it also maintains connectivity if some of the random sensor node stops working. There were two techniques used in heuristic algorithm (USP & UTSP) which resulted in two versions of algorithm. The algorithm was tested an verified for over 15 random sets of sensors nodes and the results have proved that the algorithm successfully catered the problem of coverage and connectivity to an acceptable level. Mahmud and Fethi have proposed an iterative solution for coverage and connectivity problems in WSNs in [31] . The idea behind this approach is to reduce the number of sensor nodes in a particular area while still maintaining coverage and connectivity.
A very important issues with dense deployment of sensor nodes is conserving energy while maintain coverage and connectivity. In [32] the authors have proposed a routing protocol known as (demand-based coverage & connectivity) in order to address random and dense deployment of sensor nodes. The idea behind this protocol is to use a probabilistic approach to calculate and minimize the sensing range of sensors and it uses a sleep scheduling protocol to switch on and off the communication radios which results in saving the energy. This work in similar to the work done by Vaisakha and Dharmendra in [28] . The results show that the network lifetime was prolonged with less energy consumption and without affecting the connectivity or coverage of network.
In [33] the authors have worked on achieving two goals. First one is to deploy the sensors in such a way that the network lifetime is theoretically maximum. The second objective was to maximize the lifetime with required coverage level by scheduling the sensor nodes. The authors have used artificial bee colony algorithm and swarm optimization to solve the issue of sensor deployment and they have used heuristic based approach for scheduling to achieve the second objective.
Du, Lui and Guo in [34] have proposed a novel k-discrete coverage model whose goal is to maximize the network lifetime while at the same time achieving the k-discrete barrier coverage. The authors have proposed a scheduling algorithm called (KLCML) which aggregates the redeployment method and sleep scheduling method for increasing the network lifetime to a great extent as compared to the other existing algorithms. Connectivity and coverage are the two most basic problems in sensor networks which can greatly impact the performance of sensor networks. These two problems have been explained from three aspects, namely, 1) adjustable coverage radius 2) deployment strategy 3) sleep scheduling technique. The authors have done a survey on both static and dynamic deployment strategies. The static deployment strategies include efficient coverage area, k-coverage and path coverage whereas the dynamic coverage includes virtual force, graph based and repair polices of coverage [35] . A connectivity-aware method for relay node placement was suggested in [36] . Another protocol that handles connectivity in Star Topology WSNs was presented in [37] .
Some techniques have been proposed to improve the connectivity by extending the transmission range of sensors. These techniques include cooperative transmission [25] , [38] , [39] , and the application of directional antennas [40] , [41] . Yet another dimension of difficulty is added to the coverage and connectivity problem of sensor network while one considers a network formed of mobile nodes. One key example of such a network of sensors is the present day airborne network. In airborne networks, the aircrafts, UAVs and satellites comprise the mobile base stations (or nodes) that gather information in a three dimensional space. Here the coverage model is extended from a two dimensional perspective to a three dimensional terrain where the coverage of each sensor nodes is assumed to be a sphere of radius equal to the sensing range with the mobile sensor node being the center of the sphere. This research also explores the problem of attaining coverage and connectivity for such a scenario of sensor network formed of mobile nodes in a three dimensional space.
Table (1) illustrates the different application scenarios for sensor network applications that were analyzed in this paper as well as the significant effect of the application on their lifetime. The applications vary from mission critical ones where there are strict demand to guarantee complete coverage throughout the lifetime of the sensor network to simple environment monitoring applications where a small number of alive nodes can achieve the goal [42] .
III. PAPER CONTRIBUTION
The joint problem of Coverage and Connectivity represent a measure of the quality of WSNs. The paper contribution can be summarized as follows: Necessary and sufficient conditions for connectivity with coverage are derived using a simple Virtual Grid Architecture (VGA). The proposed architecture proved that the number of sensor nodes required to provide coverage with connectivity is several folds less compared to work in literature. This will greatly impact the cost factor and resource management of wireless sensor network.
The paper presents closed queuing network model to calculate the steady-state performance of WSNs using convolution algorithms. Not much work has been done on determining connectivity in queuing wireless sensor networks. The proposed queuing network model is used to compute probabilities of connected coverage in WSNs using VGA clustering approach. The aim of using this approach was to determine the probability that a source and destination pair will remain connected and can communicate over the VGA. A dynamic programming solution has been proposed in this regard to find the probability of having a path between any source and destination nodes. Our solution is less complex than exhaustive search and it can also be used with random topologies.
The performance evaluation of our proposed solutions for random network scenarios using Sensoria Simulator [9] . It is clearly evident from the results of simulations that our proposed solutions offer maximized life time and is more efficient as compared to the optimal solution. Another method for WSN nodes coverage and connectivity based on random deployment was presented in [43] .
The rest of the paper is organized as follows. In Section IV, we define the Coverage with Connectivity Problem for WSNs. Section V explores optimal solution to the coverage problem for sensor networks over a virtual structure. In Section VI We have proposed a 3-D convolution algorithm that can approximate the optimal solution. In Section VII, a simple algorithm for HCCVGA (Heuristics for connected coverage) that increased the network lifetime and also satisfied the connectivity problem is presented. The efficacy of our solution techniques through extensive simulation and analyze the results is shown in Section VIII. Finally, we conclude the paper with a direction for future work in Section IX.
IV. PROBLEM FORMULATION
We assume random deployment of nodes which is mostly the case in regions which are not easily accessible. Binary sensing model is used which states that if the sensor node lies in the sensing region it will be detected with the probability of 1 else 0. We also considered that all the nodes have same initial battery power, sensing and communication range. Each node gathers data from the surroundings in which it is placed and this region is considered to be a circular disk whose radius is equal to the sensing range of a sensor. Combing together the regions of all sensor nodes represents the coverage area of whole wireless sensor network.
We define a cluster as a subset of sensor nodes which satisfies M -connectivity and required coverage level as was presented in [8] . We assume random deployment of sensor nodes, which is mostly used for inaccessible regions or in battlefield surveillance. We use binary sensing model, where if a target lies within the sensing region, it is always assumed to be detected with probability 1 otherwise with probability 0. It is also assumed in this paper that all sensor nodes start initially with the same battery power, have the same sensing and communication ranges.
Each sensor node collects information from the environment in which it is deployed. Usually this region is assumed to be a circular disk whose radius is equal to the sensing range of a sensor with the sensor being located at the center of the circle. The union of the sensing regions of all the deployed sensors leads to the formation of the entire coverage area for the sensor network. Two or more sensors are supposed to be connected, if the Euclidean distance between them is less than the transmission range of the sensors. The sensed information is transmitted via one or more hops consisting of connected sensors. The connectivity of the underlying network formed by the deployed sensors depicts a measure of the fault-tolerance of the sensor network. Coverage and Connectivity are together treated as a measure of the quality of service of a sensor network [26] , [44] . So a lot of emphasis is being given on maximizing coverage while maintaining network connectivity [17] , [45] . For the rest of the paper, several parameters will be used. To streamline our presentation, we summarize those parameters in Table (2). Let us consider the following definition: Definition Given a set of potential locations for placement of sensors Q = q 1 , ..., q n , transmission range r t , We define a sensor Communication Graph denoted by G = (V , F) such that a node v, v ∈ V corresponding to each location q i ∈ Q, there exists an edge (v i , v j ) ∈ F if the Euclidean distance between corresponding points q i and q j is less than r t .
Hence another key objective that needs our detailed attention is to ensure that the Sensor Communication graph for a given instance of the temperature sensitive coverage problem is connected.
It is expected that a higher sensing accuracy and network robustness is obtained in a network that has a higher degree of coverage. The model presented in this paper is based on this point. We assume a certain point in the sensing field p is covered (monitored) by a node v, if their Euclidean distance is less than the sensing range r s of node v, i.e., |pv| < r s . All points within the sensing range and satisfying the distance condition will form a sensing circle C(v) of node v except for any point p that lies directly on the sensing circle C(v) is assumed not covered by v. This assumption is intended to simplify the geometric analysis. On the other hand, we define a convex region A that contains at least one sensing circle as the region that has a coverage degree of k (i.e., being k-covered) if every location inside A is covered by at least k nodes.
The coverage configuration problem can be formulated as follows.
Definition MCKC problem: The M -Connected k-coverage problem defines a certain area that should be covered by at least k nodes. Formally, we assume m sensor nodes S 1 , S 2 , . . . , S m and a target set T = T 1 , T 2 , . . . , T n , generate a schedule,such that each target is covered by at least k sensor
Definition Network lifetime: is defined as the interval between the time when the network starts functioning and when the network dies. A WSN dies when it is not able to meet coverage and/or connectivity requirement and/or if it is deprived of sufficient battery power. We will use the network lifetime to measure the coverage with connectivity as per the following cases:
1) Network Lifetime Based on the Number of Alive Nodes: The network lifetime T n ends as soon as the nearest node to the basestation fails, thus
with T v being the lifetime of node v. T n is a very convenient definition for network lifetime that is independent of topology changes. 2) Network Lifetime Based on Sensor Coverage: There are two approaches to describe the degree of coverage redundancy that can be achieved by a given sensor network. The α-coverage requires that only a given percentage α, of the region of interest, is covered by at least one sensor. The second approach, k-coverage, requires that each point within the region of interest is covered by at least k sensors for better redundancy. However, both types of coverage definitions is not sufficient for most applications since there is no guarantee that the measured data can ever be transmitted to the base-station. 3) Network Lifetime Based on Connectivity: The lifetime is defined as the minimum time until either the percentage of alive nodes or the size of the largest connected component of the network drop below a specified threshold. While integrating connectivity in a network lifetime metric is certainly an appealing idea, connectivity towards a base station should be guaranteed as well. However, using numbers of transmitted packets as a measure of connectivity cannot be generalized across various networks, and may not directly indicate the absolute network lifetime. 4) Network Lifetime Based on Sensor Coverage and Connectivity: defined as the time when either the coverage or the connectivity drops below a predefined threshold. In this case, coverage is measured in terms of α-coverage as discussed before. Connectivity is measured in terms of the packet delivery ratio at the sink node.
5) Network Lifetime Based on dynamic configuration:
The lifetime of WSNs is linked to minimum of number of parameters to allow for flexible mappings of application requirements. Three parameters are used to indicate network loss of connectivity, loss of relative connectivity, and loss of critical connectivity. The first parameter, (0 ≤ t 1 ≤ 1) indicates the loss of connectivity in the network. This happens when the largest connected component of network graph at time t, denoted as G(t), drop below certain threshold. The second parameter, (0 ≤ t 2 ≤ 1), indicates how many nodes are still functional at time t. The third parameter, t 3 , states the loss of α-coverage which is the time it takes for the volume covered to drop below certain threshold α.
V. DERIVING CONDITIONS FOR CONNECTED COVERAGE IN WSNs
In this section, we derive necessary and sufficient conditions for the VGA to cover the network area as well as remain connected. We now prove necessary conditions for coverage (and hence, for coverage with connectivity. We follow the notations of [46] . We are concerned with sensor networks where sensor nodes are prone to failure. We focus on Virtual Grid Architecture (VGA) that was presented in [8] . VGA was proven to act as efficient virtual backbone for routing and communication in clustered WSNs.
Let the number of clusterhead (CH) sensor nodes in VGA be n arranged in a rectilinear fashion. Each CH sensor node (or simply CH) fails independently with probability 1-p(n) and is active with probability p(n). Each CH is able to detect events within some distance from it, called the sensing radius. A pair of CH nodes can communicate with each other if the distance between them is less than some specified value, called the transmission radius. In general, sensing radius is less than transmission radius. However, we let r(n) denote the transmission/sensing radius of a CH node. Thus, two active CH nodes can communicate directly with each other only if they are at a distance less than or equal to r(n) from each other. However, our results can easily be extended to the case where the sensing radius is different form the transmission radius.
Two important performance metrics for WSNs are connectivity and coverage.
• Connectivity of VGA: We say that VGA is connected if any active CH node can communicate with any other active CH node (possibly using other active CH nodes are relays).
• Coverage of VGA: The L × L square is said to be covered if every point in the square is within a distance r(n) of an active CH node.
In the literature, proofs of connectivity and coverage in WSNs were either dealing with two cases. First, random node placement such as in [44] or use percolation results for planar Poisson placement of nodes over an infinite plane such as in [5] and [12] . Our proofs are different from others (e.g. [46] ) in two aspects. first, other proofs are based on packing the unit square with circular bins, while VGA imposes packing the network area with disjoint squares which exactly fits the network square area. Second, our proofs provide the same necessary and sufficient conditions, while other proofs results in different bounds for necessary and sufficient conditions due to the extensive packing with overlapping circles in order to ensure coverage in the network area. Moreover, our VGA does not have the border effects which have been neglected in literature. We start by deriving necessary conditions for connectivity with coverage using VGA.
A. VGA CONNECTIVITY WITH COVERAGE: NECESSARY CONDITIONS
We now prove necessary conditions for coverage, and hence for coverage with connectivity). For simplicity, we normalize the network area to be unit square divided into smaller disjoint squares organized as grid.
Proposition 1: Consider the random grid network (VGA) with n nodes, with each node being active at time t with probability p(n). Let P s (n) be the probability that the sensor network covers the unit square. Then, we have
Proof: We divide the unit square area into disjoint squares of side length x such that x = r(n) 5 as was performed in VGA clustering (see Figure 3) . Thus, there are S = 5 r 2 (n) smaller squares, labeled as 1, . . . , S. We observe that a necessary condition for coverage of the unit square is that there should be at least one active CH node in each square and at the center of the square. To cover the unit square, P s (n) can also be defined as the probability that there is at least one active CH node in each square. Now, by construction, the squares are disjoint. Note that in each square of side length x, there are at most 5 r 2 (n) CH nodes (active or dead). Further, as each CH node is active with probability p(n), independent of any other CH node, it follows that where δ j means at least one node is active in square j.
for P s (n) → 1 as n → ∞ then we need to have
Let us define nr 2 p(n) = c log(n) n Then for n large enough, we have
Note that the bound derived here is large due to the condition on connectivity between two neighboring squares. If we have limited our condition for coverage to
, then the derived necessary condition for coverage will be different and it would be smaller. However, the sufficient condition for coverage with connectivity in our zoning process will be larger in our case as shown in the next section.
VI. MCKC IN WSNs: CLOSED QUEUING NETWORK MODELING APPROACH
Queuing theory is a powerful method that is commonly used for the analysis of various types of systems, in particular, those that exhibit stochastic behavior [13] . Closed queuing networks and related product-form models have played a major role in the performance analysis of computer networks. This paper utilizes the use of closed BCMP networks of queues where it is assumed that each station has an infinite number of servers. A BCMP network is a class of queuing network for which a product-form equilibrium distribution exists. These systems have the following characteristics. First, there are no arrivals from outside the network. Second, service times at nodes are independent and exponentially distributed. Finally, the probability that a customer who has completed service at node i will go next to node j is p ij (independent of the state of the system).
There have been a few number of papers in the literature that solved the connectivity problem in WSNs through simulation models. However, the problem of connectivity sensor networks that are modeled using the concept of network of queues has not been investigated. In the next section, we present a queueing network model that will be used to assess the probability of connected coverage in WSNs using the VGA clustering approach.
VII. THE QUEUEING MODEL FOR MCKC PROBLEM
We view the VGA structure as a single class (homogeneous) closed queueing network in which the set of zones (Z) are considered as the queues, while the set of mobile nodes (N ) are considered the customers. Mobile nodes arrive at and depart from different zones according to a certain random process. The objective is to find the probability that a given source/destination pair (s,d) will be able to communicate over VGA, i.e., there exists a route over VGA between the designated source/destination pair. A brute force approach to this problem is computationally infeasible since there are large number of possibilities for routing packets between the given (s,d) pair over an Z-zone network. We present a dynamic programming solution for finding the probability of success in locating a path between the given (s,d) pair over VGA. This solution can then be generalized to multiple class (heterogeneous) closed queueing network.
The algorithm has a complexity of O(Z 2 N), which is significantly less than O(Z N ) the complexity of exhaustive search. Moreover, our solution to the problem can be used in conjunction with arbitrary topologies. Note that the node distribution at different zones in the network is not independent. Hence, the node distribution and node mobility affect the network connectivity by inducing a strong correlation among link between different zones. This correlation is taken into account in our model by modifying the degree of correlation among zones in the model accordingly. For ease of reference, Table 3 shows the notations used in our model. Perhaps, the most basic requirement of a virtual topology is that it be connected. More precisely, we require that any two nodes that are connected in the physical network graph G are also connected in the virtual network graph T . We will restrict the movement of nodes to four directions (vertical and horizontal) although the solutions obtained here can be generalized to eight directions or more. Let P = [p ij ] be the routing matrix of the network, where p ij denotes the probability that a customer leaving zone i tries to enter zone j, 1 ≤ i, j ≤ Z. The arrival rate at zone i, denoted by λ i , i = 1, 2, . . . , Z of a single class closed queueing networks (SCCQN) is calculated by adding the arrival rate from all four neighboring zones, that is
The methodology we will use to solve for the probability of having a path between (s,d) follows these general steps:
1) Determine π .
2) From π, we can determine the probability that a certain zone is empty or not by finding the marginal probabilities. 3) Find the probability that a route exists between (s,d).
However, the number of possible routes, say R, between (s,d) is huge. Hence, we have two options: a) Use brute-force approach or exhaustive search (computationally expensive approach). b) Use probabilistic dynamic programming (DP) approach. The DP is probabilistic in the sense that at each stage, the decision on the next stage depends on a probability distribution. A route will exist if there is a series of zones between the source and destination nodes that are probabilistically not empty. However, finding the joint probability of having these zones empty is extremely difficult. Hence, the obtained solution is near optimal and can be made optimal with increased computational cost. The first step is to find the steady state probabilities, π = π (n 1 , n 2 , . . . , n N ) of having (s,d) connected. All other important performance measures can be derived form π 's. In particular, we can calculate the marginal probabilities as follows:
• Let π i (n) = probability that the ith zone has exactly n i = n nodes, which can be calculated as follows:
and,
• By having the marginal probabilities, we can further find the following measures. Let P e be the probability that zone i is empty, i.e., have no nodes in it. It can be calculated as follows:
• We can also find the mean number of nodes in zone i, denoted byn i . This can easily be calculated as follows:
Define Q((π ) =) to be the probability that state vector π produces a path between any (s,d) pair. The solution to the steady state probabilities of a closed queueing network has a product form solution of the form:
where the function f i (n i ) is defined as
and G Z (N ) is the normalization constant and by definition is given by,
Equation 13 can be characterized by finding the normalization constant, G Z (N ), using the convolution algorithm. The computation of G Z (N ) is carried out by iterating over the number of zones in the network and over the number of possible nodes at each zone. However, this algorithm works for single server queues and does not maintain a record for the number of nodes at each queue served so far. Hence, we present a three dimensional (3-D) convolution algorithm to compute the normalization constant G Z (N ). From the constant G Z (N ), we can derive the steady-state distribution π , according to the formula (13) and some average performance indices. Note that the direct computation of constant G Z (N ) based on formula (14) as a summation over all the feasible states of the network, takes an exponential time in the number of zones and mobile nodes of the network. We propose an algorithm that can approximate the optimal solution in the next section.
Traditional two dimensional convolution algorithm assumes a single server queues. In our model, we need to keep track of how many nodes are served so far. Hence, we need to consider a third dimension (c) to this algorithm, which is the number of nodes that have been served at a certain zone so far. Let us define an auxiliary function g(n, m, c) as follows:
can be computed using a sequence of iterations as follows:
+ ρ m g(n − 1, m, c − 1), c ≥ 1 (20) and the initial conditions are given by
The iterative relationship specified in Equations (16) together with the initial conditions given in Equations (21) give a simple algorithm for computing G Z (N ). A tabular representation of the algorithm is shown in Figure 4 , where the table has (N +1) rows and M columns and it is repeated in the third dimension for the value of c. The rows are numbered from 0 to N . The ith row corresponds to n=i nodes in the system, the jth column corresponds to the jth service zone, and the kth dimension corresponds to the case when zone j has encountered c mobile nodes so far. In Figure 4 , we show the order needed in the calculation of G Z (N ) when the third dimension c is used.
B. HEURISTIC APPROACH
In this section, we will introduce a heuristic, called Heuristic for connected coverage over VGA (HCCVGA) , that maximizes the network lifetime while maintaining the conditions of connected coverage problem in WSNs. The proposed heuristic deals with the general case of M -Connected k-coverage problem (MCKC problem) where a certain area should be covered by at least k nodes as defined in Section 3. The essence of HCCVGA is to generate a schedule for m nodes with T targets,such that each target is covered by at least k sensor nodes, 1 ≤ k ≤ m, each sensor node is connected to at least M other nodes, where 1 ≤ M ≤ m. An event happened in rounds t i , i = 1, .., y, such that the network lifetime y p=1 t p is maximized. The sensor nodes are randomly deployed to cover the area R with n targets T 1 , T 2 , . . . , T n where each node having sensing radius r s and transmission radius r t .
Recall that a sensor node S i , 1 ≤ i ≤ m, is said to cover a target T j , 1 ≤ j ≤ n, if the distance d(S i , T j ) between S i and T j is less than r s . The heuristic for the M -connected k-coverage problem is shown in the Figure below as Algorithm 1. The algorithm is simple and given a set of sensor nodes and target nodes, it will generate the cover set that satisfies the M connectivity constraint.
Initially, a cover is computed without looking into connectivity. We use a priority-based method to compute the covers. The priority of sensor nodes is calculated based on the remaining battery power. The more the remaining battery power of a sensor node, the higher the priority of the sensor node. In the order of priority, if any new sensor node contributes to coverage requirement, it will be added to the cover set. The cover may have nodes which need not be turned on for coverage condition to be satisfied. These nodes will be eliminated at this stage.
VIII. PERFORMANCE EVALUATION
In this section, we verify our solution in simulation by using Sensoria Simulator [9] . Sensoria is a powerful GUI based simulator dedicated for wireless sensor networks. The performance evaluation assumes random network scenarios in terms of energy efficiency and network lifetime. We use VGA based backbone to maintain connectivity, and integrate into it the network framework to maintain coverage. for simple coverage, k values 2, 3, 4 and Q values ranging from 1-3, 1-4, and 1-5. M is assumed to take an integer value in the range of 1 to 3. When k/Q requirement increases, the number of nodes that need to be turned on increases and since the number of nodes is large in each cover, there is a large possibility of the nodes being connected. This will leave the network lifetime unaffected when connectivity is also considered. An illustrative example of a generated graph in sensoria is presented in Figure 5 .
The network energy reserves were also monitored over time and as expected the energy consumption grows quickly as number of sensor nodes that die increases. Hence, longer routes will be used to communicate data back to basestation. Figure 6 shows the energy consumption rate as it evolves over time.
Average end-to-end delay is obtained over all surviving data packets from the sources to the destinations. This delay is defined in WSN context as is the ratio of sum of the delays of each packet received and number of packets received. The delay of the packet refers to the difference between the time at which the packet reached the final destination minus the origination time of the packet. Figure 7 shows the average end-to-end delay and its variability over time. As expected, since random paths were selected to deliver packets, the delay exhibits variable performance over time. Now, we turn our focus on the impact of varying the value of M . For simple coverage problem, when M increases, a slight decrease in network lifetime is observed (Figure 8 ). This is because only very few nodes need to be turned on for satisfying the coverage requirement. For making them M -connected, some other nodes will have to be turned on, bringing down the overall network lifetime. In case of higher k/Q coverage requirement, since more numbers of nodes need to be turned on, there are chances that these nodes will be M -connected as well. The figure also shows the network lifetime for M -connected k-coverage as number of sensor nodes increases.
When varying number of nodes, it is noted that for higher number of sensor nodes, network lifetime may or may not increase. The location of targets, location of sensors, and the k/Q values contribute to determining the network lifetime. When given a region with more sensor nodes, it need not be necessary that the network lifetime will be high. If the region has more idle sensor nodes, there are chances that the network lifetime may drop compared to a region with less number of sensor nodes where most of them are non idle. Figure 9 shows how network lifetime is affected for various values of sensor nodes and when k and M are varied.
The MCKC problem modeled in this paper strictly requires that all the target points to be monitored are covered by a subset of sensors. In addition, it requires that these points are connected to the sink node through a subset of sensor nodes. The objective is to maximize the network lifetime of such a WSN. A dead sensor is a sensor which has no residual energy and an isolated sensor is one which has residual energy but cannot find a route from itself to the sink without traversing a dead sensor. We have simulated the heuristic HCCVGA and compared it to the optimal solution derived in this paper. Figure 10 shows a comparison of our proposed heuristic HCCVGA for simple coverage problem. It is noted that the heuristic is efficient and it can mimic the same trend of network lifetime as the optimal solution as the number of nodes increases.
IX. CONCLUSION
In this research, the problem of optimal connectivity with coverage in general WSNs was addressed. The connected coverage problem is crucial in WSNs as sensitive applications of WSNs require high level of connectivity as well as coverage. We proposed a method to schedule the sensor nodes such that only minimum number of sensor nodes will be active, satisfying connectivity and coverage requirement that leads to higher network lifetime. This method can be prominent in applications where all the point in the field need not be monitored with the same proximity and when k-connectedness should exist within the nodes that are turned on. This will guarantee the correctness of the information collected and also to ensure the reachability of the information at other nodes including base station.
In this work, we have derived necessary and sufficient conditions for connectivity with coverage over a virtual structure in WSNs. We also developed a queuing based model and also a dynamic program to satisfy connectivity requirement over the virtual grid. We also developed a heuristic for the optimal problem, called HCCVGA, that find approximate solution for the MCKC problem. We observe that the introduction of connectivity does not affect the network lifetime to a greater extent. The proposed heuristic performed in line with the optimal solution.
As a future work, we intend to extend this work in several directions. First, we intend to apply the model on mobile wireless sensor network environment, where the problem of coverage and connectivity becomes more complex. In addition, we intend to apply mature heuristic based methods in order to enhance the efficiency of methods. For instance, game theory can be applied in order to find a Nash Equilibruim based solution, and evolutionary algorithms can also be applied on this problem. Finally, a QoS based scheduling can be achieved based on application requirements. 
