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Abstract—We consider machine learning, particularly regression, using locally-differentially private datasets. The Wasserstein
distance is used to define an ambiguity set centered at the empirical distribution of the dataset corrupted by local differential privacy
noise. The ambiguity set is shown to contain the probability distribution of unperturbed, clean data. The radius of the ambiguity set is a
function of the privacy budget, spread of the data, and the size of the problem. Hence, machine learning with locally-differentially
private datasets can be rewritten as a distributionally-robust optimization. For general distributions, the distributionally-robust
optimization problem can relaxed as a regularized machine learning problem with the Lipschitz constant of the machine learning model
as a regularizer. For linear and logistic regression, this regularizer is the dual norm of the model parameters. For Gaussian data, the
distributionally-robust optimization problem can be solved exactly to find an optimal regularizer. This approach results in an entirely
new regularizer for training linear regression models. Training with this novel regularizer can be posed as a semi-definite program.
Finally, the performance of the proposed distributionally-robust machine learning training is demonstrated on practical datasets.
Index Terms—Local differential privacy, Machine learning, Distributionally-robust optimization, Regularization, Wasserstein distance.
F
1 INTRODUCTION
ADVANCES in artificial intelligence, particularly machinelearning, have opened new possibilities for data an-
alytic to address important societal challenges. However,
these achievements can be stifled by privacy concerns. Local
differential privacy, a variant of the popular differential
privacy framework [1], [2], has been touted as an approach
for providing privacy guarantees in the presence of an
untrusted aggregator or data analysts [3]–[5]. This is be-
cause, with local differential privacy, the data can be freely
aggregated and shared. Even, commercial entities, such as
Microsoft and Apple, have started using local differen-
tial privacy to deploy privacy-preserving data aggregation
mechanisms [6]–[8].
The additive noise in local differential privacy can de-
grade the performance of machine learning models trained
on perturbed privacy-preserving datasets. Several studies
have looked into providing bounds for the performance
degradation caused by local differential privacy noise as a
function of the privacy budget and the dataset size [5], [9]–
[12]. These studies however do not use recent advances in
distributionally-robust optimization and machine learning
(see, e.g., [13]–[15]) to compute robust machine learning
models with out-of-sample performance guarantees in the
presence of local differential privacy noise. They are more
concerned by finding the effect of privacy-preserving noise
on established machine learning algorithms.
Distributionally-robust optimization considers uncertain
stochastic programs [16] with the ambiguity set for the
distribution modeled by discrete distributions [17], moment
constraints [18], Kullback-Leibler divergence [19], and the
Wasserstein distance [13]. Distributionally-robust optimiza-
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tion has shown significant promises in adversarial machine
learning [20], [21] or machine learning with outlier data [22].
However, so far, this approach has not been used for
training robust machine learning models based on datasets
perturbed using local differential privacy.
In this paper, we use the Wasserstein distance to define
an ambiguity set centered at the empirical distribution of
the training dataset that is corrupted with local differential
privacy noise. This ambiguity set is shown to contain the
probability distribution of unperturbed data. The radius of
the ambiguity set is a function of the privacy budget, spread
of the data, and the size of the problem (i.e., number of
inputs and outputs of the machine learning model). Armed
with this description of the ambiguity set, we can cast
the problem of learning with locally-differentially private
data as a distributionally-robust optimization problem. We
show that, for general distributions, an upper bound for
the worst-case expected loss in the distributionally-robust
optimization problem is the empirical sampled-averaged
loss plus the Lipschitz-constant of the loss function. Using
this, we can relax the distributionally-robust optimization
problem as a regularized machine learning problem with
the Lipschitz constant as a regularizer. For linear and lo-
gistic regression models, this regularizer is equal to the
dual norm of the model parameters. For Gaussian data, the
distributionally-robust optimization problem can be solved
exactly to find an optimal regularizer for the problem. This
approach results in an entirely new regularizer for linear
regression. We finally demonstrate the performance of the
proposed distributionally-robust optimization problems on
practical datasets.
2 OVERVIEW OF THE WASSERSTEIN DISTANCE
In this section, a brief overview of the Wasserstein distance
is provided. The set of probability distributions Q over
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2the set Ξ ⊆ Rm such that EQ{‖ξ‖} < ∞ is denoted by
M(Ξ). For all P1,P2 ∈ M(Ξ), the Wasserstein distance
W1 :M(Ξ)×M(Ξ)→ R≥0 := {x ∈ R|x ≥ 0} is
Wq(P1,P2) := inf
Π
{[∫
Ξ2
‖ξ1 − ξ2‖qΠ(dξ1,dξ2)
]1/q
:
Π is a joint disribution on ξ1 and ξ2
with marginals P1 and P2, respectively
}
.
The Wasserstein distance is symmetric, i.e., Wq(P1,P2) =
Wq(P2,P1). The Wasserstein distance satisfies the triangle
inequality [23, p. 170], i.e., Wq(P1,P3) ≤ Wq(P1,P2) +
Wq(P2,P3). Also, the Wasserstein distance is convex [24,
Lemma 2.1], i.e., Wq(αP1 + (1 − α)P2,Q) ≤ αWq(P1,Q) +
(1 − α)Wq(P2,Q) for all α ∈ [0, 1]. For q = 1, the duality
theorem of Kantorovich and Rubinstein [25] implies that
W1(P1,P2) := sup
f∈L
{∫
Ξ
f(ξ)P1(dξ)−
∫
Ξ
f(ξ)P2(dξ)
}
,
where L denotes the set of all Lipschitz functions with
Lipschitz constant upper bounded by one, i.e., all functions
f such that |f(ξ1)− f(ξ2)| ≤ ‖ξ1 − ξ2‖ for all ξ1, ξ2 ∈ Ξ.
3 DISTRIBUTIONALLY-ROBUST MACHINE LEARN-
ING WITH PRIVATE DATA
3.1 Expected Risk Minimization
We consider supervised learning based on a training dataset
{(xi, yi)}ni=1, where xi ∈ X ⊆ Rpx is the input or feature
vector (e.g., pixels of an image or features extracted from
it) and yi ∈ Y ⊆ Rpy is the output or label (e.g., image
content). The training dataset is composed of independently
and identically distributed (i.i.d.) samples from probability
distribution P.
Training machine learning models refers to extracting a
model M : Rpx × Rpθ → Rpy (sometimes referred to as
hypothesis) to describe the relationship between inputs and
outputs distributed according to P. This can be done by
solving the stochastic program
J∗ := min
θ∈Θ
EP{`(M(x; θ), y)}, (1)
where θ is the machine learning model parameter, Θ ⊆ Rpθ
is the set of feasible parameters, and ` : Rpy × Rpy → R
is the loss function. An example of a loss function is
`(M(x; θ), y) = (M(x; θ)− y)>(M(x; θ)− y). The existence
of a minimizer in (1), and the subsequent approximations in
this paper, is guaranteed if the loss function is continuous
and the feasible set is compact. This problem is sometimes
referred to as expected risk minimization.
In the absence of the knowledge of the distribution P,
the training dataset {(xi, yi)}ni=1, i.e., samples from this
distributions, can be used to solve the sample-averaged
approximation problem
Jˆ := min
θ∈Θ
1
n
n∑
i=1
`(M(xi; θ), yi). (2)
The approximation in (2) is often the starting point of
machine learning. This is because (2) can be a good proxy
for (1), when n is large enough, in the sense of probably
approximately correct (PAC) learnability [26]. We make the
following standing assumption regarding the distribution of
the training data.
Assumption 1. EP{exp(‖ξ‖a)} <∞ for some a > 1.
This assumption implies that P is a light-tailed distri-
bution. All probability distributions with compact support
set are light-tailed; however, unbounded noises, such as
Gaussian or Laplace, are also light-tailed. This is often an
implicit assumption in the machine learning literature as,
for heavy-tailed distributions, the sample average of the
loss in (2) may not even generally converge to the expected
loss in (1) and hence the PAC learnability might not even
hold [27], [28].
3.2 Local Differential Privacy
Due to privacy concerns, the training dataset is sometimes
replaced with a noisy dataset {(x˜i, y˜i)}ni=1 in which
x˜i :=xi + wi, (3a)
y˜i :=yi, (3b)
where (wi)ni=1 are identically and independently distributed
(i.i.d.) according to the probability distributionW. Local dif-
ferential privacy is a useful and versatile notion of privacy.
Definition 1 (Local Differential Privacy). The reporting
mechanism with additive noise in (3) is (, δ)-locally
differentially private if, for all (x, y), (x′, y′) ∈ X × Y
and any Lebesgue-measurable set A ⊆ X × Y ,
P{(x˜i, y˜i) ∈A|xi = x, yi = y}
≤ exp()P{(x˜i, y˜i) ∈ A|xi = x′, yi = y′}.
Assumption 2. X ⊆ [x, x]px .
The box constraint nature of Assumption 2 is not strictly-
speaking necessary; however, it simplifies the closed-form
expression of the results. The results can be readily extended
to any compact sets by using diameter of the sets. It is
widely known that we can ensure local differential privacy
with Laplace and Gaussian additive noises. This is explored
in the next theorem.
Theorem 1. The following statements hold:
1) For  > 0, the mechanism in (3) is -locally differ-
entially private if wi is a vector of zero-mean i.i.d.
Laplace noise with scale ∆/, where ∆ := (x−x)px;
2) For , δ > 0, the mechanism in (3) is (, δ)-locally
differentially private if wi is a vector of zero-mean
i.i.d. Gaussian noise with standard deviation σ :=√
2 log(1.25/δ)∆/.
Proof: The proof for the Laplace mechanism follows
from [2, Theorem 3.6] while noting that the `1-sensitivity
of the query (which is equal to the identity function for
local differential privacy) is given by ∆. The proof for the
Gaussian noise follows from [2, Theorem A.1]. Note that the
the `1-sensitivity is an upper bound for the `2-sensitivity.
33.3 Distributionally-Robust Machine Learning
The privacy-preserving records in the training dataset
(x˜i, y˜i)
n
i=1 are independently and identically distributed
(i.i.d.) according to D, which can be characterized by the
convolution of P andW. We can define the empirical proba-
bility distribution
D̂n :=
1
n
n∑
i=1
d(x˜i,y˜i),
where dξ is the Dirac distribution function. Following the
definition of the Dirac distribution function, we have
1
n
n∑
i=1
`(M(xi; θ), yi) = ED̂n{`(M(x; θ), y)}, (4)
and, as a result, we can rewrite (2) as
Jˆ := min
θ∈Θ
ED̂n{`(M(x; θ), y)}. (5)
We can show that the empirical probability distribution D̂n
is in a vicinity of the original probability distribution P with
a high probability.
Theorem 2. Assume that W is the distribution in Theorem 1.
There exist constants c1, c2 > 0 such that
Dn
{
W1(D̂n,P) ≤ ζ(γ) +
√
2p∆

}
≥ 1− γ,
for the Laplace mechanism and
Dn
{
W1(D̂n,P) ≤ ζ(γ) +
√
2 log(1.25/δ)p∆

}
≥ 1− γ,
for the Gaussian mechanism, where
ζ(γ) :=

(
log(c1/γ)
c2n
)1/max{p,2}
, n ≥ log(c1/γ)
c2
,(
log(c1/γ)
c2n
)1/a
, n <
log(c1/γ)
c2
,
for all n ≥ 1, p = px + py 6= 2, and γ > 0.
Proof: Note that, since P is light-tailed, D is also light-
tailed if we use the privacy-preserving noises in Theorem 1.
Following [13], we know that Dn{W1(D̂n,D) ≤ ζ(γ)} ≤
1−γ.Using [29, Lemma 8.6], we getW1(D,P) ≤W1(P,P)+
W1(d0,W) = W1(d0,W) ≤ EW{‖w‖} ≤
√
EW{‖w‖2},
where the last inequality follows from the Jensen’s in-
equality [30, p. 27]. Furthermore, for the Laplace noise, we
get EW{‖w‖2} = trace(EW{ww>}) = 2p∆2/2, and, as
a result, W1(D,P) ≤
√
2p∆/. Therefore, W1(D̂n,P) ≤
ζ(γ) +
√
2p∆/ if W1(D̂n,D) ≤ ζ(γ), which implies that
Dn{W1(D̂n,P) ≤ ζ(γ) +
√
2pd/} ≥ 1 − γ. The proof
for the Gaussian noise is the same with the exception that
EW{‖w‖2} = trace(EW{ww>}) = 2p log(1.25/δ)∆2/2.
Hence, if we select ρ large enough, the original distribu-
tion P would belong to the ambiguity set {G : W1(G, D̂n) ≤
ρ}. This observation motivates training the machine learn-
ing model by solving the distributionally-robust optimiza-
tion problem in
Jˆn := min
θ∈Θ
sup
G:W1(G,D̂n)≤ρ
EG{`(M(x; θ), y)}, (6)
for some constant ρ > 0. The correct value of ρ is discussed
in the next theorem.
Theorem 3. Assume that W is the distribution in Theorem 1.
If ρ = ζ(β) +
√
2p∆/ for the Laplace mechanism or
if ρ = ζ(β) +
√
2p log(1.25/δ)∆/ for the Gaussian
mechanism, then
Dn{J∗ ≤ EP{`(M(x; θˆn), y)} ≤ Jˆn} ≥ 1− β, (7)
where β ∈ (0, 1) is a significance parameter and the
trained model parameter θˆn ∈ Θ is the minimizer of (6).
The optimization problem in (6) involves taking a supre-
mum over the probability density function. This is an
infinite-dimensional optimization problem and is hence
computationally difficult to solve. Therefore, we relax this
problem in the remainder of this section.
Proposition 1. Assume that `(M(x; θ), y) is L(θ)-Lipschitz
continuous in (x, y) for a fixed θ ∈ Θ. Then,
sup
G:W1(G,D̂n)≤ρ
EG{`(M(x; θ), y)}
≤ ED̂n{`(M(x; θ), y)}+ L(θ)ρ.
Proof: The proof follows from the duality theorem of
Kantorovich and Rubinstein [25].
Now, we can define the regularized sample-averaged
optimization problem in
J˜n := min
θ∈Θ
[
ED̂n{`(M(x; θ), y)}+ ρL(θ)
]
. (8)
We can still prove a performance guarantee for the optimizer
of (8). This is done in the next theorem.
Theorem 4. Assume that W is the distribution in Theorem 1.
If ρ = ζ(β) +
√
2p∆/ for the Laplace mechanism or
if ρ = ζ(β) +
√
2p log(1.25/δ)∆/ for the Gaussian
mechanism, then
Dn{J∗ ≤ EP{`(M(x; θ˜n), y)} ≤ J˜n} ≥ 1− β, (9)
where the trained model parameter θ˜n ∈ Θ is the
minimizer of (8).
Proof: The proof is similar to [13, Theorem 3.4]
with an extra step with the aid of Proposition 1. By
selecting ρ as in the statement of the theorem, P be-
longs to a ball around D̂n with radius ρ with proba-
bility greater than or equal to 1 − β according to The-
orem 2. Therefore, with probability of at least 1 − β,
EP{`(M(x; θ˜n), y)} ≤ supG:W1(G,D̂n)≤ρ EG{`(M(x; θ˜n), y)}.
Proposition 1 states supG:W1(G,D̂n)≤ρ E
G{`(M(x; θˆn), y)} ≤
ED̂n{`(M(x; θ˜), y)}+ ρL(θ˜) = J˜n. Therefore, with probabil-
ity of at least 1− β, EP{`(M(x; θ˜n), y)} ≤ J˜n.
Theorem 4 shows that by regularizing the sample-
averaged cost function, we can train a machine learning
model that performs better in the presence of locally dif-
ferentially private noises. This is an interesting observation
demonstrating the value of regularization in privacy ma-
chine learning with private data.
Remark 1 (Large Datasets). In the limit for large n,
ζ(n) ≈ 0. Therefore, following Theorem 4, ρ =
O(px(px + py)1/2/) for the Laplace mechanism and
ρ = O(px(px + py)1/2 log(1/δ)1/2/) for the Gaussian
mechanism. This implies that the regularization weight
4ρ should increase when reducing the privacy budget .
Also, higher-dimensional problems, i.e., when px or py
is larger, requires larger regularization weights ρ.
Remark 2 (Linear and Logistic Regression). Without loss of
generality, consider py = 1. If py > 1, each output can be
treated independently. In this case, M(x; θ) = θ>[x> 1]>
and `(M(x; θ), y) = (M(x; θ) − y)2/2. We also assume
that (x, y) belong to compact set X × Y ⊆ Rpx × R.
Following [31], we know that L(θ) = (X + 1 +
Y )‖θ‖2∗, where ‖ · ‖∗ is the dual norm of ‖ · ‖, and
X = maxx∈X ‖x‖ and Y = maxy∈Y |y|. An alterna-
tive to the quadratic loss function is `(M(x; θ), y) =
|M(x; θ) − y|. Again, following [31], L(θ) = ‖θ‖∗. For
the logistic regression, M(x; θ) = 1/(1 + exp(−[x> 1]θ))
and `(M(x; θ), y) = −y log(M(x; θ)) − (1 − y) log(1 −
M(x; θ)). Following [31], L(θ) = (Y +X + 2)‖θ‖∗.
4 LINEAR REGRESSION WITH GAUSSIAN DATA
In this section, we consider the specific case that (xi, yi)ni=1
is Gaussian distributed with mean µ and covariance Σ.
Furthermore, we assume that M(x; θ) = Ax+ B with A,B
modeling the machine learning model parameters (instead
of θ) and `(M(x;A,B), y) = ‖M(x;A,B)− y‖2. Therefore,
by using the Gaussian mechanism in Theorem 1, (x˜i, y˜i)ni=1
is also Gaussian distributed. Note that Assumption 2 no
longer holds in this section (as the Gaussian process behind
the data has an infinite support). However, with high prob-
ability, the data belongs to a bounded set. Therefore, we can
adopt local randomized differential privacy instead of local
differential privacy [32]–[34].
In the Gaussian linear regression case described above,
we can redefine define the empirical probability distribution
D̂n to be Gaussian with mean µ̂n and covariance Σ̂n, where
µ̂n :=
1
n
n∑
i=1
[
x˜i
y˜i
]
,
Σ̂n :=
1
n− 1
n∑
i=1
([
x˜i
y˜i
]
− µ̂n
)([
x˜i
y˜i
]
− µ̂n
)>
.
Theorem 5. Assume that W is the Gaussian distribution in
Theorem 1. With high probability, for any ε > 0, there
exists nε ≥ 0 such that if n ≥ nε,
W2(D̂n,P) ≤ ε+
√
2 log(1.25/δ)p∆

.
Proof: The proof is similar to Theorem 2 with the
exception of using the fact that W2(D̂n,D) → 0 with
probability one as n→∞ [35, Theorem 2.1].
In this section, we consider the big data regime (n  1)
so, without loss of generality, ε u 0 and µ u µ̂n. Therefore,
by using Theorem 5, the original distribution P would be-
long to the ambiguity set {G : G is Gaussian∧EG{(x, y)} =
µ̂n ∧W2(G, D̂n) ≤ ρ} if we select ρ =
√
2 log(1.25/δ)p∆/.
This observation motivates training the machine learning
model by solving the distributionally-robust optimization
problem in
Jˆn := min
A,B
sup
G : G is Gaussian
EG{(x, y)} = µ̂n
W2(G, D̂n) ≤ ρ
EG{`(M(x;A,B), y)}, (10)
for constant ρ =
√
2 log(1.25/δ)p∆/. Following [36, Propo-
sition 7], if D̂n and G are both Gaussian with same mean
µ u µ̂n, we get
W2(D̂n,G)2 =trace(ΣG + Σ̂n − 2(Σ̂1/2n ΣGΣ̂1/2n )1/2), (11)
where ΣG denotes the covariance of G. The expected risk is
given by
EG{`(M(x;A,B), y)}
= trace(EG{(Ax+B − y)(Ax+B − y)>})
= trace
(
EG
{[
A −I] [x
y
] [
x
y
]> [
A −I]> +BB>
+
[
A −I] [x
y
]
B> +B
[
x
y
]> [
A −I]>})
= trace
( [
A −I] (ΣG + µ̂nµ̂>n ) [A −I]> +BB>
+
[
A −I] µ̂nB> +Bµ̂>n [A −I]> ).
Using [14, Proposition 2.8], it can be deduced that
sup
G : G is Gaussian
EG{(x, y)} = µ̂n
W2(G, D̂n) ≤ ρ
EG{`(M(x;A,B), y)}
=trace
( [
A −I] µ̂nµ̂>n [A −I]>
+BB> +
[
A −I] µ̂nB>
+Bµ̂>n
[
A −I]> )+ f(A),
where
f(A) := inf
ξ
[
ξ(ρ2 − trace(Σ̂n))
+ ξ2trace
((
ξI −
[
A>
−I
] [
A −I])−1Σ̂n
)]
,
s.t. ξI 
[
A>
−I
] [
A −I] .
Further,
trace
( [
A −I] µ̂nµ̂>n [A −I]> +BB>
+
[
A −I] µ̂nB> +Bµ̂>n [A −I]> )
= ED̂n{`(M(x;A,B), y)} − [A −I] Σ̂n [A −I]> .
Therefore, the optimization problem in (10) can be rewritten
as
Jˆn := min
A,B
ED̂n{`(M(x;A,B), y)}+ λ(A), (12)
where λ(A) := f(A)−[A −I] Σ̂n [A −I]> is the optimal
regularization for linear regression with locally-differential
private data with Gaussian data. This regularization is com-
pletely novel in the context of linear regression. In what
follows, we provide a more tractable formulation for (12).
5Theorem 6. The solution to (12) is given by
min
A,B,ξ,Z
ξ(ρ2 − trace(Σ̂n)) + trace(Z)
+ trace
( [
A −I] µ̂nµ̂>n [A −I]> +BB>
+
[
A −I] µ̂nB> +Bµ̂>n [A −I]> ),
(13a)
s.t.

Z Σ̂
1/2
n ξ 0
Σ̂
1/2
n ξ ξI
[
A>
−I
]
0
[
A −I] I
  0. (13b)
Proof: Let Z  0 be such that
ξ2Σ̂1/2n
(
ξI −
[
A>
−I
] [
A −I])−1Σ̂1/2n  Z.
Using the Schur complement [37], we can transform this
inequality into Z Σ̂1/2n ξ
Σ̂
1/2
n ξ ξI −
[
A>
−I
] [
A −I]
  0.
Again, using the Schur complement, this matrix inequality
can be transformed into[
Z Σ̂
1/2
n ξ
Σ̂
1/2
n ξ ξI
]
−
 0A>
−I
 [0 A −I]

Z Σ̂
1/2
n ξ 0
Σ̂
1/2
n ξ ξI
[
A>
−I
]
0
[
A −I] I
  0. (14)
Finally, using the Schur complement, the constraint in com-
puting f(A) can rewritten as ξI [A>−I
]
[
A −I] I
  0. (15)
Note that (15) is a subset of (14) and thus need not be added
to the constraints.
5 EXPERIMENTAL RESULT
Here, we demonstrate the performance of distributionally-
robust machine learning on two practical datasets.
5.1 Loan Dataset
The dataset contains information of roughly 887,000
loans [38]. The inputs contain loan information, e.g., total
loan size, and borrower information, e.g., age. The outputs
are the interest rates of loans. Categorical features, e.g.,
state of residence and loan grade, are encoded with integer
numbers. Unique identifiers, e.g., identity, and irrelevant
attributes, e.g., URLs, are removed. We scale all input at-
tributes and outputs to be between zero and one to meet
Assumption 2. We consider linear regression framework in
Remark 2 and Section 4. We use the Gaussian mechanism in
Theorem 1 to generate locally-differentially private datasets
100 101 102
10-3
10-2
10-1

EP
{`
(M
(x
;A
,B
),
y
)}
(12)
(8) with ρ = 10−2
(2)
Fig. 1. Performance of the linear regression for the loan dataset trained
on the locally-differential private dataset tested on the original probability
distribution.
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0.155
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0.175
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
EP
{`
(M
(x
;A
,B
),
y
)}
(12)
(8) with ρ = 10−2
(2)
Fig. 2. Performance of the linear regression for the Adult dataset trained
on the locally-differential private dataset tested on the original probability
distribution.
with δ = 10−2 and  ∈ [100, 102]/px. We use 50 entries of the
dataset for training and the remaining entries for evaluation.
Note that we are using such a low number of data entries as
we are using linear regression. Figure 1 illustrates the perfor-
mance of the linear regression for the loan dataset trained on
the locally-differential private dataset tested on the original
probability distribution. Regularization clearly improves the
out-of-sample performance of the model. Furthermore, the
optimal regularization in Section 4 can be better than the
generic regularization based on the Lipschitz constant of the
loss function in (8).
5.2 Adult Dataset
This dataset contains nearly 49,000 records from the 1994
Census database [39]. The records contain features, e.g.,
age and education. The output is binary number indicating
whether an individuals earns more than $50,000. Similarly,
we scale all input attributes and outputs to be between
zero and one in line with Assumption 2. We consider the
linear regression framework in Remark 2 and Section 4.
We use the Gaussian mechanism in Theorem 1 to generate
locally-differentially private datasets with δ = 10−2 and
6 ∈ [100, 102]/px. We use 50 entries of the dataset for
training and the remaining entries for evaluation. Again,
we are using such a low number of data entries as we are
using linear regression. Figure 2 illustrates the performance
of the linear regression for the adult dataset trained on
the locally-differential private dataset tested on the original
probability distribution. Regularization clearly improves the
performance of the model.
6 CONCLUSIONS
We considered machine learning, particularly regression, us-
ing locally-differentially private datasets is considered. We
posed machine learning with locally-differentially private
datasets as a distributionally-robust optimization with an
ambiguity set parameterized by the Wasserstein distance.
For general distributions, the distributionally-robust opti-
mization problem was relaxed as a regularized machine
learning problem with the Lipschitz constant of the machine
learning model as a regularizer. For Gaussian data, the
distributionally-robust optimization problem was solved
exactly to find an optimal regularizer.
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