The serial interval may be defined as the time between the onset of symptoms in an infectious person and the onset of symptoms in a person he or she infects. Several methods of analyzing epidemic data, such as estimates of reproductive numbers, are based on a probability distribution for the serial interval. In this paper, we specify a general SIR epidemic model and prove that the mean serial interval must contract when susceptible persons are at risk of multiple infectious contacts. In an epidemic, the mean serial interval contracts as the prevalence of infection increases. We illustrate two mechanisms through which serial interval contraction can occur: In global competition among infectious contacts, risk of multiple infectious contacts results from a high global prevalence of infection. In local competition among infectious contacts, clustering of contacts places susceptible persons at risk of multiple infectious contacts even when the global prevalence of infection is low. We illustrate these patterns with simulations. We also find that the minimum mean serial interval in a compartmental SIR model becomes arbitrarily small with sufficiently high R 0 . We conclude that the serial interval distribution is not a stable characteristic of an infectious disease.
Introduction
The basic reproductive number (R 0 ) is the average number of infectious contacts made by a typical infectious person (where an infectious contact is a contact sufficient to produce infection in a susceptible person). The effective reproductive number at time t, denoted R(t), is the average number of secondary infections produced by a person infected at time t during an epidemic [1] . These numbers provide crucial insight into the epidemic potential of a disease and the effectiveness of control measures, but they cannot be measured directly because the number of secondary cases generated by a given index case is difficult or impossible to observe. Recent papers [2, 3] have attempted to estimate R 0 and R(t) in the SARS epidemic using the distribution of the time between the onset of symptoms in an index case and the onset of symptoms in a person he or she infects, which we call the serial interval. Another recent paper [4] showed that the serial interval distribution can be used to calculate R 0 from the rate of exponential growth early in an epidemic via the Lotka-Euler equation.
These attempts to analyze epidemic data all assume that the serial interval distribution is a stable characteristic of an infectious disease. In this paper, we show that the serial interval distribution changes in a specific way over the course of an epidemic. When multiple infectious people compete to infect a given susceptible person, the infector is the first person to make infectious contact. The contraction of serial intervals is an example of a well-known phenomenon in epidemiology: The time to an outcome, given that the outcome occurs, decreases in the presence of competing risks. Here, the "outcome" is the infection of a given susceptible person by his or her infector and the "competing risks" are infectious contacts from all other infectious persons. This effect was discovered independently byÅ. Svensson [5] for an SIR model with homogeneous mixing and variable infectiousness. In this paper, we extend this result to all time-homogeneous SIR models and consider the role of the population contact structure in serial interval contraction.
In Section 2, we specify a very general stochastic SIR model that includes network-based and fully-mixed models as special cases. In Section 3, we use this to prove that the mean serial interval must contract whenever susceptible persons are at risk of infectious contact from more than one source. In Section 4, we consider two specific ways in which serial interval contraction might occur in real epidemics: In global competition among infectious contacts, the risk of multiple infectious contacts results from a high global prevalence of infection. In local competition among infectious contacts, rapid transmission within clusters of contacts produces a risk of multiple infectious contacts even when the global prevalence of infection is low. We illustrate both mechanisms in simulations. In most real epidemics, the global prevalence of infection remains low. However, transmission within clusters (households, schools, hospitals, workplaces, etc.) plays an important role in the transmission of many infectious diseases, so serial interval contraction may be an important phenomenon in real epidemics.
General SIR epidemic model
In order to prove that serial intervals contract, we start with a very general specification for a stochastic "Susceptible-Infectious-Removed" (SIR) epidemic model, which includes fully-mixed and network-based models as special cases. This specification has been used to show that time-homogeneous stochastic SIR models can be analyzed using semi-directed random networks [6, 7] .
Each person i is infected at his or her infection time t i , with t i = ∞ if i is never infected. Person i recovers from infectiousness or dies at time t i +r i , where the recovery period r i is a random variable with the cumulative distribution function (cdf) F i (r). The recovery period r i may be the sum of a latent period, during which i is infected but not infectious, and an infectious period, during which i can transmit infection. We assume that all infected persons have a finite infectious period. If person i is never infected, let r i = ∞. Let Sus(t) = {i : t i > t} be the set of susceptible individuals at time t.
When person i is infected, he or she makes infectious contact with person j = i after an infectious contact interval τ ij . Each τ ij is a random variable with cdf F ij (τ |r i ) and survival function S ij (τ |r i ) = 1 − F ij (τ |r i ). Let τ ij = ∞ if person i never makes infectious contact with person j, which occurs with probability S ij (∞|r i ) = lim τ →∞ S ij (τ |r i ). Person i cannot transmit disease before being infected or after recovering from infectiousness, so S ij (τ |r i ) = 1 for all τ ≤ 0 and S ij (τ |r i ) = S ij (r i |r i ) for all τ ≥ r i . Since person i cannot infect himself or herself, τ ii = ∞ with probability one for all i. If person i is never infected, then r i = ∞ and τ ij = ∞ for all j = i so S ij (τ |∞) = 1 for all τ .
The infectious contact time t ij = t i + τ ij is the time at which person i makes infectious contact with person j. If person j is susceptible at time t ij , then i infects j and t j = t ij . If t ij < ∞, then t j ≤ t ij because person j avoids infection at time t ij only if he or she has already been infected. If person i never makes infectious contact with person j, then t ij = ∞ because τ ij = ∞. The importation time t 0i of person i is the earliest time at which he or she receives infectious contact from outside the population. An epidemic begins at the earliest importation time.
We assume that each infected person has a unique infector. Following [2] , we let v i represent the index of the person who infected person i, with v i = 0 for imported infections and v i = ∞ if i is never infected. When infectious contact intervals are absolutely continuous, tied infectious contact times never occur. If tied (finite) infectious contact times are possible, then v i can be chosen from all j such that t ji = t i < ∞.
The epidemic process
Let t (1) ≤ t (2) ≤ ... ≤ t (n) be the order statistics of t 1 , ..., t n , and let i k be the index of the k th person infected. Before the epidemic begins, each person is assigned an importation time. The epidemic begins with the introduction of infection at time t (1) = min i (t 0i ). Person i 1 is assigned a recovery time r i1 . Every person j ∈ Sus(t (1) ) is assigned an infectious contact time t i1j = t (1) + τ i1j .
The second infection occurs at t (2) = min j∈Sus(t (1) ) min(t 0j , t i1j ), which is the first infectious contact time after person i 1 is infected. Person i 2 is assigned a infectious period r i2 . After the second infection, each of the remaining susceptibles is assigned an infectious contact time t i2j = t (2) + τ i2j . The third infection occurs at t (3) = min j∈Sus(t (2) ) min(t 0j , t i1j , t i2j ), and so on. After k infections, the next infection occurs at t (k+1) = min j∈Sus(t (k) ) min(t 0j , t i1j , ..., t i k j ). The epidemic stops after m infections if and only if t (m+1) = ∞.
Serial interval contraction
In this section, we show that the mean infectious contact interval τ ij given that i actually infects j is shorter than the mean infectious contact interval given that i makes infectious contact with j. In the notation from the previous section, we wish to show that
(note that v j = i implies τ ij < ∞ but not vice versa). In fact, this inequality is strict when j is at risk of infectious contact from any person other than i. We conclude that serial intervals must contract when susceptible persons are at risk of infectious contact from multiple sources.
Since the infectious contact interval is non-negative, its expected value can be calculated by integrating the survival function. If person i was infected at time t i and has recovery period r i , then the probability that τ ij < ∞ is 1 − S ij (∞|r i ). The conditional survival function for τ ij at time t given that τ ij < ∞ is S ij (t − t i |r i ) − S ij (∞|r i ). Thus the conditional expectation of τ ij given r i and τ ij < ∞ is
If person j is susceptible at time t i and τ ij < ∞, then v j = i if and only if j escapes infectious contact from all other infectious people before t ij . The probability that j escapes infectious contact from person k = i with infection time t k and recovery period r k given that he or she was susceptible at time t i is
The overall probability that person j has escaped infectious contact from everyone other than person i at time t > t i is
Thus, the conditional survival function for τ ij at time t given that τ ij < ∞ and
and the corresponding conditional expectation is
for all t ≥ t i , we have
The same inequality holds for all r i , so the law of iterated expectation implies that
Equality holds if and only if the left-hand side of equation (2) is equal to one for all t ∈ (t i , t i + r i ) , which occurs if and only if there is no risk of infectious contact to j from any person other than i while i is infectious. The incubation period is the time from infection to the onset of symptoms [1] . Let τ Therefore,
with strict inequality when j is at risk of infectious contact from multiple sources. We refer to this as competition among infectious contacts to capture the analogy to competing risks and to a "race" among possible infectors to infect each susceptible person.
Examples
In this section, we illustrate two types of competition among infectious contacts: In global competition, the risk of multiple infectious contacts results from a high global prevalence of infection. In local competition, the risk of multiple infectious contacts results from rapid transmission within clusters of contacts even if the global prevalence of infection is low. Finally, we estimate the minimum mean serial interval for a simple compartmental SIR model and find that it becomes arbitrarily small with sufficiently high R 0 .
Global competition
To illustrate global competition among infectious contacts, we use a fully mixed model with population size n = 10, 000 and basic reproductive number R 0 . The infectious period is fixed, with r i = 1 with probability one for all i. The infectious contact intervals τ ij have an exponential distribution with hazard R 0 (n − 1) −1 truncated at r i , so S ij (τ |r i ) = e −R0(n−1) −1 τ when 0 < τ < 1 and τ ij = ∞ with probability e −R0(n−1) −1 . The epidemic starts with a single imported infection and no other imported infections occur. This model was run once at R 0 = 1.25, 1.5, 2, 3, 4, 5, and 10. For each epidemic model, we recorded t i , v i , t vi , and the prevalence of infection at time t i for each individual. This allowed us to calculate the mean serial interval and the mean prevalence of infection as a function of the infection time in v i .
From equation (1), the mean infectious contact interval given that contact occurs is
For n = 10, 000, Table ( Figure ( 2) shows the smoothed mean curves for the serial interval and the prevalence of infection at each R 0 . In each case, the greatest contraction of the serial interval coincided with the highest prevalence of infection. Figure (3) shows the same graph for simulations with R 0 = 1.25 and 1.5. For R 0 = 1.25, prevalence of infection is low and the serial interval is nearly constant throughout the epidemic. For R 0 = 1.5, the contraction of the serial interval is slightly more pronounced. In each case, the greatest serial interval contraction coincides with the peak prevalence of infection. These results are exactly in line with our expectations based on the argument of the previous section.
Local competition
To illustrate local competition, we grouped a population of n = 9, 000 individuals into clusters of size k. As before, the infectious period is fixed at r i = 1 for all i. When i and j are in the same cluster, the infectious contact interval τ ij has an exponential distribution with hazard λ within truncated at r i , so S ij (τ |r i ) = e −λ within τ when 0 < τ < 1 and τ ij = ∞ with probability e −λ within . When i and j are in different clusters, τ ij has an exponential distribution with hazard λ between truncated at r i , so S ij (τ |r i ) = e −λ between τ when 0 < τ < 1 and τ ij = ∞ with probability e −λ between . We fixed the hazard of infectious contact between individuals in the same cluster at λ within = .4. We tuned the hazard of infectious contact between individuals in different clusters to obtain R 0 mean infectious contacts by infectious individuals; specifically,
We chose λ within = .4 to obtain rapid transmission within clusters and sufficient transmission between clusters to sustain an epidemic. At a given R 0 , the mean infectious contact interval given that infectious contact occurs depends on the cluster size. If the entire population is infectious and the cluster size is k, then a given individual will receive an average of R 0 infectious contacts, of which (k−1)(1−e −.4 ) come from within his or her cluster. The mean infectious contact interval for within-cluster contacts is
.4τ e −.4τ dτ, and the mean infectious contact interval for outside contacts is approximately .5 (as shown above). Therefore, the mean infectious contact interval given that contact occurs and the cluster size is k is
To compare serial interval contraction for different cluster sizes, we calculated scaled serial intervals by dividing the observed serial intervals at each cluster size by E[τ |τ < ∞, k]. If the mean serial interval remains constant, we would expect the mean scaled serial interval to be approximately one throughout an epidemic. For R 0 = 2, we ran the model with cluster sizes of 1 through 6. Figure ( There is a clear tendency of the serial interval to contract. The degree of contraction is roughly the same for all cluster sizes, but this contraction is maintained at a much lower global prevalence of infection with larger cluster sizes. A similar pattern is observed in Figures (6) and (7) for R 0 = 3. As before, the greatest contraction coincides with the peak prevalence of infection.
Compartmental SIR model
In general, the expected time to infection in a person with k infectious contacts is difficult to calculate because the distribution of times to infectious contact from each of the k individuals can depend on their own infection times. When the distributions of infectious contact intervals and the distributions of infectious periods are all exponential, the mean time to infection for a person with k infectious contacts is independent of the infection times of each contact. Although the time to infection is not the same thing as the serial interval, this calculation helps us gain insight into the degree of serial interval contraction we can expect in a simple SIR model.
Consider a stochastic version of a simple compartmental model, where the hazard of infectious contact from any infectious person i to any susceptible person j is β n−1 and the hazard of recovery in an infectious person is µ. For any infectious person i and susceptible person j, the time to infectious contact from i to j or recovery in i has an exponential distribution with hazard µ + β n−1 . Given that one of the two events occurs, the probability that it is an infectious contact (rather than recovery from infectiousness) is
In the limit of a large population, the number of infectious contacts received by a person j ∈ Sus(t 0 ) has a Poisson(R 0 P t0 ), where R 0 = β µ is the basic reproductive number and P t0 is the prevalence of infection at time t 0 . For each of these contacts, the interval from t 0 to infectious contact with i is a random sample from an exponential distribution with hazard µ + β n−1 ≈ µ. Given that i receives k infectious contacts, the minimum infectious contact time has an exponential distribution with hazard kµ, which has mean (kµ) −1 . Therefore, the conditional mean time to infectious contact from nodes in Inf (t 0 ) to nodes in Sus(t 0 ) given that at least one infectious contact occurs is
For R 0 > 1, the peak prevalence P * of disease is approximately [8]
Therefore, the minimum scaled serial interval in a stochastic compartmental SIR model will be approximately
This approaches zero as R 0 → ∞, so the minimum mean serial interval can be made arbitrarily small by choosing a high enough R 0 . As R 0 → 1 from above, this approaches one. Figure (8) shows a plot of the minimum scaled serial interval as a function of R 0 .
Discussion
The serial interval distribution cannot be considered a stable characteristic of an infectious disease. When multiple infectious persons compete to infect a susceptible person, infection is caused by the first person to make infectious contact. Thus, the mean infectious contact interval τ ij given that i actually infected j is less than or equal to the mean τ ij given i made infectious contact with j. In the notation from Section 2, we have
with strict inequality if there is positive probability that j receives infectious contact from any source other than i. In an epidemic, the mean serial interval contracts as the prevalence of infection increases. In a series of epidemic models, we saw that the degree of serial interval contraction increases with R 0 . For models with clustering of contacts, serial interval contraction can occur even when the global prevalence of infection is low. The greatest serial interval contraction coincides with the peak prevalence of infection, when the risk of infectious contacts from multiple sources is highest. The mean serial interval may increase again as the epidemic wanes, but this rebound is small when R 0 is significantly greater than one. [7] E. Kenah and J. Robins (2007) . Network-based analysis of stochastic SIR epidemic models with random and proportionate mixing. Arxiv: q-bio/0702027.
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