Abstract-In this paper, we study the design of nonbinary low-density parity-check (LDPC) cycle codes over Galois field GF(q). First, we construct a special class of nonbinary LDPC cycle codes with low error floors. Our construction utilizes the cycle elimination algorithm to remove short cycles in the normal graph and to select nonzero elements in the parity-check matrix to reduce the number of low-weight codewords generated by short cycles. Furthermore, we show that simple modifications of such codes are parallel sparse encodable (PSE). The PSE code, consisting of a quasi-cyclic (QC) LDPC cycle code and a simple tree code, has the attractive feature that it is not only linearly encodable, but also allows parallel encoding which can reduce the encoding time significantly. We provide a systematic comparison between nonbinary coded systems and binary coded systems. For the MIMO channel considered, our results show that the proposed nonbinary system employing the PSE code outperforms not only the binary LDPC code specified in the 802.16e standard, but also the optimized binary LDPC code obtained using the EXIT chart methods.
consisting of a quasi-cyclic (QC) LDPC cycle code and a simple tree code, has the attractive feature that it is not only linearly encodable, but also allows parallel encoding which can reduce the encoding time significantly. We provide a systematic comparison between nonbinary coded systems and binary coded systems. For the MIMO channel considered, our results show that the proposed nonbinary system employing the PSE code outperforms not only the binary LDPC code specified in the 802.16e standard, but also the optimized binary LDPC code obtained using the EXIT chart methods.
I. INTRODUCTION
In this work, we consider a special class of nonbinary LDPC codes with the property that each column of the paritycheck matrix contains exactly two nonzero elements. The binary counterpart of such codes are called "cycle" codes in the literature [1] . A distinguished feature of cycle codes is that they are linearly encodable. However, binary cycle codes usually do not perform well due to poor minimum distance spectrum. When the size of the Galois field is sufficiently large, [2] shows that the hamming weight spectrum of the random ensembles of nonbinary cycle codes asymptotically approach the classical binomial distribution of the Shannon equiprobable random ensembles. This makes nonbinary cycle codes good candidates for both optimum maximum likelihood (ML) and iterative decoding. Our results show that nonbinary LDPC cycle codes achieve excellent performance over MIMO channels. To reduce encoding complexity, we propose a class of nonbinary codes called the parallel sparse encodable (PSE) codes, each consisting of a quasi-cyclic (QC) LDPC cycle code and a simple tree code. The encoding complexity of the parallel sparse codes is O(mdc), where m is the number of checks in the LDPC code, and d, is the degree of check node.
The QC structure of such codes facilitates parallel encoding which results in significant reduction of encoding time.
The contributions of this paper are summarized as follows:
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(1) We construct a special class of QC nonbinary LDPC cycle codes with low error floors. Our construction starts with a mother base matrix with large girth. Then we utilize the cycle elimination algorithm to remove short cycles in the normal graph and to select nonzero elements in the paritycheck matrix to reduce the number of low-weight codewords generated by short cycles. Our construction reduces the error floor of nonbinary codes significantly.
(2) We propose the use of QC nonbinary LDPC cycle code for MIMO channels. Starting from any base QC nonbinary LDPC cycle code, which in general is not sparse encodable, we construct a PSE code which allows not only linear-time encoding but also parallel implementation. For PSE codes, our encoding method has a much lower complexity than that of the encoding method in [3] . Furthermore, we show that the PSE code achieves a performance that is very close to the base code at a much reduced encoding complexity. Compared to other nonbinary LDPC codes in the literature, such as the randomly constructed LDPC codes and the algebraically constructed codes in [4] , the proposed PSE code is much more amenable for implementation due to its simple structure.
(3) Our results show that the proposed joint detection and decoding (JDD) system employing the nonbinary PSE code over GF(16) outperforms the JDD system employing the best optimized binary LDPC code in [5] by 0.38 dB. Due to its highly irregular degree sequence, the encoding complexity of the optimized binary LDPC code is also higher than that of the proposed PSE encodable code. When compared with a more practical QC binary LDPC code defined in the 802.16e standard [6] that is amenable for implementation, the proposed JDD system employing the PSE code achieves a larger performance gain of 0.6 dB. ,0 Sno} C GF(q) is mapped to a group of t constellation symbols x = (xi,---, xt) = (s) through the mapper q.
Given the constellation size M = 2m0, we have p. no = t mo.
The sequence of constellation symbols is then passed to the transmit filter and sent through the t transmit antennas. At the receiver side, optimal maximum a posterior probability (MAP) detection is performed to compute the prior probabilities for each group of t transmitted constellation symbols. These prior probabilities will then be passed (after the mapper -1) to the LDPC decoder for iterative decoding. After a finite number of decoding iterations, hard decisions on the nonbinary symbols are made at the output of LDPC decoder, which are then demapped to the sequence of estimated information bits.
When no > 1, the prior probabilities of the group of no nonbinary symbols are dependent because they are mapped to complex symbols that are transmitted simultaneously. For such systems, it is necessary to pass soft information about the dependent symbols from the LDPC decoder back to the MAP detector to produce updated symbol-wise probabilities.
This corresponds to a JDD system that performs joint detection and decoding. As shown in Fig. 1 In this section, we describe the construction of nonbinary QC cycle codes. The code construction consists of several steps. First, we use cage graphs to construct a binary mother matrix with large girth. Second, we replace each "1" in the mother matrix with a binary circulant permutation matrix to yield a binary QC code. Here, we apply the cycle elimination (CE) algorithm to design the shifting coefficients of the permutation matrices such that shorts cycles in the paritycheck matrix are removed. Third, we obtain the nonbinary QC cycle code from the binary QC code by replacing each binary permutation matrix by a nonbinary, 8-multiplied circulant permutation matrix. We show that a modified version of the CE algorithm can be applied to choose the appropriate nonzero elements in the permutation matrices. This reduces the number of low-weight codewords generated by the remaining cycles of the parity-check matrix. Next, we elaborate on each of these steps in detail.
A. Construction of the mother matrix
In order to obtain a QC cycle code with large girth, we first design a mother matrix with the maximal girth possible for a given code length. It is well known that a cycle code can be represented by normal graphs [1] , [7] , where each row of the parity-check matrix H corresponds to a vertex and each column corresponds to an edge whose two end vertices correspond to the two rows with nonzero elements in that column. This motivates us to use cage graphs to construct mother matrices with large girths. A (k,g) cage graph is a graph that has the minimal number of vertices for a specified vertex degree k and girth g [8] . Hence, a cage graph has the largest girth among graphs with the same number of vertices.
A list of known cage graphs is presented in [8] . However, cage graphs are not available for arbitrary code lengths. In our construction, we apply some simple search methods to expand existing cage graphs to graphs with the desired number of vertices, while keeping the girth as large as possible. For example, assume that we want to construct a GF (16) B. Design of binary circulant permutation matrices through cycle elimination
Once the mother matrix is constructed, we replace each "1" in the mother matrix by a circulant permutation matrix pai to obtain a binary QC cycle code. Here pai is a circulant permutation matrix obtained by shifting the identity matrix to the right by ai positions. We then search for appropriate cyclic shift coefficients {ai} using similar approaches as described in [9] [10] .
The following property [9] relates the cycles of the mother code to the cycles of the QC code. To procedure is executed to find the cyclic shifts {ai} to meet all the constraints in the constraint set.
C. Selection of nonzero elements over GF(q) After the previous two steps, we obtain a binary QC cycle code with most of its short cycles removed. In the next step, we replace the binary circulant permutation matrix with a /3-multiplied circulant permutation matrix. Analog to the binary case, each row of the /3-multiplied circulant permutation matrix is the right cyclic-shift of the row above it multiplied by 13 and the first row is the right cyclic-shift of the last row multiplied by 13, where 3 = ax, oa is the primitive element of GF(q), C is the size of circulant matrix, A = (q-1) /( and C (q-1). The nonzero element d in the first row of the circulant matrix is randomly chosen from GF(q).
The /-multiplied circulant permutation matrix defined here generalizes the a-multiplied circulant permutation matrix in [4] . Our construction allows flexible choices of C and code lengths (integer multiples of 0, while [4] assumes C = qand the code length is restricted to integer multiples of q-1.
For nonbinary cycle codes, carefully chosen nonzero elements can reduce the number of low weight codewords generated by short cycles. This is a direct consequence of the following lemma. Lemma (6) where Pi corresponds to the power of the nonzero element in the first row of pai.
Proof We follow similar proofs of Proposition 3 in [9] . Without loss of generality, we assume that Pal and pa2 are located in the same row block, and pa2 and Pa3 are in the same column block and so on. Considering a cycle of length 21r starting from the j-th row of Pal, where the power of the nonzero element is ((pi + jA) mod (q-1)). Since P2 is located in the same row block as Pal, the nonzero element in the cycle at pa2 has the power of ((p2 +jA) mod (q-1)). The nonzero element in the j-th row at pa2 is located in the ((j + a2) mod ()-th column. Hence, the nonzero element of pa3 in the cycle is located in the ((j + a2-a3) mod C-th row, and it has the power of ((p3 + (j + a2-a3)A) mod (q-1)) (since (A = q 1). Continuing this process, it is straightforward to check that the nonzero element of the cycle which comes across pal the second time is ((pi + (j + a2-a3 + ... + a21-ai)A) mod (q -1)). Repeating this process r -times until it returns to the j-th row of pal. Hence, the FRC can be written as 21 21 r ()1-1pi + rA E )1-1ai 7y 0 mod (q-1), (7) Since it is a cycle of length 21r, substituting (3) into (7) 12 . Both codes will be used in the simulation section.
IV. PARALLEL SPARSE ENCODABLE NONBINARY LDPC CYCLE CODES
In this section we show that, by exploiting the QC structure of nonbinary cycle codes, we can obtain a class of nonbinary LDPC codes that allows not only linear-time sparse encoding from parity check matrix but also efficient parallel implementation. We refer to this class of codes as PSE codes in contrast to the general LDPC codes which are encoded from the dense generator matrices. Performance of the PSE codes proposed here will be examined in Section V.
A. Parity-check matrix based encoding of binary cycle codes Even though it is well-known that binary cycle codes are linearly encodable [1] , here we provide a novel proof for this important fact. The encoding method described in the proof will be extended to the encoding of nonbinary cycle codes in Section IV-B. The encoding procedure above leads to a modified version of the base QC code. Note that the check equations corresponding to the C root vertices are not satisfied after the values of all edges incident to these vertices are computed. To offer additional protection on the symbols corresponding to these edges, we add a simple tree code on top of the QC code. Hence, the resulting code is a combination of a QC code and a small tree code. Next, we illustrate the parallel sparse encoding method through an example. CO. These 9 removed edges correspond to information symbols, from which the values of coded symbols can be computed. Note that without the tree subcode, the three root vertices {c,0 cI} c2} are not necessarily satisfied. Hence [3] . In [13] , a modified PEG algorithm is proposed to construct sparse encodable codes. However, since the codes constructed in [13] are not QC, parallel encoding is not applicable which results in a higher encoding complexity than the proposed parallel sparse encoder.
V. NUMERICAL RESULTS
In this section, we examine the performance of LDPC cycle codes in MIMO channels. We first compare the performance of the proposed nonbinary QC cycle codes constructed from the CE algorithm with a code constructed from the PEG algorithm, which is not QC, and with a QC code constructed from the QPP algorithm [14] In Fig. 4 , we compare the performance of nonbinary and binary LDPC coded systems. For the binary coded system we use an irregular code whose degree distribution is optimized for MIMO channel using EXIT chart [5] . Since irregular codes are usually harder to implement in practice, we also consider a QC code which is included in an IEEE802.16e standard that has lower encoding and decoding complexity. Both codes have a code length of 2304. Fig. 4 shows that, while the CE III code has a much lower encoding complexity as discussed in Section IV-C, it has only about 0.1 dB performance degradation compared to the CE II code. When comparing with binary coded system, at BER = 10-4, the CE III code performs about 0.38 dB and 0.6 dB better than the best optimized irregular code and the IEEE802.16 code respectively. 
