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Abstract
Constructing a well-posed variational principle is a non-trivial issue in general relativity. For
spacelike and timelike boundaries, one knows that the addition of the Gibbons-Hawking-York (GHY)
counter-term will make the variational principle well-defined. This result, however, does not directly
generalize to null boundaries on which the 3-metric becomes degenerate. In this work, we address
the following question: What is the counter-term that may be added on a null boundary to make
the variational principle well-defined? We propose the boundary integral of 2
√
−g (Θ + κ) as an ap-
propriate counter-term for a null boundary. We also conduct a preliminary analysis of the variations
of the metric on the null boundary and conclude that isolating the degrees of freedom that may be
fixed for a well-posed variational principle requires a deeper investigation.
1 Introduction and Summary
Just like any other field theory, the dynamics of gravity can be obtained from an action, the Einstein-
Hilbert action. On varying the action with respect to the metric, we obtain an equations-of-motion term
and a boundary term generated by integration by parts. The equations of motion turn out to be second
order in the derivatives of the metric. But the boundary term is unusual, as it contains variations both
of the metric and its first derivatives, both tangential and normal to the boundary [1]. Thus, setting the
variation of the action to zero will lead to the equations of motion on the bulk only if we fix the metric
and its normal derivatives on the boundary. (The tangential derivatives get fixed when the metric is
fixed on the boundary.) The problem with such a structure is that it makes the variational principle
ill-defined [2]. In general, the equations of motion and the boundary conditions will turn out to be
inconsistent [2, 3].
There is a widely accepted prescription for resolving this issue. One adds an extra boundary term to
the action, called a counter-term, such that the surface term in the variation of the new action contains
only variations of the metric and does not involve the variations of the normal derivatives. (We shall be
using the terms surface term, boundary term and counter-term interchangeably. Note that the use of
the word “counter-term” here, unlike in many places in the literature, does not mean that our boundary
term is supposed to cancel off a divergent part of the action.) Thus, we need to fix only the metric on the
boundary and the variational principle becomes well-posed. The most commonly used counter-term is
the Gibbons-Hawking-York (GHY) counter-term [4, 5], although there are other counter-terms available
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in the literature [6]. In cases where the boundary is taken to infinity, other boundary terms in addition
to the Gibbons-Hawking-York term are added to make the action finite on classical solutions [7, 8]. But
we shall not be discussing this issue in the current work.
The GHY prescription has been around for a long time and is now textbook material (see, e.g., [1, 7]).
If the spacetime region V under consideration has a boundary surface denoted by ∂V , the counter-term
is an integral over ∂V of essentially the product of the square root of the determinant of the 3-metric
on the surface and the divergence of the unit normal to the surface. The procedure of its construction
uses (a) the unit normal to ∂V , (b) the induced metric hab on ∂V and (c) the covariant derivative on
∂V compatible with the induced metric hab. These structures are well-defined for spacelike or timelike
regions of the boundary surface. The trouble is, we can have a third kind of region on the boundary
surface, viz. a null surface, which is ubiquitous in general relativity. The horizons of black holes, for
example, are null surfaces. It is generally accepted that entropy and temperature can be associated
with black hole horizons [9, 10, 11, 12, 13]. There is also a claim in the literature that entropy and
temperature can also be ascribed to any local Rindler horizon [14, 15], which is also a null surface. These
properties, as far as we know, are not shared by any spacelike or timelike surface. Some physical cases
where we might require a counter-term for a null surface are the case of a spacetime with a black hole
where we want to consider the black hole horizon as one of the boundaries, the case of the interior of
a causal diamond formed by the intersection of the future light cone from a point P and the past light
cone from a point Q in the future of P [16], etc. The trouble with the standard prescription is that it is
not directly applicable to a null surface as the normal to a null surface has a zero norm and the natural
3-metric on a null surface is degenerate. Also, the notion of a covariant derivative on a non-null surface
does not naturally extend to a null surface, making the usual procedure inapplicable.
A possible work-around is to consider a timelike surface infinitesimally separated from the null surface
(“stretched horizon”), perform the calculations and then take the null limit. As we shall demonstrate, this
approach does give a proper, finite expression for the boundary term and the counter-term when the null
limit is taken with some reasonable assumptions about the limiting behaviour of the metric components.
But, given the importance of this problem, one would like to have a first-principle approach, leading to
a prescription for the counter-term to be added on the null surface purely based only on properties of
the surface, without recourse to any limiting procedure. Surprisingly, this issue does not seems to have
attracted sufficient attention in the literature. As far as we know, there is no approach available in the
literature that allows one to start from first principles and find the counter-term for a null surface. (The
only related reference we could find was [17] which treats a very specialized metric and is not applicable
to a general null surface and does not address several important technical and conceptual issues.)
There is another important reason for attempting this study. For the non-null surfaces, we also obtain,
from the variational principle itself, the result that only the components of the induced metric (modulo
diffeomorphisms) need to be fixed at the boundary [18]. So, in a timelike/spacelike surface one can take
the gravitational degrees of freedom as being contained in the 6 components of the induced 3-metric hab.
Given the freedom in transforming the 3 coordinates on ∂V , this leaves 3 independent degrees of freedom.
(It is possible to reduce it further to 2 using the freedom in foliation, giving two degrees of freedom for
the gravitational field per point [19, 20].) When we try to obtain the results for a null surface as a limit
of the results on a non-null surface, the question arises as to how to characterize these degrees of freedom
in the null limit. The properly defined induced metric for null surfaces is essentially a 2-metric qab. It is
not clear how the six degrees of freedom in the induced metric hab on the non-null surface could relate
to the three degrees of freedom in the 2-metric qab on taking the null limit.
We stress that it should be possible to tackle the above issues from first principles, by just studying
the form of the variation of the action δA
∂V
on the null boundary. (We shall use the notation δA
∂V
for
the boundary term in the variation of the Einstein-Hilbert action for a boundary ∂V of the spacetime
region V under consideration.). The algebraic structure of δA
∂V
should suggest (a) the counter-term
that may be added to make the variation well-defined and (b) the variables which need to be fixed on the
boundary. (For the corresponding analysis in the case of a non-null boundary, see [18].) It is important
to perform this computation for a null boundary.
We should also point out that a complete analysis of the well-posedness of the action requires con-
sideration of the equations of motion as well, since well-posedness essentially requires that the boundary
conditions be consistent with the equations of motion and that each choice of boundary conditions selects
out a unique, different solution of the equations of motion [2]. The evolution of geometry from one spatial
surface to another under the Einstein equations is well-understood and there is a standard, accepted for-
malism in the Arnowitt-Deser-Misner (ADM) formalism [21]. On the other hand, the evolution of geome-
try starting from a null surface has been analyzed by several authors [22, 23, 24, 25, 26, 27, 28, 29, 30, 31],
2
but no one approach has yet come to be accepted as the standard. Details like the specification of the
degrees of freedom and the identification of constraints vary from approach to approach. One of these
formalisms has to be chosen and then the well-posedness of the action has to be analyzed in its framework.
We intend to pursue this matter in a future publication.
We will provide comprehensive discussion of these and related issues from several different perspectives
in this paper. Because of the rather extensive nature of the discussion, we first summarize the key results
obtained in this work.
• We briefly review the procedure of obtaining a counter-term and identifying the variables which
need to be fixed on the boundary just from examining the algebraic structure of δA
∂V
on non-null
boundary. Then, we perform a very similar analysis and obtain δA
∂V
on a general null surface.
The final result is given by
δAnull =
∫
∂V
d3x
{−2δ [√−g(Θ + κ)]+√−g [Θab − (Θ + κ)qab] δqab + Pcδℓc} . (1)
(There is also an ignorable total derivative term on the 3-surface, which has been omitted here for
simplicity but can be found in the main discussion later on.) The general result as given in Eq. (1)
can be interpreted by the following identifications: ℓa = ∂aφ is the normal to the φ = constant
boundary surface which is null (other surfaces of constant φ may not be null), ka is an auxiliary null
vector and qab = gab + ℓakb + kaℓb is the induced metric. The symmetric tensor Θab = q
m
a q
n
b∇mℓn
is the second fundamental form, Θ = Θaa is the expansion scalar and κ is the non-affinity coefficient
on the null surface, i.e. ℓa∇aℓb = κℓb. (Using ℓa = ∂aφ, as opposed to ℓa = A∂aφ for some scalar
A, will render κ = 0 if all the φ = constant surfaces are null but not when φ = constant is null
only for a specific value of φ; this is why κ 6= 0 even though ℓa = ∂aφ; see discussion later.). In
a coordinate system adapted to a null surface with a particular choice of ka, we can write this
decomposition in the form
[δA
∂V
]null =
∫
∂V
dλd2z⊥
{−2δ [√q(Θ + κ)] +√q [Θab − (Θ + κ)qab] δqab + Pcδℓc} , (2)
The integration is over a parameter λ, varying along the null geodesic congruence such that ka =
∇aλ locally, and two coordinates
(
z1, z2
)
that are constant along the null geodesics, with d2z⊥ =
dz1dz2. The symbol q is used for the determinant of the 2-metric qAB. The conjugate momentum
to qab is
√
q [Θab − (Θ + κ)qab] and the conjugate momenta to ℓa turns out to be
Pc = −√qkb
[∇cℓb +∇bℓc − 2δbc (Θ + κ)] . (3)
We have also carried out the analysis for ℓa having the form A∂aφ in Appendix G. In that case
also, we obtain a decomposition of the same structure as above.
The structure of [δA
∂V
]null is similar to the familiar decomposition that we obtain for the surface
term on a non-null surface:
[δA
∂V
]non−null =
∫
∂V
d3x
[
δ(2
√
|h|K)−
√
|h|(Kab −Khab) δhab
]
. (4)
(Again, there is a total 3-derivative on the surface that we have omitted here but can be found
in the main text.) Thus, Eq. (1) suggests that the counter-term to be added on a null surface is
2
√−g(Θ + κ) (2√q[Θ + κ] for Eq. (2)) and that the intrinsic quantities to be fixed on the null
surface are qab and ℓa.
• We verify the result in Eq. (2) by deriving it through a different route. We start from the standard
decomposition of the surface term for a non-null boundary and then take a careful null limit with
some reasonable limiting behaviour for the metric components. We obtain back Eq. (2), reaffirming
our faith in the result.
• In an appendix, we illustrate these general results in two natural coordinate systems adapted to
describe the metric near an arbitrary null surface. We first review the explicit construction of both
these coordinate systems, which we call the Gaussian Null Coordinates (GNC) and Null Surface
Foliation (NSF). The GNC metric has the feature that the null surface arises naturally as the limit
of a sequence of non-null surfaces. Thus, we can easily apply the GHY prescription on a nearby
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non-null surface and take the null limit. In the NSF, the fiducial null surface appears as one member
of a set of null surfaces. Hence, the limiting procedure cannot be applied directly (and would need
the explicit construction of an infinitesimally separated non-null surface). But the NSF has some
other advantages. In both cases, we find that we obtain explicit results in agreement with Eq. (2).
• The question of whether the variational principle is well-posed with this counter-term requires
deeper analysis. Also, the limitations of our framework, since we impose certain constraints on the
variations of the metric to keep, for example, the null surface as a null surface, does not allow us
to directly connect these boundary conditions with the degrees of freedom in the theory.
The conventions used in this paper are as follows: We use the metric signature (−,+,+,+). The
fundamental constants G, ~ and c have been set to unity. The Latin indices, a, b, . . ., run over all space-
time indices, and are hence summed over four values. Greek indices, α, β, . . ., are used when we specialize
to indices corresponding to a codimension-1 surface, i.e a 3−surface, and are summed over three values.
Upper case Latin symbols, A,B, . . ., are used for indices corresponding to two-dimensional hypersurfaces,
leading to sums going over two values. We shall use := to indicate equalities that are valid only on the
null surface.
2 The information contained in the boundary term of the vari-
ation of the action
The variation of an action, generically, contains two terms: (a) A bulk term, the vanishing of which will
give us the equations of motion and (b) a boundary term, which is usually ignored. But the boundary
term contains significant amount of information! By a careful analysis of this term, we can determine
the structure of the counter-term that may be added to the action principle to make it well-defined and,
with that counter-term, what degrees of freedom are to be fixed at the boundary. Some of these degrees
of freedom may be eliminated by using gauge freedom and, once the gauge freedom is exhausted, the
number of the remaining degrees of freedom represents the number of true degrees of freedom in the
theory. Let us illustrate this idea in electromagnetism and gravity.
2.1 Warm-up: Electromagnetic field
As a warm up, let us consider the simple case of electromagnetism (see [19], Chapter 21). The action
for the free electromagnetic field is given by
A = − 1
16π
∫
V
FikF
ikd4x; Fik = ∂iAk − ∂kAi (5)
Let us begin by assuming that Ai are the dynamical variables and vary them in the action. This leads
to
δA = − 1
4π
∫
V
[
∂kF
ik
]
δAid
4x+
1
4π
∫
∂V
F ikδAidσk = − 1
4π
∫
V
[
∂kF
ik
]
δAid
4x+
1
4π
∫
E · δAd3x (6)
where we have assumed that the boundary contributions arise from t = constant surfaces. Since bulk
and boundary variations are independent, δA = 0 will require vanishing of these two terms individually.
Let us first assume (rather naively) that δAi is completely arbitrary in the bulk V . Then the vanishing
of the bulk term will lead to the equations of motion ∂kF
ik = 0. Once this is granted, we next want the
on-shell boundary term to vanish. This is, of course, possible if we specify Ai on the boundary; but that
is not required. The algebraic structure of the boundary term already tells us that we need not fix A0 at
all. Further, even as regards A we only need to fix it modulo the addition of a gradient: A→ A+∇F .
This is because, E · ∇F = ∇ · (EF ) on-shell (since ∇ · E = 0) which allows this term to be converted
into a surface integral at spatial infinity and ignored. Thus, we only need to fix the part of A which is
unaffected by the addition of a gradient; viz., the B = ∇×A. The magnetic field, since it is a spatial
vector, has three components, of which one component is eliminated by the constraint ∇.B = 0 arising
from the equations of motion. Thus, there are two degrees of freedom to be fixed at a boundary. Further,
it can be verified that each choice of these two degrees of freedom selects out a single solution of the
equations of motion. Thus, the action is well-posed and does not require the addition of a counter-term.
In other words:
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We do not tell the action principle what needs to be fixed at the boundary; instead, the action principle
tells us what should be fixed. If the action is well-posed, the number of degrees of freedom that needs to
be fixed at a boundary will correspond to the number of true degrees of freedom in the theory.
In the case of the electromagnetism, it is the magnetic field that is to be fixed at the boundary. We
naively thought it is Ai but the algebraic structure of the boundary term in the variation of the action
corrects our mistake and tells us that it is the magnetic field.
2.2 Gravity: Non-null boundary
One can do exactly the same in the case of gravity. We will first assume (again naively) that gab are the
dynamical variables and vary them in the Einstein-Hilbert action
16πAEH =
∫
V
d4x
√−g R, (7)
where V indicates the spacetime region under consideration, over which the integration is performed. On
varying the metric, we get
16πδAEH = −
∫
V
d4x
√−g Gabδgab +
∫
V
d4x
√−ggabδRab
≡ −
∫
V
d4x
√−g Gabδgab +
∫
V
d4x
√−g∇cwc
= −
∫
V
d4x
√−g Gabδgab +
∫
∂V
d3S ncw
c
≡ −
∫
V
d4x
√−g Gabδgab +
∫
∂V
d3S Q[nc] (8)
where d3S is the appropriate integration measure on the boundary, nc is the normal with constant norm
(0 or ±1) on the surface, wc ≡ (gabδΓcab − gckδΓaak) and we have defined the function Q[Ac] for any
one-form Ac as
Q[Ac] ≡ Ac(gabδΓcab − gckδΓaak) . (9)
which will prove to be useful throughout the paper. Straightforward algebra now leads to the following
alternate expression for Q[nc]:
Q[nc] = ∇a(δna⊥)− δ(2∇ana) +∇anb δgab; δna⊥ ≡ δna + gabδnb (10)
This expression can be easily verified by expanding out and simplifying the RHS (see Appendix B for
a derivation). Note that δna
⊥
na = 0, which implies that the vector δn
a
⊥
lives on the boundary. The
description so far is completely general and holds for both null and non-null boundaries with suitable
measure ncd
3S for integrating vector fields.
For the non-null case ([18], also see Appendix B), we have the relation ∇aV a = DaV a − ǫabV b valid
for any V a which satisfies V ana = 0, where ai ≡ nj∇jni. Further, the integration measure is now
d3S =
√
hd3x with na normalized to ±1 so that the surface term becomes the integral of d3x
√|h|Q[nc].
This will lead to the expression:
Q[nc] = Da(δn
a
⊥)− δ(2∇ana) + (∇anb − ǫnaab) δhab (11)
Note that this algebraic manipulation has naturally led us to the combination (∇anb − ǫnaab) without
us having to introduce any geometrical considerations. This combination, of course, is the negative
of the extrinsic curvature [1] defined by Kab = −hca∇cnb and has the following properties: (a)Kij =
Kji; (b)Kijn
j = 0; (c)K = gijKij = −∇ana . The second property tells us that Kijδgij = Kijδhij which
has been used to arrive at Eq. (11). The surface term is an integral of Q[nc] over d
3x
√|h| which allows
the first term Da(δn
a
⊥
) in Eq. (11) to be converted to a 2-dimensional surface integral and ignored. The
rest of the terms will reduce to the following expression for the boundary term of EH action:
[δA
∂V
]non−null =
∫
∂V
d3x
[
δ(2
√
|h|K)−
√
|h|(Kab −Khab) δhab
]
. (12)
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We need to be set [δA
∂V
]non−null to zero with appropriate boundary conditions to obtain the equations
of motion in the bulk from the action principle δA = 0. Unlike in the case of e.g., electromagnetism,
this is not straightforward because we will need to set both δ[K
√
h] = 0 and δhab = 0 on the boundary.
This is not acceptable, since δK contains variations of normal derivatives of the metric as well. Setting
both δ[K
√
h] = 0 and δhab = 0, in general, will lead to inconsistency with the Einstein’s equations. (For
a discussion of this and other issues with fixing the metric and its derivatives at the boundaries, see, e.g,
[2].)
Incredibly enough, the algebraic structure of Eq. (12) itself suggests a way out. Since the term in-
volving δ[K
√
h] is the variation of a boundary integral, we can add this as a counter-term to the action
such that the surface term arising from the new action does not depend on the variations of the normal
derivatives of the metric. Once this is done, we only have to set δhab = 0 on the boundary and this leads
to a well-posed action principle. This leads to the GHY counter-term [4, 5], viz. integral of −2K√h over
the boundary, which is the most commonly used one for this purpose.
Thus, the algebraic structure of the boundary term in the variation of the action itself can tell us not
only (i) what counter-term can be added to the action to make the variation well-defined but also (ii)
what degrees of freedom need to be fixed on the boundary [viz. hab] after the addition of this counter-
term. Even here, eliminating four degrees of freedom using the gauge freedom that is the freedom of
diffeomorphisms, one should end up with two remaining degrees [19], matching the number of degrees
of freedom of the gravitational field obtained from considering gravitational radiation in the linearized
approximation.
3 Boundary Term of the Einstein-Hilbert Action: Null Surfaces
The crucial difference between non-null and null boundaries is the following: If the surface is non-null, we
can define an induced metric hab = gab − ǫnanb and a covariant derivative operator Da compatible with
it (i.e., Dahbc = 0). We can then re-express ∇a(δna⊥) in terms of the covariant derivative Da(δna⊥) on
the boundary which leads to significant simplification. We cannot do this for a null surface, which makes
a vital algebraic difference. We, therefore, need to use some other procedure to analyse the algebraic
structure of the boundary variation on a null-surface.
One possible approach to handle a null surface would be to treat the null surface as the limit of
a sequence of non-null surfaces, apply the prescription given above on the non-null surfaces and then
take the limit in which this sequence goes over to the null surface. This can be done with the help of
a parameter which labels the surfaces such that a particular value of the parameter corresponds to the
null surface; we will do this in Section 3.6. However, we would also like to formulate a first-principle
prescription that can be applied to the null surface as a surface in its own right and not as a fringe
member of some family. This will be done in Section 3.3. As a preamble to these two derivations, we
shall first recall several features of null surfaces relevant to our task.
3.1 Null surfaces
A null surface in a four-dimensional spacetimeM is a three-dimensional submanifoldN with the criterion
that the metric γµν obtained by the restriction of the full metric gab to the hypersurface N is degenerate,
which means that it is possible to find non-zero vectors vµ on N such that γµνv
µ = 0. We shall assume
that the full gab is non-degenerate, i.e every non-zero four-dimensional vector is mapped by the metric
to a non-zero one-form. If va is the four-dimensional push-forward of vµ and wa is the four-dimensional
push-forward of wµ, another vector at the same point on N , then gabv
awb = γµνv
µwν = 0. Thus, va
is orthogonal to every vector at that point on the surface including itself. A set of such null vectors on
the surface, one vector per point, gives a null vector field ℓa normal to N . (There will be only one null
curve on the surface passing through each point on N . So the only freedom we have in the choice of the
null vector is the freedom of scaling by a scalar factor.) Note that ℓa has the peculiar property that it
is both tangent and normal to the surface: tangent since we had started with the vector being on the
null surface and hence we will be moving along the surface if we move along the orbits of ℓa; and normal
since we have gabw
aℓb = 0 for any vector wa on the surface.
If N corresponds to some φ =constant surface, the corresponding normal one-form can be expressed
as ℓa = A∂aφ, where A is a scalar. Since we have assumed the four-dimensional metric gab to be
non-degenerate, A 6= 0. As proved in Appendix A.3.1, we will then have
ℓa∇aℓb := κℓb; κ ≡ ℓa∂a(lnA)− k
c
2
∂c(ℓ
aℓa) (13)
6
Note that while we assume ℓ2 = 0 on the null surface, it can in general be non-zero off the surface. So
κ has two contributions: one arises because A 6= 1 and the other because ℓ2 6= 0 off the surface. Very
often, we will set A := 1 on the null surface making ℓa := ∇aφ on it. The above result shows that κ can
be still non-zero on the null-surface due to the second term in its expression in Eq. (13).
Since ℓa∇aℓb := κℓb is a geodesic equation we see that the orbits of ℓa are geodesics. We may call κ as
the non-affinity coefficient because κ = 0 if we choose an affine parametrization. Since ℓa lies on the null
surface, the null surface can be thought of as being filled by a congruence of null geodesics. (If e.g., ℓa is
the Killing field normal to the horizon of a stationary black hole in an asymptotically flat spacetime, we
can identify κ with the surface gravity of the horizon [20]). Two specific parametrizations of the metric
on a general null surface are provided in Appendix C.
3.2 Structure of the boundary term
To study the boundary term on a null surface, it is more convenient to use the notion of a surface gradient
rather than normal to the surface and rewrite the variation of the Einstein-Hilbert action in the following
form:
16πδAEH = −
∫
V
d4x
√−g Gabδgab +
∫
∂V
d3x vc
[√−g (gabδΓcab − gckδΓaak)] , (14)
We have again converted the total divergence ∇awa in Eq. (8) to a term on the boundary and defined vc
to be the surface gradient (not the unit normal) to the surface that bounds the volume. If the surface is
given by the equation φ = constant, then Eq. (14) is valid in any coordinate system where φ is one of the
coordinates with vc ≡ ±∂cφ, the appropriate sign chosen as per the conventions of Gauss’ theorem (see
Appendix A.1). When the volume integral is done as usual with the higher value of φ at the upper limit
of the integration, ∂cφ or −∂cφ is used depending on whether φ or −φ increases on going from inside
the volume to outside through the surface. (Note that
√−g appears in Eq. (14) since we have used the
surface gradient instead of the unit normal. This is appropriate at this stage since V could be null in
which case there is no natural notion of ”unit” normal nc or
√|h|. If we choose to use the unit normal
na, then na
√|h| will replace va√−g; see Appendix B.)
We have earlier defined the useful function Q[Ac] in Eq. (9) for any one-form Ac as
Q[Ac] ≡ Ac(gabδΓcab − gckδΓaak) = ∇a(δAa⊥)− δ(2∇aAa) + (∇aAb) δgab (15)
where δAa
⊥
≡ δAa + gabδAb. Adding a √−g and manipulating, we can obtain
√−gQ[Ac] =
√−g∇c[δAc⊥]− 2δ(
√−g∇aAa) +
√−g(∇aAb − gab∇cAc)δgab , (16)
When Ac = vc = ∂cφ is the surface gradient, the integral of this expression gives the surface term of
the Einstein-Hilbert action on a φ = constant surface, irrespective of whether the surface is timelike,
spacelike or null. The surface term
√−gQ depends only on the surface gradient, ∂aφ, at the φ = φ0
surface. It does not depend on the normalization we may choose for vc, i.e, it does not depend on B if
we choose to write vc = B∂cφ. It also does not depend on the behaviour of vc away from the surface.
But the decomposition in Eq. (16) needs to be rewritten if we choose to work with vc = B∂cφ. Also, the
decomposition cares about the behaviour of vc away from the surface due to the presence of derivatives
of vc.
Let us now concentrate on the null-surface and denote the surface gradient on it by vc ≡ ℓc = ∇cφ.
Following the route we took for non-null surfaces, we shall first convert the first term in Eq. (16) into
a surface term on the 3−surface φ = φ0. For this, we require the notion of surface covariant derivative
on the null surface, which, in turn, requires a projector on to the surface. Based on the analogy with
non-null surfaces (where hab = gab − ǫnanb is the projector), if we try hab = gab − ǫℓaℓb, it does not
work because now habℓ
a = ℓb − ǫℓaℓaℓb = ℓb 6= 0, since ℓaℓa = 0 on the null surface. Thus, there is no
straightforward extension of the projector in the non-null case to the null case, essentially because the
metric is degenerate.
The solution to this problem was suggested by Carter in [32]. Since we are not able to define a
projector by using ℓa alone, we choose an auxiliary vector k
a such that ℓak
a = −1 at φ = φ0. Then, as
we prove in Appendix A.3.2, qab = gab + ℓakb + ℓbka is the object on the null surface analogous to hab
(see also [7]). Since ka is under our control, we shall assume that ℓak
a = −1 and kaka = 0 to be valid
everywhere. Thus, we have
ℓaℓ
a := 0; ℓak
a = −1; kaka = 0 . (17)
7
We shall enforce the first relation only on the boundary null surface. Further, we shall demand that
these relations are respected by the variations. Since ℓa = ∂aφ, this demand on the first relation requires
δgφφ = 0. This is a restriction on the variations of the metric and translates to the statement that we
are only considering variations of the metric that keep the null surface null. We should ideally consider
arbitrary variations of the metric, but the geometrical setup that we are using will lose its validity for
the varied metric if the boundary surface ceases to be null. We hope to address this issue in a future
publication. The second and third relations do not require any constraint on the metric variations. This
is because these relations are the only restrictions on ka and we can choose an appropriate k′a = ka+δka
in the varied metric. (Compare this with the case in usual double null formulations where ka is also
chosen to be hypersurface-orthogonal [33].) Our analysis in Section 3.3 will be general while we shall
choose a form for ka in Section 3.4.
3.3 Boundary contribution in terms of 2-surface variables
In order to find an expression for the boundary term on a null surface in terms of the 2-surface variables,
similar to the expression for non-null surfaces in Eq. (12), we shall start with the expression for the
surface term in Eq. (16), with va = ∂aφ being the surface gradient. We may take our null normal to be
ℓa = A∂aφ = Ava, where A is some scalar. Then, recalling the definition of Q in Eq. (9), we can write
the boundary term on the null surface in the following form:
√−gQ[va] =
√−g
A
Q[ℓa] =
1
A
{√−g∇c[δℓc⊥]− 2δ(√−g∇aℓa) +√−g(∇aℓb − gab∇cℓc)δgab} . (18)
But since we do not seem to have any natural way of fixing the factor A (unlike the case in the non-null
case where the condition nan
a = ǫ was a natural choice) we shall make the choice A = 1. (The counter-
term for a general A is derived in Appendix G.) This offers two advantages in our manipulations. First,
it eliminates the 1/A factor in Eq. (18). Secondly, we will have δℓa = ∂aδφ = 0 as the scalar φ labelling
the null surface is not being varied. With the choice A = 1, the boundary term on the null surface
becomes √−gQ[ℓa] =
√−g∇c[δℓc⊥]− 2δ(
√−g∇aℓa) +
√−g(∇aℓb − gab∇cℓc)δgab . (19)
Our first task will be to separate out a surface term from the first term in Eq. (19). We shall label this
term as
√−gQ1. We have √−gQ1 =
√−g∇a[δℓa⊥] = ∂a[
√−gδℓa⊥] (20)
Let us consider this expression in the coordinates (φ, y1, y2, y3), where (y1, y2, y3) are some coordinates
introduced on the φ =constant null surface under consideration. Then, the partial derivatives with
respect to (y1, y2, y3) are on the null surface and the φ-derivative is off the surface. Thus, we have
√−gQ1 = ∂φ[
√−gδℓφ
⊥
] + ∂α[
√−gδℓα⊥], (21)
where α runs over (y1, y2, y3). Now, δℓ
φ
⊥
= δℓa
⊥
ℓa = δ (ℓaℓ
a). We have assumed this to be zero on the
null surface but not off it. Hence, the first term in Eq. (21) is not zero and
√−gQ1 is not a total surface
derivative on the null surface.
In order to separate out a total surface derivative on the null surface from
√−gQ1, there are two
projectors, Πab and q
a
b , that we can use on δℓ
a
⊥
. They are defined by (see Appendix A.3.2)
Πab = δ
a
b + k
aℓb , (22)
qab = δ
a
b + k
aℓb + ℓ
akb . (23)
Now, Πab projects orthogonal to ℓa but q
a
b projects orthogonal to both ℓa and ka. Since our aim is to
separate out derivatives along the surface (i.e, orthogonal to ℓa) even if they are not orthogonal to ka,
we shall use the projector Πab. Thus,
√−gQ1 = ∂a[
√−gδℓa⊥] = ∂a[
√−gΠabδℓb⊥]− ∂a[
√−gkaℓbδℓb⊥]
= ∂a[
√−gΠabδℓb⊥]−
√−gδ (ℓaℓa)∇bkb −
√−gkb∇b [δ (ℓaℓa)]
= ∂a[
√−gΠabδℓb⊥]−
√−gkb∂b [δ (ℓaℓa)] , (24)
where the last step was obtained by using our assumption δ (ℓaℓ
a) = 0 on the null surface. The first
term in Eq. (24) is a surface derivative on the null surface as Πabℓa = 0. The second term in Eq. (24) is
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a bit of a bother. With ℓa = ∂aφ, δ (ℓaℓ
a) = δgφφ. Hence, this term has variations of the derivatives of
the metric. We shall take out the δ to obtain
− kb∂b [δ (ℓaℓa)] = −δ
[
kb∂b (ℓaℓ
a)
]
+ δkb∂b (ℓaℓ
a) . (25)
The vector δka lies on the null surface as ℓaδk
a = δ (ℓak
a) = 0 as per our assumption δℓa = 0. Since
ℓaℓ
a = 0 on the null surface, the last term in Eq. (25) is zero and we are left with
− kb∂b [δ (ℓaℓa)] = −δ
[
kb∂b (ℓaℓ
a)
]
. (26)
Substituting in Eq. (24), we obtain
√−gQ1 = ∂a[
√−gΠabδℓb⊥]−
√−gδ [kb∂b (ℓaℓa)]
= ∂a[
√−gΠabδℓb⊥]− δ
[√−gkb∂b (ℓaℓa)]− √−g
2
[
kb∂b (ℓaℓ
a)
]
gijδg
ij (27)
Thus, we have written
√−gQ1 in a form where all the variations of the derivatives of the metric have
been smuggled into surface derivatives and total variations.
Substituting Eq. (27) back in Eq. (19), we find the following expression occurring in two places:
∇aℓa + k
a
2
∂a
(
ℓbℓ
b
)
= δab∇aℓb + kaℓb∇aℓb = Πab∇aℓb . (28)
Thus, the boundary term on the null surface reduces to
√−gQ[ℓa] = ∂a[
√−gΠabδℓb⊥]− 2δ(
√−gΠab∇aℓb) +
√−g(∇aℓb − gabΠcd∇cℓd)δgab . (29)
We have succeeded in separating out a total derivative on the surface and a total variation to remove all
derivatives of the metric. In order to understand what degrees of freedom need to be fixed on the null
surface, we shall now decompose gab into qab, ℓa and ka.
First, note that the relations qabℓa = 0 and q
abka = 0 are respected by the variations. This is because
we have assumed Eq. (17) to be valid even on variation. Thus, terms of the form ℓaℓbδq
ab, ℓakbδq
ab and
kakbδq
ab would reduce to zero. For example,
ℓakbδq
ab = δ
(
qabℓa
)
kb − qabkbδℓa = 0 . (30)
Using this result, we can simplify gabδg
ab as follows:
gabδg
ab = gab
[
δqab − δ (ℓakb)− δ (ℓbka)] = qabδqab + 2 (ℓakb + ℓbka) δ (ℓakb)
= qabδq
ab + 2ℓbkaδ
(
ℓakb
)
= qabδq
ab − 2kaδℓa, (31)
where we have also used ℓaδk
a = 0, arising from our assumptions of δℓa = 0 and δ(ℓak
a) = 0.
Next, we shall simplify (∇aℓb) δgab. This is a symmetric object since ℓb = ∇bφ. We have
(∇aℓb) δgab = (∇aℓb) δqab − 2δ
(
ℓakb
)∇aℓb
= (∇aℓb) δqab − 2δℓakb∇aℓb − 2δkbℓa∇aℓb
= (∇aℓb) δqab − 2δℓakb∇aℓb − 2κδkbℓb
= (∇aℓb) δqab − 2δℓakb∇aℓb, (32)
where we have used ℓa∇aℓb = κℓb (see Eq. (13)) and ℓaδka = −kaδℓa = 0. The expression (∇aℓb) δqab
can be simplified as follows:
(∇aℓb) δqab = δma δnb (∇mℓn) δqab = (qma − ℓmka − kmℓa) (qnb − ℓnkb − knℓb) (∇mℓn) δqab
= (qma − ℓmka) (qnb − ℓnkb) (∇mℓn) δqab
= (qma q
n
b∇mℓn − qma ℓnkb∇mℓn − qnb ℓmka∇mℓn) δqab
= (Θab − 2κqma kbℓm) δqab
= Θabδq
ab (33)
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where we have used ℓaδq
ab = δ
(
qabℓa
)
= 0 to get to the second line, kakbδq
ab = 0 (see Eq. (30))to get
to the third line, the definitions of Θab and κ (see Appendix A.3.5 and Eq. (13) in this paper) and the
symmetry of ∇aℓb to get to the fourth line and ℓaqab = 0 to get the final result.
Substituting back in Eq. (32), we get
(∇aℓb) δgab = Θabδqab − 2
(
kb∇aℓb
)
δℓa . (34)
We shall also write Πab∇aℓb in the following form:
Πab∇aℓb = (qab − ℓakb)∇aℓb = Θ+ κ, (35)
making use of the definitions of Πab and κ and introducing the expansion scalar Θ (see Appendix A.3.5).
We have thus derived all the results that we need. Substituting Eq. (31), Eq. (34) and Eq. (35) in
Eq. (29), we get
√−gQ[ℓa] =∂a
(√−gΠabδℓb⊥)− 2δ [√−g(Θ + κ)]+√−g [Θab − (Θ + κ)qab] δqab
+ 2
√−g [(Θ + κ) kc + ℓb∇ckb] δℓc (36)
Thus, the surface term in the action for a null surface takes the following form:
δAnull =
∫
∂V
d3x
√−gQ[ℓa]
=
∫
∂V
d3x
{√−g∇a (Πabδℓb⊥)− 2δ [√−g(Θ + κ)]+√−g [Θab − (Θ + κ)qab] δqab
+2
√−g [(Θ + κ) kc + ℓb∇ckb] δℓc} . (37)
In the first line, we have a structure like we have in the non-null case in Eq. (164) (in Appendix B),
reproduced below for convenience:
[δA
∂V
]non−null =
∫
∂V
d3x
[√
|h|Da(δna⊥) + δ(2
√
|h|K)−
√
|h|(Kab −Khab) δhab
]
. (38)
The first term in Eq. (37) is the total 3-derivative term (since Πφb = Π
a
bℓa = 0), the second term can
be cancelled by a counter-term and the third term is the term that may be killed by fixing qab on the
surface. We have a crucial extra term with δℓc which we shall deal with when we discuss degrees of
freedom.
The result in Eq. (37) is invariant under coordinate transformations on the three surface. That
is, it is invariant under coordinate transformation from
(
φ, x1, x2, x3
)
to
(
φ, x′1, x′2, x′3
)
. The integra-
tion volume
√−gd3x is invariant once φ is fixed since √−gd3xdφ is invariant under general coordinate
transformations, while the integrand is a scalar once ℓa = ∇aφ and a particular ka is chosen.
The result in Eq. (37), with its
√−g and d3x, may seem unusual for readers with some familiarity to
the literature on null surfaces. To remedy this, we shall write this result in a specific coordinate system(
φ, λ, z1, z2
)
adapted to the null surface. This will bring the integration element to the form given,
e.g., in [7] (also see Appendix A.3.3). In the process, we shall also choose a form for ka. The double
null coordinate system commonly found in the literature (see, e.g., [33]) will be a special case. This
coordinate system, as well as the meaning of our constraints on variations in this coordinate system, is
described in the next section.
3.4 Writing the Results in A Special Coordinate System
In this section, we shall detail the construction of a coordinate system adapted to a null surface and also
choose a form for ka. This coordinate system has the double null coordinate system [33] as a special case.
In fact, the form of the metric on the null surface will be identical to that in double null coordinates.
Please note that we require the form of the metric only on the fiducial null surface and that is what we
shall write down. The expression for the metric in this section is valid only at φ = φ0 and should not be
taken to represent the form of the metric in a region around the null surface.
The object qab has been constructed to represent the induced metric on a 2-dimensional space orthog-
onal to ℓa and ka. Let us choose k
a such that ka := ∇aλ = ∂aλ for some λ at the boundary null surface
φ = φ0. This is always possible. (The GNC coordinates, whose construction is given in Appendix C.1,
is an example. In these coordinates, ℓa = ∂ar and ka = −∂au.) Like φ, λ is not varied when we vary
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the metric and hence δka = ∂a(δλ) = 0. This is an additional restriction which was not present in the
derivation leading up to Eq. (37). Note that the relation ka = ∂aλ is assumed to hold only at φ = φ0.
If it is assumed to hold everywhere, then we are specializing to a double null foliation. But that is
not required for our purpose. (Again, the GNC metric is a good example. ka = (2rα,−1, rβA) in the
coordinate system (u, r, xA) and is equal to −∂au on the null surface r = 0.) In this set-up, qab represents
the induced metric on the 2-surfaces at the intersection of our fiducial φ = φ0 null surface and the many
λ =constant surfaces (whose normal coincides with ka at φ = φ0). If we choose coordinates (z1, z2) on
a particular 2-surface and carry these coordinates along integral curves of ℓa on the null surface, then
the inverse metric on the null surface in the coordinate system
(
φ, λ, z1, z2
)
, using ℓaℓ
a = 0, kak
a = 0,
ℓak
a = −1, valid on the null surface, and the fact that both ka and ℓa are orthogonal to the basis vectors
on the φ = φ0, λ =constant 2-surfaces (which means that the metric is block-diagonal), can be written
down as
gab =


0 −1 0 0
−1 0 0 0
0 0 q11 q12
0 0 q12 q22

 , (39)
giving the metric, on the null surface φ = φ0, in the form
gab =


0 −1 0 0
−1 0 0 0
0 0 q11 q12
0 0 q12 q22

 , (40)
where q11, q12, etc. have the appropriate expressions in terms of q
11, q12, etc. For this metric, the
determinant satisfies −g = q, where q is the determinant of the 2-metric qAB. The relation between
the determinant of a 2-metric to the determinant of the 4-metric in a general case has been derived in
Eq. (65) in Appendix A.2 as
g =
q
gφφgλλ − (gλφ)2 , (41)
where we have inserted λ instead of the 1 that stood for the coordinate x1 in the appendix. Then, since
we are keeping gabℓaℓb = g
φφ = 0, gabkakb = g
λλ = 0 and gabℓakb = g
φλ = −1 fixed even under variation,
Eq. (41) gives √−g = √q, δ (√−g) = δ (√q) . (42)
Note that our constraints fix gφφ, gλλ and gφλ while the other components are free to vary. In particular,
these variations may disturb the relations ℓa = −∂xa/∂λ and ka = −∂xa/∂φ valid for the on-shell metric.
In these coordinates, we can write the boundary term in Eq. (37) as
δAnull =
∫
∂V
dλd2z⊥
√
q Q[ℓa]
=
∫
∂V
dλd2z⊥
{√
q∇a
(
Πabδℓ
b
⊥
)− 2δ [√q(Θ + κ)] +√q [Θab − (Θ + κ)qab] δqab
+2
√
q
[
(Θ + κ) kc + ℓ
b∇ckb
]
δℓc
}
. (43)
Here, d2z⊥ = dz
1dz2.
3.5 Analyzing The Results
The final decomposition of the boundary term in the variation of the Einstein-Hilbert action is given in
Eq. (37) and it is written in specific coordinates and a particular choice of ka in Eq. (43). We see that
the action principle has again suggested what can be done! On a null surface, we can add the integral
of 2
√−g(Θ + κ) (2√q[Θ + κ] with the coordinates and choice of ka of Section 3.4) as the counter-term.
Further, we need to set δqab = 0 and δℓa = 0 on the boundary, which requires fixing the set (qab, ℓa) (six
independent components, since ℓ2 = 0) on the boundary. This is analogous to fixing hab (six independent
components) on the non-null surface. To know for certain whether this furnishes a well-posed variational
problem, we need to analyse the structure of the equations of motion on the null surface. As we have
mentioned in the introduction, there is no standard way of writing the Einstein equations on null surfaces.
Hence, we postpone this analysis for a future work. We shall briefly discuss about the degrees of freedom
in Section 4.
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The expression Eq. (43) also tells us that the momentum conjugate to qab is
√
q [Θab − (Θ + κ)qab]
and the momentum conjugate to ℓa is 2
√
q
[
(Θ + κ) kc + ℓ
b∇ckb
]
. We can write the momentum conjugate
to ℓa in another form as
Pc = −2√qkb
[∇cℓb − δbc (Θ + κ)] . (44)
In the cases where κ = 0, as would happen if ℓ2 = 0 everywhere, the counter-term would be the integral
of just 2
√
qΘ. In this case, we can make use of Θ = (1/
√
q)(d
√
q/dλ) (see Eq. (123) in Appendix A.3.5)
to write the counter-term as
2
∫
∂V
dλd2z⊥
√
qΘ = 2
∫
∂V
dλd2z⊥
∂
√
q
∂λ
= 2
∫
∂∂V
d2z⊥
√
q
∣∣∣∣λ2
λ1
= 2 [S(λ2)− S(λ1)] , (45)
where λ1 and λ2 are the limits of integration of λ. Thus, the counter-term in this case, apart from an
overall factor, is the difference in the area of the 2-surface orthogonal to ℓ and k on the null surface,
denoted by S(λ), at the limits of λ integration. A similar interpretation can be given to the counter-term
for the non-null case, the integral of −2√|h|K over the boundary surface, if we assume that the Lie
bracket of the normal vector na with any of the coordinate basis vectors on the surface is zero (see
Appendix E). This, in turn, requires na to be a tangent vector to a geodesic congruence, which may not
be true in general. With this assumption, −√|h|K is the rate of change along na of the volume of a
3-surface element orthogonal to na.
We have provided a decomposition of the boundary term on the null surface working purely on the null
surface. This decomposition can also be obtained by treating the null surface as a limit of a sequence of
non-null surfaces. In the next section, we shall demonstrate that a particular method of taking the null
limit of Eq. (46) gives back the decomposition in Eq. (37).
3.6 Null surface as a limit of sequence of non-null surfaces
The previous sections provided a decomposition of the boundary term on the null surface working purely
on the null surface. In this section, we shall show that this decomposition can also be obtained by
treating the null surface as a limit of a sequence of non-null surfaces.
Let the relevant null surface be part of a family of surfaces, not all of which are necessarily null,
characterized by the constant values of a scalar function φ(x). The null surface is specified by φ(x) = φ0.
(That is, the surface φ = φ0 is null but the other φ =constant surfaces may be spacelike, timelike or
even null.) We shall label the null surface as N and also introduce the scalar function r = φ−φ0. Thus,
we can represent the null surface by the symbol N or by one of the two equations, φ = φ0 or r = 0, as
per convenience. The normal to the surfaces has the form ℓa = A∇aφ, for some scalar function A(x).
If the surfaces were spacelike or timelike, we could have fixed A(x) by demanding ℓaℓa = ±1. But now,
we have ℓaℓ
a = A2gφφ with gφφ = 0 at φ = φ0. Thus, imposing this constraint would make A diverge
at φ = φ0. Hence, we cannot impose any such normalization condition without introducing infinities.
The expression for the normalized normal for a non-null surface is given in Eq. (141) in Appendix B:
nb = N∇bφ. On the other hand, we have used the expression ℓa = ∂aφ in obtaining Eq. (37). So,
we have the identification na = Nℓa. Now, N is defined in terms of g
φφ in Eq. (142) in Appendix B:
gφφ = ǫ/N2 . So, the null limit can be imposed by demanding that N → ∞. Near the null surface, we
shall take gφφ to have the behaviour gφφ = Brn + O(rn+1) for a finite non-zero B and some positive
integer n.
We shall now examine the decomposition of the surface term of the Einstein-Hilbert action for a
non-null surface, provided in Eq. (164) in Appendix B, and obtain the null surface limit of each of the
terms. For convenience, we reproduce Eq. (164) below:
[δA
∂V
]non−null =
∫
∂V
d3x
[√
|h|Da(δna⊥) + δ(2
√
|h|K)−
√
|h|(Kab −Khab) δhab
]
. (46)
In obtaining the limit, we shall assume that the metric components are finite and that the metric
determinant is finite (and non-zero) when we take the null limit. (Later on, we will demonstrate these
conditions and the final result in specific coordinate systems.)
Let us start with the surface boundary term in Eq. (46). This term has been analyzed in Appendix F.1
to show that it can be written in the form:√
|h|Da (δna⊥) = ∂α
[√−gδℓα]+ 2∂α [√−gℓαδ lnN] . (47)
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The first term in Eq. (49) is finite in the N → ∞ limit. In the second term in Eq. (49), we use the
expansion for gφφ near the null surface and see that the r factor cancels (as we have taken the variation
to not affect the coordinates) and the term is finite in the null limit of N →∞ or r → 0. Thus, we have
decomposed
√|h|Da (δna⊥) in such a way that each term in the decomposition is clearly finite in the null
limit.
On the other hand, the surface boundary term for a null surface in Eq. (37) has been shown in
Appendix F.1 to reduce to
∂a
[√−gΠabδℓb⊥] = ∂α [√−gδℓα] (48)
Thus, from Eq. (47) and Eq. (48), we obtain the result that the null surface limit of the surface boundary
term in Eq. (46) is
√
|h|Da (δna⊥) r→0= ∂a
[√−gΠabδℓb⊥]+ 2∂α [√−gℓαδ lnN] . (49)
Next, let us look at the counter-term in Eq. (46). From Appendix F.2, a similar analysis shows that
the null limit of the variation of the counter-term turns out to be
δ
(
2
√
|h|K
)
r→0
= −2δ [√−g (Θ + κ)]− 2δ [√−g ℓα∂α lnN] . (50)
Consider now the last set of terms in Eq. (46). Among them, the hijδh
ij term is manipulated in
Appendix F.3 leading to√
|h|Khijδhij r→0= −
√−g (Θ + κ) qabδqab + 2
√−g (Θ + κ) kbδℓb − 2
√−g (Θ + κ) δ lnN
−√−g (ℓα∂α lnN) gijδgij − 2
√−g (ℓα∂α lnN) δ lnN (51)
Again, one can see that each term is finite in the null limit under our assumptions.
The last term to be considered in Eq. (46) is the Kijδh
ij term. The pertinent expression is derived
in Appendix F.4 as
−
√
|h|Kijδhij r→0=
√−g
[
Θijδq
ij + 2δℓiℓj∇ikj + 2 (∂i lnN) δℓi + 2ℓi (∂i lnN) δ lnN
]
. (52)
Adding Eq. (49), Eq. (50), Eq. (51) and Eq. (52), we obtain the following result when we take the null
limit of the integrand on the right hand side of Eq. (46):√
|h|Da(δna⊥) + δ(2
√
|h|K)−
√
|h|(Kab −Khab) δhab
r→0
= ∂α
[√−gΠαbδℓb⊥] − 2δ [√−g (Θ + κ)]+√−g [Θab − (Θ + κ) qab] δqab
+ 2
√−gδℓi [(Θ + κ) ki + ℓj∇ikj]
+ 2∂α
[√−gℓαδ lnN]− 2δ [√−g ℓα∂α lnN]− 2√−g (Θ + κ) δ lnN
−√−g (ℓα∂α lnN) gijδgij − 2
√−g (ℓα∂α lnN) δ lnN
+
√−g
[
2 (∂i lnN) δℓ
i + 2ℓi (∂i lnN) δ lnN
]
(53)
We find that the first two lines reproduce the result in Eq. (37). Thus, we should be able to show that
the rest of the terms cancel out. This is proved in Appendix F.5 and we obtain the following expression
for the surface term:
[δA
∂V
]non−null
r→0
= [δA
∂V
]null
=
∫
∂V
d3x
{√−g∇a [Πabδℓb⊥] − 2δ [√−g (Θ + κ)]+√−g [Θab − (Θ + κ) qab] δqab
+2
√−gδℓi [(Θ + κ) ki + ℓj∇ikj]} . (54)
where we have replaced the surface index α in the first term in Eq. (53) with the four-dimensional index
a as Πφb = 0. Thus, we have re-derived the result in Eq. (37), with proper canonical momenta conjugate
to ℓa, reaffirming our faith in the correctness of this result.
In Appendix C, we have illustrated the result in Eq. (37) or Eq. (54) for two specific parametrizations
of a general null surface.
13
4 Discussion of the Number of Degrees of Freedom
We shall now try to enumerate and identify the metric degrees of freedom that we have to fix on
the null boundary in our approach. The number of degrees of freedom that we have to fix on the
boundary modulo gauge invariance (i.e, after making use of gauge invariance to eliminate certain degrees
of freedom) corresponds to the number of physical degrees of freedom in the theory for a well-posed action
(see Section 2 and [2]). The addition of a boundary term to the action can change the number of degrees
of freedom to be fixed on the surface. But, for a well-posed action, the number of degrees of freedom to be
fixed on the boundary should match with the number of degrees of freedom obtained from the analysis of
the initial value problem of the equations of motion. For an initial value problem, the number of degrees
of freedom is half of the number of initial data to be specified. For a variational problem, the number of
degrees of freedom is the number of boundary data to be fixed at the boundary. It is well-known from
the analysis of the initial value problem of general relativity, with an initial spacelike surface, that the
theory has two physical degrees of freedom per spacetime point (see, e.g., [19, 20]). The same conclusion
can be reached by analysing the variational problem for a non-null boundary. In the next paragraph, we
shall demonstrate this for a spacelike boundary. The analysis for a timelike boundary is similar.
Consider the case when the boundary is a spacelike surface in a 3+1 framework. Initially, the metric
has ten degrees of freedom but we have the freedom of making four coordinate choices. We shall effect
a 3 + 1 split by slicing the spacetime into t = constant surfaces with the fiducial boundary being a
t = constant surface. The t-coordinate of each spacetime point is fixed. Next, we introduce the normal
to the t-constant surfaces. There are four components to the normal na. But since it is the normal to
t = constant surfaces, na = −N∂at and there is only one functional degree of freedom in na in the choice
of the function N . Imposing the normalization condition nan
a = −1 fixes N in terms of the metric
by the relation gtt = −1/N2. This relation is preserved on variation since we take the varied normal,
na + δna, also to be normalized. The variation of the normal is δna = −(δN)∂at, since coordinates are
kept constant during the variation, and essentially contains the variation δgtt. On the other hand, the
upper components are na = −Ngab∂at = −Ngat = (1/N,−Ngαt), where we have substituted for gtt in
terms of N . From this relation, we observe that the time evolution vector ta = (1, 0, 0, 0) can be written
as ta = Nna + Nα, for the purely spatial shift vector Nα with components N2gαt (for more details,
see Chapter 12 in [1]). Thus, na = (1/N,−Nα/N) and δna basically contains δgtt and the three δgtα.
Introducing the notation hαβ for the spatial components of the metric gαβ, the degrees of freedom in
the 3+1 decomposition can then be said to be in (N,Nα, hαβ) or equivalently in (n
a, hαβ). That is, the
ten degrees of freedom in the metric have been inherited by the normal na (four degrees of freedom) and
the induced metric hαβ (six degrees of freedom). Out of these ten, variations of only six, the degrees of
freedom in hαβ = gαβ, appear in the boundary term in the variation of the Einstein-Hilbert action, after
we remove the counter-term part and the surface term on the 3−surface, and hence only these need to
be fixed on the t = constant boundary surface. But we have three more coordinate choices to make.
The choice of three coordinates on the initial t = constant surface can be used to remove three of the
six degrees of freedom in hαβ on the surface. This leaves 3 degrees of freedom. It is generally argued
that one of these three degrees of freedom just gives the location of the 3-surface in the 4-dimensional
spacetime, as determined by the slicing of the spacetime into t =constant surfaces, and can be tuned by
appropriate choice of the t coordinate [19, 20]. Thus, only two degrees out of the ten degrees of freedom
in the metric are real physical degrees of freedom and only these need to be fixed on the boundary if we
use our freedom of choice of coordinates appropriately.
Coming to the case of null surfaces, the initial value problem on a null surface has been analysed by
several authors [22, 23, 24, 25, 26, 27, 28, 29, 30, 31]. But unlike the case for the initial value problem
on a spacelike surface, there appears to be no one standard formulation for null surfaces. The constraint
structure and the initial data to be specified varies with the formalism. Thus, the analysis of the question
of whether the action is well-posed with the counter-term that we have proposed is not as straightforward
as in the case of non-null surfaces. We intend to pursue this question in a future publication.
For the time being, we can ask which degrees of freedom in the metric have to be fixed to set our
null boundary term in Eq. (37) to zero. But even this question cannot be satisfactorily answered in our
framework. The degrees of freedom to be fixed on the boundary appear to be in the three components
of qab (coefficient of δqab has only three components since it is symmetric and orthogonal to ℓa and
ka) and the three components of ℓa (δℓφ = ℓaδℓ
a = δ (ℓaℓ
a) = 0 as per our assumptions). This gives
six components and one might think that four components might be eliminated by diffeomorphisms to
match with the two degrees of freedom that one obtains in a non-null case. But notice that we have
imposed the constraints ℓaℓa = 0, k
aka = 0 and ℓak
a = −1 throughout, even under variations. The
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effect of the last two constraints on the variations of the metric can be specified only once ka is specified.
But, with ℓa = ∂aφ, δ (ℓaℓ
a) = 0 imposes the constraint δgφφ = 0. In Section 3.4, we take ka = ∂aλ on
the null boundary to obtain the other constraints as δgφλ = 0 and δgλλ = 0. Hence, in our framework,
variations of certain degrees of freedom of the metric are constrained. To do a rigorous analysis, either
the framework has to be extended to eliminate these constraints or these constraints have to be explicitly
taken into account (by adding Lagrange multipliers, for example).
5 Conclusions
Our aim in this work was to find out what boundary term can be added to the Einstein-Hilbert action
for a null boundary to make the action well-posed. We wanted to do this from first principles, adhering
to the philosophy: The action can itself suggest the counter-term to be added to make it well-defined
and also what boundary conditions go along with this counter-term. In the case of the Einstein-Hilbert
action with a null boundary, we expect the action itself to suggest what counter-term needs to be added
to make the action well-defined.
We first undertook a general analysis of the surface term for a null surface φ = φ0, or r = φ−φ0 = 0,
with ℓa = ∂aφ and k
a being the auxiliary null vector satisfying kaℓa = −1. We took φ as one of the
coordinates and considered variations that vary the metric but do not affect the coordinates. (This
assumption also means δℓa = 0.) The variations were taken to respect the following constraints: i) ℓ.ℓ :=
0, ii) k.k = 0 and iii) ℓ.k = −1 , with the first constraint being imposed only on the null surface. In
this case, we found that the surface term on the null surface can be expressed in the following form (see
Eq. (37)):
δAnull =
∫
∂V
d3x
{√−g∇a (Πabδℓb⊥)− 2δ [√−g(Θ + κ)]+√−g [Θab − (Θ + κ)qab] δqab + Pcδℓc} .
(55)
where, taking the normal ℓa = ∂aφ for the null boundary being a φ = constant surface and k
a to be the
auxiliary null vector, we have Πab = δ
a
b +k
aℓb, δℓ
a
⊥
= δℓa+gabδlb and qab = gab+ℓakb+kaℓb, the induced
metric on the null surface. Θab = q
m
a q
n
b∇mℓn is the second fundamental form, Θ = Θaa is the expansion
scalar, κ is the non-affinity coefficient on the null surface and Pc = 2
√−g [(Θ + κ) kc + ℓb∇ckb]. (The
definitions of Θab, Θ and κ can be found in Appendix A.3.5 and Appendix A.3.1.) In a coordinate system
adapted to the null surface and with a specific choice of ka, we can write the above decomposition as
(see Eq. (43))
δAnull =
∫
∂V
dλd2z⊥
{√
q∇a
(
Πabδℓ
b
⊥
)− 2δ [√q(Θ + κ)] +√q [Θab − (Θ + κ)qab] δqab + Pcδℓc} ,
(56)
The integration is over a parameter λ, varying along the null geodesics such that ka = ∇aλ locally,
and two coordinates
(
z1, z2
)
that are constant along the null geodesics. q is the determinant of the 2-
metric qAB . The conjugate momentum to q
ab turns out to be
√
q [Θab − (Θ + κ)qab] while the conjugate
momentum to ℓa is Pc = 2
√
q
[
(Θ + κ) kc + ℓ
b∇ckb
]
. In Appendix G, we have repeated the whole analysis
for a null normal of the general form ℓa = A∂aφ to obtain a decomposition with the same structure as
in Eq. (55) or Eq. (56). We have also verified the result in Eq. (55) using two parametrizations of the
metric near an arbitrary null surface, the GNC and NSF metrics, in Appendix C.
We note that the structure is very similar to the structure in the non-null boundary (see Eq. (46)).
The first term in Eq. (55) or Eq. (56) is the total 3-derivative term (due to the properties of Πab), the
second term can be cancelled by a counter-term, 2
√−g(Θ+ κ) or 2√q(Θ+ κ) respectively, added to the
action and the remaining terms can be killed by fixing qab and ℓa on the surface.
The question of whether this prescription leads to an action that is well-posed requires answering
the question whether the suggested boundary conditions and the equations of motion are consistent and
whether there is a unique solution for any choice of the boundary conditions. This task is complicated
by the plethora of frameworks available for dealing with Einstein equations on a null surface. Even if
the action turns out to be well-posed, the analysis of degrees of freedom of the theory on the null surface
requires careful analysis of the constraints that we have imposed. There are six degrees of freedom in
qab and ℓa, which matches the number of degrees of freedom found in hab for a non-null boundary. But,
unlike the standard analysis for non-null boundary, our framework constrains certain variations of the
metric. For example, the constraint that the null surface remains a null surface means δgφφ = 0. There
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is also the matter of whether we can find a better method to normalize the normal on the null surface
than the A = 1 fiat that we imposed in this paper. Detailed investigations in these directions have been
kept for a future work.
We summarise in Tab. 1 the similarities and differences between non-null surfaces and null surfaces
with respect to the intrinsic geometry and treatment of the boundary term.
Table 1: Comparison Between Non-null and Null Surfaces.
Properties Non-null Null
Normal na; nan
a = ǫ = ±1 ℓa; ℓaℓa = 0
“Dimension” 3 2
Induced Metric hαβ = gabe
a
αe
b
β qAB = gabe
a
Ae
b
B
Auxiliary Vector −ǫna ka; ℓaka = −1
Integration Measure d3x
√|h| d2xdλ√q
Second Fundamental Form Kab = −hma ∇mnb Θab = qma qnb∇mnn
Counter-term − ∫ d3x√|h| 2K ∫ dλd2z⊥√q 2 (Θ + κ)
Boundary Term
√|h|Daδna⊥ √q∇a (Πabδℓb⊥)
Degrees of Freedom hαβ qAB, ℓ
c
Conjugate Momentum to Induced Metric −√|h| [Kab − habK] √q [Θab − qab (Θ + κ)]
Conjugate Momentum to Normal 0 −√q kb
[∇cℓb +∇bℓc − 2δbc (∇aℓa)]
The defining characteristic that distinguished a non-null surface and a null surface is the surface
gradient, whose norm is non-zero for a non-null surface and zero for a null surface. The norm of the
surface gradient for a non-null surface can be normalized to ±1 by multiplying with a suitable scalar.
The induced metric on a non-null surface is a 3-metric hαβ while the induced metric on a null surface is
a 2-metric qab. Hence, the “dimension” of the null surface has been listed as 2. For a null surface, we
define an auxiliary vector ka to be such that ℓak
a = −1 and kaka = 0. For a non-null surface, the term
auxiliary vector is not generally used but we have put −ǫna in the respective place in the table as this
vector satisfies (−ǫna)na = −1. The rest of the entries in the table are quantities which we have already
discussed in the analysis of our results on the decomposition of the boundary term on a null surface.
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Appendices
A Some Requisite Pedagogical and Background Material
A.1 Gauss’ Theorem
In order to explain the conventions regarding the use of the Gauss’ theorem, we refer to the proof of the
theorem given in Chapter 3 of [7]. The Gauss’ theorem is stated in the following form:∫
V
d4x
√−g∇aAa =
∫
∂V
dΣaA
a , (57)
with dΣa being the directed surface element on the boundary of the integration volume. Note that [7]
uses Greek indices to run over all spacetime indices and Latin indices to run over indices on a surface,
opposite of the convention we have adopted. Then, the proof is illustrated using a set of x0 =constant
surfaces. The following expression is obtained on integrating over a volume between x0 = 0 and x0 = 1
surfaces: ∫
V
d4x
√−g∇aAa =
∮
d3x
√−g A0
∣∣∣∣x
0=1
x0=0
, (58)
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This may be rewritten as∫
V
d4x
√−g∇aAa =
∮
d3x
√−g A0
∣∣∣∣
x0=1
−
∮
d3x
√−g A0
∣∣∣∣
x0=0
=
∮
d3x
√−g Aaℓa , (59)
with ℓa = ∂ax
0 at x0 = 1 and ℓa = −∂ax0 at x0 = 0. This depends on the fact that the integration
is carried out from x0 = 0 to x0 = 1. If the integration was done the other way, the signs would have
flipped.
So we may formulate the following rule. Let us assume that x0 is going to be integrated from lower
value to higher value. In that case, ∂ax
0 or −∂ax0 is to be used at an x0 =constant surface according to
whether x0 or −x0 is increasing as we move from inside the integration volume to outside through the
surface.
A.2 Decomposition of
√−g in Terms of the Determinant of Metric on a
2-surface
One relevant question is whether there is a decomposition of
√−g in terms of√q, q being the determinant
of the 2-metric qAB on the null surface, akin to the decomposition
√−g = N√|h| in the timelike
and spacelike case. We shall prove in this appendix a preliminary result on the decomposition of the
determinant of a 4×4 metric in terms of the determinant of a 2×2 submatrix, which will be later applied
to a null surface.
We start by writing down a general result relating the determinant of a 2 × 2 submatrix to the
determinant of the whole matrix. We shall prove the result working with the metric written in the
coordinates
(
φ, x1, x2, x3
)
with the components on the φ =constant surface being denoted by hαβ (refer
Appendix B):
gab =


gφφ gφ1 gφ2 gφ3
gφ1 h11 h12 h13
gφ2 h21 h22 h23
gφ3 h31 h32 h33

 . (60)
In this case, we can use the definition of an inverse matrix element applied to gφφ to write
g =
h
gφφ
, (61)
where h is the determinant of hαβ , the 3× 3-matrix obtained by deleting the φ-column and φ-row from
gab. Now, we can play the same game again with hαβ . The determinant of the 2 × 2 matrix qAB ,
A,B = 2, 3, defined by qAB = hAB satisfies an analogue of Eq. (61):
h =
q
h11
, (62)
where h11 is the 11-th component of the matrix hαβ , the inverse of the matrix hαβ . Substituting for h
in Eq. (61), we obtain
g =
q
gφφh11
. (63)
Now, the denominator above can be expanded as follows:
gφφh11 = gφφg11 − (g1φ)2 , (64)
which is easiest to obtain by using the formula hab = gab − ǫnanb. Thus, we obtain a relation relating
the determinant of a 2× 2 submatrix with the determinant of the full 4× 4 matrix:
g =
q
gφφg11 − (g1φ)2 . (65)
A.3 Null Surfaces
In this section, we shall discuss various pedagogical and otherwise useful material on null surfaces that
we will be needing in the main text.
17
A.3.1 The Non-affinity Coefficient κ
In this appendix, we shall prove that ℓa∇aℓb ∝ ℓb, for ℓa being the null normal, ℓa = A∂aφ, to a null
surface φ = φ0. We have
ℓa∇aℓb = ℓa∇a(A∂bφ) = ℓa ℓb
A
∂aA+ ℓ
aA∇a∇bφ
= ℓa
ℓb
A
∂aA+ ℓ
aA∇b∇aφ = ℓa ℓb
A
∂aA+ ℓ
aA∇b(ℓa
A
)
= ℓa
ℓb
A
∂aA+ ℓ
a∇bℓa = [ℓa∂a(lnA)]ℓb + 1
2
∂b(ℓ
aℓa) (66)
Consider some coordinate system with φ as one of the coordinates, say (φ, x1, x2, x3). In such a coordinate
system,
ℓa = A∂aφ = (A, 0, 0, 0) . (67)
Now, ∂b(ℓ
aℓa) will only have the φ−component at the null surface. This is because ℓaℓa = 0 all along
the null surface and hence only ∂φ(ℓ
aℓa) 6= 0 at the null surface. Thus, we obtain ∂b(ℓaℓa) ∝ ℓb and
ℓa∇aℓb = κℓb, (68)
where κ is a scalar. It may be termed the non-affinity coefficient as it will be zero for an affine parametriza-
tion of the null geodesics [34]. An explicit expression for κ is derived in Appendix A.3.6.
A.3.2 Induced Metric on a Null Surface
In this appendix, we shall discuss how to find the induced metric on a null surface. If we choose an
auxiliary vector ka such that kaℓa = −1 on the null surface φ = φ0 (note that we have not specified kaka
yet), then we have the following results on the null surface. First, consider the object
Πab = δ
a
b + k
aℓb . (69)
It is easy to verify that Πabℓa = 0, so any vector L
a can be acted on by Πba to give M
b = ΠbaL
a such
that Maℓa = 0. To verify that an operator P is a projector, we need to verify P
2 = P , which is satisfied
in this case as ΠcbΠ
b
a = Π
c
a.
While Πab may be good as a projector, hab had the additional status of being the induced metric
on the surface. Now, Πab does have the property that if we look at the components on the surface
(represented by Greek letters, meant to run over (x1, x2, x3) in a coordinate system (φ, x1, x2, x3)), they
do satisfy Πab = gαβ as ℓα = 0. But if we want a symmetric object, we may turn to
qab = gab + ℓakb + kaℓb = Πab + ℓakb . (70)
This also has the property qab ℓa = 0 and, in addition, q
a
b ℓ
b = 0 at φ = φ0 (while Π
a
b ℓ
b = ℓa). To see if
this is a projector, consider
qab q
b
c = q
a
c + ℓ
akbq
b
c . (71)
Thus, in order for qab to be a projector, we need the additional condition ℓ
akbq
b
c = 0, or kbq
b
c = 0. This
means
kbq
b
c = kc − kc + kbkbℓc = 0 , (72)
which requires kaka = 0, i.e, we need to choose k
a to be a null vector.
Thus, for a null surface with normal ℓa, we choose an auxiliary vector k
a such that (i) ℓak
a = −1
and (ii) kak
a = 0 . Then, the symmetric object qab is such that q
a
b acts as a projector to the space
orthogonal to ℓa. In fact, it also acts a projector to the space orthogonal to ka. Thus, it projects to a
2-dimensional subspace of the tangent space on the 3-surface. We may say that it is a projector to the
2-surface orthogonal to both ℓa and ka. The 3-dimensional space orthogonal to ℓa at φ = φ0 corresponds
to the tangent space of the null surface under consideration while a further projection orthogonal to ka
takes us down to a 2-surface on the null surface. To formalize this statement, let us define a set of 4 basis
vectors (ℓa, ka, eaA), with A = 1, 2, at each point on the null surface. e
a
A are a pair of linearly independent
spacelike vectors which satisfy ℓae
a
A = 0 and kae
a
A = 0. We shall call such a basis as a canonical null
basis, and introduce the notation
v(a) = (ℓ,k, eA) , (73)
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with, e.g, v(3) = e1. Now, we have
qab ℓ
b = 0; qab k
b = 0; qab e
b
A = e
a
A . (74)
Thus, qab projects to the subspace spanned by e
a
A. The metric induced on the surface formed by the e
a
A
is
gabe
a
Ae
b
B = (qab − ℓakb − ℓbka) eaAebB = qabeaAebB ≡ qAB . (75)
Now, qAB contains the whole information about qab since qabℓ
a and qabk
b are already constrained to be
zero. Thus, qAB, and hence qab, represents the induced metric on the two-dimensional surface spanned
by eA and orthogonal to ℓ and k.
To get the induced metric on the 3-surface, note that the vector space on the 3-surface is spanned by
(ℓ, eA) as ℓ
aℓa = 0, e
a
Aℓa = 0 but k
aℓa = −1. Thus, the induced metric on the 3-surface consists of the
components gabe
a
Ae
b
B = qAB, gabℓ
aℓb = 0 and gabℓ
aebB = 0. Hence, the 3-metric is also effectively qAB.
Let us now introduce the dual basis [20] to the canonical null basis. We need a set of four linearly
independent one-forms, v
(a)
∗ , such that v
i
(a)v
(b)
∗i = δ
b
a. Denoting the inverse of the 2-metric qAB by q
AB ,
we introduce a set of two one-forms, eAa , such that
eAa = q
ABgabe
b
B = q
AB(eB)a . (76)
Multiplying both sides by qAC and g
ac, we get the inverse relation
ecC = qACg
aceAa . (77)
Then, it can be easily checked that
v
(a)
∗ =
(−k,−ℓ, eA) , (78)
with k representing the one-form with components ka etc., provides the required dual basis. In particular,
we have
eaAe
B
a = e
a
Aq
BC(eC)a = q
BCgabe
b
Ce
a
A = q
BCqCA = δ
B
A . (79)
The canonical null basis and the dual basis allows us to write down the following decomposition of the
Kronecker tensor:
δab = −ℓakb − kaℓb + eaAeAb , (80)
which can be easily checked by contracting the lower index with each member of the canonical null basis
and the upper index with each member of the dual one-form basis. Raising the lower index, we obtain
gab = −ℓakb − kaℓb + eaA(eA)b
= −ℓakb − kaℓb + qABeaAebB, (81)
which implies
qab = qABeaAe
b
B . (82)
Contracting both sides with eCa and e
D
b , we can invert the above relation to obtain
qCD = qabeCa e
D
b . (83)
If we lower one index in Eq. (80), we can use Eq. (77) to obtain
qab = qABe
A
a e
B
b , (84)
the inverse of which, qAB = qabe
a
Ae
b
B, just gives us back our original definition of qAB in Eq. (75).
So, finally, let us list out all the relations between the 4-dimensional tensors, qab and q
ab, and the
2-dimensional tensors, qAB and q
AB:
qAB = qabe
a
Ae
b
B , q
AB = qabeAa e
B
b ,
qab = qABe
A
a e
B
b , q
ab = qABeaAe
b
B . (85)
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A.3.3 Erecting a Coordinate System on the Null Surface
Suppose we have a set of coordinates xa =
(
x1, x2, x3, x4
)
charting the four-dimensional spacetime with
the null surface under consideration. Any set of three continuous, infinitely differentiable functions, say
yα = (y1, y2, y3), of the spacetime coordinates xa constitutes a system of coordinates on the null surface
provided the set of values of these functions at each and every point on the null surface is unique. Then,
the coordinate basis is the set of three vectors
eaα =
∂xa
∂yα
. (86)
If gab be the components of the metric of the ambient spacetime in the coordinates x
a, the induced
metric on the null surface is given by [7]
hαβ = gabe
a
αe
b
β . (87)
This is a 3-metric and the determinant of this 3-metric, h, will be zero as the surface is a null surface.
The easiest way to see this and to work on the null surface is to erect a coordinate system naturally
suited to the null nature of the surface [7]. The null surface is filled by a congruence of null geodesics, the
integral curves of the normal vector ℓa. We choose a parameter λ varying smoothly on the null generators
such that the displacements along the generators are of the form dxa = ℓadλ. (In this paper, the null
surface is taken as a φ = constant surface and the normal is taken as ℓa = A∂aφ for some A. ℓ
a is then
fixed and λ has to be chosen appropriately. If our aim is just to erect a coordinate system on a given
null surface, we may first choose λ to be some parameter which varies along the null geodesics and then
choose ℓa = dxa/dλ.) If we further ensure that λ varies smoothly for displacements across geodesics, we
may choose it as one of the coordinates on the null surface. The other two coordinates are to be chosen
as two smooth functions zA =
(
z1, z2
)
that are constant on each null geodesic. They act as a unique
label for each null geodesic. In this coordinate system, varying λ would correspond to a displacement
along a particular null geodesic while varying the set zA would correspond to displacements across the
generators along points of equal λ. The basis vectors in the coordinate system
(
λ, zA
)
are
eaλ =
∂xa
∂λ
; eaA =
∂xa
∂zA
, A = 1, 2 . (88)
Note that the identification ℓa = ∂xa/∂λ is possible because the coordinates zA have been chosen to be
constant along the null geodesics. Previously, we had chosen an auxiliary vector ka and then demanded
that eaA satisfy e
a
Aka = 0. But while we are working purely on the null surface, there is no notion of an
auxiliary null vector, as no vector on the null surface will satisfy kaℓa = −1. In fact, having defined the
coordinate basis vectors on the null surface, if we now we want to move into the ambient 4-dimensional
spacetime and define qab, etc., we can specify k
a uniquely by the four conditions kaka = 0, k
aℓa = −1
and gabk
aebA = 0. (This is how we defined k
a in the case of GNC metric in Appendix C.1.)
The components of the induced metric are hλλ = gabℓ
aℓb = 0 (since ℓa is null), hλA = gabℓ
aebA = 0
(since ebA lies on the surface and ℓ
a is the normal) and qAB ≡ gabeaAebB. In the coordinate order
(
λ, z1, z2
)
,
the matrix form is
hab =

 0 0 00 q11 q12
0 q12 q22

 . (89)
The determinant of hab, h, is obviously zero and will remain zero even if we transform to a different
coordinate system on the null surface as the determinant changes only by a Jacobian factor. The line
element is 2-dimensional:
ds2 = qABdz
AdzB . (90)
Keeping this coordinate system as a reference, we can explore other coordinate systems on the null
surface. The metric in any coordinate system yα =
(
y1, y2, y3
)
on the surface is given by
h′αβ = qAB
∂xA
∂yα
∂xB
∂yβ
(91)
In general, none of the components need to be zero, although the determinant will vanish. But consider
the special case
(
y1(λ, z1, z2), y2(z1, z2), y3(z1, z2)
)
. This coordinate system has coordinates y2 and y3
constant on the null geodesics. y1 may now be considered as the parameter varying along the null
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geodesics and we will have ℓa =M(y1, y2, y3)∂xa/∂y1 (with M = ∂y1/∂λ). In this case, the metric will
again take the form
h′ab =

 0 0 00 q′11 q′12
0 q′12 q
′
22

 . (92)
A.3.4 Directed Surface Element for the Null Surface
For any set of coordinates yα = (y1, y2, y3) on the null surface with associated basis vectors eaα =
∂xa/∂yα, the invariant directed surface element for the null surface is given by [7]
dΣa = ǫabcde
b
1e
c
2e
d
3dy
1dy2dy3 . (93)
Now, ǫabcde
b
1e
c
2e
d
3 is proportional to the normal ℓa (for a null surface, there is no unique normalized
normal, but our treatment here will work for any choice of the normal) as its contraction with any vector
on the null surface, expressible as a linear combination of eaα, is zero. Thus, we may write
ǫabcde
b
1e
c
2e
d
3 = fℓa (94)
for some scalar function f . Contracting with ka, we obtain
f = −ǫabcdkaeb1ec2ed3 . (95)
Since f is a scalar, it can be evaluated in any coordinate system. So we choose the 4-dimensional
coordinates xa to be
(
φ, y1, y2, y3
)
with φ constant on the null surface. The form of the normal will then
be ℓa = A∂aφ for some scalar function A. In this coordinate system, borrowing the notation
∗
= from [7]
to indicate equalities valid in a specified coordinate system,
f
∗
= −ǫφ123kφ ∗= ǫφ123
A
, (96)
where we have used the condition kaℓa
∗
= kφℓφ = −1 to find kφ. If we choose the ǫabcd tensor so that
ǫφ123 is positive, then we shall have
f
∗
=
√−g
A
, (97)
with the choice ℓa = ∂aφ used in our treatment of the boundary term leading to
f
∗
=
√−g . (98)
Thus, for the null surface represented as φ = constant and the normal being specified as ℓa = A∂aφ, the
directed null surface element, in a coordinate system where φ is one of the coordinates, becomes
dΣa
∗
=
√−g
A
ℓady
1dy2dy3 =
√−g∂aφdy1dy2dy3 . (99)
Note that, while this result is not generally covariant, it is valid in any coordinate system with φ as one
of the coordinates. In the case of ℓa = ∂aφ, it reduces to simply
dΣa
∗
=
√−gℓady1dy2dy3 . (100)
In fact, nowhere in the derivation of Eq. (99) and Eq. (100) did we have to make use of the assumption
of the surface being null. In the case of non-null surfaces, we have the extra luxury of specifying the
normalization of ℓa uniquely to give na = ℓa = N∂aφ (see Eq. (141)). The auxiliary vector k
a should
then be taken as ka = −ǫna as the only condition we demand of ka in the above derivation is kaℓa = −1..
Then, A = N and
√−g/A = √|h| and we arrive back at the familiar result for surface element for a
non-null case.
We have mentioned that Eq. (99) and Eq. (100) are valid only when φ is taken as a coordinate system.
One way to formulate a fully covariant expression for the surface element is as follows. Note that all
the treatment till Eq. (95) is fully covariant. The non-covariance sneaked in at the evaluation of f .
Now, given ℓa = ∂aφ and the triad of vectors e
a
α, we can formulate a tetrad of vectors (−ka, eaα), with
ka = (−1, 0, 0, 0) in (φ, y1, y2, y3) coordinate system. Thus, ka satisfies kaℓa = −1 but is not necessarily
null. Using this tetrad and the metric, we can construct ten independent scalars g¯φφ = gab(−ka)(−kb),
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g¯φ1 = gab(−ka)eb1, etc. In the coordinate system
(
φ, y1, y2, y3
)
, these scalars are just the components of
gab. But now imagine taking the matrix corresponding to the metric gab and replacing each component
with the corresponding scalar to get a matrix of scalars. The determinant of this matrix is also a scalar.
Let us denote it by g¯. Hence, from Eq. (98), we have
f
∗
=
√−g ⇒ f ∗= √−g¯ ⇒ f = √−g¯, (101)
which is an equality between scalars and hence valid in all coordinate systems if valid in one. Note that
this also means √−g¯ = −ǫabcdkaeb1ec2ed3 , (102)
from Eq. (95).
In the special coordinate system
(
λ, z1, z2
)
introduced in Appendix A.3.3 with ℓa = ∂aφ, the directed
surface element reduces to [7]
dΣa = ℓa
√
qdλdz1dz1 , (103)
where q is the determinant of the 2-metric qAB. Note the difference in minus sign from the analogous
expression in [7]. This minus sign difference arose because [7] defines the normal as ℓa = −∂aφ so that
ℓa is future-directed.
A.3.5 Second Fundamental Form Θab and Expansion Scalar Θ
In this section, we shall introduce the second fundamental form Θab and the expansion scalar Θ for a
null surface. The terminology follows [34]. But [34] works with a foliation of null surfaces while we have
only specified the φ = φ0 surface to be a null surface among the φ = constant surfaces. Hence, we cannot
blindly carry forward the results in [34]. But we shall see that the results that we require are in fact
unaltered.
Following [34], we use the projector in Eq. (69) to introduce the extension of the second fundamental
form for the null surface at any point, with respect to the chosen normal ℓ (since, unlike the non-null
case, the normalization of the normal is not fixed and hence the choice of ℓ is not unique), to the tangent
space of the four-dimensional spacetime manifold at that point:
Θab ≡ ΠcaΠdb∇cℓd . (104)
Now, consider the following object on the null surface:
qcaq
d
b∇cℓd = (Πca + ℓcka)
(
Πdb + ℓ
dkb
)∇cℓd
= Θab +Π
c
aℓ
dkb∇cℓd + ℓckaΠdb∇cℓd + ℓckaℓdkb∇cℓd
= Θab +Π
c
aℓ
dkb∇cℓd + κkaΠdbℓd + κkaℓdkbℓd
= Θab +
1
2
Πcakb∇c
(
ℓdℓd
)
, (105)
where we have made use of the results Πabℓa = 0 and ℓ
aℓa = 0 on the null surface. The second term
in Eq. (105) contains an expression of the form ∇b(ℓaℓa). Let us simplify this expression to a form that
will be more useful to us. We write
∇b(ℓaℓa) = gbc∇c(ℓaℓa)
= (qbc − ℓbkc − kbℓc)∇c(ℓaℓa), (106)
where we have used Eq. (70) in the second line. In Eq. (106), the third term has the combination
ℓc∇c(ℓaℓa) = ℓc∂c(ℓaℓa) = 0, (107)
since ℓc∂c is a derivative along the null surface and the value of ℓ
aℓa is zero throughout the null surface.
Next, consider the first term in Eq. (106), which has
qbc∇c(ℓaℓa) =qcb∂c(ℓaℓa)
=qφb ∂φ(ℓ
aℓa), (108)
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in the coordinate system in which φ is one of the coordinates, since the only direction along which ℓaℓa
varies on the null surface is off the surface i.e the direction along which φ varies.
Now, using Eq. (67),
qφb ∝ qab lb = 0 . (109)
Thus, qφb is identically zero on the null surface and the first term in Eq. (106) also vanishes. (To prove
that a tensor quantity is identically zero, it is sufficient to prove that it is zero in one coordinate system.)
So, we arrive at the result that
∇b(ℓaℓa) = −kc∇c(ℓaℓa)ℓb . (110)
Using this result in Eq. (105), we obtain
Θab = q
c
aq
d
b∇cℓd . (111)
Instead of labouring forth with ”the four-dimensional extension of the second fundamental form”, we
shall henceforth take the liberty of referring to Θab as just the second fundamental form of the null
surface. To be precise, we should also add that it is the second fundamental form with respect to the
normal ℓa under consideration but we shall consider this to be understood henceforth.
The Θab is a symmetric object. To see this, we use Eq. (67) and decompose ∇aℓb as
∇aℓb = A∇a∇bφ+ ℓb∂a lnA . (112)
The first term in Eq. (112) is symmetric while the second term does not contribute to Θab. Hence,
proved.
We shall next prove a relation between Θab and the Lie derivative of qab along ℓ. The Lie derivative
formula is
£ℓqab = ℓ
d∇dqab + qad∇bℓd ++qdb∇aℓd . (113)
Substituting for qab from Eq. (70), we have
£ℓqab = ℓ
d (ℓa∇dkb + kb∇dℓa + ℓb∇dka + ka∇dℓb)+∇bℓa+(ℓakd+kaℓd)∇bℓd+∇aℓb+(ℓbkd+kbℓd)∇aℓd .
(114)
Contracting with qamq
b
n, and using q
a
b ℓa = 0 and q
a
b ka = 0, we obtain
qamq
b
n£ℓqab = q
a
mq
b
n (∇aℓb +∇bℓa) = Θmn +Θnm = 2Θmn (115)
which implies
Θmn =
1
2
qamq
b
n£ℓqab . (116)
Finally, let us look at the trace of Θab:
Θ = gabΘab = q
abΘab . (117)
We shall refer to Θ as the expansion scalar on the null surface. More specifically, it is the expansion
along ℓa of the 2-surface on the null surface orthogonal to ka. The reason for this terminology becomes
clear if we take the trace of Eq. (116). We obtain
Θ =
1
2
qab£ℓqab . (118)
This equation may be further manipulated to a form easier to interpret. We can make use of the canonical
null basis introduced in Appendix A.3.2. We have
qab = qABe
A
a e
B
b ,
qab = qABeaAe
b
B . (119)
where summation over A,B = 1, 2 is implied. Then,
Θ =
1
2
qABeaAe
b
B£ℓ
(
qCDe
C
a e
D
b
)
=
1
2
qAB£ℓqAB + q
ABqBCe
a
A£ℓe
C
a
=
1
2
qAB£ℓqAB + e
a
A£ℓe
A
a =
1
2
qAB£ℓqAB − eAa£ℓeaA . (120)
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where we have used eaAe
B
a = δ
B
A , q
ABqBC = δ
A
C and £ℓ
(
eaAe
A
a
)
= £ℓ2 = 0 along the way. Now,
let eaA be the coordinate vectors e
a
z1
and eaz2 in the special coordinate system
(
λ, z1, z2
)
introduced in
Appendix A.3.3. Since eaA and ℓ
a are then members of a coordinate basis, their Lie bracket should be
zero, i.e,
[ℓ, eA] = 0⇒ £ℓeaA = 0 . (121)
Enforcing this condition, we obtain
Θ =
1
2
qAB£ℓqAB =
£ℓ
√
q√
q
, (122)
where q is the determinant of the 2-metric qAB. Thus, we see that Θ represents the fractional change in an
area element of the λ = constant 2-surface on the null surface as it is Lie dragged along ℓa. We can replace
the Lie derivative in the above expression with an ordinary derivative since qAB = qabe
a
Ae
b
B is a scalar
under 4-dimensional coordinate transformations with the eaA kept as the same physical vectors. Thus,
£ℓqAB = ℓ
a∂aqAB which becomes £ℓqAB = dqAB/dλ for the parameter λ introduced in Appendix A.3.3.
Hence,
Θ =
1√
q
d
√
q
dλ
. (123)
A.3.6 κ and Θ in terms of (ℓ,k)
In this appendix, we shall derive expressions for the non-affinity coefficient κ and Θ in terms of ℓa and
auxiliary vector ka, for ℓa being the null normal, ℓa = A∂aφ, to a surface φ = φ0.
Let us first define the auxiliary vector ka (need not be null for manipulations in this section) such
that kaℓa = −1. Then,
ℓa∇aℓb = ℓa∇a(A∂bφ) = ℓa ℓb
A
∂aA+ ℓ
aA∇a∇bφ
= ℓa
ℓb
A
∂aA+ ℓ
aA∇b∇aφ = ℓa ℓb
A
∂aA+ ℓ
aA∇b(ℓa
A
)
= ℓa
ℓb
A
∂aA+ ℓ
a∇bℓa = [ℓa∂a(lnA)]ℓb + 1
2
∂b(ℓ
aℓa) (124)
Substituting in Eq. (124), we obtain
ℓa∇aℓb = [ℓa∂a(lnA)]ℓb − kc2 ∂c(ℓaℓa)ℓb
= [ℓa∂a(lnA)− kc2 ∂c(ℓaℓa)]ℓb (125)
Hence, we see that ℓa∇aℓb = κℓb with the non-affinity coefficient κ given by the formula
κ = ℓa∂a(lnA)− k
c
2
∂c(ℓ
aℓa) (126)
Using this expression, we can also evaluate
∇aℓa = qab∇aℓb − ℓakb∇aℓb − ℓbka∇aℓb (127)
= Θ + κ− k
a
2
∂a(ℓ
bℓb) . (128)
Let us define
κ˜ ≡ −k
a
2
∂a(ℓ
bℓb) = −kaℓb∇aℓb , (129)
a measure of how much ℓaℓ
a varies as we move away from the null surface. If ∇aℓb is symmetric, like
in the case when we have ℓb = ∇bφ, we shall get κ˜ = κ. If ∇aℓb is antisymmetric, i.e if ℓb is a Killing
vector, then we get κ˜ = −κ. Eq. (128) now takes the form
∇aℓa = Θ+ κ+ κ˜ . (130)
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A.3.7 Decomposition of
√−g in Terms of √q for a Null Surface
We shall use the result Eq. (65) which is applicable even when we take the null limit. In the limit the
φ = constant surface under consideration is null, gφφ = 0 and h = 0. Taking the limit gφφ → 0 on
Eq. (65), we get
g =
−q
(g1φ)2
. (131)
For the null surface, we need q to be the determinant of the 2-metric qAB = gabe
a
Ae
b
B (see Eq. (75)).
To apply result Eq. (131), we shall specialize to a coordinate system such that eaA are coordinate basis
vectors and ℓa = ∂aφ. On the null surface, we shall introduce the two coordinates z
A =
(
z1, z2
)
, constant
on the null geodesics and a third coordinate µ which is a parameter varying along the null geodesics
such that the vectors eaA lie on a µ = constant surface and e
a
A = ∂x
a/∂zA. We shall also have ℓa =
(1/M)∂xa/∂µ for some scalar M . In the case where we choose the special coordinate system
(
λ, z1, z2
)
introduced in Appendix A.3.3, we will have M = 1 and ℓa = ∂xa/∂λ. In the coordinates
(
φ, µ, z1, z2
)
,
gAB = qAB , gµA = gab (ℓ
a/M) eaA = 0 and gµµ ∝ gabℓaℓb = 0. Also, consider gabℓakb = (gλb/M)kb. Now,
gabℓ
akb = ℓak
a = kφ. Hence, only kφ contributes to gabℓ
akb. Since gabℓ
akb = −1, we have kφ = −1 and
we obtain gλb =M . Thus, in the coordinates
(
φ, µ, z1, z2
)
, the metric takes the form
gab =


gφφ M gφ1 gφ2
M 0 0 0
gφ1 0 q11 q12
gφ2 0 q12 q22

 . (132)
Using Eq. (131) (or by direct calculation of the determinant from the above matrix), we can write down
g = −M2q , (133)
and √−g = |M |√q . (134)
If we specialize to µ = λ, we would have g = q and
√−g = √q . (135)
B Boundary Conditions for Spacelike and Timelike Surfaces:
An Alternate Approach
In this appendix, we shall detail an alternate approach to arrive at the standard prescription for fixing
the boundary conditions on timelike and spacelike surfaces [18]. As we have seen in Eq. (8), the surface
term of the Einstein-Hilbert action is the integral of the quantity
√−gQ[vc] =
√−gvc(gabδΓcab − gckδΓaak) (136)
over the boundary of the spacetime region under consideration. Here, vc is the surface gradient. To
be concrete, let us take φ = φ0 to be the surface, with φ0 a constant. Then vc = ±∂cφ, with the sign
decided according to the conventions of the Gauss’ theorem (see Appendix A.1). Let us assume that
our surface is such that φ increases on going from inside the integration volume to outside through the
surface. Hence, we shall use vc = ∂cφ from now on. It is clear that Eq. (136) contains the variations of
the metric and its derivatives. We can separate out the terms with the variations of the metric and its
derivatives in Eq. (136) and write
√−gQ[vc] = vc
[
2
√−gP cdeaΓbdeδgab − 4
√−gP cadbδ(∂dgab)
]
, (137)
where P bcda = 1/2
(
gbdδca − gbcδda
)
. Since vc = ∂cφ, the coefficient of δ(∂dgab) is −4√−gPφadb. We can
easily check that Pφaφb 6= 0 in general. Hence, Eq. (136) contains variations of the normal derivatives of
the metric.
Now, let us consider the case of timelike and spacelike surfaces as the boundary and see how we can
fix boundary conditions without having to fix both the metric and its normal derivatives at the boundary.
Generalizing Eq. (136), we shall define Q[Ac] for any vector Ac to be
Q[Ac] ≡ Ac(gabδΓcab − gckδΓaak) . (138)
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For timelike or spacelike boundaries, we can normalize the surface gradient to obtain the unit normal na
such that
na =
va√|gφφ| ; nana = ǫ, (139)
with ǫ = 1 for a timelike surface and ǫ = −1 for a spacelike surface. We shall also demand that the
normalization be preserved under the variation of the metric, i.e,
δ(nan
a) = naδn
a + δnan
a = 0 . (140)
We choose a coordinate system with φ taken as one of the coordinates. Let the other coordinates, the
coordinates charting the φ = constant surface, be labelled (x1, x2, x3). As mentioned in the introduction,
the Greek indices (other than φ) run over (x1, x2, x3) while the Latin indices run over (φ, x1, x2, x3). Let
us use N for the normalization factor in na, i.e
na = N∂aφ = Nva , (141)
where N is to be assumed positive so that na and ∂aφ point in the same direction. The normalization
nan
a = ǫ then relates N to the metric as
gφφ = ǫ/N2 . (142)
Another convention that is used often is to demand that φ increases in the direction of the normal vector
na, i.e., na∂aφ > 0. In this case, we would write
n˜a = ǫNva, (143)
with N positive, where we have put the tilde just to distinguish the normal in this convention from the
na in Eq. (141). Now, from the standard procedure of calculating the inverse of a metric we know that
gφφ =
Cofactor[gφφ]
g
=
Det[hαβ]
g
≡ h
g
, (144)
where the 3 × 3 matrix corresponding to the metric on the φ = φ0 surface, obtained by deleting the
φ-row and φ-column from the matrix representing the metric, was denoted by hαβ and the symbol h was
defined to be the determinant of this matrix. We can rewrite Eq. (144), using Eq. (142), as
g = ǫN2h = −N2|h| . (145)
Thus, we arrive at the following decomposition for
√−g:
√−g = N
√
|h| . (146)
Using this expression and Eq. (141), we can rewrite the expression for the surface term in Eq. (136), in
the case of timelike or spacelike surfaces, as
√−gQ[vc] =
√
|h|nc(gabδΓcab − gckδΓaak)
=
√
|h|Q[nc] . (147)
As we can see from Eq. (137), this expression contains the variations of the metric as well as its normal
derivatives. Our aim is to discover a counter-term such that, when added to the Einstein-Hilbert action,
the surface term obtained in the variation will contain only the variations of the metric. That is, we
would like to express the surface term in the form
δA
∂V
= δ[X ] + Yabδg
ab . (148)
Then, it is −X that we have to add to the action as the counter-term.
Proceeding towards this goal, let us first manipulate Q[Ac] for an arbitrary vector A
c. We have the
following relations:
δ(∇aAb) = ∇aδAb − δΓcabAc ; δ(∇aAa) = ∇aδAa +AcδΓaac . (149)
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Using these relations, we can rewrite the expression for Q[Ac] in Eq. (138) as follows:
Q[Ac] =
{
[∇a, δ] , gab
}
Ab
= ∇a(δAa⊥)− δ(2∇aAa) +∇aAb δgab, (150)
where
δAa⊥ = δA
a + gabδAb . (151)
In the first line of Eq. (150), we have used the notation [A,B] for the commutator, AB−BA, and {A,B}
for the anticommutator, AB +BA.
Let us now specialize to the case of na. Then, we have
Q[nc] = ∇a(δna⊥)− δ(2∇ana) +∇anb δgab, (152)
where δna
⊥
= δna + gabδnb. Using Eq. (140), we can see that
δna⊥na = 0, (153)
which means that the vector δna
⊥
lies on the surface φ = φ0. This property can be used to decompose
the first term of Eq. (152) in the following manner:
∇a(δna⊥) = δab∇a(δnb⊥)
= (hab + ǫn
anb)∇a(δnb⊥)
= hab∇a(δnb⊥) + ǫnanb∇a(δnb⊥)
= Da(δn
a
⊥)− ǫ(na∇anb)δnb⊥
= Da(δn
a
⊥)− ǫabδnb⊥ . (154)
On the way to obtaining the above expression, we have introduced the induced metric
hab = gab − ǫnanb , (155)
and a derivative operator Da such that DaV
b = hcah
b
d∇cV d. For vectors V a on the surface ( i.e satisfying
V ana = 0), Da is the natural covariant derivative on the 3−surface (see [7] and Chapter 12 in [1])
compatible with the induced surface metric.
To proceed further, let us look at the nature of the variations we are considering. The δs are field
variations on the metric and leave the coordinates unchanged, which is why they could be taken inside
integrals over spacetime and derivatives with respect to the coordinates. The scalar φ is taken to be
fixed during the variation, which means that the foliating surfaces φ = constant are kept fixed during
the variation. In our case, this is not an extra assumption as we have already taken φ to be one of our
coordinates. Now, from Eq. (141),
na = N∂aφ⇒ δna = δN∂aφ = δ(lnN)na . (156)
This shows that δna is in the direction of na. We can write this in terms of variations of the metric using
the constraint nana = ǫ, equivalent to Eq. (142). We see that
δ lnN =
1
2
δ lnN2 = −1
2
δ ln gφφ = − ǫN
2
2
δgφφ = − ǫ
2
δgabnanb . (157)
Thus, we obtain the following explicit expression for the variation of na in terms of the metric:
δna = − ǫ
2
δgijninjna . (158)
Now, the second term in Eq. (154) contains
abδn
a
⊥ = abδn
b + abδnb = abnaδg
ab + abδnag
ab = abnaδg
ab, (159)
where we have first used the definition of δnb
⊥
from Eq. (151), and then applied the result abδnb = 0,
which we know from Eq. (156), twice. Thus, Eq. (154) can be rewritten as
∇a(δna⊥) = Da(δna⊥)− ǫabnaδgab . (160)
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So, Eq. (152) takes on the form
Q[nc] = Da(δn
a
⊥)− δ(2∇ana) + (∇anb − ǫnaab) δgab (161)
Our manipulations have naturally produced the quantity ∇anb − ǫnaab. This quantity is nothing but
the negative of the extrinsic curvature [1] defined by
Kab = −hca∇cnb = −∇anb + ǫnaab , (162)
where we have used the definition of the induced metric given in Eq. (155). Kab has the following
properties:
Kij = Kji; Kijn
j = 0; K = gijKij = −∇ana (163)
The second equation tells us that Kijδg
ij = Kijδh
ij . Using this result and the results in the last three
equations, we can rewrite the surface term of the Einstein-Hilbert action, in the following useful form:
[δA
∂V
]non−null =
∫
∂V
d3x
√
|h|Q[nc]
=
∫
∂V
d3x
[√
|h|Da(δna⊥) + δ(2
√
|h|K)− 2Kδ(
√
|h|)−
√
|h|Kab δhab
]
=
∫
∂V
d3x
[√
|h|Da(δna⊥) + δ(2
√
|h|K)−
√
|h|(Kab −Khab) δhab
]
. (164)
On integrating over the 3−surface, the first term in Eq. (164) is a 3−divergence which can be converted
to a boundary term. If the surface bounding the integration volume is a closed surface, then this term
goes to zero. The second term in Eq. (164) can be killed off by adding the counter-term −2√|h|K to
the Einstein-Hilbert Lagrangian. The last term in Eq. (164) can be put to zero by fixing the induced
metric hab on the boundary.
If we choose to work in the convention where the normal is chosen to be the one in Eq. (143), then
we would have the surface term in the form
[δA
∂V
]non−null =
∫
∂V
d3x ǫ
√
|h|Q[n˜c]
=
∫
∂V
d3x
[
ǫ
√
|h|Da(δn˜a⊥) + δ(2ǫ
√
|h|K)− ǫ
√
|h|(Kab −Khab) δhab
]
. (165)
C Boundary Term on The Null Surface for Specific Parametriza-
tions
In this appendix, we shall verify the validity of the result in Eq. (37) by working out two specific cases.
We shall introduce two parametrizations for a general null surface and calculate the boundary term of
the Einstein-Hilbert action on the null surface. In both cases, we find results in agreement with Eq. (37).
C.1 Gaussian Null Coordinates (GNC)
The first parametrization that we shall discuss is what is commonly known as Gaussian null coordinates
(GNC), in analogy with the Gaussian normal coordinates [19]. Gaussian normal coordinates are con-
structed by extending the coordinates on a non-null hypersurface to a spacetime neigbourhood using
geodesics normal to the surface. This prescription does not work for a null surface as the “normal”
geodesics lie on the null surface itself. Hence, the construction of Gaussian null coordinates is carried out
by making use of certain, uniquely defined, auxiliary null geodesics. As far as we know, this coordinate
chart in the neighbourhood of a null surface was introduced by Moncrief and Isenberg in [35] and hence
may also be termed as Moncreif-Isenberg coordinates. The construction of GNC is also described in [36],
[37] and [38].
C.1.1 Construction of the Coordinates
We shall now describe the construction of GNC. Our description will be less technical and more intuitive.
We shall mostly follow the notation of [38]. Note that [38] has the GNC metric in Eq. 3.2.7 but then
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claims that it can be further constrained and writes it as in Eq. 3.2.8, i.e makes the replacement α→ rα.
We do not subscribe to this claim and will use Eq. 3.2.7.
Consider a smooth null surface N in a spacetime manifold M . Let gab represent the metric on M .
We shall take the spacetime to be four-dimensional but the following construction can be easily extended
to an n-dimensional Lorentzian spacetime as long as the extra dimensions are spacelike. Take a spacelike
2-surface, ζ, on N and introduce coordinates (x1, x2) on that surface. We have shown that the null
surface N is generated by null geodesics. The null geodesics cannot be along the spacelike surface at
any point, since any vector that lies on the spacelike surface has to be spacelike. Thus, one necessarily
moves away from the spacelike surface by travelling along any of these null geodesic. Therefore, the null
geodesics can be used to define coordinates on the null surface as follows. Let u be a parameter, not
necessarily affine, along the null geodesics with u = 0 on ζ and increasing towards future. Let each null
geodesic be labelled by the coordinates (x1, x2) of the point at which it intersects ζ. Then, any point
on N in a neighbourhood of ζ, sufficiently small so that the geodesics do not cross, can be assigned the
coordinates (u, x1, x2), where (x1, x2) corresponds to the label given to the null geodesic passing through
that point and u corresponds to the value of our chosen parameter at that point. Henceforth, when we
talk about, say, coordinates on the null surface, it is to be understood that we are talking about such a
neighbourhood. We shall call the future-directed vector field tangent to the null geodesics, ∂/∂u, as ℓ
and the basis vectors corresponding to the coordinates (x1, x2) as XA = ∂/∂x
A with A = 1, 2. So far, we
have not introduced the fourth coordinate, and hence the above definitions, with the partial derivatives,
will continue to hold only if the fourth coordinate is chosen to be constant on the null surfaces. But such
a choice will indeed be made, as we see next.
Having thus constructed a coordinate chart on the null surface, it is time for us to move out into the
surrounding spacetime. We shall do this with the help of a new set of null geodesics. At each point on
the null surface, there is a unique vector ka (note the interchange of notation of ℓ and k compared to
[38]) satisfying the following four constraints: (i) kak
a = 0, i.e it is a null vector; (ii) ℓak
a = −1 and
(iii) XaAka = 0 for A = 1, 2. From ℓak
a = −1, it is clear that this vector does not lie on the surface at any
point but “sticks out”. Thus, we can make use of this vector to “go off” the null surface. From each point
on the null surface, send out null geodesics in the direction of ka labelled by the coordinates, (u, x1, x2),
of that point. The fourth coordinate may be chosen as an affine parameter along the null geodesic. Let r
be that affine parameter such that r = 0 represents the null surface and k = −∂/∂r. (The sole purpose
of the minus sign is to reproduce the exact form of the metric in [38] by off-setting the fact that we
demand ℓak
a to be −1 while [38] equates the same to +1.) These constraints uniquely determine the
affine parameter. Any r′ = A(u, x1, x2)r + B(u, x1, x2) is also an affine parameter, but the condition
r′ = 0 on the null surface will lead to B = 0 and the condition ℓak
a = −1 for k = −∂/∂r′ fixes the value
of A to be unity. Having chosen this affine parameter, any point in a sufficiently small neighbourhood
of the null surface (so that the null geodesics do not cross) can be assigned the coordinates (u, r, x1, x2),
where the set (u, x1, x2) corresponds to the label of the null geodesic that passes through that point
while r represents the affine parameter value at that point.
Let us now turn our attention to the form of the metric in the neighbourhood of the null surface. We
shall start by writing down the form of the metric on the null surface. Since ℓ is null everywhere on the
null surface, we can write down our first metric component: guu = gabℓ
aℓb = 0, everywhere on the null
surface. Next, since the null surface is represented by r = constant, XA = ∂/∂x
A at the null surface has
to lie on the null surface. This means that XaAℓa = 0, which implies gabX
a
Aℓ
b = guA = 0 everywhere on
the null surface. Finally, denoting the rest of the components relevant for vectors on the null surface,
gAB = gabX
a
AX
b
B, by qAB, we have the following list of components of the metric on the null surface:
guu = 0; guA = 0; gAB = qAB; (166)
Let us next determine the metric components in the neighbourhood of the null surface that we are
considering. First, since k = −∂/∂r is null everywhere, we have gabkakb = grr = 0 everywhere. To find
the rest of the components, let us write down the geodesic equation governing the null geodesics that
are integral curves of k. Since r is an affine parameter, we have
ka∇akb = 0 =⇒ Γbrr = 0 −→ Γarr = 0, (167)
where we contracted with gab in the last step. Putting a = r tells us that grr remains zero along the
geodesics. But if we put a = µ where xµ is any one of the three surface coordinates (u, x
1, x2), we have
Γµrr =
1
2
(−∂µgrr + 2∂rgrµ) = ∂rgrµ = 0 . (168)
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Thus, grµ is also constant along the geodesics. (This is a common feature for affinely parametrized
geodesics. For null geodesics, if ∂/∂φ is the tangent vector with φ being the affine parameter, then we
shall have ∂φgφa = 0. For non-null geodesics, we can get the same constraint provided φ is taken as the
proper time or proper length or a constant multiple thereof, so that we can put ∂µgφφ = 0 as in the last
step above.) To fix the values of grµ, note that we have the constraints k
aℓa = −1 and kaXaA = 0 at
r = 0, which translate into gru = 1 and grA = 0. From Eq. (168), we conclude that gru = 1 and grA = 0
everywhere in the region under consideration. Finally, defining qAB = gabX
a
AX
b
B, with the definition
XA = ∂/∂x
A extended everywhere, and respecting Eq. (166), we have all the components of the metric
as follows:
grr = grA = 0; gru = 1; guu = −2rα; guA = −rβA; gAB = qAB , (169)
where α and βA are finite at r = 0 so that guu and gru vanish at r = 0. The 2× 2 matrix qAB is positive
definite (since XA are spacelike vectors). The choice of the sign for guA is not of importance as the sign
can be flipped by changing the coordinates on the spatial surface, xA → −xA. On the other hand, the
sign of guu does have a physical significance. With this particular choice, the vector ℓ
a becomes timelike
for r > 0 and spacelike for r < 0 when α > 0. Also,
grr = 2rα+ r2β2,
where β2 = qABβ
AβB, which is a positive quantity since qAB is positive definite. Thus, the normal to
r-constant surfaces, ∂ar ≡ ra, satisfies the condition
rara = 2rα+ r
2β2.
The second term is strictly positive. But the first term dominates as r → 0. With α > 0, r-constant
surfaces near r = 0 are time-like in the r > 0 region and space-like in the r < 0 region. In fact, all
r-constant surfaces in the r > 0 region become time-like by this choice.
So, finally, here is the line element in GNC:
ds2 = −2rαdu2 + 2drdu − 2rβAdudxA + qABdxAdxB (170)
Note that there are six independent functions (α, βA, qAB) in this metric. We have used up the freedom
of choosing the four coordinates to eliminate four out of the ten degrees of freedom in the metric. [The
inverse metric and the Christoffel symbols corresponding to this metric are given in Appendix D.1. The
Ricci tensor components are provided in [35].] Introducing a time coordinate by t = u+ r in place of u,
we can rewrite this metric in the standard ADM form [21] as,
ds2 = −N2dt2 − 2 (1 + rα) (dr −N rdt) (dr −N rdt)
+ 2rβA (dr −N rdt)
(
dxA −NAdt)+ qAB (dxA −NAdt) (dxB −NBdt) (171)
N r =
1 + 2rα+ r2β2
−2− 2rα+ r2β2 (172)
NA = −rβA
[
3 + 4rα
−2− 2rα+ r2β2
]
(173)
N2 = 2rα+ 2rβAN
rNA − 2(1 + rα) (N r)2 + qABNANB (174)
This expression shows that the relationship between the GNC metric components and the standard ADM
variables (N,Nα, hαβ) is not simple. In particular the degrees of freedom in hαβ comes in entangled in
terms of the other degrees of freedom in GNC variables.
C.1.2 Surface Term on a Null Surface as a limit in GNC
Gaussian null coordinates (GNC) provide a situation where r = constant surfaces are time-like for r > 0
and null for r = 0. In order to show the validity of our previous derived result for null surfaces, Eq. (37),
we will obtain the boundary term on the null surface as the limit of the boundary term on a time-like
surface, providing a specific example of the abstract manipulations carried out in Section 3.6. Consider
the following expression for the term to be integrated on the boundary of a time-like or space-like surface
as given in Eq. (46):
Q
√
|h| =
√
|h|Da(δna⊥) + δ(2K
√
|h|)−
√
|h|(Kij −Khij)δhij , (175)
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where Q as given in Eq. (138) in Appendix B has to be evaluated for the unit normal. We shall use
the object P ab = −√|h|(Kab − Khab), which, apart from a constant factor, represents the canonical
momentum conjugate to hαβ in ADM formalism [1]. Then, the above equation will take the form
Q
√
|h| =
√
|h|Da(δna⊥) + δ(2K
√
|h|) + Pijδhij (176)
Further, we have the following relations
P abhab = 2
√
|h|K; Pabδhab = −P abδhab (177)
Thus, we can also write the boundary term Q
√|h| using the above expressions for P abhab and Pabδhab
leading to
Q
√
|h| =
√
|h|Da(δna⊥) + hijδP ij (178)
The idea is to evaluate this term for an r = constant surface with r > 0, which corresponds to a timelike
surface, and then take the r → 0 limit.
We shall first assume that the variations preserve the GNC form, i.e, we will only vary the functions
present in the GNC metric, viz. (α, βA, q
AB). Further since the metric only has the combination rα
and rβA occurring in it, the variations rδα, rδβA will vanish in the r → 0 limit. So we are essentially
restricting ourselves to variations with δℓa = 0, δqAB 6= 0 at this stage. (We will describe a more general
situation later on.)
When the evaluation of habδP
ab is carried out and the limit r→ 0 is taken carefully, we get the result
− habδ(
√
|h|(Kab −Khab)) = ∂u(√q δα
α
) +
√
q[−2δα− 1
2
δqAB∂uqAB − qAB∂u(δqAB)], (179)
where q is the determinant of the 2-metric qAB . The first term in Eq. (179) precisely cancels the√|h|Da(δna⊥) term so that we readily obtain
Q
√
|h| = √q[−2δα− 1
2
δqAB∂uqAB − qAB∂u(δqAB)] (180)
This result may be rewritten in the following form:
Q
√
|h| = −2√qδα− 1
2
√
qqAB∂uδqAB −√q∂u[δ(ln√q)], (181)
We can also derive the same result starting from Eq. (175). Under the variations that we are considering,
each of the terms in Eq. (175) have the following limits as r → 0:
√
|h|Da (δna⊥) = −∂u
(√
q
δα
α
)
(182)
δ
(
2K
√
|h|
)
= δ
(
2∂u
√
q + 2α
√
q −√q ∂uα
α
)
(183)
√
|h|(Kij −Khij)δhij = δα
α
∂u
√
q +
1
2
√
qδqCD∂uqCD
+
2√
q
δ
√
q∂u
√
q + 2δ
√
q
(
α− 1
2
∂uα
α
)
(184)
The difference of the last two terms can be simplified and written as
δ(2K
√
|h|)−
√
|h|(Kij −Khij)δhij = −2δα√q + ∂u
(√
q
δα
α
)
−1
2
√
qqAB∂uδqAB −√q∂u (δ ln√q) (185)
Combining with the total derivative term, we again arrive at Eq. (181) as the null limit for Eq. (175):
Q
√
|h| =
√
|h|Da(δna⊥) + δ(2K
√
|h|)−
√
|h|(Kij −Khij)δhij ,
= −2√qα− 1
2
√
qqAB∂uδqAB −√q∂u (δ ln√q) (186)
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For the Gaussian null coordinates, we choose the normal va to be ℓa = ∂ar, the surface gradient to the
r = 0 surface. Then, the normal vector has the following elements in (u, r, x1, x2) coordinates:
ℓa = (0, 1, 0, 0); ℓ
a = gar (187)
(Note that this is not the ℓ we used in Appendix C.1 in constructing the GNC metric.) The auxiliary
vector (see Appendix A.3.2), defined by the two conditions ℓak
a = ℓaka = −1 and kaka = 0 on the null
surface, can be chosen to be ka = −gar and ka = (0,−1, 0, 0). Then, we shall have the induced metric
on the null surface defined as, qab = gab + ℓakb + ℓbka. The explicit form of the induced metric on the
r = 0 surface is
qab = qABδ
A
a δ
B
b , q
ab = qABδaAδ
b
B, (188)
while qab = diag(0, 0, 1, 1). Next, let us look at the second fundamental form for the null surface (see
Appendix A.3.5):
Θab = q
m
a q
n
b∇mℓn (189)
Calculating Θab for our case, we find that the non-zero components are
ΘAB =
1
2
∂uqAB, (190)
so that the contraction of the above tensor Θab leads to the the trace
Θ =
1
2
qAB∂uqAB . (191)
Thus, we get the following expression for (Θab −Θqab)δqab in GNC:
(Θab −Θqab)δqab = 1
2
∂uqABδq
AB +
2
q
∂u(
√
q)δ(
√
q) (192)
Comparing this result with Eq. (181), we find that, for GNC, the surface term is expressible in terms
of the induced quantities Θab and Θ in the following fashion:
δAnull =
∫
dud2x
[−2√qδα− δ(2√qΘ) + (Θab −Θqab)δqab√q]
=
∫
dud2x
[−δ[2√q(Θ + α)] + [ΘAB − (Θ + α)qAB ]δqAB√q] (193)
Therefore, for the variations we have considered, we only need to fix qAB on the surface, by con-
struction. Even though we varied the six components in the GNC metric, α and βA appear in the
combination rα and rβA. As the null surface remains r = 0 even after variation, when we take the limit
r → 0 contributions from δα and δβA vanish. Since the components of ℓa is given by Eq. (187), this
corresponds to variations with δℓa = 0 and our general result in Eq. (37) shows that we only need to fix
qAB on the surface. So everything is consistent. In order to get the full structure of Eq. (37), we need
to consider unconstrained variations of the GNC line element, which we shall take up next.
C.1.3 Surface Term in GNC for Unconstrained Variations
We shall now consider the null surface described in the GNC coordinates but allow the variations to be
arbitrary but finite. That is, the variations are not restricted to be of GNC form. We shall start from
the expression for the surface term in terms of the variation of the Christoffel symbols given in Eq. (136),
Appendix B: √−gQ[vc] =
√−gvc(gabδΓcab − gckδΓaak) . (194)
Substituting the base metric as the GNC metric and vc = ∂cr, we obtain
√−gQ = √q (δΓrru + qABδΓrAB − δΓuuu − δΓAAu) (195)
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Evaluating the Γs for arbitrary variations from the GNC metric, we obtain the following expansion:
√−gQ =√q
[
∂r(δguu)− 1
2
∂uqABδq
AB − qAB∂u(δqAB)
− δg
rr
2
qAB∂rqAB − ∂u(δgur)
+ δgru
(
−2α− q
AB
2
∂uqAB
)
+ δgrC
(
−βC − 1
2
qAB∂CqAB + q
AB∂AqBC
)
+ qAB∂A(δguB)
]
(196)
It will be fruitful to convert the variations of the inverse metric into variations of the metric. For example,
δgrr = −gragrbδgab := −grugruδguu = −δguu . (197)
Similarly, we can obtain
δgru := − δgru (198)
δgrC := − qACδguA (199)
Using these expressions in Eq. (196) and manipulating the terms, we can obtain
√−gQ =∂A
(√
qqABδguB
)− ∂u(√qδgur)
+ δ(
√
q ∂rguu) + 2δ(gur∂u
√
q) + δ[2
√
q α(gru − 1)]
+ δguu∂r(
√
q) +
√
q βBδguB + α
√
q qABδqAB −
√
q
2
∂uqABδq
AB −√q qAB∂u(δqAB) . (200)
We will now show that this result matches with the one in Eq. (37). To do this, let us start with the
following expression:
Θ + κ = ∇aℓa + 1
2
ka∂aℓ
2
= ∇aℓa + 1
2
ka∂ag
rr (201)
Varying it, we arrive at:
2δ (Θ + κ) = 2δ (∇aℓa) + δka∂agrr + ka∂aδgrr
= 2∂uδg
ur + ∂rδg
rr + 2∂Aδg
rA + 2δgur∂u ln
√−g + 2δgrr∂r ln
√−g
+ 2δgrA∂A ln
√−g + 2∂uδ ln
√−g − 2αδgur
= −2∂uδgur − ∂rδguu − 2αδgur − 2βAδguA − 2∂A
(
qABδguB
)− δgur (qAB∂uqAB)
− δguu
(
qAB∂rqAB
)− qABδguB (qCD∂AqCD)+ 2∂uδ ln√−g (202)
Using this result, the variation of the counter-term becomes
2δ
[√−g (Θ + κ)] = 2√−gδ (Θ + κ) + 2√−g (Θ + κ) δgur −√−g (Θ + κ) qABδqAB
=
√−g
[
− 2∂uδgur − ∂rδguu − 2∂A
(
qABδguB
)− δgur (2α+ 2Θ + 2κ+ qAB∂uqAB)
− δguuqAB∂rqAB − δguB
(
2βB + qABqCD∂AqCD
)
+ 2∂uδ ln
√−g − (Θ + κ) qABδqAB
]
(203)
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Adding to Eq. (200), we get:
√−gQ+ 2δ [√−g (Θ + κ)] = −3√−g∂uδgur − ∂A (qABδguB)− δgur (1
2
qAB∂uqAB + 2Θ + 2κ
)
− δguu
(
1
2
qAB∂rqAB
)
− βBδguB − 1
2
qABδguBq
CD∂AqCD
+ 2∂uδ ln
√−g − (Θ + κ) qABδqAB −ΘABδqAB − qAB∂uδqAB
= [ΘAB − (Θ + κ) qAB] δqAB − 2
√−g∂uδgur −
√−g∂A
(
qABδguB
)
−√−g
[
δgur (3Θ + 2κ) + δguu
(
1
2
qAB∂rqAB
)
+ δguB
(
βB +
1
2
qABqCD∂AqCD
)
− 2∂uδ ln
√−g − ∂u
(
qABδqAB
) ]
= [ΘAB − (Θ + κ) qAB] δqAB − ∂u
(√−gδgur)− ∂A (√−gqABδguB)
− 2√−g (Θ + κ) δgur −
√−gδguu
(
1
2
qAB∂rqAB
)
−√−gβBδguB (204)
In this expression the total divergence term, the counter-term involving Θ + κ and one involving the
variation with
[
Θab − (Θ + κ)qab] are easy to interpret and we have seen them earlier. The extra term
which appears, in addition to these, has the following form:
Qextra = +2
√−g (Θ + κ) δgur +√−gδgrr
(
1
2
qAB∂rqAB
)
+
√−gβBδgrB (205)
These terms have the variation of δℓa = δgar. One can also show that the coefficient of δℓa matches with
the one in our general expression derived earlier in Eq. (37). Hence the above result can be taken as a
verification of our general result. If we had restricted our variations to GNC parameters only, then we
would have δgrB = rδβB = 0, δgrr = 2rδα = 0 and δgur = 0. Hence we would retrieve our earlier result
that only qAB needs to be fixed.
C.2 Null Surface Foliation (NSF)
In this section, we introduce another parametrization for the spacetime metric near a null surface. The
fiducial null surface is now taken to be a member of a set of null surfaces, unlike the case for GNC where
only the r = 0 surface in the family of r =constant surfaces was taken to be null. We shall call the
resulting form of the metric the null surface foliation (NSF) metric. Here we shall give the main outline
of its construction. The details can be found in [39, 40].
C.2.1 Construction
Consider a four-dimensional spacetime manifold specified by (M, gab). Let our fiducial null surface be
one member of a family of null hypersurfaces in this spacetime. Using the fact that null surfaces are
spanned by null geodesics, it is possible to introduce a natural coordinate system adapted to our family
of null hypersurfaces in the following manner. We first select one of the co-ordinates, say x3, such
that x3 = constant represents the set of null surfaces with a choice of x3 = 0 on S, our fiducial null
surface. Then, we choose a spacelike Cauchy surface, Σt, and denote the intersection of S with Σt, a
two dimensional surface, by St. Let us define the coordinates on this surface as x
A ≡ (x1, x2), with the
two corresponding basis vectors lying on St denoted by eA = ∂/∂xA (with the foreknowledge that the
fourth coordinate will be chosen to be constant on St). At every point P on St, there are exactly two
future-pointing null directions orthogonal to it, among which one direction will lie on S. Let ℓ denote a
null vector field tangent to this direction at every point on St. Thus, ℓ will satisfy the relation ℓ.eA = 0.
The same exercise can be repeated replacing S with every other x3 = constant surface so that we will
have the coordinates, x1 and x2 (as well as x3, which has already been defined all over spacetime), and
the vector field ℓ defined all over Σt. Within this arrangement, we can construct a coordinate system
near Σt in the following way: (a) Take the coordinates x
1, x2, x3 as constant all along the null geodesics
passing through every point P (x1, x2, x3) on Σt and moving in the direction of ℓ
a and (b) take t to be an
affine parameter distance along these geodesics with, say, t = 0 on Σt. Let us order our four coordinates
as (t, x1, x2, x3). In this coordinate system, the null vector is given by ℓa = (1, 0, 0, 0). Thus, the null
condition ℓ2 = 0 implies gtt = 0. On the other hand, the geodesic condition with affine parametrization,
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ℓb∇bℓa = 0, gives gab∂tgtb = 0; i.e. ∂tgtb = 0. In other words, gtb remains constant along the null
geodesics. Since ℓ · eA = 0 on the initial surface, we must have gtA = 0 everywhere. Thus, the form of
the line element near the null surface may be written as
ds2 = −N2dt2 +
(
Mdx3
N
+ ǫNdt
)2
+ qAB
(
dxA +mAdx3
) (
dxB +mBdx3
)
, (206)
with ǫ = ±1. The t = constant surfaces are taken as a spacelike surfaces. The x3 =constant surfaces
are null with the metric given by ds2 = qABdx
AdxB. The inverse metric and Christoffel symbols of this
metric are given in Appendix D.3.
This metric may be rewritten in the following condensed form:
ds2 = M˜2(dx3)2 + 2Mǫdtdx3 + 2qABm
AdxBdx3 + qABdx
AdxB , (207)
with M˜2 =M2/N2 + qABm
AmB. This metric has seven parameters, one more than the GNC metric in
Eq. (170). Since it is possible to eliminate four metric coefficients out of the ten independent coefficients
required to parametrize a symmetric four-dimensional metric by using the four coordinate transforma-
tions, there must be a coordinate transformation that we could make to reduce the number of parameters
to six. This coordinate transformation has been carried out in Appendix D.2 leading to
ds2 = (M˜2 − 2ǫt¯ ∂ lnM
∂x3
)(dx3)2 + 2ǫdtdx3 + 2(qABm
A − ǫ t ∂ lnM
∂xB
)dxBdx3 + qABdx
AdxB
= M
2
(dx3)2 + 2ǫdtdx3 + 2qABm
AdxBdx3 + qABdx
AdxB (208)
Another way to get rid of M is to go over the construction of the coordinate system once again and
note that the condition ∂tgt3 = 0 out of the four conditions ∂tgta = 0 has not been used. Now, once
the coordinate system (x1, x2, x3) has been defined on Σt and we have decided that Σt is a t = constant
surface for the fourth coordinate t, we have the basis vector e3 = ∂/∂x3 corresponding to the x3
coordinate at every point on Σt. We can then demand ℓ.e3 = 1 everywhere on Σt. The four conditions,
ℓ.ℓ = 0, ℓ.e3 = 1 and ℓ.eA = 0, fixes ℓ uniquely. Then, we shall have M = gt3 = ℓ.e3 = 1 on Σt and, by
virtue of ∂tgt3 = 0, everywhere else. Thus, from now on, we will assume that the parameter M = 1 and
do the rest of the calculations. The final form of the metric we shall use is
ds2 = −N2dt2 +
(
dx3
N
+ ǫNdt
)2
+ qAB
(
dxA +mAdx3
) (
dxB +mBdx3
)
, (209)
which on expansion becomes
ds2 = M˜2(dx3)2 + 2Mǫdtdx3 + 2qABm
AdxBdx3 + qABdx
AdxB , (210)
with M˜2 = 1/N2 + qABm
AmB.
C.2.2 Surface Term in the NSF Metric under constrained variation
In this case, with the coordinates (t, x1, x2, x3), we shall take the normal to the null surface as
ℓa = ∂ax3 = (0, 0, 0, 1); ℓ
a = (ǫ, 0, 0, 0). (211)
We shall choose the auxiliary vector
ka = (
M¯2
2ǫ
, 0, 0,−1); ka = (−ǫ,−m1,−m2,−M¯
2
2
), (212)
where we have defined M¯2 = ( 1
N2
+m2). One can verify that kaka = 0 and ℓ
aka = −1. Then, we have
qabdx
adxb = qABdx
AdxB (213)
and
qabdxadxb = m
2dx20 − 2ǫmAdx0dxA + qABdxAdxB (214)
where qAB is the inverse of qAB. Finally, we have the mixed form we have
qab dxadx
b = −ǫmBdx0dxB + δABdxAdxB (215)
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The non-zero components of Θab are
ΘAB =
ǫ
2M
∂tqAB, (216)
and
Θ =
( ǫ
M
) 1√
q
∂t
√
q, (217)
where q is the determinant of the 2-metric qAB. We shall now write down the surface term. The surface
term,
√−g Q[ℓc], can be decomposed using Eq. (16). The different terms in this expansion give:
√−g∇a[δℓa⊥] = −∂t
(
ǫ
√
q
δM
M
)
(218)
−δ (2√−g ∇aℓa) = −δ (2M√q Θ) = −δ [2∂t (ǫ√q)] (219)√−g ∇aℓbδgab =M√q ΘABδqAB (220)
−√−ggab∇cℓcδgab = −
√−gΘ
[
2ǫMδ
( ǫ
M
)
+ qABδq
AB
]
(221)
Our aim was to see if we can fix just qAB on the surface, just as we only need to fix hαβ on the surface
for a spacelike or timelike surface. We have variations of M in Eq. (221). But we have already seen in
Appendix C.2.1 that M can be set to unity with a suitable choice of coordinates. Then, the surface term
takes the form
δAnull =
∫
∂V
dλd2z⊥
{−δ[2√q(Θ + κ)] +√q[ΘAB − (Θ + κ)qAB]δqAB} . (222)
We see that we get back the exact expression we had obtained for GNC in Eq. (193), with α and qAB
replaced by their corresponding quantities κ and qAB. Note that the variations we have considered
sets δℓa = 0 and hence we pick up only the remaining terms obtained earlier. To reproduce the terms
involving δℓa we need to consider a more general form of the variation, which we shall now take up.
C.2.3 Surface Term in NSF for unconstrained variation
We shall now take the original metric to be the NSF metric but allow the variations to be arbitrary, i.e.
the variations are not restricted to those which preserve the original NSF form. We shall start from the
expression for the surface term in terms of the variation of the Christoffel symbols given in Eq. (136) in
Appendix B: √−gQ[vc] =
√−gvc(gabδΓcab − gckδΓaak) . (223)
Substituting the base metric as the GNC metric and vc = ∂cx
3, we obtain:
Q[vc] = g
ttδΓ3tt + 2g
tAδΓ3tA + 2g
t3δΓ3t3 − g3tδΓttt − g3tδΓAAt − g3tδΓ33t + qABδΓ3AB (224)
Let us now evaluate each term individually and then put them together. For that, we have the following
individual expressions:
gttδΓ3tt =
1
2
ǫgtt∂tδgtt
2gtAδΓ3tA = −ǫmA
(
δg33∂tmA + δg
3B∂tqAB + ǫ∂Aδgtt
)
gt3δΓ3t3 =
ǫ
2
[
δg33∂t
(
m2 +
1
N2
)
+ δg3A∂tmA + ǫ∂3δgtt
]
qABδΓ3AB =
1
2
qAB
[
− ǫ∂tδqAB + δg33 (−∂3qAB + ∂AmB + ∂BmA)
+ δg3C (−∂CqAB + ∂AqCB + ∂BqCA) + δg3t (−∂tqAB) + ǫ (∂AδgtB + ∂BδgtA)
]
δΓttt =
1
2
[
− 1
N2
∂tδgtt − ǫ∂3δgtt − ǫmA (−∂Aδgtt + 2∂tδgAt)
]
δΓAAt =
1
2
[
δgA3∂tmA + δq
AB∂tqAB − ǫmA∂Aδgtt + qAB∂tδqAB
]
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Then, substitution of these results in (Eq. (224)) leads to the following expression:
Q[vc] =
ǫ
2
gtt∂tδgtt − ǫmA
(
δg33∂tmA + δg
3B∂tqAB + ǫ∂Aδgtt
)
+
ǫ
2
[
δg33∂t
(
m2 +
1
N2
)
+ δg3A∂tmA + ǫ∂3δgtt
]
+
1
2
qAB
[
− ǫ∂tδqAB + δg33 (−∂3qAB + ∂AmB + ∂BmA) + δg3C (−∂CqAB + ∂AqCB + ∂BqCA)
+ δg3t
(−qAB∂tqAB)+ ǫ (∂AδgtB + ∂BδgtA) ]
− ǫ
2
[
− 1
N2
∂tδgtt − ǫ∂3δgtt − ǫmA (−∂Aδgtt + 2∂tδgAt)
]
− ǫ
2
[
δgA3∂tmA + δq
AB∂tqAB − ǫmA∂Aδgtt + qAB∂tδqAB
]
(225)
Now the variation of the expansion scalar can be obtained as
2δΘ = 2δ (∇aℓa)
= 2∂tδg
t3 + 2∂3δg
33 + 2∂Aδg
A3 + 2δga3∂a ln
√−g + 2∂t
(
δ ln
√−g) , (226)
which can be used subsequently to obtain the following result:
2δ
(√−gΘ) = 2√−g∂tδgt3 + 2√−g∂3δg33 + 2√−g∂AδgA3 + 2δga3∂a√−g
+ 2
√−g∂t
(
δ ln
√−g)− 2√−gΘδgt3 −√−gΘqABδqAB . (227)
Also, we have the results
δgtt = −δg33 δgtA = −ǫgtAδg3t − ǫqABδg3B − ǫgA3δg33 . (228)
Thus, we arrive at the following result:
√−gQ+ 2δ (√−gΘ) = ǫ
2
∂t
(√−ggttδgtt)− ∂A (√−gmAδgtt)
+ ǫ∂A
(√−gqABδgtB)+ (ΘAB −ΘqAB) δqAB +√−gQextra (229)
As usual, we have the standard counter-term and variation proportional to δqAB which are by now
familiar. In addition to boundary terms and counter-terms, we have the following extra terms:
√−gQextra = −
√−gδg3tqAB∂tqAB − ǫ
√−gδg3A [mAqCD∂tqCD + ∂tmA]
+
√−gδg33
[
−∂t
(
m2 +
1
N2
)
− ǫ
2
(
m2 +
1
N2
)
qAB∂tqAB
]
(230)
These terms are all proportional to δg3a i.e. to δℓa, as to be expected, with the proper coefficients dictated
by Eq. (37). This matches with our earlier conclusion. If we restrict to variations of NSF parameters,
then it is clear that δℓa = 0. Then, in accordance with the general result presented in Eq. (37), only
variations of qAB need to be fixed on the boundary, as we have shown explicitly in the previous section.
D More on GNC and NSF
D.1 Inverse Metric and Christoffel Symbols in GNC
With coordinates ordered as
(
u, r, xA
)
, the metric as presented in Eq. (170) and its inverse may be
written in matrix notation as
gab =

 −2rα 1 −rβA1 0 0
−rβA 0 qAB

 , gab =

 0 1 01 2rα+ r2β2 rβA
0 rβA qAB

 (231)
where qAB = (q−1)AB is the inverse matrix of qAB, β
A = qABβB and β
2 = βAβ
A. The determinant of
the metric is g = q, where q is the determinant of the 2-metric qAB. Let DˆA be the covariant derivative
operator associated with the two-dimensional metric qAB. For example,
DˆAβB = ∂AβB − ΓˆCABβC , (232)
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where
ΓˆCAB =
qCD
2
(−∂DqAB + ∂AqBD + ∂BqDA) , (233)
and DˆAβ = ∂Aβ for the two-dimensional scalar β. Introducing α¯ = −2rα and β¯A = −rβA, the Christoffel
symbols have the following expressions [38]:
Γuuu = −
1
2
∂rα¯ (234)
ΓuuA = −
1
2
∂rβ¯A (235)
ΓuAB = −
1
2
∂rqAB (236)
Γuur = Γ
u
rr = Γ
u
rA = 0 (237)
Γrur =
1
2
(
∂rα¯− β¯C∂rβ¯C
)
(238)
ΓrrA =
1
2
(
∂rβ¯A − β¯C∂rqCA
)
(239)
Γruu = −
1
2
(
β¯C β¯C − α¯
)
∂rα¯+
1
2
∂uα¯+
1
2
β¯C∂C α¯− β¯C∂uβ¯C (240)
ΓrAB = −
1
2
{
∂uqAB +
(
β¯C β¯C − α¯
)
∂rqAB
}
+
1
2
(
DˆAβ¯B + DˆBβ¯A
)
(241)
ΓruA = −
1
2
(
β¯C β¯C − α¯
)
∂rβ¯A +
1
2
∂Aα¯− 1
2
β¯B
(
∂uqAB + ∂Aβ¯B − ∂B β¯A
)
(242)
Γrrr = 0 (243)
ΓABC =
1
2
β¯A∂rqBC + Γˆ
A
BC (244)
ΓABu =
1
2
β¯A∂rβ¯B +
1
2
qCA∂uqBC +
1
2
qCA
(
∂Bβ¯C − ∂C β¯B
)
(245)
ΓABr =
1
2
qCA∂rqBC (246)
ΓAuu =
1
2
β¯A∂rα¯− 1
2
qCA∂C α¯+ q
AC∂uβ¯C (247)
ΓAur =
1
2
qCA∂rβ¯C (248)
ΓArr = 0 (249)
D.2 Eliminating the Extra Parameter M in the NSF Metric
The NSF metric was given in Eq. (207) and is of the form
ds2 = M˜2(dx3)2 + 2Mǫdtdx3 + 2qABm
AdxBdx3 + qABdx
AdxB , (250)
The condition that the null vector ℓa = ∂/∂t is affinely parametrized leads to ∂tM = 0. So, we have
M =M(x1, x2, x3).
Let us make the coordinate transformation to a new coordinate t¯ = tM(x1, x2, x3) so that
Mdt = dt¯− t∂M
∂x1
dx1 − t∂M
∂x2
dx2 − t∂M
∂x3
dx3 . (251)
The metric in the new coordinates would take the form
ds2 = (M˜2 − 2ǫt¯ ∂ lnM
∂x3
)(dx3)2 + 2ǫdt¯dx3 + 2(qABm
A − ǫt¯ ∂ lnM
∂xB
)dxBdx3 + qABdx
AdxB . (252)
We can see that this metric is of the same form as we would have obtained by puttingM = 1 in Eq. (250).
∂/∂t¯ is a null geodesic with affine parametrization, as we would have expected since t¯ is a linear function
of t and hence also an affine parameter. Thus, we have managed to encode the same information as
in Eq. (250) with one less parameter. But one difference with Eq. (250) is that while ∂/∂x3 was taken
to be a spacelike vector in Eq. (250), the vector ∂/∂x3 in Eq. (208) (which is a different vector) is not
necessarily spacelike.
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D.3 Inverse Metric and Christoffel Symbols for the NSF Metric
The NSF metric corresponding to the line element in Eq. (207) and its inverse in matrix form are given
below in the coordinates (t, x1, x2, x3):
gab =

 0 0 ǫM0 qAB mA
ǫM mA m
2 + M
2
N2

 , gab =

 − 1N2 − ǫm
A
M
ǫ
M
− ǫmA
M
qAB 0
ǫ
M
0 0

 , (253)
where qAB = (q−1)AB is the inverse matrix of qAB , m
A = qABmB and m
2 = mAm
A. The determinant
of the metric is g =M2q, where q is the determinant of the 2-metric qAB.
Introducing DˆA as the covariant derivative operator corresponding to the two-dimensional metric
qAB, as in Appendix D.1, the Christoffel symbols for the above metric are
Γttt = ∂t lnM (254)
ΓtAt =
1
2
∂A lnM +
ǫ
2M
qAB∂tm
B (255)
ΓtAB =
1
2N2
∂tqAB +
ǫ
2M
(
DˆAmB + DˆBmA
)
− ǫ
2M
∂3qAB (256)
Γtx3t =
1
2
mA∂A lnM +
ǫ
2M
∂t
(
M2
N2
)
+
ǫ
2M
mA∂tm
A (257)
Γtx3A =
ǫ
2M
∂A
(
m2 +
M2
N2
)
− ǫ
2N2
(∂AM − ǫ∂tmA)
− ǫm
B
2M
(∂AmB − ∂BmA)− ǫm
B
2M
∂3qAB (258)
Γtx3x3 =
1
2N2
∂t
(
m2 +
M2
N2
)
+
ǫmA
2M
∂A
(
m2 +
M2
N2
)
− ǫM
N3
∂3N − ǫ
2M
mAmB∂3qAB (259)
ΓABt =
1
2
qAC∂tqBC (260)
ΓABC =
ǫmA
2M
∂tqBC + Γˆ
A
BC (261)
ΓAtx3 = −
ǫ
2
qAB∂BM +
qAB
2
∂tmB (262)
ΓABx3 = −
mA
2M
∂BM +
ǫmA
2M
∂tmB +
1
2
qAC (∂BmC − ∂CmB) + 1
2
qAC∂3qBC (263)
ΓAtt = 0 (264)
ΓAx3x3 =
ǫmA
2M
∂t
(
m2 +
M2
N2
)
−mA∂3 lnM − 1
2
qAB∂B
(
m2 +
M2
N2
)
+ qAB∂3mB (265)
Γx3x3x3 = −
ǫ
2M
∂t
(
m2 +
M2
N2
)
+ ǫ∂3 lnM (266)
Γx3Ax3 = −
ǫ
2M
(∂tmA − ǫ∂AM) (267)
Γx3AB = −
ǫ
2M
∂tqAB (268)
Γx3tx3 = Γ
x3
tt = Γ
x3
tA = 0 . (269)
E Interpretation of the Counter-term in the Non-null Case
We have seen that the counter-term in the null case can be interpreted as the difference in the 2-surface
areas orthogonal to ℓ and k at the boundaries of the null congruence on the null surface (see Eq. (45))
when ℓ2 = 0 everywhere. The counter-term to be added to the boundary in the non-null case is the
integral over the boundary of the expression 2
√|h|∇ana (see Eq. (164)). We shall work with the case
where the boundary is a spacelike surface, a t-constant surface in coordinates (t, y1, y2, y3), and provide
an interpretation for the counter-term. Working along the same lines, a similar interpretation can be
given for the counter-term on a general non-null surface. The metric has the ADM form [21, 1]
ds2 = −N2dt2 + hαβ (dxα +Nαdt)
(
dxβ +Nβdt
)
, (270)
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with the inverse metric components given by
gtt = − 1
N2
; gtα =
Nα
N2
; gαβ = hαβ − N
αNβ
N2
. (271)
The normal according to our conventions (see Appendix B) is na = ∂at. The counter-term integrand√
h∇ana can be manipulated as follows:
√
h∇ana =
√
h√−g∂a
(√−gna) = 1
N
∂a
(
N
√
hna
)
= na∂a
(√
h
)
+
√
h
N
∂a (Nn
a) . (272)
We have na = gat = (1/N,Nα/N), the second term in Eq. (272) can be written in the following form:
√
h
N
∂a (Nn
a) =
√
h
N
∂αN
α . (273)
Let eaα, α = 1, 2, 3, represent the coordinate basis vectors on the 3-surfaces normal to n
a. They satisfy
eaαna = 0. We shall consider the case where these basis vectors are Lie transported along n
a. So we have
[na, eaα] = 0 =⇒ nb∂beaα − ebα∂bna = 0 . (274)
In the coordinates where eaα are basis vectors, we would have e
a
α = δ
a
α. Hence, the above condition
reduces to
∂αn
a = 0 =⇒ ∂αN = 0 and ∂αNα = 0 . (275)
These conditions also imply that na are tangent vectors to affinely parametrized geodesics. Using na =
N∇at and ∇a∇bt = ∇b∇at, we can reduce the geodesic equation to the condition
na∇anb = 0 =⇒ hab∂a lnN = 0 . (276)
Since hab has only the spatial hαβ components, Eq. (275) implies the RHS is zero. Hence, na should
satisfy the geodesic condition. Using Eq. (273) and Eq. (275), Eq. (272) reduces to
√
h∇ana = na∂a
(√
h
)
, (277)
which is the change in the volume of a 3-surface element along ℓa. Taking τ to be the parameter along
the integral curves of na, we may also write the above equation as
√
h∇ana =
∂
(√
h
)
∂τ
. (278)
Unlike the null case in Eq. (45), where the derivative was on the surface, this derivative is off the boundary
surface and hence will not get integrated in the boundary integration to be interpreted as the difference
in the volume of the 3-surface element at two different points.
F Details of Various Calculations
F.1 Derivation of Eq. (49)
The boundary term in the non-null case has the following expression:√
|h|Da (δna⊥) = ∂α
(√
|h|δnα⊥
)
= ∂α
[√
|h| (Nδℓα + 2ℓαδN)
]
= ∂α
[√−g (δℓα + 2ℓαδ lnN)] , (279)
where we have used δℓa = 0 to get to the second line and Eq. (145) in the last line. On the other hand,
the surface term on the null surface in Eq. (37) can be manipulated as follows:
∂a
[√−gΠabδℓb⊥] = ∂α [√−gΠαbδℓb⊥] = ∂α [√−gδℓα⊥]+ ∂α [√−gkαℓbδℓb⊥]
= ∂α
[√−gδℓα]+ ∂α [√−gkαℓbδℓb]
= ∂α
[√−gδℓα] , (280)
where we have used δℓa = 0 to write δℓ
α
⊥
= δℓa + gabδℓa = δℓ
a and used δ(ℓ2) = ℓaδℓ
a = 0 on the null
surface.
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F.2 Derivation of Eq. (50)
The variation of the counter-term can be written as:
δ
(
2K
√
|h|
)
= −δ
(
2
√
|h|∇ana
)
= −2δ
[
1
N
∂a
(√−ggabnb)]
= −2δ
[
1
N
∂a
(√−ggaφN)]
= −2δ [∂a (√−ggaφ)]− 2δ [∂a (lnN)√−ggaφ]
= −2δ [∂a (√−gℓa)]− 2δ [√−gℓa∂a (lnN)]
= −2δ [∂a (√−gℓa)]+ δ [√−g(∂φgφφ + gαφ
gφφ
∂αg
φφ
)]
, (281)
where the last line has been obtained using the relation gφφ = ǫ/N2. In the limit N → ∞, it is clear
that all terms in Eq. (281) are finite under our assumptions. For a null surface, we have the following
result using Eq. (128):
∂a
(√−gℓa) = √−g∇aℓa = √−g{(Θ + κ)− 1
2
ka∇aℓ2
}
=
√−g
{
(Θ + κ)− 1
2
ka∂ag
φφ
}
(282)
As we are interested in considering variations such that gφφ is kept zero on the surface (since we demanded
δ(ℓaℓ
a) = 0 in obtaining Eq. (37)), the last term in Eq. (282) can be manipulated as follows in the null
limit:
−1
2
ka∂ag
φφ = −1
2
kφ∂φg
φφ =
1
2
∂φg
φφ, (283)
where we have used kaℓa = k
φ = −1 in the last line. Thus, we can write the null limit of Eq. (281) as
δ
(
2
√
|h|K
)
r→0
= −2δ [√−g (Θ + κ)]− δ [√−g∂φgφφ]+ δ [√−g(∂φgφφ + gαφ
gφφ
∂αg
φφ
)]
= −2δ [√−g (Θ + κ)]+ δ [√−g gαφ
gφφ
∂αg
φφ
]
= −2δ [√−g (Θ + κ)]− 2δ [√−g ℓα∂α lnN] (284)
F.3 Derivation of Eq. (51)
We will first calculate the quantity hijδh
ij :
hijδh
ij =
(
hijδg
ij − 2ǫhijniδnj
)
= hijδg
ij
=
(
gijδg
ij − ǫninjδgij
)
=
(
gijδg
ij − ǫN2ℓiℓjδgij
)
=
(
gijδg
ij − ǫN2δgφφ)
=
(
gijδg
ij + 2δ lnN
)
(285)
On the null side, we have the following result:
qabδq
ab = qabδg
ab = gabδg
ab + 2ℓakbδg
ab
= gabδg
ab + 2kbδg
bφ = gabδg
ab + 2kbδℓ
b (286)
Now, if we look at the derivation of Eq. (50), it is easy to see that the expression is valid without the δ
too. Thus, we have √
|h|K r→0= −√−g [(Θ + κ) + ℓα∂α lnN ] . (287)
We are ready now to attack the last term in Eq. (46):√
|h|Khijδhij r→0= −
√−g [(Θ + κ) + ℓα∂α lnN ]×
[
gijδg
ij + 2δ lnN
]
= −√−g (Θ + κ) qabδqab + 2
√−g (Θ + κ) kbδℓb − 2
√−g (Θ + κ) δ lnN
−√−gℓα∂α lnNgijδgij − 2
√−g (ℓα∂α lnN) δ lnN (288)
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F.4 Derivation of Eq. (52)
We have:
−
√
|h|Kijδhij = −
√
|h|Kijδgij + 2ǫ
√
|h|Kijniδnj
= −
√
|h|Kijδgij
= −
√
|h|δgij [−∇inj + ǫninm∇mnj ]
=
√−g [∇iℓj + ℓj∂i lnN − ǫN2ℓiℓm∇mℓj − ǫN2ℓiℓjℓm∇m lnN] δgij . (289)
The third term in Eq. (289) is
− ǫN2ℓiℓm∇mℓjδgij = −1
2
ǫN2ℓi∇j
(
ℓ2
)
δgij
= − 1
2gφφ
(
∂jg
φφ
)
δℓj
= δℓj∂j lnN , (290)
where we have used the symmetry of ∇aℓb in the second step. This term adds with the second term in
Eq. (289), while the last term in Eq. (289) gives
− ǫN2ℓiℓjℓm (∇m lnN) δgij = −ǫN2ℓjℓm (∇m lnN) δℓj
= −N2ℓm (∇m lnN) δ
(
1
N2
)
= 2ℓm (∂m lnN) δ lnN , (291)
where we have used ℓaδℓ
a = δℓφ = δgφφ in the first step. Adding everything up, we obtain
−
√
|h|Kijδhij =
√−g [∇iℓjδgij + 2 (∂i lnN) δℓi + 2ℓi (∂i lnN) δ lnN] . (292)
All terms here are finite in the null limit. In the last term, δ lnN is finite under our assumptions and
ℓi (∂i lnN) has been shown to be finite in Eq. (281). (∂i lnN) δℓ
i can also be easily shown to be finite.
The first term in Eq. (292) needs to be decomposed in the null limit. This is done as follows:
∇iℓjδgij r→0= ∇iℓj
[
δqij − 2δ (ℓikj)]
= ∇iℓjδqij − δki∂iℓ2 − 2δℓikj∇iℓj
= Θijδq
ij + 2δℓiℓj∇ikj . (293)
In the last step, we have used Eq. (33) for the first term and δℓa = 0 was used to put δk
i∂iℓ
2 = 0.
Putting it all together, we arrive at
−
√
|h|Kijδhij r→0=
√−g
[
Θijδq
ij + 2δℓiℓj∇ikj + 2 (∂i lnN) δℓi + 2ℓi (∂i lnN) δ lnN
]
. (294)
F.5 Derivation of Eq. (54)
The extra terms in Eq. (53) are
Extra Terms = 2∂α
[√−gℓαδ lnN]− 2δ [√−g ℓα∂α lnN]− 2√−g (Θ + κ) δ lnN
−√−g (ℓα∂α lnN) gijδgij − 2
√−g (ℓα∂α lnN) δ lnN
+
√−g
[
2 (∂i lnN) δℓ
i + 2ℓi (∂i lnN) δ lnN
]
(295)
We shall start by working on the first, second and the fourth of these extra terms. These are
2∂α
[√−gℓαδ lnN]− 2δ [√−g ℓα∂α lnN]−√−g (ℓα∂α lnN) gijδgij
= 2
[
∂α
(√−gℓα) δ lnN −√−gδℓα∂α lnN] (296)
Substituting back, we have the extra terms as
Extra Terms = 2
{[
∂α
(√−gℓα)−√−g (Θ + κ)] δ lnN +√−gδℓφ∂φ lnN +√−g (ℓφ∂φ lnN) δ lnN} .
(297)
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Now, from Eq. (282) and Eq. (283), we know that the first term in Eq. (297) can be manipulated as[
∂α
(√−gℓα)−√−g (Θ + κ)] δ lnN = [√−g (∇aℓa −Θ− κ)− ∂φ (√−gℓφ)] δ lnN
=
(√−g
2
∂φg
φφ −√−g∂φℓφ
)
δ lnN
=
(−√−g
2
∂φg
φφ
)
δ lnN
=
(√−g ǫ
N2
∂φ lnN
)
δ lnN
=
(√−gℓφ∂φ lnN) δ lnN, (298)
where we have made use of Eq. (142) and ℓa = gaφ. In the second step, we have put the term
− (√−gℓφ∂φ√−g) δ lnN to zero as we know that ℓφ = ℓaℓa = 0 on the null surface while √−g and
its derivatives are assumed to be finite everywhere and δ lnN is finite under our assumption about the
behaviour of gφφ near the surface.
Thus, the first and the last terms in Eq. (297) are identical. The middle term should also be then of
the same form with an extra factor of −2. Indeed, we have
δℓφ∂φ lnN =
−2ǫ
N2
(∂φ lnN) δ lnN = −2ℓφ (∂φ lnN) δ lnN , (299)
so that Eq. (297) reduces to
Extra Terms = 0!
G Working with a General ℓa = A∇aφ
In this appendix, we shall consider the general case of our null normal being of the form ℓa = A∂aφ = Ava,
for an arbitrary scalar A which may depend on the metric. We no longer have the results ∇aℓb = ∇bℓa
everywhere and δℓa = 0 everywhere that we had used profusely in Section 3.3. But we do have the result
δℓa = δA∇aφ = δ lnA ℓa (300)
From Eq. (18), the boundary term on the null surface is
√−gQ[va] =
√−g
A
Q[ℓa] =
1
A
{√−g∇c[δℓc⊥]− 2δ(√−g∇aℓa) +√−g(∇aℓb − gab∇cℓc)δgab} . (301)
Labelling the first term as
√−gR1, we have
√−gR1 ≡
√−g
A
∇a[δℓa⊥] =
1
A
∂a[
√−gδℓa⊥] = ∂a[
√−g
A
δℓa⊥]−
√−gδℓa⊥∂a
(
1
A
)
(302)
We shall now use the projector Πab to separate out the surface derivatives in the first term.
∂a[
√−g
A
δℓa⊥] = ∂a[
√−g
A
Πabδℓ
b
⊥]− ∂a[
√−g
A
kaℓbδℓ
b
⊥]
= ∂a[
√−g
A
Πabδℓ
b
⊥]− δ (ℓaℓa) ∂b
(√−g
A
kb
)
−
√−g
A
kb∂b [δ (ℓaℓ
a)]
= ∂a[
√−g
A
Πabδℓ
b
⊥]−
√−g
A
kb∂b [δ (ℓaℓ
a)] , (303)
where the last step was obtained by using our assumption δ (ℓaℓ
a) = 0 on the null surface. Using this
expression, we have
√−gR1 = ∂a[
√−g
A
Πabδℓ
b
⊥]−
√−g
A
kb∂b [δ (ℓaℓ
a)]−√−gδℓa⊥∂a
(
1
A
)
(304)
The first term in Eq. (304) is a surface derivative on the null surface as Πabℓa = 0. The second term in
Eq. (304) has variations of the derivatives of the metric. We shall take out the δ to obtain
− kb∂b [δ (ℓaℓa)] = −δ
[
kb∂b (ℓaℓ
a)
]
+ δkb∂b (ℓaℓ
a) . (305)
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Substituting in Eq. (304), we obtain
√−gR1 =∂a[
√−g
A
Πabδℓ
b
⊥]−
√−g
A
δ
[
kb∂b (ℓaℓ
a)
]
+
√−g
A
δkb∂b (ℓaℓ
a)−√−gδℓa⊥∂a
(
1
A
)
=∂a[
√−g
A
Πabδℓ
b
⊥]− δ
[√−g
A
kb∂b (ℓaℓ
a)
]
−
√−g
2A
[
kb∂b (ℓaℓ
a)
]
gijδg
ij +
√−gkb∂b (ℓaℓa) δ
(
1
A
)
+
√−g
A
δkb∂b (ℓaℓ
a)−√−gδℓa⊥∂a
(
1
A
)
(306)
Here, all the variations of the derivatives of the metric are in the first two terms, assuming A does not
depend on the derivatives of the metric. The second term in Eq. (301) is
√−gR2 ≡ − 2
A
δ(
√−g∇aℓa) = −2δ(
√−g
A
∇aℓa) + 2
√−g∇aℓaδ
(
1
A
)
(307)
Substituting Eq. (306) and Eq. (307) back in Eq. (301), and using the relation
∇aℓa + k
a
2
∂a
(
ℓbℓ
b
)
= δab∇aℓb + kaℓb∇aℓb = Πab∇aℓb , (308)
in three places, the boundary term on the null surface reduces to
√−gQ[ℓa] =∂a[
√−g
A
Πabδℓ
b
⊥]− 2δ(
√−g
A
Πab∇aℓb) +
√−g
A
(∇aℓb − gabΠcd∇cℓd)δgab
+ 2
√−gΠab∇aℓbδ
(
1
A
)
+
√−g
A
δkb∂b (ℓaℓ
a)−√−gδℓa⊥∂a
(
1
A
)
, (309)
When A = 1, the last three terms vanish and this result reduces to the result in Eq. (29). To see why
the second-to-last term did not appear for A = 1, note that this term will only have normal derivatives
as ℓaℓ
a is fixed to zero everywhere on the null surface. Hence, only δkφ contributes in our
(
φ, y1, y2, y3
)
coordinate system. When A = 1, δkφ = δ (ℓak
a) = 0. In the general case, kaℓa = −1 means kφA = −1,
which gives
kφ = −1/A; δkφ = δ lnA
A
. (310)
In Eq. (309), we have succeeded in separating out a total derivative on the surface and a total variation
to remove all derivatives of the metric. The counter-term to be added in this case is the integral over
the null surface of
2
√−g
A
Πab∇aℓb = 2
√−g
A
(
qab∇aℓb − ℓakb∇aℓb
)
= 2
√−g
A
(Θ + κ) . (311)
We shall now do the analysis of what is to be fixed on the null boundary in this case. Since Eq. (17) are
taken to be valid even on variation, the relations qabℓa = 0 and q
abka = 0 are respected by the variations
and terms of the form ℓaℓbδq
ab, ℓakbδq
ab and kakbδq
ab would reduce to zero, just as in Section 3.3. Thus,
we can simplify gabδg
ab as follows:
gabδg
ab = gab
[
δqab − δ (ℓakb)− δ (ℓbka)] = qabδqab + 2 (ℓakb + ℓbka) δ (ℓakb) = qabδqab + 2ℓbkaδ (ℓakb)
= qabδq
ab − 2kaδℓa − 2ℓaδka = qabδqab − 2kaδℓa − 2δ lnA, (312)
where we have used Eq. (310) in the last step.
Next, we shall simplify (∇aℓb) δgab. We have
(∇aℓb) δgab = (∇aℓb) δqab − δ
(
ℓakb
)∇aℓb − δ (ℓbka)∇aℓb
= (∇aℓb) δqab − δℓakb∇aℓb − δkbℓa∇aℓb − δℓbka∇aℓb − δkaℓb∇aℓb
= (∇aℓb) δqab − δℓakb (∇aℓb +∇bℓa)− κδkbℓb − δk
a
2
∂aℓ
2
= (∇aℓb) δqab − δℓakb (∇aℓb +∇bℓa)− κδ lnA− δk
a
2
∂aℓ
2, (313)
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where we have used ℓa∇aℓb = κℓb (see Eq. (13)) and ℓaδka = δ lnA (see Eq. (310)). The expression
(∇aℓb) δqab can be simplified as follows:
(∇aℓb) δqab = δma δnb (∇mℓn) δqab = (qma − ℓmka − kmℓa) (qnb − ℓnkb − knℓb) (∇mℓn) δqab
= (qma − ℓmka) (qnb − ℓnkb) (∇mℓn) δqab
= (qma q
n
b∇mℓn − qma ℓnkb∇mℓn − qnb ℓmka∇mℓn) δqab
=
(
Θab − kbq
m
a ∂mℓ
2
2
− κqnb kaℓn
)
δqab
= Θabδq
ab (314)
where we used ℓaδq
ab = δ
(
qabℓa
) − qabδℓa = −qabℓaδ lnA = 0 to get to the second line, kakbδqab = 0
to get to the third line and the definition of Θab and κ (see Appendix A.3.5 and Eq. (13)) to get to the
fourth line. The final result is obtained using ℓaq
ab = 0 and the fact that qma ∂mℓ
2, a derivative on the
null surface, is zero since ℓ2 is zero all over the null surface. Next, we shall simplify the last two terms
in Eq. (313) as follows:
−κδ lnA− δk
a
2
∂aℓ
2 =− κδ lnA− δk
φ
2
∂φℓ
2 = −κδ lnA− δ lnA
2A
∂φℓ
2
=− δ lnA
(
κ+
∂φℓ
2
2A
)
= −δ lnA
(
κ− k
a∂aℓ
2
2
)
= −δ lnA (κ+ κ˜) . (315)
Here, the first step made use of the fact that ℓ2 = 0 all over the null surface and hence only the derivative
along φ contributes and the second step as well as the second-to-last step used Eq. (310). The last line
used the definition 2κ˜ = −ka∇aℓ2 (see Appendix A.3.6). The remaining terms in Eq. (309) are
2
√−gΠab∇aℓbδ
(
1
A
)
= −2
√−g
A
(Θ + κ) δ lnA (316)
√−g
A
δkb∂b (ℓaℓ
a) = 2
√−g
A
κ˜δ lnA (317)
−√−gδℓa⊥∂a
(
1
A
)
=
√−g
A
(
δℓa∂a lnA+ g
ab∂a lnAδℓb
)
=
√−g
A
(δℓa∂a lnA+ ℓ
a∂a lnAδ lnA)
=
√−g
A
(δℓa∂a lnA+ (κ− κ˜)δ lnA) (318)
Eq. (317) can be obtained using the same manipulations that we performed in Eq. (315). Combining all
the above results, the boundary term in Eq. (309) becomes
√−gQ[ℓa] =∂a[
√−g
A
Πabδℓ
b
⊥]− 2δ
[√−g
A
(Θ + κ)
]
+
√−g
A
[
(Θab − (Θ + κ) qab) δqab
]
+
√−g
A
(
2ka (Θ + κ)− kb (∇aℓb +∇bℓa) + ∂a lnA
)
δℓa . (319)
The changes from Eq. (36) are as follows:
√−g has been replaced with √−g/A everywhere. The ∂a lnA
is extra and 2ℓb∇ckbδℓc has been replaced with −kb (∇aℓb +∇bℓa) δℓa.
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