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Operational versus umbral methods and the Borel transform
G. Dattoli, E. di Palma, E. Sabia, K. Go´rska, A. Horzela, and K. A. Penson
Abstract. Integro-differential methods, currently exploited in calculus, provide an inex-
haustible source of tools to be applied to a wide class of problems, involving the theory
of special functions and other subjects. The use of integral transforms of the Borel type
and the associated formalism is shown to be a very effective mean, constituting a solid
bridge between umbral and operational methods. We merge these different points of view
to obtain new and efficient analytical techniques for the derivation of integrals of special
functions and the summation of associated generating functions as well.
1. Introduction
Operational methods, developed within the context of the fractional derivative for-
malism [24], have opened new possibilities in the application of Calculus. Even classical
problems, with well-known solutions, may acquire a different flavor if viewed from such
a perspective. This, if properly pursued, may allow for further progress, disclosing new
avenues of study and generalizations.
As it is well known, the operation of integration is the inverse of that of derivation.
Such a statement by itself does not enable anymeans to establish ”practical” rules to handle
integrals and derivatives on the same footing. An almost natural environment for this spe-
cific assertion are the technicalities associated with the formalism of real order derivatives
(i.e. not necessarily positive), in which the distinction between integrals and derivatives
becomes superfluous. The use of the real order formalism offers new computational and
conceptual tools allowing e.g. the extension of the concept of integration by parts. Within
such an approach the integral of a function can be written in terms of the infinite sum
∫ x
0
f (ξ) dξ =
∞∑
s=0
(−1)s x
s+1
(s + 1)!
f (s)(x), (1)
where f (s)(x) denotes the sth derivative of the integrand. An elementary way to verify
Eq. (1) is to integrate by parts its left hand side, written down as
∫ x
0
f (ξ)g(ξ)dξ, with
g(ξ) = 1. First two integrations furnish
∫ x
0
f (ξ) 1 dξ =
∫ x
0
f (ξ)
d
dξ
ξ dξ = f (ξ)ξ
∣∣∣∣x
0
−
∫ x
0
f (1)(ξ)
d
dξ
(
ξ2
2
)
dξ
= f (x)x − f (1)(x) x
2
2
+
∫ x
0
f (2)(ξ)
d
dξ
(
ξ3
3!
)
dξ,
1
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from which, after infinite number of steps, the general form of Eq. (1) follows. The
equivalent proof is based on rewriting Eq. (1) as∫ x
0
g(ξ) f (ξ) dξ = 0Dˆ
−1
x [g(x) f (x)],
aDˆ
−1
x [h(x)] =
∫ x
a
h(ξ) dξ, g(x) = 1,
(2)
where aDˆ
−1
x denotes the negative derivative operator [11, 25]. The natural extension of
Eq. (2) defines the operator aD
−n
x via aD
−2
x [h(x)] = aD
−1
x
[
aD
−1
x [h(x)]
]
. The previous def-
inition of the integral of the product of two functions suggests the use of the following,
appropriately generalized, Leibniz formula:
0Dˆ
−1
x [g(x) f (x)] =
∞∑
s=0
(−1
s
)
0Dˆ
−s−1
x [g(x)] f
(s)(x). (3)
The superscript denotes the order of the derivative, be it negative or positive. The identity
in Eq. (1) follows from Eq. (3) for g(x) = 1, for which
0Dˆ
−s−1
x [g(x)] =
xs+1
(s + 1)!
,
and
(−1
s
)
= (−1)s.
The interesting property of aforementioned relations is that they allow the evaluation
of the primitive of a function in terms of an automatic procedure, analogous to that used in
the calculation of the derivatives of a function. At the same time it marks the conceptual,
even though not formal, difference between the two operations. The evaluation of the
primitive of a function, using the generalized Leibniz rule, gives rise to a computational
procedure involving, most of the times, an infinite number of steps. Eq. (3) becomes a
truly practical tool if e.g. the function f (x) has special properties under the operation of
derivation, like being cyclic or vanishing after a number of steps.
Let us combine the above formalism with the properties of the two-variable Hermite-
Kampe´ de Fe´riet polynomials [4, 12]:
Hn(x, y) = n!
⌊n/2⌋∑
r=0
xn−2ryr
(n − 2r)!r! = (i
√
y)nHn(
x
2 i
√
y
), (4)
where Hn(z) are the conventional Hermite polynomials. The Hn(x, y) of Eq. (4) satisfy the
following relations: (
d
dx
)s
Hn(x, y) =
n!
(n − s)!Hn−s(x, y), (5)(
d
dy
)s
Hn(x, y) =
n!
(n − 2s)!Hn−2s(x, y). (6)
Using Eqs. (1), (5) and (6), we get∫ x
0
Hn(ξ, y) dξ =
n∑
s=0
(−1)sxs+1
(s + 1)!
n!
(n − s)!Hn−s(x, y), (7)
∫ y
0
Hn(x, η) dη =
⌊n/2⌋∑
s=0
(−1)sys+1
(s + 1)!
n!
(n − 2s)!Hn−2s(x, y), (8)
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and ∫ x
0
Hn(ξ, y) cos(ξ) dξ =
n∑
s=0
(−1)s
cos
(
x + s pi
2
)
(s + 1)!
n!
(n − s)!Hn−s(x, y), (9)
∫ y
0
Hn(x, η) cos(η) dη =
⌊n/2⌋∑
s=0
(−1)s
cos
(
y + s pi
2
)
(s + 1)!
n!
(n − 2s)!Hn−2s(x, y). (10)
Observe that Eqs. (5) and (6) imply that Eqs. (7), (8), (9), and (10) contain finite sums.
Furthermore, by taking into account the identity [12](
d
dx
)s
eax
2
+bx
= Hs(2ax + b, a) e
ax2+bx (11)
we find ∫ x
0
eaξ
2
+bξ dξ = eax
2
+bx
∞∑
s=0
xs+1
(s + 1)!
Hs(2ax + b, a) (12)
or ∫ x
0
eaξ
2
+bξ cos(ξ) dξ = eax
2
+bx
∞∑
s=0
cos
(
x + s pi
2
)
(s + 1)!
Hs(2ax + b, a).
Eq. (12) is a representation of known integrals (compare Eq. (2.33.3) for c = 0 in [17]) in
terms of series involving the Hermite polynomials.
These are just a few examples that underline the versatility of this method which
merges new and old concepts. In the forthcoming section we will perform a step for-
ward in this direction by combining this formalism with other approaches of the umbral
and operational nature. In this way we will reveal some potentialities of this noticeable
computational tool, and demonstrate that they are amenable for further implementations.
2. Umbral methods and the negative derivative formalism
In a number of previous papers [5, 6] it has been established that the umbral image of
the Bessel function of the first kind is the Gaussian. Indeed, if we define the shift operator
cz satisfing c
α
z c
β
z = c
α+β
z and
cνz : ϕ(z) 7→ ϕ(z + ν), (13)
then the relevant series expansion yields
e−cz (x/2)
2 1
Γ(1 + z)
∣∣∣∣
z=0
=
∞∑
r=0
(−cz)r
r!
(
x
2
)2r 1
Γ(1 + z)
∣∣∣∣
z=0
=
∞∑
r=0
(−1)r
(r!)2
(
x
2
)2r
= J0(x).
It is important to emphasize that the core of the previous formalism can be traced back to
the work of Mikusin´ski [21, 23].
The nth order Bessel functions are, in the same spirit, defined as
(
cz
x
2
)n
e−cz (x/2)
2 1
Γ(1 + z)
∣∣∣∣
z=0
=
∞∑
r=0
(−1)r
(n + r)!r!
(
x
2
)n+2r
= Jn(x).
Such a restyling allows noticeable simplifications in the theory of Bessel functions them-
selves [5, 6]. Other practical outcome concerns the handling of the associated integrals
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and of many other technicalities related to the Ramanujan Master Theorem (RMT)1 [1, 2].
Furthermore, the same formalism provides the possibility of recovering a large body of
the properties of Bessel functions and of other special functions as well, using genuine
algebraic tools [5, 6].
Without entering into details of the applications of the RMT we note that, for the
purposes of this paper, it can be linked to a kind of general rule, which we call criterion of
permanence, stated as it follows: If an umbral correspondence is established between two
different functions, such a correspondence can be extended to other operations, including
derivatives and integrals.
Accordingly, since the umbral correspondence between Gaussian and Bessel func-
tions holds, we can use the criterion of permanence for an appropriate ”translation” of the
well-known identities of the Gaussian integrals into an umbral language. In fact, using∫ ∞
−∞ e
−ax2dx =
√
pi/a, a > 0, we get∫ ∞
0
J0(x) dx =
∫ ∞
0
e−cz (x/2)
2
dx
1
Γ(1 + z)
∣∣∣∣
z=0
=
√
pi
cz
1
Γ(1 + z)
∣∣∣∣
z=0
=
√
pi
Γ(1 − 1/2)
= 1.
The extension of the criterion of permanence, under umbral correspondence, to the prop-
erties of the gamma function yields the identities [5, 6]
∫ ∞
0
J0(x)x
ν−1 dx =
∫ ∞
0
e−cz(x/2)
2
xν−1 dx
1
Γ(1 + z)
∣∣∣∣
z=0
= 2ν−1
Γ
(
ν
2
)
Γ
(
1 − ν
2
) , |ν| ≤ 1,
see Eq. (2.12.2.2) of [26], and
∫ ∞
0
J0(x
2) dx = 4−
3
4
Γ
(
1
4
)
Γ
(
3
4
) .
Other definite integrals can be obtained by a judicious application of the same principle.
For example, ∫ ∞
0
e−x
2
J0(bx) dx =
∫ ∞
0
e−x
2
e−cz(bx/2)
2
dx
1
Γ(1 + z)
∣∣∣∣
z=0
=
√
pi
2
1√
1 + b2cz/4
1
Γ(1 + z)
∣∣∣∣
z=0
=
√
pi
2
∞∑
r=0
(− 1
2
r
) (
b
2
)2r
crz
1
Γ(1 + z)
∣∣∣∣
z=0
=
pi
2
∞∑
r=0
(b/2)2r
(r!)2Γ(1/2 − r)
=
√
pi
2
e−b
2/8I0(b
2/8). (14)
1The RMT may be formulated as follows: if f (x) admits the expansion f (x) =
∑∞
n=0
φ(n)(−x)n
n!
with φ(0) , 0
in a neighborhood of x = 0, then
∫ ∞
0
xν−1 f (x) dx = Γ(ν)φ(−ν).
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Furthermore, the use of Eq. (11) for b = 0 enables us to obtain the nth derivative of
the Bessel function [5, 6](
d
dx
)n
J0 (x) =
(
d
dx
)n
e−cz(x/2)
2 1
Γ(1 + z)
∣∣∣∣
z=0
= Hn
(
−cz x
2
,−cz
4
)
e−cz(x/2)
2 1
Γ(1 + z)
∣∣∣∣
z=0
= (−1)nn!
⌊n/2⌋∑
r=0
(−2x)−r
r!(n − 2r)! Jn−r(x). (15)
Consequently, substituting Eq. (15) into Eq. (1), we get
∫ x
0
J0(ξ) dξ =
∞∑
s=0
xs+1
(s + 1)!
s!
⌊s/2⌋∑
r=0
(−2x)−r
r!(s − 2r)! Js−r(x)
 . (16)
Eq. (15) is the third alternative to the formulas (1.10.1.1) and (1.10.1.2) in [9]. Likewise
Eq. (16) is the second alternative to the formula (1.8.1.14) in [26].
The extension of such an approach to the theory of Hankel transform [37] is particu-
larly illuminating. Limiting ourselves to the 0th order Hankel transform (denoted by H0)
we set
H0[ f (x); y] ≡
∫ ∞
0
x f (x)J0(xy) dx =
∫ ∞
0
x f (x) e−cz(xy/2)
2
dx
1
Γ(1 + z)
∣∣∣∣
z=0
,
and see that the Hankel transform of the function f (x) = e
−x2
x
, reduces to the integral
evaluated in Eq. (14):
H0
e−x
2
x
; y
 =
∫ ∞
0
e−(1+y
2cz/4)x
2
dx
1
Γ(1 + z)
∣∣∣∣
z=0
=
√
pi/2√
1 + y2cz/4
1
Γ(1 + z)
∣∣∣∣
z=0
.
Other integral transforms can be framed within the same context. The well-known
identities (see formula (2.12.18.7) of [26])∫ ∞
0
J0(2
√
xu) sin(u) du = cos(x),
∫ ∞
0
J0(2
√
xu) cos(u) du = sin(x)
can be easily restated as follows:∫ ∞
0
J0(2
√
xu) ei u du =
∫ ∞
0
e−(cz x−i)u du
1
Γ(1 + z)
∣∣∣∣
z=0
=
1
czx − i
1
Γ(1 + z)
∣∣∣∣
z=0
= i
∞∑
r=0
(− i czx)r 1
Γ(1 + z)
∣∣∣∣
z=0
= i e− i x .
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By noting that
J0(2
√
x) = C0(x) =
∞∑
r=0
(−x)r
(r!)2
,
with C0(x) being the 0-th order Tricomi function, satisfying the identity [33](
d
dx
)s
C0(x) = (−1)sCs(x),
where
Cs(x) =
∞∑
r=0
(−x)r
r!(r + s)!
= x−s/2Js(2
√
x), (17)
we find ∫ ∞
0
usCs(xu) sin(u) du = (−1)s cos
(
x + s
pi
2
)
,
∫ ∞
0
usCs(xu) cos(u) du = (−1)s sin
(
x + s
pi
2
)
,
compare Eq. (2.12.18.13) of [26]. By a straightforward application of this method we also
obtain ∫ ∞
0
C0(xu)J0(u) du = J0(x),
which is Eq. (2.12.34.1) of [26].
We hope to have demonstrated by now the far-reaching potentialities of the method.
Further examples showing its reliability will be discussed in the forthcoming sections.
3. Umbral methods and Gaussians
In the previous sections we have introduced a technique of the umbral type, which,
roughly speaking, consists in the formal ”downgrading” of Bessel functions, namely higher
order transcendental functions, to the elementary Gaussian.
A quite natural next step forward, in this process of reduction, is downgrading of the
Gaussian to a rational function, according to the formal prescription:
e−x
2
=
1
1 + czx2
1
Γ(1 + z)
∣∣∣∣
z=0
. (18)
That gives∫ x
0
e−ξ
2
dξ =
∫ x
0
dξ
1 + czξ2
1
Γ(1 + z)
∣∣∣∣
z=0
= c−1/2z arctan(
√
czx)
1
Γ(1 + z)
∣∣∣∣
z=0
,
which represents the umbral image of the error function erf(x).
The use of the rational image of the Gaussian provided by Eq. (18), allows us to
introduce the new functions:
Cs 1
2
(x) = Re
[
ε 1
2
(ix)
]
and S n 1
2
(x) = −Im
[
ε 1
2
(ix)
]
, (19)
where
ε 1
2
(x) =
1
1 +
√
czx
1
Γ(1 + z)
∣∣∣∣
z=0
=
∞∑
r=0
(−x)r
Γ
(
r
2
+ 1
) . (20)
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Figure 1. Gaussian function Cs 1
2
(x) (red continuous line) and its com-
plement S n 1
2
(x) (blue dashed line).
It is evident that
Cs 1
2
(x) =
∞∑
r=0
(−1)r x2r
r!
= e−x
2
,
S n 1
2
(x) =
∞∑
r=0
(−1)r x2r+1
Γ
(
r + 3
2
) = 2√
pi
∞∑
r=0
(−1)r (r + 1)! (2x)2r+1
(2r + 2)!
= erfi(ix) e−x
2
,
where erfi(x) is the imaginary error function. In this manner we have introduced the Gauss-
ian Cs 1
2
(x) and its complementary function S n 1
2
(x), whose behavior as functions of x is
shown in Fig. 1.
Cs 1
2
(x) and S n 1
2
(x) can be viewed as trigonometriclike functions and this can be
strengthened by the formal identities, which follow from Eqs. (19) and (20):
Cs 1
2
(x) =
∫ ∞
0
e−y cos(xy
√
cz) dy
1
Γ(1 + z)
∣∣∣∣
z=0
, (21)
S n 1
2
(x) =
∫ ∞
0
e−y sin(xy
√
cz) dy
1
Γ(1 + z)
∣∣∣∣
z=0
, (22)
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whose successive derivatives define new two-parameter functions:
S n 1
2
,1(x) = −
d
dx
C 1
2
(x) =
√
cz
∫ ∞
0
e−y y sin(xy
√
cz) dy
1
Γ(1 + z)
∣∣∣∣
z=0
,
Cs 1
2
,1(x) =
d
dx
S 1
2
(x) =
√
cz
∫ ∞
0
e−y y cos(xy
√
cz) dy
1
Γ(1 + z)
∣∣∣∣
z=0
,
Cs 1
2
,2(x) = −
(
d
dx
)2
C 1
2
(x) = cz
∫ ∞
0
e−y y2 cos(xy
√
cz) dy
1
Γ(1 + z)
∣∣∣∣
z=0
,
S n 1
2
,2(x) = −
(
d
dx
)2
S 1
2
(x) = cz
∫ ∞
0
e−y y2 sin(xy
√
cz) dy
1
Γ(1 + z)
∣∣∣∣
z=0
.
In general we can write (
d
dx
)2p
Cs 1
2
(x) = (−1)pCs 1
2
, 2p(x),
(
d
dx
)2p
S n 1
2
(x) = (−1)pS n 1
2
, 2p(x),
where
Cs 1
2
, 2p(x) =
22p√
pi
∞∑
r=0
(−1)r(2x)2r
(2r)!
Γ
(
r + p +
1
2
)
= (−1)pH2p(2x,−1) e−x2 , (23)
S n 1
2
, 2p(x) =
22p√
pi
∞∑
r=0
(−1)r(2x)2r+1(r + p)!
(2r + 1)!
.
The second equality in Eq. (23) can be obtained using the properties of gamma function
and its left hand side is equal to ( 1
2
)p2
2p exp(−x2)1F1(−p, 12 ;−x2), where we have used the
Kummer relation Eq. (7.11.1.2) of [27] for the confluent hypergeometric function 1F1.
Then, the use of (7.11.1.19) of [27] permits one to rewrite it as exp(−x2)H2p(x) which is
precisely the right hand side of Eq. (23).
Examples of the behavior of the previous functions for different values of indices are
reported in Figs. 2.
4. The Borel Transform
The theory of integral transforms is one of the pillars of operational calculus [28]. The
Heaviside operational calculus [29] received its rigorous (at least for mathematicians) foun-
dation within the context of Laplace transform theory and the already quoted Mikusinski
operational theory relied on the formalism of convolution quotients [21, 23].
In addition, many integral transforms have been shown to be expressible in terms
of exponential operators, as it is the case of the fractional Fourier and Airy transforms
[22, 34].
In this section we make further steps in both directions. When dealing with the Borel
transform (BT) [15] we will develop, using the formalism of exponential operators, new
analytical tools to reformulate the relevant findings.
We remind that the BT of a function f (x) is defined by the integral [36, 20]
B[ f (t); x] ≡ fB(x) =
∫ ∞
0
e−t f (tx) dt, (24)
already exploited tacitly in Eqs. (21) and (22). Such a transform plays a significant role
in the treatment of the series resummation in the quantum field theory [38, 35]. The Borel
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Figure 2. Cs 1
2
, 2p(x) (blue dashed) and S n 1
2
, 2p(x) (red continuous) for
p = 1 in Fig. 2a and p = 2 in Fig. 2b.
integral transform defined in Eq. (24) can be related to more common transforms, namely
the Laplace and Mellin transforms, defined as L[ f (x); p] =
∫ ∞
0
e−px f (x) dx, Re(p) >
0, and M[ f (x); s] =
∫ ∞
0
xs−1 f (x) dx ≡ f ∗(s), respectively. For conditions of existence
of direct and inverse Laplace and Mellin transforms consult [31]. The relation between
B[ f (t); x] and the Laplace transform results from a simple change of variable and reads:
B[ f (t); x] = x−1L[ f (t), x−1]. (25)
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In order to derive the corresponding relation with the Mellin transform we recall one of
convolution-type theorems quoted in [31], formula 4-2(a) in Problems, p. 288, which links
the Laplace and the inverse Mellin transforms of the same function f (x):
M−1[ f ∗(1 − s)Γ(s); x] = L[ f (t); x], (26)
which holds under condition that the integrals on both sides of Eq. (26) exist. The use of
both previous equations leads to the following link:
xB[ f (t); x] = x fB(x) =M−1[ f ∗(1 − s)Γ(s); x−1]. (27)
We shall illustrate the use of Eq. (27) by considering an example of f (x) = J0(2
√
x) whose
Mellin transfom can be obtained from known integrals [26]:
M[J0(2
√
x); s] =
Γ(s)
Γ(1 − s) , 0 < Re(s) < 3/4. (28)
We substitute now Eq. (28) into Eq. (27) and this yields
xB[J0(2
√
t); x] =M−1[Γ(1 − s); x−1], (29)
= x e−x . (30)
In obtaining Eq. (30) we have employed elementary properties of Mellin transform, com-
pare [27, Eq. (8.4.3.2)]. As it should be, the direct calculation of B[J0(2
√
t); x], based on
formula 6.614.1 of [17] confirms the result of Eq. (30).
In this paper we will consider the properties of Borel transform through the use of a
different point of view, which will allow a fairly natural link to the previously discussed
umbral methods.
The use of the identity [12]
f (tx) = tx∂x f (x)
allows one to write
fB(x) = Bˆ
(1)[ f (x)], where Bˆ(1) =
∫ ∞
0
e−t tx∂x dt = Γ(1 + x∂x), (31)
which is the operator form of the Borel transform. The above formula also appears in
connection with the inversion problem of the Laplace transform, see [14], Theorem 2.14,
Eq. (4.74).
According to our procedure it follows that the Borel transform of the 0th order Tricomi
function of Eq. (17) is provided by
Bˆ(1)C0(x) = Γ(1 + x∂x)[C0(x)]
=
∞∑
r=0
Γ(1 + r)
(−x)r
(r!)2
= e−x . (32)
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This result reproduces Eq. (30) obtained previously. The successive application of the
Borel operator to the Tricomi function yields the identity
(Bˆ(1))2C0(x) = Bˆ
(1)
[
Bˆ(1)C0(x)
]
= Bˆ(1) e−x
=
∞∑
r=0
Γ(1 + r)
(−x)r
r!
=
1
1 + x
, for |x| < 1, (33)
while the further application of Bˆ(1) yields a divergent series, namely
(Bˆ(1))3C0(x) =
∞∑
r=0
r!(−x)r. (34)
The pattern behind the successive applications of the Borel operator to the Tricomi func-
tion C0(x) is the already mentioned ”downgrading” procedure, which ”reduces” a higher
transcendental function to an elementary function.
Up to now we have interchanged the Borel operators and series summation without
taking too much caution. In the case of Eq. (32) such a procedure is fully justified, whereas
in applying to Eq. (33) the method is limited to the convergence region. In the case of Eq.
(34) it is not justified since it gives rise to a divergent series. In the following we will adopt
some flexibility in handling these problems and include in our treatment also the case of
divergent series.
In the previous exposition the repeated application of BT has been associated with the
Borel operator raised to some integer power. Now, we explore the possibility of defining
the fractional BT. For that purpose we introduce the operator
Bˆ(α) =
∫ ∞
0
e−t tαx∂x dt = Γ(1 + αx∂x), for α > 0,
which will be referred to as the Borel operator of index α. For example, Bˆ(1/2) applied to
J0(x) gives
Bˆ(1/2)[J0(x)] = Γ
(
1 +
1
2
x∂x
) ∞∑
r=0
(−1)r
(r!)2
(
x
2
)2r
=
∞∑
r=0
(−1)r
r!
(
x
2
)2r
= e−(x/2)
2
. (35)
Assuming that the operator (Bˆ(α))−1 exists and satisfies (Bˆ(α))−1Bˆ(α) = 1ˆ, and using Eq.
(31), we get
(Bˆ(α))−1 =
1
Γ(1 + αx∂x)
, for α > 0.
A more rigorous definition of the inverse operator (Bˆ(α))−1 may be achieved through the
use of the Hankel contour integral [20], namely
1
Γ(z)
=
i
2pi
∫
C
e−t
(−t)z dt, for |z| < 1,
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which can be extended to write
(Bˆ(α))−1 f (x) =
1
2pi i
∫
C
e−t
t
f
(
x
(−t)α
)
dt.
Proposition 1. Given the function f (x) having the integral
∫ ∞
−∞ f (x)dx = k, then∫ ∞
−∞
Bˆ(α)[ f (x)] dx = kΓ(1 − α), |α| < 1, (36)
and ∫ ∞
−∞
(Bˆ(α))−1[ f (x)] dx =
k
Γ(1 − α) , |α| < 1.
Proof. The proof of Eq. (36) is fairly straightforward; applying the previous defini-
tions Eq. (31) we find∫ ∞
−∞
Bˆ(α)[ f (x)] dx =
∫ ∞
−∞
(∫ ∞
0
e−t f (tαx) dt
)
dx
=
∫ ∞
0
e−t
(∫ ∞
−∞
f (tαx) dx
)
dt
=
∫ ∞
0
e−t t−α dt
∫ ∞
−∞
f (σ) dσ
= kΓ(1 − α).
The same procedure can be carried out for the inverse Borel transform. 
We shall present now how the above formalism can be employed for explicit derivation
of generating functions. We use the iconic example of nth order Tricomi function as a
benchmark. First note that from Eq. (17) it follows for all n (compare Eq. (2.12.9.3) of
[26]) that ∫ ∞
0
e−t tnCn(xt) dt = e−x,
and consequently
∞∑
n=0
σn
n!
∫ ∞
0
e−t tnCn(xt) dt = e−x
∞∑
n=0
σn
n!
= eσ−x . (37)
If we assume that the summation and integration may be interchanged and if we set
∞∑
n=0
(σt)n
n!
Cn(xt) = A(x, t, σ),
with the unknown function A(x, t, σ), then Eq. (37) can be rewritten in the form∫ ∞
0
e−t A(x, t, σ) dt = eσ−x . (38)
According to Eq. (32) and Eq. (5.7.6.1) of [26], Eq. (38) allows the conclusion
A(x, t, σ) =
∞∑
n=0
(σt)n
n!
Cn(xt) = C0((x − σ)t).
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A slight variation of the previous arguments applies to the standard Bessel functions
as well. The use of Eq. (2.12.9.3) of [26] for ν = n and α = n + 2, i.e.∫ ∞
0
e−t tnRn(
√
tx) dt = e−(x/2)
2
, Rn(x) = (x/2)
−nJn(x) (39)
yields
∫ ∞
0
e−t D(x, t, σ) dt = eσ−(x/2)
2
, where D(x, t, σ) =
∞∑
n=0
(σt)n
n!
Rn(
√
tx). (40)
Regarding again D as an unknown function, we obtain from Eqs. (40) and (39)
D(x, t, σ) = J0(
√
x2t − 4σt),
which can easily be translated into the well-known generating function of Jν(x), see Eq.
(5.7.6.1) of [26]:
∞∑
n=0
σn
n!
Jn(x) = J0(
√
x2 − 2σx).
Further comments on these last points will be provided in the forthcoming sections.
Amongst many extensions of this formalism the ones which appear the most promising
use the generalizations of the integral transforms to their fractional integral analogs. The
clear exposition of this approach can be found in [19], while the applications are developed
in [39] and [18].
5. Generalization of Borel transforms and their application to special functions
The application of Borel transform techniques is a frequently used tool in analysis
and in applied science [8, 30]. Its use in the treatment of perturbative series in quantum
field theory is tricky albeit effective and proceeds as follows: the inverse BT is used to
accelerate the convergence of the perturbative expansion; the function obtained is then BT
transformed to recover the sum of the series.
To better clarify the relevance of Borel resummation methods to the topics of the
present article we critically review what we did in the previous section. The successive
application of the BT to a function with non-zero radius of convergence has led to a func-
tion whose series coefficients grow factorially with the order of expansion. Its range of
convergence is therefore vanishing. In quantum field theory one is faced with the opposite
problem, namely that of recovering a function with non-zero radius of convergence starting
from a divergent series. The problem is ”cured” by dividing each term in the expansion by
a factor k!. This is called a Borel sum; if it can be summed and analytically continued over
the whole real axis, then the initial expansion is called Borel summable [38, 35, 36].
For f (x) =
∑∞
r=0 fr x
r, let us calculate (Bˆ(α))−1 f (x1/α):
(Bˆ(α))−1 f (x1/α) = (Bˆ(α))−1
∞∑
r=0
fr x
r/α
=
∞∑
r=0
fr
r!
xr/α.
Using the umbral method this can be rewritten as
(Bˆ(α))−1 f (x1/α) =
∞∑
r=0
fr(czx
1/α)r
1
Γ(1 + z)
∣∣∣∣
z=0
= f (czx
1/α)
1
Γ(1 + z)
∣∣∣∣
z=0
. (41)
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As an example we calculate the action of (Bˆ(1/2))−1 on the Gaussian. That gives
(Bˆ(1/2))−1 e−(x/2)
2
= (Bˆ(1/2))−1
∞∑
r=0
(−1)r
r!
(
x
2
)2r
=
∞∑
r=0
(−1)r
(r!)2
(
x
2
)2r
= J0(x),
which is the inversion of Eq. (35).
The Laguerre polynomials [3] can be framed within the same context. Indeed, it is
easy to obtain Eq. (7.414.6) of [17]:
(y − x)n =
∫ ∞
0
e−t Ln(xt, y) dt, (42)
where Ln(x, y) =
∑n
r=0
(
n
r
)
(−x)ryn−r/r! are two-variable Laguerre polynomials, related to
the standard Laguerre polynomials by Ln(x, y) = y
nLn(x/y) [12]. A consequence of Eqs.
(31) and (42) is
∞∑
n=0
ξn(y − x)n = Γ(1 + x∂x)G(x, y|ξ) with G(x, y|ξ) =
∞∑
n=0
ξnLn(x, y). (43)
Accordingly, the ordinary generating function of the Laguerre polynomials is the inverse
BT of the geometric series. Namely, from Eq. (43) we get
G(x, y|ξ) = 1
Γ(1 + x∂x)
∞∑
n=0
ξn(y − x)n
=
1
Γ(1 + x∂x)
[
1
(1 − yξ) + ξx
]
=
1
(1 − yξ) + ξczx
1
Γ(1 + z)
∣∣∣∣
z=0
=
1
1 − yξ exp
(
− xξ
1 − yξ
)
. (44)
The last equality in Eq. (44) follows from Eq. (41). If the Borel operator acts on the y
variable we obtain
bn(x, y) =
∫ ∞
0
e−t Ln(x, yt) dt = n!
n∑
r=0
(−x)ryn−r
(r!)2
.
The function bn(x, y) denotes the Bessel truncated polynomials [13]. The use of Eq.
(5.11.1.5) of [26] (see also [3])
∞∑
n=0
ξn
n!
Ln(x, y) = e
yξ C0(xξ)
yields the generating function for the Bessel truncated polynomials
∞∑
n=0
ξn
n!
bn(x, y) = C0(xξ)
[∫ ∞
0
e−t eytξ dt
]
=
C0(xξ)
1 − yξ .
We employ previous results to obtain the ordinary generating functions of lacunary
Laguerre polynomials. (Let us stress that the following example is included solely for
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illustrative purposes, as it results immediately from Eq. (44).). According to our formalism
we have
∞∑
n=0
tnL2n(x, y) = (Bˆ
(1))−1
∞∑
n=0
tn(y − x)2n
= (Bˆ(1))−1
(
1
1 − t(y − x)2
)
=
1
2
(Bˆ(1))−1
[
1
1 − √t(y − x) +
1
1 +
√
t(y − x)
]
=
1
2
(1 − √ty)−1
(
1 +
cz
√
ξx
1 − √ty
)−1
+ (1 +
√
ty)−1
(
1 − cz
√
tx
1 +
√
ty
)−1 1
Γ(1 + z)
∣∣∣∣
z=0
=
1
2

exp
(
−
√
tx
1−√ty
)
1 − √ty +
exp
( √
tx
1+
√
ty
)
1 +
√
ty
 .
The exponential generating function for lacunary Laguerre polynomials L2n(x, y) through
the umbral representation gives
S (x, y|t) =
∞∑
n=0
tn
n!
L2n(x, y) =
∞∑
n=0
tn
n!
(y − czx)2n 1
Γ(1 + z)
∣∣∣∣
z=0
= ety
2
e−2xczty+(xcz)
2t 1
Γ(1 + z)
∣∣∣∣
z=0
(45)
= ety
2
∞∑
r=0
xr
(r!)2
Hr(−2yt, t), (46)
which reproduces Eq. (40) in [7]. We shall present now the derivation of Eq. (46) using
the BT approach. The use of Eq. (42) gives
Bˆ(1)S (x, y|t) =
∫ ∞
0
e−t S (xt, y|u) dt = eu(y−x)2 , S (x, y|u) =
∞∑
n=0
un
n!
L2n(x, y). (47)
Inverting Eq. (47) and using Eq. (41) for α = 1 we find
S (x, y|t) = (Bˆ(1))−1 et(y−x)2 = et(y−cz x)2 1
Γ(1 + z)
∣∣∣∣
z=0
,
which reproduces Eq. (45).
In the concluding remarks we will further comment on the lacunary Laguerre gener-
ating functions and on the relevant link with previous research [7].
To make further progress in our exposition we introduce the integral transform, known
in the literature as the Borel-Leroy (B-L) transform [40],
Bˆ(α)γ f (x) =
∫ ∞
0
e−t tγ−1 f (tαx) dt, α, γ > 0.
Thus, the associated two-parameter differential operator can be written as
Bˆ(α)γ = Γ(γ + αx∂x).
The relevant action on the γth order Tricomi function yields
Bˆ
(α)
γ+1
Cγ(x) = eα,γ(−x),
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where
eα,γ(x) =
∞∑
r=0
Γ(γ + αr + 1)
r!Γ(γ + r + 1)
xr ,
which converges for α ≤ 2. The inverse B-L transform of the exponential yields the
Bessel-Wright function Wγ(−x|α) [25], namely
(Bˆ
(α)
γ+1
)−1 e−x = Wγ(−x|α) =
∞∑
r=0
(−x)r
r! Γ(αr + γ + 1)
.
Going back to Eq. (39) we also find that
(Bˆ
(1/2)
n+1
)−1 e−(x/2)
2
= Rn(x) = c
n
z e
−cz(x/2)2 1
Γ(1 + z)
∣∣∣∣
z=0
,
whose right hand side can serve for the direct computation of the generating function in
Eq. (40).
As a further generalization we discuss the (β, δ)-Borel-Leroy transform defined by
Bˆ
(α,β)
γ,δ
f (x) =
∫ 1
0
tα−1(1 − t)β−1 f
(
tγ(1 − t)δx
)
dt, α, β, γ, δ > 0, (48)
which, upon the use of the Euler beta function B(α, β) [3], can be transformed into the
differential form
Bˆ
(α,β)
γ,δ
= B(α + γx∂x, β + δx∂x), B(α, β) =
Γ(α) Γ(β)
Γ(α + β)
.
It is interesting to note that the previous operator, when acting on the exponential, trans-
forms it into a Mittag-Leffler function [24, 25], namely
Bˆ
(1,β)
1,0
ex
Γ(β)
= E1,β+1(x) =
∞∑
k=0
xk
Γ(k + β + 1)
. (49)
(Remark that Eq. (49) is of operational nature and any modification of the argument of the
exponential should be preceded by a detailed evaluation of Eq. (48)).
Generalizing Proposition 1 with f (x) such that
∫ ∞
−∞ f (x)dx = k to the (β, δ)-Borel-
Leroy transform, we get
∫ ∞
−∞
Bˆ
(α,β)
γ,δ
f (x) dx = kB(α − γ, β − δ), α > γ, β > δ, (50)
where we used Eq. (48) and Eq. (8.380.1) of [17]. Eq. (50) for f (x) = e−x
2
gives
∫ ∞
−∞
Bˆ
(α,β)
1,0
e−x
2
dx =
Γ(α)Γ(β)
Γ(α + β)
∫ ∞
−∞
2F2
([
α
2
,
1 + α
2
]
,
[
α + β
2
,
α + β + 1
2
]
;−x2
)
dx
=
√
pi
Γ(α − 1)Γ(β)
Γ(α − 1 + β) ,
see Eq. (2.22.1.1) in [27], where 2F2 is the generalized hypergeometric function.
These are just a few examples of the various possibilities offered by the present for-
malism of further applications will be discussed in the forthcoming section.
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6. Concluding Remarks
In the previous sections we have provided a comprehensive analysis of different for-
mulations of the operational techniques usually adopted to treat problems associated with
the properties of special functions and polynomials. We have seen that the use of the
BT is a powerful unifying tool yielding the appropriate environment for a more rigorous
treatment of the umbral techniques. In this paragraph we collect examples connected with
orthogonal polynomials.
The derivation of the ordinary generating function of p-lacunary Laguerre polynomi-
als (p = 1, 2, 3, . . .) in the language of BT goes as follows
∞∑
n=0
tnLpn(x, y) = (Bˆ
(1))−1
∞∑
n=0
tn(y − x)pn = (Bˆ(1))−1 1
1 − t(y − x)p
=
1
p
(Bˆ(1))−1
p−1∑
k=0
[1 − t1/pe2pi i k/p(y − x)]−1
=
1
p
p−1∑
k=0
(1 − t1/pe2pi i k/py)−1
(
1 +
t1/pe2pi i k/pczx
1 − t1/pe2pi i k/py
)−1
1
Γ(1 + z)
∣∣∣∣
z=0
=
1
p
p−1∑
k=0
(1 − t1/pe2pi i k/py)−1
∞∑
n=0
(
− t
1/pe2pi i k/px
1 − t1/pe2pi i k/py
)n
cnz
1
Γ(1 + z)
∣∣∣∣
z=0
=
1
p
p−1∑
k=0
exp
(
− t1/pe2pi i k/p x
1−t1/pe2pi ik/py
)
1 − t1/pe2pi i k/py .
The generalization to the case Lpn+r(x, y), 0 < r < p is straightforward.
For completeness it is worth to touch on the possibility of treating the Hermite poly-
nomials in a fashion borrowed from the treatment of Laguerre’s. For this purpose we need
another choice of the function ϕ(z) in Eq. (13), namely ϕ(z) =
(2
√
y)z√
pi
Γ( 1+z
2
)| cos(z pi
2
)|. Then
the two-variable Hermite polynomials Hn(x, y) can be defined as
Hn(x, y) = (x + cz)
n (2
√
y)z√
pi
Γ( 1+z
2
)| cos(z pi
2
)|
∣∣∣∣
z=0
. (51)
The right hand side of Eq. (51) gives
Hn(x, y) =

n∑
k=0
(
n
k
)
xn−kckz
 (2
√
y)z√
pi
Γ( 1+z
2
)| cos(z pi
2
)|
∣∣∣∣
z=0
=
n∑
k=0
(
n
k
)
xn−k
(2
√
y)k√
pi
Γ
(
1 + k
2
) ∣∣∣∣∣cos
(
k
pi
2
)∣∣∣∣∣
=
⌊n/2⌋∑
r=0
(
n
2r
)
xn−2r
4ryr√
pi
Γ
(
1
2
+ r
)
= n!
⌊n/2⌋∑
r=0
xn−2ryr
(n − 2r)!
4rΓ( 1
2
+ r)
√
pi(2r)!
= n!
⌊n/2⌋∑
r=0
xn−2ryr
r!(n − 2r)! ,
compare Eq. (4).
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The operator formula Eq. (51) is an effective tool to quickly derive a number of known
and less known summation formulas involving the Hermite polynomials. We start with
ecz x
(2
√
y)z√
pi
Γ( 1+z
2
)| cos(z pi
2
)|
∣∣∣∣
z=0
=

∞∑
r=0
xr
r!
crz
 (2
√
y)z√
pi
Γ( 1+z
2
)| cos(z pi
2
)|
∣∣∣∣
z=0
=
∞∑
r=0
(4yx2)r√
pi
Γ( 1
2
+ r)
(2r)!
=
∞∑
r=0
(yx2)r
r!
= eyx
2
, (52)
and
ec
2
z x
(2
√
y)z√
pi
Γ( 1+z
2
)| cos(z pi
2
)|
∣∣∣∣
z=0
=
[
1√
pi
∫ ∞
−∞
e−ξ
2
+2ξcz
√
x dξ
]
(2
√
y)z√
pi
Γ( 1+z
2
)| cos(z pi
2
)|
∣∣∣∣
z=0
=
1√
pi
∫ ∞
−∞
e−ξ
2
ey(2ξ
√
x)2 dξ
=
1√
1 − 4yx
, for |x| < 1
4|y| .
Combining the previous results one can show that
∞∑
n=0
tn
n!
H2n(x, y) =

∞∑
n=0
tn
n!
(x + cz)
2n
 (2
√
y)z√
pi
Γ( 1+z
2
)| cos(z pi
2
)|
∣∣∣∣
z=0
= et(x+cz)
2 (2
√
y)z√
pi
Γ( 1+z
2
)| cos(z pi
2
)|
∣∣∣∣
z=0
=
1√
1 − 4yt
e
x2 t
1−4yt , for |t| < (4|y|)−1, (53)
for double lacunary exponential generating function of two-variable Hermite polynomials,
see Eq. (5.12.1.4) of [26]. An alternative procedure has been put forward by Gessel and
Jayawant [16], who discussed a triple lacunary generating function for Hermite polynomi-
als using umbral and combinatorial techniques.
Moreover, it is interesting to note that from Eqs. (51) and (52) we can derive another
operational definition of the Hermite polynomials:
Hn(x, y) =
(
ecz∂x xn
)
(2
√
y)z√
pi
Γ( 1+z
2
)| cos(z pi
2
)|
∣∣∣∣
z=0
,
which, on account of
ecz∂x
(2
√
y)z√
pi
Γ( 1+z
2
)| cos(z pi
2
)|
∣∣∣∣
z=0
= ey∂
2
x
yields the well-known operational identity
Hn(x, y) = e
y∂2x xn,
also used as a primary definition of Hn(x, y) [12].
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According to the previous identities the derivation of the classical Mehler formula (see
formula 5.12.2.1 of [26]) can be given rapidly. Using Eqs. (51) and (53) we get
∞∑
n=0
tn
n!
Hn(x, y)Hn(u, v) =
∞∑
n=0
[t(x + cz)]
n
n!
Hn(u, v)
(2
√
y)z√
pi
Γ( 1+z
2
)| cos(z pi
2
)|
∣∣∣∣
z=0
= etxu+v(tx)
2
evt
2c2z+(2vxt
2
+tu)cz (2
√
y)z√
pi
Γ( 1+z
2
)| cos(z pi
2
)|
∣∣∣∣
z=0
= e−u
2/(4v) evt
2[x+u/(2vt)+cz]
2 (2
√
y)z√
pi
Γ( 1+z
2
)| cos(z pi
2
)|
∣∣∣∣
z=0
=
ey(ut)
2
√
1 − 4yvt2
exp
(
utx + vt2x2
1 − 4yvt2
)
, 1 − 4yvt2 > 0.
We conclude this paper with a further remark, concerning the possibility of extending
the method to hybrid bilateral generating functions, involving products of Laguerre and
Hermite polynomials. This problem has already been discussed in [7, 10] using the proce-
dure exploiting the Gauss transform representation of Hermite polynomials. The derivation
we propose here is significantly simpler:
∞∑
n=0
tn
n!
Ln(x, y)Hn(u, v) =
∞∑
n=0
[t(y − czx)]n
n!
Hn(u, v)
1
Γ(1 + z)
∣∣∣∣
z=0
= et(y−cz x)u+[t(y−cz x)]
2v 1
Γ(1 + z)
∣∣∣∣
z=0
= e(ty)u+(ty)
2v e−t(xu+2tyxv)cz+(tx)
2vc2z
1
Γ(1 + z)
∣∣∣∣
z=0
= e(ty)u+(ty)
2v
∞∑
r=0
xr
(r!)2
Hr(−tu − 2yvt2, vt2).
The reader will have surely observed that we have repeatedly used the Bessel function
J0(2
√
x) = C0(x), the Tricomi function, to cross-check the consistency of different ap-
proaches we used. It is clear that many other choices of such “test” functions are possible.
Most of the topics treated in this paper may deserve a deeper and more thorough treat-
ment. However, we believe that in spite of the heterogeneity of the argument we touched
uponmany implications offered by the formalism. We hope that they may provide the hints
for further speculations. Very recently V. Strehl [32] commented on the identities of [7]
and stressed their relevance with the remark: ”All identities are very combinatorial, and
combinatorics can help to systematize and extend them considerably”. Furthermore, the
following question has been addressed and answered in [32]: ”What the lacunary Laguerre
series really count?”.
Evidently it is very tempting and challenging to reinterpret ensemble of the above
results from the combinatorial perspective.
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