We exploit the quantum coherence between pair-produced D 0 andD 0 in ψ(3770) decays to study charm mixing, which is characterized by the parameters x and y, and to make a first determination of the relative strong phase δ between doubly Cabibbo-suppressed
I. INTRODUCTION
In the Standard Model, D 0 -D 0 mixing is suppressed both by the Glashow-IliopoulosMaiani mechanism [1] and by Cabibbo-Kobayashi-Maskawa matrix elements [2] , although sizeable mixing could arise from new physics [3] . Charm mixing is conventionally described by two small dimensionless parameters:
where M 1,2 and Γ 1,2 are the masses and widths, respectively, of the neutral D meson CP eigenstates, D 1 (CP -odd) and D 2 (CP -even), which are defined as follows:
assuming CP conservation. The mixing probability is then denoted by R M ≡ (x 2 + y 2 )/2, and the width of the D 0 andD 0 flavor eigenstates is Γ ≡ (Γ 1 + Γ 2 )/2. By focusing on D 0 decay times, recent experiments have made precise measurements of D 0 -D 0 mixing parameters [4] [5] [6] [7] [8] that highlight the need for information on the relative phase between the Cabibbo-favored decay D 0 → K − π + and the doubly Cabibbo-suppressed (DCS) decayD 0 → K − π + . Direct measurements of y come from comparing decay times in D 0 → K − π + to those in D 0 transitions to the CP -even eigenstates K + K − and π + π − . Timedependent studies of the resonant substructure in D 0 → K 0 S π + π − provide x as well as y. In contrast, an indirect measure of y is provided by the "wrong-sign" process D 0 → K + π − , where interference between the DCS amplitude and the mixing amplitude manifests itself in the D 0 decay time distributions. These analyses are sensitive to y ′ ≡ y cos δ − x sin δ, where −δ is the relative phase between the DCS amplitude and the corresponding Cabibbo-favored
We adopt a convention in which δ corresponds to a strong phase, which vanishes in the SU(3) limit [9] . The magnitude r of the amplitude ratio is approximately 0.06.
Measurements of y and y ′ have both attained a precision of O(10 −3 ). However, because δ has not previously been measured, these separate determinations of y and y ′ have not been directly comparable. Thus, even a modest measurement of δ can significantly improve the overall knowledge of charm mixing parameters.
In this article, we present a first determination of δ that takes advantage of the correlated production of D 0 andD 0 mesons in e + e − collisions produced at the Cornell Electron Storage Ring and collected with the CLEO-c detector. If a collision produces no accompanying particles, the D 0D0 pair is in a quantum-coherent C = −1 state. Because the initial state (the virtual photon) has J P C = 1 −− , there follows a set of selection rules for the decays of the D 0 andD 0 [3, [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . For example, both D 0 andD 0 cannot decay to CP eigenstates with the same eigenvalue. On the other hand, decays to CP eigenstates of opposite eigenvalue are enhanced by a factor of two. More generally, final states that can be reached by both D 0 and D 0 (such as K − π + ) are subject to similar interference effects. As a result, the effective D 0 branching fractions in this D 0D0 system differ from those measured in isolated D 0 mesons. Moreover, using time-independent rate measurements, it becomes possible to probe D 0 -D 0 mixing as well as the relative strong phases between D 0 andD 0 decay amplitudes to any given final state.
We implement the method described in Ref. [19] for measuring y and δ using quantum correlations at the ψ(3770) resonance. Our experimental technique is an extension of the double tagging method previously used to determine absolute hadronic D-meson branching fractions at . This method combines yields of fully reconstructed single tags (ST), which are individually reconstructed D 0 orD 0 candidates, with yields of double tags (DT), which are events where both D 0 andD 0 are reconstructed, to give absolute branching fractions without needing to know the luminosity or D 0D0 production cross section. Given a set of measured yields, efficiencies, and background estimates, a least-squares fitter [21] extracts the number of D 0D0 pairs produced (N ) and the branching fractions (B) of the reconstructed D 0 final states, while accounting for all statistical and systematic uncertainties and their correlations. We employ a modified version of this fitter that also determines y, x 2 , r 2 , r cos δ, and rx sin δ using the following categories of reconstructed final states:
, CP -even (S + ) and CP -odd (S − ) eigenstates, and semileptonic decays (e ± ). With CLEO-c measurements alone, r 2 is not determined with sufficient precision to extract δ. Therefore, we also incorporate measurements of branching fractions and mixing parameters from other CLEO-c analyses or from external sources. We neglect CP violation in D decays, which would entail a slight correction to the mixing signal.
The paper is organized as follows. In Section II, we review the formalism of quantumcorrelated D 0D0 decay. Section III describes the event selection criteria and D reconstruction procedures. The external measurements used in the fit are summarized in Section IV. Systematic uncertainties, which are also input to the fit, are discussed in Section V. Finally, we present and discuss our main fit results in Section VI. In the appendix, we provide information for use by other experiments.
II. FORMALISM
To first order in x and y, the C-odd rate Γ D 0D0 (i, j) for D 0D0 decay to final state {i, j} follows from the anti-symmetric amplitude M ij :
where A i ≡ i|D 0 andĀ i ≡ i|D 0 . These amplitudes are normalized such that B K − π + ≈ A 2 K − π + (1 + ry cos δ + rx sin δ), B S ± ≈ A 2 S ± (1 ∓ y), and B e ≈ A 2 e . The total rate, Γ D 0D0 , is the same as for uncorrelated decay, as are ST rates. However, unlike the case of uncorrelated D 0D0 , we can consider the C-odd D 0D0 system as a D 1 D 2 pair. If only flavored final states are considered, as in Ref. [20] , then the effects of quantum correlations are negligible. In this analysis, we also include CP eigenstates, which brings additional sensitivity to y and δ, as demonstrated below.
Quantum-correlated semileptonic rates probe y because the decay width does not depend on the CP eigenvalue of the parent D meson, as this weak decay is only sensitive to flavor content. However, the total width of the parent meson does depend on its CP eigenvalue: Γ1 2 = Γ(1 ∓ y), so the semileptonic branching fraction for D 1 or D 2 is modified by 1 ± y.
If we reconstruct a semileptonic decay in the same event as a D 2 → S + decay, then the semileptonic D must be a D 1 . Therefore, the effective quantum-correlated D 0D0 branching fractions (F cor ) for {S ± , e} final states depend on y:
where the factor of 2 arises from the sum of e + and e − rates. Combined with estimates of B e and B S ± from ST yields, external sources, and flavor-tagged semileptonic yields, this equation allows y to be determined.
Similarly, if we reconstruct a D → K − π + decay in the same event as a D 2 → S + , then the K − π + was produced from a D 1 . The effective branching fraction for this DT process is therefore
where R WS is the wrong-sign rate ratio, which depends on x and y because of the interference between DCS and mixing transitions:
In an analogous fashion, we find
When combined with knowledge of B S + , y, and r, the asymmetry between these two DT yields gives cos δ. In the absence of quantum correlations, the effective branching fractions above would be B S ± B K − π + (1 + R WS ).
More concretely, we evaluate Eq. (5) with the above definitions of r and δ to produce the expressions in Table I . In doing so, we use the fact that inclusive ST rates are given by the incoherent branching fractions since each event contains one D 0 and oneD 0 . Comparison of F cor with the uncorrelated effective branching fractions, F unc , also given in Table I , allows us to extract r 2 , r cos δ, y, x 2 , and rx sin δ. Information on B i is obtained from ST yields at the ψ(3770) and from external measurements using incoherently produced D 0 mesons. These two estimates of B i are averaged by the fitter to obtain F unc . Using only ST and DT yields at the ψ(3770), we can determine y and cos δ from the following double ratios, obtained by manipulating the expressions in Table I :
2r cos δ + y ≈ N ff 4Nf
where N denotes an efficiency-corrected background-subtracted ST or DT yield. Note that semileptonic yields are essential for separating y and cos δ. Including external branching 
fractions provides additional ways to determine y and cos δ:
2r cos δ + y = (1 + R WS )
Although we neglect x 2 and y 2 terms in general, we report a result for x 2 as determined solely from N f f /N ff .
III. EVENT SELECTION AND RECONSTRUCTION
Our current analysis uses 281 pb −1 of e + e − → ψ(3770) data collected with the CLEO-c [22] [23] [24] [25] [26] detector. We also make use of a large Monte Carlo simulated sample of uncorrelated D 0D0 decays with an effective luminosity 40 times that of our data sample, from which we estimate signal efficiencies, background contributions, and probabilities for misreconstructing a produced signal decay in a different signal mode (crossfeed). In these samples, we reconstruct the final states shown in Table II, with 
L mesons and neutrinos are not detected, we do not reconstruct K 0 L π 0 and semileptonic ST modes; they are only included in DT modes, paired with a fully reconstructed D candidate. Below, we denote by S ′ + the subset of S + modes that are fully reconstructed:
For CP eigenstates, we choose modes with unambiguous CP content. In addition to two-body decays, we also include K 0 S π 0 π 0 , which is a pure CP -even eigenstate because the two identical π 0 's must have even angular momentum in order to satisfy Bose symmetry. We neglect CP violation in K 0 decays. 
Standard CLEO-c selection critera for π ± , K ± , π 0 , and K 0 S candidates are described in Ref. [27] . In addition, for K 0 S candidates, we impose |M(π
MeV/c 2 , and we require the decay vertex to be separated from the interaction region with a significance greater than two standard deviations (σ). For the K 0 S π 0 π 0 mode, we reject K 0 S daughter tracks with ionization energy loss consistent with being kaons at the level of 2σ in order to suppress misreconstructed D → K − π + π 0 decays, where the kaon is taken to be a charged pion, and a soft combinatoric π 0 candidate is incorporated into the D candidate. We accept ω candidates with |M(
Reconstruction of η → γγ proceeds analogously to π 0 → γγ. In addition, we require |M(γγ) − M η | < 42 MeV/c 2 . All invariant mass requirements correspond to approximately 3σ consistency with the nominal masses from Ref. [28] .
Single Tags
Reconstruction of all modes in this analysis, including DT modes, begins with fully reconstructed ST D candidates, which are identified using two kinematic variables that express momentum and energy conservation: the beam-constrained candidate mass M and the energy difference ∆E. These variables are defined to be
where p D and E D are the total momentum and energy of the D candidate, and E 0 is the beam energy. Correctly reconstructed D candidates produce a peak in M at the D mass and in ∆E at zero. We determine ST yields by fitting the M distribution with the modedependent requirements on ∆E listed in Table III , which are applied to both ST and DT D candidates. The limits are set at approximately three standard deviations. Modes with π 0 or η, which decay to two photons, have asymmetric limits to allow for partially contained showers in the electromagnetic calorimeter. For K ± π ∓ , K + K − , and π + π − ST modes, in events containing only two tracks, we suppress cosmic muons and Bhabhas scattering events by vetoing tracks that are identified as muons or electrons and by requiring at least one electromagnetic shower in the calorimeter above 50 MeV not associated with the signal tracks. For K + K − ST candidates, additional geometric requirements are needed to remove doubly radiative Bhabhas followed by pair conversion of a radiated photon. Also, we accept only one candidate per mode per event; when multiple candidates are present, we choose the one with smallest |∆E|.
The resultant M distributions, shown in Fig. 1 , are fitted to a signal shape derived from simulated signal events and to a background ARGUS function [29] . The simulated signal 
Mode
Requirement (GeV)
shape is both shifted and convoluted with a Gaussian smearing function to account for imperfect modeling of the detector resolution and beam energy calibration. The width of the smearing function is allowed to float in the fit. The measured ST yields and efficiencies are given in Table IV . The yield uncertainties are statistical and uncorrelated systematic, respectively. The latter arise from modeling of multiple candidates in simulation and variations in the signal lineshape. Correlated systematic uncertainties are discussed separately in Section V. way (C) by assigning daughter particles to the wrong parent or in an uncorrelated way (D). Event counts in sidebands A, B, and C are projected into the signal region S using scale factors determined from integrating the background shape in the ST M fits. Contributions to sideband D are assumed to be uniformly distributed across the other regions. To account for systematic effects in the sideband definitions and in the extrapolation to the signal regions, we assign a 100% systematic uncertainty on the size of the sideband subtractions, which is much smaller than the statistical uncertainties in all cases. Table V gives the fully reconstructed DT yields and efficiencies input to the fit, and Fig. 3 shows the correspondingM projections. Same-CP {S ± , S ± } modes are not included in the standard fit. Table V .
Semileptonic Double Tags
Semileptonic DTs are partially reconstructed by combining a fully reconstructed hadronic ST with an electron candidate from the remainder of the event. The hadronic tags are selected using the same criteria as for STs, described in in Section III 1, with an additional mode-dependent M requirement listed in Table VI . The limits are set at approximately three standard deviations. Multiple tag candidates are resolved with minimal |∆E|, as for STs. All electron candidates in a given event are accepted.
Electron candidate tracks are selected using the criteria described in Ref. [30] . Electrons are distinguished from hadrons via a multivariate discriminant that combines information from the ratio of the energy deposited in the calorimeter to the measured track momentum (E/p), ionization energy loss in the tracking chambers (dE/dx), and the ring-imaginǧ Cerenkov counter (RICH). When paired with a K ∓ π ± tag, the kaon and electron charges must be the same. This requirement removes charge-symmetric backgrounds and cannot be used with unflavored S ± tag modes.
As illustrated in Fig. 4 , the resulting electron momentum spectrum for each tag mode is fit to signal and background shapes fixed by the simulation; only the normalizations are allowed to float. We correct the simulated signal spectrum for relative bin-by-bin efficiency differences between data and simulation, which are measured with a high-statistics radiative Bhabha sample. The background components in the spectrum fit include misreconstructed tags, photon conversions and light hadron decays to electrons (mostly π 0 Dalitz decays), weak decays in flight, and hadron misidentification. The latter component peaks at 700 MeV/c and mostly consists of K ± that escape the acceptance of the RICH; K ± are indistinguishable from e ± using dE/dx at this momentum. In the fit, the misreconstructed tag component is fixed from sidebands in M and ∆E. The other backgrounds contribute approximately 7% for K ∓ π ± tags and 20-30% for S ± tags. Table VII gives the semileptonic DT yields and efficiencies input to the fit. The uncorrelated systematic uncertainties are determined from yield excursions under variation of the signal and background shapes used in the spectrum fit. For the signal shape, we adjust the semileptonic form factor model used in the simulation. For the background shapes, we vary the allowed background composition by removing components with insignificant yields and also allowing for negative normalizations.
Double Tags with
DT modes with K 0 L π 0 are reconstructed with the missing mass technique also used in Ref. [31] . A fully reconstructed ST candidate, selected as described in Section III 1, is combined with a π 0 candidate, and we compute the squared recoil mass against the ST-π
, and ηπ 0 are suppressed by vetoing events with additional unassigned charged particles, η, or π 0 candidates. 
the signal region, and from π 0 π 0 , which peaks below the signal region, are estimated from simulated data and are subtracted by the fitter, as described in Section III 5. Table VIII lists the K 0 L π 0 DT yields and efficiencies input to the fit. There are no uncorrelated systematic uncertainties for these modes.
Crossfeed and Peaking Backgrounds
The yields in Tables IV, V , VII, and VIII include peaking backgrounds contributions and crossfeed among signal modes that are subtracted by the fitter. To do so, the fitter makes use of crossfeed probabilities and background efficiencies determined from simulated events, as well as branching fractions for peaking background processes [28] . These inputs are listed in Table IX . The correlated uncertainties among these contributions is also accounted for.
In most cases, the peaking background processes produce the same final state particles 
as the signal modes to which they contribute. For these backgrounds, the DT contribution is assumed to occur at the same rate as for STs. Other backgrounds, indicated by asterisks in Table IX , arise from misreconstructed D decays. These backgrounds are present only in ST modes and do not contribute to DT modes because of the kinematic constraints of full event reconstruction. Background processes are identified using simulated D 0D0 events, where each D is uncorrelated with the other and decays generically. Background efficiencies are determined by observing the change in signal yield as each background contribution is removed from the simulated sample.
We also adjust the peaking background estimates for quantum correlation effects. The background branching fractions and efficiencies mentioned above assume uncorrelated D decay, but the background estimate also depends on the type of decay of the other D. CP -odd. For non-CP -eigenstate multi-body backgrounds, we assume equal CP -eigenstate and flavored content, with the CP -eigenstate content equally divided between CP -even and CP -odd. Variations in these assumptions give rise to systematic uncertainties, which are assessed in Section VI. In general, peaking backgrounds account for less than 1% of the measured yields, except in K 
IV. EXTERNAL MEASUREMENTS
As discussed in Section II, external estimates of uncorrelated branching fractions can help determine y and δ. We include measurements from Refs. [28, 32] and from other CLEO-c analyses along with their full error matrix in the fit. For the CLEO-c analyses, we account for statistical correlations with the yields measured in this analysis. Tables X, XI, and XII shows the sources of these measurements, and there is no overlap among the measurements in these Tables.
A. External Branching Ratio Measurements
Because our precision on cos δ is currently limited by our knowledge of the CP -eigenstate branching fractions, we include as many external measurements of these branching fractions Crossfeed → Signal Probability (%)
, all CP -eigenstates in this analysis have previous branching ratio measurements with respect to other reference modes.
For
we make use of the global branching fraction fit performed in Ref. [32] . Because B(K − π + ) is a free parameter in this fit and in the current analysis, we also include Ref. [32] 's fit result for this mode in order to properly account for the correlations among these branching fractions. We do not use Ref. [28] because this compilation includes a CLEO-c measurement of
, which is correlated with the measurements in this analysis.
Previous experiments have measured R KK ≡ B( [28] , so these two quantities are correlated both statistically [via the common denominator, B(K − π + )] and systematically. It is common for these experiments to also report a value of R KK /R ππ in addition to R KK and R ππ separately. Using the dominant measurements of all three quantities [40, [48] [49] [50] , we compute a weighted average correlation coefficient of 0.30 between the R KK and R ππ values quoted in Ref [28] . For R ππ , we remove the CLEO-c measurement [51] from the average because it was based on the same dataset as this analysis.
The CLEO-c [28] 1 0.30
B. External Mixing Measurements
Studies of wrong-sign D 0 → K + π − from other experiments provide information on r 2 , y ′ , and R M . Without using D 0 decay times, these analyses are sensitive to the time-integrated wrong-sign rate ratio:
where Eq. (18) explicitly shows the dependence on the fit parameters r 2 , y, cos δ, x 2 , and x sin δ. By also measuring the decay times of the same D 0 candidates, these experiments can separate the three terms in Eq. (17) because each has a different proper time dependence:
We use time-integrated R WS measurements as a source of information on r 2 , which is otherwise poorly determined in our analysis, as shown in Table XV . Constraining r 2 leads directly to improved precision on cos δ because it always appears as r cos δ in Table I . Extracting meaningful precision on r 2 from R WS requires information on x sin δ and x 2 . When the external y and y ′ measurements described in Section IV B 2 are not included in the fit,
x sin δ is poorly determined, so we take x sin δ to be zero. For x 2 , which is also poorly determined in our analysis, we use R M measurements from wrong-sign D 0 → K ( * )+ ℓ − ν ℓ rates. Table XI shows the input R WS and semileptonic R M measurements, which are uncorrelated with all other measurements and are entered directly into the fit. By combining external measurements of y and y ′ with the CLEO-c measurement of cos δ, the fitter can extract x sin δ via x sin δ = y cos δ − y ′ . In doing so, it accounts for the fact that y ′ is determined simultaneously with r 2 and R M , which are also functions of the fit parameters, and that cos δ and its uncertainty are correlated with y (as discussed below in Section VI).
External measurements of y come from two sources: comparison of D 0 decay times to CP eigenstates K + K − and π + π − with decay times to the flavor eigenstate K − π + , and time-dependent Dalitz plot analysis of D → K 0 S π + π − , which is sensitive to both x and y. The latter x and y measurements are essentially uncorrelated, but x provides information on y when combined with measurements of R M .
For y ′ , we use three sets of (CP -conserving) fit results from CLEO, Belle, and BABAR. Averages of these fits are shown in Table XII . The fit covariance matrices have been provided by the above collaborations and are also included in our analysis. 0.006 ± 0.018 [4, 7, 47] We note that, if we assume x sin δ = 0, the y and y ′ measurements in Table XII by themselves provide an independent measurement of cos δ = (y ′ + x sin δ)/y = 0.52 ± 0.49, which is consistent with but less precise than the value found independently with CLEO-c data (see Section VI).
V. SYSTEMATIC UNCERTAINTIES
All uncertainties except statistical uncertainties on the measured yields are considered to be systematic in origin. Systematic uncertainties on the fit inputs are included directly in the covariance matrix given to the fitter, which propagates them to the fit parameters. Uncorrelated yield uncertainties are discussed above in Section III. Below, we summarize the sources of correlated uncertainty and the measurements to which they apply.
Final-state-dependent correlated systematic uncertainties, such as for tracking, particle identification (PID), and π 0 and K 0 S finding efficiencies are the dominant uncertainties for the branching fractions, but, as discussed in Ref. [19] , when no external measurements are included, they cancel in the DCS and mixing parameters. However, external measurements are, in general, not subject to the same correlated effects as our measured yields. Thus, while these external measurements reduce the statistical uncertainties on y and cos δ, they also introduce sensitivity to correlated uncertainties, and they increase the systematic uncertainties somewhat.
In Table XIII , we list the correlated systematic uncertainties on reconstruction and PID efficiencies for final state particles, determined as Refs. [27, 52] describe. We also apply the efficiency corrections given in Refs. [27, 52] with the following modifications. For π 0 finding efficiency, we adjust the relative correction to −3.3% and inflate the systematic uncertainty to 4.0% to account for our inclusion of signal modes with more energetic π 0 s than in Ref. [27] . For η finding efficiency, the relative correction appropriate for our selection criteria is −6.5% with an uncertainty of 4.0%. For K 0 S finding efficiency, we include additional contributions of 0.3% and 0.4% for the flight significance and invariant mass requirements. We also include uncertainties on peaking background branching fractions, shown in Table IX . The signal and background efficiencies listed in this paper include the corrections discussed above. Table XIV shows mode-dependent uncertainties. Most are assessed by relaxing selection requirements and noting the resultant change in efficiency-corrected yield. We compute each of these uncertainties as the quadrature sum of the yield shift and its statistical uncertainty, where the latter quantity accounts for the large correlation between the two yields.
The effect of modeling of the K 0 S π 0 π 0 resonant substructure on the efficiency is determined by reweighting the simulated events according to the substructure observed in data and recomputing the efficiency. We assign an uncertainty for the modeling of multiple electron candidates by taking the difference between multiple candidate rates in simulated events and data. The efficiency of the extra track, π 0 , and η vetos in K 0 L π 0 modes is studied by comparing the frequency of these extra particles between simulated events and data. For semileptonic decays, we extrapolate the observed electron momentum spectrum below 200 MeV/c based on the simulation. By sampling different form factor models used in the simulation, we estimate a relative uncertainty of 25% on this extrapolation.
In our simulation, final state radiation (FSR) is generated by PHOTOS [53] . We measure efficiencies with and without FSR generation and assign 30% of the difference as a systematic uncertainty [27] . We also include a contribution corresponding to the change in efficiency when PHOTOS does and does not model interference among the radiated photons.
Unlike FSR, initial state radiation (ISR) coherently shifts both M values upward in a signal DT. So, mismodeling of ISR would affect ST and DT efficiencies by the same fraction. Based on a study of excluding events in the ISR region (M > 1.87 GeV/c 2 ), we assign a conservative 0.5% uncertainty to all yields. An asterisk (*) marks those uncertainties that are correlated among modes. The schemes by which these uncertainties are applied to DTs are also given, along with the fractional DT uncertainty, λ DT , on mode {A, B} for ST uncertainties of α on mode A and β on mode B. 
∆E ISR* FSR* Lepton Veto* Other
K ∓ π ± 0.5 0.5 1.2 0.5 K + K − 0.9 0.5 0.8 0.4 0.5 K ± cos θ cut π + π − 1.9 0.5 1.7 3.2 K 0 S π 0 π 0 2.6 0.5 1.5 K 0 S daughter PID 0.7 resonant substructure K 0 S π 0 0.9 0.5 K 0 S η 5.5 0.5 0.3 η mass cut 0.7 B(η → γγ) [28] K 0 S ω 1.2 0.5 0.8 1.4 ω mass cut 0.8 B(ω → π + π − π 0 ) [
VI. FIT RESULTS
We tested the analysis technique with the full simulated sample of uncorrelated D
0D0
decays that was filtered to leave a 40% subset of events that mimic the effect of quantum correlations. The effective luminosity of this subset is 15 times that of the data sample.
The fit results showed satisfactory agreement with the input values, taking into account the statistical correlation between the signal efficiencies (measured in the full simulated sample) and the signal yields (measured in the 40% subset).
In Table XV , we first show the results of a data fit that includes external branching fraction measurements from Table X, but not the external R WS and R M measurements in Table XI . The corresponding correlation matrix for the fit parameters is given in Table XVI. Because r 2 has a large uncertainty and a negative central value, we cannot extract cos δ; instead, we quote r cos δ. Also, we fit for R M instead of x 2 . 1.062 ± 0.024 ± 0.011 y (10 −3 ) −52 ± 60 ± 17 r 2 (10 −3 ) −24 ± 16 ± 12 r cos δ 0.089 ± 0.036 ± 0.009
3.81 ± 0.05 ± 0.06
In order to control the uncertainty on cos δ, we include in our standard fit both external branching fractions from Table X as well as external R WS and R M measurements from Table XI. In this fit, shown in Table XVII , we obtain a first measurement of cos δ, consistent with being at the boundary of the physical region and with a precision that is dominated by the CLEO-c {Kπ, S ± } yield measurements. Our value of y is consistent with the world average of 0.00662 ± 0.00211 (see Table XII ). For this standard fit, we assume x sin δ = 0, and the associated systematic uncertainty is ±0.03 for cos δ and negligible for all other parameters. The correlation matrix for this standard fit is shown in Table XVIII . Our branching fraction results do not supersede other CLEO-c measurements.
The likelihood curve for cos δ is obtained by repeating this fit at fixed values of cos δ and recording the change in minimum χ 2 . We then compute L = e −(χ 2 −χ 2 min )/2 , which is shown in Fig. 6a . It is highly non-Gaussian, so we assign asymmetric uncertainties by finding the values of cos δ where ∆χ 2 = 1 to obtain cos δ = 1.03
−0.17 ± 0.06. For values of |cos δ| < 1, we also compute L as a function of |δ|, and we integrate these curves within the physical region to obtain 95% confidence level limits of cos δ > 0.07 and |δ| < 75
• . 1.042 ± 0.021 ± 0.010 1.042 ± 0.021 ± 0.010 y (10 −3 ) −45 ± 59 ± 15 6.5 ± 0.2 ± 2.1 r 2 (10 −3 )
8.0 ± 6.8 ± 1.9 3.44 ± 0.01 ± 0.09 cos δ 1.03 ± 0.19 ± 0.06 1.10 ± 0.35 ± 0.07 x 2 (10 −3 ) −1.5 ± 3.6 ± 4.2 0.06 ± 0.01 ± 0.05
3.78 ± 0.05 ± 0.05 3.78 ± 0.05 ± 0.05 K − K + (10 −3 ) 3.87 ± 0.06 ± 0.06 3.88 ± 0.06 ± 0.06 π − π + (10 −3 )
1.36 ± 0.02 ± 0.03 1.36 ± 0.02 ± 0.03
1.14 ± 0.03 ± 0.03 1.14 ± 0.03 ± 0.03 The asymmetric uncertainties on cos δ quoted above still do not fully capture the nonlinearity of the likelihood. This non-linearity stems from the use of r 2 to convert r cos δ into cos δ, which causes the uncertainty on cos δ to scale roughly like 1/r. Because r 2 is obtained from R WS via Eq. (18), an upward shift in y lowers the derived value of r 2 (for positive r cos δ). As a result, the uncertainty on cos δ increases with more positive y, as shown in Fig. 6b . A second, smaller effect is that the sign of the correlation between r 2 and r cos δ is given by the sign of y. When y is positive, r 2 and r cos δ are anti-correlated, which tends to inflate the uncertainty on cos δ.
We also perform an extended fit that determines x sin δ by including previous measurements of y and y ′ . Table XVII shows the results of this fit, which incorporates all external measurements, from Tables X, XI, and XII. The correlation matrix for the extended fit is given in Table XIX. The resultant value of y includes the CLEO-c measurement from the standard fit, but the precision is dominated by the external y measurements. The overall uncertainty on cos δ increases to ±0.36 because of the R WS measurement, as discussed above. However, unlike the standard fit, the likelihood for cos δ shown in Fig. 7a is nearly Gaussian. For x sin δ, we assign asymmetric uncertainties resulting in x sin δ = (4.4 +2.7 −1.8 ±2.9)×10 −3 . By repeating the fit at various simultaneously fixed values of cos δ and sin δ, we also determine δ = (22
• . The corresponding 95% confidence level intervals within the physical region are cos δ > 0.39, x sin δ ∈ [0.002, 0.014], and δ ∈ [−7
• , +61 • ]. Performing this extended fit with y, x 2 , and x sin δ fixed to zero results in a change in χ 2 of 25.1, or a significance of 5.0σ. In the standard fit, the large correlation between y and r 2 originates in the use of the R WS measurement in Table XI to provide information on r 2 . Using Eq. (18), one sees that the precision on r 2 is driven by the precision on y. Hence, for positive r cos δ, r 2 and y are negatively correlated. Consequently, the cos δ value obtained by dividing r cos δ by √ r 2 is positively correlated with y. In the extended fit, these correlations are broken by the precise external measurements of y in Table XII , and the weak negative correlation between cos δ and y results from Eqs. (10) and (11) .
We assess the fit's sensitivity to the assumed quantum correlation parameters in the peaking background subtractions by varying these parameters over their full allowed ranges. We find excursions of less than 1 × 10 −4 in y and 0.003 in cos δ for both the standard and extended fits. We assign a systematic uncertainty, included in Table XVII given by the size of these shifts. 
A. Analysis of Input Information
In this Section, we probe the power of the individual fit inputs or groups of fit inputs by removing them from the standard fit one by one. We define the weight (or information) that each input contributes to fit parameter λ to be the fractional change in 1/σ 2 λ when it is removed from the fit:
Because of the aforementioned non-linearities, removing an input from the fit can result in a σ λ that is smaller than the standard value, leading to negative I λ . Table XX shows I λ for λ = y and cos δ. When I λ > 0, we also calculate the significance of the shift to be S λ ≡ ∆λ/ σ 2 λ (standard) − σ 2 λ (new), where the minus sign accounts for the correlation between the two values of λ.
As expected from Eqs. (8), (9), and (12), information about y comes primarily from the {S ± , e} DT yields, which supply 91% of the statistical power. In addition, the {Kπ, e} yields provide the normalizing semileptonic branching fraction, and S ± ST yields provide N B S ± . Because y is determined from ratios of these quantities, a meaningful measurement depends on the simultaneous presence of various combinations of inputs. For instance, removing the S ± ST yields would also reduce the power of the {S ± , e} DT yields because, then, Eq. (8) cannot be used. Table XX does not account for such double-counting of information; it simply shows I λ as each individual input is removed from the fit. For this reason, the sum of all I y exceeds 100%.
This effect is even more pronounced with cos δ. As demonstrated in Eqs. (10) and (13), almost all the information about r cos δ is contained in the {Kπ, S ± } DT yields, but only when they are combined with the B S ± estimates provided by the S ± ST yields. Furthermore, in order to obtain cos δ from r cos δ, we rely on the inputs from Table XI, which therefore have I cos δ = 1. If either {Kπ, S + } or {Kπ, S − } yields are removed, then the asymmetries in Eqs. (10) and (13) cannot be formed. However, r cos δ can still be obtained with knowledge of N B K − π + B S ± , which comes from other inputs in the fit.
A striking example of non-linearities in the fit occurs when {S − , e ± } double tags are removed. Doing so causes y to fluctuate downward, which, in turn, lowers the uncertainty on cos δ, as discussed above. As a result, {S − , e ± } double tags appear to have large negative information content.
In performing this exercise, we also test for anomalous inputs that bias the fit results with undue weight. As Table XX shows, we find no evidence of instability from our choice of fit inputs.
B. Purity of C-Odd Initial State
The purity of the C-odd D 0D0 initial state may be diluted by a radiated photon, which would reverse the C eigenvalue of the D 0D0 system and thus bias the fit results. ISR, FSR, and bremsstrahlung photon emission are benign because they do not alter the relative angular momentum between the D 0 andD 0 , occuring either before the D 0D0 are formed or after they decay. One problematic process would be photon radiation from the ψ(3770), resulting in a virtual 0 + state that then decays to D 0D0 . This channel is suppressed, as there are no nearby 0 + states available. Another possible contribution would be ψ(3770) decay to a virtual D * 0D0 , which subsequently decays to D 0D0 γ. Theoretical estimates of these amplitudes indicate a ψ(3770) → D 0D0 γ branching fraction of less than 10 −8 [54] . We verify the absence of this effect in data by searching for same-CP DT signals, which would be maximally enhanced for the C-even configuration. As shown in Fig. 8 and Table XXI, all such modes have yields consistent with zero. To determine the C-even fraction of the D 0D0 sample, N C+ /N C− , we perform a variant of the standard and extended fits that Removed Input S y I y S cos δ I cos δ Single Tag Yields
include the 15 same-CP DT yields and efficiencies shown in Table XXI . We then express each yield as a sum of C-odd and C-even contributions:
j R C+ , where R C− and R C+ are the functions of y, r, cos δ, and x sin δ given in Table XXII . The results of these fits are shown in Table XXIII . The C-even fraction is found to be consistent with zero, with an uncertainty of 2.4%, and shifts of the fit parameters from the nominal fit results are negligible compared to the systematic uncertainties already assigned. 
VII. SUMMARY
We employ a double tagging technique with quantum-correlated D 0D0 decays at the ψ(3770) to perform a first measurement of cos δ = 1.03 +0.31 −0.17 ± 0.06, where the uncertainties are statistical and systematic, respectively. Within the physical region, we find |δ| < 75
• at the 95% confidence level. By including external inputs on y and y ′ in the fit, we find an alternative value of cos δ = 1.10 ± 0.35 ± 0.07, as well as x sin δ = (4.4 +2.7 −1.8 ± 2.9) × 10 −3 and δ = (22
• .
TABLE XXI: Same-CP double tag yields and efficiencies included in the C-even-allowed fit.
Mode Yield Efficiency (%)
Comparison of C-odd and C-even yields, normalized by N A 2 i for ST modes i and by N A 2 i A 2 j for DT modes {i, j}, to leading order in x, y, and r 2 , with y ′ ≡ y cos δ − x sin δ and y ≡ y cos δ + x sin δ. Charge conjugate modes are implied.
For use by future experiments, we provide our efficiency-corrected, background-subtracted yields in Tables XXIV and XXV. The correlation matrix, including statistical and systematic uncertainties, for these yields appears in Tables XXVI-XXXI. Tables XXIV and XXV . Tables XXIV and XXV . 
