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ABSTRACT 
With the advances in processor technology, the processing speed is increasing at a faster 
rate than the speed of interconnection networks. The communication subsystem is therefore a 
bottleneck of the current generation multicomputers. A low-latency communication mechanism 
is required to improve the system performance. Most of the contemporary multicomputers use 
wormhole routing mechanism to support their interprocess communication. This dissertation 
reports techniques for improving performance of wormhole-switched multicomputers. We have 
developed hardware algorithms to support both unicast and multicast communications. 
We have studied several issues that are involved in developing low latency adaptive worm-
hole routing schemes for two-dimensional meshes. It is observed that along with adaptivity, 
balanced distribution of traffic has a significant impact on the system performance. Thus, we 
have developed a new fully adaptive routing algorithm called positive-first-negative-first for 
two-dimensional meshes that distributes the system load uniformly throughout the network. 
We present two new multicast frameworks for two-dimensional meshes and multistage inter­
connection networks (MINs). For meshes, the algorithm uses a wormhole routing mechanism 
and can send messages to any number of destinations within two start-up communication 
phases. The algorithm allows some intermediate nodes that are not in the destination set 
to perform multicast functions. This feature allows flexibility in the multicast path selection 
and therefore improves the performance. An asynchronous tree-based multicasting (ATBM) 
framework is developed for MINs in which deadlocks are prevented by serializing the initia­
tions of tree operations that have a potential to create deadlocks. Using the ATBM framework, 
algorithms are developed for both unidirectional and bidirectional multistage interconnection 
networks. 
The performance of the proposed algorithms is evaluated through simulations. We have 
considered realistic parameters and have included the associated overheads in our experiments. 
Simulation results show that the proposed algorithms perform significantly better than the 
algorithms proposed earlier. 
I 
1 INTRODUCTION 
Multiprocessor systems have been widely accepted as a solution to solve grand challenge 
problems in high performance computing. These systems exploit parallelism embedded in 
the applications and execute multiple operations in parallel. A single task is partitioned into 
smaller subtasks which are executed concurrently using multiple processors. The speedup is 
gained from the faster execution rate of the subtasks. Ideally, the speedup should increase 
linearly with the number of processors. Linear speedup cannot be achieved in practice mainly 
because of two factors, namely the serial portion in the program and the communication 
overhead. Amdahl Law [1] shows that the speedup of parallel systems is bounded by the serial 
portion in the program in which parallelism cannot be exploited. It is difficult to ehminate 
the serial portion in the program which depends on the characteristics of the application. In 
parallel program execution, several processors cooperate to execute on a single problem using 
interprocessor communications, which facilitate information exchange and synchronization. 
With the advances in processor technology, the processing speed is increasing at a faster 
rate. Thus a low latency communication mechanism is required to keep up with the pro­
cessing speed. The communication subsystems is therefore considered as a bottleneck. The 
improvement of communication overhead is thus very important for the realization of the high 
performance computers. 
1.1 Multiprocessor Systems 
Multiple processor can be classified as shared memory multiprocessors and distributed mem­
ory multicomputers [2]. In shared memory multiprocessors, global memory is accessible by all 
processors via the interconnection network. To cooperate on a single task, the processors com­
municate with each other using the shared address space. A distributed memoiy multicomputer 
consists of multiple autonomous computers, called nodes. The nodes are interconnected by a 
message passing communication network. Only the local processor is allowed to access the 
local memory. Communication between nodes is achieved by passing messages between the 
processing nodes. 
9 
Due to the sensitivity of the memory access latency. scaJability of the shared memory mul­
tiprocessors is limited. Distributed memory multicomputers are more scalable. Compared to 
shared memory multiprocessors, the software development for the distributed memory multi-
computers is more difficult since all the message passing information must be explicitly spec­
ified in application programs. Some distributed memory multicomputers. such as, Stanford 
DASH [3] and Cray 3TD/3TE [4, 5] use distributed shaxed memory programming paradigm 
to facilitate the programming effort. 
The complexity of the multiprocessor systems prohibits the custom design efforts to be 
cost-effective. Most of the current generation systems are therefore built using low-cost com­
modity products which make distributed memory multicomputers even more attractive. In 
this dissertation, the distributed memory multicomputers will be focused. 
1.2 Communication Subsystems 
In high performance multicomputers, tasks are executed by a set of intercommunicating 
nodes or processors. The communication is usually carried out by means of passing messages 
from one node to another over the interconnection network. The performance of the interpro-
cessor communication depends largely on the network topology, the switching technique, and 
the path selection technique. 
The network topologies can be divided into two classes, direct and indirect networks. Each 
switch is directly connected to the processing node in the direct networks. Examples of direct 
networks include ring, k-ary n-cube. and n-dimensional mesh networks. Many contemporary 
multicomputer systems adopt low dimensional k-ary n-cube networks due to their low com-
muuication latency and high bandwidth. In the indirect networks, only a subset of switches 
are connected to the processing nodes. The most common form of indirect networks belongs 
to the class of multistage interconnection networks (MINs) [6, 7]. Both k-ary n-cube networks 
and MINs are popular topologies adopted in high performance multicomputers. 
The three major switching techniques used in communication systems are circuit, store 
and forward, and cut-though switching [8, 9]. Due to lower latency, cut-through switching is 
preferred and is widely used in recent multicomputers [10]. The cut-through switching with 
limited buffers is known as wormhole switching [10]. Examples of the experimental systems 
that have adopted wormhole switching technique include Caltech Mosaic [11], MIT Alewife 
[12], Stanford DASH [3], MIT J-machine [13], and MIT M-machine [14]. Wormhole switching 
is also implemented in several commercial systems which include nCUBE [15], Intel Paragon 
[16], Cray T3D [17], Cray 3TE [5], NEC Cenju-3 [18], Tera Computer [19]. IBM SP1/SP2 
3 
[20, 21], CM-5 [22], Meiko CS-2 [23], AutoNet [24] and Myrinet [25]. We have considered the 
wormhole switched interconnection networks in this dissertation. 
1.3 Interprocessor Communication 
Multiprocessor systems increase their computing speed by performing several computations 
concurrently. These activities often require coordination and synchronization between process­
ing elements tlirough interprocessor communication which can be either one to one (unicast 
communication) or within a group of processors (collective communication). 
Message passing in multicomputer systems is implemented based on a routing algorithm 
that determines the path a message follows to reach its destination. Unicast communication 
is concerned with sending a message from a source node to one destination. Collective com­
munication involves a group of intercommunicating nodes. Several applications can benefit 
from the collective communication primitives [26, 27]. Some parallel programming languages 
provide efficient support for these applications. The importance of collective communication is 
further demonstrated by their inclusion in the message passing interface (MPI) standards [28], 
which allow users to develop portable message passing applications. Examples of collective 
operations include broadcast, multicast, gather, scatter, barrier synchronization, and global 
reduction. Several of these operations can be supported through an efficient implementation 
of the multicast communication [29, 30]. 
Multicast communication is concerned with the delivery of a message from one source node 
to multiple destinations. The multicast services can be considered as basic services for other 
collective operations such as broadcast and barrier synchronization. In barrier synchronization 
[31], a multicast operation is performed to distribute a signal to resume the executions. The 
multicast operation is also important in distributing data to processes. In shared memory 
systems, multicasting is used for cache invalidations. 
Communication latency and network throughput are usually considered as the performance 
metric. Communication latency is the time elapsed between the initiation of the packet and 
the reception of the whole packet at the destination. Throughput is the number of the packets 
delivered per unit time. Minimum communication latency and maximum network throughput 
are considered as the objectives of network design. 
1.4 Scope of the Dissertation 
The main objective of this dissertation is to study, analyze, and propose techniques that 
enhance the performance of wormhole-switched interconnection networks in multicomputers. 
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In addition to a low latency communication mechanism, both unicast and collective commu­
nications need to be efiBciently supported to improve the performance of high performance 
multicomputer systems. In this dissertation, we develop communication techniques that ef­
ficiently support both unicast and multicast communication in multicomputers. The path 
selection techniques for both unicast and multicast communication are designed. The goal of 
these techniques is to make to design functional, efficient and simple . 
A new approach of analyzing adaptive routing algorithms in two dimensional meshes is 
proposed. We observed that the system performance depends not only on the adaptivity of 
the algorithm, but also on how evenly the network traffic is distributed. We introduce a new 
concept called the region of adaptivity. the region where messages can be routed using all 
the available paths. A deadlock-free traffic-balanced fully adaptive routing scheme for two-
dimensional (2-D) meshes [32, 33] is developed based on this concept. 
The basic low level communication primitives in wormhole switched networks are studied 
and extended to a set of advanced communication primitives. The set of advanced communi­
cation primitives is very importajit to provide hardware-supported collective communication. 
From these communication primitives, an algorithm called two-phase multicast (TPM) al­
gorithm for multicasting in two-dimensional mesh networks is proposed [34]. The algorithm 
requires at most two communication start-up steps to multicast to any member of destinations. 
The study on MINs have regained popularity due to the success of IBM SP1/SP2 [20. 21]. 
Most of the current MIN-based systems support only unicast communication. We propose an 
asynchronous tree-based multicasting (ATBM) technique for MINs [35]. The deadlock issues in 
tree-based multicasting in MINs are analyzed first to examine the main cause of deadlocks. The 
method of deadlock prevention in tree-based multicasting is proposed. An ATBM framework is 
developed based on this deadlock prevention technique. The ATBM approach is not only simple 
to implement but also provides good communication performance using minimal overheads. 
Using the ATBM framework, algorithms are developed for both unidirectional MINs [35] and 
bidirectional MINs [36]. 
The performance of the proposed algorithms were evaluated through simulations. We have 
developed a flit-level wormhole routing simulator. The simulator was designed to support 
several network topologies and communication primitives. We have considered realistic pa­
rameters and have included the cissodated overheads in our experiments. Extensive simulation 
results are presented to show the effectiveness of the algorithms. 
5 
1.5 Organization of the Dissertation 
The rest of this dissertation is organized as follows. Chapter 2 presents an overview of 
communication subsystem and a review of pertinent literature. An efficient unicast routing 
algorithms for two-dimensional meshes is described in Chapter 3. Chapter 4 presents the hard­
ware based multicasting techniques for mesh networks. The tree-based multicasting algorithms 
for MINs are discussed in Chapter 5. Finally, the concluding remarks and future works are 
enumerated in Chapter 6. 
6 
2 INTERPROCESSOR COMMUNICATION SUBSYSTEMS 
The performauce of multicomputers depends largely on the processor speed as well as the 
communication subsystems. A considerable amount of research works has been reported in 
the last decade in the area of interconnection networks. With new communication techniques, 
new generation communication subsystems incur significantly lower delay in passing massages 
between any two processors. In this chapter, we present an overview of multicomputer com­
munication subsystems along with the related works. The wormhole routing techniques for 
both unicast and multicast communication are reviewed. Detailed treatments of interconnec­
tion networks can be found in [37]. Siurveys on wormhole routing techniques are reported in 
[10. 38]. 
2.1 System Model 
Figure 2.1 (a) shows a simple model representing multicomputer systems. Each processing 
node has its own processor, memory unit, and other supporting peripherals. A common bus 
is used as an interconnection medium between the processor its memory, and the peripherals. 
A network interface unit provides a set of communication services to the processor. The 
interprocessor communication is invoked by sending a request for communication services to 
the network interface. Message passing is carried out through a network of interconnected 
switches. 
The basic communication involves two parties, the source node and the destination node. 
The message passing operation is initiated by the application process of the source node. An 
abstract model of the message passing networks is shown in Figure 2.1 (b). The application 
process sends a message through the messaging layer. If there is a packet size limitation, the 
packetization is performed in the messaging layer. The path selection information together with 
error checking is encapsulated with the data. The packet is then forwarded to its destination 
via the physical link(s). At the receiving end, the incoming packet is received and is processed 
by the destination. The whole message is eventually passed onto the application process at 
the receiving end using interrupt or polling mechanisms. 
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Figure 2.1 Abstraction of communication systems. 
Interprocessor communication affects the overall performance of the parallel systems. The 
performance metrics for the communication subsystems include communication latency and 
message throughput. The communication latency is the time elapsed between the initiation 
of the message and the reception of the entire message at the destination. The message 
throughput is the number of the messages delivered per unit time. The communication latency 
Tc is given by following equation. 
Tc = T, + T r .  
where T^, Tn, and Tr represent startup latency, network latency, and reception latency, re­
spectively. The startup latency T, includes the message processing overhead such as the time 
incurred in system call and memory copying. The network latency r„ includes the transmis­
sion delay plus the blocking delay. Finally, the destination node needs to process the incoming 
message and transfers it to the application. This additional time reflects on the reception 
latency. 
The operations performed in the software incur much higher delay compared to the op­
eration in the dedicated hardware [39, 40]. The startup and reception time which involve 
the software operations are therefore the dominant components of the communication latency 
[41. 42]. To alleviate the software overhead, several light weight protocols have been proposed 
for multicomputer communication. The objective of these works is to reduce the software over­
head in the messaging layer which in turn reduces the startup latency and the reception latency. 
Examples of these techniques include Illinois Fast Message [43] and Berkeley Active Message 
[44]. For tightly coupled multicomputer systems, the startup and the reception latency can be 
reduced by granting low level access to the network interface from the application processes. 
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Therefore, the application can initiate the message passing operations without involving the 
operating system. The research works in the area of network interface design can be found in 
[45, 46, 47]. 
The transmission latency depends on two factors, propagation delay and channel band­
width. The propagation delay can be determined from the speed at which a signal travels 
through the communication medium and the distance covered. The speed of the signal de­
pends on characteristic of the communication Hnk and is limited by the speed of light. In 
multicomputer systems, the distance between two nodes is usually small and thus the prop­
agation delay is generally negligible. The physical channel bandwidth, denoted as BW. and 
measured as bits per second, indicates the speed of data transmission. The channel bandwidth 
is the product of the clock frequency that drives the communication links and the number of 
physical links per channel. 
The communication network resources include switching devices, communication links and 
buffers. To reduce the cost, the network resources are usually shared among the processing 
nodes. When a resource contention occurs, only one message can utilize the particular resource 
while others have to wait. The resource contention delay is referred to as the blocking delay. 
The blocking probability depends on several factors, such as network topology, buffer size, 
switching technique, routing algorithm, and network traffic. 
2.2 Interconnection Networks 
The shared-medium networks, i.e.. contention bus (Ethernet), token bus. token ring, FDDI. 
etc.. have been wildly adopted in many applications due to their low cost. However, the shared-
medium networks cannot keep up with the requirements of the high performance computing 
applications. Alternatively, switched networks provide better scalability performance and more 
aggregated bandwidth. The communication between two processing nodes in switched net­
works is accomplished by passing a message through one or more switching elements. In mul-
ticomputers, two popular classes of interconnection networks are direct and indirect networks. 
The direct and indirect networks are differentiated by the mapping between the processing 
nodes and the switching elements. Each switch in direct networks is directly connected to 
the processing node. In the indirect networks, only a subset of switches are connected to the 
processing nodes. 
The direct and indirect networks are typically represented as a graph G { N ,  C ) .  The vertices 
of the graph denote the switches (nodes) and the edges of the graph denote the communication 
links. A formal definition of the interconnection networks is given as follow. 
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Definition 1.1: An interconnection network. IN is a strongly connected graph, IN = 
G{N.C). where N represents the set of switching elements and C represents the set of com­
munication channels. 
2.2.1 Direct Networks 
In direct networks, each node consists of an autonomous computer and a switching ele­
ments. The node has its own processor, memory, network interface, and other peripherals. 
The processing node model for direct network is shown in Figiure 2.2 (a). The router switch 
provides communication services to the host processor through the network interface. The 
node is connected to its neighboring nodes using input and output channels. Non-neighboring 
nodes can communicate by passing message through intermediate nodes. In Figiure 2.2 (a), the 
unidirectional links are used to represent the communication channels. Bidirectional links can 
be considered as two bidirectional links in the opposite directions. The connection between 
input and output channels can be executed by either the node processor or by using dedicated 
hardware. In most multicomputer systems, the dedicated switch router is used to provide 
communication services to the processor. The dedicated router switch decouples the node pro­
cessor from the communication tasks and therefore allows overlap between computation and 
communication. 
Figure 2.2 (b) shows the architecture of a switch. The router switch comprises of a routing 
control unit, a set of external channels with the associated buffer(s). a set of internal channels, a 
crossbar interconnection, and a central buffer space. The routing control unit is responsible for 
the routing calculation, buffer allocation and flow control. Routing decisions and the network 
resource allocations are performed by the router hardware. .A. crossbar structure is Tisually used 
to establish the connections between input channels and output channels because it allows all 
possible combination of the input and output connections. 
The external channels (input and output channels) are used to connect the router to its 
neighboring nodes. The internal channels are used as communication links between the router 
and the local processor. The incoming/outgoing internal channels to/from the router are 
usually referred as injection/consumption channels. The number of injection/consumption 
channels implies the number of messages that can be sent/received concurrently by the proces­
sor. The number of internal channels is sometimes used to classify the communication system 
architecture [26]. An one-port model refers to a system that has only one pair of internal 
channels at each node and therefore it can receive or send only one message at any instant of 
time. In an all-port model, the number of injection and consumption channels are equal to 
the number of input and output channels, respectively. Multiple internal channel pairs can be 
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Figure 2.2 Direct network node architectiu-e (a) processing node model (b) 
router architecture. 
used to avoid bottleneck between the processor and the router switch. 
Several network parameters are often used in analyzing communication networks and their 
performances. The network size N refers to the number of nodes in the network. The number 
of input/output channels connected to a node is called the node degree. The node degree 
reflects the degree of connectivity per node. The network diameter D describes the maximum 
shortest distance between any two nodes in the network. Because the maximum permutation 
between any node is determined by the network diameter, it reflects the communication merit 
of that particular network. Notice that with equal number of nodes, the high dimensional 
networks have smaller network diameter than low dimensional networks. For this reason, 
the high dimensional networks require less number of hops in order to exchange a message 
between the two remotest nodes. In regular networks, all nodes in the network have the same 
node degree. The direct network is connected if every two nodes are reachable from each other. 
The network is symmetric if all nodes have the same properties. 
The direct networks can be scaled up by additional nodes and communication links based 
on the predefined network topology. As the system size increase, not only does the processing 
capability of the system increases but also the communication bandwidth. 
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2.2.1.1 Direct Network Topologies 
Network topology defines the connectivity of the communication channels of all the nodes in 
the network. The highest degree of connectivity is found in the completely connected networks 
where at least one pair of direct communication links exists as a connection between any two 
nodes. As the network size increases, the cost of complete connection is prohibitive and might 
not be feasible for practical implementation. The other extreme case of network topology is the 
linear chain, as shown in Figure 2.3 (a). Figures 2.3 (b). and (c) show two simple topologies, 
ring and tree, respectively. 
Several popular topologies are classified as orthogonal topology. The nodes in the orthog­
onal networks can be arranged in the orthogonal n-dimensional space [37]. Due to their scal­
able properties, the orthogonal n-dimensional topologies are the basic topologies used in most 
contemporary multicomputers. Two important orthogonal n-dimensional topologies are the 
n-dimensional mesh and k-ary n-cube topologies and are defined as follows [38]: 
Definition 1.2: An n-dimensional mesh network is defined as an interconnection network 
that has Atq x x x ... x kn-\ nodes where ki is the network radix of dimension i and n 
is the network dimension. The particular node is identified by the position in each dimension 
which can be represented by vector {xi,x2,x2,... .Xn). Two nodes, {xi,x2,x3,... .Xn) and 
(j/i- y27j/3i • • • - yn) are neighbors to each other if and only if there exists an i such that x, = j/i+l, 
and Xj = i/j for all i ^ j. 
Definition 1.3: An k-ary n-cube network is defined as an interconnection network that has 
n dimensions having k nodes in each dimension. The particular node in k-ary n-cube is identi­
fied by the position in each dimension which can be represented by vector (11,0:2,X3, x„). 
Two nodes, (xi,x2!2:3,... ,x„) and ( 2 /1, 2 /2,1/ 3 ,  • • • ,  J / n )  are neighbors to each other if and only 
if there exists an i such that x, = (2/1 -t- 1) mod k. and xj = yj for all i j. There are 
wraparound channels in the k-ary n-cube, with are not present in the n-dimensional mesh 
networks. If fc = 2, then every node has n neighbors. If A: > 2. then every node has 2n 
neighbors. 
(b) (c) 
Figure 2.3 Direct network topologies (a) linear chain (b) ring (c) tree. 
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Figiire 2.4 (a) shows an 8 x 8 two-dimensional mesh network. The node degree in the mesh 
network depends on its location. The utilization of channels in the center area of the mesh 
is higher than the channels near the edges. An 8-ary 2-cube network (two-dimensional torus) 
is shown in Figiure 2.4 (b). Unlike mesh network, the k-ary n-cube network is regular and 
symmetric since all the nodes are identical. The special case of k-ary n-cube is the hypercube 
when k is equal to 2. Figure 2.4 (c) shows a four-dimensional hypercube network. 
One important network parameter is the bisection width. The bisection width is defined 
as the number of communication channel that must be remove to partition the network into 
two equal subnetworks [48]. The bisection density is the product of the bisection width and 
the channel width. The bisection density reflects the cost of the network [10]. For equal 
bisection density, the low dimensional meshes can provide wider channel compared to torus 
and hypercube. Therefore, the blocking probability is lower and thus incurs low communication 
latency. 
(a) (b) (c) 
Figiure 2.4 Direct network topologies (a) 8x8 2-dimensional mesh (b) S-ary 
2-cube (c) 4-dimensional hypercube. 
Other interconnection topologies proposed for multicomputer interconnection fabrics are 
cube connected cycles, de Brujin network, star graph, and cayley graphs. The detail treatments 
of these network topologies can be found in [37] 
2.2.2 Indirect Networks 
Indirect (switch-based) networks have been extensively studied and adopted as an inter­
connection fabric for multiprocessor systems [6]. The most common form of indirect networks 
belongs to the class of multistage interconnection networks (MINs) [6, 7]. Examples of contem­
porary multiprocessors that use MINs include NEC Cenju-3 [18] and IBM SP1/SP2 [20. 21]. 
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Figiire 2.5 displays the architecture of a switch. The switch comprises of a set of iaput chan­
nels with the associated buffer(s), a crossbar interconnection, a central buffer space, and a set 
of output channels. Unlike the switch router in direct networks, the communication ports to 
processing nodes are the same as the communication ports to the switches. 
Output Pi>tts 
Buller Cor mil 
UD-.rlc. V-/: 
Ceniral Swticb Butler 
Figure 2.5 Indirect network switch architecture. 
Figure 2.6 shows multiprocessor systems interconnected through MINs. The communica­
tion links can be either unidirectional or bidirectional. The bidirectional communication links 
can be viewed as two unidirectional communication links connected in opposite directions. A 
unidirectional MIN (UNI-MIN) system is shown in Figure 2.6 (a). The processing nodes are 
connected to the input ports of the MIN (stage zero). A message sent by a node is forwarded 
through the switches and reaches the receiving node via wrapped around communication links. 
•A. MIN using bidirectional commimication links, called bidirectional MIN (BI-MIN). is shown 
in Figiure 2.6 (b). The processor's communication channels are connected to the BI-MIN (stage 
zero) using bidirectional communication links. The right hand side ports are used for scalabil­
ity purpose. The BI-MIN system can be scaled up by increasing the number of stages or by 
connecting another set of processing nodes to the system (as shown in Figure 2.6 (c)). 
A MIN using 6x6 switches with n stages and r rows has N = 6" connection ports on 
each side. A switch at row i and stage j is labeled as {i,j) where {i € (0,1.... ,r — 1)} and 
{j  e  iOA.. . . ,n- 1)} .  
The representation of the MIN topology using b x b switches can be expressed as 
C o { N ) G o { N / b ) C a N ) G i { N / b ) . . . C n - i { N ) G n - i { N / b ) C n { N ) ,  
where Ci is the i"' connection and Gi is the z"' stage. The connection C, specifies the 
connection from the right hand side of the switches at the stage Gi_i to the left hand side of 
the switches at the stage G,. The connection Ci is derived from the topology permutation. 
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Figure 2.6 MIN systems (a) unidirectional MIN (b) bidirectional MIN (c) 
two-sided bidirectional MIN. 
Four common connections, perfect shuffle, baseline, butterfly, and cube, axe defined as follow 
[2. 6, 37]. 
The perfect shuffle connection p'^ is defined as 
P (^n — —'2 • • • ^1^0) — —*2 • • • I — 1 • 
where [xi G (0,1,.... 6 — I)]. 
The butterfly connection is defined as 
/^t I • • •  •  •  •  ^ l^o) — ^ n —  I • • • I • • • ? 
where [x^ e (0,1 b — 1)]. 
The baseline connection rff is defined as 
(^n— I • • • — ^ n ~ l  •  •  •  —  I • • • t 
where G (0.1,.... 6 — 1)). 
The cube connection Ei is defined as 
(^n — I • • • ^1+ — 1 • • • — ^n— I • • • 
where [or^ 6 (0,1,... ,6 — I)]. 
The node addresses are represented as [a„_i... aiao] where {a^ 6 (0,1,.... 6 — I)}. The 
source and destination node addresses are represented by [sn_i... sisq] a^nd [(fn_i ... rfit/o], 
respectively. Figure 2.7 (a) shows an 8-node unidirectional baseline MIN. A butterfly MIN 
with 8 nodes using 2x2 switches is shown in Figure 2.7 (b). Figure 2.7 (c) shows a 16 nodes 
butterfly MIN constructed using 4x4 switches. It has been shown in [49] that the structure 
of the BI-MIN is equivalent to a fat tree topology. 
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2.3 Switching Techniques 
Switching techniques specify the connection activities performed by the switching elements 
when a message is received at the input port. The message enters the network from the 
source node and is forwarded through a series of switches towards its destination. Three 
major switching techniques used in multicomputers are circuit switching, packet switching, 
and cut-through/wormhole switching. Historically, circuit switching technique has been used 
to link between two end points in telecommunication networks. Packet switching was first 
developed in the area of data communication and had been implemented in the early genera­
tion multicomputers. Virtual cut-through and wormhole switching techniques compromise the 
advantages in both the circuit switching and the packet switching. In multicomputer commu­
nication networks, the cut-through switching approach is a promising technology because of 
its low latency and buffer requirements. 
r 
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Figure 2.7 MIN topologies (a) 8-node baseline UNI-MIN using 2x2 
switches (b) 8-node butterSy BI-MIN using 2x2 switches (c) 
16-node butterfly BI-MIN using 4x4 switches. 
Two application processes intercommunicate by passing messages. In systems where the 
maximum size of packets is limited, messages are broken down to smaller packets. A packet is 
defined as the smallest unit of information that contains routing and sequencing information. 
At the lowest level, the packet is divided into flow control units, called flits. A flit is the smallest 
data unit that the hardware communication unit will process at a time. The hierarchy of data 
units is shown in Figure 2.8. 
2.3.1 Circuit Switching 
In circuit switching, a set of physical channels is dedicated to the connection. Three phases 
are involved in the circuit switching communication. Prior to the transmission of any data, 
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a dedicated path from source to destination is created. Data transfer can be initiated after 
a dedicated circuit is established. Once the dedicated circuit is set up, the message transfer 
delay is only the combination of propagation delay through channels. Hence, the latency in the 
circuit switching is bounded after communication circuit is established. When the data transfer 
phase is completed, the circuit is terminated. No buffering is required in the communication 
path. The time for circuit establishment and termination is a major overhead in the circuit 
switching. The reserved channels may not be used during these processes which results in 
lower channel utilization. These disadvantages limit the acceptance of circuit switching as a 
candidate for implementation in multicomputer networks. 
2.3.2 Packet Switching 
In packet switching [8), a message is fragmented into smaller chunks of information, called 
packtts. Each packet cuutaiiis the routing iuforuiation and is independently routed towards 
its destination. The entire packet is stored in every intermediate node before it is fonvaxded 
to the next node in its path. The main advantage of packet switching is that the channel 
resource is occupied only when a packet is actually transferred. Since the packet contains the 
routing information, different paths can be selected upon encountering the network congestion 
or the faulty nodes. On the other hand, additional overhead is required for encapsulating 
the routing information in every packet and reassembling the packets at the destination. The 
major drawback of the packet switching is the delay incurred in transmitting and receiving an 
entire packet from one node to other node. The network latency is thus directly proportional 
to the number of hops in the path, which results in higher latency as the distance increases. 
Since network latency is very sensitive to the number of hops in the packet switching, network 
topologies with small diameter such as hypercube is preferred over a large diameter network. 
17 
2.3.3 Cut-Through/Wormhole Switching 
The virtual cut-through concept was introduced by Kermani and Kleinrock [9]. When a 
packet arrives at the intermediate node, a free outgoing channel is selected and a packet is 
forwarded before an entire packet is received at the current intermediate node. The commu­
nication latency is dramatically reduced because multiple communication links are utilized in 
parallel using the pipelining technique. If no free outgoing charmel is available, the packet is 
stored at the intermediate node until an outgoing channel is freed. The virtual cut through 
router must have buffer space to store all incoming messages. .A.s the number of incoming 
message cannot be predetermined, the buffer space required by virtual cut-through might be 
excessively high and may not be practical from an implementation viewpoint. 
The wormhole switching technique was first proposed as a low latency switching technique 
in the Torus Routing Chip [11]. In wormhole switching [10. 50], a packet is divided into small 
flits. Only the header flit(s) contains the routing information. Using the same concept as that 
of virtual cut-through, the data flits follow the header flit in a pipelined fashion. If the header 
flit cannot be forwaxded due to resource contention, all following flits are blocked along the 
network. The packet remains in the network until blocked resources become available. Similax 
to virtual cut-through, the pipelined flow control dramatically reduces the communication 
latency. Compared to virtual cut-through, only a small buffer is required at each input port. 
The small buffer requirement has a strong effect on the router speed since it is possible to 
implement a router on a single chip. 
Experimental results in [10] show that the wormhole switching is almost independent from 
distance assuming no resource contention. The insensitivity to distance characteristic is not 
true in congested networks. A major drawback of wormhole routing arises from the network 
resource contentions. The probability of blocking is greater in the wormhole routing because 
blocked packets continue to remain in the network and therefore freezes up some network 
resources. Figure 2.9 shows the example of chained blocking. When packet A is blocked, 
packet B will wait for the channel occupied by packet .4. A blocked packet can create a 
blocking chain to others packets along the network. 
The blocking probability can be reduced by increasing the buffer size at the switch. The 
smallest buffer requirements of wormhole switching is one flit buffer for each direction. If 
the buffer space is equal to the packet size, the worst case performance of buffered wormhole 
switching is similar to the packet switching. No other packet is allowed to use any empty buffer 
in the same queue, if there are flit(s) belonging to one packet in the buffer queue. The router 
has no information to distinguish between data flits of different packets. A packet header flit 
must wait until all buffers in the queue of the next node are empty before it can be passed to 
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Figure 2.9 Blocking in wormhole routing. 
that node. The impact of the packetization in wonnhole-switched networks is reported in [51] 
Wire density is a design constraint in VLSI implementations. The network wire bisection 
width reflects the idea of the required wire density needed to construct the interconnection 
network. With wormhole switching, Dally [48] shows that the low-dimension networks have 
lower latency than the high-dimension networks under the assumption of equal wire bisection 
width. Since the network latency is almost insensitive to the path distance in a wormhole 
switched network, it is better to have wider channel widths than smaller network diameters. 
In this dissertation, we will focus our discussions on the wormhole-switched networks. 
Other switching techniques using cut-through concept include mad postman switching, 
pipehned circuit switching, and scouting switching. The details of these switching techniques 
are presented in [37]. The studies in incorporate multiple switching techniques in the same 
networks can be found in [52. 53]. 
2.4 Virtual Chzinnels 
Figure 2.10 (a) shows the conventional interconnection between two switches (without 
virtual channel). The physical channels are directly connected from the output ports to the 
input ports between neighboring nodes. Since each switch operates independently, associated 
control lines Eu-e required for the handshaking protocol. The performance of wormhole switched 
networks can be significantly improved using the concept of virtual channel [54]. The virtual 
channel is a flow control technique that allows packet flits to be time-multiplexed on the same 
physical channel. The virtual channel is implemented by adding extra flit buffers and control 
circuits associated with each physical channel of the node. These buffers act as small queues 
which decouple buffers from channels. The buffer allocation function can be implemented 
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using random, round-robin. FIFO or priority based schemes. The FIFO and priority schemes 
are commonly used to prevent starvation. Virtual channel allocation can be done randomly 
or may depend on some schemes determined by a routing function. Connection between two 
switches with two virtual channels per physical channel is shown in Figure 2.10 (b). 
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Figure 2.10 Physical connection between two switches (a) no virtual chan­
nel (b) two virtual channels shciring the same physical channel. 
Virtual channels can improve the blocking behavior of the wormhole switched network. As 
shown in Figure 2.11, a single physical channel is shared by two virtual channels. Two flit 
buffers are associated with each physical channel. Packet .4 uses the upper virtual channel 
and is blocked at node 3. Blocked packet A then relinquishes the control of the channel from 
node 1 to node 2 so that packet B can still be forwarded. The virtual channel can be used to 
divide the physical network into logical abstraction of virtual networks. The concept of virtual 
networks has been used to facilitate several routing techniques such as multiple priority traffic 
in the network or prevent deadlock cycle. 
Blocked 
O 
Figure 2.11 Avoid blocking using virtual channels. 
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The virtual channel concept is used in several aspects including performance improvement 
[54. 55], fault tolerance [56, 57, 58], and deadlock avoidance [57, 59, 60, 61. 62]. The im­
plementation of the virtual channels increases the complexity of the switch router in term of 
additional storage space and logic. Chien [63, 64] showed that the implementation of virtual 
channels can considerably decrease the clock speed of the switch. Therefore the number of 
virtual channels should be kept small (two to four). Examples of commercial multicomputer 
systems implementing virtual channels include Cray T3D/T3E [5. 17]. 
2.5 Starvation, Livelock, and Deadlock Issues 
In wormhole-switched networks, a message is transfered through a series of switches to­
wards its destination. Buffers and communication channels are considered as common network 
resources that are shared among the processing nodes. Resource sharing could create starva­
tion. livelock. and deadlock. Starvation is a situation in which access to the resources is never 
granted to a specific message. Starvation is usually resolved using network resource allocation 
policy. Round-robin and first-come first-serve policies are common techniques used to solve 
the starvation problem. Livelock is a situation in which a packet can be routed without ever 
arriving at the destination. One way to prevent livelock is limit the ratio of misroute steps to 
progress steps [59]. A probabilistic technique used to achieve livelock-free is proposed in [65] 
where the minimal path is given preference over non-minimal path. Livelock problem does 
not occur in the minimal routing because in every progress, a packet is forwarded towards the 
destination. 
The major drawback of wormholc switching is that the messages occupy network resources 
along their paths. The request and hold of network resources could lead to a deadlock con­
figuration. Deadlock in an interconnection network occurs when a set of packets cannot be 
forwarded because of the cyclic waiting of the network resources. A deadlock configuration in 
a 2-dimensional mesh network is shown in Figure 2.12. Packet .A, B, C and D are waiting for 
the availability of buffers in circular fashion. None of the messages can progress in the waiting 
cycle. Deadlock is a disastrous state in multicomputers because the communication can never 
be completed. The deadlock configurations associated with multicast communication will be 
discussed in details later in Chapters 4 and 5 for mesh networks and MINs, respectively. 
There are two major solutions for the deadlock problems, deadlock recovery and deadlock 
avoidance. The deadlock recovery approach consists of two steps of operations. First, the 
deadlock detection mechanism is required to identify deadlock configuration. After the dead­
lock configurations is detected, recovery is performed in the second step. Time-out mechanism 
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Figure 2.12 Deadlock situation in wormhole 
routing network. 
can be used to identify the deadlock scenario [58. 66. 67]. A message is marked as a deadlock 
message after the blocking time exceed some threshold values. However, this approach is not 
very reliable since false detection can happen especially under the heavy traffic. In addition 
to the time-out mechanism, the chained blocking information can be used to reduce the prob­
ability of false detection, as proposed in [68]. A feasible way to recover from deadlock is the 
process of abort and retry [67]. In abort and retry, the messages detected as deadlock messages 
are discarded so that other packets can be forwarded. A discarded packet will be later retrans­
mitted by the source node. The overhead in retransmission process rapidly increases under 
high traffic. The use of a deadlock recovery channel is another approach of deadlock recovery 
[66, 58]. Once the message is detected as a deadlock message, it is allowed to exclusively use 
the recovery channels to routed towards its destination. Since only one message is allowed to 
enter the recovery channels, the recovery channel is deadlock-free. 
For deadlock avoidance, the network resources are allocated such that deadlock configu­
rations cannot occur. In packet switching networks, a structure buffer pool method [69] is 
proposed to prevent the deadlock. This method divides the packet buffers in each node into 
classes and restricts the order of the buffer allocation. The structure buffer pool can not 
be used in the wormhole routing because no routing information or packet identification is 
contained in the data flits. One approach of deadlock avoidance in wormhole networks is by 
applying labels to the network resources. The network resources are allocated in a particular 
order to avoid the cyclic waiting. Incorporation of routing restrictions and virtual channel 
allocations are the most commonly used techniques to prevent deadlock in worrnhole-switched 
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networks. Several research works has been accomplished in developing deadlock-free theory. 
The sufficient conditions for the deadlock-free networks in several environments were proposed 
in [50, 62, 70, 71]. Necessary and sufficient conditions for deadlock-free routing were reported 
in [72, 73, 74, 75]. The details of deadlock avoidance techniques for mesh networks and MINs 
will be discussed in Chapters 3 and 5, respectively. 
2.6 Path Selection Techniques 
Path selection technique concerns with selecting a path from the source node to the destina­
tion node. The term "routing algorithm"' usually refers to the algorithm that is used to select 
the routing path. In this section, the overview of the path selection techniques for unicast and 
multicast communication are presented. 
2.6.1 Unicast Path Selection Techniques 
In unicast communications, the path from a source node to a destination node is chosen by 
the routing algorithm. Several ways to classify routing algorithms have been adopted. Routing 
algorithms can be classified by the location at which the routing decision is made, degree of 
freedom in routing, and the path distance. The routing algorithm can be classified as source 
routing or distributed routing. In source routing, the path for message routing is decided at 
the source node. The path information is encoded in the message header. Since the message 
has to carry information about the entire path, the message header could be excessively large. 
Several switch-based networks with a small path distance have adopted source routing, i.e.. 
MINs [6] and Myrinet [25]. In the distributed routing, the Intermediate router switches along 
the routing path examine the message header of the incoming message. 
If the path between every pair of source and destination is fixed, the algorithm is called 
deterministic. For better system performance, it is preferable that the algorithm adapts itself to 
the traffic congestion by providing alternate paths. Adaptive routing algorithms are classified 
as partially adaptive or fully adaptive. Partially adaptive routing algorithms use only a subset 
of the available physical paths between the source and the destination. Turn model [76, 77. 78], 
direction restriction model [79], and planar-adaptive routing [80, 81] are examples of partially 
adaptive algorithms for mesh networks. Examples of fully adaptive algorithms include the 
routing schemes for mesh networks proposed by Linder and Harden [57], Su and Shin [60], 
Boura and Das [61], Duato [62], and Schwiebert and Jayasimha [82]. The formal definition of 
the routing algorithm is described as follow. 
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Definition 4: A Routing Algorithm R : N x iV p(.C), where p{C) is the power set of 
C, given a set of output channels to send a message from current node .s, to destination node 
dj. A routing algorithm is connected if and only if a path between any pair of Si and dj in the 
interconnection network can be created using the set of channels given by R. 
Path distance is another way of classifying the routing algorithms. In minimal routing, only 
the shortest path is taken so that in every progress, a packet is moved closer to its destination. 
If there is no deadlock, the minimal routing algorithm guarantees that a packet will finally 
reach its destination. Figure 2.13 (a) shows the shortest path taken by a packet in the mesh 
network. In non-minimal routing, misrouting or derouting is allowed. The non-minimal paths 
can be used to detour around the congested area or the permanently faulty nodes. Since the 
non-minimal routing allows a packet to be moved away from its destination, livelock prevention 
is required to ensure that packet will finally reach its destination. An interesting research work 
on the non-minimal routing can be found in [83. 59]. The non-minimal routing is illustrated 
in Figure 2.13 (b). 
Src Src lal (b) 
Figiure 2.13 Routing algorithm (a) minimal (b) non-minimal. 
The unicast routing algorithms for mesh and MINs will be revisited in Chapter 3 and 5, 
respectively. Comprehensive survey on the unicast routing algorithms in the direct networks 
is reported in [38]. The studies on routing in MINs can be found in [6, 54, 49]. 
2.6.2 Multicast Path Selection Techniques 
The purpose of multicast communication is to distribute the same information to a group 
of processing nodes. The multicast path selection algorithm determines the path(s) from the 
source to all its destinations. Depending on the techniques used in multicasting, several paths 
can be selected to forward the multicast messages. If the communication involves a group 
of processors, as in collective communication, the communication latency is defined as the 
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message initiation time to the time until all operations are completed. The performance of 
multicast communications is measured in terms of its latency in delivering a message to all the 
destinations [42]. 
Multicast communication can be carried out by sending one message to each of the desti­
nations. If the multicast operation involves K destination nodes, the unicast function. sendO, 
is called K times for each destination. As shown in Figiure 2.14 (a), the source node .4 send 
multicast messages to seven destination nodes B — H. The total of seven messages for each 
destination are sent by the source node. This method performs poorly not only because it re­
quires a large amount of network resources but also because it involves several start-up phases. 
Efficient software-based multicast algorithms utilizing divide and conquer strategy have been 
proposed by several researchers [84. 85, 86, 87. 88. 89. 90, 91]. The software-based multicasting 
uses underling unicast communication and therefore does not require any hardware modifica­
tion. These schemes try reduce the number of start-up phases by allowing some destinations 
to act like source nodes after they receive the message. The total number of start-up phases 
is reduced because more number of destinations can be covered as the multicast operations 
progress. Multicast operations based on binomial tree structure is shown in Figure 2.14 (b). 
The source node A sends the message to the destination node E in the first step. Nodes .4 
and E distribute the multicast messages to node G and C in the second steps. The rest of 
the destination nodes are covered in the third communication steps. For the binomial multi­
cast structure, [log2(/C + 1)] communication phases is required for completing the multicast 
operation in K destination. Park et al. have proposed software-based multinomial multicast 
algorithm [92]. The number of communication phases is further reduced by fine tuning the 
multicast tree based on the interconnection network parameters. 
As previously mentioned, the communication latency comprises of start-up latency and 
network latency. The start-up latency is the time required to start a message, which involves 
destination encoding and formating the message. The network latency is a combination of 
propagation delay, router delay, and contention delay. The communication latency is dom­
inated by the start-up latency which is in order of 1 ^.s to 20 y.s in the current generation 
systems [93]. For example, consider a 16 x 16 mesh network having the following parame­
ters: 3.2 Gbit/sec link bandwidth, 64 bits/flit, 1024 bits messages. The average number of 
hops is equal to 14 using the uniform traffic pattern. The average network latency will be 
((3 •'x^io'^)) ^ (14 -(-15) = 580ns. If we assume Ifis start-up time, the start-up latency accounts 
for 63.29% of the total communication latency. In multicast communications, if an operation 
consists of several start-up phases, the overall communication latency may become significantly 
high. 
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Figure 2.14 Software-based multicast (a) unicast-based multicast (b) effi­
cient unicast-based multicast (c) unicast-based multicast tree 
To further reduce the communication latency, the multicast operations need to be supported 
by the hardware. The importance of hardware supported multicasting was reported by Ni 
[29]. As dedicated hardware usually performs better than software, the start-up delay can be 
significantly reduced. Furthermore, the hardware-supported multicast can be designed such 
that it is possible to utilize the common paths in forwarding a single multicast message to cover 
more than one destination. The number of start-up phases is therefore significantly reduced. 
Examples of useful hardware supports for multicast operations are absorb-and-forward and 
replication. 
The absorb-and-forward operation is the additional function provided by a hardware router 
that allows a message to be concurrently forwarded and stored. Figure 2.15 (a) shows the 
multicast absorb-and-forward operations for the multicast message destined to nodes A, C. and 
D. The amount of traffic in the network is less compared to the software-based scheme since the 
destination nodes [.A, C, D\ receive information from the same multicast message. When the 
message reaches an intermediate destination, i.e., node A and C, the destination addresses in 
the header cire updated by the switch router. The header flit is then forwarded to the next node. 
The router keeps absorbing and forwarding the data flits in a pipelined fashion. Finally, the 
message is eventually consumed at the last destination in its multicast path. In replication, the 
switch has a capability to replicate the incoming flit and forward them to different directions. 
The replicate mechanism is shown in Figure 2.15 (b). Nodes E and F replicate an incoming 
multicast message and forward to diffierent destinations. The multicast message that cover 
more than one destination is usually referred to as multidestination messages [41]. To support 
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Figure 2.15 Haxdwaxe multicast operations. 
the multidestination message, the multicast path information are encoded and appended to the 
message header. The multicast encoding schemes for multicomputer systems were proposed in 
[94]. 
The hardware-based multicast schemes can be classified as path-based and tree-based schemes. 
In the path-based schemes, the primary problem for multicasting is finding the shortest path 
that covers all multicast destinations [37]. After the multicast path is selected, the intermediate 
destinations perform absorb-and-forward operations along the path. The path-based approach 
is more suitable for direct networks since all switch routers connccts to at least one processing 
node. The path-based multicasting algorithms [34. 41, 95, 96, 97] that have been proposed for 
the direct networks are focused on the design of deadlock-free multicast algorithms. The detail 
of this deadlock configuration will be discussed later in Chapter 4. The path-based approach is 
not convenient for indirect networks because some intermediate switches are not connected to 
any processing node. Furthermore, it has been shown in [98] that the path-based multicasting 
in MINs could cause deadlocks. 
In tree-based schemes, the multicast problem is the finding of Steiner tree with a minimal 
total length to cover all multicast destinations [37]. The tree operations introduce additional 
network resources dependencies which could result in deadlock situation. It is very difficult 
to avoid the deadlock if the global information is not available. Hence, in wormhole-switched 
direct networks, the tree-based multicasting is usually undesirable. In [99], a tree-based mul­
ticast algorithm for meshes was proposed which supports only small size messages and the 
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deadlock problem is solved using buflfers. MINs inherit the tree topology which can be effec­
tively exploited to support tree-based multicast communication. Several tree-based multicast­
ing algorithms have been proposed in th literature [35. 36. 98. 100, 101]. These algorithms use 
different deadlock avoidance techniques. In chapter 5. issues in multicasting in MINs will be 
discussed in detail. 
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3 UNICAST COMMUNICATION IN MESH NETWORKS 
In multicomputers, tasks are executed by a set of intercommunicating nodes or proces­
sors. This communication is usually carried out by means of passing messages from one node 
to another over the interconnection network. Since direct networks can utilize the locality 
of the message references more efficiently, most of the existing systems use direct networks 
such as k-ary n-cube or n-dimensional meshes. Examples of such systems include DASH [3]. 
ALEWIFE [12], .J-Machine [13], Intel Paragon [16], Cray T3D/T3E [17. 5], etc. In [48], Dally 
has shown that lower dimensional networks offer lower latency and higher throughput than 
higher dimensional networks. 
Message passing in multicomputer systems is implemented based on certain routing algo­
rithm that determines the path a message follows to reach its destination. Guaranteed delivery 
of the message requires that the algorithm be deadlock and livelock free. If the path between 
every pair of source and destination is fixed, the algorithm is called a deterministic algorithm. 
For better system performance, it is however preferable that the algorithm adapt itself to the 
network faults and traffic congestion and allow alternate paths. This leads to the development 
of adaptive algorithms. 
The adaptive algorithms presented in [60, 61, 62, 82] try to achieve more adaptivity by 
allowing more number of alternate paths for message routing. In order to achieve high adap­
tivity, these algorithms often favor some messages or some paths over the others, which in 
turn, cause an uneven traffic distribution in the network. As a result, a part of the network 
is heavily loaded whereas other regions may be sparsely utilized. This uneven network uti­
lization often results in an early saturation of the network and limits the system performance. 
The system performance, thus depends not only on adaptivity of the algorithm, but also on 
how evenly the network traffic is distributed. In fact, our simulation results clearly indicate 
that the traffic distribution created by the algorithm has a significant impact on the system 
performance. In [102], Boppana and Chalasani have also shown that more adaptivity does not 
necessarily mean better performance. Thus, the main motivating factor behind our work is to 
develop a new routing algorithm that is not only more adaptive but also creates a balanced 
traffic distribution. 
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In this chapter, we propose a fully adaptive minimal routing scheme for two-dimensional 
(2D) meshes. The algorithm uses only two virtual channels [54] per physical charmel creating 
two virtual networks. Messages are routed positive-first in one virtual network and negative-
first in the other. Because of the way the algorithm uses two distinct virtual networks, we call 
it Positive-First-Negative-First (PFNF) algorithm. The proposed routing scheme is described 
in two phases. First, we introduce a new concept called the region of adaptivity, the region 
where messages can be routed using all the available paths. Using this concept, we show 
how various algorithms cause an uneven traffic distribution in the network and their effect 
on the system performance. Second, we present the details of the PFNF routing algorithm. 
The results indicate that the PFNF routing algorithm outperforms the previously proposed 
adaptive routing algorithms in terms of the network latency and throughput. Using the concept 
of region of adaptivity and the simulation results we also show that the PFNF algorithm creates 
a balanced traffic load in the network. 3P [60], mesh-route [61], and opt-y [82] algorithms are 
considered for performance comparison because of their high adaptivity using the same amount 
of hardware resources. 
The rest of the chapter is organized as follows. Section 3.1 presents the required termi­
nologies used in this chapters. The previously proposed routing algorithms in meshes are 
summarized in Section 3.2. Section 3.3 discusses the motivation behind our works. The PFNF 
routing algorithm is described in Section 3.4. Simulation results are presented in Section 3.5. 
3.1 Terminologies 
In this section, we define the terminologies associated with the adaptive routing scheme. 
Some of these definitions are reiterated from previous works [50. 62, 72] for the sake of com­
pleteness. 
Definition 3.1: A physical interconnection network, PN, is a strongly connected graph. 
PN{PV. PC), where PV represents the set of processing nodes and PC represents the set of 
physical channels connecting the nodes. 
Definition 3.2: A virtual interconnection network, VN, is a strongly connected graph, 
VN{PV,VC), where PV represents the set of processing nodes and VC represents the set 
of virtual channels, that are mapped to the set of physical channels PC. 
Definition 3.3: A 2-dimensional mesh is defined as an interconnection structure that has 
KQ X Ki nodes with Ki as number of nodes in the zth dimension. Each node in the mesh is 
identified by an 2-coordinate vector (xo,xi). Two nodes. (xo,xi) and (yo-i/i), are connected 
if and only if either (XQ = yo i 1- and xi = t/i) or (XQ = ya, and xi = yi ± I) conditions are 
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Figure 3.1 A 4 x 4 two-dimensional mesh. 
satisfied. 
Figure 3.1 shows a 4 x 4 2D mesh with two virtual channels per physical channel. The 
two virtual networks are shown as VNl and VN2. Each node in the mesh is identified by an 
2-coordinate vector (xo.xi). The figure also shows the directional notations, the quadrants, 
and labels used in this chapter. 
Definition 3.4: A routing function R : N x N piC), where p { C )  is the power set of V C ,  
supplies a set of alternative output channels to send a message from current the node x to the 
destination node d. R{x,d) = (ci,c2,..., Cp). 
Definition 3.5: A routing function for a given interconnection network is connected iff, for 
any pair of nodes x, y E N, it is possible to establish a path P(x, y) C p{C) between them 
using channels supplied by R. 
Definition 3.6: A routing subfunction Ri for a given routing function is a routing function 
that supplies a subset of channels supplied by R. Thus, Ri restricts the routing options 
supplied by R. The set of ail the channels supplied by Ri is Ci = Uvx,i/ejV^i(a:, y). 
Definition 3.7: Given an interconnection network I, a routing function /?, a routing subfunc­
tion Ri, and a pair of channels q and Cj supplied by Ri for some destinations, there is a direct 
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dependency from Ci to cj iff Cj can be used immediately after c, by messages destined for some 
n o d e  X .  
Definition 3.8: Given an interconnection network I. a routing function R, a routing sub-
function i2i, and a pair of cliannels Cj and cj supplied by Ri for some destinations, there is an 
indirect dependency from c; to Cj iff it is possible to establish a path from 5, to dj for messages 
destined for some node x. The somce and the destination nodes of channel c, axe denoted as 
Si and di, respectively, q and cj are the first and last channels in that path and the only ones 
supplied by Ri. Thus, cj can be used after Cj by some messages. As Ci cmd cj are not adjacent, 
some other channels not supplied by Ri are used between them. 
Definition 3.9: Given an interconnection network /, a routing function R. a routing subfunc-
tion Ri, and a pair of channels Ci, and cj, there is a direct cross dependency from c; to Cj iff Cj 
can be used immediately after c, by messages destined for some node y, Cj is supplied by Ri 
and c, cannot be supplied by /?i for that destination. However, c, can be supplied by Ri for 
some other destination(s). 
Definition 3.10: Given an interconnection network I. a routing function R, a routing sub-
function Ri. and a pair of channels Cj, and cj, there is an indirect cross dependency from c; to 
Cj iff it is possible to establish a path from Sj to dj for messages destined for some node y. Ci 
and Cj are the first and last channels in that path. Cj is the only channels supplied by Ri. c, 
can not be supplied by for that destination. However, Ci is supplied by Ri for some other 
destination(s). Thus, Cj can be used after Ci by some other messages. As c; and Cj are not 
adjacent, some other channels not supplied by Ri are used between them. 
Definition 3.11: .A. channel dependency graph D for a given interconnection network / and 
routing function /?, is a directed graph, D = G(C, E). The vertices of D are the channels of 
I. The arcs of D are the pairs of channels (ci.cj) such that there is a direct dependency from 
C ,  t o  C j .  
Definition 3.12: .\n extended channel dependency graph De for a given interconnection 
network I, and routing subfunction of routing function R, is a directed graph. DE = 
G{C\,,EE)- The vertices of DE are the channels supplied by the routing subfunction R^ for 
some destinations. The arcs of De are the pairs of channels (ci, Cj) such that there exists either 
a  d i r e c t ,  i n d i r e c t ,  d i r e c t  c r o s s  o r  i n d i r e c t  c r o s s  d e p e n d e n c y  f r o m  C i  t o  C j .  
Definition 3.13: Region of Adaptivity is the area in which a message can route fully adaptively 
using all the available virtual channels. Quantitatively, the region of adaptivity of a source 
node is defined as a region constituting a set of contiguous nodes through which a message 
sent by the source can be routed fully adaptively using the underlying routing algorithm (i.e.. 
using all of the physical paths or all of the virtual paths, if virtual channels are used). The 
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region of adaptivity of a routing algorithm is the region of adaptivity of a soiu-ce node at the 
center of the network. 
Consider a 2D mesh network as shown in Figure 3.2(a). With node (3.1) as the source node, 
under the East-First algorithm [77], all the messages directed towards any of the nodes in the 
shaded region can be routed fully adaptively, while messages to any node outside this region 
would be routed deterministically. We call the shaded region as the region of adaptivity of the 
node (3,1) under the East-First algorithm. Figiure 3.2(b) represents the region of adaptivity 
for the node (1,2). As a whole, the region of adaptivity of the East-First algorithm can be 
represented as the shaded region shown in Figure 3.2(c). If virtual channels are used, the region 
of adaptivity can be obtained by considering adaptive regions of all the virtual networks. 
S ource 
(a) (b) tc) 
Figure 3.2 Region of adaptivity of (a) node (3,1) (b) node (1.2) (c) the 
East-First algorithm. 
The concept of region of adaptivity helps us understand the behavior of the algorithms, 
particularly on how evenly the algorithm distributes the network load. Since the East-First 
algorithm has one-half of the mesh as the fully adaptive region, all the messages have more 
number of alternate paths to route in this region than in the other half of the mesh. Since 
this region is not symmetric in the mesh, cissuming uniform traffic generation at all nodes, it 
causes more traffic congestion in one pcirt of the network and hence lead to early saturation. 
Saturation in only one part of the network saturates the rest of the network and hence degrades 
the system performance. Previous results have indeed shown that the symmetric Negative-
First algorithm performs better than the partially East-First algorithm under uniform traffic 
distribution [77]. Thus, the region of adaptivity closely relates to the performance of the 
algorithm. 
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3.2 Unicast Routing Algorithms in Meshes 
The path from the source to the destination is determined by routing information from the 
source address and the destination address. For the same pair of source and destination, all 
packets will follow the same path in deterministic routing. The shortest path can be easily 
found in the mesh network. The next hop is decided to the adjacent node that make a packet 
closer to the destination in one dimension. 
In dimension ordered routing [50], the routing algorithm selects the shortest path that 
traverse network dimensions in sequence. Term e-cube routing is used for dimension order 
routing in hypercube networks. A packet traverse channels in the lowest dimension with 
non-zero displacement until that dimension have displacement of zero. Figiure 3.3 shows the 
deterministic x-y dimension-order routing in the 16 x 16 two-dimensional mesh network. A 
packet first will routes in x-dimension. After a packet finishes the x-dimension, y-dimension is 
traversed. The dimension-order routing is straightforward and simple to implement. However, 
in asymmetric workload, some channels in network may be overloaded because only one fixed 
path is allowed. 
Figure 3.4 (a) shows channel labels of the four nodes mesh network. The dimension ordered 
routing is deadlock-free because the cyclic waiting for channel resources does not exist. The 
direct dependencies exist for channel (1,2), (3,4). (5.6), and (7.8). These dependencies do not 
form any cycle in the channel dependency graph, as presented in Figure 3.4 (b). 
• • • • • • • • • 
• • • • • 
Figure 3.3 Dimension-order routing. 
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Figure 3.4 Channel dependency graph for dimension-order routing. 
Turn Models for adaptive routing [76. 77. 78] have been proposed to represent the abstract 
turns in two-dimensional mesh networks. The turn models can be used to design turn prohi­
bitions. The more number of turns supplied by the routing algorithm increase the degree of 
freedom in routing. To design the deadlock free routing algorithms, .some turns are prohibited 
to brake the cycle in channel dependency graph. Based on the prohibited turns, the routing 
algorithm is defined. Figure 3.5 (a) shows all possible turns in the 2-dimensional mesh net­
works. In dimension ordered routing, half of all possible turns are prohibited, as depicted in 
Figure 3.5 (b). Only the turns from the x-dimension to the y-dimension are allowed. Notice 
that only two turn prohibitions is adequate to brake cycles represented in Figure 3.5 (a). 
r ~i 
(a) (b) 
Figure 3.5 The turn model, (a) all possible turn, (b) X-Y dimen-
sion-order routing. 
To design the efficient adaptive routing algorithms, the number of turn prohibitions should 
be minimized. The cycles in the channel dependency graph are broken by eliminating one 
turn in the clockwise cycle and one turn in counter clockwise cycle. Figure 3.6 represents the 
sixteen possible combination of the turn models in two-dimensional meshes [103]. Four out of 
these models cannot be used because the routing algorithms is not connected and deadlock 
situation is possible. 
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Figure 3.6 The turn models for 2-dimensional mesh network. 
The routing algorithms can be directly defined using turn models. The turns prohibitions 
limit the number of paths to forward a packet in some directions. The positive y direction and 
the positive x direction is defined as the north and the east direction, respectively. In East First 
routing algorithm, the turns from positive y and negative y to positive x are prohibited. If the 
destination node is located at positive x direction from the source node, x-y dimension-order 
routing is used, otherwise fully adaptive, .\nother example of adaptive routing algorithm is 
the Positive-First routing algorithm. A packet can be routed using any shortest path to the 
(+x, +t/) and {—X, —y) directions. The y — x dimension-order routing and x — y dimension-
order routing are used to forwarded a packet to the (—x,-l-t/) and (-Hx, —y) respectively. In 
Positive First routing algorithm, the positive displacement must be finished before any other 
directions. Using the turn model concept, a family of partially adaptive routing algorithms in 
the mesh network were presented by Glass and Ni [77]. 
The virtual channel concept is commonly used to improve the degree of adaptivity and 
the network performance. By the additional flit buffers associated with each physical channel, 
the number of virtual paths in the network are increased. Glass and Ni have proposed the 
adaptive routing algorithms for 2-dimensional meshes that require two virtual channels only in 
y-dimension [104]. Figure 3.7 shows a switch router with two channels in y-diniension. The 
additional channels can be implemented as the physical channels or the virtual channels. The 
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turn prohibitions for fully adaptive double-y routing algorithm are shown in Figure 3.8 (a). 
By removing some routing restrictions while preserving deadlock freedom, maximal adaptive 
double-y algorithm was proposed by the same researchers. The turns allowed by the mad-y 
are shown Figure 3.8 (b). The mad-y scheme provides better performance than the double-y 
scheme with the same cost. An optimal fully adaptive routing algorithm opt-ij [82] has been 
proposed by Schwiebert and .Jayasimha. The cycles are allowed in the channel dependency 
graph with escape paths. Dash lines, in Figmre 3.8 (c), represent turn prohibitions in opt-y 
algorithm and the dotted lines denotes the conditionally restrictions. No turn is allowed if 
the turn is prohibited. Only a message that has more than one dimension to traverse is not 
allowed to turn when the conditionally restriction is imposed. The opt-y scheme is optimal 
with the number of virtual channel in the router. 
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Figure 3.8 Adaptive routing algorithms using double-y channels (a) dou-
ble-y routing (b) mad-y routing (c) opt-y routing. 
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The adaptive routing algorithms with virtual channels require only the additional flit buflFers 
to enliance the algorithm adaptivity. Figure 3.1 shows the 2-dimensional mesh network, im­
plemented with two virtual channels per physical channel. Two unidirectional channels are 
used as connections between two adjacent nodes. Most of the previously proposed adaptive 
routing algorithms consider an interconnection network with virtual channels as layer of virtual 
networks. A packet is allowed to route freely in one virtual network, called fully adaptive layer 
^ If the network resource contentions occur, a packet has to wait for the other layer and is 
routed with some turn restrictions to prevent deadlock. 
Dally [59] proposed the dimension reversal routing. A packet is allocated to virtual channels 
using a count number of dimension reversals {DR). All packets are started with a DR of zero. 
Each time that a packet is changed to a lower dimension, the DR of a packet is incremented. 
Two allocation algorithms, static and dynamic, were proposed. The static algorithm separates 
the virtual channels into classes numbered zero to r where r is the maximum number of 
dimension reversal permitted. Packets with a. DR < r are allowed to route freely in only a 
virtual channel of class DR. If a packet has a DR = r, it must dimension-order be routed in 
the virtual channel of class r. The dynamic algorithm allows packets to route in any direction 
with no limit on the number of dimension reversal. The virtual channels are divided into two 
classes, adaptive and deterministic. Packets are first routed on the adaptive channel. A packet 
with DR cannot wait for a channel labeled with q < DR. If all channels with equal or lower 
DR are occupied, a packet must change to deterministic channel and is not allowed to use the 
adaptive channel again. 
The 3P routing algorithm was introduced by Su and Shin [60]. A similar approach was 
also independently proposed by Duato for hypercube networks [02]. The 3P routing algorithm 
is the fully adaptive minimal routing. This algorithm requires only one extra virtual channel 
for the mesh network. The network is logically divided into two virtual networks, namely, the 
fully adaptive layer and the deterministic layer. No routing restriction is applied in the fully 
adaptive layer and therefore cycles are exist in the channel dependency graph. The dimension-
order routing algorithm is implemented in the deterministic layer. A packet will first be routed 
in any direction that it can make progress towards the destination in the fully adaptive layer. 
If all selected channels in the fully adaptive layer is not available, a packet have to wait for the 
deterministic channel. The 3P routing is guaranteed to be deadlock-free by providing escape 
paths to a destination in the deterministic layer. 
Mesh_route is an efficient fully adaptive wormhole routing for n-dimensional mesh proposed 
by Boura and Das [61]. Similar to 3P routing, the virtual channels are classified as the waiting 
'The fully adaptive layer is called non-waiting layer in some literatures. 
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and the non-waiting channel. The routing algorithm consists of two phases. A packet is first 
routed along any dimension using a free non-waiting channel that can forward a packet closer 
to its destination. Unless non waiting channel is available, a packet must be routed on the 
lowest positive dimension. The major distinction between 3P routing and the mesh route is 
that if ail elements in the routing tag is less than zero, the mesh route allows a packet to route 
freely to the negative direction using the waiting channels. Accordingly, the waiting channels 
are more utilized in the mesh_route algorithm. 
3.3 Motivation 
The motivating factor for development of our algorithm is driven from the observation 
that most of the fully adaptive algorithms presented in the literature either have more routing 
restrictions or their adaptivity is improved at the expense of uneven traffic distribution in the 
network. We illustrate this point by comparing two recently proposed algorithms - 3P [60] 
and mesh-Toute [61]. Both 3P and mesh-route algorithms divide the virtual channels into two 
separate sets - waiting channels and non-waiting channels. Using 3P algorithm, a message 
can travel using any of the non-waiting virtual channels. If it gets blocked, it travels through 
the waiting channels using dimension order routing [50]. Similarly, in mesh_route algorithm, 
a message can travel using any available non-waiting channel. If the non-waiting channels at 
a node are not available, then the messages are restricted to the dimension order routing in 
waiting channels, except those who have to go negative in both x and y directions. These 
messages can use all the waiting channels without any restriction. 
The average buffer utilization of 3P and mesh-route algorithms for uniform traffic are 
shown in Figures 3.9 (a) and (b), respectively. While 3P algorithm distributes the traffic very 
evenly, the traffic is concentrated in one quadrant of the mesh for the mesh_route algorithm. 
This uneven load distribution becomes a bottleneck as the high traffic areas saturate early 
and in turn saturate the whole network. The 3P algorithm has more routing restrictions due 
to the dimension order routing in the waiting channels. On the other hand, mesh-route has 
relatively less routing restrictions and it favors messages going in the negative directions and 
hence creates an uneven traffic distribution in the network. 
The recently proposed opt-y algorithm is proven to be optimal in terms of adaptivity 
and the number of required virtual channels [82]. But the traffic distribution created by the 
algorithm is not symmetric when the messages are uniformly generated, as shown in Figure 
3.9 (c). Thus the goal of our work was to design an algorithm that is more adaptive as well 
as produces a balanced and symmetric network traffic load and thereby improves the system 
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Figure 3.9 Traffic distribution (a) 3P algorithm (b) mesh_route algorithm 
(c) opt-y algorithm. 
performance. 
3.4 PFNF Routing Algorithm 
The basic concept behind our algorithm is as follows. The physical interconnection network 
PN is logically divided into two virtual networks, VNl and VN2. such that two virtual 
channels associated with the same physical channel are in diflferent virtual networks. A different 
routing algorithm is used in each of the two virtual networks, VNl and VN2. At each step, a 
set of virtual channels are chosen from the two virtual networks depending upon the routing 
tag and the routing function for that particular virtual network. The selection function then 
selects the channel through which the message is routed. 
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Routing cilgorithm(message-header) 
/* Let the current node be (xq.xi) and destination be {do.di). */ 
1. Routing-tag(message_header). /* form the routing tag. */ 
2. If all elements in routing.tag = 0, store the current message and return. 
3. V C  = Routing_function(routing_tag). /* determine the set of virtual channels, V C ,  
for the next step routing. */ 
4. u c  =  Selection^unction(VC). /* select an appropriate u c  from V C .  * /  
5. If VC ^ 0, forward the message along virtual channel, vc. 
Figure 3.10 PFNF routing algorithm. 
The PFNF algorithm for 2D mesh can be described as follows. A virtual channel directed 
from node (xq.xi) to {do.di) is denoted by vc\\\-{{xQ,xi),{dQ,di)), where VN is the virtual 
interconnection network to which the virtual channel vc belongs. The routing algorithm is 
defined as shown in Figure 3.10. The Routing_tag() and Selection_function() are described in 
Figiire 3.11. 
When the message header arrives at an intermediate node, the routing_tag is calculated. 
This routing-tag is used to determine the routing dimension to be completed. The incom­
ing message is consumed if all elements in the routing-tag is equal to zero. The function. 
Routing-function (described later), returns all virtual channels that are allowed by the routing 
algorithm. The specific virtual channel taken by a message is chosen by Selection-function. 
Selection-function will first check the availability of all virtual channels iu the physical chan­
nels. If the number of available virtual channels is more than one, a selection policy is applied. 
The selection policy can be random, turn biased, or multiplex-turn biased. In random selec­
tion policy, the virtual channel is chosen randomly from the free set. The network contention 
is reduced if messages avoid making turns. The turn bias policy selects the virtual channel 
in the same direction if possible. The performance degradation due to the virtual channel 
is attributed to the delay in multiplexing the physical channel. The multiplex-turn bias first 
avoids sharing the physical channel with other message if possible, and then avoids making a 
turn as a second priority. The effect of these selection policies have been studied in [59. 76]. 
The simulation results show that the turn bias and multiplex-turn bias perform better than 
the random selection policy [59, 76, 103]. 
Figure 3.12 shows the PFNF routing function. In the procedure of routing function, PF 
routing algorithm is implemented in ViVl and NF routing algorithm is implemented in ViV2. 
In both PF and NF routing algorithms, a message can route without restriction to destinations 
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P ro cedure Rout ing_tag( message-header) 
1. For z = 0 to I do 
If di — Xi > 0, routing_tag[i] = I 
If di — Xi < 0, routing_tag[i] = -1 
If rfi — Xi = 0, routing_tag[i| = 0 /* Finish routing in dimension i */ 
end. 
2. return routing-tag. 
Procedure Selectioii_functiori(V'C) 
1. If the number of members in VC = 1, then select it. 
2. Otherwise, use multiplex-turn bias (explanation follows) to select a vc. 
Figure 3.11 Routing tag function and selection function. 
in < +x. -ry > and < —x. —y > directions from the source. When the destination is located 
in the directions < —x. +y > or < -tx. —y > of the source node, the routing restrictions of 
PF and NF algorithms are apphed. To implement the PF algorithm in one virtual network 
and NF routing algorithm in another, the routing function is divided into three cases. The 
first two cases return virtual channels in both VNl and VN2 for the message destined to 
< +y > and < —x. —y > directions. The third case returns virtual channels in the KA/"! 
for the positive direction and the VN2 for the negative direction. The routing restrictions for 
PF and XF are applied in this case. 
The deadlock freedom of the algorithm can be proved by using Duato's theorem stated 
as follows [62, 72). The proof of the theorem uses several terminologies associated with the 
channel dependency graph. These terminologies are defined earlier in [50, 62, 72], 
Theorem 3.1: For a given interconnection network I N ,  a routing function R  is deadlock-free 
iff there exists a routing subfunction Ri which is connected and has no cycles in its extended 
channel dependency graph. 
To prove that the PFNF algorithm is deadlock free, we first analyze the routing restric­
tions. The turn models for the PF and NF routing algorithms [77] axe depicted in Figure 
3.13 (a) and (b), respectively. The two sets of channels belonging to the virtual networks are 
distinguished by [ and ||, respectively. Dotted lines represent restricted turns. Glass and Ni 
[76] showed that without any extra virtual channel, the routing algorithm is deadlock free if 
there is no cycle formed in turn model. When we consider the virtual networks individually. 
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Procedure Routing_fiinction(routing-tag) 
VC = 0 
1. If all elements in routing-tag < 0 
If routing.tag[0] < 0 
add vcv,\ii(.^o,J:i) , { x o  - I.xi)) and ucv-.v2({xo,-ri), (xo - l.xi)) to V C .  
If routing-tag[l] < 0 
add i;cv-,vi((xo,xi). (xo,Xi — I)) cind uct-;V2((xo.xi). (xq.Xi - I)) to V C .  
return virtual channel set VC. 
2. If all elements in routing_tag > 0 
If routing_tag[0] > 0 
add i;cv-;vi((x0,xi), (xo + I.xi)) and vcv:\-2{(xo + I.xi), (xq.xi)) to VC. 
If routing_tag[l] > 0 
add t;cv;vi((xo,xi). (xq.xi + 1)) and i,'cv;V2((xo,xi). (iq.xi + 1)) to V C .  
return VC. 
3. If routing.tag[0] > 0 
add i;cv-jVi((xo,xi), (xo + Lxi)) to V C .  
If routing-tag[0] < 0 
add vcvjvj((xo,xi), (xo — l.xi)) to VC. 
If routing_tag[I] > 0 
add i;cv-,vi((xo.xi), (xq.xi + 1)) to V C .  
If routing.tag[l] < 0 
add i;cv-iV2((xo,xi), (xo,xi - 1)) to VC. 
return VC. 
Figure 3.12 PFNF routing function. 
the routing algorithms in both the virtual networks (PF and NF) are deadlock-free. Since 
the PFNF algorithm allows a message to change from one virtual network to another, the 
channel dependencies between virtual networks also need to be considered. The turns involved 
between the two virtual networks are shown in Figures 3.13 (c) and (d). Dashed lines represent 
the conditionally restricted turns. These turns are restricted if a message has more than one 
dimension to traverse; otherwise, these conditionally restricted turns are allowed. 
The tiurn restrictions for the PFNF algorithm are summarized as follows: 
• Within VNl: South-East and West-North turns are restricted. (PF restrictions) 
• Within V N 2 :  North-West and East-South turns are restricted. (NF restrictions) 
• From V N l  to V N 2 :  South-East and West-North turns are restricted. A message can 
use VNl in South(West) direction iff it has finished routing in the East(North) direction 
using the PF restrictions imposed in VATl. Hence, the South-East(West-North) turns 
will not occur. 
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Figure 3.13 Routing restrictions in PF. NF. and PFNF algorithms. 
• From V N 2  to V N l :  North-West and East-South turns are restricted. A message can 
use VN2 in North(East) direction iff it has finished routing in the West(South) direction 
using the NF restrictions imposed in VN2. Hence, the North-West(East-South) turns 
will not occur. 
• From V N l  to V N 2 :  While routing in the North(East) direction, messages traveling from 
l^iVl to VN2 are conditionally restricted. From NF restrictions in VN2. a message in 
VNl can route further in the North(East) direction using VN2, only when the routing 
is not needed in any other negative direction. Hence, changing form V^iVl to VN2 in 
North(East) direction is prohibited if a message has to route in the West(South) direction 
at a later time. 
• From V N 2  to KiVl: While routing in the South(West) direction, messages traveling from 
VN2 to VNl are conditionally restricted. From PF restrictions in a message in 
VNl can route further in the South(West) direction using VN2, only when the routing 
is not needed in any other positive direction. Hence, changing form VN2 to l^iVl in 
the South(West) direction is prohibited if a message has to route in the East(North) 
direction at a later time. 
The routing restrictions, described above, may form cycles in the channel dependency 
graph. However, Duato [62] has shown that a routing algorithm can be deadlock-free in the 
presence of cycles in the channel dependency graph provided that escape path(s) without the 
cyclic dependency exists in the extended channel dependency graph. 
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A routing subfunction Ri is defined to show that an escape path without cychc depen­
dency always exists. Using Ri. a message is routed in dimension-order in VN2 in the North 
direction, and in ViVl in the South direction from the source node. Ri is stated as follows: If 
the destination node (do.di) is equal to the current node (xo,xi), the message is consumed. If 
di < x\, the message is forwarded using dimension-order routing in VN\. If d\ > xi then the 
message is forwarded using dimension-order routing in VN2. In other words, Ri is condition­
ally assigned to both of the virtual networks. To forwaxd a message in North(South) direction. 
R i  d e f i n e s  d i m e n s i o n - o r d e r  r o u t i n g  u s i n g  V N 2 { V N l ) .  
Lemma 3.1. The routing subfunction Ri is connected. 
P r o o f :  It is known that the dimension-order routing is connected. Therefore, the routing 
algorithm that assigns one virtual network to a message headed toward North direction and 
another virtual network for a message headed toward South direction is also connected. Q.E.D 
The dependency cycles can be classified as intra-dependency cycles and inter-dependency 
cycles. Virtual channels in the same virtual network are involved in the intra-dependency 
cycles. The inter-dependency cycles consist of virtual channels from different virtual networks. 
To prove that there is no cycle in the extended channel dependency graph, we need to show 
that there are no intra-dependency or inter-dependency cycles in the graph. 
Lemma 3.2. Using the routing subfunction R^. there is no cycle formed due to the channel 
dependencies in the same virtual network (intra-dependency cycle). 
P r o o f :  To form a counter-clockwise cycle within the same virtual network, virtual channels 
in the directions (—x. —y, +x. -by) in sequence are required. Similarly, virtual channels in the 
directions (+x. +y. —x, —y) in sequence are required for the formation of a clockwise cycle. 
The virtual chaiiuels directed to North(South) that belong to cannot be supplied 
by R i  (Since R i  supplies virtual channels in V N 2  for the North bound messages, the -fy 
virtual channels in VNl is not supplied by Ri). Thus, the +y virtual channels in VNl are 
not involved in the extended channel dependency graph and no intra-dependency cycle can be 
formed in VNl. The same scenario is applicable in VN2, where —y virtual channels are not 
supplied by Ri- Q.E.D 
Lemma 3.3. Using the routing subfunction Ri, there is no cycle created from the channel 
dependencies in one virtual network combined with the channel dependencies in the other 
virtual network (inter-dependency cycle). 
Proof: The virtual channels that are involved in the direct and indirect dependencies are 
supplied by Ri. Since Ri defines different virtual networks for messages headed in North 
and South directions, the direct and the indirect dependencies are within the same virtual 
network. However, the dependency between virtual channels of two different networks can be 
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created from cross dependencies. Using R i . the virtual channels that are assigned to restricted 
destinations are only in the x dimension. For example, —x virtual channels in VN2 cannot be 
assigned using i?i to route a South bound message, but it can be assigned to a North bound 
message. However, —x virtual channels in VM2 can be supplied by routing function R for 
a South bound message. Because of the PFNF routing restrictions, there is no inter-cross-
dependency starting from —x in VNl and +x in VN2. The inter-cross dependencies^ from 
VN2 to V'iVl are only from —x virtual channels of VN2 to —y or —x virtual channels of V^iVl. 
Similarly, the inter-cross dependencies from ViVI to VN2 are only from -l-x virtual channels 
of ViVl to +y or -J-x virtual channels of VN2. These dependencies are shown in Figure 3.14. 
The only possible way of forming a cycle is the channel dependencies in sequence: ([—x in 
VN2\, [—y in ViVl], [-i-x in ViVl], [-f-y in V''iV2], [—x in VN2]). But, there is no dependency 
from [—y in KiVl] to [-f-x in KiVl] using PF restrictions. Similarly, there is no dependency 
from [-l-y in VN2] to [—x in VN2] using NF restrictions. Hence, there is no inter-dependency 
cycle in the extended channel dependency graph. Q.E.D. 
Figure 3.15 shows an example of the extended channel dependency graph for the routing 
subfunction Ri. The channel labels are defined in Figure 3.1. Vertices, solid lines, dashed 
lines, and dotted lines represent virtual channels, direct dependency, indirect dependency, and 
direct cross dependency, respectively. For clarity, indirect dependencies and indirect cross 
dependencies that are redundant to other direct dependencies and direct cross dependencies 
are not shown in the figure. A detailed description of the construction of the extended graph 
is explained in [37, 62, 72). 
"The intcr-cross dependencies include both direct cross dependencies and indirect cross dependencies that 
connect channels in different virtual networks. 
Cros^ependency 
Cros^ependency 
Figure 3.14 Possible cycle that can be formed between virtual networks. 
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Figure 3.15 Extended channel dependency graph of the mesh in Figure 3.1. 
Theorem 3.2. PFNF routing algorithm is deadlock free. 
Proof: From Lemma 1 through 3. and using Theorem 1, PFNF routing algorithm is 
deadlock-free. Q.E.D. 
Next, we compare the region of adaptivity of all the four algorithms discussed earlier. As all 
these algorithms use at most one additional virtual channel per physical channel, we consider 
the whole network as consisting of two separate virtual networks. Region of adaptivity for each 
virtual network is(are) the quadrant(s) in which full adaptivity is offered by the algorithm in 
that particular network. The region of adaptivity of the actual network is then obtained by 
superimposing the adaptive regions of the two virtual network. The adaptive regions for each 
virtual network and the total region of adaptivity for the four algorithms are shown in Figure 
3.16. The intensity of the shaded areas represent the adaptivity in the regions of the network 
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PFNF algorithms. 
as explained in Section 3.1. Note that, in Figure 3.16(d) the combination of deterministic 
algorithms in the second and fourth quadrants of the two virtual networks give full adaptivity in 
the actual physical network. For example, in the second quadrant the PF virtual network allows 
YX routing and the NF virtual network allows XY routing, thus providing full adaptivity. The 
figure demonstrate the comparison of the adaptive regions of the algorithms. The symmetry 
of the adaptive regions are also illustrated. It can be inferred from Figxure 3.16 that since the 
region of adaptivity for the PFNF algorithm is symmetric and more adaptive, it would perform 
better than the other algorithms. The fault tolerant PFNF algorithm is described in [105]. In 
[106], the PFNF algorithm is modified for the two-dimensional torus networks. 
3.5 Performance Evaluation 
In this section, we present results for various traffic patterns and network loads. We have 
compared the performance of the PFNF algorithm with that of the 3P, mesh_route. and opt-
y algorithms. These algorithms are shown in the literature to have better performance or 
adaptivity than other existing adaptive routing algorithms. 
3.5.1 Simulation Environment 
The simulations were conducted on a 16 x 16 mesh. We have assumed 20 flits per packet. 
Each virtual channel is assumed to have only one flit buffer associated with it. Packet gen­
eration rate is assumed to have an exponential distribution of inter-arrival time. We have 
used multiplex-turn biased selection policy for all the algorithms. We have considered a source 
buffer size of 20 which stores the generated messages if they cannot propagate through the 
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network. The generation is halted when the source buffer becomes full and is resumed when 
there is at least one empty space. The simulation was carried out for 150.000 packets. The 
effect of the first 40,000 to 60.000 delivered packets are not included in the results in order to 
reduce the transient effects in the simulations. The results were reproduced several times and 
were observed to be consistent with a maximum deviation of only 1%. 
Uniform, hotspot. and transpose traflBc patterns were considered in our study. Under the 
uniform traffic pattern, a node sends messages to every other node with equal probability. 
Under hotspot traflSc, one particular node receives some additional trafific besides its normal 
traffic. Using the parameters from [102] we have considered only one hotspot node with the 
hotspot percentage of four. i.e.. in a 16 x 16 mesh a message is directed to the hotspot node 
with a probability of 0.0438 and to each of the other nodes with a probability of 0.0038. We 
have chosen node (5,5) as the hotspot node. Under transpose traflBc. a message firom node 
{ i . j )  i s  d i r e c t e d  t o  n o d e  { j .  i )  i f  z  j .  H i  =  j  n o d e  { i . i )  s e n d s  m e s s a g e s  t o  n o d e  ( K  —  i .  K  —  i ) .  
where K is the network radix. 
We have studied the average communication latency, the average throughput of the network 
and the network load distribution in the network. The communication latency is defined as the 
average time firom the message generation to the time when the tail reaches the destination. 
The throughput is the average number of messages that finish routing per unit time. The 
network traffic distribution is measured by finding the average flit buffer utilization at each 
node. All the above parameters are studied against the network traffic. The network traffic 
is defined as the ratio of the average traffic generated by a node to the average bandwidth 
available per node. 
3.5.2 Results and Discussions 
Figures 3.17(a) and 3.17(b) plot the average latency and average throughput of the network 
against the network traffic under the uniform traffic pattern. In the low traffic region, all the 
four algorithms result in almost the same average latency. However, as the traffic is increased, 
opt-y and mesh_route saturate first and their latencies increase rapidly. The PFNF algorithm 
performs better than all the schemes. The same trend is also observed in the throughput results. 
All the algorithms give the same throughput for lower traffic rates (< 0.3), however at higher 
traffic, the throughputs of the opt-y and mesh_route algorithms drop abruptly. Throughput 
using 3P and PFNF schemes do not drop abruptly but instead saturate close to their maximum 
values. 
The opt-y and mesh_route algorithms have less routing restrictions than the 3P routing. 
However, they create uneven traffic distribution in the network. The fact that 3P shows 
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Figure 3.17 Performance results for the uniform traffic pattern. 
higher performance compared to opt-y and mesh_route, confirms our claim that the system 
performance depends significantly upon how evenly the traffic is distributed. The PFNF 
algorithm is highly adaptive and it also distributes the network load symmetrically, and hence 
demonstrates better performance. 
To demonstrate that the PFNF algorithm indeed distributes the network load symmet­
rically we have plotted the traffic distribution for the PFNF algorithm in Figure 3.18. The 
results are in accordance with what was expected from the region of adaptivity analysis and 
clearly illustrate that the traffic distribution is more balanced using the PFNF algorithm than 
the mesh-Toute (refer to Figure 3.9 (b)). 
Figure 3.19 shows the latency and throughput results under the hotspot traffic pattern. 
The opt-y and mesh_route algorithm perform poorly and saturate early. The PFNF algorithm 
outperforms all the three schemes in both the latency and throughput results. The same trend 
is observed under the transpose traffic pattern shown in Figure 3.20. 
It should be noted that the opt-y algorithm uses a total of six virtual channels per router 
compared to eight used by the other three algorithms in a 2-dimensional mesh. Providing the 
same resources to opt-y will enhance the performance and it becomes almost equal to that of 
the 3P algorithm [103]. 
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Figure 3.18 Traffic load distribution produced by the PFNF algorithm. 
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Figure 3.19 Performance results for the hotspot traffic pattern. 
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Figure 3.20 Performance results for the transpose traffic pattern. 
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4 MULTICASTING IN MESH NETWORKS 
Multiprocessor systems often require coordination and synchronization between process­
ing elements through interprocessor communication which can be either one to one (unicast 
communication) or could involve a group of processors (collective communication). Collective 
communication [26] involves a group of processing nodes that intercommunicate in a specific 
manner. Examples of collective communication primitives are barrier synchronization, broad­
cast. gather, scatter, all-gather, all to all. global reduction, and scan. Because of the nature of 
parallel programming, which requires a group of collaborating processors to complete a single 
task, efficient support of collective commimications is a critical issue in the design of high 
performance parallel systems [27]. The inclusion of collective communications in the Message 
Passing Interface (MPI) standard [107] further justifies the research in this axea. 
An important communication primitive among collective operations is the multicast com­
munication. Multicast communication is a generalization of the broadcast operation and is 
concerned with sending a message from a source node to a set of destination nodes. The 
multicast services can be considered as basic services for other collective operations such as 
broadcast and barrier synchronization. In barrier synchronization [31], a multicast operation 
is performed to distribute signal to resume the application. It is also used for distributing data 
to processes. In shared memory systems, multicasting is used for cache invalidations. 
Multicast communication can be carried out by sending one message to each of the desti­
nations. This method performs poorly not only because it requires a large amount of network 
resources but also involves too many communication steps. An efficient software multicasting 
technique called Umesh is proposed for meshes that do not require any hardware modification 
[84]. The Umesh scheme reduces the number of communication steps by allowing some desti­
nations to act like source nodes after they receive the message. In [90]. an extended dominating 
node approach was proposed for the broadcast algorithm in meshes. A set of nodes is selected 
as the dominated nodes. These nodes are used as intermediate sources to cover all destina­
tions. These techniques involve a large number of communication start-up steps and software 
overheads. To further reduce the communication latency, the multicast operations need to be 
supported by the hardware. The importance of hardware supported multicasting was reported 
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by Ni [29|. In [95], the Hamiltonian path based algorithms were proposed to reduce the amount 
of traffic created from the multicast operations. The router is modified to support an absorb 
and forward operation. This operation allows a message to be forwarded and stored concur­
rently at an intermediate destination node. The multiple destination addresses are encoded 
and appended to the message header [94]. Such multicast messages are usually referred to as 
multidestination messages [41]. The Hamiltonian path guarantees that the message will cover 
all the destinations. However, in this algorithm, the path length becomes a dominant factor, 
which may lead to high latency. Furthermore, the Hamiltonian path-based scheme does not 
conform to cmy base routing scheme proposed for unicast communications. 
Leader-based [41] and column-path [96] multicasting schemes are two similar algorithms 
developed independently and conform to the base unicast routing algorithm. In [41]. it was 
reported that the number of start-up phases for a single-source multicast for a destination set 
DS \n a. k X k mesh is less than or equal to flog£(2A:)] 4- 2 if i > 1 and flog£(fc)] + 2 if f < 1. 
where kt < |Z?51 < k{t + 1) and i is an integer. We have attempted to further reduce the 
number of start-up phases and thereby lower the multicast latency. In this chapter, we propose 
a new hardware multicast routing algorithm that uses at the most two start-up phases to reach 
any number of destinations in a two-dimensional mesh while conforming to the base unicast 
routing algorithm. The methodology is called two-phcise multicast (TPM) algorithm. 
To fully utilize the multicast paths supplied by the base routing algorithm, some inter­
mediate nodes that are not destinations are allowed to perform multicast operations. This 
feature increases flexibility in distributing messages to the destinations and thereby improves 
the performance. First, a multicast zone is created that defines the network resources that can 
be utilized for each multicast operation. The multicast message is sent by the source node to 
a specific corner node of the multicast zone in the first phase of communication. Next, a set 
of nodes that received the message during the first phase sends the message to the remaining 
destinations. The routing paths are selected in such a way that they cover all destinations in 
at most two phases while conforming to the base routing algorithm. We have presented exam­
ples of both deterministic as well as adaptive multicasting schemes. The performance of the 
multicast algorithms are evaluated through simulations. The simulation results show that the 
proposed algorithm performs better than the dualpath [95] and column-path [96] algorithms. 
This chapter is organized as follows. Section 4.1 presents preliminaries for the multicast 
routing models. The proposed algorithm along with the hardware support and implementation 
details are described in Section 4.2. A deterministic TPM algorithm based on the dimension 
order routing is reported in Section 4.3, followed by the development of the adaptive TPM 
algorithms in Section 4.4. The simulation results are presented in Section 4.5. 
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4.1 Preliminaries 
We develop multicast routing algorithms for two-dimensional (2-D) mesh networks. As 
mentioned in Chapter 2, a straightforward way to support multicast communication is to 
send one message to each destination. Although this method does not require any additional 
hardware, the multicast operation consists of several communication phases and the number of 
messages in the network is increased considerably. The number of communication phases can 
be minimized using the divide and conquer technique purposed in [84]. However, the number 
of communication phases is of the order of fIog2 K'\ to send a multicast message to (K" — 1) 
destinations. To further reduce the latency by reducing the number of communication phases 
and the number of messages, the multicast operations need to be supported by the hardware. 
Hardware multicasting requires some additional functionality to be implemented in the router 
along with the capabilities for unicast communication. Some basic communication services 
required in wormhole routed networks for supporting multicasting in hardware are defined as 
follows. 
• Forward [ F W D ) :  When the router accepts a message from a neighboring node and the 
current node is not one of the destinations, the message is forwarded to the ne.xt node 
toward its destination(s). 
• Absorb ( A B S ) :  If the current node is the destination, the message is absorbed and passed 
on to the local processor. 
• Retransmit ( R T M ) :  For deadlock avoidance, in some cases, the multicast message must 
be temporarily stored and retransmitted to eliminate the cyclic dependencies. The mes­
sage is stored in the local memory. Thus the probability of deadlock from the depletion 
of storage space is negligible. The overhead of retransmission operation is high because 
it involves both software (operating system) and hardware operations. 
Efficient multicast algorithms can be adopted by using a combination of the basic commu­
nication services. In the Umesh algorithm [84], the retransmit operations are used in several 
phases of the multicast operations. The Hamiltonian path-based algorithms [95] are supported 
by implementing the absorb and forward mechanism. The destination addresses are encoded 
in the message header. The ordering of the destinations in the header implies the sequence of 
destinations through which the message traverses. When the message reaches an intermediate 
destination, the destination addresses in the header are updated by the router. The current 
destination address is removed from the header and appropriate header processing functions 
are performed. After sending the message header to the next node, the router keeps absorbing 
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and forwarding the data flits in a pipelined fashion. The message is eventually consumed at 
the last destination in its multicast path. 
The absorb and forward capability introduces additional resource dependencies that can 
lead to deadlock situations. Since multiple consumption channels may be occupied by one 
message along the multicast path, the deadlock configuration can stem from the cyclic waiting 
for consumption channels. An example of consumption channel deadlock in a linear-array is 
shown in Figure 4.1. Node 1 generates message A destined to nodes 2 and 3. At the same 
time, message B is generated by node 4 destined to the same set of destinations. Assuming an 
one-port model, after two steps, message A occupies consumption channel c2 at node 2 and 
requests for consumption channel c3 at node 3. The consumption channel c3 is occupied by 
the message B which also requests for c2. This cyclic wait creates a deadlock. The deadlock 
due to consumption channel contention can involve several nodes. The upper bound of the 
number of consumption channels required to avoid such deadlocks is equal to nv where n is 
the network dimension and v is the number of virtual channels per direction [96]. The detailed 
treatments of the consumption channels deadlock can be found in [70, 108]. 
o 0 CD • c2 
o o o 
Figure 4.1 Deadlock due to consumption channels. 
4.2 A Two-Phase Multicast Algorithm 
In this section, we present a new hardware multicast routing algorithm that uses at most two 
start-up phases to communicate with any number of destinations: hence the name two phase 
multicast (TPM) algorithm. We first outline the basic characteristics of the algorithm followed 
by the listing of the required hardware supports. The destination preprocessing mechanisms 
and creation of multicast zone are also discussed. Finally, we provide a detail description of the 
framework of the TPM algorithm followed by some discussions on the implementation issues. 
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4.2.1 Basic Characteristics 
There are two essential characteristics of the proposed TPM algorithm. First, the algo­
rithm uses the same routing algorithm as that employed for the unicast communication. It 
conforms to the base routing algorithm and complies to the routing restrictions, and thereby 
avoids deadlock configurations (assuming that the base routing algorithm is deadlock-free). 
The deadlock configiurations due to the dependencies in the consumption channels can be 
avoided by using the required number of consumption channels as discussed later in Section 
4.3. The second characteristic of the TPM algorithm differentiates it from all the previously 
proposed algorithms. In the previously proposed multicast algorithms, only the multicast des­
tination nodes participate in the multicast operations. This restriction increases the number of 
start-up phases and therefore degrades the performance. In the TPM scheme, we allow some 
additional nodes that are not in the destination set to perform multicast operations. This 
mechanism can be supported by introducing some additional communication primitives. The 
absorb operation is modified to support two operations - temporary absorb and permanent 
absorb. The temporary absorb operation is defined for the multicast operation performed by 
an intermediate node that is not in the multicast destination set. The message is temporarily 
stored in the local memory. In the permanent absorb, the message is passed onto the applica­
tion after the tail flit is received. Because of the involvement of nodes that axe not destinations, 
it may appear that the performance of these nodes will degrade. However, the reduction of 
multicast latency overcomes this degradation. More discussions on these issues are detailed in 
Section 4.5. 
4.2.2 Hardware Support 
The multicast communication services used by the TPM algorithm are extended from the 
basic communication services (listed in the previous section) and are summarized as follows: 
• Permanent absorb and forward { P A F ) :  This operation is required in the intermediate 
destination nodes. The message is absorbed in the node while being forwarded to the 
next node. 
• Permanent absorb and retransmit ( P A R ) :  An intermediate node performs a P A R  op­
eration if it is the last node in the first phase of communication and is also one of the 
multicast destinations. 
• Permanent absorb, forward, and retransmit [ P A F R ) :  In the TPM scheme, some inter­
mediate nodes need to absorb and retransmit a message to another set of destinations. 
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If an intermediate node that performs such an operation is also a multicast destination, 
then the PAFR operation is executed. 
• Temporary absorb and retransmit ( T A R ) :  In some cases, while using the TPM scheme, 
we might need to retransmit at an intermediate node that is not one of the destinations. 
Such intermediate nodes will temporarily store a message and retransmit in the next 
phase. 
• Temporary absorb, forward, and retransmit { T A F R ) :  T A F R  is similar to T A R  ex­
cept that the message is also forwarded to the next node while it is being temporarily 
stored at the current node. The intermediates nodes that are not destinations do the 
TAFR operation while the last such node of the first communication phase does a TAR 
operation. 
The implementation of some of these communication primitives have been also addressed 
by previous researchers [41. 95|. The hardware multicast services, discussed above, provide 
flexibility in path selection to cover more number of destinations in less number of communica­
tion steps. The TPM algorithm is designed based on these multicast communication services. 
Even though some of these operations involve additional overhead at the nodes that are not 
destinations, a significant performance improvement is obtained due to the reduction of the 
number of communication phases. 
4.2.3 Destination Preprocessing ajid Multicast Zone 
The destination addresses along with the nodes that need to perform multicast operations 
are sorted in order and encapsulated in the message header. Along with the addresses, the 
required multicast services are also stored in the header in the form of flags. An example of 
a message structure showing ten destinations is shown in Figure 4.2. The required multicast 
operations are also tagged along with the intermediate destination addresses. For example, the 
node (0,4), which is not a destination, needs to perform the TAFR operation to retransmit 
the multicast message to the node (2,4) and (5.5). The node (2.4) flag is tagged as PAF 
indicating to absorb the message while forwarding it to node (5,5). Since the node (5,5) is the 
last destination in the branch, the ABS operation is assigned. 
The multicast zone is defined as the smallest two-dimensional array that includes the source 
node and all the destinations. The purpose of zoning is to confine a boundary of network 
resources that can be utilized for the multicast operations. Let the coordinates of the lower 
left corner be denoted by and the upper right corner be denoted by (tx^, Uy), as depicted 
in Figure 4.3. 
58 
0.7 7,7 
O O ^ O O O O O  
o o o o o o o o  
# O O ^ Q 
O O O O O O O O  
^g-o-e-o-o-o-o-o 
o o o o o o o o  
S-O'# o o o o o 
0,0 7,0 
Source node 
V Destination node 
X Intermediate multicast 
node 
Des Addr Rag 
2.5 TAFR 
2.7 ABS 
0.5 PAF 
0.4 TAFR 
2.4 PAF 
5.5 ABS 
0.2 TAFR 
7.5 ABS 
0.0 TAR 
2.0 ABS 
DATA 
TAIL 
Figure 4.2 Encapsulation of destination addresses in the header. 
An algorithm for defining the multicast zone is shown in Figure 4.4. In step 1, the minimum 
of all x-coordinates and y-coordinates are calculated and are marked as and ly, respectively. 
Similarly, the maximum of x and y coordinates corresponds to and Uy, respectively. 
Based on the restrictions of the base routing algorithm, some boundary shapes may need 
to be modified. The Adjust_shape(/x."x-"y) function modifies the invalid periphery and 
depends on the base routing algorithm. An example corresponding to the XY routing algorithm 
is described in Section 4.3. 
For the ease of explanation of the TPM algorithm, we logically divide the multicast zone 
into four quadrants. The quadrants are labeled as Qi, QO, QS, and as shown in Figure 4.3. 
The source quadrant can be obtained using the algorithm shown in Figure 4.5. To determine 
the source quadrant, the source coordinates (5x, Sy) are compeared to the center of the multicast 
zone. The TPM algorithm uses different destination ordering functions based on the source 
quadrant. The relative positions Nh, ^v- and Fu are defined for the ease of writing the 
destination preprocessing algorithm. AT/i, F/,, iVy, and F^ denote near horizontal periphery line, 
far horizontal peripheral line, near vertical peripheral line, and far vertical peripheral line, 
respectively. These parameters are relative to the location of the source and the multicast 
zone. After the calculation of multicast zone and source quadrant, the next step of destination 
preprocessing is the destination ordering and header encapsulation. The destination ordering 
depends on the underlying routing algorithm, the multicast periphery, and the source quadrant. 
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Figure 4.3 Quadrants in the multicasting zone. 
4.2.4 Frgimework of the TPM Algorithm 
The formal description of the TPM routing algorithm is given in Figiu-e 4.6. A message is 
forwarded to the next node if the current node is not a destination node. If the current node 
is a destination, the associated multicast .flag is used to determine the multicast operation 
to be performed. The routine for the multicast operation is shown in Figure 4.7. For the 
TPM algorithm, the implementation of three extra bits are adequate to represent all multicast 
operations that we have listed in Section 4.2.2. Each bit in the multicast flag represents 
a unique multicast service: absorb, forward, or retransmit. If the absorb flag is set, the 
message is copied onto the local node. If the forward flag is set then the message is sent to 
the neighboring node in the direction of the next destination node. For retransmission, the 
destination list in the message header needs to be modified. The destination addresses starting 
firom the next destination to first absorb-only destination axe removed from the message header. 
The destination that performs only absorb operation implies the last destination in its branch. 
The destination addresses removed from the message header axe passed on to the retransmission 
routine along with the data to be retransmitted. 
The basic idea behind the proposed algorithm is that, during the first phase, the message 
is sent to a set of nodes such that all the destinations can be reached in the first or second 
phases of communication. First, the TPM algorithm defines the multicast zone that contains 
the source node and all the destinations. Next, it defines a path that is taken in the first 
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Algorithm 4.1: Zone calculation for 2-D (iV x .V) mesh network. 
Input: Destination set source node (5x,Sy). 
Output: The coordinates of the upper and lower corner of the multicast zone (Ixrly) and (uj, U y ) .  
Procedure: 
begin 
1. Find the coordinates that cover the source and all the destinations 
/x = min{Z?S[rfir],Sr}, ly = min{Z)S[dij,], 5y} 
UX = max{Z?S[<fix].5r}, UY = max{D5[£fiy],5y} 
2. Adjust the periphery according to the base routing algorithm 
.\djust-shape(/x,/j,, "x, Uy) 
end. 
Figure 4.4 Multicast zoning algorithm. 
phase to a specific corner node of the multicast zone. The specific corner node depends on 
the base routing scheme as is described in Sections 4.3 and 4.4. This path is called the main 
path. After the first phase is completed, some of the nodes along the main path retransmit 
messages to rest of the multicast destinations. The main path is selected such that it conforms 
to the base routing algorithm and covers as many destinations as possible. This feature allows 
the multicast operations to be completed in at most two start-up phases in 2-D meshes. As 
mentioned earlier, the communication latency in multicomputers is dominated by the start-up 
latency. Hence, minimization of the number of start-up phases is an important design issue 
for multicast routing algorithms. 
4.2.5 Implementation of the TPM Algorithm 
The TPM algorithm may include a few nodes in the multiccisting process that are not in 
the destination set. Thus the performance and execution of processes in these nodes could 
be affected if they are busy executing any task. It is very difficult to characterize or quantify 
the exact amount of additional overhead that are incurred by these nodes. Note that the 
additional nodes are involved only during the first phase. The number of such nodes is very 
few in most cases. It is quite possible that some of these additional nodes may not be busy 
and can help in collaborating and speeding up the multicast process. The inference on the 
additional nodes will be very little compared to the execution time of the job. The involvement 
of the additional nodes may affect (to some extent) the performance of the specific jobs runing 
on these nodes. These specific jobs may also be able to utilize the help of other nodes in 
case they need multicasting operations. Thus, collaboratively, the overall throughput of the 
system is likely to be enhanced by using the TPM scheme. In most cases, the performance 
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Algorithm 4.2: Algorithm for determination of the source quadrant. 
Input: Multicast zone (li. ly, Uy), source node (Sz-Sy). 
Output: The source quadrant S Q ,  relative positions of peripherj- lines (.V/,, F/,, A'„, Ff). 
Procedure: 
Let midx = — /r/2: midy = Uy — Zy/2 
begin 
if(Sx > midx) and ( S y  >  m i d y )  
S Q  =  L  N h  =  U y .  F h  =  l y .  A ' l -  =  U x -  F v  =  I z  
i f ( 5 x  <  m i d x )  a n d  ( S y  >  m i d y )  
SQ = 2. Nh. = U y .  F h  =  l y .  -Vf =  I z . F ^  =  U z  
i f ( S j :  <  m i d x )  e i n d  ( S y  <  m i d y )  
S Q  =  3. N h  =  l y ,  F h  =  U y ,  . \ \ .  =  I z ,  F„ =  U z  
i [ ( S z  >  m i d x )  a n d  ( S y  <  m i d y )  
SQ = 4, .\'h = l y ,  F h  =  U y ,  . \ \ .  =  U z ,  Ff =  I z  
end. 
Figure 4.5 Multicast source quadrant algorithm. 
improvement obtained by the TPM algorithm may overcome the penalty associated with with 
the inclusion of the additional nodes. 
The TPM scheme will be very suitable for partitionable multiprocessors systems. The above 
mentioned problems will not be a big factor in case of partitionable systems where tasks are 
allocated in terms of non-overlapping subsystems like submeshes or subcubes. Support for such 
partioning mechanisms are provided in contemporary systems like Intel Paragon and Cray's 
T3D. As we involve nodes that are in the multicast zone, the few additional nodes that are 
forced to be involved in a multicast operation always belong to the same task. So the inclusion 
of these additional nodes for multicasting does not affect any other tasks. Above all. the TPM 
algorithm always tries to minimize the involvement of nodes that are not destinations. The 
performance improvement obtained using TPM algorithm justifies the temporary involvement 
of nodes that are not destinations. 
The TPM algorithm can be implemented on the MPI standards. The system call argu­
ments in the collective communication provided by the MPI standard consist of the group 
of destinations. The MPI library receives the list of multicast destinations and performs the 
destination preprocessing. The destinations are reordered and some additional intermediate 
destinations based on the TPM scheme are inserted (if necessaxy). In other words, the desti­
nation preprocessing is done at the compilation and the run time. In this approach, users do 
not have to be aware of the TPM mechanism in developing the application. The additional 
intermediate destination nodes may be involved in some other operations. If the operations 
are non-premptive (atomic) then the multicast message waits for the completion of such oper-
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Algorithm 4.3: Message routing operation. 
Input: Current node (xi.io), Message header(contain the destination set D S  and the multicast flags 
in order of traversal). 
Procedure: 
begin 
1. if the current node address is the head of the destination in the header do 
multicast-operation(multicast Jlag, Message header) 
2. if the current node is not in the DS. 
forward the message to the next node using the underlying routing algorithm. 
end. 
Figure 4.6 The TPM algorithm. 
ations. Otherwise, the operations, if any. at these nodes are temporarily interrupted and again 
resumed after the multicast message is routed through. 
4.3 Dimension-Order TPM Algorithm 
The TPM algorithm can be employed along with several algorithms used for the unicast 
communications. In this section, we explain the detailed mechanism of the algorithm using a 
deterministic (dimension-order) routing scheme. 
In the first phase of multicast, the multicast message is sent to the farthest corner from 
the source node. The dimension order XY routing scheme [50] supplies a unique minimal 
path to the corner node of the diagonally opposite quadrant. The last destination node of the 
first multicast phase can be {Is.ly). {uj:,ly), {ux,uy), or {lx,Uy) corresponding to the source 
quadrant Qi, Qx, Q3, or Q4, respectively. In the second phase, some of the intermediate nodes 
along the main path retransmit messages to other multicast destinations that are not covered 
during the first phase. Figure 4.8 shows the dimension order TPM patterns for XY routing on 
an (8 X 8) mesh network. The solid lines and dashed lines represent communication in the first 
and second phases, respectively. In the first step, the source node uses XY routing to travel to 
the farthest corner node, i.e., to the farthest node of the diagonally opposite quadrant. In the 
second phase, some of the nodes that have received the message during the first phase send 
the message to the remaining destinations. 
After the farthest corner node has been reached using the main path, all other destination 
nodes are guaranteed to be covered by the intermediate nodes during the second phase. How­
ever. some shape restrictions of the multicast zone need to be maintained for the deterministic 
routing. With XY routing, the TPM algorithm cannot cover all destinations if the X dimen-
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Routine: MuIticast.operation(). 
Input: multicast-flag, Message header(contain the destination set D S  and the multicast flags in 
order of traversed). 
Procedure: 
begin 
1. remove the current destination from the message header. 
2. if the multicast-flag includes absorb operation 
-send copy of the received message to the application. 
3. if the multicast-flag includes retransmit operation 
-remove the destination addresses from the header (starting from the next 
destination in DS to the first destination with only absorb operation). 
-pass the removed destination addresses and the content of the message 
to the retransmission routine. 
4. if the multicast-flag includes forward operation 
compute the next direction and forward the message to the next node. 
end. 
Figure 4.7 Multicast operation routine. 
sion is larger than the Y  dimension. For example, in the (8 x 4) mesh shown in Figure 4.9, the 
last column cannot be reached in two communication phases using the TPM algorithm. To 
avoid such problems, the Adjust-shape() procedure for XY base routing extends the multicast 
zone such that |Sy — Ffi\ > |5x — iVy|. We can use a different routing algorithm to route in 
non-square meshes. For example, the YX routing algorithm can implemented in Figure 4.9. 
For rectangular meshes. XY routing is used if X < Y, else YX routing is employed for both 
unirast and multicast communirations. Thus, the dimension-order TPM algorithm ran be 
used for any shape of 2D meshes. 
In the TPM destination preprocessing algorithm, selected nodes in the main path are 
assigned the multicast destinations it needs to cover in the second phase. The formal de­
scription of this operation is shown in Figure 4.10. The multicast destinations are divided 
into four subzones with respect to the source node, as shown in Figure 4.8. The algorithm 
in Figure 4.11 outlines the subzone labeling scheme with respect to the source node. To ex­
plain the algorithm, we use quadrant 1 as an example. For destination nodes in subzone A, 
[(Zx < Dx < 5x), {Sy < Dy < %)], the corresponding main path nodes have coordinates: 
(Dx,5j,). Similarly, for destination nodes in subzone B, [(/i < Di < Sx).[ly < Dy < 5j,)), 
the corresponding main path nodes have coordinate {Fv,Dy). The main path nodes for des­
tinations in subzone D can be obtained by mapping the addresses to the column. Some 
subzone C destinations also need mapping if it overlaps with the subzone D routing paths. 
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Figure 4.8 Deterministic TPM pattern (a) source quadrant 1. (b) source 
quadrant 2, (c) source quadrant 3. (d) source quadrant 4. 
Lemma 4.1: The deterministic TPM algorithm requires only two communication start-up 
phases for 2-D mesh networks. 
Proof: The message is sent to the opposite diagonal corner of the multicast zone in the first 
phase. If the multicast zone is defined such that |5j, — Fh\ > t-Sx — all other destinations 
in the multicast zone can be reached using the XY paths in the second phase. 
Lemma 4.2: The deadlock-free TPM requires four consumption channels in 2-D mesh net­
works. 
Proof: The TPM algorithm allows the absorb and forward operations to be performed in either 
only X dimension, or only Y dimension, or both X and Y dimensions. In this configuration, 
at most four consumption channels are required at each node [41], 
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4.4 Adaptive TPM Algorithm 
The basic framework of the TPM algorithm can be used in conjunction with some adaptive 
routing schemes (developed primarily for unicast communication). In this section, we show 
the implementation of TPM on two adaptive routing algorithms, 3P algorithm [60] and PFNF 
algorithm [32]. Both algorithms belong to the class of fully adaptive algorithms and have been 
shown to perform better than several other adaptive algorithms proposed in the literature. 
We must emphasize that many other adaptive routing schemes can be also used for two-phase 
multicasting. We have discuss the 3P-TPM and PFNF-TPM algorithms as examples to show 
the effectiveness of adaptive TPM schemes. 
4.4.1 3P-TPM Algorithm 
The 3P algorithm uses two virtual channels per physical channel. The network is divided 
into two virtual networks [54]. Fully adaptive routing (no routing restrictions) is implemented 
in one virtual network, and the dimension order XY routing is implemented in the other vir­
tual network. The XY virtual network provides escape paths without any cyclic dependency to 
prevent deadlock. Since the TPM algorithm allows the traversal of the destinations conformed 
to XY paths, it can use the 3P routing algorithm without any modification in the destina­
tion preprocessing. In addition, with 3P routing, the TPM algorithm takes advantage of the 
adaptivity between the destinations along the adaptive routing paths. 
.A.n example of alternative paths that can be utilized by the multicast messages under 3P 
routing algorithm is shown in Figure 4.12. Figure 4.12(a) shows the location of the source and 
the destinations. Figure 4.12(b) shows the path taken by the deterministic TPM scheme. All 
the possible paths that can be taken by adaptive 3P-TPM are shown in Figure 4.12(c). It can 
be observed that the 3P-TPM scheme provides more degree of freedom in forwarding messages 
to the multicast destinations. The alternative paths allows the multicast messages to avoid 
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Algorithm 4.4: TPM destinations ordering and header encapsulation. 
Input: Destination set Z?5[(<ioi.c'oy)T [dm,dny)]. Multicast peripherj- [l^, l y , u^. Uy), 
source node (Si.Sy), relative position (iV/i, F/,,:V\., Ff). 
Output: Encapsulated destination message header. 
Procedure: /* Let A/S[(moi. moy). (mix. miy), -. - r be the set of main path nodes as­
sociated with the D S .  D M  array contains destinations associated with the main path nodes. 
^e^i^ (^Oxt d o y ) ,  { m Q x  r  ^ O y )  ^  ^  d i y )  ^ ,  n i i y )  ^ay )< i ^ n x '  ^ n y )  */ 
1. for all elements in the D S  
if Destination-Subzone(c/.x,diy) = subzone A 
TTlix — dix- ^iy — Sy 
if Destination^ubzone(c/,i,dij,) = subzone B 
ITlix = F|., TTliy — D i y  
if Destination^ubzone(<f,x,£f,y) = subzone C 
mu = F,. 
if(| d.y - Sy |<| .V, - 5, I) 
if -V/j > S y ,  T T l i y  =  d i y  mflX(| S x  d i x  I, I S y  d i y  I) 
else m , y  =  d ^ y  + max(| S x  - d i x  M 5j, - d,y |) 
else m,y = diy 
if Destination^ubzone(d,x.diy) = subzone D 
niix — Fv 
if A/i > Sy^ ^ly — Diy 1 Dix Sx I 
else m„j = D,y+ \ D,x - Sx | 
2. D M  =  [ <  D S . M S  > \  
3. Sort(DM} according to main path in each quadrant using M S  
and DS as the sorting keys. 
4. Encapsulate the destination addresses along with the associated main 
path nodes that are not in the destination set into the header in their 
order of traversal. 
•5. .A.ssign multicast Jlags to the destination addresses in the header. 
end. 
Figure 4.10 Header encapsulation process in deterministic TPM algorithm. 
congestions in the network. Multicasting operations can create a temporary hot spot area and 
an adaptive base routing scheme can be employed to reduce the congestions associated with 
the hot spot. It should be noted that all the destinations are reached within two start-up 
phases using the 3P-TPM algorithm. 
4.4.2 PFNF-TPM Algorithm 
Similar to the 3P algorithm, the PFNF algorithm [32] requires two virtual channels and 
logically divides the network into two virtual networks. Different turn models [77] are assigned 
to each virtual network. A specific combination of the turn model is selected such that there 
is an equal probability for selecting one of the two alternative channels. The PFNF scheme 
67 
Algorithm 4.5: Destination_Subzone (); Calculate subzone label for each destinations. 
Input: Destination {dix,d,y). Multicast peripherj* (fx, ly,u.r, Uj,), source node (Sj.Sy). relative position 
Output: subzone label of the destination. 
Procedure: 
begin 
if( Si < dij. < Fu or > dix > F^,) 
if(5y < d i y  <  N h  or S y  >  d i y  >  N h )  
return subzone A 
if(Sj, < d.j, < F/i or Sy > d.j, > Fh) 
return subzone B 
if{ 5x < t/,x < or Sx > d.x > A't-) 
if(Sa < diy < Fft or Sy > diy > Fh) 
return subzone C 
if( 5 y  < d , y  < F h  o r  S y  >  d i y  >  F h )  
return subzone D 
end. 
Figure 4.11 Labehng subzones with respect to the source node. 
employs one such combination where the Positive-First algorithm is used in one virtual network 
and the Negative-First algorithm in the other. This combination of the turn model is deadlock-
free and have been shown to demonstrate better performance than the other routing algorithms 
for 2-D meshes [32]. The PFNF algorithm provides routing paths with no routing restriction 
to (+X. +Y) and (—X. —Y) directions in both virtual networks. This routing property is well 
suited to the TPM approach. It reduces the number of messages and the number of additional 
nodes required for the multicast operations. 
To utilize the adaptivity provided by the PFNF algorithm, during the first phase, the 
multicast message is sent to {IxAy) or (ux, Uy) corner of the multicast zone based on the 
relative distance from the source node. The main path is selected such that it covers the 
maximum number of multicast destinations while traveling to the farthest corner node {{IxJy) 
or {ui. uy)), called multicast corner. The XY conform paths are used if the Y dimension of 
t h e  m u l t i c a s t  z o n e  i s  l a r g e r  t h a n  t h e  X  d i m e n s i o n  o f  t h e  m u l t i c a s t  z o n e .  S i m i l a r l y ,  t h e  Y X  
conform paths are used if the X dimension of the multicast zone is larger than the Y dimension 
of the multicast zone. As shown in the example in Figure 4.13(a), the source nodes that reside 
in the upper tridiagonal area send a message to the lower left corner of the multicast zone and 
vice-versa. 
We propose a greedy algorithm to group the multicast destinations based on the adaptive 
paths. The greedy scheme searches for the multicast destinations using the shortest paths from 
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the multicast corner to the opposite corner. An example of the multicast path is shown in 
Figure 4.13 (b). The second phase multicast paths are first formed based on the minimal path 
using the greedy scheme. The main path is then traced through the starting nodes of these 
second phase paths. Note that some new starting nodes in the second phase paths need to be 
added to conform to the minimal path. If the number of multicast destinations is equal to the 
number of nodes in the multicast zone, the multicast path is the same aij the dimension-order 
TPM. 
Using the PFNF-TPM scheme, the performance is enhanced by two ways. First, we exploit 
the adaptivity in sending multicast messages. Second, we can utilize the common multicast 
paths that can cover maximum number of destination. Using adaptive routing, the multicast 
paths can cover the multicast destinations that conform to the adaptive path. If the underlying 
routing algorithm restricts some messages to the deterministic paths, the multicast paths are 
also restricted to those paths as in the case of dimension order or 3P routing algorithms. As 
m e n t i o n e d  e a r l i e r ,  t h e  P F N F  a l g o r i t h m  h a v e  n o  r e s t r i c t i o n  i n  t h e  ( + . V , - l - V )  a n d  { — X , — Y )  
directions. We can create the multicast paths based on any minimal routing paths in these 
directions. The number of messages in multicast operations is reduced for sparse distribution 
of destinations since the destinations which are not in the x — y path can be group together in 
the PFNF-TPM algorithm. For dense distribution of destinations, the PFNF-TPM will have 
similar performance to that of the dimension order TPM. 
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Figure 4.13 (a) PFNF multicast zone (b) greedy algorithm for the multi­
cast destination grouping. 
4.5 Performance Evaluation 
To investigate the performance of the TPM routing algorithm, the simulator was cus­
tomized to support multicasting wormhole routed mesh networks using the CSIM event driven 
simulation platform [109|. The simulation environment and the performance results of the 
deterministic as well as adaptive TPM routing schemes are described in this section. 
4.5.1 Simulation Model 
simulation model was developed for a 16 x 16 mesh. Fixed size packets of 20 flits per 
packet was cissumed. To improve the traffic flow, we have considered two virtual channels 
per physical channel with one flit buffer per virtual channel. The time required to transfer 
one flit from a node to its neighbor is assumed to be equal to 30ns which is mapped to one 
time unit of the simulator. The start-up latency is set to 1/xs (33 time units). In multicast 
operations, multiple messages can be generated in the same communication phase. To model 
such situations, the succeeding message stcirt-up time is set to 240ns (8 time units) because 
the generation of succeeding messages takes less time than the generation of the first message. 
If a multicast algorithm requires absorb and retransmit operation, additional start-up latency 
is used to capture the retransmission overhead for fair comparison. 
Some nmlticast operations require header processing at the intermediate nodes where an 
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additional overhead needs to be taken into account. The routing decision usually takes 1.5 to 2 
times the time required for transferring the data flit [56]. Using this data, the routing decision 
is assumed to take 60ns (2 time units) without the header modification. None of the earlier 
reported works have considered the overhead associated with header modification in multicast 
communications. We assumed 90ns (3 time units) routing delay for the routing decision and 
header modification. 
For our experiments, the source node is randomly chosen for each operation. The multicast 
destinations are assumed to be uniformly distributed over the network. We have considered 
multicast latency, average additional trafiBc [110], average number of hops, and average maxi­
mum number of hops as multicast performance metrics. The multicast latency is defined as the 
time between the initiation of multicast operation and the time when the tail of the multicast 
message reaches all the destinations. The additional traffic reflects the amount of network 
resources that are used to complete the multicast operation. A physical channel occupied for 
one time unit is counted as one traffic unit. The average number of hops is defined as the 
mean value of the number of hops required to reach the destinations. The average number of 
hops will reflect the length of paths used by the multicast messages. Similarly, the maximum 
number of hops is defined as the average value of the maximum number of hops in each multi­
cast communication. The maximum hop distance could have a large impact on the multicast 
latency as the last destination may be the one that may incur the largest number of hops. 
4.5.2 Performance under Contention-Free Communication 
We first present the performance results under the contention-free condition to show the 
effectiveness of the proposed TPM algorithm for reducing the multicast latency through a 
reduction of the start-up phases. The average performance metrics are calculated from 1000 
multicast operations. The number of destinations is varied from 20 to 250 nodes. The perfor­
mance of the proposed TPM algorithm is compared with the dualpath [95], column-path [96]. 
and unicast-based multicast algorithms. In the unicast-based multicast algorithm, the source 
node sends one message to each destination in the multicast destination set. This algorithm 
represents an implementation without any additional hardware or software requirements. 
4.5.2.1 Performance Results of the Deterministic TPM Algorithm 
We obtained simulation results for both one-port and all-port models. In an one-port 
model, there is only one consumption channel and only one injection channel. Since the 
simulations were run in a contention-free environment, there is no deadlock problem. Figure 
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4.14(a} shows the multicast latency versus the number of destinations. The TPM algorithm 
has the lowest latency and is neeirly constant with the increase in the number of destinations. 
The multicast latency using dualpath algorithm increases when the number of destinations 
increase from 20 to 100 and thereafter flattens out. The column-path and the unicast based 
multicast perform poorly because they involve more number of communication phases when 
the number of destinations increase. 
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Figure 4.14 Performance comparison of multicast algorithms for an 
one-port model (a) communication latency, (b) additional traf­
fic. 
The results of additional traffic with respect to the number of destinations are shown in 
Figure 4.14 (b). The TPM algorithm requires a little less network resources than the dualpath 
algorithm. More network resources are required to complete the same multicast operation 
using unicast operations or the column-path algorithms. The difference is attributed to the 
fact that, with the same number of destinations, the dualpath and TPM send the multicast 
messages in paths that cover more number of destinations. 
Figure 4.15 (a) shows the average number of hops versus the number of destinations. The 
column-path and unicast-based multicast algorithms have the smallest average number of hops 
since the algorithms follow the minimal deterministic paths. The TPM algorithm requires 
approximately 10 extra hops compared to the minimal paths. However, the number of hops 
for the TPM algorithm is constant as the number of destinations increase. For dualpath, the 
number of hops increases with the number of destinations. 
In an all-port model, the number of consumption channels and the number of injection 
channels are equal to the total number of virtual channels in the router. The performance 
72 
Aw^rsg* nuT««r ol hops v«nus dutnaDon Av«rag« mawnwn ntsnoar of hops versus d*stnadon 
180 
160 
* 140 3 
I 120 
100 
? 60 
40 
100 ISO 200 250 ISO 100 200 250   Nufn6«r o( dsstnaixm  Munt>«r of dsstmatnns 
(a) (b) 
Figure 4.15 Performance comparison of multicast algorithm for an 
one-port model (a) average number of hops, (b) average max­
imum number of hops. 
comparisons for an all-port model are shown in Figure 4.16. The trends are observed to be 
the same as that of the one-port model. However, the performance of the column path and 
unicast-based multicast performance are improved due to more number of messages being 
sent concurrently. The column-path algorithm performs as good as the dualpath algorithm. 
These results also show that the number of injection channels have a strong impact on the 
performance for the class of multicast algorithms that generate several messages at the same 
time. 
4.5.2.2 Performance Results of Adaptive TPM Algorithms 
The performance results of adaptive TPM algorithms in a contention-free environment is 
shown in Figure 4.17. Figure 4.17(a) displays the multicast latency comparison of the PFNF 
and 3P based adaptive TPM schemes to that of the deterministic XY-TPM scheme. It is 
observed that the 3P and the XY bcised TPM algorithms incurs lower latency compared to 
the PFNF-TPM algorithm in a contention-free case. Figure 4.17(b) shows the comparison of 
the additional traffic for the same algorithms as that of Figure 4.17(a). The additional traffic 
generated by using the PFNF-TPM schemes is lower than that of the XY-TPM or the 3P-TPM 
schemes. The PFNF-TPM uses the adaptivity provided by the base routing algorithm to cover 
more multicast destinations. Therefore the amount of additional traffic is less than all other 
algorithms. However, as the number of destinations increases, the difference is diminished. 
Higher traffic may increase the average message latency in a network environment when the 
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Figiire 4.16 Performance comparison of multicast algorithms for an all-port 
model (a) communication latency, (b) additional traffic. 
effect of contention is factored in. In fact, this speculation is validated in the next subsection. 
4.5.3 Performance of Unicast and Multicast Traffic with Contention 
In real applications, the multicast message might compete for network resources with the 
unicast messages or other multicast messages in the network. To examine the performance of 
the TPM algorithms in such situations, we have simulated the multicast traffic together with 
the unicast traflRc. We consider 90 percent unicast messages and 10 percent multicast messages. 
The destinations are assumed to be uniformly distributed. The average number of destinations 
(D) in the multicast operation is set to 32 with a standard deviation of 15. The minimum 
and maximum number of destinations is 2 and 250. respectively. As described in [108], the 
unicast inter-arrival time for each node is equal to g where N is the number of nodes in the 
system and X is the system throughput. The multicast inter-arrival time is defined as (^vxo^u • 
Our model assumed one injection channel and eight consumption channels implemented in 
the router. The results are computed by averaging the measures after the delivery of 140.000 
messages. The performance measures of the first 40.000 messages are ignored to avoid the 
transient effects. 
The performance results under mixed traffic (unicast and multicast) are given in Figure 
4.18. The unicast communication latency are shown in Figure 4.18 (a). Among all algorithms, 
the TPM algorithms demonstrate the best performance followed by the column-path, unicast-
based multicast, and dualpath algorithms, respectively. The multicast latency curves are shown 
in Figure 4.18 (b). The TPM scheme with XY, 3P, and PFNF algorithms exhibits low latency. 
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Figure 4.17 The effect of adaptivity for an all-port model (a) multicast 
latency, (b) additional TrafBc. 
The dualpath algorithm performs well in the low throughput but the latency increases rapidly 
in higher throughput. The communication latency increase slowly for column-path but it is 
severely degraded by the start-up latency and queuing delay at the source node. 
We have simulated the TPM algorithm under three base routing algorithms, XY dimension 
order. 3P. and PFNF. The latency curves shown in Figure 4.19 indicate that the adaptivity 
does improve the performance for both unicast and multicast messages. Note that the number 
of multicast messages spawned for each multicast operation is the same for both XY and 3P 
routing algorithms. With less restrictions in PFNF adaptive routing algorithm, the destination 
grouping can be designed such that less number of multidestination messages are spawned. 
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5 MULTICASTING IN MULTISTAGE INTERCONNECTION 
NETWORKS 
Most of the contemporary parallel systems are designed to efficiently support unicast com­
munication. These systems support multicast communication by sending one unicast message 
to each of the multicast destinations. A detailed treatment of the performance of wormhole 
switching in MINs can be found in [49]. Efficient software multicast algorithms have been 
proposed for bidirectional [86] and unidirectional MINs [87]. These algorithms rely only on the 
underlying unicast communication and do not need any hardware modification. The source 
node sends unicast messages to one multicast destination in the first phase. A divide and 
conquer strategy is used to improve the communication latency. In subsequent phases, some 
destinations are assigned to act like source nodes in addition to the original source node to send 
messages to destinations that are yet to be reached according to a predefined multicast tree 
structure. The number of communication phases required in binomial software multicasting 
schemes for d destinations is [logoCrf + 1)]. Each phase incurs a startup latency which is a 
major proportion of the total communication latency. 
In [92], a multinomial tree structure for the source and the destinations for multicasting 
is proposed. The proportions of startup latency, network latency and reception latency that 
comprises the communication latency is different from system to system. The multinomial mul­
ticasting steps are tuned based on the communication network parameters to further optimize 
the communication latency. However, the software-based approaches have a higher latency as 
they involve several communication start-up phases and do not exploit the concept of sending 
the message conciu-rently to cover as many destinations as possible. To further improve multi­
casting performance, the multicast operations need to be supported at the lower level [29, 30]. 
The lower level multicast supports can be implemented as additional functions in network 
interface units and/or dedicated hardware in the switching elements. Hardware multicasting 
allows sharing of network resources to cover multiple destinations which reduces both network 
traffic and the number of communication phases. Hardware-based multicasting algorithms can 
be classified as path-based or tree-based. In the path-based approach, improvement in perfor­
mance is exploited from the destinations that can share a common path. Several path-based 
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multicasting algorithms have been proposed for the direct networks [34, 41, 95. 96]. Most of 
these works focus on designing deadlock-free multicast algorithms for strict wormhole switch­
ing'. The path-based approach is not convenient for MINs because the messages pass through 
intermediate switches that are not connected to any processing node. Hence, the path-based 
multicasting scheme in MINs does not reduce the amount of traffic injected into the network 
and has only small differences to to the scenario of sending one message to each destination, 
without interfering with the processors. Also, it has been shown in [98] that the path-based 
multicasting approach is not only inefficient but also can create deadlocks in MINs. 
MINs inherit the tree topologj' which can be effectively exploited to support multiccist 
communication. Unfortunately, the tree branching operations create additional resoiurce de­
pendencies that make the wormhole networks more susceptible to deadlock configurations. In 
tree-based multicasting, a multihead message is sent out of the switch and the multiple head­
ers are forwarded either synchronously or asynchronously. The tree-based multicasting scheme 
proposed by Chiang and Ni [98] requires the multicast headers in different branches to be 
forwarded synchronously from one stage to the next (called synchronous worm). Synchronous 
movement is required to prevent deadlocks. Priority schemes are required to prevent deadlock 
and starvation at the switches. To synchronize all multicast branches, a feedback mechanism 
that traverses the whole multicast tree is required. The synchronous multicasting method 
not only requires a considerable amount of hardware modifications but also suffers from the 
synchronization overhead in terms of additional latency. 
Another approach of tree-based multicasting is the asynchronous replication scheme. In 
asynchronous tree-based multicasting, the asynchronous worm allows multiple headers to be 
forwarded independent of each other. This approach matches well with the real implenieutatioa 
of switching elements. If a branch of multicast message is blocked, the other branches can be 
forwaxded asynchronously by introducing bubbles in their paths. The asynchronous worm 
is preferred over the synchronous worm because of its ease of implementation. However, it is 
more prone to deadlocks. As observed in [98], deadlock prevention in asynchronous multicasting 
approaches is very difficult while using wormhole routing without large buffers at each of the 
switching elements [98]. An approach to implement the asynchronous multicasting through the 
use of large buffers at each switch to prevent deadlocks is reported in [99, 100]. In this work, we 
propose an efficient and simple deadlock prevention technique for asynchronous multicasting 
MIN systems. The methods for calculating the size of buffer required to prevent deadlocks in 
bidirectional MINs are reported in [100]. 
The multicast message header for an arbitrary destination set needs to contain a lot of 
'Strict wormhole switching allows only a small amount of buffer space at the input ports. 
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information for selecting the multicast paths. This factor can not only increase the message 
length but also can make the header decoding and routing complex which, in turn, degrades 
the switch performance. To minimize routing operations at the intermediate switches, the 
multiport encoding scheme [101] uses the same routing tag for different multicast branches at 
the same stage. This method allows limited tree operations to a set of destinations. Thus, 
completion of multicast operation may require several communication phases depending on 
the location and spread of the destinations. As in the case of software multicasting technique, 
multiple communication phases can increase the communication latency. To prevent deadlocks, 
the multiport encoding scheme requires buffers at the switches corresponding to the maximum 
packet size at each input port to break the branch dependencies. 
We first investigate the deadlock problems associated with the tree-based multicasting in 
MINs. The deadlock configurations in the tree-based multicast in MINs are analyzed. A 
switch grouping technique is developed to analyze the behavior of the deadlocks. Based on the 
study, an asynchronous tree-based multicasting (ATBM) scheme is proposed for multicasting 
in MINs using wormhole switching technique. To prevent deadlocks, the switches are grouped 
using a grouping algorithm, and multiple tree operations are serialized within the groups. The 
delay incurred due to the serialization is overcomed due to the reduction in overall network 
latency using the proposed scheme. The serialized deadlock prevention is simpler than the 
synchronous replication approach [98). The hardware modifications required for the proposed 
ATBM scheme is associated with the coordination of the switches in the same group. We have 
discussed the implementation of the ATBM algorithm for both unidirectional and bidirectional 
MINs. 
The proposed scheme is different from the previously proposed asyncliroaous schemes [101] 
in the sense that the multicast communications can be completed in a single start-up phase and 
only small buffers are required at each of the switches. The performance evaluation is carried 
out through simulation experiments. The results show that our approach performs signifi­
cantly better than the software multicasting schemes while incurring low hardware overheads 
compared to the previously proposed multicasting schemes. 
This chapter is organized as follows. Section 5.1, presents the system model for the worm-
hole routed MINs. The deadlock problems in MINs and the switch grouping algorithm are 
explained in Section 5.2. The proposed ATBM algorithms are presented in Section 5.3. The 
simulation results are given in Sections 5.4. 
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5.1 Preliminaries 
Switching elements are the main components of a MIN. Switch architecture in Figure 2.5 is 
shown again in Figure 5.1. The switch comprises of a set of input channels with the cissociated 
buffer(s), a crossbar interconnection, a central buffer space, and a set of output channels. 
There are a few alternatives for the location of buffers in the switch. If the buffer size is small 
compared to the average message size, the performance difference because of the location of 
buffers is not significant. Upon reception of the header, the control circuit examines the routing 
information and performs the routing operations accordingly. If the next buffer is empty, the 
header is forwarded to the next stage. The data flits follow the same path. After the tail flit 
is forwarded, the buffer is released. In this work, UNI-MIN and BI-MIN are used as a basis of 
our discussion. 
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Figure 5.1 Switch architecture. 
A broad class of unidirectional MINs that belongs to the family of Delta networks has a self 
routing property by which the routing path is decided on the basis of the destination address 
tag. Baseline and butterfly topologies belong to this class. Figure 5.2 (a) shows examples of 
destination-tag routing from [0010] (51) to [1010] (Dl), and [1100] (52) to [1000] (D2) for the 
unidirectional baseline network. The next output port is decided on the basis of the destination 
bit corresponding to the current stage. 
The routing algorithm for the unicast messages in butterfly BI-MIN uses the turnaround 
routing [49]. The stage T at which the message turns around is first calculated using the least 
common ancestor of the source and destination addresses ([^n-i • - • •si-so] and [t/n-i • • • f^it'o])-
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The turnaround stage T is defined as the first bit position where the Si and di are different 
from the left hand side. The routing operation is divided into two phases. In the first phase, a 
message is routed freely to the stage T. After reaching stage T. the message turns around and 
is routed to the destination using the destination address. Figure 5.2 (b) shows two examples 
of turnaround routing from [0010] (51) to [1010] {Dl), and [1100] (5'2) to [1000] {D2). From 
51 to £)1. the least common ancestor of the source and destination addresses is equal to 3. The 
message is forwarded to stage 3 and then turns back to reach its destination. Similarly, the 
message turns around at stage 2 for the communication between 52 and D2. Since the unicast 
messages request for the network resources acyclically, the turnaround routing is deadlock-free. 
To support tree-based multicast operations, a replication mechanism is implemented. The 
incoming flit is replicated and forwarded to multiple output ports in the branching operation. 
A flit can be copied to multiple output ports in parallel or in sequence. The switch architec­
tures that support tree operations have been studied in [111]. Multiple destinations can be 
accomplished by performing the tree operations at the appropriate switches. Multiple headers 
created from the tree operation can be forwarded synchronously (synchronous worm) or asyn­
chronously (asynchronous worm) [98]. All headers in the multicast operation are advanced 
concurrently at the same stage in a synchronous worm. If one header is blocked, all headers 
in the other branches are stalled. In contrast, the cisynchronous worm allows all headers to 
be forwarded independently to the nodes of the multicast destination set. If one branch is 
blocked, the back-pressure stops the message flow at the switch that performs the replication 
and branch operation. Since the movement of the message stops at the tree stem, bubbles 
(holes) are introduced in the branches in which the headers keep moving toward their destina­
tions. The asyuchronuus approach may cuusuiue mure network resources due tu the bubbles. 
However, the asynchronous approach is easier to implement compared to the synclironous ap­
proach because the synchronous worm requires feedback mechanism that traverses the entire 
multicast tree. 
Figure 5.3 shows possible tree operations in MINs. The switch broadcast operation for 
UNI-MINs is shown in Figure 5.3 (a). The degree of tree operations ranges from 2 to b. In 
BI-MINs, the message routing operations involve three steps: routing freely to the turnaround 
stage, turning around, and routing toward destination. The basic routing operations in BI-
MINs consist of forward and turnaround operations. The tree operation can be performed in 
the forward phase as shown in Figure 5.3 (b), or in the backward phase as shown in Figure 
5.3 (c). Turnaround to multiple ports is also considered as tree operations. Figure 5.3 (d) 
shows the tree turnaround with forwarding, and Figure 5.3 (e) shows tree turnaround without 
forwarding. 
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Figure 5.2 Routing in MINs (a) unidirectional unicast routing (b) bidirec­
tional unicast turnaround routing. 
The tree operations are carried out as necessary at the appropriate switches. The tree-based 
multicasting in UNI-MINs is straightforward since it involves transmission only in one direction. 
The tree-based multicasting mechanism in BI-MINs can be classified based on the turnaround 
points [100]. Figure 5.4 (a) shows the tree-based multicast operation from the source (S) to a set 
of destinations (D) where multiple turnaround points are involved. The multiple turnaround 
approach uses the turnaround with forwarding to complete the multicast operation. Another 
method of implementation of the tree-based multicasting is shown in Figure 5.4 (b). In this 
case, a multicast message is routed to the turnaround stage and performs the tree operations in 
the last step of the forward routing operation. In other words, only one turnaround is allowed 
and tree operations are allowed only after the turnaround. This approach requires only the 
backward tree operations and the tree turnaround without forwarding. The amount of traffic 
used in the multiple turnaround scheme is lower than the single turnaround scheme. The 
impacts of these approaches on the deadlock prevention are discussed later in this chapter. 
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Figure 5.3 Multicast tree operations in MIN switches. 
5.1.1 Message Format and Routing Tag 
Implementation of a routing algorithm requires the messages to be formated in a specific 
manner. The system should support several classes of communication operations including 
unicast and multicast. These classes are distinguished by the message type field. For unicast 
messages, the switching elements can utilize the destination address to determine the next 
output port. The routing information in this case is the destination address for UNI-MINs and 
turnaround stage and the destination address for BI-MINs which directly translates to one of 
the output ports of the switch. 
The routers at the switches require additional routing information to perform arbitrary 
tree-based multicast operations. Several multicast header encoding techniques are presented 
in [94]. A simple encoding scheme is the all-destinations encoding. All multicast destination 
addresses are encapsulated in the multicast header. The message preparation and the start-up 
phases are simple. When the header is received, the control unit decodes it and supplies a set of 
output ports to the current switch. The message header has to contain all multicast destination 
addresses which can be very long for the large systems. Therefore, the complexity of decoding 
activities can degrade the system performance. Another extreme of the encoding technique is 
tag routing. The set of output ports to be used at each switch is encoded in the tag routing 
scheme. The routing decision is made at the source node. The routing decision at the switch 
is simple: an incoming message is forwarded to the specified output port(s). However, the tag 
routing is not convenient for arbitrary multicasting since the number of switches involved may 
be excessively large. The message header processing could be overly complex. 
A hierarchical routing tag encoding can also be used to reduce the decoding complexity. In 
tree-based multicasting, the switch has to support an operation that replicates and forwards 
the flits to the different output ports concurrently. The switch uses the routing tag to specify 
the next output ports for the message. To support multicast, the routing tag is represented by 
6 bits for a 6 x 6 switch. Figure 5.5 (a) shows a broadcast tree for a MIN that uses 2x2 switches. 
The format of the routing tag associated with the switches is shown in Figiure 5.5 (b). The 
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Figure 5.4 Multicasting in BI-MINs (a) multiple turnaround multicast (b) 
single turnaround multicast. 
switch needs to determine the position of its routing information in the header. This position 
can be easily derived from the switch address. The fixed format of the routing tag reduces 
the overheads at the intermediate switches. A stripping mechanism can also be employed such 
that the routing tag for the current stage is discarded before forwarding the message to the 
next stage. In the worst case, the number of routing tags required at the s"* stage is equal to 
6®, for a 6 X 6 switch. The broadcast operation involves switches at the 6"^ stage. 
We have adopted the bit string encoding scheme in which the routing information are 
represented by N bits, where N is equal to the number of nodes in the system. The bits 
corresponding to destinations that belong to the multicast group are set to one otherwise they 
are set to zero. For example, if the multicast destinations of an 8 nodes system are {0.2,5,7}, 
the bit string for the multicast message is represented as {10100101}. The bit string decoder 
can be supported in form of a routing table. The routing table will consist of b entries with each 
entry having N bits. A bit in the z"' entry is set to "1" on the basis of the destinations that 
can be reached using the i"* output port. The routing decision can be made by performing an 
AND operation between the bit string in the header and the routing table. The output port 
i will be used if the result of the AND operation is one. The routing table can be set during 
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Figure 5.5 Hierarchical multicast routing tags. 
the system initialization process. The bit string encoding scheme is suitable for supporting 
the multicast operation in medium sized systems {N < 512). The bit string encoding is also 
adopted for the tree-based multicasting schemes proposed in [100]. 
5.2 Deadlocks in Tree-Based Multicasting 
In wormhole switching networks, the tree operations create additional channel/buffer de­
pendencies that can form a deadlock cycle. Although tree-based multicasting is a generic 
approach to distribute information in the network, deadlock is a major problem associated 
with it. The unicast routing scheme in MINs forwards the unicast message to follow the short­
est path from the source to the destination. The requests for the network resources are in one 
direction. Therefore, no deadlock cycle can be formed. However, the unicast message can be 
a part of the deadlock configuration. The cause of deadlock in tree-based multicasting is the 
multiple tree operations. In this section, a detailed treatment of deadlock issues in tree-based 
multicasting is presented. 
5.2.1 Deadlock Configurations 
The simplest form of deadlock configuration in tree-based multicasting is the single switch 
deadlock where the deadlock cycle involves messages at the same switch. Figure 5.6 (a) shows 
an example of the single switch deadlock configuration. Messages A and B arrive at the input 
ports of the switch 1. Both messages perform multicast tree operations at switch 1 at stage i. 
The branches request the same two buffers at switches 2 and 3 at stage i 4- 1. If each branch 
gains an access to one buffer and requests another, a deadlock cycle is formed. If the switch 1 
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is in the last stage, similar deadlock cycle involving consumption channels is formed. Figure 
5.6 (b) shows this deadlock configuration. 
Another form of deadlock is created from the tree operations of the multicast messages at 
different switches. We term this type of configuration as multi-switch deadlock. An example of 
this type of deadlock is shown in Figure 5.6 (c). The tree operation of message A is carried out 
at switch 1. At a later stage, message A occupies the upper port of switch 2 and requests the 
lower port of the switch 4. At the same time, message B is replicated and forwarded to both 
the ports at the switch 3. Message B occupies the lower port of switch 4 and requests the upper 
port of the switch 2. Since both messages cannot proceed further due to the request-and-hold 
cycle of the network resources, a deadlock occinrs. The single switch and multi-switch types of 
deadlock configurations are the basis of all deadlocks in MINs. Note that both of the deadlock 
configurations need to be comprised of at least two tree-operations from different multicast 
messages. 
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Figure 5.6 Deadlock configurations (a) single switch deadlock (b) single 
switch deadlock at the last stage (c) multi-switch deadlock. 
To illustrate the general concept behind the formation of deadlock cycles, the abstract 
deadlock configurations are shown in Figure 5.7. In Figure 5.7 (a), two messages perform a 
switch broadcast operation at the stage zero. These two messages request the same buffers 
at stage three. Deadlock occurs when messages acquire common buffers in one branch and 
request the common buffers in the other branch. Figure 5.7 (b) show a possible deadlock 
that involves more than two messages. This condition may be prevalent in the asynchronous 
multicast operations. 
Virtual channels [54] or dilated physical channels can be used to lower the probability 
of the occurrence of deadlock configurations. In Figure 5.8 (a), the virtual channels provide 
alternative paths to the destinations in which the particular deadlock situation is resolved. 
However, if there are other multicast messages at the input buffers of switch 3. a deadlock is still 
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Figure 5.7 Abstraction of multicast deadlocks in a MIN. 
possible. The number of virtual channels required is b' at the stage to provide a deadlock-
free algorithm for UNI-MINs. This is essentially equivalent to an iV-dilated MIN. Similarly, the 
consumption channel deadlock problem can be solved using multiple consumption channels, 
as shown in Figxu-e 5.8 (b). To implement multiple consumption channels, the switches at the 
last stage must have the capability to process more than one incoming message concurrently. 
In direct networks, it is not uncommon to have more than one consumption channel since the 
router switch is closely coupled with the processor. To provide multiple consumption channels 
in MIN systems, special switches are needed at the last stage. If the number of consumption 
channels is equal to the number of input ports, the messages that arrive the last stage will 
eventually be consumed. The consumption channels can be either virtual consumption channels 
or physical consumption channels [112]. 
5.2.2 Switch Grouping 
Deadlocks in MINs occur due to multiple tree operations of the multicast messages. How­
ever, not all combination of tree operations can lead to a deadlock cycle due to the partitionable 
structure of the MINs. For example, multiple tree operations at different switches (with one 
tree operation per switch) at the last stage are mutually exclusive. The branches created at 
these switches will not block each other since they all are eventually consumed by the des­
tination nodes. Similarly, at the network level, we can partition the buffers and channels of 
a baseline UNI-MIN using 2x2 switches into two separate sets, as shown in Figure 5.9 (a). 
These two separate sets have no buffers or channels in common. Similarly, the 16 nodes with 
4x4 switches can be partitioned in to four separate sets of buffers and channels as shown 
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Figure 5.8 Deadlock avoidance (a) using virtual channels (b) using multiple 
consumption channels. 
in Figure 5.9 (b). A message using buffers within a partition of the network will not request 
the buffers of any other partition in the network. Partitioning of the MIN on the basis of its 
topology is examined in detail in the literature [6, 113]. After partitioning the MIN, we need 
to group the switches of the partitions at each stage. The grouping is done in such a way that 
the tree operations within a group do not interact with the tree operations of any other group. 
Because of the special structure of baseline UNI-MINs, the grouping can be determined using 
following equations. The number of switches in the group Ngj at stage (j G [0,1..... n — 2]) for 
the single consumption channel model is given by, Ngj •= and for the b consumption 
channels model. N g j  = Far the baseline networks, the switch { i . j )  belongs to group 
{ k . j ) ,  i.e., the switch belong to group k  at stage j .  The group label ( k . j )  can be calculated 
using the equation, k = 
For other switch-based networks, the algorithm shown in Figure 5.10 can be used to par­
tition switches into groups. The switches that have possible permutations to access common 
buffers/switches at a later stage are grouped together. The algorithm can be applied di­
rectly to unidirectional MINs. For BI-MINs. a simple network transformation is needed. The 
switches (i.j) in a BI-MIN are redefined as (i.j.k) where k is the new stage label. The value 
k is equal to j and 2n — (j -I-1) for forward communication links and backward communication 
links, respectively. The BI-MIN network is partitioned into two sets based on the direction of 
the communication links-forward and backward networks [100}. With the reconfiguration, the 
BI-MIN can be considered as two concatenated unidirectional MINs as shown in Figinre 5.11. 
The unidirectional MIN that sends the messages away from the source node is denoted as the 
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Figure 5.9 Partitioning of the baseUne networks (a) 8 nodes using 2x2 
switch (b) 16 nodes using 4x4 switch. 
forward network and the unidirectional MIN that sends the messages back to the destination 
nodes is denoted as the backward network. The turnaround routing operation forms the con­
nections between the forward and backward networks. Note that, in some cases, the messages 
can tiurn around at the early stages. 
The grouping algorithm, shown in Figure 5.10. assigns a group tag to each and every switch 
in the network. The group tag is a set of row numbers. First, the group tag of switches that are 
connected to the input ports of the processing nodes are assigned to their own row numbers. 
These group tags are propagated back along the communication links to the previous stage. 
The group tags of the previous stages are marked as the union of the group tags propagated 
back from the output ports. This process is recursively carried out until the O"' stage of the 
forward network is reached. The switches that have the same group tag are considered to 
be in the same group. An example of the switch grouping is shown in Figure 5.11. Each 
switch at stage 5 of the backward network constitutes a group. The switches (0,1,3) and 
(1,1.3) have the same group tag and are considered to be in the same group. All switches in 
the forward network and the stage 3 of backward networks belong to the same group. This 
grouping algorithm can be applied to all of the MIN topologies. 
If the tree operations are performed by multiple multicast messages in the same switch 
group, there is a possibility that a deadlock configuration could be formed. This is because, 
the switches in the same group can request the same set of buffers at a later stage. The 
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Figure 5.10 Switch grouping algorithm. 
tree operations from multiple mulitcast messages that initiate from different groups will never 
create any deadlock configuration. 
A node can receive only one message or multiple messages at the same time. The number 
of the messages that the nodes can receive is usually dependent on the number of consumption 
channels. If the last stage switches and the processing nodes have the capability to transfer 
6 messages concurrently, all the incoming messages at the last stage will be consumed by the 
processing nodes without contention. Multiple consumption channels not only increase the 
throughput but also eliminate the deadlock due to consumption channels dependencies (in 
Figure 5.6 (b)). 
The switch grouping technique for the systems with 6 consumption channels is sligthly 
different from the algorithm in Figure 5.10. The grouping process starts from the stage (n —2). 
The switches at the last stage do not need to be grouped since they cannot be invloved in a 
deadlock configuration. The dashed line in Figiure 5.12 shows an example of switch grouping 
at each stage of the baseline network. The grouping example for the single consumption 
channel model is shown in Figure 5.12 (a) for 64 nodes using 4x4 switches. The dashed 
lines in Figure 5.12 represent the switches in the same group at each stage of the baseline 
UNI-MIN. For the single consumption channel model, the switches at the first stage (stage 
zero) belong to the same group. Notice that the number of switches in a group decreases as 
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Figure 5.11 Paxtitioning of BI-MIN into forward and backward networks. 
the number of stages increases. Figure 5.12 (b) shows the grouping for b consumption channels 
model. It is important to note that the number of switches in the group at each stage for b 
consumption channels model is significantly less than the single consumption therefore it allow 
more concurrent tree operations. All MIN systems proposed so far support the consumption 
of a single message in a cycle. However, we have analyzed and evaluated the cases for both 
single and multiple consumption channels. 
5.2.3 Deadlock Prevention Techniques 
In the tree-based multicasting approach, the tree operations created by multiple multicast 
messages are the primary causes of the deadlock configurations. Deadlocks can be prevented 
either through the use of additional network resources or by controlling the routing behavior. 
Additional buffer space or additional physical/virtual channels can be used to prevent dead­
locks. Several tree-based multicast algorithms [24, 99, 100, 101] use additional buffer space for 
deadlock prevention. In [100, 101], when the multicast tree operation is performed, the branch 
message is forwarded only when there is enough buffer space to store the entire message at the 
next switch. The buffer dependencies from the tree operations are therefore eliminated at the 
buffer. The maximum packet size in these systems is thus limited. Packetization at the source 
and reassembly at the destinations are required if the actual message is larger than the limited 
packet size. 
Control of the routing behavior is another approach for deadlock prevention. The sin­
gle switch deadlock can be prevented locally at the switch using some priority schemes [98]. 
Priority-based schemes for tree-based multicasting can be found in [98]. An example of these 
schemes is the upper-port first approach where a message from the upper input port has higher 
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Figure 5.12 Switch grouping of the in a 4 x 4-switches 64 nodes baseline 
network (a) one consumption channel model (b) b consumption 
channel model. 
priority to gain access to the network resources. 
Deadlock freedom and starvation freedom are two major requirements of the priority-based 
schemes. The multi-switch deadlock requires a complicated deadlock prevention mechanism. 
A synchronous worm could prevent the multi-switch deadlock configurations by restricting the 
multiple branches to be forwarded synchronously at the same stage. If one branch is blocked, all 
the other branches cannot be forwarded to the next stage. The synchronous mechanism prevent 
the multi-switches deadlocks created between the consecutive stages. Thus, the single switch 
deadlock can be prevented using the priority machanism and the multi-switch deadlock can be 
eleminated using the synchronous worm. However, in asynchronous routing, it is difficult to 
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control the routing behavior to prevent deadlock configurations. It is more prone to deadlocks 
since the branches are allowed to be forwarded independent of the multicast destinations. We 
have analyzed this problem and have proposed an effective solution. 
5.3 The Proposed Algorithms 
In this section, we propose a deadlock prevention technique for asynchronous tree-based 
multicasting (ATBM) in MINs. We have also discuss the use of this technique for UNI-MINs 
as well as BI-MINs. 
5.3.1 ATBM Framework 
In the previous section, we examined the main causes of deadlocks in MINs. We observed 
that one way of preventing deadlocks in asynchronous MINs is by avoiding the operations that 
have a potential to create deadlock configurations. This simple concept motivates the key idea 
behind the proposed ATBM scheme. 
In the proposed ATBM scheme, the multicast routing information is encoded in the message 
header. The tree-operations are performed at the appropriate switches to distribute the mul­
ticast messages to the destinations. Multiple branches of a multicast message are forwarded 
asynchronously. However, the ATBM scheme imposes certain restrictions. The switches of 
the MIN are grouped first using the grouping algorithm presented in Section 5.2.2. As noted 
earlier, concurrent tree operations within a group could lead to a deadlock configxu-ation. The 
proposed ATBM scheme prevents such occurrences by serializing the tree operations within a 
switch group. Thus the formation of deadlock configurations are prevented. The imposition 
of serialization is temporary and involves only the messages that are branching at the same 
stage within a group. Once the multiccist headers of a message reach their destinations, a 
subsequent tree operation (if blocked in the same group) can be initiated. The time at which 
a message header reaches the destination can be detected at the switch as described next. The 
tree operations of different multicast messages in different groups of switches are allowed to 
proceed without any restrictions. 
The ATBM framework required only a small buffer space that can store the header of a 
multicast message at each input ports. There is no limit on the maximum message size that 
can be multicasted. Multicasting to any number of destinations can be completed in a single 
communication step using one communication start-up time. 
Theorem 5.1: The ATBM algorithm is deadlock free. 
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Proof: Using the grouping technique explained in the previous section, buffer dependencies 
in different groups of switches become mutually exclusive. Therefore, the initiation of tree 
operations in different group of switches will not lead to any deadlock. A deadlock configiuration 
can be created by the multicast messages only when at least two tree operations from different 
multicast messages are performed in the same group of switches. Thus, by the serialization 
technique, deadlock cycles can be prevented and deadlock carmot occur. Q.E.D 
Additional hardware is required in the ATBM scheme for serializing the tree operations 
in the switches of the same group. A control line can be implemented that interconnects 
the switches of a group. To preserve fairness, a hardwired token passing mechanism can be 
employed. The token passing mechanism is a practical approach to solve the mutual exclusion 
problem between switches. The deadlock recovery algorithm DISHA [58] has also adopted a 
similar token passing technique in the deadlock recovery process. The token can be passed from 
one switch to another through the control line in a round-robin fashion within a group. When 
a switch is ready to do a multicast operation, it waits until it gets the token. The switch holds 
the token while multicasting a message and releases it after the headers of message arrives 
at the destinations. Thus, the switch can relinquish the token when the number of Bits that 
have been forwarded to the next stage is more than the sum of the buffer sizes along the path 
of the switches to the destinations. This value is equal to S x (n — j) where B is the buffer 
size at a switch, j is the current stage and n is the total number of stages. The deadlock-free 
property is still held because if all destinations have been reached, the multicast message will 
eventually be consumed by the destinations. As the number of stages in the MINs is usually 
less, the waiting time for the token will be within limits and multiple multicast messages can 
proceed if there are no blocking. This hardware luudificatiou is simpler and faster than the 
feedback mechanism required for synchronous multicasting [98]. The synchronous multicasting 
scheme needs to synchronize all multihead worms, which requires the permutation of the whole 
multicast tree. 
In [58]. the asynchronous token implementation was proposed where the token passing 
time is dramatically reduced. The implementation of the control line and the token passing 
mechanism is just an example method of implementation of the serializations. Other efficient 
techniques can be explored and implemented to facilitate the serialization effectively. 
5.3.2 ATBM for UNI-MINs 
Multicasting operations in a UNI-MIN can be supported ideally by an algorithm that can 
send a multicast message to all the destinations using a single start-up phase. This can be 
achieved by tree operations at the appropriate stages. The bit string encoding scheme discussed 
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UNI-MIN Routing Algorithin(message-header) 
1. If (unicastjnessage) 
Forward a flit to the output port specified in the routing-tag; 
2. If (multicast-message) 
Perform routing function according to the routing table: 
If (routing function returns multiple output ports) 
Wait to obtain the token; 
Hold the token; 
Replicate and forward the header flit to the output ports supplied 
by the routing function; 
Release the token after the header flits arrive at the destination(s); 
else 
Forward the header flit to the output port returned 
by the routing function; 
Figure 5.13 The ATBM routing algorithm for UNI-MIN. 
in Section 5.1 is well suited to for the ATBM scheme. The routing information in the header 
needs only N bits for any multicast operations in an N processors system. A minimum bufifer 
size of N bits per input port is required to store the multicast message header in the ATBM 
scheme. If the flit size is less than N bits, the central buffers can be used to store the header 
processing. If the routing table indicates that a tree operation need to be performed at the 
current switch, the multicast message has to wait to gain access to the token before replicating 
the flits. After obtaining the token, the input port holds the token and proceeds with the tree 
operation by forwarding independent headers to different output ports. If there is another 
multicast message requesting for a tree operation from the same switch group, the requesting 
message is blocked until the other message releases the token. While one branch of a multicast 
message is blocked either waiting for the token or by other messages, the other branches can 
proceed asynchronously. Bubbles are introduced in the branches that proceed asynchronously 
as discussed earlier by Chiang and Ni [98]. The formal description of the algorithm is given in 
Figure 5.13. 
5.3.3 ATBM for BI-MINs 
In BI-MINs, it is possible that there are more than one alternative paths from the source 
to the destination. The unicast message can be adaptively routed to the turnaround stage 
and can use the destination tag routing in the backward network to reach its destination. For 
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multicasting, there are two choices of turnaround operations, single tiurnaround or multiple 
turnaround. Even though multiple turnaround approach uses less network resources in terms 
of the communication links, it is not convenient for the ATBM approach for two reasons. First, 
multiple tree-operations of the same message could be necessary within a switch group. It is 
difficult to identify such a scenario. Since all switches in the forward network will constitute of a 
single group, the serialization overhead is higher. Second, more information regarding multiple 
turnaround stages need to be contained in the header which will lead to a higher overhead. 
These problems do not exist in the single turnaround approach where the switches of a group 
are at the same stage and there is only one turnaround point. For the single turnaround, the 
least common ancestor of the source address and all destination addresses can be computed 
in a similar manner. The multicast turnaround stage T is defined as the first position where 
the Si and di of all multicast destinations are difierent from the left hand side. The multicast 
message is adaptively routed to the stage T and performs tree operations to forward multiple 
messages to all of the multicast destinations. 
A routing table can be used to support the multicast tree operations in the backward 
routing phase. Each multicast destination is represented by a single bit string in the header. 
The output port(s) to which the message needs to be forwarded at the current switch is 
obtained by comparing the encoded destinations and the routing table. This approach enables 
multicasting to arbitrary number of destinations in one communication phase. The routing 
table can be initialized during the system start-up and is static during the system operation. 
The formal ATBM algorithm for BI-MIN is shown in Figure 5.14. The conventional 
tiurnaround routing is performed for the unicast message. The destination tag routing is 
used if the message turns around at current stage or if it is aiready in the backward network. 
Otherwise, the message is forwarded to the first available port in the forward network. The 
multicast message performs similar turnaround routing operations. A multicast message is first 
checked to determine if it needs to be routed in the backward network. The backward output 
port(s) is supplied by the routing function (in bit string encoding scheme). If tree operations 
are performed (multiple output ports), the switch must wait for the token within the switch 
group. After the token is received, the tree operation is initiated. The token is released when 
all the multicast destinations have received the message header. The flit number can be used 
to check this condition. The multicast message is adaptively routed in the forward network 
before the turnaround stage. Only one turn around point is allowed while using this algorithm. 
For the two-sided BI-MIN. both unicast and multicast operations can be completed within 
two communication phases. Each communication phase is for the processing nodes in one side. 
The UNI-MIN routing algorithm can be used for the nodes in opposite side and the BI-MIN 
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BI-MIN Routing Algorithin(message-header) 
1. If (unicastjnessage) 
if (the message is in the backward network) or (current jstage 
= turnaround^tage) 
Forward a flit to the backward output port specified in the routing-tag; 
else 
Forward to the available output port in the forward network; 
2. If (multicast_message) 
if (the message is in the backward network) or (current-stage 
= tumaround^tage) 
Perform routing function according to the routing table: 
If (routing function returns multiple output ports) 
Wait to obtain the token: 
Hold the token; 
Replicate and forward the header flit to the specified backward 
output ports; 
Release the token after the header flits arrive at the destinations: 
else 
Forward the header flit to the specified backward output: 
else 
Forward to the available output port in the forward network: 
Figure 5.14 The .-VTBM routing algorithm for BI-MINs. 
routing algorithm can be used for the nodes in the same side. The same switch grouping 
algorithm can be applied twice starting from each side. 
5.4 Performance Evaluation 
The proposed ATBM algorithm can complete any multicast operation in a single step 
regardless of the distribution or the number of the destination nodes. However, there is still 
an overhead incurred in the waiting time due to the serialization of the tree operations (in case 
of multiple multicast within a group) that adds on to the performance penalty for avoiding 
deadlocks. The overheads of ATBM were investigated using wormhole network simulator. The 
complehensive simulation results are presented in this section. 
5.4.1 Preliminary Performaince Results 
We first evaluate the performance of ATBM scheme for UNI-MIN. The objective of the 
preliminary evaluation is to validate the performance improvement of the ATBM approach, 
therefore simulation environment is set preferable to software-based scheme. We design the 
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experiments to evaluate the performance of the 2x2 and 4x4 switch-based unidirectional 
baseline MINs networks. MINs of 16. 32. 64, and 256 nodes are considered in our study. 
The time to transfer a flit between two switches is set to 20 ns which is close to the param­
eters in the contemporary technology. Each experiment was simulated for 150,000 messages. 
Statistical results of the first 40.000 messages are not included in the result to reduce the 
transient effects of the network. The simulation results stay within a spectrum of 5%. The 
message generation time at each node was assumed to be exponentially distributed. 
We generate a mixture of unicast and multicast traffic. We assumed uniform traffic dis­
tribution where there is an equal probability to send a message from one node to any other 
node. The inter-arrival time of unicast and multicast messages is assumed to be exponentially 
distributed. The average number of multicast destination scales up with the number of nodes 
in the system and we have cissumed it to be ^ with a standcurd deviation of where N is 
the number of nodes in the system. To compare the performance in different network sizes, we 
have used the normalized network load to determine the inter-arrival time at each node. The 
network load, denoted by Tr, is defined as the ratio of the average network load generated by 
the processing nodes in the system to the total buffer resources available in the network. The 
inter-arrival times for unicast [Tarru) and multicast messages {Tarrm) can be obtained using 
the equations. 
B ^ x N  
(Bj xTr X (1.0-Mp))" 
_ Bm X Mc X N 
{Bt xTrX Mp) • 
where Bm is the amount of buffer-time required by a message. Buffer-time is defined as the 
total duration for which a message occupies buffer space in the network. Mp denotes the ratio 
of multicast messages generated to the unicast messages generated. Mc denotes the average 
number of destinations per multicast operation. Bt is the total buffer space in the network 
which is equal to the product of buffers at all input ports and the number of switches. 
The ATBM algorithm that allows the switches to release the token when all multicast 
destinations receive the multicast headers is simulated. Multiple tree operation requests within 
the same group are processed in a round-robin fashion. A delay of 40 nanosecond is added 
when the tree operation is performed (not including the waiting time). The multicast header 
is assumed to fit in one flit using bit string encoding scheme. Each input port is associated 
with one flit buffer. The size of unicast and multicast messages are fixed to 128 flits and 64 
flits, respectively. 
We compare the ATBM scheme with the CMIN algorithm [87] to show the performance 
improvement from supporting the multicast at the hardware level. The CMIN algorithm is 
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the binomial unicast-based multicast algorithm which requires [log2(£/ + 1)1 to complete the 
multicast operation to d destinations. The multicast tree structure is constructed such that the 
blocking is minimized. The purpose of our study is to investigate the effect ATBM scheme on 
network latency. Therefore, the communication start-up time is not included in the multicast 
latency. If we include the communication start-up time, the performance of the software 
multicast will be degraded severely . 
There are two other previously proposed hardware multicast schemes for MIN, synchronous 
multicast [98] and multiport encoding schemes [101]. The results of these two schemes are not 
shown because it is very difficult to get a fair comparison. The synchronous multicast algorithm 
requires a feedback mechanism. Intuitively, the ATBM algorithm should perform as good as the 
synchronous multicast algorithm with lower hardware requirements. The multiport encoding 
algorithm needs buffers of the size of one message at each input channels. The multicast 
operation using this scheme involves several communication start-up phases. Therefore it will 
incur higher start-up latency and the performance will not be comparable to the ATBM scheme. 
Figure 5.15 (a) shows the multicast communication latency for baseline networks using 2x2 
switches. The single consumption channel model is assumed. The mixture of the traffic is set 
to 20% multicast traffic with 80% unicast traffic. The ATBM algorithm has less multicast 
latency by a factor of four compared to the software multicast scheme (even after neglecting 
the start-up latency). Figure 5.15 (b) shows the comparison of unicast latency. The result of 
unicast latency is important because it reflects the impact of the multicast algorithm in terms 
of additional network load. Both unicast and multicast latencies of the ATBM algorithm are 
lower than the respective latencies of the CMIN algorithm. The latency curve of the CMIN 
algorithm leads to an early saturation. .A.t heavy load, the multicast operations tend to be 
blocked at the early stage. Therefore, they do not congest the network. This behavior is also 
reflected in the simulation results. 
The simulation results for baseline MINs using 4x4 switches are shown in Figure 5.16. All 
simulation parameters are the same as the previous results. Similar trends can be observed 
for both multicast and unicast latency. The ATBM scheme performs very well for 256 nodes 
systems. As previlously discussed, the b consumption channel model can enhance the perfor­
mance of the ATBM scheme. Figure 5.17 show the multiceist latency under the b consumption 
channel model with a little performance improvement for the ATBM scheme compared to the 
results in Figure 5.15 (a) and Figure 5.15 (b). 
The proportion of multicast and unicast traffic is set to 50% for the simulation results in 
Figure 5.18. The ATBM scheme gives even better performance for high ratio of multicast 
traffic. This is because the ATBM scheme uses the tree nuilticast structure with is quite 
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Figure 5.15 Performance comparison of ATBM and CMIN schemes 
{Mp = 0.2) (a) multicast latency (b) unicast latency. 
suitable for the MIN topology. 
The performance penalty of the ATBM algorithm is the blocking time of the tree operation. 
To investigate the impact of waiting time, the first stage waiting time versus the trafific load is 
shown in Figure 5.19 (a). The multicast traffic ratio is set to 50 percent. The communication 
latency in a contention free environment can be approximated to the message length (32 cycles). 
The average waiting time is about one message latency at the operating point of networks (0.5). 
Figure 5.19 (b) shows the average number of messages waiting for the tree operation at the 
first stage. 
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5.4.2 Performance Results under Realistic Enivironment 
In the second part of the performance results, the realistic network parameters are used in 
the simulation. We have simulated baseline UNI-MINs and butterfly BI-MINs. A variety of 
MIN sizes using 2x2. 4x4. and 8x8 switches were considered. The network parameters were set 
similar to the current technology trend. We have assumed 3.2Gbits per second communication 
links. The buffer size at the switches is assumed to be enough to store only the header of the 
incoming messages. The transmission time of one flit between a pair of switches is assumed to 
be 20 nanoseconds. The routing decisions are assumed to take 60 nanoseconds. The message 
startup time is set to 0.5 microsecond. Reception latency is ignored. Unless explicitly specified, 
the message size is assumed to be equal to 64 flits for both unicast and multicast messages. 
Each flit is assumed to be 16 bits wide. Both multicast and unicast communication latencies 
are considered as the performance metrics. The ATBM algorithms for both UNI-MINs and 
BI-MINs are compared with the previously proposed software based algorithms [87, 86]. The 
software based algorithm proposed for BI-MINs is unicast-based UMIN algorithm and the 
respective algorithm for UNI-MIN is unicast-based CMIN algorithm. 
The additional overhead of the ATBM scheme is the serialization overhead of the tree 
operations. To simulate this behavior, additional delay is added to reflect the token passing 
time. The token passing mechanism is cissumed to be synchronized with the switch clock. The 
average token passing time is equal to 20 x Ngjjl nanoseconds, where Ngj is the number of 
switches in the group. The token passing time does not include the serialization delay in which 
the token is held by the other multicast message. After the token is released, the token passing 
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delay is penalized before the next message can initiate the tree operation. 
5.4.2.1 Performaxice Compgurison under Contention-Free Environment 
To examine the effect of the proposed scheme on multicast communication, we first analyze 
the ATBM algorithm under contention-free conditions. Each experiment was repeated 1000 
times. The multicast source and destination nodes were selected randomly. The average 
multicast latency measures are plotted with respect to the number of destinations. 
Figure 5.20 (a) shows the simulation results for a 64-node UNI-MIN system using 2x2.4x4. 
and 8x8 switches. The performance results of the ATBM algorithms arc very promising as the 
multicast latency using ATBM algorithm is significantly lower than the unicast-based CMIN 
scheme for all the cases. The multicast latency of the ATBM scheme remains almost constant 
when the number of destinations increases. This is because the ATBM approach requires only 
one communication step regardless of the number of destinations. Similar trend is observed 
for the 256-node system, as shown in Figure 5.20 (b). Figures 5.21 (a) and (b) show the 
performance results for BI-MIN systems. The ATBM approach perform quite well in BI-MIN 
systems. The ATBM latency is much lower than that of UMIN scheme and remains unchanged 
as the number of destination increases. The multicast latency of UMIN scheme increases 
stepwise as the number of destinations increases. The additional latency accumulated from 
the communication phase is required when the number of destinations exceeds some threshold 
(in the order of flog-jld + 1)].) 
The multicast latency components of the ATBM scheme consists of startup latency, routing 
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delay, token passing time, and transmission delay. The results from the simulation are very 
close to the theoretical results. For example, the 64-node system BI-MIN using 8x8 switches, 
the theoretical multicast latency is equal to 2.12 microseconds which is the summation of 0.5 
microsecond (startup latency), 3 x 60 nanoseconds (routing delay). 4 x 20 nanoseconds (token 
passing delay), and (4 + 64) x 20 nanoseconds (transmission delay). 
The multicast latency of the ATBM schemes is lower than the multicast latency of the 
unicast-based schemes by more than a factor of 4 when the number of destinations increases 
to more than one-half of the system size. The simulation results further validate the claim for 
the hardware supported multicasting in scalable parallel systems. 
5.4.2.2 Performance of Unicast and Multicast Treiffic with Contentions 
The ATBM scheme serializes some of the tree operations for deadlock prevention purpose. 
The serialization incurs two additional overheads-serialization waiting time and token passing 
time. When there are several multicast operations, the initiation of tree operations might 
have to wait for other multicast messages to release the token. We simulate networks with 
contentions to study the impact of these overheads. The impact of the multicast operations 
on the latency of the unicast communication is also a crucial issue that needs to be considered 
in designing multicast algorithms. We have simulated a mixture of unicast and multicast 
traffic to study such an environment. Each experiment was simulated for 140,000 messages. 
Measurements of the first 40.000 messages were not included in the statistical results to reduce 
the transient effects of the network. The simulation results vary within a spectrum of 5%. The 
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normalized network load, defined in previous section, is used to determine the arrival time of 
unicast and multicast messages. 
5.4.2.3 Simulation Results with 50% Multicast Traffic 
In the first set of results, the ratio of unicast to multicast traffic is set at 50% (Mp = 0.5). 
A single consumption channel model was assumed. Figure 5.22 (a) shows the multicast latency 
versus the network load for the UNI-MIN system using 2x2 switches. The ATBM multicast 
latency is lower than the software multicast latency by a factor of 3 for small size systems 
(Iti-node and b4-nodeJ. For larger size system (256-node), the ATBM scheme outperforms the 
unicast-based CMIN scheme by a factor of 4. As the network load increases, the software-
based scheme generates more traffic in the network. The message contentions lead to early 
saturation. In light to medium traffic conditions, the multicast latency of the ATBM scheme 
performs very well compared to the CMIN scheme. The effect of contention due to serialization 
becomes prominent with the heavy traffic. The performance results for BI-MIN are given 
in Figures 5.23 (a) and (b). Similar performance improvement for BI-MIN is achieved using 
ATBM approach. The ATBM performance in BI-MIN is comparable to the UMIN performance 
in the heavy traffic condition. 
With a mixture of unicast and multicast traffic, the performance of unicast communication 
is shown in Figure 5.22 (b). The multicast operations using ATBM scheme consume less 
network resources, therefore they impose less restrictions on the unicast communication. The 
unicast performance gain using ATBM scheme ranges from 25% to 40% depending on the 
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system size with respect to the CMIN algorithm. Figure 5.23 (b) shows the unicast latency 
versus network load for BI-MIN systems. The performance improvement in BI-MIN systems 
is comparable to the UNI-MIN systems before the saturation point. In 64-node and 256-node 
systems, the unicast latency of the ATBM approach saturate slightly earlier than that of the 
UMIN scheme. With realistic network parameters, the overall performance of ATBM is better 
f o r  b o t h  m u l t i c a s t  a n d  u n i c a s t  c o m m u n i c a t i o n s .  N o t e  t h a t  t h e s e  M I N  s y s t e m s  a r e  u s i n g  2 x 2  
switches that offer the minimum degree of connections. 
As the switch size increases, the system offers more degree of connections. Contemporary 
MIN systems axe constructed using 4 x 4 or 8 x 8 switches. With the same number of nodes, 
MIN systems using larger switches have lower congestion, compared to 2 x 2-switch systems. 
Figure 5.24 (a) shows the multicast latency versus the network load for the UNI-MIN systems 
using 4x4 switches. The same performance improvement is obtained in terms of the multicast 
latency. The contentions due to the serialization of tree operations is less as the degree of 
connectivity increases. For the 16-node UNI-MINs, the ATBM approach offers performance 
improvement of a factor of 3. The multicast latency of the ATBM algorithm is 4 times less 
than the software-based approach for 64-node and 256-node systems. For the UNI-MINs 
using 4x4 switches, the ATBM approach extends the operating range at the heavy traffic 
condition. In light to medium traffic region, the ATBM scheme has less impact on the unicast 
performance. As shown in Figure 5.24 (b), the unicast latency results using ATBM scheme 
is lower than that of the CMIN scheme. Because of the high penalty that we have imposed 
on the token passing time, the unicast performance of a 256-node system using the ATBM 
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scheme degrades under heavy traffic. However, the ATBM scheme provide better performance 
on a wide operating range compared to the CMIN scheme. Performance comparison of ATBM 
and UMIN algorithms for BI-MIN systems are given in Figures 5.25 (a) and (b). In BI-MIN 
systems, the ATBM scheme shows significant performance improvement over unicast-based 
scheme. 
The simulation results of the MIN systems using 8x8 switches are shown in Figures 5.26 
and 5.27. These results represent systems with high degree of connections. The same level of 
performance improvement ha.s been observed for both unica.st and mtiltira.st rommnniration. 
For the 5r2-node MIN systems, both unicast and multicast latency results using the ATBM 
scheme are significantly lower than the software-based scheme. This is mainly because of the 
fact that the traffic created while using the ATBM schemes is much less than the traffic created 
by the unicast-based schemes. 
5.4.2.4 Simulation Results with 20% Multicast Traffic 
In most classes of parallel applications, multicast communication constitutes only a small 
portion of the total network traffic. In the next set of simulation results, we assumed that 
the multicast traffic accounts for 20% of the total network traffic {Mp = 0.2). Figures 5.28 
and 5.29 shows the performance comparison for the MIN systems using 2x2 switches. The 
comparison of Figure 5.28 (5.29) and Figure 5.22 (5.23) reveals the effect of the multicast traffic 
ratio. The latency curves for 50% multicast traffic ratio saturate earher than the curve with 
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20% multicast traffic ratio. The ATBM approach performs better compared to unicast-based 
approach for 20%-80% ratio of multicast-unicast traffic as the operating region extends to cover 
higher network load. 
The simulation results of MIN systems using 4x4 and 8x8 switches are shown in Figure 5.30 
to Figure 5.33, respectively. With less traffic from multicast messages and the high degree of 
connectivity in large switches, the ATBM scheme can maintain the performance improvement 
ratio over a wide range of network load. The impact on the unicast communication is also 
reduced as shown in Figiures 5.31 (b) and 5.33 (b). The unicast latency using unicast-based 
UMIN schemc is higher since the network is more congested due to the multicast traffic. Even 
in low multicast-unicast traflBc ratio, this interference of multicast to unicast is still prominent 
in the software-based approach. 
5.4.2.5 Effect of Message Size 
One of the major advantages of the ATBM approach is that there is no limitation on the 
message size. The message sizes of 128 and 256 flits were simulated to study the effect of 
message size using the ATBM scheme. A single consumption channel is assumed and the 
multicast ratio is set to 50%. Figure 5.34 (a) shows the latency results of 128 flits messages in 
a 4 X 4 switch-based UNI-MINs. The ATBM scheme performs quite well for the message size of 
128 flits. The additional latency incurred is only from the additional transmission delay of the 
messages. The same observation is obtained from the systems using 8x8 switches as shown 
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Figure 5.23 Performance comparison for 2 x 2-switch with Mp = 0.5 
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in Figure 5.34 (b). The results of BI-MIN systems using 4x4 switches and 8x8 switches are 
shown in Figures 5.35 (a) and (b), respectively. 
The multicast latency results for 256 flits messages are shown in Figure 5.36. The results 
of UNI-MIN systems using 4x4 switches and 8x8 switches are shown in Figures 5.36 (a) 
and (b), respectively. The latency of the software-based multicast scheme increases due to the 
increase in transmission delay. The transmission delay accumulates through several phases of 
communications. For large size messages, the ATBM approach outperforms the software-based 
scheme for all system sizes. Since the ATBM approach permits the initiation of tree operations 
after all the headers of the current tree operation reach the destinations, non-conflicting multi­
cast message can be routed incurring a small latency. Same level of performance improvement 
is observed for BI-MIN systems as shown in Figures 5.37 (a) and (b). 
5.4.2.6 Evaluation of BI-MINs with b Consumption Chguinels 
As mentioned in Section 5.2, the nodes using b consumption channels can significantly 
reduce the number of switches in the group which, in turn, will reduce the serialization and 
token passing overheads. We have simulated the MIN systems using nodes with b consumption 
channels with 50% multicast traffic {Mp = 0.5.). The multiple channels are implemented using 
additional consumption channels. Each consumption channel has its the communication link 
connected to the switch. The simulation results for MIN using 4x4 switches are shown in 
Figures 5.38 and 5.39. The multicast and unicast latency results for UMIN are shown in Figures 
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5.38 (a) and (b), respectively. Figiures 5.39 (a) and (b) show the performance comparison 
in BI-MIN systems. Each processing node has additional hardware to concurrently receive 
four messages. This model eliminates the deadlock problem in the last stage switches. Both 
unicast-based and ATBM schemes benefit from the 6 consumption channels as the network 
throughput increases. The ATBM performance improves significantly compared to the single-
port model (shown in Figures 5.24 and 5.25). With the less number of switches in the group, 
the serialization waiting time is less and more number of multiple tree operations are allowed 
to be initiated. These two factors enhance the performance of the ATBM scheme. Similar 
trends have been observed for the systems using 8x8 switches, as shown in Figure 5.40. 
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Figiure 5.26 Performance comparison for 8 x 8-switch with Mp = 0.5 (a) 
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Figure 5.27 Performance comparison for 8 x 8-switch with Mp = 0.5 
(a) multicast communication latency for BI-MINs (b) unicast 
communication latency for BI-MINs. 
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Figure 5.28 Performance comparison for 2 x 2-switch with Mp = 0.2 (a) 
multicast communication latency for UNI-MINs (b) unicast 
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Figure 5.29 Performance comparison for 2 x 2-switch with Mp = 0.2 
(a) multicast communication latency for BI-MINs (b) unicast 
communication latency for BI-MINs. 
Muflcast communcaoon latency companson Unicast communication latoncy companson 
O O CUM l< 
—. CMMJMnodM 
-• ArBMMnodM 
—• ftmMTVI 
(a) 
Network load 
Figure 5.30 Performance comparison for 4 x 4-switch with Mp = 0.2 (a) 
multicast communication latency for UNI-MINs (b) unicast 
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Figure 5.32 Performance comparison for 8 x 8-switch with Alp = 0.2 (a) 
multicast communication latency for UNI-MINs (b) unicast 
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Figure 5.34 Multicast communication latency for 128 flits message with 
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Figure 5.35 Multicast communication latency for 128 flits message with 
Mr = 0.5 (a) 4 X 4-switch BI-MIN systems (b) 8 x 8-switch 
BI-MIN systems. 
Figure 5.36 Multicast communication latency for 256 flits message with 
Mr = 0.5 (a) 4 X 4-switch UNI-MIN systems (b) 8 x 8-switch 
UNI-MIN systems. 
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6 CONCLUSIONS AND FUTURE WORKS 
This dissertation describes techniques fo • improving performance of communication sub­
systems used in multicomputers. The study is focused on wormhole-switched interconnection 
networks. We develop communication techniques that efiBciently support both unicast and 
multicast communication in multicomputers. Several hardware techniques used to support 
multicast operations are proposed. This chapter concludes the research work and indicates 
research issues for future investigations. 
6.1 Concluding Remarks 
We have analyzed adaptive routing of unicast messages in two dimensional meshes in light of 
two new concepts -region of adaptivity and balanced traffic distribution. Using these concepts, 
we illustrate how various algorithms cause an uneven traffic distribution in the network and 
their impact on the system performance. Previously-proposed, fully-adaptive algorithms have 
aimed at improving the adaptivity of the routing schemes. We have demonstrated through 
simulations that symmetric and balanced traffic distribution have a significant impact on the 
system performance along with higher adaptiveness. Motivated by this observation, we have 
proposed a new adaptive routing algorithm, called Positive-First-Negative-First(PFNF) for 
two-dimensional meshes. The algorithm uses a combination of Positive-First and Negative-
First routing to balance the traffic distribution in the network. The simulation results show 
that the proposed scheme performs better than the previous schemes in terms of the average 
network latency and throughput. The concept of region of adaptivity and how it relates to the 
network traffic distribution can be used in choosing these balanced algorithms. 
For the two dimensional mesh networks, the basic low level communication primitives 
are studied and extended to a set of advanced communication primitives. The set of ad­
vanced communication primitives can be used to support efficient collective communication. 
In Chapter 4, a new algorithm called two-phase multicast (TPM) algorithm for multicasting 
in two-dimensional mesh networks is presented. The TPM algorithm uses the same routing 
algorithm as that employed for unicast communication. The algorithm is very simple and re­
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quires at most two commimication start-up steps to multicast to any member of destinations. 
During the first step, the message is sent to a node using a path such that the nodes covered 
during the first step can send the message to the remaining destinations in the second step, if 
required. The path talcen in the first step guarantees that all the nodes will be reached within 
two start-up steps. The TPM scheme caji be used in conjunction with the deterministic as well 
as adaptive routing schemes. We have applied the TPM firamework to two adaptive routing 
algorithms. 3P and PFNF. The performance of the proposed algorithm is evaluated through 
simulations. We have considered realistic parameters and have included the associated over­
heads in our experiments. The results demonstrate that the TPM algorithm performs better 
than the previously proposed multicast routing algorithms. The simulation also indicates that 
the multicast operations can benefit firom the adaptivity. 
The tree-based multicasting technique is explored in Chapter 5. Efficient deadlock avoid­
ance techniques for tree-based multicasting are proposed. The deadlock configurations that 
result from the tree operation are presented. The switch grouping technique is used to analyze 
the potential deadlock cycles. We have developed a framework for tree-based multicasting in 
MINs. Based on the switch groups, an asynchronous tree-based multicasting (ATBM) scheme 
is proposed for MINs. Deadlocks are prevented by serializing the initiations of tree operations 
within the same group at the same stage. We have developed complete algorithms for mul­
ticasting in unidirectional as well as bidirectional MINs. The performance of the proposed 
algorithm is evaluated through simulations. We have considered realistic parameters and have 
incUided the associated overheads in our experiments. The results demonstrate that the ATBM 
algorithm performs significantly better than the previously proposed software-based multicast 
routing algorithms. 
6.2 Future Research 
The following is the list of research issues to be investigated in future. 
• Collective communication in 2-D mesh networks: It has been shown in our works 
that the hardware support multicast communication in 2-D mesh networks significantly 
reduce the communication latency. Other collective communication operations, such as 
gather, scatter, and barrier synchronization, can be benefited firom this approach as well. 
• Multicasting in irregular networks: Multicast issues in the irregular networks needs 
to be investigated. 
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