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Abstract
The mobility of workers is an important source of regional dynamics, but the effect of
mobility on regional productivity growth is not straightforward, as some firms tend to
win while others lose from mobility. In the present paper, we argue that the co-worker
networks across plants that are established by labour moves are important for both
local learning opportunities and job matching quality and should hence facilitate
regional growth. We therefore propose a new homophily-biased perspective on co-
worker network creation and show that it suits geographical analyses better than
random networks do. Moreover, panel vector autoregression models provide systematic
evidence that an increase in co-worker network density is positively related to regional
productivity growth. This is found to be important even when only ties across plants
that are not directly linked by labour mobility are included.
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1. Introduction
Following Marshall (1920), there is general agreement in economic geography and
related fields that the agglomeration of economic activities is essential to understanding
regional growth, because larger markets allow for more efficient sharing of common
facilities, foster learning and provide better job-matching opportunities (Duranton and
Puga, 2004). In this respect, face-to-face interaction is increasingly emphasized as
essential to explaining why proximity is still crucial for sustaining learning (Storper and
Venables, 2004), and why denser environments enhance the probability of ‘learning by
seeing’ (Glaeser, 2000) as well as the quality of matching between employers and
employees (Helsley and Strange, 1990). In a closely related body of literature, there is
increasing recognition of the role of labour mobility, which is expected to diffuse
unstandardized knowledge across firms (Gertler, 2003). Such diffusion, in turn, has
been shown to facilitate firm innovation (Breschi and Lissoni, 2009) and productivity
(Eriksson and Lindgren, 2009), as well as regional growth (Boschma et al., 2014).
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However, besides the direct effect of labour flows between workplaces, labour mobility is
expected to create additional social ties between firms that can have indirect effects on firm
performance. These social links are important because ties to previous co-workers tend
to be persistent and therefore can serve as a long-term channel for knowledge exchange
(Dahl and Pedersen, 2004; Agrawal et al., 2006). Thus, firms gain extra benefits when they
can access external knowledge via the social ties between former co-workers, and by
reducing the average costs of employer–employee mismatches. Still, despite the above
contributions claiming that the network of former colleagues is imperative in sustaining
learning, matching and growth, very little empirical work has actually been devoted to
analysing the role of co-worker networks on regional growth, or to distinguishing the
potential different effects of mobility and social networks. Huggins and Thompson (2014)
consequently argue that the role of networks in regional growth remains unresolved.
To address this potential shortcoming in the existing literature, the aim of the present
paper is to develop a new methodology of creating co-worker networks and assess the
influence of these networks on productivity growth in 72 Swedish labour market regions
during the period 1995–2008. This is made possible by a unique longitudinal matched
employer–employee database from which we construct a social network of employees
based on their co-occurrence at workplaces 1990–2008 and analyse the effect of the
network on productivity, proxied as regional income per capita. In labour economics,
these types of networks are frequently called co-worker networks, and scholars assume
that two employees know each other when they have worked in the same workplace
simultaneously during a certain period of their career (for an overview see Beaman and
Magruder, 2012). We claim that co-worker networks are important sources of regional
growth for two reasons. First, valuable knowledge is transmitted more efficiently through
co-worker relations, and employees might learn more efficiently in dense co-worker
networks (cf. Breschi and Lissoni, 2009; Eriksson and Lindgren, 2009). Second, as network
density increases, job information flows more smoothly, thus providing a greater chance of
good quality employer–employee matches, which, in turn, increase the productivity of
individual firms (Montgomery, 1991; Calvo-Armengol and Zenou, 2005).
Identifying the precise individual effect of the co-worker network on learning and
matching is beyond the scope of the present paper. Instead, we will highlight the
importance of the co-worker network in an empirical manner. We claim to make two
contributions to the existing literature in this regard. First, we develop a new
probability measure of workplace-based acquaintance, building on the literature on
homophily-biased random networks (Buhai and van der Lei, 2006; Currarini et al.,
2009). We calculate tie probability using the concept of baseline homophily and rank
employee co-occurrence according to this probability. Then, we trace a selected number
of the most probable individual ties of every employee. As a result, we obtain a
dynamically changing social network that represents the full economy and still captures
social ties at the micro-scale. Despite the fact that co-worker networks and labour
mobility networks presumably are interconnected because people establish new links in
the co-worker network through mobility from one firm to another (Collet and
Hedstro¨m, 2012), we illustrate in detail that our approach differs both conceptually and
empirically from previous labour mobility studies. Our second contribution is therefore
that the paper provides the first empirical evidence that the density of the co-worker
network has a positive effect on productivity growth defined as regional income per
capita, even when the focus is only on co-worker ties between plants, which are not
directly linked by previous labour mobility. The findings are robust to different
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homophily specifications and thresholds of ties as well as to removing the old ties from
the network.
2. Literature review
Professional networks (i.e., ‘co-worker networks’) are frequently used in labour
economics in relation to job-worker matching by assuming that two employees know
each other when they have worked in the same workplace simultaneously during a
certain period of their career (Beaman and Magruder, 2012). Previous studies have
shown that information flows through these co-worker relations help people find better
jobs and reduce unemployment time after dismissal (Simon and Warner, 1992;
Granovetter, 1995; Calvo-Armengol and Jackson, 2004; Hensvik and Nordstro¨m
Skans, 2013) as well as facilitating job-matching, which is performance enhancing for
the involved firms (Helsley and Strange, 1990; Calvo-Armengol and Zenou, 2005).
However, previous research on co-worker networks suffers from two main shortcom-
ings. First, most studies are restricted to small firms, only because two randomly
selected employees are less likely to know each other in a large firm compared to in a
small firm. Glitz (2013), for example, only looked at firms with a maximum of 50
employees. Still, it is not feasible to eliminate co-worker networks generated at large
firms when estimating the effect of the network on regional economic growth, as the
bulk of employment often originates from larger firms. Second, and more importantly,
despite the fact that most labour market relations are confined within local labour
markets, co-worker networks have rarely been analysed from an economic geography
perspective, although spatially based social interactions are often investigated in
relation to job-worker matching and labour market outcomes (for an overview see
Ioannides and Datcher Loury, 2004). In fact, a spatial approach to large-scale networks
is largely absent from the literature, which limits our knowledge about the potential
network effect on regional growth (Huggins and Thompson, 2014).
Ideas on the role of network-related learning have nevertheless been present in
economic geography for some time (see, e.g., Bathelt and Glu¨ckler, 2003; Ter Wal and
Boschma, 2009). For example, strong social ties within certain sectors in specialized
industrial districts are assumed to enhance incremental innovation and productivity
growth (Asheim, 1996; Malmberg, 1997; Amin, 2000), whereas diverse regional
networks across industries are associated with potential new combinations of
information, knowledge creation and radical innovation (Feldman, 1999). More
recently, the emerging literature on evolutionary economic geography suggests that
spatial learning depends on a complex combination of various proximity dimensions
between individual firms and that regional productivity growth is the result of
technological proximities among co-located firms (Boschma, 2005; Frenken et al.,
2007). Due to data access difficulties, however, these studies tend to be restricted to case
studies or very small samples, which may limit the generalizability of their results.
Consequently, the following arguments stress two points. First, although co-worker
networks are generated by means of inter-firm labour mobility, the effect of co-worker
network density on regional growth is independent of labour mobility networks.
Second, the positive effect of network density remains significant when old ties have
been eliminated from the network.
Co-worker networks, labour mobility and productivity growth . 3 of 26
The above-mentioned propositions are based on the fact that a growing body of
literature in economic geography has considered labour mobility between firms to be a
major source of learning that is more direct than pure knowledge externalities ‘residing
in the air’ of agglomerations (e.g., Almeida and Kogut, 1999; Breschi and Lissoni, 2009;
Eriksson and Lindgren, 2009). Apart from improving the potential regional matching
of skills, Boschma et al. (2014) also demonstrate that high concentrations of flows
between skill-related industries in a region strongly influence productivity growth in
Sweden due to the production complementarities produced by such labour market
externalities (see also Boschma et al. [2009] for findings at the level of the firm).
The co-worker approach presented here is closely connected to the labour mobility
approach, because we assume that former colleagues maintain their relations even after
moving from one workplace to another (Collet and Hedstro¨m, 2012), which is a
proposition made in evolutionary economic geography as well (Boschma and Frenken,
2011). Related empirical evidence even shows that lasting co-inventor relations are
important for later patenting collaborations (Agrawal et al., 2006, Breschi and Lissoni,
2009) and that former colleagues continue sharing novel information with each other
long after they stop working at the same firm (Dahl and Pedersen, 2004). It is therefore
reasonable to expect that not only the transfer of embodied knowledge via labour flows
influences regional growth, but also social networks that are created by—but might be
independent of—labour flows. Therefore, we will decompose the co-worker network
into two segments: (1) links across plants that have been directly linked by labour
mobility and (2) links across plants that have not been directly linked by labour
mobility. In so doing, we will be able to assess whether co-worker network density
enhances regional income per capita growth even when the ties across plants have not
been directly linked by labour flows among the concerned plants. Because we exclude
the possible reversed causality by looking at ties not preceded by mobility, a positive
estimation could be understood as indicating that co-worker ties across firms are
important channels for information flows and thus indirectly linked to productivity
growth in regions through learning and matching.
In the sociology literature (Coleman, 1990; Burt, 1992; Wasserman and Faust, 1994;
Walker et al., 1997), network density has been considered a major indicator of social
capital for decades, because the closure of social relations enhances trust, authority and
sanctions among local actors, all of which supports learning from contacts and speeds
up the flow of information in the network. By assessing the impact of network density
on regional growth, our study is also related to the vast field of research advocating the
impact of density indicators—population density in particular—as an important driver
for regional growth. This is because the spatial agglomeration of economic activities
unburdens the sharing of common facilities, increases the chances of a productive job-
worker matching and enhances interactive learning through the concentration of firms
and workers (Duranton and Puga, 2004), which has a direct effect on productivity
growth differences (Ciccone and Hall, 1996; Glaeser, 1999). As argued by Glaeser
(2000), workers in dense environments are more likely to acquire human capital
through learning by seeing, which makes dense regions more productive. Furthermore,
high density is likely to increase productivity by improving the quality of matching
between employers and employees because it reduces the average cost of mismatches
(Helsley and Strange, 1990).
Certainly, density alone does not sufficiently describe the full horizon of information-
flow tendencies in a network. The strength of social ties is a crucial factor and results in
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two fundamental processes (e.g., Granovetter, 1973). On the one hand, weak ties offer
access to new information and the combination of non-redundant knowledge, which
can lead to radical innovations (Ahuja, 2000) and to a wider pool of job-related
information (Granovetter, 1995). On the other hand, people frequently follow up with
strong ties, which offers the possibility of incremental innovation and an increase in
individual productivity, because they learn effectively from each other (Borgatti and
Cross, 2003; Balkundi and Harrison, 2006). The above issue of a co-worker network
effect and tie strength can be addressed by removing the old ties from the network and
focusing only on the recent ties, a process that has been suggested in both the sociology
and network science literature (Burt, 2000; Murase et al., 2015). In this way, we can
assess whether there is a different effect on regional economic growth depending on
whether or not we eliminate the old and presumably weaker ties from the network.
A positive impact of new ties alone can be interpreted as the co-worker network does
not only contribute to externalities by improving the quality of employer–employee
matching, in which weak ties are expected to be very important, but also by increasing
the potentials for learning through recent personal connections.
3. Methodology
3.1. Homophily and tie creation
We propose that employee i and employee j working in the same workplace at the same
period of time know each other with a probability of Pij [0,1] and maintain a tie of Lij
even after termination of the co-workership, when employee i and employee j work for
two different firms.
Intuition suggests that the likelihood of acquaintance between two randomly selected
employees decreases as the size of the workplace grows. Therefore, we apply an initial
random network probability (Prij) to every pair of employees that is inversely
proportional to the number of employees by using a probability threshold where
isolated nodes tend to disappear in a random network setting (Erdo00 s and Re´nyi, 1959;
Jackson, 2008). The formula of the initial probability is
Prij ¼
lnN
N
; ð1Þ
where N is the number of employees in the workplace.
Next, we consider that individual similarity increases the probability of tie
formation—a phenomenon that has been called homophily in much of the social
sciences (for an overview see McPherson et al., 2001). It has repeatedly been shown that
more friendship ties are formed among individuals who are similar in terms of age,
gender, race, education, occupation, etc., than would be expected based on random tie
establishment (Blau, 1977; Lincoln and Miller, 1979; Feld, 1982; McPherson and Smith-
Lovin, 1987; Sias and Cahill, 1998). Currarini et al. (2009) also demonstrate that
individual friend selection is generated by the structure of the group, because the larger
the subgroup of similar individuals, the greater the possibility of choosing similar
friends. This is called baseline homophily (Hb). However, friendship ties usually exhibit
greater homophily due to additional inbreeding homophily (Hi), making the individ-
uals’ choice even more biased towards those he/she is akin to.
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We will assume that Hb influences Pij because relations are more likely between
employees who are similar in relation to one or more of their characteristics. This is
motivated by the fact that people with the same education are more likely to work in the
same division in the firm, and because age and sex also tend to breed further proximity.
We define groups of employees by various characteristics and consider two employees
similar in relation to a given characteristic if they belong to the same subgroup. The size
of groups has an effect on tie probability similar to the effect of firm size itself. Thus, we
have to make the additional probability due to homophily bias inversely proportional
to group size using the Erdo00 s–Re´nyi threshold in each case when employee i and j are
similar. We let homophily bias have a stronger effect for those characteristics in which
the generated group of similar co-workers constitutes a lower relative share in the
workplace. Finally, we sum the probabilities calculated from firm size, baseline
homophilies and group size effects (Buhai and van der Lei, 2006). The probability is
calculated using the following formula:
Pij ¼ lnN
N
þ
XM
m¼1
lnNm
Nm
=
Nm
N
 
 ij;m; ð2Þ
where m 2 f1; 2; . . .Mg denotes those characteristics we use for similarity measurement,
N denotes plant size, Nm denotes subgroup size according to feature m and ij;m equals 1
if employee i and j are similar in relation to feature m and 0 otherwise.
Equation (2) can be rewritten into a formula, in which one can see that those
employee characteristics add the most to the probability of a tie that constitute a small
group of similar individuals. In other words, Equation (3) shows that the fewer people
who are similar to the individual in a given dimension, the more that dimension will
increase the chance that the tie will eventually be established.
Pij ¼ N lnN
N2
þ lnN1
N21
 ij;1 þ lnN2
N22
 ij;2 þ . . . þ lnNM
N2M
 ij;M
 
: ð3Þ
The intuition underlying the formula is that employees’ actions are organized along
different dimensions—be they strategy-oriented meetings, subject-related projects or
social activities—and if the individual’s activity is related to that dimension, then he/she
will establish contacts along it. Similarity plays a role in this process, and the individual
characteristics that best describe the dimension will determine the probability of the tie.
3.2. Density across plants and the effect of labour mobility
We use the network density indicator to illustrate that links across plants in the co-
worker network are important tools for inter-firm learning and regional growth.
Density is usually defined by D ¼ 2L
Nreg Nreg1ð Þ ;where L is the number of observed links
given by the network creation explained above and Nreg is the number of employees in
the region. However, we have to reduce the de-nominator by the number of potential
employee–employee pairs within the same plants. Thus, the density of the co-worker
network in the region (Dc) is
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Dc ¼ 2 L
Nreg  Nreg  1
 PkNk  Nk  1ð Þ ; ð4Þ
where Nk is the number of employees at plant k and
P
kNk equals Nreg.
Labour mobility has an instrumental effect on the co-worker network, because an
employee establishes co-worker ties to distinct plants if he/she or one of his/her
colleagues moves across plants (Collet and Hedstro¨m, 2012). However, not all of the
plant-level co-worker ties can be detected from a pairwise labour mobility matrix, and
co-worker ties might exist across plants that were never linked by mobility. For
example, consider plant A that has at least three employees, out of which employee i
moves to plant B and employee j moves to plant C at time t (B and C have at least one
employee before the arrival of i and j). The above two moves create co-worker ties
between plants A and B, A and C and, additionally, there will be a co-worker tie
between B and C without any employee moving from B to C or vice versa (Figure 1).
Furthermore, previous labour flows do not necessarily mean continuing co-worker ties
across plants. If employee i moves from plant B to plant D at time tþ 1, the link
between A and B will disappear.
Dc can be decomposed into one segment where links have been preceded by labour
mobility and into another segment where links are present between plants without
previous labour mobility. The following formula expresses this:
Dc ¼
Xl
ab
2 Lab
Na Nb 
Na Nb
Nreg  Nreg  1
 PaNa  Na  1ð Þ  lab; ð5Þ
where Lab is the number of observed links between plants a and b and
P
abLabequals L;
Na and Nb are the number of employees at plants a and b; l denotes the different
network segments described above and lab equals 1 if the ab link belongs to the
respective segment and 0 otherwise. For a visual explanation of network density
decomposition, consult Section I in the Online Supplementary Information file. The
above procedure provides us with two density indicators that sum up to:
Dc ¼ Dlc þDnc; ð6Þ
where Dlc denotes the density of those inter-plant co-worker ties that are parallel with
labour mobility (e.g., ties across plant A and B in Figure 1) and Dnc denotes those inter-
plant ties that are established without direct labour mobility (e.g., ties across plants B
and C in Figure 1).
Figure 1. Labour mobility and co-worker ties across plants.
Notes: The solid arrow denotes the actual mobility of one employee, the dashed arrow denotes
previous mobility and the dotted line denotes co-worker ties across plants.
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4. Data and network creation
4.1. Data
We use matched employer–employee data obtained from official registers from Statistics
Sweden that—among a wide variety of data—contain age, gender, a detailed education
code, and the wage of individual employees. This enables us to identify employee–
employee co-occurrence at plants for the 1990–2008 period on a yearly basis. The worker
is listed repeatedly with different plant codes in the same year if he/she changes workplace
over the year. Therefore, labour mobility is detected in the given year, and the worker
also establishes co-worker ties at both the sending and receiving plants. The exact
location of plants is defined by transforming the data from a 100 m  100 m grid setting
into latitudes and longitudes.
To keep the size of the sample at the limit the analysis can handle, we exclude those
without tertiary education from the data. Including all employees would exponentially
increase the computation demands without contributing much to the analysis. This is
also motivated by the assumption that skilled workers (people with a bachelor’s degree
or higher) benefit more from learning by seeing and interacting (Glaeser, 2000).
We therefore propose that workers without a bachelor’s degree rely to a greater extent
on tacit knowledge and therefore might learn less from an individual-level social
network with colleagues at other plants. If an employee who has already been in the
data completes a degree at a later point in time, he/she will be included in our sample
afterwards. As a result, the data contain 366,336 individuals in 1990 and 785,578
individuals in 2008, and plants where none of the employees had a bachelor’s degree or
higher are excluded (Table 1).
4.2. Network selection
We control for four dimensions of tie creation to calculate two alternative tie
probabilities by using education, age, gender and wage distributions in plants:
P1ij ¼ N
lnN
N2
þ lnNe
N2e
 ij;e þ lnNa
N2a
 ij;a þ lnNg
N2g
 ij;g
 !
; ð7Þ
P2ij ¼ N
lnN
N2
þ lnNw
N2w
 ij;w þ lnNe
N2e
 ij;e þ lnNa
N2a
 ij;a þ lnNg
N2g
 ij;g
 !
; ð8Þ
where N denotes the number of employees in the plant, Ne, Na, Ng and Nw refer to the
Table 1. Number of employees, plants and co-occurrence in 1990 and 2008
1990 2008
All employees Employees 2,628,306 3,824,182
Plants 254,445 402,610
Employees with BA degree or above Employees 366,336 785,578
Plants 52,872 113,441
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number of co-workers belonging to the groups defined by education (e), age (a), gender
(g) and wage (w), respectively. In the previous sociology literature (McPherson et al.,
2001), age and gender were found to be the most important dimensions of informal tie
creation, while the inclusion of education and wage can tell us something about the
organizational structure of the plant. Education is argued to be the most important
source of skills needed for a specific job (Neffke, 2016), and therefore education is
arguably an important driver of co-worker networks because most groups of workers
are organized in relation to skill categories (Caliendo et al., 2015). Meanwhile, the
position in the wage distribution refers to the individual’s place in the organizational
hierarchy (Calvo and Wellisz, 1979), which is important to capture because managers of
various groups might, for example, be connected to leaders of other groups (Bolton and
Dewatripont, 1994).
Note that the above probabilities depend on the three- and four-dimensional
distribution along the pre-defined group structure of the plant. In the present paper,
two gender groups and three age groups (34, 35–49 and 50 years of age) are used.
We categorized employees into six main education groups based on detailed records of
their educational focus and into four wage groups that correspond to the quartile range
of the wage distribution within each plant. For further information on group definitions
and descriptive statistics, see Section II in the Online Supplementary Information file.
There is no clear suggestion in the literature regarding the number of ties per person
that is reasonable and can be handled by the analysis. Management papers have
reported on task-oriented networks based on survey data, and the average number of
personal ties in these networks is below 10 (Lincoln and Miller, 1979; Brass, 1985;
McPherson et al., 1992; Morrison, 2002). Although the co-worker network approach in
labour economics is often restricted to small firms only (Glitz, 2013), recent papers in
labour economics have tended to construct much larger co-worker networks, assuming
that everyone knows everyone in a firm not larger than 500 (Hensvik and Nordstro¨m
Skans, 2013) or 3000 employees (Saygin et al., 2014).
We calculate both types of tie probabilities for every co-worker pair in every year,
maximize them at 1 and rank co-workers for every employee in every year by their
probability. We let employees collect 50 ties per year and as an extension, we also limit
the annual number of created ties per person to 25 links. The coefficient of pairwise
Pearson correlation is 0.4 between the ranking scores according to P1ij and P
2
ij, but these
rankings are not correlated with random rankings (five random lists were created to test
the correlation).
To further illustrate that our method is better than just selecting ties randomly, we
take a 50% sample of plants by each region and plant size category from 1995 and
compare triadic closure by plant size in the P1ij and P
2
ij networks and a random network
for 50 ties (Figure 2A) and 25 ties per person (Figure 2B), respectively. Triadic closure
(measured by the global clustering co-efficient) slightly decreases as plant size increases,
but more radically in the random network. Because triadic closure and clustering are
typical in social networks (Borgatti et al., 2009), we can claim that our method captures
social networks better than selecting ties randomly does.
The co-variance of pre-defined groups might overshadow the role ofNe,Na,Ng andNw
in probability calculation in Equations (7) and (8). Thus, we illustrate the share of our
four employee characteristics in the network creation process. According to Figure 3A,
the number of similar co-workers is the highest in the education category irrespective
of plant size. This suggests that, in most plants, most employees have identical
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education backgrounds. Therefore, the inclusion of gender and age attributes is necessary
to identify link likelihood. Furthermore, wage quartiles identify the smallest groups in
most plants. The introduction of wage in P2ij thus makes a great contribution to link
probabilities (Figure 3B), and we can claim that P1ij differs considerably from P
2
ij. While
links identified by P1ij leave some room for diversity in the co-worker ties established in
large plants, the P2ij specification only links those co-workers in large plants who are
identical in all of their attributes. More details on the structure of the P1ij and P
2
ij networks
and the random network are illustrated for the largest plants in Section III of the Online
Supplementary Information file.
To select a network for detailed analysis, we exclude those plants from the tie
creation exercise for which all ties are considered (plants with maximum 50 or 25
employees) to focus solely on the difference between the three alternative tie
specifications. Then we create six panels of co-worker network ties by tracing the
most probable 50 ties according to P1ij, P
2
ij and a random choice of co-worker ties from
every employee and every year over the full period, repeating the process with the 25
most probable ties. We exclude the tie if at least one employee is already above 65 years
of age, if either one or both individuals are not working and if the employees work in
the same plant.
Network selection is based on a bivariate panel vector autoregression (pVAR) model
in a generalized method of moments (GMM) framework. In short, a pVAR model fits a
panel regression of each dependent variable on lags of itself and on lags of all other
variables by means of GMM estimation through either first-differencing or forward
orthogonal deviation. Instead of using deviations from past realizations of each
variable, the latter deviation subtracts the average of all future observations, which also
makes past realizations valid instruments (see Love and Zicchino, 2006; Abrigo and
Love, 2015 for further information).
Previous studies (e.g., Eriksson et al., 2008) have shown that labour flows in Sweden
are primarily confined within labour market regions and that the distribution of inter-
regional flows is highly skewed across workers and regions. It is mainly persons younger
than 30 years who move across regions, and these flows tend to be restricted to the
metropolitan regions and some larger regional centres, while very few observations are
found in other regions. Like Boschma et al. (2014), we therefore argue that networks
confined within labour market areas (i.e., functional regions) are the proper ground for
running the regressions for network selection.
The variables used in the model are the first difference of regional network density, as
defined above (see Equation (4)). This variable is then estimated together with the first
difference of regional productivity, which is defined as regional per capita income
(RegProd), to capture regional growth. The latter indicator is motivated by the fact that
wages tend to be held as the best available proxy for worker productivity (Feldstein,
2008), and because worker productivity tends to be expressed in higher regional wage
levels (Combes et al., 2005; Kemeny and Storper, 2015).
The pVAR modelling requires the optimal lag order to be chosen for both the VAR
specification and the moment conditions. The models were calculated by using the first-
to third-order lags for all variables, together with lags 3–5 for each variable as
instruments. All MAIC, MBIC and MQIC tests indicate that three lags of the variables
should be included in the model, and we apply the lags 3–5 of both variables as
instruments.
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Table 2 illustrates that the change of the network specified only by P1ij correlates
significantly with regional productivity growth when allowing employees to establish 50
ties per year (Model 1). This is only the case for the network specified by P2ij when
limiting tie creation to 25 ties per year (Model 5). Random networks do not correlate
significantly with productivity growth, which suggests that the homophily approach is
better than tracing co-worker ties randomly. Although P2ij seems to create better co-
worker networks if tie selection is limited to 25 ties, the lower part of the table suggests
that network change is positively related to its first lag. Because network dynamics per
se is not the main focus of the present paper, we limit the detailed discussion of results
Table 2. pVAR models on first differenced regional productivity (RegProd) and density of the truncated
network (Dt)
P1ij 50 ties P
2
ij 50 ties Random 50 ties P
1
ij 25 ties P
2
ij 25 ties Random 25 ties
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6
First differenced regional income per capita (RegProd)
L.RegProd 0.333 1.018 0.363 0.456 0.793 0.270
(0.164) (0.912) (0.126) (0.139) (0.209) (0.147)
L2.RegProd 0.166 0.059 0.187 0.067 0.085 0.101
(0.073) (0.193) (0.072) (0.081) (0.098) (0.062)
L3.RegProd 0.165 0.362 0.162 0.073 0.040 0.098
(0.086) (0.298) (0.087) (0.098) (0.085) (0.068)
L.Dt 0.034
 0.070 0.029 0.028 0.043 0.023
(0.016) (0.126) (0.018) (0.021) (0.020) (0.018)
L2.Dt 0.002 0.010 0.003 0.002 0.005 0.004
(0.003) (0.016) (0.003) (0.002) (0.005) (0.003)
L3.Dt 0.002 0.009 0.002 0.003 0.000 0.003
(0.004) (0.009) (0.002) (0.003) (0.004) (0.003)
First differenced network density of the truncated network (Dt)
L.RegProd 5.304 12.050 1.658 5.603 3.981 2.989
(5.742) (14.959) (2.229) (3.545) (3.933) (2.813)
L2.RegProd 1.456 0.947 1.636 3.732 1.865 0.927
(2.903) (3.701) (1.607) (1.619) (2.023) (1.550)
L3.RegProd 1.528 1.577 0.423 0.205 2.034 1.462
(1.963) (4.706) (2.012) (1.735) (2.067) (1.846)
L.Dt 0.168 0.928 0.312 0.242 0.842 0.458
(0.330) (1.919) (0.331) (0.453) (0.422) (0.453)
L2.Dt 0.044 0.120 0.019 0.018 0.008 0.143
(0.112) (0.234) (0.115) (0.052) (0.116) (0.103)
L3.Dt 0.001 0.018 0.043 0.054 0.074 0.060
(0.071) (0.158) (0.070) (0.064) (0.088) (0.117)
Hansen J 10.351 3.838 10.017 2.323 6.903 6.549
N 614 603 609 735 732 734
Notes: RegProd and Dt are first-differenced. Dt is calculated from a truncated co-worker network, in which
the ties created at plants smaller than 50 (or 25) employees are not included. Ns are different due to the
selection of firms, which influences the number of regions included. Standard errors in parentheses.
p50.05.
p50.01.
p50.001.
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to P1ijnetwork specification with 50 ties created per year and include the results from the
P2ijspecification as robustness checks.
5. Results
5.1. Properties of the co-worker network
First of all, we assess whether the chosen co-worker network based on P1ij network
specification with 50 ties resembles characteristics of other social networks and whether
labour mobility plays an important role in network development at the individual level.
As shown in detail in Section IV of the Online Supplementary Information file, we find
a negative exponential degree distribution of the co-worker network in year 2008 that
has some favourable properties. The expected degree can be approximated by the
average degree in the network, and we find that the probability of finding employees
who have more degrees than average decreases sharply above the mean. Thus, the mean
is not only the expected value, but also a turning point in the distribution. Moreover,
regressions on individual degree indicate that mobility explains about 61% of the
variance, which means that mobility does indeed need to be considered explicitly in the
analysis.
Not surprisingly, the network is spatially concentrated, which confirms the validity of
the spatial level of the pVAR models presented in Table 2. As shown in Table 3, 38% of
all individual links are within municipal borders (the smallest administrative division in
Sweden) in 2008, and this share is 67% when we look at functional regions. The latter
regions represent labour market areas defined by The Swedish Agency for Economic
and Regional Growth and stem from observed commuting distances between
municipalities. When we aggregate the network on the plant level, we find a very
similar pattern. Because only a few regions have a sufficient number of observations to
compute reliable measures on inter-regional ties (cf., Boschma et al., 2014), we discard
the links in the network that exceed regional borders when estimating the network effect
on growth, and we calculate network density solely within functional regions. Further
specifics regarding the detailed geography of the network can be found in Section V of
the Online Supplementary Information file.
Apart from the fact that the network is largely confined within regional borders, we
also find that regional size influences the density of the network: The larger the region,
the smaller the density (Figure 4A). This is an important finding, because it suggests
that the majority of possible regional links are actually not observed and that this share
increases as the size of the region grows. Although there are many more observed links
Table 3. Number of ties within regional borders, 2008
Number and share of links
Individual level Plant level
Full network 20,855,160 100% 5,574,879 100%
Within functional regions (N ¼ 72) 14,066,872 67% 3,170,695 57%
out of which within municipalities (N ¼ 289) 7,826,977 38% 1,470,603 26%
Across functional regions 6,788,288 33% 2,404,184 43%
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in big regions than in small regions, the number of possible links are exponentially
higher, which produces low network density. It is also apparent that the network
segment in which co-worker ties have been preceded by labour mobility prevails in
terms of contribution to overall density. However, the co-worker network segment
without previous mobility is more and more apparent as the size of the region grows,
and increases almost monotonically over time (see the Online Supplementary
Information file). Zooming into regions in Figure 4B, we find that the bigger the
region, the larger the share of those individual co-worker links that were not preceded
by mobility.
5.2. Labour mobility and density effect
To estimate whether the chosen definition of network density is related to productivity
growth, we again resort to a pVAR model in a GMM framework. Because all variables
typically are treated as endogenous (e.g., Holtz-Eakin et al., 1988; Canova and
Ciccarelli, 2013), this approach is regarded as particularly suitable in our case, given
that the network density itself may be driven by factors such as productivity, population
size and density, and labour flows. Thus, to achieve a more detailed understanding of
the role of network density in regional productivity, we need to assess how a number of
different covariates co-evolve with the full network. Because the potential for network
formation may be driven by the turnover rates in regions, which in turn may be driven
by the size of the region, we include two further variables reflecting these issues.
PopDens is defined as the total number of employees per square kilometre in each
region, while MobAcc is defined as the total number of job switches per region from the
beginning of the investigated period until the observed year. Apart from potentially
influencing the role of network density on regional productivity, both variables are also
often argued to influence regional growth (e.g., Helsley and Strange, 1990; Ciccone and
Hall, 1996; Glaeser, 1999; Eriksson and Lindgren, 2009; Storper and Venables, 2004;
Boschma et al., 2014). All variables are logged to reduce the impact of skewed
distribution, and we only model the years 1995–2008, because the network is not fully
developed until after a couple of years, as illustrated in Section VI of the Online
Supplementary Information file.
Based on the model selection criteria, we could conclude that a second-order pVAR
is the preferred model in this case, because all tests (MBIC, MAIC and MQIC) were
smallest for the second lag. Further, a key criterion of the pVAR is that the model must
fulfil the stability condition. This was not the case when running the models on levels,
because at least one eigenvalue exceeded 1, thus indicating that a unit-root is present.
To remedy that, we first-differenced all variables, which then produced stable
estimates. By first-differencing, we also mitigated the influence of unobserved
heterogeneity in the form of time-invariant regional-specific effects (see, e.g., Coad
and Broekel, 2012).
Table 4 presents the results of the pVAR models with two lags included and GMM
estimation through forward orthogonal deviation using lags 3–5 as instruments.
All models are estimated with cluster robust standard errors at the regional level.
Compared with Holtz-Eakin et al. (1988), we only use instruments with valid
observations, thus omitting observations with missing values instead of substituting
missing values with the value zero. The latter approach produced identical results
but with slightly higher Hansen J statistics, which is an indication of over-identified
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Table 4. Panel vector autoregression (pVAR) models on decomposed network density and regional
productivity growth 1995–2008
Model 1: Full network, without mobility Model 2: Full network, with mobility
RegProd PopDens MobAcc Dnc RegProd PopDens MobAcc D
l
c
L.RegProd 0.518 0.445 1.821 4.070 0.376 0.354 1.638 3.063
(0.163) (0.657) (1.589) (3.686) (0.142) (0.881) (1.831) (1.843)
L2.RegProd 0.001 0.122 3.547 0.476 0.020 0.138 3.278 0.115
(0.062) (0.346) (0.873) (1.091) (0.060) (0.356) (0.671) (0.695)
L.PopDens 0.025 1.159 0.247 0.649 0.040 1.036 0.197 0.215
(0.019) (0.215) (0.197) (0.439) (0.021) (0.231) (0.241) (0.204)
L2.PopDens 0.032 0.241 0.038 1.000 0.060 0.219 0.043 0.247
(0.018) (0.223) (0.204) (0.390) (0.019) (0.211) (0.253) (0.170)
L.MobAcc 0.024 0.021 0.085 0.421 0.020 0.004 0.051 0.215
(0.021) (0.061) (0.215) (0.479) (0.011) (0.064) (0.164) (0.207)
L2.MobAcc 0.006 0.031 0.152 0.001 0.001 0.044 0.127 0.101
(0.004) (0.017) (0.077) (0.080) (0.005) (0.023) (0.061) (0.054)
L.Dnc 0.021
 0.035 0.174 0.000
(0.009) (0.025) (0.102) (0.184)
L2.Dnc 0.005 0.011 0.027 0.090
(0.003) (0.006) (0.039) (0.109)
L.Dlc 0.065
 0.195 0.207 0.068
(0.020) (0.076) (0.247) (0.212)
L2.Dlc 0.011
 0.029 0.020 0.043
(0.006) (0.024) (0.073) (0.063)
Hansen J 51.984 51.590
Stable Yes Yes
N 792 792
Model 3: Old ties excluded, without mobility Model 4: Old ties excluded, with mobility
RegProd PopDens MobAcc Dnc RegProd PopDens MobAcc D
l
c
L.RegProd 0.468 1.213 2.337 0.819 0.369 0.929 3.264 0.627
(0.113) (0.557) (1.011) (2.536) (0.145) (0.784) (1.975) (1.744)
L2.RegProd 0.180 0.298 2.829 3.131 0.063 0.311 2.922 0.557
(0.048) (0.398) (0.875) (1.141) (0.069) (0.383) (0.857) (1.047)
L.PopDens 0.067 1.190 0.152 0.239 0.034 0.984 0.328 0.036
(0.027) (0.171) (0.223) (0.432) (0.022) (0.271) (0.343) (0.282)
L2.PopDens 0.052 0.250 0.165 0.383 0.049 0.155 0.089 0.362
(0.025) (0.181) (0.261) (0.404) (0.019) (0.259) (0.305) (0.230)
L.MobAcc 0.021 0.102 0.180 0.436 0.034 0.056 0.162 0.159
(0.012) (0.060) (0.127) (0.285) (0.016) (0.067) (0.183) (0.233)
L2.MobAcc 0.006 0.013 0.149 0.134 0.008 0.019 0.165 0.082
(0.004) (0.023) (0.054) (0.097) (0.005) (0.022) (0.079) (0.087)
L.Dnc 0.022
 0.007 0.016 0.197
(0.012) (0.051) (0.174) (0.231)
L2.Dnc 0.002 0.003 0.042 0.142
(0.003) (0.010) (0.040) (0.055)
L.Dlc 0.073
 0.147 0.207 0.267
(0.024) (0.092) (0.250) (0.229)
L2.Dlc 0.014
 0.021 0.005 0.031
(0.003) (0.017) (0.053) (0.141)
Hansen J 50.44 32.992
Stable Yes Yes
N 735 735
Notes: All variables are first-differenced. Cluster robust standard errors in parentheses.
p50.10.
p50.05.
p50.01.
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restrictions. Because the decomposed network indicators are highly correlated
(see Table A1 in the Appendix), it is not possible to estimate their effect in the same
model.
Model 1 estimates the relation between productivity, population density, regional
turnover and the density of the full network in the segment without labour mobility
(Dnc). Based on the first column (on RegProd), we can conclude that previous
realizations of productivity are highly influential in explaining future realizations,
because the positive coefficient of L.RegProd is strongly significant. This is expected
given the documented increasing regional growth divergence in Sweden during this
period (e.g., Lundquist and Olander, 2010). As stated in previous studies (e.g.,
Helsley and Strange, 1990; Ciccone and Hall, 1996; Storper and Venables, 2004), we
also find that population density positively influences productivity, which points to
the fact that density per se may contribute to spillover effects and matching
externalities. However, we cannot find a statistically significant relation indicating
that high regional mobility per se would influence productivity, which confirms
earlier studies stating that it is not mobility per se but the type of labour flows that
positively influences regional productivity (e.g., Boschma et al., 2014). Finally, and
most importantly, the first lag of network density (L.Dnc) has a positively significant
coefficient, which indicates that, given past realizations of both productivity and
population density, network density has a positive influence on productivity even
when the co-worker link is not preceded by mobility across plants. Thus, the results
indicate that inter-plant ties that are not directly preceded by mobility trigger
productivity growth.
However, based on the following three columns (PopDens, MobAcc and Dnc columns
in Model 1), it is evident that some of these variables are co-evolving. Both mobility and
in particular network density are significantly negatively correlated with population
density. This finding confirms our descriptive statistics suggesting that the co-worker
network is sparser in more population-dense regions. Further, based on the findings in
column 3 on MobAcc, we can confirm previous evidence (e.g., Calvo-Armengol and
Jackson, 2004; Calvo-Armengol and Zenou, 2005) regarding social networks’ mobility
inducing effect in regions. The significant coefficient of Dnc implies that the denser the
co-worker network, the better the employee–employer matches and, therefore, the
higher the levels of mobility in the region.
Model 2 assesses the impact of network density preceded by mobility (Dlc). We still
find a positive influence of the network on productivity. Both the first and second lags
of Dlc are positive and significant, but we also find that mobility per se hampers
productivity. This latter finding points to the fact that it is not mobility per se that
triggers productivity, but the social ties created by mobility. This notion is further
supported by the finding in the Dlc column. The significantly positive coefficient of
lagged observations of mobility means that the co-worker network is denser if labour
mobility is more intense. However, the direction of causality in this argument is not
straightforward, as there is a positive relation between productivity and network density
in the Dlc column, which might indicate reverse causality. In Models 3 and 4 of Table 4,
we have removed all the ties older than 5 years, because the strength of relationships
may weaken over time (Burt, 2000, Jin et al., 2001). Edge removal is a reasonable
method to solve the problem of link ageing, because the characteristics of social
networks are better reproduced when old links are deleted when compared with keeping
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these ties (Murase et al., 2015).1 We still find a positive, but much weaker, relationship
between network density and productivity in the RegProd columns of both Model 3
and 4. Findings presented in the Dnc column of Model 3 also suggest that productivity is
negatively associated with this type of network, given the very strong and negative
coefficient of L2.RegProd, indicating that, in less prosperous regions, co-worker ties
not preceded by mobility tend to be denser. As presented in the RegProd column in
Model 4, young ties preceded by mobility (both the first and second lag of Dlc) have a
positive influence on productivity. This is also true of the lags of productivity and
population density, while the effect of mobility is negative. However, in contrast to the
full network, network density is not significantly related to any other variable, neither
on the right-hand side of the model (in PopDens and MobAcc columns) nor on the left-
hand side in the Dlc column. Thus, based on our findings, it appears that it is
particularly young ties that are preceded by labour flows that have the strongest
influence on productivity.
A further observation regarding the results concerns the overall model fit, and the
Hansen J statistic on the issue of over-identification. In general, Model 1 and 2 seem to
suffer from over-identification, meaning that too many instruments are used to be able
to remove the endogenous components of the variables (Roodman, 2007). This is,
however, less prevalent for Model 3, where Hansen J has a lower significance, and it is
not at all the case for Model 4, which only estimates recent ties that are preceded by
mobility. This means that the latter models may be considered the most robust.2
Finally, economic interpretation of pVAR models is usually accomplished by
estimating forecast-error variance decompositions (FEVD). The FEVD results are
documented and discussed in more detail in Section VII in the Online Supplementary
Information file. Based on these estimates, we can conclude that around 25–30% of the
variance in regional productivity can be explained by the density of the co-worker
network for both young and old ties (Models 1 and 2). As expected, roughly 60–70% of
productivity growth is explained by previous realizations of productivity. Population
density accounts for only 1% of the explanatory power in Model 1 and remains below
10% in Model 2, and mobility has a 5% and 3% share in these two models, respectively.
However, there is a notable difference between Model 3 and 4 concerning the share of
network density. Dnc explains less than 10%, whereas D
l
c explains around 40% of the
variance in productivity growth. These latter observations provide further support to
our finding that the co-worker network provides a channel for learning and matching,
particularly between firms that have been directly linked by labour flows. This finding is
plausible because mobile workers might communicate with previous colleagues at the
previous workplace more extensively than with previous colleagues who have changed
workplace as well.
1 The 5 years’ threshold for link deletion was chosen by measuring tie weights and using exponential time
decay curves, as explained in Eriksson and Lengyel (2015).
2 To remedy this particular problem, we also ran the models on the full network when only using lags 3–4 as
instruments (rather than lags 3–5, which were chosen to allow for a long time span between the
observation and the instrument). This procedure did not influence the overall interpretation of the
models, while the Hansen statistic became insignificant.
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5.3. Robustness checks
Because these results might be driven by how the networks are defined and the type of
model used, we estimated a number of alternative models as robustness checks on a
stratified sample of 25% of the firms in each region. First, we included the ties for which
position in the wage distribution was included (i.e., P2ij as described in Section 4.2).
Although this method may be conceptually superior to defining ties, it also involves a
more narrow set of knowledge (i.e., primarily between co-workers with the same type of
income). Indeed, we do find a positive relation between P2ij and productivity, but these
effects were slightly weaker when all ties were included, and not significant at all when
the old ties were removed. Moreover, the Hansen statistic was higher and significant in
all models, irrespective of the number of instruments, which implies that these findings
should be interpreted with some caution.
Second, because the numerical threshold for defining co-workers may also influence
the network, we ran the same models for the threshold of 25 ties rather than 50. Here as
well the general results remained stable, except that for both P1ij (i.e., without wage) and
P2ij (with wage) network density was only significant in the two models where mobility
was excluded. Thus, limiting the number of ties seems to mainly mitigate the impact of
mobility-driven networks for networks not preceded by mobility.
Third, we also estimated the same models but using random networks. Random
networks had a moderate but still positively significant correlation with productivity for
the definition based on 50 ties. In the case of 25 ties, we could not find any significant
estimates when decomposing the network, and even found negative effects when
removing the old ties from the networks. Thus, as argued in Section 4.2, because the
majority of all firms have fewer than 50 employees (97% of all firms in the sample,
which employ around 25% of the workers), the random and calculated networks
produce similar outcomes for the 50 ties threshold because all ties are included anyway
when calculating P1ij and P
2
ij. However, when we restrict the number of ties a person can
have, both P1ij and P
2
ij produce better results, because then the homophily-biased
networks differ from random networks more significantly.
Finally, although we did not have a full set of indicators that could control for
regional productivity differences (e.g., we have no information on investments over the
period), we estimated fixed-effect panel models including the first lags of productivity,
population density, mobility and share of individuals with a bachelor’s degree or higher
in the region as control variables (with a full set of year-dummies). Again, while the
control variables behaved as expected (previous productivity is strongly positive, as are
human capital and lag of population density), the models reveal a positive correlation
between network density and productivity, irrespective of being preceded by mobility or
not. However, when the old ties are removed, it is only the network consisting of 50 ties
that is not preceded by mobility or includes wage that is significant. In all, this would
seem to indicate that the results are robust to alternative tie definitions and model
specifications. Most importantly, these tests indicate that the results based on calculated
co-worker networks are different from those based on random networks.
6. Conclusion and limitations
The present paper provides the first systematic analysis of the role of co-worker
networks in regional productivity growth. We demonstrated that the constructed
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co-worker network suits geographical analyses better than do random networks, and
we illustrated the usefulness of our new methodological approach by assessing: (1)
whether there is a positive effect of co-worker network density on productivity growth
even if the segment of the co-worker network that has not been preceded by labour
mobility is included, and (2) that the positive effect holds when the network contains
recent ties only.
Indeed, our empirical analysis indicates that—along with population density—the
density of the co-worker network is important for regional productivity growth, even if
links are not preceded by mobility. However, the most robust model is built on the co-
worker network segment where links were preceded by mobility between plants,
whereas mobility itself does not trigger productivity growth. This finding confirms
previous studies showing that regional job flows per se are not an economic blessing for
regions, because such flows may produce sunk costs for both the involved firms and
individuals unless they are between skill-related industries characterized by cognitive
proximity (e.g., Boschma et al., 2014). Productivity gains should motivate public
authorities to develop milieus that encourage employees to establish more professional
connections within and between workplaces as well as seek out and maintain these
connections over their career (cf., Dahl and Pedersen, 2004), rather than facilitating
mobility as such. These findings, however, also show the indirect influence of mobility,
as co-worker ties are indirectly driven by mobility (Collet and Hedstro¨m, 2012).
We do find, however, that network density triggers productivity if only ties that are
younger than 5 years are considered. In fact, the model becomes more stable when the
old ties are excluded. The more recent co-worker ties are, the more efficient they
become when it comes to learning and productivity growth, because co-located previous
colleagues might communicate more efficiently if only short period of time has passed
since they shared a workplace (Burt, 2000). However, we did not formally distinguish
between weak and strong ties, and further research on co-worker network is needed to
contribute to the recent debate on the role of tie strength in information diffusion
(Aral, 2016).
Despite the promising results presented here, the new methodology we propose has
several limitations. First of all, it could be argued that organizational structure matters
the most for tie creation at workplaces and that the effect of individual selection is of
minor importance (Kossinetz and Watts, 2006). Second, tie creation might be time-
dependent because people are more likely to develop connections if they have more time
to do so. Third, the dynamics of social networks, and thus co-worker tie creation, is
path-dependent because the structure of the network has a tremendously strong
influence on the change of the network. Fourth, by calculating the probability of the
ties, we most likely underscore the real probability of the tie between co-workers. This is
because besides baseline homophily, inbreeding homophily might be at play as well, and
tie creation may be even more biased towards people to whom co-workers are akin.
Fifth, persistence of co-worker ties might not be automatic, as is assumed both here and
in labour economics. Sixth, we do not formally distinguish between strong and weak
ties. A final question related to the present study is whether these processes are shaped
by the Swedish context or are more generalizable. For example, population density at
the regional scale may not be a perfect indicator in the Swedish case, due to the
relatively sparse population distribution, and the relatively low mobility rates in Sweden
might strengthen the role of networks compared with institutional contexts where
turnover rates, within and across regions, are higher.
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To tackle these problems, we need to further develop our homophily-biased random
network approach by introducing the strength of ties and the effect of group diversity,
time, triadic closure and the potential role mentoring might play in learning so as to fit
the model to real social networks. This could be accomplished by collecting
representative relational data at workplaces to increase the precision of link probability
calculation.
Because our estimates reveal slightly diverging patterns of influence depending on the
type of network and the number of ties included, further research might look at the
effect of the network on job-worker matching at the individual, firm and industry level.
Despite having a negligible influence on the regional aggregate effect of the network,
different firms and industries might be more dependent on various dimensions of
proximity and types of networks (Boschma, 2005). This implies that different networks
may indeed play different roles in the performance of industries that rely on different
kinds of knowledge input. Analysing the performance of industries or plants instead
would not only enable greater heterogeneity, but also allow us to control for further
industry- or plant-specific aspects that influence learning and performance (Jackson,
2008), as well as to incorporate information on the geographical distance of ties. We
might also devote attention to the effects of the co-worker network’s structure on other
aspects of regional dynamics, such as firm entry, investment flows, entrepreneurship or
employment growth. In this respect, it might be fruitful to also introduce co-worker
networks in regional growth frameworks (Huggins and Thompson, 2014), because we
have to understand how such networks influence growth in the long run, an aspect that
is missing from the present approach.
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