Estimación de características en superficies tiempo-frecuencia orientada a la detección de patologías

en bioseñales = Feature estimation over time–frequency representations

oriented to pathology detection on

biosignals. by Martíınez Vargas, Juan David
Estimacio´n de caracter´ısticas en
superficies tiempo-frecuencia
orientada a la deteccio´n de patolog´ıas
en biosen˜ales
Juan David Mart´ınez Vargas
Universidad Nacional de Colombia
Facultad de Ingenier´ıa y Arquitectura, Departamento de Ingenier´ıa Ele´ctrica, Electro´nica y de
Computacio´n
Manizales, Colombia
2011

Estimacio´n de caracter´ısticas en
superficies tiempo-frecuencia
orientada a la deteccio´n de patolog´ıas
en biosen˜ales
Juan David Mart´ınez Vargas
Tesis presentada como requisito parcial para optar al t´ıtulo de:
Magister en Ingenier´ıa - Automatizacio´n Industrial
Director:
Ph.D. Germa´n Castellanos Domı´nguez
L´ınea de Investigacio´n:
Procesamiento Digital de Sen˜ales
Grupo de Investigacio´n:
Grupo de Procesamiento y Reconocimiento de Sen˜ales
Universidad Nacional de Colombia
Facultad de Ingenier´ıa y Arquitectura, Departamento de Ingenier´ıa Ele´ctrica, Electro´nica y de
Computacio´n
Manizales, Colombia
2011

Feature Estimation over
Time–frequency Representations
Oriented to Pathology Detection on
Biosignals.
Juan David Mart´ınez Vargas
Thesis submitted as partial requirement to apply for degree of:
Master of Engineering - Industrial Automation
Advisor:
Ph.D. Germa´n Castellanos Domı´nguez
Research Area:
Digital Signal Processing
Research Group:
Processing and Recognition Signal Group
Universidad Nacional de Colombia
Faculty of Engineering and Architecture
Department of Electrical, Electronic and Computer Engineering Manizales, Colombia
2011

Dedicado a...
A mis padres, por apoyarme incondicionalmente...
A Juliana, por alegrarme el camino ...
A mis amigos, por acompan˜arme en los momentos ma´s dif´ıciles...

Agradecimientos
Quisiera agradecer a todas las personas que hicieron, de una u otra forma, parte del desarrollo
de esta tesis. Primero, al profesor Germa´n Castellanos, quien dirigio´ esta tesis. Igualmente
quiero expresar mi gratitud a todos los miembros del Grupo de Procesamiento y Reco-
nocimiento de Sen˜ales, ya que, gracias a su apoyo y colaboracio´n, pude superar todos los
obsta´culos que se fueron presentando en el camino.
Especialmente quiero agradecer a mis compan˜eros y amigos Lina Mar´ıa Sepu´lveda y Luis
David Avendan˜o por haber sido mis tutores durante este proceso, por sus explicaciones en
temas que no eran de mi dominio, y por haberse convertido en esta etapa, ma´s que en tuto-
res, en grandes amigos. Adema´s, a mis amigos Leonardo Duque, Jorge Iva´n Padilla, David
Ca´rdenas, O´scar Cardona y Benhur Ortiz, ya que, gracias a ellos, el desarrollo del trabajo y
la estancia en el grupo ha sido muy agradable, y no han permitido que pierda la cordura en
los momentos ma´s dif´ıciles. Cuando se cuenta con un grupo como ustedes, es imposible no
aprender a querer lo que se hace.
Adema´s, quiero agradecer a las instituciones que hicieron posible el desarrollo de esta te-
sis: La Direccio´n de Investigaciones DIMA de la Universidad Nacional de Colombia, sede
Manizales, al Programa Jo´venes Investigadores e Innovadores “Virginia Gutie´rrez Pineda” fi-
nanciado por Colciencias y al Centro de Investigacio´n e Innovacio´n de Excelencia ARTICA,
fundado por COLCIENCIAS.
Finalmente, fuera del a´mbito acade´mico, agradezco todo el apoyo incondicional que me han
brindado mis padres, Ramiro y Sonia. Siempre han estado para mi en los momentos que los
he necesitado, y siempre han confiado ciegamente en mi. Espero algu´n d´ıa poder retribuirles
todo el esfuerzo y sacrificio que han hecho por mi, y saben que son los verdaderos art´ıfices
de este trabajo. A mi novia Juliana, gracias por brindarme su amor y compan˜´ıa durante
todo este proceso, y por alegrar cada d´ıa que paso a su lado. Finalmente, quiero agradecer a
toda mi familia, por siempre alegrarse por mis logros y preocuparse por mi en los momentos
dif´ıciles.
A todos ustedes, gracias, muchas gracias.
Juan David Mart´ınez Vargas

xi
Resumen
Esta tesis de maestr´ıa propone una metodolog´ıa de extraccio´n/seleccio´n de caracter´ısticas en
representaciones tiempo–frecuencia aplicada a la deteccio´n de patolog´ıas en biosen˜ales. La
metodolog´ıa se divide en diferentes enfoques: el primero orientado a la seleccio´n de puntos
relevantes sobre las superficies, el segundo orientado a la seleccio´n de bandas de frecuencia
relevantes; estos enfoques reducen directamente el alto contenido de datos redundantes e
irrelevantes contenidos en los mapas t–f, combinando una primera etapa de seleccio´n de ca-
racter´ısticas con una etapa de reduccio´n de dimensio´n basada en me´todos de descomposicio´n
lineal. El tercer enfoque se orienta a la divisio´n espectral sobre las superficies t–f para la
estimacio´n de caracter´ısticas dina´micas. Los resultados muestran que la metodolog´ıa pro-
puesta basada en la estimacio´n de caracter´ısticas dina´micas, obtiene un alto rendimiento y
mejora los resultados obtenidos con diferentes metodolog´ıas de caracterizacio´n esta´ticas y
tiempo–frecuencia.
Palabras clave: Ana´lisis de Relevancia, Caracter´ısticas Dina´micas, Estimacio´n de Ca-
racter´ısticas, Reduccio´n de Dimensio´n, Representaciones tiempo–frecuencia, Seleccio´n
de Caracter´ısticas.
Abstract
This master’s thesis proposes a methodology for feature extraction/selection over time–
frequency representations, for pathology detection on biosignals. The methodology in three
different approaches: the first one, oriented to relevant points selection, the second one orien-
ted to relevant frequency bands selection; these approaches directly reduce the high quantity
of redundant and irrelevant data over the representation, by combining a first stage of feature
selection with a stage of dimensionality reduction by means of lineal decomposition methods.
The third approach is oriented to perform spectral splitting over the time–frequency maps,
with aim to filter–banked dynamic feature estimation. Results show that proposed metho-
dology based on dynamic feature estimation, obtain high performance rates and improve
results obtained with other static and time–frequency characterization methodologies.
Keywords: Dimensionality Reduction, Dynamic Features, Feature Estimation, Feature
Selection, Relevance Analysis, Time–Frequency Representations, .
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1 Preliminares
1.1. Introduccio´n
Las representaciones tiempo–frecuencia (t–f ), determinan la distribucio´n de energ´ıa a lo lar-
go del eje de frecuencia en cada instante de tiempo, y han sido propuestas para investigar
las propiedades no-estacionarias de los para´metros espectrales durante episodios transitorios
tanto fisiolo´gicos como patolo´gicos en sen˜ales biolo´gicas, denominadas biosen˜ales [1]. Las su-
perficies t–f son una representacio´n compacta del feno´meno subyacente representado por las
biosen˜ales, de tal forma que ayudan a esclarecer, incluso visualmente, las diferencias entre
estados normales y patolo´gicos [2]. Por esta razo´n, se tiene la hipo´tesis de que este conjunto
de caracter´ısticas variantes en el tiempo presentan mejor desempen˜o en problemas de clasifi-
cacio´n que aquellas que no representan el comportamiento dina´mico de la sen˜al. As´ı, entre los
me´todos ma´s efectivos para la clasificacio´n de biosen˜ales se consideran aquellos basados en
representaciones t–f. Dentro de esta l´ınea de ana´lisis, se pueden tambie´n considerar los me´to-
dos basados en sub–bandas espectrales extra´ıdas a partir de representaciones t–f, los cuales
comprenden la informacio´n de las superficies en un espacio de menor dimensio´n e igualmente
discriminante, demostrando tambie´n su capacidad para discernir entre los patrones normales
y patolo´gicos en las biosen˜ales [1, 3]. En este sentido, los conjuntos de caracter´ısticas dina´-
micas basadas en representaciones tiempo frecuencia (Time Frequency Stochastic Features
- TFSF ) se pueden estimar utilizando bancos de filtros, tales como coeficientes cepstrales
lineales (Linear Frequency Cepstral Coefficients - LFCC) o coeficientes cepstrales en escala
mel (Mel Frequency Cepstral Coefficients - MFCC).
En los u´ltimos an˜os, se han desarrollado diferentes me´todos para la estimacio´n de las su-
perficies t–f, los cuales se pueden clasificar como no parame´tricos (lineales y cuadra´ticos)
y parame´tricos [4, 5]. As´ı, la seleccio´n de un me´todo particular para la estimacio´n se debe
realizar dependiendo de las propiedades de la sen˜al a caracterizar, la precisio´n esperada y los
recursos computacionales con los que se cuente, dado que no existe un criterio definido que
permita seleccionar entre los diferentes me´todos de estimacio´n existentes. Adema´s, dado que
las diferentes formas de representacio´n tienen efecto en el seguimiento adecuado de las no
estacionariedades de la sen˜al como tambie´n en la clasificacio´n, escoger una correcta forma de
representacio´n t–f se convierte en un punto esencial para el desarrollo de alguna metodolog´ıa
basada en este tipo de caracter´ısticas.
Sin embargo, a pesar de la flexibilidad que puede ofrecer la representacio´n t–f, y espec´ıfica-
mente considerando su uso para problemas de clasificacio´n, algunos problemas permanecen
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abiertos. Como primer ejemplo, algunos cambios sutiles en las biosen˜ales, los cuales pueden
ser indicadores de anormalidades, en algunas ocasiones son dif´ıciles de localizar a simple vista
en la representacio´n. Asimismo, la dimensionalidad intr´ınseca de los planos t–f y las TFSF
es alta, y pueden presentar una gran cantidad de informacio´n redundante, por lo tanto, la
seleccio´n de caracter´ısticas relevantes se convierte en un paso esencial para la clasificacio´n [6].
Por otro lado, es necesario reducir el costo computacional del procesamiento de este tipo de
caracter´ısticas, el cual es particularmente alto en el caso del ana´lisis t–f. Por estas razones,
existe una creciente necesidad de nuevos me´todos de reduccio´n de dimensio´n que puedan
parametrizar adecuadamente la actividad de las biosen˜ales utilizando me´todos de ana´lisis
tiempo–frecuencia.
Dentro del contexto de la seleccio´n de caracter´ısticas en superficies t–f y sus caracter´ısticas
estoca´sticas derivadas, se han desarrollado diferentes enfoques. Entre los principales se en-
cuentran las metodolog´ıas basadas en el ana´lisis por regiones de las superficies t–f [7–10],
en este enfoque, las representaciones se descomponen en regiones de intere´s para despue´s
analizar ma´s a fondo el comportamiento en cada una de las sub–regiones o particiones de
la superficie. Por ejemplo, la particio´n del plano t–f se puede realizar definiendo una malla
basada en algu´n conocimiento previo de la distribucio´n de la informacio´n sobre la superficie,
despue´s, utilizando alguna medida, como la energ´ıa promedio, caracterizar la informacio´n
contenida en cada divisio´n [7]. Otro enfoque consiste en estimar un conjunto de caracter´ıs-
ticas dina´micas a partir de las superficies t–f. [1, 3, 11]. Cada una de estas caracter´ısticas
contiene informacio´n particular de la representacio´n, y se asume que el conjunto total de
caracter´ısticas estimadas describen completamente el proceso. Esta herramienta resuelve el
problema de seleccio´n de caracter´ısticas pero no el de reduccio´n de dimensio´n, dado que alta
dimensio´n involucra adicionalmente el eje del tiempo [12]. Los me´todos de descomposicio´n
lineal se han propuesto tambie´n para la extraccio´n de caracter´ısticas sobre las representa-
ciones t–f [13, 14]. Sin embargo, en el caso del ana´lisis t–f es conveniente fijar previamente
un a´rea de relevancia sobre el plano, para obtener as´ı estabilidad computacional en el pro-
ceso de reduccio´n de dimensio´n y tratar directamente los problemas de redundancia de las
superficies. Por otro lado, para los me´todos de estimacio´n de caracter´ısticas es conveniente
fijar por medio de alguna medida la distribucio´n de los bancos de filtros, de modo tal que
se puedan resaltar las caracter´ısticas provenientes de las zonas con mayor informacio´n de las
representaciones.
En este trabajo se presentan tres diferentes enfoques para la reduccio´n de dimensio´n sobre
superficies t–f de biosen˜ales:
1)Seleccio´n de puntos relevantes sobre superficies t-f: orientado a reducir directamente la
dimensionalidad de las representaciones t–f, en el cual se realiza consecutivamente una etapa
de seleccio´n de caracter´ısticas y una etapa de reduccio´n de dimensio´n sobre los planos.
Inicialmente, se extraen los puntos ma´s relevantes de la superficie utilizando medidas de
relevancia, en este proceso se seleccionan las caracter´ısticas t–f mejor localizadas, as´ı se
reduce tanto la informacio´n redundante como el costo computacional. Posteriormente, los
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datos se proyectan en subespacios de menor dimensio´n utilizando me´todos de descomposicio´n
lineal.
2)Seleccio´n de bandas de frecuencia relevantes sobre superficies t-f: se sigue un procedimiento
similar al enfoque anterior, con la diferencia de que se tiene cuenta la evolucio´n temporal de
cada componente espectral, obteniendo as´ı un conjunto de vectores que describen la dina´mica
del proceso.
Estos dos enfoques se asocian en una sola metodolog´ıa con dos diferentes variantes, debido a
que en ambos se trabaja directamente con la informacio´n contenida en las superficies t–f. La
metodolog´ıa se prueba para un problema de clasificacio´n de sen˜ales electroencefalogra´ficas
(EEG), para la deteccio´n de actividad epile´ptica. Esta base de datos se selecciona debido a
que la dina´mica de la sen˜al EEG es relativamente suave [15], por lo que la representacio´n t–f
en si provee un buen seguimiento al comportamiento de la sen˜al.
3)Divisio´n espectral sobre superficies t-f: orientado a la estimacio´n de caracter´ısticas en ban-
cos de filtros sobre las representaciones t–f, en el cual, se realiza: una etapa de ana´lisis de
relevancia para definir las fronteras en el dominio de frecuencia para la distribucio´n de los
bancos de filtros, una etapa de estimacio´n de caracter´ısticas dina´micas (coeficientes ceps-
trales) y una etapa de reduccio´n de dimensio´n utilizando me´todos de descomposicio´n lineal.
Esta metodolog´ıa se prueba sobre un conjunto de sen˜ales de variabilidad del ritmo card´ıa-
co (Heart Rate Variability - HRV) para la deteccio´n del S´ındrome de Apnea Obstructiva
del Suen˜o (OSAS). Debido a la alta no estacionariedad de este tipo de sen˜ales, se requiere
realizar un proceso ma´s elaborado, ya que la representacio´n t–f en si, no es suficiente para
discernir entre los patrones normales y patolo´gicos [1].
1.2. Planteamiento del Problema
El ana´lisis cla´sico de sen˜ales se basa en la suposicio´n de estacionariedad de la sen˜al estudiada,
restriccio´n bajo la cual se acepta que las propiedades estoca´sticas de la sen˜al son invariantes
en el tiempo. No obstante, el ana´lisis de biosen˜ales exige su reconocimiento como sen˜ales
no estacionarias, para las cuales las te´cnicas basadas en la suposicio´n de estacionariedad no
permiten establecer claramente sus caracter´ısticas variantes en el tiempo [4,7,16]. Espec´ıfica-
mente, para el estudio de biosen˜ales se han planteado diversas te´cnicas de ana´lisis, siendo las
representaciones t–f una de las ma´s utilizadas, con el fin de reconocer diferencias entre pa-
trones normales y patolo´gicos; estas representaciones tienen en cuenta la no estacionariedad
de las biosen˜ales y permiten identificar las variaciones espectrales de las sen˜ales a lo largo del
tiempo [6]. As´ı, mediante estas te´cnicas, es posible distinguir de forma dina´mica la evolucio´n
de las componentes frecuenciales de la sen˜al, las cuales pueden estar directamente relaciona-
das con eventos que pueden ayudar a establecer algu´n diagno´sticos sobre el evento fisiolo´gico
estudiado. Sin embargo, los principales inconvenientes que conllevan las representaciones t–f
son su alta dimensio´n y su cantidad de datos redundantes, lo que presenta un problema tanto
para su almacenamiento como para su procesamiento. Por estas razones se hace necesario
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plantear una metodolog´ıa que permita obtener la informacio´n importante sobre los planos
t–f de forma reducida, minimizando as´ı el costo computacional de su proceso.
1.3. Objetivos
1.3.1. Objetivo General
Desarrollar una metodolog´ıa de reduccio´n de dimensio´n basada en la seleccio´n de caracter´ıs-
ticas en representaciones tiempo-frecuencia de sen˜ales biolo´gicas, que conserve la informacio´n
ma´s relevante para la deteccio´n de patolog´ıas.
1.3.2. Objetivos Espec´ıficos
1. Construir un algoritmo para la seleccio´n de los puntos ma´s relevantes de las represen-
taciones t–f, con el fin de reducir tanto su alta dimensio´n como la cantidad de datos
redundantes e irrelevantes.
2. Construir un algoritmo para la seleccio´n de las bandas de frecuencia ma´s relevantes de
las representaciones t–f, que permita observar su evolucio´n temporal y su incidencia en
la deteccio´n de patrones variantes en el tiempo.
3. Desarrollar una metodolog´ıa para la divisio´n espectral basada en relevancia, con el fin
de estimar un conjunto de caracter´ısticas estoca´sticas en bancos de filtros, derivadas de
las representaciones t–f, que describan apropiadamente las variaciones en la dina´mica
de biosen˜ales.
2 Marco Teo´rico
2.1. Representaciones tiempo–frecuencia y generacio´n de
caracter´ısticas estoca´sticas
El ana´lisis en los dominios del tiempo y la frecuencia se convierte en una herramienta de
gran intere´s cuando hay evidencia de dina´micas variantes en el tiempo o no-estacionarias en
la sen˜al, en este caso, las descripciones en los dominios de tiempo o frecuencia individual-
mente, no proporcionan la informacio´n completa para una etapa posterior de extraccio´n de
caracter´ısticas y clasificacio´n. El dominio de tiempo carece de la descripcio´n en frecuencia
de la sen˜al, mientras que el dominio de frecuencia no representa co´mo cambia el contenido
espectral de la sen˜al a lo largo del tiempo. Por lo tanto, el objetivo principal de las represen-
taciones t–f es determinar la concentracio´n de energ´ıa a lo largo del eje de frecuencia en un
instante de tiempo dado [4, 17]. El resultado de la representacion t–f de una sen˜al y(t), es
una matriz Sy(t, f) ∈ R
+, que representa la distribucio´n de energ´ıa conjunta en los dominios
del tiempo y la frecuencia.
En los u´ltimos an˜os, se han propuesto diferentes formas de estimacio´n de representaciones
t–f , las cuales se pueden clasificar como [4, 5]: (i) Representaciones t–f no parame´tricas y
(ii) Representaciones t–f parame´tricas.
2.1.1. Representaciones tiempo–frecuencia no parame´tricas
Los me´todos no parame´tricos de ana´lisis espectral variante en el tiempo se basan en re-
presentaciones no parametrizadas de energ´ıa como una funcio´n simulta´nea del tiempo y la
frecuencia. Las Representaciones t–f no parame´tricas se pueden clasificar de acuerdo al en-
foque de ana´lisis como lineales y cuadra´ticas o de la clase Cohen.
En las Representaciones t–f lineales, la sen˜al se representa por medio de funciones t-f deri-
vadas de traslaciones, modulaciones y escalamientos de funciones base, que presentan una
localizacio´n definida en tiempo y en frecuencia [17]. Para una sen˜al y(t), la representacio´n
esta´ dada por:
Sy(t, f) =
∫
∞
−∞
y(τ)φ∗t,f(τ)dτ = 〈y, φt,f〉 (2-1)
donde φt,f representa la funcio´n base (tambie´n llamada a´tomo t-f ), y ∗ representa el complejo
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conjugado. Se asume que las funciones base son cuadrado integrables, esto es 〈φt,f , φt,f〉
1/2 <
∞. La transformada de Fourier en tiempo corto (Short Time Fourier Transform - STFT)
y la transformada wavelet (Wavelet Transform - WT) son ejemplos t´ıpicos de esta clase de
transformaciones.
La STFT (Ec. (2-2)), introduce el concepto de localizacio´n en tiempo utilizando una funcio´n
ventana g, de corta duracio´n a lo largo de la sen˜al estudiada y(t), donde la longitud de la
ventana permanece constante.
SySTFT (t, f) =
∫
∞
−∞
y(τ)g(τ − t)e(−j2piτf)dτ (2-2)
Por lo tanto, la extraccio´n de informacio´n con cambios ra´pidos en tiempo (i.e., componentes
de alta frecuencia) deben ser calculados en intervalos cortos y bien localizados en el tiempo,
mientras que los componentes de baja frecuencia, implican largos intervalos de ana´lisis. Como
resultado, dada una sen˜al no estacionaria de corta duracio´n, la STFT podr´ıa no rastrear
adecuadamente las dina´micas t-f. La WT (Ec. (2-3)), se basa en la descomposicio´n de sen˜ales
no estacionarias en un conjunto de funciones base, construidas a partir de versiones escaladas
y trasladadas de una funcio´n madre (Wavelet Madre ψ), pero manteniendo la concentracio´n
de energ´ıa en cortos intervalos del plano t-f.
SyCWT (b, a) = |a|
−
1
2
∫ +∞
−∞
y(τ)ψ∗
(
t− b
a
)
dt (2-3)
La WT ofrece una resolucio´n apropiada en el tiempo y una pobre resolucio´n para altas fre-
cuencias, pero proporciona una buena resolucio´n en las bajas frecuencias. Esta representacio´n
se utiliza, especialmente, cuando la sen˜al presenta componentes de alta frecuencia durante
un corto periodo, mientras exhibe componentes de baja frecuencia para largos intervalos, lo
que es cierto en la mayor´ıa de casos de sen˜ales biolo´gicas [1].
Por otro lado, las Representaciones t–f cuadra´ticas, se definen como la transformada de
Fourier de la funcio´n de autocovarianza local, dada por el producto y(t+1/2τ)y∗(t− 1/2τ).
Adema´s, se pueden utilizar diferentes kernels t-f con el fin de obtener algunas propiedades
deseadas en la transformacio´n. En la pra´ctica, este tipo de representaciones son altamente
utilizadas dada su flexibilidad, ya que se puede adaptar la resolucio´n en tiempo y en frecuencia
independientemente [4]. As´ı, una Representaciones t–f cuadra´tica se define como:
Sy(t, f) =
1
4pi2
∫
∞
−∞
∫
∞
−∞
∫
∞
−∞
y
(
u+
1
2
τ
)
y∗
(
u−
1
2
τ
)
φ(θ, τ)e−jθt−jτf+jτududτdθ, (2-4)
donde τ y θ corresponden a los retrasos en tiempo y en frecuencia respectivamente; φ(θ, τ) es
una funcio´n kernel bi-dimensional, que define la representacio´n espec´ıfica y sus propiedades.
Por ejemplo, si el kernel es igual a 1, la representacio´n se conoce como la distribucio´n Wigner-
Ville (Wigner-Ville Distribution - WVD), la cual proporciona alta resolucio´n tanto en tiempo
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como en frecuencia para sen˜ales mono componente. La WVD satisface algunas propiedades
deseadas de las Representaciones t–f, i.e. es real, preserva desplazamientos en tiempo y en
frecuencia de la sen˜al, satisface los marginales en tiempo y en frecuencia [3]; pero para
sen˜ales multi-componente presenta te´rminos cruzados, lo que produce un bajo rendimiento
de la representacio´n t–f. Se han propuesto diferentes metodolog´ıas para tratar este feno´meno,
utilizando diferentes funciones kernel para suavizar los te´rminos cruzados.
La tabla 2-1 muestra algunas representaciones pertenecientes a esta clase y sus correspon-
dientes kernel.
Representacio t–f Kernel φ(θ, τ) Observaciones
Espectrograma Ag(−τ,−θ) Ag: Funcio´n de ambigu¨edad de la ventana g
Wigner-Ville 1
Choi-Williams e− (2piτθ)
2
σ
σ: Para´metro
Pseudo Wigner-Ville Suavizada S(θ)g(τ/2)g∗(−τ/2) g(·): Funcio´n ventana
Tabla 2-1: Representaciones t–f pertenecientes a la clase Cohen y sus correspondientes
kernels.
2.1.2. Representaciones tiempo–frecuencia parame´tricas
Las Representaciones t–f parame´tricas se basan en representaciones parametrizadas de un
modelo autorregresivo de media mo´vil variante en el tiempo (time-dependent autoregressive
moving average - TARMA) o tipos relacionados y sus extensiones. El modelo se debe ajustar
a la sen˜al analizada, y as´ı, la representacio´n se puede obtener a partir de los para´metros
variantes en el tiempo y la varianza residual [5,6]. En este trabajo se consideran los modelos
autorregresivos variantes en el tiempo (TVAR).
Un modelo TVAR(na) donde na designa el orden del modelo autorregresivo, se describe por
la siguiente expresio´n de autorregresio´n lineal [5]:
y(t) = −
na∑
n=1
ai,n(t)y(t− n) + ςi(t), ςi(t) ∼ N (0, σ
2
ςi
(t)), (2-5)
donde ai,n(t), n = 1, ..., na son los para´metros AR variantes en el tiempo, y ςi(t) es una
secuencia de innovaciones correspondiente a la parte aleatoria que el modelo no puede pre-
decir, la cual es no correlacionada y no observable con media cero y varianza dependiente
del tiempo σ2ςi(t), denotada como N (0, σ
2
ςi
(t)). La representacion t–f parame´trica derivada
del modelo TVAR se define como [15]:
Sy(t, f) =
σ2ςi(t)
|1 +
∑na
n=1 ai,n(t)e
−jfn|
2 , (2-6)
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la cual se puede asumir como la densidad espectral de potencia de la respuesta de la sen˜al si
el sistema se hiciera estacionario en el instante de tiempo t. La efectividad de esta metodolo-
g´ıa esta´ ligada a la seleccio´n adecuada del orden del modelo na, como tambie´n a la forma en
la que se asume el cambio temporal de los para´metros ai,n(t) y la varianza residual σ
2
ςi
(t) [5,6].
2.1.3. Generacio´n de caracter´ısticas estoca´sticas a partir de
representaciones tiempo–frecuencia
Sea ξ(t) ∈ L2(T ) un proceso aleatorio de Hilbert, tal que la siguiente descomposicio´n de
banda limitada toma lugar:
ξ(t) =
∑
n∈p
xn(t)e
θn(t), xn(t) > 0, ∀t ∈ T (2-7)
donde θn(t) es la frecuencia instanta´nea, y xn(t) ∈ L2(T ) es el coeficiente de la correspon-
diente n−e´sima descomposicio´n estoca´stica de la sen˜al, con funcio´n densidad espectral de
potencia Sξ(f) ∈ R
+, donde la concentracio´n de los componentes espectrales son cercanos
a una frecuencia dada. Cada proceso de banda limitada xn(t) caracter´ıstica estoca´stica, se
refiere a un valor nume´rico que mide la evolucio´n temporal de las sen˜ales no estacionarias.
La descomposicio´n en banda limitada sugerida en la ecuacio´n (2-7), se puede llevar a cabo
caracterizando el conjunto de representaciones t–f, Sy(t, f), donde se combina eficientemente
informacio´n de la magnitud y la frecuencia del espectro de potencia de tiempo corto del pro-
ceso de entrada, principalmente mediante descomposiciones en bancos de filtros. Las salidas
variantes en el tiempo de estos filtros se deben elegir de tal manera que cubran la mayor
parte relevante del rango de frecuencias, obteniendo un conjunto de caracter´ısticas variantes
en el tiempo {xn(t) : n = 1, . . . , p; ∀t}. As´ı, se obtiene un vector sobre el tiempo discreto t
para cada contorno de banda limitada xn = {xn(t) : t ∈ T}, utilizando los modelos en ban-
cos de filtros, por ejemplo, el conjunto de Coeficientes Cepstrales Lineales (Linear Frequency
Cepstral Coefficients LFCC), los cuales se extraen utilizando la Transformada del Coseno
del logaritmo de un banco de filtros triangulares {Fm(f) : m = 1, . . . , nF}, linealmente
espaciados sobre el dominio de la frecuencia:
xn(t) =
nF∑
m=1
log (sm (t)) cos
(
n
(
m−
1
2
pi
p
))
, (2-8)
donde p es el nu´mero de LFCC a considerar, y sm(t) es la suma ponderada de cada conjunto
de respuestas en frecuencia del banco de filtros sm(t) =
∑nK
f=1 S(t, f)Fm(f), siendo m, t y
f ı´ndices para los filtros, tiempo y frecuencia respectivamente; y nk el nu´mero de muestras
sobre la densidad espectral de potencia estimada S(t, f) ∈ R+. El conjunto de contornos
obtenidos a partir del procedimiento anterior sera´ llamado TFSF (Time-Frequency Stochastic
Features). Para el ca´lculo de las TFSF en la ecuacio´n (2-8) se puede utilizar cualquiera de
las representaciones t–f definidas previamente.
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2.2. Reduccio´n de dimensio´n en representaciones tiempo
frecuencia y caracter´ısticas estoca´sticas utilizando
me´todos de descomposicio´n lineal
Una representacion t–f se puede expresar como un arreglo matricial de caracter´ısticas que
presenta informacio´n discriminante del proceso subyacente. Dado que las principales desven-
tajas de estas caracter´ısticas son su gran dimensio´n y su cantidad de datos redundantes, es
necesario utilizar me´todos de reduccio´n de dimensio´n que puedan parametrizar adecuada-
mente la actividad de las caracter´ısticas variantes en el tiempo, preservando la informacio´n
discriminate contenida en la representacio´n original [6]. Considere un conjunto de M re-
presentaciones t–f, S = {S
(k)
y : k = 1, . . . ,M}, donde cada superficie es una matriz de
caracter´ısticas S
(k)
y ∈ RF×T , definida como:
S(k)y =
[
s
(k)
c1 , s
(k)
c2 , . . . , s
(k)
cT
]
=


s
(k)
r1
s
(k)
r2
...
s
(k)
rF

 =


s
(k)
11 s
(k)
12 . . . s
(k)
1T
s
(k)
21 s
(k)
22 . . . s
(k)
2T
...
...
. . .
...
s
(k)
F1 s
(k)
F2 . . . s
(k)
FT

 ,
cada vector columna s
(k)
cj representa el contenido de potencia en la frecuencia F para los
instantes de tiempo j = 1, . . . , T , mientras cada vector fila s
(k)
cj representa el cambio del
contenido de potencia a lo largo del tiempo, dadas las bandas de frecuencia i = 1, . . . , F ; s
(k)
ij
representa el contenido de potencia en la frecuencia i = 1, . . . , F y el tiempo j = 1, . . . , T .
Cada S
(k)
y se asocia con una etiqueta de clase c(k), definida en un contexto espec´ıfico. As´ı, el
objetivo de la reduccio´n de dimensio´n se puede plantear como encontrar una transformacio´n
del espacio original en un vector de caracter´ısticas yk de menor dimensio´n yk = M{S
(k)
y }
donde yk ∈ R
n es un vector de caracter´ısticas de taman˜o n ≪ T × F , y la transformacio´n
M : RF×T 7→ Rn mape´a del espacio de caracter´ısticas variante en el tiempo a su versio´n
reducida, preservando la informacio´n relevante. La funcio´n de transformacio´nM {·} depende
del me´todo de reduccio´n de dimensio´n seleccionado.
A lo largo de este trabajo, se consideran dos me´todos de reduccio´n de dimensio´n, Ana´lisis
de Componentes Principales (Principal Components Analysis - PCA) y Mı´nimos Cuadrados
Parciales (Partial Least Squares - PLS). Adema´s, la extensio´n de estos dos me´todos a datos
bidimensionales.
En PCA, las observaciones aleatorias de entrada (sin hacer suposiciones sobre sus densidades
de probabilidad), se transforman en un conjunto de variables no correlacionadas de menor
dimensio´n, denotadas componentes principales. PCA se basa en la descomposicio´n en valores
propios de la matriz de covarianza de los datos de entrada. Sea X = {xk ∈ R
m : k =
1, . . . , K} un conjunto de k objetos generados porm variables aleatorias. As´ı, para el k−e´simo
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objeto, se tiene el respectivo conjunto de datos xk = [x
(k)
1 , x
(k)
2 , . . . , x
(k)
m ], y la matriz de datos
centralizada se construye como:
X0 =
[
(x1 − µx)
⊤ (x2 − µx)
⊤ . . . (xK − µx)
⊤
]⊤
, µx =
1
K
∑K
k=1
xk (2-9)
PCA busca una matriz de transformacio´n ortogonal W , i.e., (W⊤W = I, I ∈ Rn, W ∈
R
m×n), para proyectar los datos a un conjunto de variables de menor dimensio´n con ma´xima
varianza, por medio de la transformacio´n lineal Y =X0W , donde
W = argma´x
W
tr(W⊤X⊤0 X0W )
En la pra´ctica, la matriz de transformacio´n W se halla como los primeros n vectores pro-
pios de la matriz de covarianza X⊤0 X0. Se debe notar que la transformacio´n PCA provee
una medida de reduccio´n de dimensio´n no supervisada, dado que no se tienen en cuenta las
etiquetas de los datos para obtener los vectores propios de ma´xima varianza.
Adicionalmente, PLS es un me´todo de reduccio´n de dimensio´n alternativo que construye un
conjunto de combinaciones lineales de las entradas, pero, a diferencia de PCA, utiliza un
conjunto de variables dependientes para su construccio´n. Principalmente, para propo´sitos
de clasificacio´n, se utilizan las etiquetas de clase c = [c(1), c(2), . . . , c(K)]⊤. En contraste con
PCA, el cual busca solo la ma´xima varianza [18], PLS busca las direcciones con la mayor
varianza y la mayor correlacio´n con respecto a las etiquetas de clase c. Al principio, PLS cal-
cula v1i = 〈xi, c〉 para cada i, de la cual se deriva la siguiente entrada y1 =
∑
j v1kxj , que es
la primera direccio´n de mı´nimos cuadrados parciales. Por lo tanto, durante la estimacio´n de
cada yi, las entradas se ponderan por la magnitud de su efecto univariado en c. La respuesta
c es una regresio´n en y1 dando un coeficiente γˆ1, y entonces, x1, . . . ,xm se ortogonaliza con
respecto a y1. Este proceso se repite hasta obtener n ≤ K direcciones. De esta forma, PLS
entrega una secuencia de entradas ortogonales o direcciones y1,y2, . . . ,yn.
Se puede considerar una extensio´n de los me´todos de descomposicio´n lineal a datos matri-
ciales si en vez de asumir cada objeto k como un vector, se asume como una matriz S
(k)
y .
As´ı, los me´todos de descomposicio´n lineal se pueden extender a datos matriciales realizando
la misma descomposicio´n en valores singulares sobre la matriz de datos vectorizada [19, 20].
Por lo tanto, cada objeto se puede describir como:
zk = vec(S
(k)
y ) = [(s
(k)
c1 )
⊤, (s
(k)
c2 )
⊤, . . . , (s
(k)
cT )
⊤],
as´ı, la transformacio´n lineal se puede llevar a cabo sobre la matriz de datos centralizada de la
ecuacio´n (2-9). La Figura 2-1muestra el proceso descrito para los me´todos de descomposicio´n
lineal sobre datos vectorizados.
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Figura 2-1: Reduccio´n de dimensio´n sobre matrices vectorizadas.
Otro posible enfoque es calcular las transformaciones utilizando las filas y las columnas de los
datos matriciales como objetos independientes. De esta forma, cada matriz S
(k)
y se concatena
en una supermatriz (matriz de matrices), la cual se transforma linealmente a trave´s de la
matriz V ∈ RF×nr , donde nr es el nu´mero de componentes en filas [21], i.e., la transformacio´n
obtenida tiene en cuenta la relacio´n entre filas. Del mismo modo, para obtener la relacio´n
entre columnas, un procedimiento similar se lleva a cabo sobre la supermatriz construida
por S
(k)
y
⊤
, obteniendo una matriz de transformacio´n W ∈ RT×nc, donde nc es el nu´mero
de componentes para las columnas [22]. As´ı, cada conjunto de caracter´ısticas matriciales se
transforma en una matriz reducida Y ∈ Rnr×nc dada por Y = V SW⊤, y de este modo,
el vector de caracter´ısticas reducido y se obtiene como la forma vectorizada de la matriz
reducida Y . Este proceso que sera´ referenciado como 2D-PCA o 2D-PLS se muestra en la
Figura 2-2:
X11 X12 X13 X14
X21 X22 X23 X24
X31 X32 X33 X34
Datos Matriciales
X11 X12 X13 X14
X21 X22 X23 X24
X31 X32 X33 X34
Matriz de datos Filas
Y11 Y12 Y13
Y21 Y22 Y23
Forma Matricial
Características
Y11 Y12 Y13 Y21 Y22 Y23
Características
X11
X12
X13
Matriz de datos Columnas
X14
X21
X22
X23
X24
X31
X32
X33
X34
Transpuesta
Matriz de
Transformación V
Matriz de
Transformación W
PCA/PLS
PCA/PLS
Figura 2-2: Reduccio´n de dimensio´n extendida a datos bidimensionales.
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Similarmente, considere un conjunto de M TFST, X = {Xky : k = 1, . . . ,M}, donde ca-
da Xky ∈ R
p×T es una representacio´n matricial del conjunto de caracter´ısticas estoca´sticas
relacionadas con una observacio´n k, definida como:
X(k)y = [xr1,xr2, · · · ,xrp] =


x
(k)
11 x
(k)
12 . . . x
(k)
1T
x
(k)
21 x
(k)
22 . . . x
(k)
2T
...
...
. . .
...
x
(k)
p1 x
(k)
p2 . . . x
(k)
pT

 ,
donde cada vector columna xrl representa la l-e´sima caracter´ıstica estoca´stica cambiante a
lo largo del tiempo j = 1, . . . , T . Adema´s, cada Xky se asocia con una etiqueta de clase c
k.
As´ı, los me´todos de transformacio´n lineal explicados anteriormente, se pueden utilizar sobre
el conjunto de TFSF.
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2.3. Ana´lisis de relevancia
El ana´lisis de relevancia distingue variables que representan efectivamente un feno´meno fisio-
lo´gico subyacente de acuerdo con alguna medida de evaluacio´n. Las variables representativas
se conocen como caracter´ısticas relevantes, mientras que la medida de evaluacio´n se conoce
como medida de relevancia. La seleccio´n de caracter´ısticas trata de descartar aquellas carac-
ter´ısticas cuya contribucio´n al objetivo de representacio´n sea lo ma´s cercana posible a cero
(caracter´ısticas irrelevantes), como tambie´n aquellas caracter´ısticas que presenten informa-
cio´n repetida (caracter´ısticas redundantes). As´ı, el primer objetivo concerniente a la etapa
de seleccio´n de variables, es definir el concepto de relevancia [1].
Sea el conjunto de objetos Ss = {Sk, k = 1, . . . ,M} con M observaciones descritas por un
conjunto de caracter´ısticas sij . Adema´s, cada muestra se asocia con uno y solamente un
elemento del conjunto de etiquetas de clase c =
{
c(k) ∈ N : k = 1, · · · , K
}
, donde K es el
nu´mero de clases a considerar. Luego, dado Ss, y para cualquier caracter´ıstica sij , la funcio´n
de relevancia ρ se define como:
ρ : RF×T −→ R
(Ss, sij) 7→ ρ(Ss, sij) ∈ R (2-10)
donde la funcio´n de relevancia ρ satisface las siguientes propiedades [1]:
– No-negatividad, ρ(Ss, sij) ≥ 0, para todo i.
– Nulidad, la funcio´n ρ(Ss, sij) es nula si la caracter´ıstica sij no presenta relevancia.
– No-redundancia, si s′ij = αsij + η, donde el valor real α 6= 0, y η es algu´n ruido con
media cero y varianza unitaria, entonces,
∣∣ρ(Ss, s′ij)− ρ(Ss, sij)∣∣→ 0
El concepto de relevancia se puede extender a un marco supervisado considerando dentro
de la funcio´n de relevancia el conjunto de etiquetas de clase c. El valor de esta funcio´n se
conoce como peso de relevancia para la caracter´ıstica sij. En las metodolog´ıas propuestas,
se asume que los mayores pesos se asocian con las caracter´ısticas ma´s relevantes. Una vez se
hayan considerado todas las caracter´ısticas, en este caso los puntos de la representacio´n, se
puede construir un mapa de Relevancia R = [ρij ], para i = 1, . . . , F y j = 1, . . . , T .
Para medir la contribucio´n de cada componente espectral, la estimacio´n de la relevancia se
puede obtener promediando las filas del mapa de relevancia:
ρ(sri) = E{ρij : ∀j = 1, . . . , T} (2-11)
En el presente trabajo se consideran las siguientes medidas de relevancia:
a. Correlacio´n Lineal (Cr): la cual mide la dependencia lineal entre alguna caracter´ısticas
sij y su correspondiente etiqueta de clase c, se define como:
ρCr(sij |c) =
∣∣∣∣∣∣
E{(s
(k)
ij − sij)(c
(k) − c)}√
E{(s
(k)
ij − sij)}E{(c
(k) − c)}
∣∣∣∣∣∣ , ∀k = 1, . . . ,M (2-12)
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donde c(k) denota la etiqueta de clase correspondiente a la caracter´ıstica s
(k)
ij , sij es
el promedio de la caracter´ıstica sij y c es el promedio de las etiquetas de clase. Esta
medida puede presentar valores dentro del rango [0, 1], donde un valor de ρCr(sij|c) = 0
significa que no existe relacio´n entre la caracter´ıstica y la etiqueta, mientras que un
valor de ρCr(sij|c) = 1 muestra una alta relacio´n lineal.
b. Incertidumbre Sime´trica (SU): la cual mide dependencias no lineales entre la funcio´n
de distribucio´n de probabilidad (PDF) de las etiquetas y la PDF de las caracter´ısticas
de intere´s. Esta medida se define como [23]:
ρSU(sij|c) =
H{s
(k)
ij } −H{s
(k)
ij |c
(k)}
H{s
(k)
ij } −H{c
(k)}
∀k = 1, . . . ,M (2-13)
siendo H{· : ∀λ} el operador de entrop´ıa sobre la variable λ. Al igual que en la
Correlacio´n Lineal, esta medida puede presentar valores en el rango [0, 1], un valor de
ρSU(sij|c) = 1 indica que la caracter´ıstica sij predice completamente los valores de las
etiquetas de clase c.
Las medidas de relevancia de las ecuaciones (2-12) y (2-13) definen el grado de correlacio´n
entre una caracter´ıstica sij y las etiquetas de clase c. Sin embargo, dado que estas medidas
son supervisadas, pueden ser dif´ıciles de calcular si se cuenta con ma´s de dos clases. Adema´s,
estas medidas de relevancia no tienen en cuenta la relacio´n entre las caracter´ısticas, por lo
que el conjunto de caracter´ısticas seleccionado a partir de estas medidas puede ser altamente
redundante. As´ı, basado en los me´todos de descomposicio´n lineal, una medida de relevancia
no supervisada se introduce:
c. Variabilidad Estoca´stica: la siguiente medida de relevancia variante en el tiempo se
evalu´a :
ρυ(Sy; τ) = [χ(1) · · · χ(τ) · · · χ(pT )]
⊤, (2-14)
donde χ(τ) = E{|λ2jvj(τ)|}, {λj : j = 1, . . . , q} es el conjunto de los valores propios
ma´s relevantes de la matriz Sy, y el escalar vj(τ) es el respectivo elemento en el instante
τ , y τ = 1, . . . , pT indexa cada uno de los valores de relevancia calculados para todo el
conjunto de datos variante en el tiempo. Para determinar distintivamente la relevan-
cia relacionada a cada una de las variables estoca´sticas, la Ecuacio´n (2-14) se puede
reubicar a la matriz de relevancia [ρυ1(Sy; t) · · · ρυf(Sy; t) · · ·ρυF (Sy; t)]
⊤, donde cada
fila ρυf (Sy; t) = [χ((f − 1)T + 1) . . . χ(t) . . . χ(fT )] ∈ R
T×1 muestra la contribucio´n de
la sri caracter´ıstica estoca´stica a lo largo de momentos fijos en el tiempo.
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2.4. Estimacio´n de caracter´ısticas sobre superficies t–f
2.4.1. Seleccio´n de a´reas relevantes sobre superficies t–f
En el marco de la estimacio´n de caracter´ısticas basadas en las representaciones t–f, y con
el fin de reducir su alta cantidad de datos redundantes e irrelevantes, es necesario estimar
las a´reas ma´s informativas de las representaciones. En este caso, estas a´reas se determinan
utilizando medidas de relevancia por alguna de las siguientes metodolog´ıas:
a. Relevancia 1D: consiste en evaluar la relevancia para cada punto de la superficie, y
as´ı seleccionar aquellos puntos que presenten valores de relevancia superiores a un
umbral dado. Finalmente, estos puntos sera´n procesados con los me´todos de reduccio´n
de dimensio´n convencionales (PCA o PLS)
b. Relevancia 2D: consiste en evaluar la relevancia sobre cada una de las componentes
espectrales variantes en el tiempo de la representacio´n (sri), como se muestra en la
ecuacio´n 2-11. Despue´s, se seleccionan aquellas bandas de frecuencia con valores de
relevancia superiores a cierto umbral, dando como resultado un conjunto de datos ma-
tricial. Finalmente, este conjunto de datos sera´ procesado con los me´todos de reduccio´n
de dimensio´n orientados a espacios bidimensionales (2D–PCA o 2D–PLS).
La Figura 2-3 ilustra cada una de las metodolog´ıas propuestas:
2.4.2. Divisio´n espectral sobre superficies t–f
En el marco de la estimacio´n de caracter´ısticas basada en bancos de filtros, tanto la estimacio´n
del nu´mero de caracter´ısticas estoca´sticas p como tambie´n la estimacio´n del nu´mero de filtros
nF se realiza utilizando divisio´n espectral sobre las superficies t–f. As´ı, cada divisio´n en
frecuencia obtenida representa la frontera de una caracter´ıstica estoca´stica. El conjunto de
particiones espectrales se determina por alguna de las siguientes metodolog´ıas:
a. Divisio´n Heur´ıstica: el rango de frecuencias de intere´s se divide en sub–bandas igual-
mente distribuidas, obteniendo informacio´n sobre la distribucio´n espacial de la energ´ıa.
La idea principal es cubrir todas las combinaciones posibles entre el nu´mero de filtros
nF y el nu´mero de caracter´ısticas p, i.e., se realiza un proceso iterativo en el cual el
nu´mero de filtros se incrementa paso a paso.
b. Divisio´n basada en Relevancia: en este caso, las fronteras en las bandas de frecuencia
se determinan por medio de una medida de relevancia como en la ecuacio´n 2-11. Dado
que cada vector de caracter´ısticas xn contiene una cantidad diferente de informacio´n,
el esquema de divisio´n basado en relevancia enfatiza las sub–bandas de frecuencia ma´s
relevantes. Esto es, entre ma´s relevante el conjunto de componentes espectrales {sri}
asociados a la sub–banda Fn, ma´s relevante la caracter´ıstica estoca´stica xn.
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Figura 2-3: Representacio´n gra´fica de los me´todos considerados para la seleccio´n de a´reas
relevantes sobre superficies t–f.
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La Figura 2-4 ilustra cada una de las metodolog´ıas propuestas:
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Figura 2-4: Representacio´n gra´fica de los me´todos considerados para la divisio´n espectral
sobre las superficies t–f.
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2.5. Clasificacio´n
2.5.1. Clasificador de k– vecinos ma´s cercanos
El clasificador k–nn pertenece a la familia de clasificadores no parame´tricos, los cuales pueden
ser usados con distribuciones de probabilidad arbitrarias, y sin asumir que las formas de las
densidades son conocidas. Para el caso del k–nn, el estimado de la funcio´n de probabilidad
p(x) se realiza a partir de k muestras de entrenamiento o prototipos centrados alrededor de
la observacio´n x, y que se puede hacer mayor a medida que se capturen ma´s muestras k, las
cuales son los vecinos ma´s cercanos de x.
La probabilidad a posteriori p(ci|x) a partir de un conjunto de k muestras, ki con etiqueta
ci se define como:
p(ci|x) =
ki
k
Esto es, el estimado de la probabilidad a posteriori que ci sea el estado de la naturaleza, es
u´nicamente la fraccio´n de las muestras etiquetadas como ci.
La regla de decisio´n de k–nn para k = 1 se formula de la siguiente forma: Sea Dn =
{x1, . . . , xn} el conjunto de n prototipos etiquetados, y x
′ ∈ Dn el prototipo ma´s cercano al
punto de prueba x, entonces la regla del vecino ma´s cercano para clasificar x, es asignarlo
a la etiqueta asociada de x′. Para k > 1 se generaliza la regla de decisio´n, clasificando x
con la etiqueta asociada a la clase con mayor nu´mero de prototipos dentro de los k vecinos
ma´s cercanos a x, los cuales se localizan en una regio´n esfe´rica cuyo centro es el punto de
evaluacio´n x. Para el caso de 2 clases, siempre es recomendable tomar un nu´mero de vecinos
impar para evitar tener p(c1|x) = p(c2|x), lo cual impide tomar una decisio´n [24].
2.5.2. Combinacio´n de clasificadores
En muchas situaciones, combinar las salidas de varios clasificadores produce mejoras en los
resultados de clasificacio´n. Esto ocurre dado que cada clasificador comete errores en diferen-
tes regiones del espacio de entrada. En otras palabras, el subconjunto del espacio de entrada
al cual cada clasificador atribuye una etiqueta correcta puede diferir de un clasificador a otro.
Esto implica que utilizando informacio´n de ma´s de un clasificador es probable obtener un
mejor desempen˜o global para un problema espec´ıfico. Dos diferentes enfoques aparecen cuan-
do se combinan las salidas de diferentes clasificadores: a) Todos los clasificadores utilizan las
mismas caracter´ısticas o b) cada clasificador trabaja en diferentes espacios de caracter´ısticas,
siendo este u´ltimo enfoque el considerado en el presente trabajo.
El problema se puede definir formalmente de la siguiente forma:
Considere N clasificadores que producen diferentes aproximaciones a las probabilidades a
posteriori. Para un patron de entrada x, cada clasificador j producira´ K aproximaciones a
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las probabilidades a posteriori, pij(x), i = 1, . . . , K. La combinacio´n de la informacio´n de los
diferentes clasificadores se realiza construyendo nuevas predicciones para las probabilidades
a posteriori, a partir de las predicciones de cada clasificador. Una vez se calculen las probabi-
lidades a posteriori pij(x) para los N clasificadores y las K clases para el prototipo de prueba
x, se combinan en un nuevo conjunto qj(x), el cual se puede utilizar para la clasificacio´n final.
La combinacio´n qj(x) se calcula como:
q′j(x) = rulei(pij(x));
qj(x) =
q′j(x)∑
j pj(x) = 1
La clasificacio´n final se realiza de la siguiente forma:
Q(x) = argmaxj(qj(x))
La Figura 2-5 muestra el procedimiento para la combinacio´n de clasificadores en paralelo.
En este caso se utilizan caracter´ısticas de diferente naturaleza para cada clasificador.
Clasificador 1
Clasificador 2
Clasificador N
Combinación Q(x)
p1j(x)
p2j(x)
pNj(x)
qj(x)
x1
x2
xN
Figura 2-5: Esquema de la combinacio´n de clasificadores.
La regla de decisio´n utilizada, es la regla de mediana:
q′j(x) ∼ medianj{pij(x)}
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3.1. Deteccio´n de Actividad Epile´ptica
La epilepsia es una patolog´ıa del cerebro que afecta aproximadamente a 40 millones de per-
sonas en el mundo. Esta enfermedad se caracteriza por fallas su´bitas y recurrentes en el
funcionamiento cerebral (convulsiones), las cuales reflejan los signos cl´ınicos de una excesiva
e hipersincro´nica actividad de las neuronas del cerebro. El test cl´ınico ma´s utilizado para el
diagno´stico de la epilepsia es el electroencefalograma (EEG), el cual es la grabacio´n de las
ondas cerebrales del paciente [7]. Por esta razo´n, en la actualidad se han desarrollado mu´lti-
ples herramientas disen˜adas para la deteccio´n automa´tica de actividad epile´ptica en sen˜ales
EEG. La principal dificultad se encuentra en la amplia variedad de patrones en este tipo de
sen˜ales con comportamiento no estacionario que pueden caracterizar un ataque, tales como la
desincronizacio´n de baja amplitud, ondas r´ıtmicas para una amplia variedad de frecuencias y
amplitude, entre otras. Los algoritmos desarrollados recientemente, se basan principalmente,
en ana´lisis espectral [25], caracter´ısticas wavelet [26] o caracter´ısticas espaciales [7]. Se han
propuesto tambie´n caracter´ısticas basadas en dina´micas no lineales o caos tales como los
exponentes de Lyapunov [27] y entrop´ıa [28], para caracterizar las sen˜ales EEG. Estas carac-
ter´ısticas se pueden utilizar para clasificar las sen˜ales EEG utilizando me´todos estad´ısticos.
Adicionalmente, dadas las no estacionariedades presentes en estas sen˜ales, se han propuesto
me´todos basados en las representaciones t–f para la deteccio´n automa´tica de actividad epi-
le´ptica. En esta l´ınea de ana´lisis, el presente trabajo propone una metodolog´ıa orientada a
reducir la dimensionalidad de las caracter´ısticas t–f. La metodolog´ıa lleva a cabo, consecu-
tivamente la seleccio´n de caracter´ısticas como tambie´n la reduccio´n de dimensio´n utilizando
me´todos de descomposicio´n lineal sobre los planos t–f. Al principio, se extraen las carac-
ter´ısticas ma´s relevantes de las representaciones utilizando una medida de relevancia que
selecciones las caracter´ısticas t–f mejor localizadas. As´ı se reduce significativamente, tanto
la informacio´n irrelevante como el costo computacional. Despue´s, los datos se proyectan a un
espacio de menor dimensio´n utilizando me´todos de descomposicio´n lineal. Para comparar, se
consideran me´todos tanto supervisados (PLS) como no supervisados (PCA), respectivamen-
te. La metodolog´ıa se prueba en un conjunto de de biosen˜ales electroencefalogra´ficas para la
deteccio´n de epilepsia.
La Figura 3-1 muestra el esquema experimental utilizado y los me´todos sujetos a investiga-
cio´n. La metodolog´ıa comprende las siguientes etapas: a) Preprocesamiento de la sen˜al, b)
Estimacio´n de las representaciones t–f, c) Seleccio´n de caracter´ısticas, la cual comprende la
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seleccio´n de las variables relevantes y la transformacio´n de los datos; y d) Clasificacio´n.
- - -
Seleccio´n de puntos relevantes
Seleccio´n de bandas
de Frecuencia
Seleccio´n de a´reas relevantes
ρ(sij)
Preprocesamiento
Normalizacio´n
y′(t)
Estimacio´n mapas t–f
Sy(t, f)
Deteccio´n
Clasificacio´n
Validacio´n
k–nn
Generacio´n de Caracter´ısticas
Espectrograma
SPWV
KSTVAR
Figura 3-1: Esquema del sistema automatizado para el diagno´stico de patolog´ıas basado en
ana´lisis de caracter´ısticas estoca´sticas.
3.1.1. Base de datos EEG
Las sen˜ales EEG corresponden a 29 pacientes con epilepsia focal me´dicamente intratable. El
conjunto de datos se recolecto´ en la Cl´ınica para la Epilepsia de la Universidad de Boon,
como se explica en [29]. La base de datos contiene cinco conjuntos (denotados A-E), com-
puestos de 100 segmentos de EEG de un solo canal, los cuales se seleccionaron a partir de
registros EEG multicanal despue´s de una inspeccio´n visual con el fin de eliminar artefactos
(actividad muscular o movimiento de los ojos). Los conjuntos A y B contienen segmentos de
EEG superficiales (tomados en el cuero cabelludo) de cinco sujetos saludables, utilizando el
protocolo esta´ndar 10-20 de localizacio´n de electrodos. Los voluntarios se encontraban des-
piertos, relajados, con los ojos abiertos (A) y con los ojos cerrados (B), respectivamente. Los
conjuntos C, D y E se seleccionaron a partir de registros EEG con diagno´stico prequiru´rgico.
Las sen˜ales corresponden a cinco pacientes, los cuales lograron un control completo de los
episodios epile´pticos despue´s de la diseccio´n de una de las formaciones hipocampanales, las
cuales se diagnosticaron correctamente como la zona epileptopatoge´ncia. Los segmentos del
conjunto D se tomaron en la zona epileptopatoge´nica, y los segmentos del conjunto C en la
zona hipocampanal del lado opuesto del cerebro. Los conjuntos C y D contienen u´nicamente
actividad medida en intervalos inter-ictales, y el conjunto E contiene u´nicamente registros
con actividad ictal. Todas las sen˜ales EEG se grabaron con un sistema de adquisicio´n de
datos 128 canales, utilizando una referencia comu´n. Los datos se digitalizaron a 173.61 Hz
con resolucio´n de 12 bits. Algunas formas de onda de cada subconjunto en la base de datos
se muestran en la Figura 3-2.
En el presente trabajo, la base de datos descrita anteriormente se organiza para crear un
problema de clasificacio´n, donde todos los segmentos EEG se organizan en tres diferentes
clases: Los conjuntos A y B conforman la clase normal (200 registros), los conjuntos C y D
se combinan en la clase interictal (200 registros) y el conjunto E conforma la clase ictal (100
registros). Este problema de clasificacio´n es el ma´s cercano a las aplicaciones me´dicas reales.
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Figura 3-2: Ejemplos sen˜ales EEG
3.1.2. Estimacio´n de caracter´ısticas
Estimacio´n de representaciones tiempo–frecuencia
Se utilizan tres diferentes estimadores para obtener las representaciones t–f, el Espectrograma
y la SPWV como representaciones no parame´tricas y la KSTVAR como representacio´n para-
me´trica. El ana´lisis se lleva a cabo en el rango de frecuencias de 0 a 86 Hz. El espectrograma
se calcula utilizando una ventana de Hamming de 63 puntos de longitud. Los para´metros
de la SPWV se ajustan como se sugiere en [7] , utilizando una ventana de Hamming de 64
puntos como ventana de suavizado tanto en tiempo como en frecuencia. Para la estimacio´n
de la KSTVAR parame´trica, la seleccio´n del orden del modelo se implementa siguiendo las
recomendaciones en [5]. Los para´metros de estimacio´n de cada me´todo se sumarizan en la
Tabla 3-1. Finalmente, para todas las metodolog´ıas consideradas, se obtiene un conjunto de
representaciones t–f con T = 512 puntos en el tiempo y F = 512 puntos en frecuencia.
Me´todo Para´metros
Estimacio´n
Espectrograma Ventana Hamming de 63 muestras de longitud.
512 puntos en frecuencia.
SPWV Ventana de suavizado en tiempo y en frecuencia: Hamming 64 puntos.
512 puntos en frecuencia.
KSTVAR Orden del modelo TVAR na = 6.
Para´metros del estimador: σ2p = 10
5, σ2e = 1, σ
2
ω = 10
−5
512 puntos en frecuencia.
Tabla 3-1: Para´metros de estimacio´n de las representaciones t–f.
La Figura 3-3 muestra ejemplos de las representaciones t–f obtenidas con cada uno de los
me´todos de estimacio´n. Cada columna muestra un estimador diferente, mientras que cada
fila se asocia con un ejemplo t´ıpico un registro perteneciente a las diferentes clases de la base
de datos (A hasta E).
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Espectrograma SPWV KSTVAR
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Figura 3-3: Ejemplos de las representaciones t–f estimadas, utilizando los diferentes me´to-
dos de estimacio´n y para los diferentes tipos de sen˜ales de la base de datos.
Reduccio´n de dimensio´n
Para utilizar las componentes de las representaciones t–f como caracter´ısticas, dada su alta
cantidad de informacio´n irrelevante y redundante, es necesario primero encontrar cua´les son
las zonas de dichas representaciones que aportan informacio´n al proceso. Con esta restriccio´n
en mente, se proponen dos diferentes variantes para la metolod´ıa, como se explica en la seccio´n
anterior. La primera consiste en la evaluacio´n de la relevancia para cada punto del mapa t–f, y
as´ı seleccionar los puntos t–f ma´s relevantes para crear un vector de caracter´ısticas reducido
que sera´ procesado por los me´todos de reduccio´n de dimensio´n convencionales; este proceso
se describe en el Algoritmo 1.
La segunda variante consiste en la evaluacio´n de la relevancia en cualquiera de los ejes de
las superficies, (tiempo o frecuencia), y as´ı seleccionar los instantes de tiempo o las bandas
de frecuencia ma´s relevantes para crear una matriz de caracter´ısticas t–f, la cual sera´ redu-
cida utilizando los enfoques matriciales (2D-PCA o 2D-PLS); este proceso se describe en el
Algoritmo 2.
Las dos variantes de la metodolog´ıa de extraccio´n de caracter´ısticas descritas en los Algorit-
mos 1 y 2 se aplican a las bases de datos de representaciones t–f obtenidas con los diferentes
me´todos de estimacio´n. Ambas variantes se dividen en dos pasos consecutivos: Seleccio´n de
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Algoritmo 1 Seleccio´n de caracter´ısticas t–f utilizando medidas de relevancia y reduccio´n
de dimensio´n.
Input: Conjunto de representaciones t–f {S1y ,S
2
y , . . . ,S
K
y }, umbral de relevancia ρmı´n.
Output: Vector de Caracter´ısticas {y1,y2, . . . ,yK}.
1. Convertir las matrices t–f en vectores.
for k = 1 to K do
zk = vec(S
k
y ) =
[
(s
(k)
c1 )
⊤, (s
(k)
c2 )
⊤, . . . , (s
(k)
cN )
⊤
]
end for
2. Estimar la medida de relevancia ρ(z) del vector de caracter´ısticas {z1, z2, . . . , zK}, utilizando alguna
medida de relevancia de las descritas previamente.
3. Seleccionar las variables ma´s relevantes de las representaciones t–f vectorizadas.
for k = 1 to K do
xk =
{
z
(k)
i ∀i : ρ(zi) ≥ ρmı´n
}
end for
4. Calcular la matriz de transformacio´n W de PCA o de PLS utilizando el conjunto de vectores de
caracter´ısticas relevantes {x1,x2, . . . ,xK}.
5. Transformar los vectores de caracter´ısticas xk en vectores de caracter´ısticas reducidos yk, de la for-
ma
for k = 1 to K do
yk = xkW
end for
Algoritmo 2 Seleccio´n de las bandas de frecuencia de los mapas t–f utilizando medidas de
relevancia y reduccio´n de dimensio´n con me´todos matriciales
Input: Conjunto de representaciones t–f {S1y ,S
2
y , . . . ,S
K
y }, umbral de relevancia ρmı´n.
Output: Vector de Caracter´ısticas {y1,y2, . . . ,yK}.
1. Seguir los pasos 1 y 2 del Algoritmo 1
2. Convertir la medida de relevancia ρ(z) en una matriz R con las mismas dimensiones de los mapas t–f.
3. Calcular la contribucio´n de cada componente espectral srj .
4. Seleccionar las bandas de frecuencia ma´s relevantes
for k = 1 to K do
Sˆky =
{
s
(k)
rj ∀j : ρij ≥ ρmı´n
}
end for
5. Calcular las matrices de transformacio´nW y V de 2D–PCA (o 2D–PLS, respectivamente), utilizando
el conjunto de matrices t–f reducidas {Sˆ1y , Sˆ
2
y , . . . , Sˆ
K
y }.
6. Transformar las matrices reducidas Sˆky en vectores de caracter´ısticas reducidos yk, de la for-
ma
for k = 1 to K do
Yk = V Sˆ
k
yW
⊤
yk = vec(Yk)
end for
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las variables relevantes y transformacio´n de los datos con me´todos de descomposicio´n lineal.
1) Seleccio´n de variables relevantes: esta etapa se lleva a cabo seleccionando las variables ma´s
relevantes utilizando las tres medidas de relevancia descritas en la seccio´n anterior (Correla-
cio´n Lineal ρCr, Incertidumbre Sime´trica ρSU y Ma´xima Variabilidad ρV ar). La evaluacio´n de
estas medidas en las bases de datos de representaciones t–f, produce las matrices y vectores
de relevancia mostrados en la Figura 3-4. Las Figuras muestran en la parte superior el mapa
de relevancia adema´s de la contribucio´n de cada componente espectral.
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Figura 3-4: Relevancia del plano t–f.
Las medidas de relevancia mostradas en la Figura anterior para los diferentes estimadores
de las superficies t–f, exhiben picos de relevancia en las bandas de 10 a 20 Hz y sobre los
30 Hz. En general, para todas las representaciones, por encima de los 60 Hz no se encuentra
informacio´n relevante. U´nicamente en el espectrograma se encuentra un pico al rededor
de los 80 Hz, el cual puede ser atribuido a ruido en la sen˜al o problemas de estimacio´n.
Adicionalmente, en el espectrograma se encuentra una banda de frecuencia relevante sobre
los 50 Hz, mientras que en las dema´s representaciones, la relevancia sobre los 30 Hz y hasta
los 60 Hz permanece constante en un valor alto. Estos resultados concuerdan con el hecho
de que los ataques epile´pticos contienen, principalmente, informacio´n de alta frecuencia.
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Con el fin de hallar las caracter´ısticas ma´s relevantes, las medidas de relevancia estimadas
se organizan en vectores y se ordenan en orden descendente. Los vectores de relevancia
ordenados utilizando las diferentes medidas de relevancia consideradas se muestran en la
parte inferior de la Figura 3-4. En el caso de la seleccio´n de los puntos t–f, utilizando
el proceso descrito en el Algoritmo 1, las variables se seleccionan de acuerdo a su valor de
relevancia, escogiendo aquellas con un valor por encima de cierto umbral. El umbral se ajusta
de forma tal que optimice la tasa de acierto de clasificacio´n. Con respecto a la seleccio´n de
las bandas de frecuencia en los mapas t–f, las medida de relevancia estimadas se promedian
sobre el eje del tiempo, como resultado se obtiene un vector correspondiente a la relevancia
de cada componente espectral (Gra´fica superior izquierda de cada sub-figura en la Figura
3-4). As´ı, las bandas de frecuencia se seleccionan de acuerdo con su valor de relevancia,
escogiendo aquellas componentes espectrales con valores superiores a cierto umbral.
2) Transformacio´n de datos con los me´todos de descomposicio´n lineal: despue´s de la seleccio´n
de las variables ma´s relevantes, el conjunto de datos obtenidos (conformado con los puntos
o las bandas de frecuencia ma´s relevantes) se reduce utilizando los me´todos de descompo-
sicio´n lineal descritos en el marco teo´rico. La cantidad de componentes principales n para
PCA y PLS se selecciona basa´ndose en el nu´mero de componentes que describan el 90% de
variabilidad total de la base de datos; similarmente, para 2D–PCA y 2D–PLS, el nu´mero de
componentes en el tiempo nc y en la frecuencia nr se selecciona como el valore que supere el
90% de la variabilidad en los ejes del tiempo y frecuencia, respectivamente.
3) Desempen˜o de clasificacio´n: para evaluar el rendimiento de los procesos propuestos se uti-
liza la metodolog´ıa de cross-validacio´n, la cual consiste en la divisio´n de cada base de datos
en 10 particiones o folds, cada una con igual nu´mero de registros de cada clase, y asegurando
que cada registro se encuentre u´nicamente en 1 fold. Nueve de estos folds se utilizan para
entrenar y el restante para validar. Los procedimientos descritos en los Algoritmos 1 y 2 se
aplican a los folds de entrenamiento, el espacio de caracter´ısticas resultante se utiliza para
entrenar un clasificador de k– vecinos ma´s cercanos k–nn. Despue´s, las medidas de relevancia
obtenidas, las matrices de clasificacio´n y el clasificador obtenido con los folds de entrena-
miento se utilizan para clasificar los registros del fold de validacio´n. Este procedimiento se
repite cambiando los folds de entrenamiento y validacio´n, hasta que los 10 folds se utilicen
para validar el clasificador. El rendimiento de clasificacio´n se mide por medio de la tasa de
acierto, sensibilidad y especificidad, definidas como:
Acc(%) =
NC
NT
× 100; Sens(%) =
NTP
NTP +NFN
× 100; Spec(%) =
NTN
NTN +NFP
× 100;
donde Nc es el nu´mero de patrones clasificados correctamente, NT es el nu´mero total de
patrones utilizados para alimentar el clasificador, NTP es el nu´mero de verdaderos positivos
(clase objetivo clasificada correctamente), NFN es el nu´mero de falsos negativos (clase obje-
tivo clasificado como la clase referencia), NTN es el nu´mero de verdaderos negativos (clase
referencia clasificada correctamente), y NFP es el nu´mero de falsos positivos (clase referencia
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clasificada como la clase objetivo). La tasa de acierto (Acc), Sensibilidad (Sens) y Especi-
ficidad (Spec) se calculan para cada fold de validacio´n, la media y desviacio´n esta´ndar se
utilizan para crear las figuras de desempen˜o.
3.1.3. Resultados
Esta seccio´n evalu´a la sintonizacio´n de los para´metros restantes de la metodolog´ıa: El nu´mero
de vecinos del clasificador, el umbral de relevancia y el nu´mero de componentes utilizados en
los me´todos de descomposicio´n lineal. Para comparar, se calculan la media y la desviacio´n
esta´ndar del rendimiento de clasificacio´n. Una vez se obtiene la mejor tasa de acierto, se
calculan los resultados de sensibilidad y especificidad.
A. Sintonizacio´n del clasificador k–nn
Para determinar el valor o´ptimo de k se incrementa secuencialmente el nu´mero de vecinos
hasta encontrar el mejor rendimiento.
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Figura 3-5: Tasa de Acierto de Clasificacio´n vs. Nu´mero de vecinos del clasificador.
La Figura 3-5 ilustra los resultados para cada conjunto de resultados. Las Figuras 3.5(a),
3.5(b) y 3.5(c) muestran los resultados utilizando el proceso descrito en el Algoritmo 1, mien-
tras que las Figuras 3.5(d), 3.5(e) y 3.5(f) muestra los resultados para el proceso descrito
en el Algoritmo 2. Las Figuras de la primera columna (Metodolog´ıa 1D) muestran que, a
medida que aumenta el nu´mero de vecinos del clasificador la tasa de acierto de clasificacio´n
decrece. Adema´s, la desviacio´n esta´ndar es menor para valores intermedios y va incremen-
tando a medida que el nu´mero de vecinos incrementa. Las Figuras de la segunda columna
(Metodolog´ıa 2D) muestran tendencias similares. Se puede observar que los resultados uti-
lizando el Algoritmo 2 son ma´s estables. Estos resultados reflejan la estructura general del
espacio de caracter´ısticas obtenido, as´ı, se puede concluir que los espacios de caracter´ısticas
obtenidos con la metodolog´ıa 1D son menos estructurados y pueden mostrar pequen˜os clus-
ters o una frontera de clasificacio´n poco suave. Por estas razones, para ambas metodolog´ıas
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se selecciona el nu´mero de vecinos en k = 3.
B. Sintonizacio´n de las metodolog´ıas de seleccio´n de caracter´ısticas por medio del ana´lisis de
relevancia.
Con el fin de evaluar la efectividad de cada medida de relevancia, se incrementa el nu´mero de
caracter´ısticas como un porcentaje del nu´mero total de variables. Los porcentajes se var´ıan
desde el 5% hasta el 100% con incrementos del 5%. Esta prueba se realiza para las tres
medidas de relevancia, para ambos me´todos de reduccio´n de dimensio´n y para cada me´todo
de estimacio´n de las representaciones t–f. La Figura 3-6 muestra los resultados obtenidos.
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Figura 3-6: Tasa de Acierto de Clasificacio´n vs. Nu´mero de variables relevantes en la Me-
todolog´ıa 1D.
Se puede observar que, en general, para todos los me´todos de estimacio´n de las superficies t–f,
la medida basada en en la Ma´xima Variablidad (tercera columna) es la menos selectiva, dado
que se requiere un nu´mero mayor de variables relevantes para obtener los mejores rendimien-
tos. Los resultados ma´s estables se obtienen para el espectrograma y la medida basada en
la Incertidumbre Sime´trica, ya que se necesita un nu´mero menor de variables relevantes, las
desviaciones esta´ndar son menores y los dos me´todos de reduccio´n de dimensio´n presentan
resultados similares.
Para el algoritmo 2D se realiza una prueba similar, variando el umbral de relevancia del eje
de la frecuencia y seleccionando las bandas de frecuencia ma´s relevantes. Los porcentajes se
var´ıan desde el 5% hasta el 100% con incrementos del 5%. Los resultados se muestran en la
Figura3-7. Se puede observar en general que, a medida que el nu´mero de bandas de frecuencia
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disminuye, el rendimiento tambie´n disminuye. Esta tendencia es ma´s notoria para el me´todo
de estimacio´n KSTVAR, y para las medidas de relevancia Correlacio´n Lineal y Ma´xima
Variabilidad. Adema´s se puede observar que la medida Incertidumbre Sime´trica presenta
resultados ma´s estables, ya que se alcanzan tasas de clasificacio´n altas con pocas variables.
En relacio´n a los me´todos de reduccio´n de dimensio´n, se puede observar que presentan un
desempen˜o similar.
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Figura 3-7: Tasa de Acierto de Clasificacio´n vs. Nu´mero de variables relevantes en la Me-
todolog´ıa 2D.
C. Sintonizacio´n de los me´todos de descomposicio´n lineal.
Luego de tener una aproximacio´n al nu´mero o´ptimo de componentes para ambos me´todos de
reduccio´n de dimensio´n (PCA o PLS), mediante el criterio del 90% de varianza explicado, se
realiza una sintonizacio´n ma´s fina incrementando secuencialmente este valor hasta obtener el
ma´ximo rendimiento posible. Para el Algoritmo 1 los resultados de esta prueba se muestran
en la Figura 3-8. Para ambos me´todos de reduccio´n de dimensio´n, se puede observar que el
rendimiento tiende a establecerse con pocas componentes (al rededor de 15 componentes).
Adema´s, se puede observar que los resultados obtenidos con PLS son ma´s estables, ya que
la desviacio´n esta´ndar es menor. Por otro lado, respecto a las medidas de relevancia, se nota
que la medida basada en Incertidumbre Sime´trica presenta un comportamiento ma´s suave.
Las Figuras 3-9, 3-10 y 3-11 muestran el rendimiento de clasificacio´n contra el nu´mero de
componentes en filas y en columnas de las versiones 2D de los me´todos de descomposicio´n
lineal (Algoritmo 2), para los diferentes estimadores de las representaciones t–f (Espectro-
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grama, SPWV y KSTVAR respectivamente). La primer fila para 2D–PCA y la segunda para
2D–PLS, con las diferentes medidas de relevancia. Se puede observar que, en general, ambos
me´todos presentan comportamientos estables a medida que aumenta el nu´mero de compo-
nentes en filas y en columnas. Adema´s, la tasa de acierto incrementa con un numero pequen˜o
de componentes en las columnas, mientras que permanece estable a medida que el nu´mero
de componentes en filas incrementa. Dado que las componentes en columnas se relacionan
con la actividad temporal, y los componentes en las filas se relacionan con la variabilidad
de la frecuencia, el comportamiento exhibido por estas sen˜ales se puede interpretar como de
suave actividad temporal con una variabilidad frecuencial alta.
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Figura 3-8: Tasa de Acierto de Clasificacio´n vs. Nu´mero de componentes en la Metodolog´ıa
1D.
D. Sumario de resultados.
Las Tablas 3-2 y 3-3 sumarizan los valores de los para´metros con los cuales se obtiene el
mejor rendimiento para la metodolog´ıa 1D y 2D, respectivamente. Ambas tablas muestran el
umbral de relevancia ρmin, el nu´mero de dimensiones del espacio final obtenido nc y ncr×ncc
y la media y desviacio´n esta´ndar de los resultados de tasa de acierto (Acc), Sensibilidad
(Sens) y Especificidad (Spec). Las Tablas permiten hacer una comparacio´n directa entre
los diferentes me´todos de estimacio´n de las representaciones t–f, las medidas de relevancia
utilizadas y los diferentes me´todos de descomposicio´n lineal. Adema´s, con el fin de comparar,
se muestra el rendimiento obtenido cuando no se lleva a cabo el ana´lisis de relevancia.
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Figura 3-9: Tasa de Acierto de Clasificacio´n vs. Nu´mero de componentes en filas y en co-
lumnas de la Metodolog´ıa 2D para el Espectrograma.
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(d) Correlacio´n Lineal + 2D–PLS
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Figura 3-10: Tasa de Acierto de Clasificacio´n vs. Nu´mero de componentes en filas y en
columnas de la Metodolog´ıa 2D para la SPWV.
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Figura 3-11: Tasa de Acierto de Clasificacio´n vs. Nu´mero de componentes en filas y en
columnas de la Metodolog´ıa 2D para la KSTVAR.
Me´todo Rel ρmin nc Acc [%] Sens[%] Spec[%]
R
e
le
v
a
n
c
ia
1
D
Espec
PCA
∼ 87,40± 3,78 95,50± 4,97 86,00± 6,05
Cr 40% 26 90,60± 4,33 96,00± 3,94 90,67± 5,16
SU 10% 26 96,80± 1,03 98,00± 2,58 97,00± 1,89
Var 50% 29 89,80± 5,29 94,00± 5,68 89,67± 6,18
PLS
∼ 98,40± 1,58 100,00± 0,00 97,67± 2,74
Cr 75% 9 98,40± 1,84 99,50± 1,58 99,00± 2,25
SU 10% 28 99,20± 1,40 99,50± 1,58 99,33± 1,41
Var 45% 22 98,60± 1,65 100,00± 0,00 98,00± 2,81
SPWV
PCA
∼ 90,60± 4,90 93,50± 9,14 91,33± 5,26
Cr 15% 13 90,00± 4,22 94,00± 6,15 89,33± 4,10
SU 30% 19 93,80± 3,58 97,50± 4,86 94,67± 6,13
Var 20% 25 92,00± 3,13 93,50± 8,83 93,00± 2,92
PLS
∼ 96,20± 2,57 100,00± 0,00 94,67± 4,50
Cr 15% 13 97,20± 1,93 99,50± 1,58 97,33± 3,06
SU 30% 11 95,60± 1,26 98,00± 2,58 96,67± 3,51
Var 20% 11 96,60± 1,65 99,50± 1,58 95,33± 2,81
KS–TVAR
PCA
∼ 81,20± 4,64 87,00± 5,37 88,00± 3,58
Cr 100% 24 81,60± 5,06 87,50± 5,40 88,00± 3,58
SU 35% 17 89,60± 4,40 97,00± 3,50 90,00± 4,44
Var 95% 19 82,00± 3,27 87,50± 6,35 88,00± 3,22
PLS
∼ 94,60± 3,41 98,50± 3,37 93,67± 4,83
Cr 100% 22 95,20± 3,01 99,00± 2,11 94,00± 4,92
SU 25% 11 95,40± 2,99 99,00± 2,11 95,00± 3,60
Var 45% 13 96,00± 1,89 98,00± 2,58 96,67± 2,22
Tabla 3-2: Mejores resultados obtenidos con la metodolog´ıa 1D
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Me´todo Rel ρmin ncr × ncc Acc [%] Sens [%] Spec [%]
R
e
le
v
a
n
c
ia
2
D
Espectrograma
2D-PCA
∼ 99,60± 0,84 99,50± 1,58 99,67± 1,05
Cr 90% 11× 5 99,20± 1,03 99,50± 1,58 99,33± 1,41
SU 80% 10× 2 99,00± 1,41 100,00± 0,00 99,33± 1,41
Var 95% 9× 5 98,60± 1,35 100,00± 0,00 98,00± 2,33
2D-PLS
∼ 99,60± 0,84 100,00± 0,00 99,33± 1,41
Cr 55% 7× 2 99,00± 1,05 100,00± 0,00 99,00± 1,61
SU 55% 12× 3 99,00± 1,41 100,00± 0,00 99,00± 1,61
Var 95% 3× 2 98,60± 1,35 99,50± 1,58 98,67± 1,72
SPWV
2D-PCA
∼ 97,60± 1,84 99,00± 2,11 98,00± 2,33
Cr 35% 13× 1 96,60± 1,90 99,50± 1,58 96,33± 3,67
SU 20% 9× 2 96,60± 2,12 98,50± 2,42 98,33± 1,76
Var 30% 15× 4 97,00± 2,36 98,50± 3,37 97,00± 2,92
2D-PLS
∼ 95,60± 2,07 98,00± 4,22 95,33± 2,81
Cr 55% 17× 2 96,40± 2,27 98,50± 3,37 97,00± 2,92
SU 20% 9× 3 96,20± 2,20 97,50± 3,54 98,67± 2,33
Var 60% 19× 1 96,80± 1,93 99,50± 1,58 96,33± 3,99
KS–TVAR
2D-PCA
∼ 95,80± 2,57 98,50± 3,37 95,33± 4,22
Cr 100% 8× 1 95,00± 2,36 98,00± 3,50 95,00± 3,24
SU 30% 1× 1 95,00± 2,36 98,00± 2,58 94,67± 2,81
Var 50% 6× 2 95,80± 3,05 98,50± 2,42 95,67± 3,87
2D-PLS
∼ 95,60± 2,07 98,00± 4,22 95,33± 2,81
Cr 100% 6× 5 86,00± 5,08 89,00± 6,99 86,67± 7,54
SU 30% 8× 3 95,20± 3,79 99,00± 3,16 94,67± 3,58
Var 65% 16× 2 95,80± 2,74 99,50± 1,58 95,33± 2,81
Tabla 3-3: Mejores resultados obtenidos con la metodolog´ıa 2D
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3.1.4. Discusio´n de resultados
En la parte experimental, se desarrollan varias pruebas para evaluar las diferentes derivacio-
nes de la metodolog´ıa propuesta (Algoritmos 1 y 2). Se utiliza una base de datos de sen˜ales
EEG, con un comportamiento dina´mico relativamente suave. Para la estimacio´n de las re-
presentaciones t–f se utilizan tres diferentes me´todos: El espectrograma, la SPWV y una
representacio´n parame´trica basada en un modelo KSTVAR. Los resultados de las Tablas
3-2 y 3-3 no muestran una diferencia significativa entre las distribuciones, pero muestran
la dependencia del acierto de clasificacio´n al me´todo de reduccio´n utilizado. Con respecto a
la estimacio´n de las superficies t–f, tanto la SPWV como la KSTVAR requieren un mayor
tiempo de sintonizacio´n dado que presentan una cantidad mayor de para´metros, por esta
razo´n, para el problema estudiado puede ser mejor utilizar estrategias de estimacio´n ma´s
simples, como el espectrograma. Sin embargo, los me´todos ma´s sofisticados pueden ser de
gran utilidad para diferentes aplicaciones bajo diferentes condiciones de no estacionariedad.
La Figura 3-4 muestra que la informacio´n espectral en las sen˜ales EEG se distribuye uni-
formemente a lo largo del eje del tiempo. Sin embargo, la informacio´n var´ıa dependiendo de
la superficie t–f utilizada. El comportamiento para las tres medidas de relevancia es similar,
con algunas diferencias en el caso de la medida basada en la Ma´xima Variabilidad, ya que
esta medida evalu´a el comportamiento de cada caracter´ıstica con respecto al conjunto global
y no con respecto a las etiquetas de clase como la Correlacio´n Lineal y la Incertidumbre
Sime´trica. Esta diferencia tambie´n se puede observar en los resultados obtenidos (Figuras
3-6 y 3-7), donde se evidencia que la medida que presenta mayor reduccio´n de dimensio´n
es la Incertidumbre Sime´trica, ya que selecciona una menor cantidad de variables relevantes
para optimizar su rendimiento. Con respecto al enfoque 2D, la Incertidumbre Sime´trica y
la Correlacio´n Lineal muestran bandas de frecuencia definidas en 10, 20 y sobre los 30 Hz,
la Ma´xima Variabilidad presenta resultados similares, con la diferencia que los elementos
por fuera de estas bandas no presentan valores bajos de relevancia. Este hecho se puede
relacionar con una alta redundancia entre las variables. De acuerdo con los resultados obte-
nidos, y con la discusio´n previa, para ambas metodolog´ıas la Incertidumbre Sime´trica es la
medida de relevancia ma´s adecuada, dada su efectividad para la seleccio´n de caracter´ısticas
y su estabilidad en el rendimiento. Sin embargo, la medida basada en Ma´xima Variabilidad
presenta tambie´n resultados satisfactorios, considerando que es una medida no supervisada.
Con respecto a los me´todos de descomposicio´n lineal, para el enfoque 1D se encontro´ que, en
general, PLS presenta mejores resultados que PCA. Sin embargo, cuando hay una adecuada
seleccio´n de caracter´ısticas, PCA logra buenos resultados (Espectrograma + SU, Figura
3.6(d)), teniendo en cuenta que este me´todo no considera la informacio´n de las etiquetas de
clase para obtener las matrices de transformacio´n, como ocurre con PLS. Para el enfoque 2D,
2D–PCA muestra resultados muy similares e incluso mejores en algunos casos a 2D–PLS.
Tanto 2D–PCA como 2D–PLS tienden a estabilizar su rendimiento con pocas componentes
tanto en filas como en columnas, lo que se puede atribuir a una buena seleccio´n de las bandas
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de frecuencia ma´s relevantes en esta metodolog´ıa.
Finalmente, comparando los dos enfoques propuestos, los resultados obtenidos a lo largo
del proceso de sintonizacio´n muestran que el enfoque descrito en el Algoritmo 2 presenta
resultados ma´s estables, ya que las desviaciones esta´ndar son menores a las obtenidas con
la metodolog´ıa 1D. Esto se puede atribuir a una mejor construccio´n del espacio final de
caracter´ısticas, ya que, con el enfoque 2D se parametriza tanto la evolucio´n temporal de las
dina´micas de las sen˜ales estudiadas, como tambie´n sus variaciones en frecuencia.
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3.2. Deteccio´n del S´ındrome de Apnea Obstructiva del
Suen˜o en sen˜ales HRV
El s´ındrome de apnea obstructiva del suen˜o (Obstructive Sleep Apnea Syndrome - OSAS),
es un desorden de suen˜o comu´n caracterizado por la obstruccio´n del flujo de aire. Para rea-
lizar el diagno´stico de esta enfermedad, es necesario que el paciente se someta a un estudio
polisomnogra´fico en el cual se miden diversas variables como la saturacio´n de ox´ıgeno en
la sangre, flujo respiratorio, electrocardiograma, electroencefalograma, movimientos ocula-
res y grabacio´n de sonidos respiratorios o ronquidos. As´ı, me´dicos expertos examinan estas
variables para dar un diagno´stico de apnea, este diagno´stico se da si se encuentran ma´s de
cinco episodios por hora [30]. Sin embargo, la principal desventaja del test polisomnogra´fico
esta´ndar es la cantidad de alta cantidad de informacio´n requerida para realizar el diagno´sti-
co [31,32]. Por esta razo´n, se han buscado formas ma´s sencillas de realizar la deteccio´n de la
apnea obstructiva del suen˜o. La disminucio´n del ox´ıgeno en la sangre provoca una reaccio´n
en el sistema nervioso simpa´tico y parasimpa´tico, lo cual conlleva a cambios en el ritmo
card´ıaco relacionados con los episodios de apnea [33]. El ritmo card´ıaco disminuye a medida
que el cuerpo detecta la carencia de ox´ıgeno, y posteriormente aumenta cuando el paciente
se despierta a causa de la apnea. Estos cambios se pueden detectar a trave´s de las sen˜ales
de variabilidad del ritmo card´ıaco (HRV - Heart Rate Variability), extra´ıda a partir de la
sen˜al ECG. En esta l´ınea de ana´lisis, las representaciones t–f, disen˜adas para determinar la
distribucio´n de energ´ıa a lo largo del eje de frecuencia para cada instante de tiempo, se han
propuesto para investigar las propiedades variantes en el tiempo durante episodios transito-
rios fisiolo´gicos o patolo´gicos [34]. Se ha establecido que la capacidad de discriminacio´n de
las bandas de frecuencia de actividad biolo´gica entre patrones normales y patolo´gicos, y por
esta razo´n, el conjunto de caracter´ısticas estoca´sticas basadas en representaciones t–f a ser
consideradas se deben estimar utilizando me´todos de bancos de filtros. T´ıpicamente se consi-
deran dos bandas de frecuencia para la deteccio´n del OSAS: Frecuencias entre 0.04 y 0.15Hz
(denominada banda baja - LF), y frecuencias entre 0.15 y 0.5Hz (denominada banda alta -
HF) [11]; sin embargo se presentan similaridades entre algunos mapas t–f de las diferentes
clases, por lo tanto, la distribucio´n espacial de energ´ıa en cada sub-banda no es clara. Por
consiguiente es necesario plantear una metodolog´ıa para la seleccio´n de las sub-bandas de
frecuencia con el fin de realizar la divisio´n espectral para la extraccio´n de las caracter´ısticas
estoca´sticas. Este estudio propone una metodolog´ıa basada en ana´lisis de relevancia que tie-
ne como objetivo hallar a priori las fronteras en el dominio de la frecuencia para la divisio´n
espectral. La idea principal es resaltar el uso de las bandas de frecuencia ma´s relevantes para
la deteccio´n del OSAS, con el fin de extraer caracter´ısticas basadas en bancos de filtros de
la sen˜al HRV. Se consideran tres medidas de relevancia: Ma´xima Variabilidad como medida
no supervisada, y correlacio´n lineal e incertidumbre sime´trica como medidas supervisadas.
Con el fin de comparar la metodolog´ıa propuesta, se prueba una metodolog´ıa de divisio´n
t´ıpica, basada en medidas de desempen˜o. Las metodolog´ıas para la identificacio´n automa´tica
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del OSAS, basadas en caracter´ısticas estoca´sticas en bancos de filtros, extra´ıdas a partir
de representaciones t–f, comprenden las siguientes etapas: a) Preproceso, b) Estimacio´n de
las representaciones t–f, c) Generacio´n de caracter´ısticas basadas en divisio´n espectral, d)
Deteccio´n
- - -
Divisio´n Espectral
Heur´ıstico
Relevancia
Fm(f)
Preprocesamiento
Normalizacio´n
y′(t)
Estimacio´n mapas t–f
Sy(t, f)
Deteccio´n
Clasificacio´n
Validacio´m
k–nn
Generacio´n de Caracter´ısticas xn
Espectrograma
Figura 3-12: Esquema del sistema automatizado para el diagno´stico de patolog´ıas basado
en ana´lisis de caracter´ısticas estoca´sticas.
La Figura 3-12 muestra el esquema experimental para la deteccio´n del OSAS y los me´todos
sujetos a investigacio´n.
3.2.1. Base de datos
Los datos analizados se obtienen de la base de datos de Physionet (www.physionet.org).
Los registros de ECG tomados en horas de suen˜o, contienen todos los eventos que ocurren
durante una noche, incluyendo apneas, movimientos y tambie´n algunos episodios de insomnio.
Todas las apneas se etiquetan, ya sean obstructivas o mixtas. Los minutos con hipoapnea se
etiquetan tambie´n como minutos con apnea. Las sen˜ales fueron etiquetadas por expertos en
una cl´ınica del suen˜os [35]. Los sujetos en la base de datos de Physionet se clasificaron en
tres clases: A, B y C. Las grabaciones pertenecientes a la clase A (Apnea) se definen como
registros con 100 o ma´s minutos con deso´rdenes respiratorios. Los sujetos de esta clase fueron
50 hombres y 1 mujer, con un promedio de edad de 50 an˜os (29-63 an˜os). Las grabaciones de
la clase B (Apnea l´ımite) contienen entre 5 y 99 minutos con Apnea durante la grabacio´n.
Finalmente, las grabaciones con menos de 5 minutos de deso´rdenes respiratorios se colocaron
en la clase normal (clase de control, clase C). Cada grabacio´n contiene entre 0 y 3 minutos de
deso´rdenes respiratorios. Este grupo lo conforman 5 hombres y 5 mujeres con un promedio
de edad de 33 an˜os (27 a 42 an˜os) [36]. El conjunto de aprendizaje se selecciona de acuerdo
con lo propuesto en [37]. De los M = 70 registros de ECG contenidos en la base de datos,
25 se utilizan como conjunto de entrenamiento para los algoritmos de clasificacio´n, mientras
que un segundo grupo de 25 registros se utiliza como conjunto de prueba para medir el
desempen˜o de los algoritmos. Las sen˜ales se digitalizan a 100 Hz con resolucio´n de 16 bits.
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3.2.2. Preprocesamiento de la sen˜al
Para la deteccio´n de apnea en sen˜ales ECG es necesario extraer la sen˜al HRV, la cual se
obtiene a partir de los intervalos de tiempo entre los picos R de la sen˜al ECG. Previamente
a la deteccio´n de los picos R, a la sen˜al ECG se le aplica un filtro pasa banda con el fin de
eliminar perturbaciones de baja frecuencia o de l´ınea base, y de alta frecuencia ocasionadas
por ruido electromiogra´fico y electroquiru´rjico. As´ı, el filtro pasa banda se implementa con
un filtro pasa bajas con una frecuencia de corte de 30Hz, y un filtro pasa altas con frecuencia
de corte 0.5Hz. Luego de filtrar la sen˜al ECG, se realiza la deteccio´n de complejos QRS
utilizando la metodolog´ıa propuesta en [38]. Luego de tener la serie RR (intervalos entre
picos R consecutivos), se aplica filtrado de mediana con el fin de eliminar posibles detecciones
ano´malas o complejos QRS que se pasaron por alto. De esta forma, se calcula la mediana de
5 muestras consecutivas de la serie RR, si la diferencia entre el punto central y la mediana
es mayor al 50% de e´sta, entonces se reemplaza el valor del punto por el de la mediana.
Luego, debido a que la serie RR no esta´ muestreada uniformemente, pues el ı´ndice del
tiempo depende del instante en el cual se detecta el pico R se realiza una interpolacio´n
de preservacio´n de forma [39], con el fin de obtener 600 muestras por cada segmento de 1
minuto y as´ı extraer la sen˜al HRV. Finalmente se realiza un remuestreo de la sen˜al para
que su frecuencia de muestreo sea de 2Hz, ya que las componentes espectrales de la sen˜al
HRV con informacio´n importante para la deteccio´n de apnea se encuentran por debajo de
1Hz [40]. Finalmente, la serie de tiempo HRV se normaliza, como se recomienda en [38]:
y′(t) =
2(y(t)−E{y})
max∀t{y} −min∀t{y}
, t ∈ T.
Ejemplos concretos de las series de tiempo HRV estimadas se muestran en la Figura 3-13. La
Figura 3.13(b) muestra un HRV de 10 minutos de un sujeto normal, mientras que la Figura
3.13(b) muestra un HRV de 10 minutos de un sujeto con OSA, respectivamente. Como se
plantea en [36], los sujetos con OSAS tienden a presentar patrones ma´s regulares en el HRV
que los sujetos normales.
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Figura 3-13: Segmentos de 10 min de sen˜ales HRV normales y patolo´gicas, respectivamente
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3.2.3. Estimacio´n de representaciones tiempo–frecuencia a partir de
series de tiempo HRV
Basado en las propiedades espectrales de la sen˜al HRV, se calcula el espectrograma utilizan-
do una ventana deslizante de Hamming. Se utilizan los siguientes para´metros: Ventana de
32.5 ms de longitud, 50% de traslape y 512 puntos en frecuencia. T´ıpicamente, se consideran
dos bandas de frecuencia para la deteccio´n de OSA, con frecuencia entre 0.04Hz y 0.15Hz
en la banda baja (Low Frequencies - LF), y frecuencias entre 0.15 y 0.5Hz en la banda alta
(High Frequencies - HF). Sin embargo, para ilustrar las dificultades del problema planteado,
la Figura 3-14 muestra segmentos de HRV de 1 minuto pertenecientes a las clases normal
y patolo´gica, junto con su respectiva representacio´n t-f. Se puede observar que algunos seg-
mentos normales se parecen a los patolo´gicos y vice versa. Por esta razo´n, para una mejor
caracterizacio´n de la sen˜al HRV es necesario dividir las bandas de frecuencia sobre los ma-
pas t-f. En este sentido, se analizan diferentes medidas para la definicio´n de las bandas de
frecuencia, con el fin de extraer caracter´ısticas estoca´sticas a partir de la sen˜al HRV para la
deteccio´n de OSA, en este caso, coeficientes cepstrales. Espec´ıficamente, se consideran dos
metodolog´ıas: a) Basada en distribucio´n lineal del eje de frecuencia y b) Basadas en ana´lisis
de relevancia.
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Figura 3-14: Ejemplos de las representaciones t–f obtenidas a partir de segmentos de
HRV de 1 minuto, pertenecientes a las clases: (a) normal o (b) apnea,
respectivamente.
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3.2.4. Divisio´n espectral sobre representaciones tiempo–frecuencia
Se debe recalcar que, por simplicidad de la interpretacio´n me´dica, cada me´todo de divisio´n
espectral sobre los mapas t-f se lleva a cabo individualmente para cada una de las dos bandas
de intere´s (LF y HF).
Metodolog´ıa heur´ıstica.
Los mapas t-f se dividen en dos bandas (LF y HF), y se calcula un nu´mero fijo de filtros li-
nealmente espaciados para cada banda. El nu´mero de filtros nF y el nu´mero de caracter´ısticas
dina´micas p, se seleccionan de acuerdo con el ma´ximo valor de tasa de acierto de clasificacio´n
alcanzada para un clasificador k–nn, como se explica en el Algoritmo 3. La metodolog´ıa se
sintoniza individualmente para cada uno de los me´todos de reduccio´n de dimensio´n tenidos
en cuenta en el trabajo (PCA y PLS).
Algoritmo 3 Algoritmo para la seleccio´n de las bandas de frecuencia por medio de la
metodolog´ıa heur´ıstica.
Input: HRV.
Output: Bandas de Frecuencia nF , p.
1. Calcular los mapas t–f ;
for k = 1 to K do
for i = 1 to N do
Calcular el mapa t–f (k,i) ∈ RF×T de la serie de tiempo HRV;
end for
end for
2. Construir todas las combinaciones posibles entre el nu´mero de filtros nF y el nu´mero de caracter´ısticas
p.
for j = 1 to nFmax do
Calcular j caracter´ısticas estoca´sticas correspondientes a j filtros triangulares linealmente espa-
ciados sobre el dominio de la frecuencia;
for i = 1 to N do
Crear un subconjunto de caracter´ısticas correspondiente a los primeros p LFCC;
Reduccio´n de dimensio´n de los datos de entrada;
Calcular la tasa de acierto para este subconjunto de caracter´ısticas con un clasificador k–nn;
end for
end for
3. Seleccionar las bandas de frecuencia nF y p donde se maximice la tasa de acierto de clasificacio´n
La Figura 3-15 muestra la sintonizacio´n de la metodolog´ıa para los diferentes me´todos de
reduccio´n de dimensio´n considerados, las Figuras 3.15(a) y 3.15(b) para PCA y para las
bandas de frecuencia baja (LF) y alta (HF) respectivamente, y las Figuras 3.15(c) y 3.15(d)
para PLS. Como se describe en el Algoritmo 3, la sintonizacio´n se realiza obteniendo la tasa
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de acierto alcanzada para cada combinacio´n del nu´mero de filtros y el nu´mero de caracter´ıs-
ticas estoca´sticas. Como se puede observar, para ambos me´todos de reduccio´n de dimensio´n,
el rendimiento obtenido tiende a estabilizarse despue´s de cierta cantidad de contornos utili-
zados, por esta razo´n, el nu´mero o´ptimo de filtros nF y de caracter´ısticas p se fija cuando se
obtiene la mayor tasa de acierto con el menor nu´mero de caracter´ısticas posible.
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Figura 3-15: Seleccio´n del nu´mero de Caracter´ısticas utilizando el me´todo heur´ıstico.
Finalmente, se obtienen las siguientes caracter´ısticas estoca´sticas a ser estudiadas: En el caso
de PCA, los primeros 5 coeficientes cepstrales calculados por 10 filtros de respuesta triangular
con 10% de traslape para la banda baja (LF), y los 5 coeficientes cepstrales calculados con 5
filtros de respuesta triangular con 10% de traslape para la banda alta (HF); y para PLS, los
primeros 9 coeficientes cepstrales calculados por 20 filtros de respuesta triangular con 10%
de traslape para la banda baja (LF), y los primeros 5 coeficientes cepstrales calculados por
7 filtros de respuesta triangular con 10% de traslape para la banda alta (HF). La Figura
3-16 muestra ejemplos de las caracter´ısticas estoca´sticas estimadas por medio del me´todo
heur´ıstico, pertenecientes a las clases normal y patolo´gica y para las dos bandas de intere´s.
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Figura 3-16: Ejemplos de caracter´ısticas dina´micas obtenidas mediante el me´todo heur´ısti-
co, para las dos bandas de frecuencia y para los dos me´todos de reduccio´n de
dimensio´n.
Metodolog´ıa basada en ana´lisis de relevancia.
Para el caso concreto del diagno´stico de OSA, la divisio´n del eje de frecuencia para la
estimacio´n de las caracter´ısticas estoca´sticas, se puede realizar midiendo la contribucio´n
de cada componente espectral en los mapas t–f, utilizando medidas de relevancia. Dado el
alto nivel de correlacio´n entre cada par de componentes espectrales adyacentes {sri, sri+1} se
asume que los valores mı´nimos de esta contribucio´n se deben considerar como las fronteras
de las sub-bandas espectrales. Se consideran tres diferentes medidas: Relevancia basada en
Correlacio´n Lineal, relevancia basada en Incertidumbre Sime´trica y relevancia basada en
Ma´xima Variabilidad. El Algoritmo 4 describe el proceso para la divisio´n del eje de frecuencia
utilizando las medidas de relevancia.
La Figura 3-17 muestra los mapas de relevancia R para cada una de las medidas utilizadas,
como tambie´n la contribucio´n de cada componente espectral ρ(sri).
Finalmente, la Tabla 3-4 muestra las sub-bandas de frecuencia seleccionadas para la divisio´n
espectral. As´ı, cada banda (LF o HF) incluye tantas caracter´ısticas dina´micas (coeficientes
cepstrales) como divisiones espectrales. Estos coeficientes cepstrales se calculan utilizando
filtros de respuesta triangular de la longitud de cada sub-divisio´n.
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Algoritmo 4 Algoritmo para la seleccio´n de las bandas de frecuencia por medio de la
metodolog´ıa basada en medidas de relevancia.
Input: HRV.
Output: Bandas de Frecuencia nF , p.
1. Calcular los mapas t–f ;
for k = 1 to K do
for i = 1 to N do
Calcular el mapa t–f Ski ∈ R
F×T de la serie de tiempo HRV;
end for
end for
2. Calcular el mapa de relevancia R = [ρij ] ∈ R
F×T teniendo en cuenta cada uno de los puntos de los
mapas t–f.
3. Calcular la contribucio´n de cada una de las componentes espectrales de los mapas t–f, de la forma
ρ(sri) = E{ρij : ∀j = 1, . . . , T }] ρ(sri) ∈ R
F×1
4. Seleccionar las bandas de frecuencia donde la relevancia presente cambios significativos en su compor-
tamiento, en este caso los mı´nimos locales de la curva.
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Figura 3-17: Mapas de relevancia.
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Relevancia Bandas de Frecuencia [Hz] Caracter´ısticas
Estoca´sticas
Correlacio´n Lineal 0,04− 0,05, 0,05− 0,11 3
LF 0,11− 0,15
Correlacio´n Lineal 0,15− 0,24, 0,24− 0,31 4
HF 0,31− 0,39, 0,39− 0,50
Incertidumbre Sime´trica 0,04− 0,06, 0,06− 0,08 4
LF 0,08− 0,12, 0,12− 0,15
Incertidumbre Sime´trica 0,15− 0,19, 0,19− 0,30 3
HF 0,30− 0,50
Ma´xima Variabilidad 0,04− 0,07, 0,07− 0,10 3
LF 0,10− 0,15
Ma´xima Variabilidad 0,15− 0,23, 0,23− 0,34 4
HF 0,34− 0,46, 0,46,0,50
Tabla 3-4: Seleccio´n de las bandas de frecuencia por el me´todo basado en relevancia
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Figura 3-18: Ejemplos de las caracter´ısticas dina´micas obtenidas mediante el me´todo ba-
sado en relevancia, para las dos bandas de frecuencia y para las diferentes
medidas de relevancia.
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Se puede observar que en las tres medidas estudiadas, aunque presentan diferentes compor-
tamientos (Figura 3-17), los resultados para las sub-divisiones espectrales(Tabla 3-4) no
cambian significativamente, razo´n por la cual, a simple vista, se dificulta la seleccio´n de una
de las tres como las ma´s adecuada. Adema´s, se puede observar en la Figura Figura 3-17 que
la banda alta (HF) presenta una divisio´n ma´s clara que la banda baja. Este comportamiento
en la banda baja se puede asociar con dina´micas fuertes que las medidas no son capaces de
capturar.
La Figura 3-18 muestra ejemplos de las caracter´ısticas estoca´sticas estimadas por medio del
me´todo basado en relevancia, pertenecientes a las clases normal y patolo´gica, para las dos
bandas de intere´s y para las diferentes medidas de relevancia utilizadas.
3.2.5. Entrenamiento basado en caracter´ısticas estoca´sticas.
Para comparar las diferentes metodolog´ıas de divisio´n espectral propuestas se crean dos
experimentos diferentes:
El primero consiste en crear un solo conjunto de caracter´ısticas utilizando los contornos
obtenidos tanto en la banda de frecuencia alta (HF) como en la baja (LF). Dado el alto costo
computacional del entrenamiento basado en caracter´ısticas dina´micas, se hace reduccio´n de
dimensio´n del espacio inicial utilizando los me´todos descritos previamente (PCA y PLS),
como se propone en [1]. As´ı, los diferentes conjuntos de caracter´ısticas obtenidos se prueban
y se comparan utilizando un clasificador k–nn. En este experimento se comparan los conjuntos
de caracter´ısticas obtenidos con la metodolog´ıa heur´ıstica y los conjuntos obtenidos con la
metodolog´ıa de relevancia para cada medida.
El segundo experimento consiste en realizar el proceso descrito en el experimento anterior,
tomando individualmente los conjuntos obtenidos por cada banda de frecuencia, con el fin
de tener en cuenta las dina´micas intr´ınsecas de cada banda. Despue´s, la informacio´n de cada
clasificador se mezcla en una combinacio´n paralela de clasificadores con regla de decisio´n de
mediana con el fin de tomar una decisio´n final. Para este experimento se utiliza u´nicamente
la te´cnica de reduccio´n de dimensio´n que presente los mejores resultados en el experimen-
to anterior; similarmente, en la metodolog´ıa basada relevancia se utilizan u´nicamente las
caracter´ısticas obtenidas con la medida que presente mejor desempen˜o.
El rendimiento de clasificacio´n se mide con el promedio de la Tasa de Acierto, la Sensibilidad
y la Especificidad obtenidas con una metodolog´ıa de cross-validacio´n de 10 folds, utilizando
el 70% de los datos para entrenar y el 30% restante para validar.
Los procesos descritos anteriormente se realizan u´nicamente sobre el conjunto de entrena-
miento de la base de datos con el fin de entrenar los algoritmos de clasificacio´n. Finalmente,
para validar las metodolog´ıas propuestas para la deteccio´n de OSA, se utilizan los algorit-
mos entrenados sobre el conjunto de prueba de la base de datos. Finalmente, se obtienen
resultados tanto para los segmentos de 1 minuto como para los registro completos.
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Sintonizacio´n de los algoritmos de clasificacio´n.
A. Experimento 1. Para la primera etapa es necesario sintonizar tanto la cantidad de vecinos
del clasificador como el nu´mero de componentes de los me´todos de reduccio´n de dimensio´n.
La sintonizacio´n del clasificador k–nn se lleva a cabo calculando el nu´mero de vecinos que
maximice el rendimiento de la metodolog´ıa, mientras que la sintonizacio´n del nu´mero de com-
ponentes se realiza incrementando secuencialmente este valor hasta obtener el rendimiento
o´ptimo. En este caso, el conjunto de caracter´ısticas contiene los subconjuntos obtenidos por
cada una de las bandas de frecuencia. La Figura 3-19 ilustra, para la metodolog´ıa de divisio´n
heur´ıstica, co´mo cambia el rendimiento estimado variando de 1 a 30 el nu´mero de componen-
tes principales considerado, los cuales son combinaciones linealmente independientes de las
variables originales; y para diferentes valores del nu´mero de vecinos del clasificados (valores
dentro del intervalo de 9 a 29).
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Figura 3-19: Rendimiento de clasificacio´n obtenido con el me´todo heur´ıstico dependiendo
del nu´mero de vecinos del clasificador k–nn, variando el nu´mero de compo-
nentes principales, para los diferentes esquemas de reduccio´n de dimensio´n.
Aunque el comportamiento para los enfoques de reduccio´n de dimensio´n utilizados es dife-
rente, se puede observar que un nu´mero adecuado de vecinos se puede ajustar en k = 29,
dado que los mejores resultados se obtienen con este valor. Sin embargo, se pueden observar
algunos cambios en el comportamiento cuando se var´ıa el nu´mero de componentes. Expl´ıcita-
mente, el nu´mero de componentes latentes necesario para maximizar la tasa de clasificacio´n
es 26 en el caso de PCA y 29 en el caso de PLS.
Igualmente, para la metodolog´ıa basada en relevancia, la Figura 3-20muestra co´mo cambia el
rendimiento estimado variando de 1 a 30 el nu´mero de componentes principales considerado,
y para diferentes valores del nu´mero de vecinos del clasificados (valores dentro del intervalo
de 1 a 29).
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Figura 3-20: Ejemplos de las caracter´ısticas dina´micas obtenidas mediante el me´todo heu-
r´ıstico, para las dos bandas de frecuencia y para los dos me´todos de reduccio´n
de dimensio´n.
Al igual que en la metodolog´ıa heur´ıstica, el nu´mero de vecinos del clasificador se sintoniza
en k = 29. El nu´mero de componentes se fija en los siguientes valores: Para la medida de
relevancia Correlacio´n Lineal, en 29 para PCA y 30 para PLS; con Incertidumbre Sime´trica
en 28 para PCA y en 27 para PLS y con Ma´xima Variabilidad en 26 para PCA y 29 para
PLS.
La Tabla 3-5 sumariza los mejores resultados obtenidos para ambas metodolog´ıas de divisio´n
espectral; en ambos casos para los dos me´todos de reduccio´n de dimensio´n. Adicionalmente
para el me´todo heur´ıstico, se muestran los resultados por cada medida de relevancia.
Relevancia Tasa de Acierto Sensibilidad Especificidad
H
e
u
r PCA ∼ 77,50± 0,95 69,25± 1,62 83,31± 0,66
PLS ∼ 78,02± 1,06 68,85± 1,43 85,08± 1,17
R
e
le
v
a
n
c
e PCA
Cr 78,08± 0,76 69,95± 1,17 83,78± 0,97
SU 77,19± 0,69 69,14± 1,20 82,70± 0,47
Var 78,57± 0,48 71,70± 1,10 82,99± 0,76
PLS
Cr 78,39± 0,81 70,43± 1,37 83,92± 0,71
SU 77,22± 0,51 69,20± 1,15 82,72± 0,54
Var 78,54± 0,75 71,53± 1,25 83,07± 0,49
Tabla 3-5: Resultados obtenidos para el conjunto de entrenamiento utilizando un clasifica-
dor k–nn, para los diferentes me´todos de divisio´n espectral
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Con respecto a los me´todos de reduccio´n de dimensio´n, se puede observar que los resultados
obtenidos son similares, por lo tanto, debido a que PCA es una algoritmo ma´s simple que
PLS, y presenta un menor costo computacional, se selecciona para la etapa siguiente de
entrenamiento. Por otro lado, respecto a las medidas de relevancia, se puede observar que,
aunque no hay claras diferencias entre el rendimiento obtenido, se puede decir que la medida
basada en Ma´xima Variabilidad presenta los mejores resultados, ya que, al ser una medida
no supervisada, su ca´lculo es ma´s simple.
B. Experimento 2. El principal problema del clasificador k–nn simple, es que las diferentes
dina´micas presentes en las caracter´ısticas estoca´sticas, correspondientes a las dos bandas de
intere´s, se consideran como un solo conjunto de caracter´ısticas, por lo tanto, si las diferen-
cias entre el comportamiento de las caracter´ısticas en las bandas alta y baja se proyectan
en conjunto al espacio final de caracter´ısticas, el clasificador no podra´ discriminar entre las
sen˜ales normales y patolo´gicas. Por esta razo´n, se utiliza una mezcla de clasificadores k–nn
en paralelo con regla de decisio´n de mediana con el fin de mejorar el rendimiento de las
metodolog´ıas propuestas. As´ı, cada subconjunto de caracter´ısticas se utiliza independiente-
mente, proporcionando su informacio´n subyacente al proceso. El nu´mero de vecinos de cada
clasificador as´ı como el nu´mero de componentes principales se seleccionan de acuerdo con la
tasa de acierto de clasificacio´n obtenida por cada banda. La Figura 3-21 muestra la sinto-
nizacio´n de cada clasificador y del nu´mero de componentes principales, para las bandas de
frecuencia alta y baja y para las diferentes metodolog´ıas de divisio´n espectral. El nu´mero de
componentes se var´ıa entre 1 y 30 y el nu´mero de vecinos toma valores en el rango de 9 a 29.
Se puede observar que, tanto las diferentes metodolog´ıas de divisio´n espectral como tambie´n
las diferentes bandas de frecuencia alcanzan su mejor rendimiento con 29 vecinos. El nu´mero
de componentes principales se sintoniza, para la metodolog´ıa heur´ıstica, en 24 para la banda
baja y en 27 para la banda alta; mientras que en la metodolog´ıa basada en relevancia, el
nu´mero de componentes se sintoniza en 17 para la banda baja y en 23 para la banda alta.
Metodolog´ıa Tasa de Acierto Sensibilidad Especificidad
Heur´ıstico
LF + k -nn simple 74,76± 0,93 68,31± 1,82 78,41± 0,79
HF + k -nn simple 75,57± 0,85 68,73± 1,36 79,64± 1,03
LF,HF + k -nn comb 81,77± 0,92 82,46± 1,92 81,49± 0,95
Relevancia
LF + k -nn simple 74,38± 1,18 67,73± 1,72 78,09± 0,96
HF + k -nn simple 75,75± 0,58 69,60± 1,02 79,22± 0,84
LF,HF + k -nn comb 81,17± 0,88 83,11± 1,59 80,38± 0,89
Tabla 3-6: Resultados de clasificacio´n para las dos metodolog´ıas de divisio´n espectral,
tanto por bandas con un clasificador k–nn simple, como para la mezcla de
clasificadores.
Los resultados muestran que, tanto la metodolog´ıa heur´ıstica como la metodolog´ıa basada
en relevancia, presentan resultados similares, alcanzando tasas de acierto de clasificacio´n
sobre el 78% con el clasificador simple (Table 3-5), y sobre el 81% para la combinacio´n
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Figura 3-21: Sintonizacio´n del nu´mero de vecinos del clasificador k–nn variando el nu´me-
ro de componentes principales, para las metodolog´ıas de divisio´n espectral
consideradas y para ambas bandas de intere´s.
de clasificadores (Tabla 3-6). Dado que la sintonizacio´n para la metodolog´ıa heur´ıstica de
divisio´n espectral se basa en medidas de desempen˜o, se puede concluir que la metodolog´ıa
basada en relevancia es capaz de hallar las bandas de frecuencia ma´s relevantes de los mapas
t–f para el ca´lculo de las caracter´ısticas estoca´sticas basadas en bancos de filtros. Adema´s, se
puede observar que al utilizar las dina´micas de ambas bandas de frecuencia individualmente
(combinacio´n de clasificadores) se obtienen mejores resultados.
Validacio´n de los algoritmos de clasificacio´n
Finalmente, los conjuntos de caracter´ısticas que presentan mejores resultados en la etapa de
entrenamiento, junto con los clasificadores entrenados, se utilizan para clasificar los segmen-
tos de HRV de 1 minuto en la base de datos de validacio´n; estos segmentos no se utilizan
durante la etapa de entrenamiento. Esta base de datos consta de 25 registros, 14 con ap-
nea, 4 apnea l´ımite y 8 de control. Con el fin de discriminar entre los registros normales y
patolo´gicos, el diagno´stico se realiza de acuerdo con el nu´mero de minutos con apnea por
noche presentes en cada registro. El procedimiento es el siguiente: Primero, se calculan las
caracter´ısticas dina´micas de acuerdo con los mejores valores obtenidos con cada metodolog´ıa
(heur´ıstica y basada en relevancia), luego se entrena la mezcla de clasificadores k–nn con
todos los registros pertenecientes a la base de datos de entrenamiento, y con los para´metros
obtenidos previamente (nu´mero de vecinos y nu´mero de componentes). Finalmente, se realiza
50 3 Marco Experimental
la clasificacio´n con los registros pertenecientes a la base de datos de validacio´n.
La Tabla 3-7 muestra los resultados de clasificacio´n sobre el conjunto de validacio´n para la
mejor configuracio´n de cada metodolog´ıa de divisio´n espectral.
Metodolog´ıa Tasa de Acierto Sensibilidad Especificidad
Heur´ıstico 80,61 76,22 82,27
Relevancia 80,19 76,44 81,54
Tabla 3-7: Resultados de clasificacio´n para el conjunto de validacio´n con la combinacio´n de
clasificadores k–nn.
Finalmente, la Figura 3-22 muestra la separacio´n de las clases por registros basada en la
cantidad de minutos por noche y para ambas metodolog´ıas (heur´ıstica y basada en rele-
vancia), utilizando la combinacio´n de clasificadores. Se puede observar que, utilizando un
umbral de 30 minutos de apnea por noche (l´ınea punteada), para ambas metodolog´ıas, se
puede lograr una separacio´n completa entre los registros normales y patolo´gicos. Los registros
de apnea l´ımite se localizan en ambos clusters, por lo tanto su interpretacio´n no es clara.
Como resultado, ambas metodolog´ıas se deben considerar para el diagno´stico de OSA, con
la ventaja de que la metodolog´ıa basada en relevancia es ma´s simple y presenta un costo
computacional menor, ya que la seleccio´n de las sub-bandas de frecuencia no se realiza por
medio de medidas de rendimiento.
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Figura 3-22: Separacio´n de clases por registro para ambas metodolog´ıas de divisio´n
espectral
3.2.6. Discusio´n de resultados
El enfoque propuesto se basa en el ana´lisis de caracter´ısticas estoca´sticas basadas en ban-
cos de filtros derivadas de las superficies t–f. Las metodolog´ıas de entrenamiento discutidas
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proponen que la correcta distribucio´n de los bancos de filtros pueden mejorar la estima-
cio´n de las caracter´ısticas dina´micas, resaltando las diferencias entre las sen˜ales normales y
las patolo´gicas. En este orden de ideas, los resultados evidencian los siguientes aspectos a
considerar:
La estimacio´n de las caracter´ısticas que se realizo´ introduciendo representaciones t–f se debe
considerar como un factor notable para la generacio´n de cualquier conjunto de caracter´ısticas
estoca´sticas estudiado. En el presente trabajo, la estimacio´n de las caracter´ısticas se lleva a
cabo utilizando una representacio´n t–f no parame´trica (espectrograma), que ha reportado en
trabajos previos un buen desempen˜o para el ana´lisis de las no estacionariedades en sen˜ales
biolo´gicas [1, 11].
Con respecto a los diferentes me´todos de reduccio´n de dimensio´n utilizados, se mostro´ que,
tanto PCA como PLS presentan resultados similares (Figuras 3-19 y 3-20). Sin embargo,
teniendo en cuenta la simplicidad de PCA ya que es un me´todo no supervisado (no requiere
la informacio´n de las etiquetas de clase para generar las matrices de transformacio´n) se
selecciono´ este me´todo para las diferentes etapas de entrenamiento.
En la metodolog´ıa basada en relevancia, se observa que no existe una diferencia notable entre
las divisiones obtenidas con las diferentes medidas (Tabla 3-4 y Figura 3-17). Sin embargo,
para el caso concreto de la divisio´n espectral puede resultar ma´s confiable una medida que
tenga en cuenta la influencia de cada variable sobre todo el conjunto de caracter´ısticas
(Ma´xima Variabilidad) por encima de las medidas que tengan en cuenta u´nicamente la
relacio´n de cada variable con su etiqueta de clase, dado que cada punto en el mapa de
relevancia obtenido con estas medidas es independiente de los dema´s. Adema´s, las dina´micas
sobre los mapas de relevancia obtenidos con la medida de Ma´xima Variabilidad en las Figuras
3.17(c) y 3.17(f), se pueden asociar directamente con la dina´mica de la sen˜al, mientras que la
interpretacio´n de los mapas obtenidos con las dema´s medidas, solo se puede asociar a zonas
que presentan alta correlacio´n con las etiquetas de clase, por esta razo´n pueden no ser tan
adecuadas para delimitar las fronteras para la etapa de estimacio´n de caracter´ısticas.
Por otro lado, se muestra que, para el caso concreto de deteccio´n de OSA a partir de las
series de tiempo HRV, resulta ma´s eficiente separar la informacio´n contenida en cada una
de las bandas tenidas en cuenta (LF y HF), con el fin de optimizar el rendimiento de la
metodolog´ıa. Este hecho se puede atribuir a que las bandas presentan comportamientos
diferentes (Figuras 3.17(c) y 3.17(f)), y, aunque al sintonizar el clasificador individualmente,
el nu´mero de vecinos coincide, los espacios de caracter´ısticas generados por cada banda
pueden crear agrupamientos en diferentes zonas, lo que impide que un clasificador simple
pueda crear una frontera de decisio´n lo suficientemente robusta para separar entre ambas
clases.
En la etapa de validacio´n de los algoritmos, la cual se muestra tanto en la Figura 3-22 como
en la Tabla 3-7, ambas metodolog´ıas presentan resultados similares. En la clasificacio´n por
segmento de 1 minuto se puede observar una tendencia a la deteccio´n de falsos negativos,
razo´n por la cual el umbral en la clasificacio´n por registro sube hasta los 30 minutos de apnea
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por noche. Sin embargo, con ambas metodolog´ıas se logra una completa separacio´n entre la
clase normal y la patolo´gica. Los registros pertenecientes a la clase B (Apnea l´ımite) se
ubican en ambas clases, por lo tanto su interpretacio´n no es clara. Adicionalmente, se puede
observar que u´nicamente un registro perteneciente a la clase A se encuentra por debajo del
l´ımite de los 100 minutos de apnea por noche, sin embargo con el umbral utilizado este
registro sigue perteneciendo a la clase patolo´gica.
Finalmente, se muestra que ambas metodolog´ıas de divisio´n espectral sobre superficies t–f son
adecuadas para la deteccio´n de apnea en sen˜ales HRV, dada la similitud entre sus resultados;
sin embargo, dada la simplicidad de la metodolog´ıa basada en ana´lisis de relevancia, ya que
no requiere utilizar medidas de desempen˜o en la etapa de sintonizacio´n, se puede concluir
que esta metodolog´ıa es la ma´s adecuada.
4 Conclusiones y Trabajo Futuro
4.1. Conclusiones
Se desarrolla una metodolog´ıa orientada a la caracterizacio´n de biosen˜ales basada en diferen-
tes tipos de ana´lisis tiempo–frecuencia, con el fin de mejorar el proceso de clasificacio´n. La
metodolog´ıa propuesta se divide en tres diferentes enfoques: el primero orientado a la selec-
cio´n de puntos relevantes sobre las superficies t–f, el cual se orienta a reducir directamente la
dimensionalidad de las representaciones t–f ; en este enfoque se realiza consecutivamente una
etapa de seleccio´n de caracter´ısticas utilizando medidas de relevancia punto a punto sobre
las superficies, despue´s utilizando me´todos de descomposicio´n lineal, se realiza una etapa de
reduccio´n de dimensio´n sobre los planos. El segundo enfoque se orienta a la seleccio´n de las
bandas de frecuencia ma´s relevantes sobre las superficies, siguiendo un procedimiento similar
al enfoque anterior, con la diferencia de que se tiene en cuenta la evolucio´n temporal de
cada componente espectral, obteniendo as´ı un conjunto de vectores que describen la dina´mi-
ca del proceso. Dado que estos dos enfoques utilizan directamente la informacio´n contenida
en las superficies t–f, se asocian en una sola metodolog´ıa con dos diferentes variables. La
metodolog´ıa se prueba para resolver un problema de clasificacio´n de sen˜ales EEG para la
deteccio´n de actividad epile´ptica. Esta base de datos se selecciona debido a que las sen˜ales
EEG presentan dina´micas suaves, por lo que la representacio´n t–f en si provee un buen
seguimiento al comportamiento de la sen˜al. Se utilizan tres diferentes tipos de estimacio´n
para las superficies t–f, el espectrograma, la SPWV y una representacio´n parame´trica basada
en un modelo KSTVAR. Estas representaciones reportan en la literatura buenos resultados
para el mismo problema, utilizando diferentes metodolog´ıas de extraccio´n de caracter´ısticas.
En esta metodolog´ıa se puede observar la incidencia del ana´lisis dina´mico para la seleccio´n
de caracter´ısticas, ya que, cuando se consideran los componentes frecuenciales variantes en
el tiempo (segundo enfoque), adema´s de obtener tasas de clasificacio´n ma´s elevada, los re-
sultados son ma´s estables. Por otro lado, en el primer enfoque, aunque las representaciones
t–f se consideran como variables dina´micas, al seleccionar punto a punto las caracter´ısticas
se pierde la relacio´n temporal de las caracter´ısticas. En ambos enfoques se puede concluir
que la utilizacio´n de las medidas de relevancia mejoran notablemente el rendimiento de los
algoritmos en comparacio´n a las metodolog´ıas en las cuales no se tienen en cuenta.
El tercer enfoque se orienta a la estimacio´n de caracter´ısticas en bancos de filtros sobre las
representaciones t–f. En este enfoque se realiza una etapa de ana´lisis de relevancia para se-
leccionar las fronteras en el dominio de la frecuencia para la distribucio´n de los bancos de
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filtros, despue´s se estima un conjunto de caracter´ısticas estoca´sticas que describen comple-
tamente la dina´mica del proceso estudiado. La metodolog´ıa se prueba sobre un conjunto de
sen˜ales HRV para la deteccio´n del s´ındrome de apnea obstructiva del suen˜o, por lo que de-
bido a la alta no estacionariedad de este tipo de sen˜ales, se requiere realizar un proceso ma´s
elaborado, dado que la representacio´n en si no es suficiente para discernir entre los patrones
normales y patolo´gicos. La estimacio´n de las representaciones t–f se realiza utilizando el
espectrograma. Con el objetivo de comparar la metodolog´ıa propuesta, se utiliza el enfoque
tradicional para la distribucio´n de los bancos de filtros. Se puede concluir que la metodolog´ıa
propuesta basada en ana´lisis de relevancia permite seleccionar la distribucio´n de los bancos
de filtros en una forma ma´s sencilla que el me´todo convencional, dado que en su proceso de
sintonizacio´n no se debe recurrir a etapas posteriores de clasificacio´n, obteniendo resultados
similares, por lo que se puede concluir que la metodolog´ıa basada en relevancia es capaz de
hallar las bandas ma´s informativas sobre los planos t–f para el ca´lculo de las caracter´ısticas
estoca´sticas basadas en bancos de filtros.
El ana´lisis de relevancia se evalu´a utilizando tres diferentes medidas: Correlacio´n Lineal
e Incertidumbre Sime´trica, las cuales miden la dependencia de las caracter´ısticas con sus
respectivas etiquetas de clase; y una medida de la Ma´xima Variabilidad de las caracter´ısticas.
Se encuentran diferencias notables en el comportamiento de las medidas para los diferentes
enfoques. En los primeros dos casos, la medida basada en Incertidumbre Sime´trica presenta
un mejor desempen˜o, lo cual es de esperar ya que, esta medida resalta las caracter´ısticas
ma´s diferenciables entre ambas clases. No obstante, en el tercer caso la medida de relevancia
que presenta mejor rendimiento es la Ma´xima Variabilidad, lo que tambie´n es de esperar ya
que, para seleccionar las fronteras para la estimacio´n de caracter´ısticas es ma´s conveniente
utilizar una medida que tenga en cuenta el comportamiento global de las caracter´ısticas; esto
se debe a que la relacio´n entre el peso de relevancia entre dos caracter´ısticas con las dema´s
medidas es nula, dado que el valor de relevancia se asocia u´nicamente a las etiquetas de clase.
Por otro lado, para la reduccio´n de dimensio´n se utilizan dos diferentes me´todos de descom-
posicio´n lineal: PCA y PLS, adema´s, en el primer enfoque se considera una extensio´n a datos
matriciales de estos dos me´todos. En general el rendimiento de PLS ayuda a mejorar el ren-
dimiento de la clasificacio´n, ya que las matrices de transformacio´n se calculan utilizando la
informacio´n de las etiquetas de clase. Sin embargo, en algunos casos, como en la metodolog´ıa
2D del primer enfoque o en el segundo enfoque, PCA presenta resultados similares e incluso
mejores que PLS, lo cual se puede atribuir a una buena creacio´n del espacio de caracter´ısticas
antes de la etapa de reduccio´n de dimensio´n o incluso, a la naturaleza de las caracter´ısticas.
Por estas razones, la seleccio´n de un me´todo de reduccio´n de dimensio´n adecuado depende
en gran mediad de la aplicacio´n a desarrollar.
Finalmente se puede concluir que los diferentes enfoques considerados en la tesis, cumplen
con el propo´sito de caracterizar adecuadamente los comportamientos dina´micos no estacio-
narios de las biosen˜ales, lo que se evidencia en los resultados obtenidos con las diferentes
metodolog´ıas y para los diferentes problemas de clasificacio´n propuestos.
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4.2. Trabajo Futuro
Aunque los resultados obtenidos con las diferentes metodolog´ıas son satisfactorios, quedan
varias preguntas abiertas para el trabajo futuro. Como primera medida, en el primer enfoque,
los diferentes para´metros, como el nu´mero de caracter´ısticas de los me´todos de descomposi-
cio´n lineal, y el nu´mero de variables relevantes, requieren el uso de medidas de desempen˜o
para su sintonizacio´n, razo´n por la cual el costo computacional de este proceso aumenta sig-
nificativamente. Por esta razo´n, ser´ıa interesante desarrollar un me´todo automa´tico para la
sintonizacio´n de dichos para´metros. En el segundo enfoque, se puede mejorar la estimacio´n de
las fronteras para la localizacio´n de los bancos de filtros, ya que el criterio utilizado (mı´nimos
locales) puede no ser el ma´s adecuado, a pesar de que presenta buenos resultados. Adema´s,
se podr´ıa incluir dentro de la estimacio´n de las caracter´ısticas, la influencia de la relevancia
sobre el eje de frecuencia, dando as´ı una mayor importancia a las zonas ma´s informativas.
Se puede incluir tambie´n la utilizacio´n de otros me´todos de reduccio´n de dimensio´n como
tambie´n diferentes medidas de relevancia. Finalmente, las diferentes metodolog´ıas desarrolla-
das se podra´n utilizar a diferentes biosen˜ales no estacionarias, para observar co´mo funcionan
bajo diferentes condiciones de no estacionariedad.
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