ABSTRACT
INTRODUCTION

The minimum entropy deconvolution (MED) technique rep-
The system is usually represented by an operator S which acts on the source signal w by means of a convolution. Moreover, if an additive noise component q is introduced, the model resents a new and interesting approach to the problem of deconvolution. First proposed in Wiggins (1978) , the technique was later improved by Ooe and Ulrych (1979) upon the extent to which the physical process can be adjusted to these hypotheses. Several solutions have been tried with success, although strong restrictions over the components had to be made. With predictive deconvolution (Robinson and Treitel, 1980) for example, some good results are obtained under the assumption of minimum phase for the source signal and white noise for the reflectivity function. An excellent review of these techniques is presented in Lines and .
The advantage of the MED lies in elimination of these hypothesis, under only the assumption of "simplicity" for the desired signal, thus introducing a concept used in factor analysis.
In this paper, the criterion for simplicity used by Wiggins (1978) is analyzed, and it is shown that certain geometrical, rather than statistical, considerations suggest another criterion for simplicity, which, together with the kurtosis norm used by Ooe and Ulrych (1979) 
. N).
If the q;s (i = 1, , N) are the desired signals, the filter f should. be such that (f * w) * qi approximates qi, which could be obtained if f represents an inverse of w. At the same time it should suppress noise, that is, elimination of terms f * qi (i = 1, . , N).
The MED method assumes that the output yi resulting from the application of the filter f on xi is of a "simple" structure.
The concept of "simplicity" or parsimony for a data matrix A = (qj) is one of the main points of factor analysis in multivariate analysis. Roughly speaking, a simple structure for a matrix A means that almost all its coefficients are nearly zero, while a few of them take arbitrary values and location.
More than twenty years elapsed before a satisfactory way was found to set this concept in precise mathematical terms (Carroll, 1953) . The solution consisted in the definition of a "norm" that could measure the degree of simplicity of a matrix. Later a diversity of norms or simplicity criteria were considered (Harman, 1960) . The problem of choosing the matrix with greatest simplicity from an infinite set of matrices which vary according to certain parameters now turns into the maximization or the minimization of a norm over the set mentioned above. The chosen norm should be such that a satisfactory algorithm, from the computational point of view, could be derived from it.
Wiggins ( The transformation T2, defined over H, reaches its minimum at the barycenter B = (mm ' , . . , me ' ) and its maxima at e,, , e,, the vertices of H (with m being the dimension of the space Rm), and increases as the distance from y to point B increases. This means that T2 measures the withdrawal of a vector y from B or the equivalent, its proximity to the set of vertices. Therefore, the simplicity of a vector following the varimax criterion increases with its proximity to any of the vertices.
Considering the homogeneity of V, the simplicity of any nonzero vector of R" is given as a function of the angles formed by the line defined by the vector and the coordinate axes: the closer the line is to one of the axes, the higher the simplicity is (and the higher the modulus of the corresponding cosines).
Also note that, for y E R", y # 0, V(y) lies between the boundaries mm' 2 V(y) I 1. Because MED and MEDD entail autocorrelation matrices, which are Toeplitz forms, we use the Levinson recursion in their inversion.
The MEDD algorithm is noniterative. One of its advantages is that it requires computation and inversion of just one autocorrelation matrix whose order is equal to the chosen filter length.
All the tested examples indicate that the optimum filter length for the MEDD algorithm is smaller than for the MED algorithm.
Fast convolution and crosscorrelation algorithms using fast Fourier transforms (FFT), essential to digital signal processing, have been incorporated in both MED and MEDD algorithms to improve efficiency. However, outputs obtained by means of both methods maintain the same relation of order, relative to the D norm (see Table 1 ). That is,
Convergence
D(Y,,) 2 D(Y,,).
A larger varimax or D norm value is not a measure of success if the original reflectivity series is not reproduced. However, when the reflectivity was reproduced successfully, the inequality (8) suggests a better signal-to-noise ratio for the MEDD output which is definitely desirable.
Note that the inequality (8) has not been confirmed in general yet, but it holds for all the considered examples.
THE EXAMPLES
An extensive simulation study was carried out with synthetic data. First a comparative study of both methods was made, and subsequently the MEDD' s efficiency was tested in the case of data contaminated with white noise.
Six examples are used to make evident the valuable charac- In all cases the source wavelet was recovered by inversion of the filter. This inversion has been done by taking the filter as input of the MEDD algorithm and choosing the length of the source wavelet as that of the inverted filter.
For each example, the MEDD filter has been convolved with the source wavelet, resulting in a function which approximates the delta function. Adjustment of this approximation shows how good an approximation to the inverse of the source wavelet the filter is.
It is worth noting that the polarity or delay of the output spikes does not affect the maximization. These should be adjusted by comparing output with input. Generally, if the negative lobes are larger in average than the positive, the polarity will appear reversed.
In order to make the reflectors q(t) occur at each time sample, in all the examples 1 percent white noise was added to q(t).
Examples 1 to 3. Model x = w * q Example l.-The aim of this example is to study the behavior of both methods in the case where the source wavelet is a damped wavelet (96 units long). Two four-impulse randomly generated spike series were used. Figure 6a shows w(t), q(t), and the convolved input trace x(t) = w(t) * q(t) used in both MED and MEDD algorithms.
Usually the correct value of the filter length cannot be foreseen straightforwardly, and a sufficiently good approximation must be searched by trying filters of different lengths and examining the outputs. Under this assumption, I tried several filter lengths for both algorithms, concluding that the optimal length for the MED filter was sixteen points, whereas it was five for the MEDD filter.
The MED algorithm became steady after the thirtieth iteration, reaching a Varimax value lower than that of the MEDD output (Table 1 and Figure 12a ). This fact is clearly reflected in the resolution of the output. The recovered wavelet (Figure 6d,   top) and the delta function obtained by convolving f,, with the  source wavelet (Figure 13) show that the filter f, is a good inverse.
Example 2.--I chose as source signal the Ricker wavelet (forty units long), considered in the geophysical literature as a good estimation of the source signal in problems related to seismic prospecting. Analytically, it represents the second derivative of the Gaussian density (Robinson and Treitel, 1980) . I considered two two-impulse traces. The second spike in the second trace shows a modification in spacing, polarity, and amplitude as compared with the first trace.
In this case, because of the particular characteristics of the source wavelet, the lengths of the filters had to be increased to 40 points in both methods.
Convergence of MED became steady after the ninth iteration. The Varimax norm of the MEDD output more than doubled the value of the MED output. The MED output exhibits a high percentage of noise, and as could be expected, its polarity was reversed (Figure 7) .
On the other hand, the MEDD output is a very good approximation to the spike series: amplitude, polarity, and spacing have been preserved. The inversion of the f, filter produces a highly satisfactory wavelet.
It can be confirmed through Figure 13 that fn is quite a good approximation to the inverse of the true wavelet.
Example J.-This example proposes a particularly severe deconvolution problem. The source wavelet is a complicated nonminimum phase wavelet 60 points long. Three two-to three-impulse randomly generated spike series were picked for this example.
The best outputs were obtained with filter lengths close to 60 points in both cases.
The Varimax values for both outputs are quite similar, that of the MEDD output being slightly higher. Convergence of the MED process became steady after the twelfth iteration. Polarity was reversed in both cases, and a considerable level of deconvolution noise can be observed in both outputs. Not withstanding, the MEDD output shows an improved recovery of amplitudes and spacing (Figure 8) .
The wavelet recovered by inversion of the f, filter adjusts strikingly to the shape of the true wavelet, taking into account the reversal of polarity. Figure 13 shows, in spite of noise, that the narrowness of the delta function ensures that f,, is a good approximation to the inverse of the source wavelet. As in example 2, a delay can be observed in the position of the reversed delta. 
Examples 4 to 6. Model x(t) = w(r) *q(t) + n(t)
The aim is to study the stability of the MEDD algorithm when additive noise contaminates the data.
Examples 4 and 5.-The same source signal (50 units long) as in example 1 is used in these two examples. In both cases I took a single trace input plus 5 percent white noise (example 4) and 25 percent white noise (example 5).
Tests show that when white noise is added to the input, reduction in the length of the filter produces a better amplitude recovery of the impulses, but it also produces an increment in the amplitude of noise. Longer filters reduce remarkably the percentage of noise, but they can alter the amplitude of impulses even to the point of making them undistinguishable. This is a very important factor when deciding the length of the filter. This is discussed further in example 6.
The optimal filter lengths, in this sense, consisted of twenty points (example 4) and ten points in (example 5).
In example 4, the impulses of the output are perfectly distinguishable, even if the amplitude of the second spike is slightly diminished. In example 5, the output shows a high percentage of noise but the spikes preserve their amplitude (Figures 9 and  10) .
A very good approximation of the true wavelet can be obtained in example 4 by inversion of the fD filter; whereas in example 5 even if the recovered wavelet is contaminated with noise, it maintains the shape of the true wavelet (Figure 10, top  right) .
Example 6.-The damped source wavelet of this last example is a combination of sines of various frequencies, whose coefficients were taken randomly. It was discretized in 50 points. Two two-impulse series were chosen. Here the corresponding spikes of both traces had the same amplitude, but they were spaced differently. The input traces were contaminated with 15 percent white noise.
I studied the outputs produced by steadily varying the length of the filter. For lengths less than five points, the filter was not able to resolve the output impulses. For lengths larger than 60 points, the amplitude of the second impulses decreased to the point of being imperceptible. Figure 11 shows the MEDD outputs for a filter five points long (Figure 1 lc, example 6-i) and for a filter 45 points long (Figure 1 Id, example 6-ii).
The resolution of the output is superior in the shorter filter. This is confirmed by the inversion of the filters, which give in the case of the shorter filter a better approximation to the source wavelet than the longer one. I also define a norm-equivalence criterion which is an advance in the problem of norm choice and may possibly be beneficial in future work.
The D norm yields a noniterative algorithm for the computation of the deconvolution filter, which requires the inversion of a single autocorrelation matrix whose order is the length of the filter. In the considered examples, the optimal length for the filter f, was shorter than, or at least equal to, the optimal length for the filter fv Numerical tests show higher simplicity in outputs of the MEDD algorithm. This alone is not necessarily a measure of success, but when the reflectivity is reproduced successfully, it suggests a better signal-to-noise ratio for the MEDD output, which is definitely desirable.
Finally, stability in the presence of additive noise, which is one of the outstanding characteristics of the MED process, is markedly enhanced by using the D criterion.
Conventional noise suppression and stabilization techniques (e.g., adding a constant to the autocorrelation matrix R, or solving the normal equations using spectral decomposition of that matrix) can be easily incorporated into the MEDD algorithm, which increases its practicality. 
