Abstract-The article is concerned with the stability analysis of time-delay systems using completeLyapunov functionals. This class of functionals has been employed in the literature because of their nice properties. Indeed, such a functional can be built if a system with a constant time delay is asymptotically stable. Hence, several articles aim at approximating their parameters thanks to a discretization method or polynomial modeling. The interest of such approximation is the design of tractable sufficient stability conditions expressed on the Linear Matrix Inequality or the Sum of Squares setups. In the present article, we provide an alternative method based on polynomial approximation which takes advantages of the Legendre polynomials and their properties. The resulting stability conditions are scalable with respect to the degree of the Legendre polynomials and are expressed in terms of a tractable LMI.
I. Introduction
Delays are inherent of real-time closed loop systems. Indeed, multiplication of networked controlled systems requires the explicit consideration of the communication delays since delays drastically affect the performances of the overall system. Hence, this practical problem motivates a large number of papers dedicated to the stability of linear time delay systems (see [6] and references therein). In the context of the stability analysis of such time-delay systems, the use of Lyapunov-Krasovskii functionals (LKF) has been very popular [4] , [8] , [11] , [16] , [18] . All theses papers focus on the choice of a particular structure for the LKF, which is usually composed by the sum of several typical terms [6] , including quadratic function of the instantaneous state x(t) and integral of quadratic functional of the entire delay state x t (θ). In general, all theses functionals are particular case of the well-known complete Lyapunov-Krasovskii functionals (see Theorem 5.9 in [6] ), given by V (x t ) = x T (t)P x(t) + 2x matrix P is a symmetric positive definite and the matrix functions Q, S and T are differentiable (see Section 5.6.2 in [6] for more details). Theorem 5.9 from [6] ensures that, if the solutions of a time delay system is asymptotically stable, this functional is a LKF, provided that the different functions Q and T satisfy some partial differential equations, which is not an easy task especially for high dimensional delay systems. In practice, numerically checking the existence of such functionals often requires an approximation of this matrix functions in an appropriate manner. In [6] a discretization method was proposed where the functions Q, T and S where chosen piecewise linear and the conditions are presented through the LMI setup. In [12] , these matrices where chosen as polynomials functions and the numerical test was performed using the SOSTOOLS.
In the present paper, we aim at presenting another approximation method which is also based on the polynomial approximation of the functions Q and T but using the particular setup of the Legendre polynomials. Indeed these polynomials are frequently used in the approximation theory because of their relevant properties which are described in the following section. Thanks to the introduction of these polynomials, we are able to provide a new integral inequality whose conservatism can be made arbitrarily small. This is the core tool for developing a set of new sufficient conditions indexed by N , the degree of the polynomials modeling the parameters of the complete LKF. It is proved also that this set forms an hierarchy with respect to the pair (h, N ) in the sense that increasing N improves the result. Finally, two examples show the effectiveness of the method.
Notations: Throughout the paper R n denotes the n-dimensional Euclidean space with vector norm | · |, R n×m is the set of all n × m real matrices. The notation P 0, for P ∈ R n×n , means that P is symmetric and positive definite. The set S + n represents the set of symmetric positive definite matrices of R n×n . The set of continuous functions from an interval I ⊂ R to R n which are square integrable is denoted as space 
II. New integral inequalities A. Legendre polynomials
In this article, we aim at taking advantages of the Legendre polynomials to provide new integral inequalities and a new method to construct complete LyapunovKrasovskii functionals. Let first recall the definition and the basic properties of the Legendre polynomials.
Definition 1: The Legendre polynomials considered over the interval [−h, 0] 
. Another reason for employing these polynomials comes from their nice properties that are summarized below, which will be useful in the latter developments.
Property 2: The Legendre polynomials described in Definition 1 satisfy the following properties: P1 Orthogonality:
P2
Boundary conditions:
if k ≥ 1. Proofs of these properties can be found in [3] .
B. Bessel-Legendre inequalities
Based on the Legendre polynomials and an application of Bessel's inequality [3] , we obtain the following lemma.
holds, for all N ∈ N, where
Proof: Consider a function x in L 2 (I → R n ) and a matrix R in S + n . Define the function z by
From the orthogonal property of the Legendre polynomials, one has
The proof is concluded by noting that, since R 0, the left hand side of the previous equation is positive definite, which directly implies the inequality (3). In the remainder of this paper, inequality (3) will be recalled as Bessel-Legendre (B-L) Inequality.
Remark 1: The previous inequality encompasses the Jensen inequality [6] and the recent Wirtinger-based integral inequality [15] as the particular cases N = 0 and N = 1, respectively. Thus, the set of inequalities provided in Lemma 3 represents more general formulation than these two inequalities. Additionally, the Parseval identity proves that the inequalities (3) becomes non conservative as N goes to ∞.
III. Application to the stability analysis of systems with a discrete delay Consider a linear time-delay system of the form:
where x(t) ∈ R n is the state vector, φ is a continuous functions, which represents the initial conditions and A and A d , are constant matrices. The delay is assumed to be constant. In this section, we will show how the previous inequalities can be applied to the stability analysis of time delay systems.
A. Choice of a Lyapunov-Krasovskii functional
In this subsection, we aim at choosing a new structure for the LKF based on the use of Legendre polynomials. Considering the LKF of the form (1), we propose to model the different matrices P , Q(θ), T (θ, s) and S(θ) as polynomials with respect to the variables θ and s. Contrary to an SOS formulation [12] , these polynomials are expressed in terms of the Legendre basis as follows:
where the matrices
. . , N } have to be optimized. The polynomial matrix S(θ) is chosen as a linear function with respect to θ and is therefore simply expressed with the canonical basis.
S(θ) = S + (h + θ)R.
Hence, the functional V N is rewritten as :
where
and where extended state defined as:
collects the current state and the projections of the state function x t to the N first Legendre polynomials.
B. Systems with constant and known delay
We present in this sub-section a first stability result for time-delay systems, which is based on the proposed LKF (5) and the use of the B-L inequality developed in the previous section. Based on the previous inequalities, the following stability theorem is provided by the use of Lemma 3 with an arbitrary N .
Theorem 4: For a given integer N ≥ 1 and a constant delay h, assume that there exist a matrix P N ∈ S + (N +1)n , and two matrices S, R ∈ S + n such that the following LMI is satisfied
and
,
and where
Then the time delay system (4) is asymptotically stable for the constant delay h. Proof: Consider the LKF (5), since S 0 and following the procedure provided in [6] , Lemma 3 can be applied to the second term of V N to give a lower bound of the functional. In order to be consistent with the definition ofx N , Lemma 3 is considered with the order N . It thus yields
Then, the positive definiteness of V N results from the condition S 0, R 0 and Φ + N 0. Let us concentrate on the differentiation of the functionals along the trajectories of the system. To do so, let us first define the vector
which will be employed to expressed the derivative of the functional. The computation ofV N leads tȯ
The following setup consists of the expression of the vectorẋ N (t) using the augmented vector ξ N (t). On the first hand, it is clear thaṫ
On the other hand, for any positive integer k ≤ N , an integration by parts ensures that
Thanks to properties P2 and P3 of the Legendre polynomials, the following expression is derived
Then, by putting together all the components ofẋ N (t), we obtainẋ
Finally, by noting thatx
(9) Applying Lemma 3 to the order N ensures that
Reinjecting this inequality into (9) 
Hence, if the LMI (7) is satisfied, the delay system (4) is asymptotically stable for the constant delay h.
Remark 2: It is interesting to notice that starting from a particular choice for a complete LKF, the proposed stability criterion is equivalent to consider the stability of the following system:
studied with the basic LKF.
Hence, the main tool which allows to deal with such a simplified LKF is the Bessel inequality, which connects the different states together. Indeed, this inequality links the L 2 [−h, 0] norm of the original delay state x t (θ) with the L 2 [−h, 0] norms of its projection onto the set of polynomial of degree less than N .
C. Delay range stability
In Theorems 4, the delay is supposed to be perfectly known. Therefore, it ensures stability of the delay system only for the pointwise delay h. The following subsection extends this first result by considering that the delay h is unknown but belongs to a prescribed interval [h 1 , h 2 ]. We aim therefore at providing a criterion which ensures stability for all constant delays in this pocket.
Theorem 5: For a given integer N and an uncertain constant delay h ∈ [h 1 , h 2 ], assume that there exist a matrix P N = P T N ∈ R (N +1)n×(N +1)n and two matrices S, R ∈ S + n such that the LMIs Φ + N (h 2 ) 0 and
and whereS N , F N , G N , H N and Γ N (k) are defined in Theorem 4. Then the time delay system (4) is asymptotically stable for any constant delay h in the interval
Proof: Consider the LKF given bỹ 
Applying Lemma 3 to the order N leads tȯ
Hence, it suffices to ensure Ψ N (h 1 , h 2 ) ≺ 0 and Ψ N (h 2 , h 2 ) ≺ 0 to guarantee that the system is asymptotically stable for all constant delay h ∈ [h 1 h 2 ].
IV. Hierarchy of LMI stability conditions
This section aims at proving that the previous stability conditions form a hierarchy of LMI conditions. This is formulated in the following theorem based on the stability conditions of Theorem 4.
Theorem 6: For any time delay system (4), define the set H N by (5), we suggest the matrices
where > 0 is a scalar to be chosen. Clearly this choice of matrices ensures that the functional V N +1 is positive definite. According to the construction of the matrices G N , H N , F N andS N , the following relation holds
From these expressions, the matrix Φ N +1 (h) can be expressed using the matrix Φ 
Since Theorem 4 only provides sufficient stability condition, the sequence of sets {H N } N ∈N is an increasing sequence of set representing an inner approximation of the stability pockets. However, the previous theorem does not prove that the conditions of Theorem 4 will converge to the analytical bounds of the delay.
An analogous theorem showing that Theorem 5 also forms a hierarchy of stability conditions can be obtained.
V. Examples
The purpose of the following section is to illustrate our propositions on an academic and also a non trivial example. Because of space limitations, only the results provided by Theorem 4 are presented.
A. Example 1
First, consider the well known academic example of the form (4) with the matrices
It can be proved by direct inspection of the characteristic equation that this delay system is stable for all delays belonging to [0, 6.1725]. To illustrate the main theorem, Table I compares the upperbound calculated by Theorem 4 with those found in the literature. All papers except [9] use Lyapunov theory in order to derive stability criteria. Some results based on Jensen lemma bounding technique gives nearly the same results [4] , [8] , [16] , [18] . Other methods, which employ an augmented Lyapunov functional (with triple integral term) can go further but with a numerically increasing burden. The partitioning approach proposed by [7] based on the discrete delay decomposition of a simple LKF is very efficient and goes along with an important numerical complexity. Two techniques [5] , [12] are based on the structure of the complete quadratic functional. Using an SOS optimisation setup, [12] approximates the matrices (which constitute the complete LKF (1)) as polynomials of a prescribed upperbound. [5] proposes a partionning complete Quadratic LKF along with a linear modeling of the matrices. As expected, all the two methods give very good results results with a similar numerical burden.
1) Example 2:
This example is taken from the dynamics modeling of machining chatter [20] , [17] and has been barely studied in the literature of time delay system using the Lyapunov-Krasovskii Theorem and LMI conditions. We consider: 
A delayed static output feedback controller is proposed:
where K is the gain of the controller and h is an unknown constant delay. The resulting dynamics is thus modeled by a time-delay system:
with A 0 = A − BCK and A 1 = BCK. Considering K = 1 and h = 3, we are interesting firstly whether the classical methods of the literature could prove the stability and secondly, if so, to determine their computational complexity. Surprisingly, the results based on Jensen lemma do not prove the stability as, also, the partitioning method of [7] . The discretized Complete LKF of [5] is not able to guarantee stability with a discretization step lower than N = 12 (we did not look for higher levels, because of the computation time). The SOS optimization of [12] requires a relaxation of order N = 10, which corresponds to consider for the matrices R, Q, S as polynomials of order 10. Our proposal gives a positive answer only for N = 5.
VI. Discussions
Inspecting Example 1, the stability conditions provided in Theorem 4 do not seem very competitive, in terms of complexity, with respect to the most efficient stability conditions (Discretization and Sum of Squares methods). However, this method is very effective on the second example when assessing stability is not trivial. Additionally, the method based on Legendre polynomials has a relevant feature. Indeed, Theorem 6 theoretically and elegantly proves that increasing the degree N of the polynomials always helps in reducing the conservatism. To the best of our knowledge, this type of result has not been addressed frequently in the literature.
In order to improve the efficiency of our method, the following problems have to be addressed in future works. a) A method to reduce the conservatism to be more competitive with existing stability conditions must be provided. One direction would be to slightly modify the Lyapunov-Krasovskii functional. Indeed, it is well-known that the following integral quadratic term
significantly helps to reduce the conservatism. This is the core of the work presented in [14] , [15] , which indeed shows an impressive reduction of the conservative with respect to the stability conditions of this article. b) Another key issue is also to extend the proposed results to delay which are not constant. Indeed it is not clear, at least for the authors whether our method based on the Legendre polynomials could be easily adapted to the situation when the delay is time-varying. c) The set of polynomials is dense in the set of continuous functions defined on compact set, which implies Then, since the only conservatism in the proof of Theorem 4 appears when employing the integral inequality provided in Lemma 3, there is some hope to prove that the conservatism can be arbitrarily reduced. This would mean that our proposal could lead to an asymptotically necessary and sufficient stability condition. Of course, this is still a result to be proven.
VII. Conclusions
In this paper, we provide a novel method to construct complete Quadratic Lyapunov-Krasovskii functionals proposed originally by [5] . The matrices, which constitute the functional, are chosen to be polynomials and are expressed with the help of the Legendre polynomials basis. This new functional can also be viewed as a new simple Lyapunov-Krasovskii functional for an extended state composed by the instantaneous state x t (0) and the projection of the state x t (θ) onto the polynomial Legendre set with respect to a well defined inner product. An extensive use of Bessel inequality allows to develop efficient criteria, at least on examples, but with a large numerical complexity. This set of stability conditions forms a hierarchy of LMI indexed by the polynomial degree N , in the sense that increasing N reduces the conservatism of the proposed method. Future works will include the study of the asymptotic necessity of this approach.
