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Abstrak 
 
Penggunaan sistem teknologi biometrika dengan karakteristik ekspresi wajah 
memungkinkan untuk mengenali emosi seseorang. Beberapa ekspresi wajah yang 
dikelompokkan adalah ekspresi netral,  gembira, terkejut, mata mengedip, mengantuk dan 
sedih. Walaupun bentuk atau tampilan ekspresi tersebut berbeda-beda antara setiap 
individu, manusia tetap dapat mengenalinya. Pada penelitian ini telah dibuat suatu sistem 
yang dapat digunakan untuk mengenali citra ekspresi wajah manusia menggunakan metode 
PCA untuk ekstraksi fitur. Hasil ekstraksi fitur dengan PCA merupakan inisialisasi untuk 
dapat di kenali sebagai eigen value dari tiap-tiap ekspresi wajah 
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Abstract 
The use of biometric technology systems with the characteristics of facial expressions 
makes it possible to recognize one's emotions. Some grouped facial expressions are 
expressions of neutral, joyful, surprised, blinking, sleepy and sad eyes. Although the form or 
appearance of the expression varies between individuals, humans can still recognize it. In this 
study a system has been created that can be used to recognize human facial expression 
images using the PCA method for feature extraction. The result of feature extraction with 
PCA is an initialization to be recognized as the eigen value of each facial expression 
  
Keywords: Artificial Neural Networks, Facial Expressions. Principal Component 
Analysis (PCA)  
 
 
Pendahuluan 
Teknologi biometrika mulai banyak terapannya diberbagai bidang. Teknologi ini 
diterapkan dengan menggunakan karakteristik pembeda (distinguishing traits). 
Penggunaan sistem teknologi biometrika dengan karakteristik ekspresi wajah 
memungkinkan untuk mengenali emosi seseorang, sehingga analisis ekspresi wajah 
berhubungan dengan pengenalan secara visual gerakan wajah dan perubahan fitur wajah. 
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“Hasil Riset dan Pengabdian Masyarakat Sebagai Inovasi Menuju Persaingan Global” 
ISBN : 978-602-53170-2-6 
67 
Komponen dasar sistem analisis ekspresi wajah adalah deteksi wajah, ekstraksi data wajah, 
dan pengenalan ekspresi wajah (Abidin, 2011).  
Jaringan Syaraf Tiruan adalah salah satu metode komputasi yang berusaha meniru 
cara kerja sistem syaraf otak manusia. Keunggulan metode ini dibanding metode lain adalah 
kemampuan proses pelatihan dan memecahkan hubungan yang kompleks dan rumit, 
sehingga sulit untuk dideskripsikan antara data masukan dan data keluaran. Hal ini 
dimungkinkan karena pengetahuan yang ada pada jaringan syaraf tiruan tidak di program, 
namun dilatih berdasarkan informasi atau masukan yang diterimanya (Kusumto, 2010). 
Metode PCA merupakan metode dalam statistika yang digunakan untuk ekstraksi fitur 
input dengan kehilangan informasi yang minimum. Beberapa peneliti telah 
menggabungkan PCA dengan neural network. (Rama, 2010) menggunakan model PCA dan 
backpropagation dengan tingkat akurasi 97.25 membandingkan dengan metode PCA dan 
radial basic function dengan tingkat akurasi 97.46. (Te-Hsiu Sun dan Fang-Chih Tien)  
menggunakan 2D dan 3D dengan menggunakan metode backpropagation dan PCA + LAC 
berhasil menentukan perbedaan ekspresi. 
 
 
 Metode Penelitian 
 
Principal Component Analisis (PCA) 
 
PCA pertama kali ditemukan oleh (Turk, 1991) yang digunakan untuk pengenalan 
citra wajah. Dalam metode PCA informasi yang paling baik mendeskripsikan wajah 
diturunkan dari citra wajah secara keseluruhan. kegunaan dari PCA adalah dapat 
mengkompres data dengan cara ekstraksi fitur data tanpa menghilangkan informasi-
informasi dalam data tersebut (Anandita, 2007). 
PCA lebih banyak digunakan untuk keperluan ekstraksi fitur citra, dimana jumlah 
piksel dari citra jauh lebih besar dibandingkan dengan jumlah data sampel yang digunakan. 
Untuk melakukan proyeksi sampel matriks dari citra pelatihan, setiap citra pelatihan 
disusun dalam bentuk vektor baris (soesanto, 2010).  
Proyeksi pada PCA merupakan representasi himpunan data 𝑋 ke dalam bentuk vektor 
eigen dari matrik varian-kovarian dari 𝑋. Vektor eigen dengan nilai eigen yang besar 
mempunyai peranan penting dalam proses perubahan pada nilai matrik piksel. dengan cara 
membuang nilai eigen yang mendekati nol tidak akan membuat  kita kehilangan informasi 
data atau hanya kehilangan informasi yang minimum (Farida, 2014). 
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PCA memerlukan masukan data yang mempunyai sifat zero-mean pada setiap 
fiturnya. Sifat zero-mean pada masing-masing fitur data bisa didapatkan dengan 
mengurangkan semua nilai dengan rata-ratanya. Set data 𝑋 dengan dimensi 𝑀 × 𝑁, 
dimana 𝑀 adalah baris dan 𝑁 kolom, akan tampak seperti berikut: 
 
𝑋 = [
𝑥11
𝑥21
   𝑥12
   𝑥22
  …
  …
  𝑥1𝑁
  𝑥2𝑁
⋮
𝑥𝑀1   
⋮
𝑥𝑀2  
⋮
…
⋮
  𝑥𝑀𝑁
] (0.1) 
Untuk fitur ke-𝑗, semua nilai pada kolom tersebut dikurangi dengan rata-ratanya, 
diformulasikan dengan  
 
𝑥𝑖𝑗
′ = 𝑥𝑖𝑗 − ?̅?𝑗  (0.2) 
dengan 𝑋′ = [𝑥𝑖𝑗
′ ] 
𝑖 = 1,2, … , 𝑀  
𝑗 = 1,2, … , 𝑁  
?̅?𝑗  = nilai rata-rata kolom ke – 𝑗 
 
 
Selanjutnya dilakukan proses untuk mendapatkan matriks kovarian dari matriks 𝑋′, 
yaitu 𝐶, dengan menggunakan formula berikut: 
𝐶 =
1
𝑀
𝑋′. 𝑋′ 𝑇  (0.3) 
𝑋′𝑇adalah matriks transpose dari 𝑋′. 
Pada matriks 𝐶, elemen ke-𝑖𝑗 adalah hasil kali elemen baris matriks 𝑋′  dengan 
kolom matriks 𝑋′
𝑇
. Sifat-sifat yang dimiliki oleh matriks 𝐶 adalah sebagai berikut: 
1. 𝐶 adalah matriks simetris bujur sangkar berukuran 𝑀 × 𝑀. 
2. Bagian diagonal utama (dari kiri atas ke kanan bawah) adalah nilai varian masing-
masing fitur sesuai dengan indeks kolomnya. 
3. Bagian selain diagonal utama adalah kovarian di antara pasangan dua fitur yang 
berkesesuaian. 
Jadi, matriks 𝐶 merepresentasikan kovarian di antara semua pasangan yang 
mungkin dari fitur data set matriks 𝑋′. Nilai kovarian merefleksikan noise pada fitur. 
Nilai eigen dan vektor eigen dari matriks kovarian dihitung dengan menggunakan 
persamaan karakteristik berikut ini: 
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𝐶 − 𝜆𝐼 = 0 (0.4) 
(𝐶 − 𝜆𝐼)𝑣 = 0 (0.5) 
Dengan 𝐶 adalah matriks kovarian, 𝐼 adalah matriks Identitas, 𝜆 adalah nilai eigen 
dan 𝑣 adalah vektor eigen. 
Nilai eigen yang terbesar yang berkorespondensi terhadap nilai vektor eigen yang 
terbesar dipilih menjadi Principal Component. Vektor eigen yang disusun dari yang 
terbesar ke yang terkecil dipilih menjadi vektor fitur. 
𝑉𝑒𝑘𝑡𝑜𝑟 𝐹𝑖𝑡𝑢𝑟 = (𝑒𝑖𝑔1, 𝑒𝑖𝑔2, 𝑒𝑖𝑔3 … 𝑒𝑖𝑔𝑛) (0.6) 
Untuk mencari Principal Component dengan 𝑋′ sebagai rata-rata dihitung dengan rumus. 
𝑃𝐶 = 𝑋′  × 𝑣 (0.7) 
 
 
Langkah berikutnya melakukan transformasi data untuk menghasilkan data PCA dengan 𝑋 
sebagai data awal. 
𝑃𝐶𝐴 𝑑𝑎𝑡𝑎 = 𝑃𝐶𝑇 × 𝑋′𝑇  (0.8) 
 
 
 Hasil dan Diskusi 
 
 Ekstraksi Fitur dengan PCA 
 
Ekstraksi fitur merupakan proses yang bertujuan untuk menentukan ciri dari suatu 
citra ekspresi wajah. Metode PCA merupakan salah satu metode yang digunakan untuk 
ekstraksi fitur.  
Berikut ini adalah tahap dalam algoritma PCA 
1. Hitung rata-rata seluruh sampel data diperoleh dengan menggunakan persamaan: 
?̅?𝑗 =
∑ 𝑥𝑖𝑗
𝑛
𝑖𝑗=1
𝑛
 (3.1) 
2. Adjusted data (data yang telah disesuaikan) adalah hasil pengurangan dari setiap 
data dengan rata-rata setiap data yang diperoleh dengan rumusan berikut ini: 
𝐴𝑑𝑗𝑢𝑠𝑡𝑒𝑑 𝑑𝑎𝑡𝑎 = 𝑥𝑖𝑗 − ?̅?𝑗  (3.2) 
dengan 𝑋′= Adjusted Data 
3. Hitung matrik kovarian (𝑐) dihitung dengan menggunakan persamaan berikut:  
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𝑐 =
1
𝑀
𝑋′𝑋′𝑇  (3.3) 
Dimana 𝑋′ adalah Adjusted Data dan 𝑋′𝑇  adalah transpose dari matrik 𝑋′  
4. Hitung nilai eigen dan vektor eigen dari matrik kovarian dihitung dengan 
menggunakan persamaan karakteristik berikut ini: 
𝑐 − 𝜆𝐼 = 0 (3.4) 
(𝑐 − 𝜆𝐼)𝑣 = 0 (3.5) 
Dimana 𝑐 adalah matrik kovarian, 𝐼 adalah matrik Identitas, 𝜆 adalah nilai eigen dan 
𝑣 adalah vektor eigen. 
5. Hitung nilai eigen yang terbesar yang berkorespondensi terhadap nilai vektor eigen 
yang terbesar dipilih menjadi Principal Component. Vektor eigen yang disusun dari 
yang terbesar ke yang terkecil dipilih menjadi vektor fitur. 
𝑣 = (𝑒𝑖𝑔1, 𝑒𝑖𝑔2, 𝑒𝑖𝑔3 … 𝑒𝑖𝑔𝑛) (3.6) 
6. Untuk mencari Principal Component dengan  𝑋′ sebagai rata-rata. 
𝑃𝐶 = 𝑋′  × 𝑣 (3.7) 
7. Langkah berikutnya untuk melakukan transformasi data untuk menghasilkan data 
PCA. 
𝑃𝐶𝐴 𝑑𝑎𝑡𝑎 = 𝑃𝐶𝑇 × 𝑋′𝑇  (3.8) 
 
 
3.2  Contoh Ekspresi Wajah dari Database Yale Face 
 
Tabel 0.1 Contoh Ekspresi Wajah dari Database Yale Face 
http://vision.ucsd.edu/~iskwak/ExtYaleDatabase/ExtYaleB.html 
EKSPRESI WAJAH 
NETRAL 
 
 
 
  
GEMBIRA 
 
 
 
  
TERKEJUT 
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SEDIH 
 
 
  
MENGANTUK 
 
 
  
MATA 
MENGEDIP 
   
 
 
 
 Kesimpulan 
 
Berdasarkan hasil dan pembahasan dapat diambil kesimpulan sebagai berikut: 
1. Dengan ditemukannya PCA, telah membawa perubahan yang sangat besar pada 
ekstraksi fitur yang berbasis “appearance” 
2. PCA merupakan teknik linier reduksi menggunakan teori-teori sederhana dari 
statistik seperti varian, standart deviasi, zero mean, kovarian dan persamaan 
karakteristik 
3. PCA lebih banyak digunakan untuk keperluan ekstaksi fitur citra, dimana jumlah 
dimensi dari citra jauh lebih besar dibandingkan dengan jumlah data sampel yang 
digunakan.  
4. Untuk melakukan proyeksi sampel vektor dari citra pelatihan, setiap citra pelatihan 
disusun dalam bentuk vektor baris. Jika jumlah data pelatihan adalah sebanyak 𝑚, 
maka dimensi vektornya adalah 𝑚 × 𝑛. Apabila vektor citra pelatihan mempunyai 
dimensi 𝑚 × 𝑛 tersebut diortogonlisasi dengan menggnakan eigenvector dan 
eigenvalue. 
 
 Saran 
 
Persoalannya adalah dimensi yang tidak sama antara data sampel (𝑚 × 𝑛), sedangkan 
dimensi dari rata-rata seluruh data sampel (1 × 𝑛). Oleh karena itu perlu disamakan 
dimensinya dengan menggunakan rata-rata seluruh wajah sebanyak 𝑚, sehingga rata-rata 
seluruh data sampel mempunyai dimensi (𝑚 × 𝑛). 
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Notation 
 
X  Vektor input 
C’  Konstan 
𝑋  ukuran citra dengan dimensi 𝑀𝑥𝑁 
𝑐𝑋  Perhitungan matriks kovarian dari matriks 𝑋 
𝐶  adalah matriks kovarian 
𝐼  matriks indeks 
𝜆  nilai eigen  
𝑣  vektor eigen. 
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