Introduction and preliminary results
In this note we present a new approach for studying the strong stability and stabilizability properties of the functional differential equation of neutral typė (1) where A −1 is constant n × n-matrix, det A −1 = 0, A 2 , A 3 are n × n-matrices whose elements belong to L 2 (−1, 0). This equation occurs, for example, when a system of neutral type is stabilized. Even if the initial system contains pointwise delays only, then the set of natural feedback laws contains distributed delays (see e.g., [15, 17] ), so the corresponding closed-loop system takes the form (1) .
The problem of exponential stability of systems like (1) is well studied [8, 10] . Our purpose is to analyze more subtle properties of stability (and stabilizability), namely strong non-exponential asymptotic stability (see e.g. [4] ). One needs to consider an operator model generated by the system (1) in some infinite dimensional space. It is well-known that for neutral type systems the choice of the phase-space is crucial (in contrast to the case of retarded functional differential equations where solutions are more smooth than the initial data).
In [6, 8] , the framework is based on the description of neutral type systems in the space of continuous functions C([−1, 0]; C n ). The essential result in this framework is that the exponential stability is characterized by the condition that the spectrum of the system belongs to the open left-half plane. The problem of asymptotic (non-exponential) stability is much more complicated.
Following [25] we treat our system as a system in the Hilbert space M 2 = C n × L 2 (−1, 0; C n ). This fact is important for us since it allows to use deep ideas and technique of the operator theory in Hilbert space [1, 7] and results [19] on the existence of Riesz basises (see Section 3 for more details) in the analysis the following operator model (see [25] ) of the system (1) d dt
where the domain of A is given by
If additionally det A −1 = 0, then the operator A is the generator of a group e At , t ∈ R on M 2 .
Let us denote by µ 1 , ..., µ ℓ , µ i = µ j if i = j, the eigenvalues of A −1 and the dimensions of their rootspaces by p 1 , ..., p ℓ ,
m . Theorem 2. The spectrum of A consists of the eigenvalues only which are the roots of the equation det ∆(λ) = 0, where
The corresponding eigenvectors of
There exists N 1 such that for any k, such that |k| ≥ N 1 , the total multiplicity of the roots of the equation det ∆(λ) = 0, contained in the circle L To describe the location of the spectrum of A we use Rouche theorem. More precisely, for sufficiently large k and any m we show that |f 1 (λ)| > |f 2 (λ)| for any λ ∈ L (k)
m as function f 1 . We start our analysis of the stability properties of the system (2), using the classical technique (see e.g. [5] ), and prove the following Theorem 3. Assume that the spectrum satisfies σ(A) ⊂ {λ : ℜ λ < 0} and
(4)
Then the system (2) is exponentially stable.
The proof of Theorem 3 is based on the fact that for a C 0 -semigroup T (t) on Hilbert space one has s 0 (A) = ω 0 (T ), where A is the generator of T , s 0 (A) is the abscissa of uniform boundedness of the resolvent and
See [24] for definitions and details. This fact is crucial for the following theorem which we use to prove Theorem 3. It is easy to see that Theorem 3 can not be applied to the case when there exists µ ∈ σ(A −1 ) such that |µ| = 1 (see (4) ). Moreover, Theorem 2 shows that under the assumptions of Theorem 3 one has σ(A −1 ) ⊂ {µ : |µ| ≤ δ < 1} or equivalently σ(A) ⊂ {λ : ℜ λ ≤ −ε < 0}. For the system (1) this is the case of exponential stability.
Further on we are mainly interested in studying the case when the system is strongly asymptotically (non-exponentially) stable. Let us give an illustration of such a situation. We consider the scalar system (1)
where a is a constant such that |a| = 1, and ϕ 2 , ϕ 3 are any functions belonging to L 2 (−1, 0). Proposition 1. The system (5) is strongly asymptotically (non-exponentially) stable if and only if σ(A) ⊂ {λ : ℜ λ < 0} (see (2) for the definition of
To prove this and the other statements of this paper on the strong stability and stabilizability properties of neutral type systems we develop a new approach which we describe in details in the following sections.
First, we involve the classical theorem from the theory of semigroups (see Section 2) which is proposed as the main tool for the analysis of the stability properties. Second, we discuss a new result [19] on the existence of Riesz basises and, particularly, use it (see Section 3) to prove Proposition 1. Section 4 is devoted to the study of the stabilizability properties, when the control action is Bu(t). For neutral type systems, exponential stabilizability by feedback requires, in general, the delayed derivative in the feedback [15] . Our method allows to use only state feedback but we obtain asymptotic (non-exponential) stability of the closed loop system. To this end we recall first some deep results on strong stabilizability of linear systems in Hilbert spaces. In the last section one presents conclusions and perspectives.
Strong stability
Apparently, the first result which may be considered as a basis of the investigation on strong stability is the following one [23, p.102].
Theorem 5. Let be given a complete nonunitary contraction T in the Hilbert space H such that
where S 0 (1) = {λ ∈ C : |λ| = 1} and mes(.) is a Lebesgue measure in S 0 (1). Then for each x ∈ H we have lim n→∞ T n x = 0 and lim n→∞ T * n x = 0.
Let us recall that a contraction T is said to be completely nonunitary if there does not exist a subspace H 1 ⊂ H, invariant by T , such that T | H1 is an unitary operator.
In the Theorem 5, the notion of stability is not explicitly involved. However, with this important theorem one can obtain the following result on asymptotic stability of a semigroup in Hilbert space.
The semigroup T (t) is said to be completely nonunitary if ∀x ∈ H, x = 0, there exists t ≥ 0 such that 
where iR is the imaginary axis and mes(.) a Lebesgue measure on this set. Then for all x ∈ H we have e At x → 0, t → ∞.
The proof of Theorem 6 is based on Theorem 5 and the introduction of the cogenerator of the semigroup [23] , i.e. the operator
The condition (6) is essential for the stability of the semigroup. For practical use, an important particular case is the condition: the set (σ(A) ∩ (iR)) is at most countable. It turns out that when this condition is satisfied, then the semigroup {e At }, t ≥ 0 is completely nonunitary if and only if the operator A has no pure imaginary eigenvalues. This gives a simple formulation of the Theorem 6.
Moreover, with this assumption the result on strong asymptotic stability may be extended to the case of Banach space. Namely one has the following criteria of strong asymtotic stability.
Theorem 7. Let e At , t ≥ 0 be a C 0 -semigroup in the Banach space X and A be the infinitesimal generator of the semigroup. Assume that (σ(A) ∩ (iR)) is at most countable and the operator A * has no pure imaginary eigenvalues. Then e At is strongly asymptotically stable (i.e. e At x → 0, t → +∞ as x ∈ X) if and only if one of the following conditions is valid:
i) There exists a norm · 1 , equivalent to the initial one · , such that the semigroup e At is contractive according to this norm:
The Theorem 7 was obtained first in [20] for the case of bounded operator A, then generalized in [14, 2] for the general case. The development of this theory concerns a large class of differential equations in Banach space (see [24] and references therein).
Riesz basis property
We notice that the condition "σ(A)∩(iR) is at most countable" (see Theorem 7) can be easily verified for many concrete systems which arise from applications. For example, in the case when A has compact resolvent, one has that σ(A) itself is at most countable and consists of the point spectrum only. The location of eigenvalues of A for some systems can be easily described while for others this question needs a careful investigation, using, for example, Rouche theorem and perturbation analysis (see e.g. Theorem 2). It is well known that the property σ(A) ⊂ {λ : ℜ λ < 0} is necessary but not sufficient for the strong asymptotic stability of e At . Taking this into account, we arrive at the necessity to have an efficient method to check the property i) (or equivalently ii)) of Theorem 7. Working in a Hilbert space , we get a powerful tool to study the property i), namely, the concept of Riesz basis. The simplest case is a Riesz basis of vectors. Let us remind the definition. To the best of our knowledge, the main source of abstract results on Riesz basises is the monograph [7] . The most desired situation for concrete systems is to have a Riesz basis formed by eigenvectors of A or, at least, by generalized eigenvectors [7, 12, 21] . In more general situations, one studies the existence of basises formed by subspaces. We remind that a sequence of nonzero subspaces
As in the case of a basis of vectors we can introduce the following definition. One of the crucial ideas of our approach is to construct a Riesz basis of finite-dimensional subspaces which are invariant for the generator of the semigroup (see (2) ). The existence of such basises essentially simplifies, for example, the verification of the property i) of Theorem 7.
In [19] we obtained the following general result. Here
m are circles defined before.
We emphasize that the operator A may not possess in a Riesz basis of generalized eigenspaces. We illustrate this on the following Example 1. Consider the particular case of the system (1):
One can check that the characteristic equation is det ∆(λ) = (α−λ+λe −λ )(β− λ + λe −λ ) = 0 and for α = β there are two sequences of eigenvectors, such that ||v 1 n − v 2 n || → 0, as n → ∞. By the definition, such vectors can not form a Riesz basis.
To prove Proposition 1 we notice that for the particular case of the system (5), Theorem 8 gives that ℓ = n = 1, all the subspaces V It is now easy to check that the new norm || · || 1 ≡ ||R · || is equivalent to || · ||. This, together with the property σ(A) ⊂ {λ : ℜ λ < 0}, allow us to apply Theorem 7 to prove Proposition 1.
Let us precise that for the general multivariable system (1) the stability conditions is more complicated. A complete analysis for the general case will be given in one of our forcoming papers.
Strong stabilizability

The abstract theory
The problem of strong stabilizability of control systems in infinite dimensional spaces has been intensively studied since seventies. The basic abstract formulation of this problem is the following one.
Consider the linear systeṁ
where H, U are Hilbert spaces, the operator A is the infinitesimal generator of a C 0 -semigroup of contractions {e At }, t ≥ 0, i.e. e At ≤ 1, t ≥ 0 or, what is the same, such that A is a maximal dissipative operator. The operator B is usually assumed to be a bounded linear operator from U to X. The problem under investigation is: if the feedback control law u = −B * x is a stabilizing control, i.e. e (A−BB * )t x → 0, t → +∞, ∀x ∈ H. Under some additional assumptions this problem was studied in [22] using the Lyapunov method. In [13] and other works by N. Levan (cf. references in [16] ) a framework based on the decomposition of the contractive semigroup and the harmonic analysis of operators was developed. Based on this framework the partial answers to the problem of strong stabilizability were given.
Necessary and sufficient conditions of the strong stabilizability under the assumption (6) were given in the PhD thesis of G. M. Sklyar (Kharkov, 1983) . In a slightly weaker formulation this result was published in [11] . The complete result was included to the book [12] ( §A3. Strong Stabilizability of Evolution Equations). Let us recall it:
We denote for the system (8)
e At BU and L * r = t≥0 e A * t BU .
For the contractive semigroup e At , t ≥ 0, the canonical decomposition [23] holds:
where the restriction e At | V is an unitary semigroup, while the restriction e At | W is completely nonunitary. 
The stabilizing control law is then given by u = −B * x.
Let us note that the condition (9) becomes much simpler when the set (σ(A) ∩ (iR)) is at most countable. It is equivalent to the following condition: There does not exist an eigenvector x ∈ H of the operator A, with pure imaginary eigenvalue such that B * x = 0.
In this formulation the result was found one more time in [3] , where the authors used Theorem 7. An extensive investigation of the strong stabilizability can be found [16] (see also references therein). In [21] the problem of the description of a large class of (strong) stabilizing control laws of the type u = P x is given. The main tools are the Theorem 7 and the technique of the characterization of equivalent norms for which the operator A + BP is dissipative. For the particular case when the operator A is skew-adjoint with separated discrete spectrum this class was identified. The problem of robustness in this class was also investigated. The perspective is to develop this framework to the case of unbounded operator P in the feedback u = P x.
The abstract theory of stabilizability given here may be applied to the system of neutral type.
Systems of neutral type
Let us present some results on the stabilizability for the particular case of the system (2) .
For simplicity we consider a control neutral type system with one delay in the stateẋ
x ∈ R n , u ∈ R r , A j , j = −1, 0, 1 are n × n-matrices, B is a n × r-matrix.
The stabilizability problem consists in determination of linear feedback control u = p(x(·)) such that the closed-loop systeṁ
becomes a stable one. The abstract functional model of the system (10) uses the operator A :
where D(A) is defined as before (see (2)). With these notations (10) can be rewritten as d dt
where B = B 0 is a linear operator B : C n → M 2 .
The spectrum σ(A) is the set
and consists of eigenvalues only. Denote further by the set of all nonzero eigenvalues of matrix A −1 . Then for any µ ∈ the set σ includes a family of eigenvalues
whereō is meant as k → ±∞. We assume that the following assumptions are satisfied. (a1) ⊂ {w : |w| ≤ 1} and there exists µ ∈ : |µ| = 1. (a2) All the eigenvalues µ ∈ such that |µ| = 1 are simple in the sense that there are no Jordan chains corresponding to such eigenvalues.
(a3) Finite-dimensional systeṁ
is controlable, i.e. rank(B, A 0 B, ..., A n−1 0 B) = n. In particular, this means that (13) is stabilizable, i.e. there exists a linear feedback control u = P 0 0 x such that ℜ σ(
As it is discussed in [18] , we are mainly interested in the controls which are bounded with respect to operator A (for the definition and details see e.g. This is the natural choice of controls to achieve the non-exponential stabilizability.
We have the following result. where λ µ k is given by (12) .Under this condition the strong stabilization can be achieved by the choice of control:
where Q 1 , Q 2 are constant (r × n)-matrices, Q 3 is (r × n)-matrix which elements belong to L 2 (−1, 0).
The proof is based on the analysis of the system (11) and using the Theorem 9.
Conclusions and perspectives
In this note we presented a new approach for investigation the strong stability and stabilizability for systems of neutral type. We describe the main ideas and facts which form the background of our research. These facts are collected from the theory of differential equation with retarded argument (see e.g. [5, 6, 8] ), the theory of semigroups as well as general operator theory (see e.g. [7, 9, 23, 24] and recent results from [18, 19] ). We give examples emphasizing that our approach is widely applicable, perspective and extends the classical stability theory.
