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Abstract
The present paper is devoted to studying of minimal parametric fill-
ings of finite metric spaces (a version of optimal connection problem) by
methods of Linear Programming. The estimate on the multiplicity of
multi-tours appearing in the formula of weight of minimal fillings is im-
proved, an alternative proof of this formula is obtained, and also explicit
formulas for finite spaces consisting of 5 and 6 points are derived.
Introduction
The range of Optimal Connections Problem is rather wide. Informally speaking,
a given subset M (usually a finite one) of a metric space X has to be connected
by some network (a connected graph) of an optimal length. As the concept
of optimality, so as the class of admissible graphs could be defined in different
ways. For example, the Steiner Problem consists in finding a connected graph
having the least possible length and such that its vertex set is contained in X
and contains the initial set M (in the latter case we say that this graph connects
M). The length of the graph is defined as the sum of lengths of all its edges,
and the length of an edge is equal to the distance in X between its vertices. A
solution to this problem is referred as a shortest network on M .
The concept of minimal filling of a finite metric space M appeared recently in
paper [1] by the authors as a generalisation of the Steiner Problem and a concept
of minimal filling of Riemannian manifold in the sense of M. Gromov [2]. Recall,
see also Section 1.1, that a tree G = (V,E) with an arbitrary weight function ω
given on its edge set is called a filling of the type G of the space M , if M ⊂ V
as a subset, and for any pair of elements from M the weight of the path in
G connecting those vertices (i.e., the sun of ω(e) over all edges e belonging to
the path) is greater than or equal to the distance between these points in the
metric space M . A filling of the type G having the least possible weight is
called a minimal parametric filling of the type G. Passing to the infimum over
all possible types G leads to the concept of minimal filling. Minimal Fillings
Theory of finite metric spaces is actively evolved, see for example [5], [6], [11],
and [10]. It turns out to be related not only with geometry of finite metric
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1. Preliminaries 2
spaces, but with structure of optimal networks also. For example, the weight of
a minimal filling of a set M ⊂ X considered as a finite metric space with the
metric induced from X gives an exact lower bound for the length of shortest
network connecting M in X.
As it was already noticed in [1] by the authors, the problem of finding a
minimal parametric filling of a given type can be reduced to a linear program-
ming, but this fact was used in the proof of the corresponding existence theorem
only. However Linear Programming is one of the most developed and widely
used branches of general optimization theory, it has many useful methods and
approaches, and one of them is duality principal. In the case of minimal filling
the passing to the dual problem, see below, turns out to be rather effective.
Roughly speaking, by each binary tree G with n vertices of degree 1 we
construct a convex polyhedron of dimension (n − 2)(n − 3)/2 in the space of
dimension n(n − 1)/2, and finding minimal parametric filling of the type G is
reduced to maximization on this polyhedron of a linear function which is defined
in terms of the metric on M . The maximal value is achieved at some vertex of
the polyhedron, and the problem can be reduced to checking of its vertex set.
The maximal value of the function turns out to be a rational linear combination
of some distances on M , that defines a multi-tour of G and its multiplicity.
In the present paper this method is used to obtain an alternative proof of
the non-trivial formula of the weight of a parametric minimal filling obtained
by A. Eremin in [6] in terms of multi-tours by a rater tricky technique, see
below, and essentially improve the estimate on the multiplicity of the multi-
tours standing in the formula. We also derived explicit formulas for the weight
of a minimal parametric fillings of any fixed type for five-point and six-point
metric spaces (the case of five-point metric spaces was considered in [10], and
the case of six-point spaces is a new one) and, in fact, we give an algorithm
permitting to obtain such formulas for any finite metric space and any fixed
type of a filling.
1 Preliminaries
In the present Section we introduce necessary notations and concepts and recall
basic facts from Minimal Fillings of Finite Metric Spaces and Linear Program-
ming Theories. More detailed information on the minimal fillings can be found
in [1], and in a review [7]. From a huge number of books on Linear Programming
we use a more geometrical book [4].
1.1 Minimal Fillings of Finite Metric Spaces
Let M be an arbitrary finite set and let G = (V,E) be some connected simple
graph with a vertex set V and an edge set E. To be short, the edge of the graph
connecting its vertices u and v is denoted by uv. We say that G connects M , if
M ⊂ V . In this case we also say that M is a boundary of the graph G. In what
follows we always assume that each graph has some fixed boundary which could
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be empty. A tree is a connected graph without cycles, whose boundary contains
all its vertices of degree 1 and 2. A tree is said to be binary, if the degrees of
its vertices are equal to 1 or to 3, and its boundary coincides with the set of all
its vertices of degree 1.
A cut of a graph G is an arbitrary partition of its vertex set into two non-
empty non-intersecting subsets. An edge is called a cut edge of the cut V =
V1 unionsq V2, if one of its vertices belongs to V1, and another vertex belongs to V2.
For any connected graph the set of cut edges is non-empty for any cut. To each
family of cuts the so-called cut matrix corresponds, whose rows are enumerated
by cuts of the family, whose columns are enumerated by the edges of the graph,
and whose element standing at the jth position in the ith row equals 1, if the
jth edge is a cut edge of the ith cut, and equals 0 otherwise.
Let G be an arbitrary tree with a boundary M consisting of all the vertices of
G of degree 1 and 2, and let e ∈ E be an arbitrary edge of the treeG. Elimination
of the edge e partitions the tree G into two connected components that are
denoted by G1 and G2.Put Mi = M ∩Gi, i = 1, 2. By PG(e) = {M1, M2} we
denote the resulting partition of the set M . In particular, each edge of the tree
G generates a cut of the complete graph K(M) with the vertex set M .
Now letM = (M,ρ) be a finite pseudo-metric space (recall that in a pseudo-
metric space the distances between distinct points could be equal to zero), G =
(V,E) be a connected graph connecting M , and ω : E → R+ be a mapping of its
edge set into non-negative reals ,that is usually referred as a weight function. The
pair G = (G,ω) is called a weighted graph. The weight ω(G) of a weighted graph
G is the sum of weights ω(e) of all edges e of the graph. The function ω generates
a pseudo-metric dω on V as follows: the dω-distance between vertices of the
graph G is defined as the least weight of the walks connecting those vertices. If
for any pair of points p and q from M the inequality ρ(p, q) ≤ dω(p, q) holds,
then the weighted graph G is called a filling of the spaceM, and the graph G is
called the type of this filling. The value mf(M) = inf ω(G), where the infimum is
taken over all fillings G of the spaceM is called the weight of minimal filling, and
a filling G such that ω(G) = mf(M) is called a minimal filling. If one minimizes
the weight of fillings over fillings of a fixed type, then one obtains a minimal
parametric fillings, whose weight is denoted by mpf(M, G). In paper [1] it is
shown that it suffices to restrict the search of minimal fillings by the fillings,
whose type is a tree without vertices of degree 2, and such that its set of vertices
of degree 1 coincides with M .
It turns out that it is not necessary to define fillings among the graphs with
non-negative weight functions only, namely, one can find the minimum over
fillings with arbitrary weight functions, not necessary nonnegative ones. Such
neighborhoods are referred as generalised ones. It turns out that under such
switch to generalized minimal fillings the most of properties of minimal fillings
are preserved. Let us pass to formalities, see details in [3].
By a generalized weighted graph we call a pair (G,ω) = (V,E, ω), where
ω : E → R is an arbitrary function. Define dω : V × V → R as follows: dω(u, v)
equals the least possible weight of the paths (i.e., walks with pairwise distinct
edges) with the ends u and v. Generally speaking, the function dω is not non-
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negative, and need not satisfy the triangle inequalities.
By a generalized filling of a finite pseudo-metric space M = (M,ρ) we call
a generalized weighted tree G connecting M , if for any u, v ∈M the inequality
ρ(u, v) 6 dω(u, v) holds.
Remark 1.1. Of course, in any tree any two vertices are connected by a unique
path that simplifies the definition of dω. The concept of generalized filling can
be given for an arbitrary connected graph connecting M , see [3], but in this
paper it suffices to consider the trees.
The weight mpf−(M, G) of generalized minimal parametric filling of a type
G of a space M is defined as inf ω(G), where the infimum is taken over all
generalized fillings of the space M of the given fixed type G. Each generalized
filling of the type G, which the infimum is attained at is called a generalized
minimal parametric filling of the type G of the space M .
The weight mf−(M) of generalized minimal filling is defined as the value
inf mpf−(M, G), where the infimum is taken over all trees G connecting M .
Each generalized filling which the infimum is attained at is called a generalized
minimal filling of M .
A remarkable fact is that for any finite pseudo-metric space the weights
of minimal filling and of generalized minimal filling are equal to each other,
i.e. the minimal weight over the fillings with non-negative weight functions
coincides with the minimal weight over the larger set of fillings with arbitrary
weight functions. Namely, the following result holds, see [3].
Theorem 1.2. For any finite pseudo-metric space M the equality mf−(M) =
mf(M) holds.
This result permits essentially simplify the initial problem of minimal fillings
finding, because the necessity to verify non-negativity of the weights disappears.
Remark 1.3. A similar statement for minimal parametric fillings is not valid.
It is not difficult to construct an example of a spaceM and a tree G, such that
mpf−(M, G) < mpf(M, G).
1.2 Linear Programming
Recall the statement of so-called General Linear Programming Problem that is
abbreviated to GLPP. Consider n-dimensional linear space that is convenient to
represent as Rn = Rn1 × Rn2 . Write vectors from Rn in the form x = (x1, x2),
where xi ∈ Rni . Let we be given with a linear function F (x) = 〈f1, x1〉+〈f2, x2〉,
where fi ∈ Rni , and angle brackets stand for the standard scalar product. The
problem is: Find the least possible value of the function F (in this context F is
referred as objective function) on the subset X ⊂ Rn of the space Rn, where X
is defined by a system of linear equations and linear equalities as follows:
X =
{
x = (x1, x2) | A11x1 +A12x2 ≤ b1, A21x1 +A22x2 = b2, x1 ≥ 0
}
,
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where Aij are fixed (mi × nj) matrices, and bi ∈ Rmi . The set X is called the
solutions space. If X is not empty, then X is a convex polyhedral subset of
the space Rn. In this case we put F∗ = infx∈X F (x), and if F∗ is finite, then
X∗ = {x ∈ X : F (x) = F∗}. The problem is called solvable, if X∗ is non-empty.
In this case each point x∗ ∈ X∗ is called a solution. Notice that one can search
the greatest possible value of F on X instead of the least one, and one problem
can be reduced to the other by changing of the sign of the objective function F .
The supremum of the values F (x) over X is denoted by F ∗, and if F ∗ is finite,
then X∗ = {x ∈ X : F (x) = F ∗}.
Consider an important articular case that is referred as Canonical Linear
Programming Problem, or CLLP. In the above notations the CLLP corresponds
to the case n2 = m1 = 0, i.e., all the variables are non-negative, and all the
remaining constrains are equations (it is well-known that each GLPP can be
reduced to some CLLP by a standard trick with addition of new non-negative
variables).
The solution set of any CLLP is contained in the positive orthant. Therefore,
if CLPP is solvable, then its set of solutions X always contains so-called angular
or extreme points of X. Recall that a point of X is said to be extreme, if it
does not lie inside any interval of non-trivial segment, whose end points belong
to X. Moreover, in this case the set X∗ is a convex polyhedral set all whose
angular points is also angular points of X. From geometrical point of view,
these angular points are vertices of the polyhedral set.
Angular points of the solution set X = {x ∈ Rn | x ≥ 0, Ax = b} of a
canonical problem can be easily described (here for brevity n = n1, b = b2,
A = A21). By Aj we denote the jth column of the matrix A.
Assertion 1.4. Under the above notations, let A 6= 0, and let r be the rank of
the matrix A. A point x = (x1, . . . , xn) ∈ Rn is angular, if and only if there
exist linear independent columns Aj1 , . . . , Ajr of the matrix A, such that
Aj1x
j1 + · · ·+Ajrxjr = b,
and xjk ≥ 0, k = 1, . . . , r, and the remaining xj equal 0.
In Linear Programming a duality principal plays an important role. Recall
that the dual problem to GLLP is stated as follows: Find the greatest possible
value of the linear function H(λ) = −〈b1, λ1〉 − 〈b2, λ2〉, where the variable
vectors λi ∈ Rmi form the vector λ = (λ1, λ2) belonging to the polyhedral
domain Λ ⊂ Rm, m = m1 +m2, that is defined by the following system of linear
equations and inequalities:
Λ =
{
λ = (λ1, λ2) | AT11λ1 +AT21λ2 ≤ −f1, AT12λ1 +AT22λ2 = −f2, λ1 ≥ 0
}
.
As it is well-known, the dual problem to the dual problem is equivalent to the
initial one, therefore usually one speaks about mutual duality.
In accordance with Duality Principle, mutually dual problems of Linear Pro-
gramming are solvable or non solvable simultaneously, and if the problems are
solvable, then F∗ = H∗, and F (x) = F∗ = H∗ = H(λ), iff x ∈ X∗ and λ ∈ Λ∗.
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2 Minimal Parametric Fillings and Linear Pro-
gramming
As it is noticed in [1], the problem of finding a minimal parametric filling can
be reduced to a Linear Programming. Indeed, let (M,ρ) be an arbitrary finite
metric space. Enumerate points from M = {p1, . . . , pn} in some a way, and put
dij = ρ(pi, pj). Further, let G = (V,E) be some tree connecting M . Assume
that M coincides with the set of vertices of the tree G of degrees 1 and 2.
Describe weight functions ω : E → R that make the tree G to a generalized
filling of the finite metric space (M,ρ). For each pair pi, pj of the boundary
vertices there exists unique path γ(i, j) in G connecting them. By definition, a
weighted tree (G,ω) is a generalized filling of (M,ρ), if and only if
(1)
∑
e∈γ(i,j)
ω(e) ≥ dij , for all 1 ≤ i < j ≤ n.
The weight of this filling equals
∑
e∈E ω(e), where E is the edge set of the tree G.
Thus, to find a minimal parametric filling of the typeG, it is necessary to find the
least value of the linear function F (ω) =
∑
e∈E ω(e) on the convex polyhedral
subset ΩG of the space R|E| defined by the system of linear inequalities (1).
Write down this Linear Programming Problem as a GLPP as it is described in
Section 1.2.
Since we have no restriction on the signs of the variables, then n1 = 0, and
n2 is equal to the number |E| of edges of the tree G. The variables forming
the vector x2 are the variables ω(e). Enumerate the edges of the tree in some
a way and put E = {e1, . . . , e|E|}, ω(ei) = ωi. Further, all our constrains on
the variables ωi have the form of inequalities, therefore only the matrix A12 is
non-zero. The rows of this matrix correspond to the inequalities from (1), i.e.,
they are enumerated by the ordered pairs (i, j), 1 ≤ i < j ≤ n, where M , the set
of boundary vertices of the tree G, consists of n elements as above. Therefore
m1 = n(n − 1)/2. The columns of the matrix A12 corresponds to edges of the
tree. By akij we denote the element of the matrix A12 standing at the row (i, j)
at the place corresponding to the edge ek. And a
k
ij = 1, if and only if the edge
ek belongs to the path γ(i, j), otherwise a
k
ij = 0. The subset ΩG is defined by
the inequalities system
A12x2 ≤ b1, where x2 = −(ω1, . . . , ω|E|), and b1 = −(d12, . . . , d(n−1)n),
and we are looking for the least possible value of the linear function F (x) =
〈f2, x2〉 on ΩG, where f2 = −(1, . . . , 1).
Now, let us write down the dual problem. In our case m2 = 0, and the
components λij of the m1-dimensional vector λ1are enumerated by the ordered
pairs(i, j), 1 ≤ i < j ≤ n. The dual linear function has the form
H(λ) = H(λ1) = −〈b1, λ1〉 =
∑
1≤i<j≤n
dijλij .
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The solution space ΛG, i.e., the subset of the space Rm1 , which the greatest
value of the function H is searched on, is defined by the following system of
linear constrains:
(2) AT12λ1 = −f2, λ1 ≥ 0.
In particular, the dual problem is a CLPP. The matrix AT12 is an (n2 × m1)
matrix. Its rows correspond to edges of the tree G, and its columns correspond
to ordered pairs (i, j), i < j, which can be naturally interpreted as the edges of
the complete graph K(M) with the vertex set M . By aijk we denote the element
of the kth row of the matrix AT12 standing at the (i, j)th column. Let the edge
ek of the tree G generates the partition PG(ek) of the set M into two non-empty
subsets. The element aijk equals 1, if and only if the vertices of the edge (i, j)
of the graph K(M) belong to distinct elements of the partition PG(ek). All the
components of the vector −f2 equal 1.
Assertion 2.1. The matrix AT12 is the cut matrix of the graph K(M) corre-
sponding to the cuts family generated by the edges of the tree G connecting M .
In what follows we are interested in the case of binary trees only. If the
boundary of a binary tree consists of n ≥ 2 elements, then the number of its
vertices of degree 3 is equal to n− 2, and the number of edges equals 2n− 3. If
G is a binary tree, and M is the set of its boundary vertices, then by C(G) we
denote the cut matrix of the complete graph K(M), corresponding to the cuts
generated by the edges of G.
Recall that by moustaches of a binary tree G we call a pair of its boundary
vertices having a common neighbouring vertex. Also by moustaches we call
the corresponding pair of adjacent edges that are incident to those boundary
vertices–moustaches. It is easy to verify that any binary tree with n ≥ 3 bound-
ary vertices has moustaches. The operation of moustaches elimination can be
naturally defined as follows: from the vertex set and the edge set of the binary
tree we through out, respectively, two vertices and two edges forming some its
moustaches (the same ones). The new vertex of degree 1 of the tree obtained is
proclaimed as a boundary one, and the resulting tree becomes a binary one.
Lemma 2.2. Let G be an arbitrary binary tree with a boundary M consisting
of n ≥ 2 vertices. Then the rank of the matrix C(G) is maximal, and it equals
2n− 3.
Proof. Proceed an induction on the number n of boundary vertices of the tree
G. If n = 2, then G = K(M), and C(G) = (1), and hence, the statement of
Lemma is true.
Now consider an arbitrary binary tree G with n + 1 boundary vertices and
chose its arbitrary moustaches. Enumerate the boundary vertices of the tree G
in such a way that the vertices forming the moustaches get the numbers n and
n+ 1, and enumerate the edges of G in such a way that the edges forming the
moustaches get the last numbers.
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Eliminate the chosen moustaches. Preserve the numeration of edges in the
resulting binary tree H, and let n be the number of the new boundary vertex.
The matrices C(G) and C(H) are related in the following way. As above,
enumerate the edges of the complete graph by the pairs of the form (i, j), i <
j, that are ordered lexicographically. The matrix C(G) has n more columns
than C(H); these columns correspond to the pairs (1, n + 1), (2, n + 1), . . . ,
(n − 1, n + 1), and (n, n + 1). Besides, the matrix C(G) has two more rows.
These rows correspond to the edges of the moustaches chosen in G, and they
are denoted by a and b. We get the matrix of the following form (in notations
of the columns the parenthesis are omitted to save the place):
1,2 · · 1,n 1,n+1 2,1 · 2,n 2,n+1 · · n−1,n n−1,n+1 n,n+1
e
a
b

· · · X X · · X X · · X X 0
· · · X X · · X X · · X X 0
· · · X X · · X X · · X X 0
0 · 0 1 0 0 · 1 0 · 0 1 0 1
0 · 0 0 1 0 · 0 1 · 0 0 1 1

Indeed, consider an arbitrary edge e of the tree H. Notice that the boundary
vertices of H having the numbers i and n, 1 ≤ i ≤ n − 1, belong to distinct
elements of the partition PH(e), if and only if the boundary vertices of the tree
G with the numbers i and n, and also its boundary vertices with the numbers
i and n + 1 belong to distinct elements of the partition PG(e). Therefore, the
elements of the row of the matrix C(G) corresponding to the edge e with the
numbers of the form (i, n), and (i, n+ 1) coincide with the elements of the row
of the matrix C(H) corresponding to the edge e with the numbers of the form
(i, n), i = 1, . . . , n− 1. Further, the boundary vertices of the tree G having the
numbers n and n + 1 and corresponding to the moustaches chosen always are
in the same element of the partition PG(e), and hence the last element of the
row corresponding to the edge e in the matrix C(G) equals zero.
In other words, if we eliminate two last rows (that correspond to moustaches
chosen) in the matrix C(G), then the resulting matrix can be obtained from the
matrix C(H) by doubling the columns with the numbers of the form (i, n),
i = 1, . . . , n− 1, and adding the last zero column.
Further, let the edge a of the moustaches chosen corresponds to the nth
boundary vertex of the tree G, and the edge b corresponds to the (n+ 1)th one.
Then
PG(a) = {1, . . . , n−1, n+1}unionsq{n}, and PG(b) = {1, . . . , n−1, n}unionsq{n+1},
and therefore the last two rows of the matrix C(G) have the form
1,2 · · · · · · 1,n 1,n+1 2,1 · · · 2,n 2,n+1 · · · · · · n−1,n n−1,n+1 n,n+1
0 · · · 0 1 0 0 · · · 1 0 · · · 0 1 0 1
0 · · · 0 0 1 0 · · · 0 1 · · · 0 0 1 1
Now, show that the rows of the matrix C(G) are linearly independent. As-
sume that some their linear combination vanishes. Due to inductive assumptions
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the rows of the matrix C(H) are linear independent, therefore in this combina-
tion the last two rows can not have zero coefficients. Then their coefficients are
opposite (because the components of these two rows standing at the last col-
umn coincides, but the remaining components of the last row equal zero). The
latter is impossible, because, on the one hand, any linear combination of the
remaining rows of the matrix C(G) has the same components at the columns
with the numbers of the form (i, n), and (i, n+ 1), i = 1, . . . , n− 1, and on the
other hand, two last rows taken with opposite coefficients give at those posi-
tions non-zero but opposite contributions. Thus, the rows of the matrix C(G)
are linear independent, and its rank is equal to the number of its rows, that,
in its turn, is equal to the number of edges of a binary tree with n boundary
vertices. Lemma is proved.
Now recall the definitions introduced by A. Eremin [5] and [6]. Let S be a
finite set consisting of n elements. A multi-cyclic order of multiplicity k on the
set S is a mapping pi : Znk → S such that
(1) pi(j) 6= pi(j + 1) for any j ∈ Znk.
(2) The pre-image of each element s ∈ S under the mapping pi consists of
exactly k elements.
Let G be a binary tree connecting M . A multi-cyclic order on M is said to
be matched with the tree G or is referred as a multi-tour of the tree G, if there
exists a positive integer m such that for any e ∈ E and Mi ∈ PG(e) there exists
exactly m elements p ∈ Znk such that pi(p) ∈ Mi, but pi(p + 1) /∈ Mi. This
number m is called the multiplicity of the multi-tour. By T (G) we denote the
set of all multi-tours of the tree G. It is not difficult to verify, see [6], that the
following result holds.
Assertion 2.3. If a multi-cyclic order is a multi-tour of a tree, then its multi-
plicity as of a multi-tour coincides with the one as of a multi-cyclic order.
Let G = (V,E) be an arbitrary binary tree with the boundary M = {pi}.
Assertion 2.4. A multi-cyclic order pi on the set M is a multi-tour of the tree
G of a multiplicity m, if and only if for any e ∈ E exactly 2m paths in G of the
form γ
(
pi(j), pi(j + 1)
)
, j ∈ Zmn, passes through e.
Let G be an arbitrary binary tree with the boundary M . Each multi-tour pi
corresponds to a cyclic walk cpi in the complete graph K(M), whose consecutive
edges have the form pi(j)pi(j+ 1). The cyclic walk cpi passes each vertex pi ∈M
the same number of times, and this number is equal to the multiplicity k of the
multi-tour pi. The value
1
2k
nk∑
j=0
ρ
(
pi(j)pi(j + 1)
)
,
i.e., the length of the walk cpi in the complete graph K(M) in the metric space
M divided by 2k is called the multi-perimeter of the multi-tour pi.
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Remark 2.5. In the case of k = 1 a multi-tour is also called just a tour, and
its multi-perimeter is called half-perimeter.
By each multi-tour pi of the tree G construct a vector wpi ∈ Rm1 , m1 =
n(n − 1)/2, whose component wpiij corresponding to an edge ij of the graph
K(M), i < j, is equal to the number of occurrences of the edge ij in the walk
cpi.
Lemma 2.6. Let G be an arbitrary binary tree with the boundary M , and let
pi be its arbitrary multi-tour of multiplicity k. Then the vector
1
2k
wpi satisfies
System (2), and hence, belongs to the solutions space ΛG of the dual problem,
and the function H at it equals the multi=perimeter of the multi-tour pi.
Proof. Indeed, as we have already mentioned above, equations of System (2)
correspond to edges of the tree G, and the variables (i.e., the columns of the
matrices) correspond to the edges of the complete graph K(M). Consider the
row corresponding to an edge e. All its non-zero elements equal 1 and stand at
the positions corresponding to that edges of K(M), whose ends lie in different
components of the partition PG(e) ofM generated by the edge e ofG. Therefore,
scalar product of such row and the vector wpi is equal to the number of such edges
belonging to the multi-tour pi (with multiplicities). But this number equals 2k
in accordance with Assertion 2.4, that implies the first statement of Lemma.
The second statement is evident, because the function H is equal to the linear
combination of variables, whose values are equal to the edges multiplicities, with
the coefficients that equal distances between the vertices.
Theorem 3.3 from paper [6] can be reformulated as follows.
Lemma 2.7. For any non-negative integer solution λ of the equations system
AT12λ1 = −2kf2, where k ∈ N, there exists a multi-tour pi of the tree G of
multiplicity k, such that λ = wpi.
The weight formula for minimal parametric filling obtained by A. Eremin [6,
Theorem 4.1] permits to reduce the problem of minimal parametric filling finding
to the search of a multi-tour of maximal multi-perimeter, and the multiplicity
of such multi-tours is estimated from above by the value (C2n)!.
Assertion 2.8. Let M = (M,ρ) be an arbitrary finite metric space, and let G
be an arbitrary binary tree connecting M . The weight mpf−(M, G) of minimal
parametric filling of the type G of a metric spaceM is equal to he maximal value
of the objective function H =
∑
dijλij on the vertices of the polyhedral solution
space ΛG of the dual problem defined by System (2). If λ ∈ Λ∗ is a vertex which
the maximum is attained at, then mpf−(M, G) equals multi-perimeter of the
multi-tour that corresponds to the solution λ.
Proof. Indeed, as it is shown in [1], a parametric minimal filling of a finite metric
space does always exist, i.e., the corresponding Linear Programming Problem is
always solvable, and hence, the dual problem is also always solvable. Its solution
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as a solution of CLPP is always attained at some vertex of the polyhedral set ΛG
that is the solutions space. The vertices of ΛG are described by Assertion 1.4,
and in accordance with this Assertion each vertex λ˜ is defined as the solution of a
linear equations system, whose matrix is a non-degenerate square sub-matrix of
the matrix AT12 of size (2n−3)×(2n−3), where n stands for the number of points
in M , and the right hand side equals −f2 (the vector consisting of 1). Due to
Cramer’s rule, the components of this solution are relations of the determinants
of matrices consisting of 0 and 1, in particular, they are rational numbers,
and the remaining components of the vector λ˜ equals zero. Multiplying λ˜ by
doubled common denominator k of its non-zero components, we get the vector
λ satisfying the system AT12λ1 = −2kf2 from Lemma 2.7. In accordance with
the same Lemma 2.7, the vector λ corresponds to a multi-tour pi. Evidently, the
multi-perimeter of this multi-tour equals to the value of the objective function
H of the dual problem (2) at the vector λ˜, i.e., to the weight of the minimal
parametric filling.
This result permits to improve essentially an estimation on the multiplicity
of the multi-tours which the weight of minimal parametric filling can attained
at.
Assertion 2.9. Let a finite metric space M consists of n ≥ 3 points, and let
G be a binary tree connecting M . The weight of minimal parametric filling
of the type G of the space M is attained at a multi-tour of the tree G, whose
multiplicity does not exceed 22n−5.
Proof. The proof of Assertion 2.7 implies that the multiplicity of a multi-tour,
which the weight of minimal parametric filling attained at, does not exceed
the maximal minor of the matrix AT12. Recall that the columns of this matrix
are enumerated by the edges of the complete graph on the vertex set M , the
column (i, j) consists of 2n − 3 elements enumerated by the edges of the tree
G, and this element equals 1, if and only if the corresponding edge belongs to
the path in G connecting its ith and jth boundary vertices. Such matrices are
sometimes called paths matrices of the graph (for a fixed family of paths). In
paper [9] an estimate on determinants of such matrices is obtained, namely, it is
shown that the determinant of the paths matrix of any paths system consisting
of (k− 1) paths in an arbitrary tree with k vertices does nor exceed 2k−1. And
if the paths system contains a pair of paths starting at a common vertex, then
the estimate can be improved to 2k−3. Our case corresponds to k = 2n − 2.
Moreover, for n ≥ 3 any system of 2n − 3 paths in G connecting boundary
vertices satisfies the latter condition, therefore we obtain a stronger estimate.
Assertion is proved.
Remark 2.10. Apparently the best general estimate on the determinant of
a matrix consisting of ones and zeros was obtained in [8, Problem 523]. The
estimate [9] is better, but it is not exact also, especially in our particular case.
The sequence 22n−5, n ≥ 3, starts as 2, 8, 32, 128, 512, . . .. But the formulas
obtained by the authors [1] and B. Bednov [10] together with the computational
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results of the present paper, see below, show that the sequence {kn} of maximal
multiplicities of the multi-tours corresponding to the vertices of the polyhedrons
ΛG for the binary trees G with n ≥ 3 boundary vertices starts as 1, 1, 1, 2, 2, . . . .
An interesting algebraic problem appears: Is it possible to improve the estimate
from [9] assuming that the trees under consideration are binary, and the paths
connect boundary vertices only.
3 Examples
In the present Section we apply our approach to derive formulas for the weight
of minimal parametric filling of a given type, and also to explain existence of
examples of open families of finite metric spaces each of which has minimal
fillings of several distinct types, constructed by Z. Ovsyannikov in [11].
In all examples listed below the edges of the complete graph on an n-element
set M are enumerated by the pairs (i, j), i < j, and ordered lexicographically.
The distances in the space M are denoted by dij . To be short, the matrix A
T
12
is denoted by A.
3.1 Four-Point Spaces
Let n = 4. Consider the unique binary tree with 4 vertices of degree 1, and let
the vertices of its moustaches are the pairs of points from M having the numbers
1, 2 and 3, 4, respectively. Enumerate the boundary edges in accordance with
the enumeration of the boundary vertices, and let the unique interior vertex
have the number 5. Then
A =

1 1 1 0 0 0
1 0 0 1 1 0
0 1 0 1 0 1
0 0 1 0 1 1
0 1 1 1 1 0
 ,
the solution space Λ is a straight segment in the 6-dimensional space with the
end-points (vertices)
1
2
(1, 0, 1, 1, 0, 1) ,
1
2
(1, 1, 0, 0, 1, 1) ,
the values of the objective function at this vertices equal
1
2
(
d12 + d14 + d23 + d34
)
,
1
2
(
d12 + d13 + d24 + d34
)
,
respectively, and the weight of the minimal parametric filling of this type equals
to the maximum of these two values (two half-perimeters of the corresponding
tours). This formula is obtained by the authors in [1].
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3.2 Five-Point Spaces
Let n = 5. Consider unique binary tree with 5 vertices of degree 1, and let the
vertices of its moustaches are the pairs of the points of the space M having the
numbers 1, 2 and 4, 5, respectively, and the remaining boundary vertex has the
number 3. Enumerate the boundary edges in accordance with the enumeration
of the boundary vertices, and let the interior edge adjacent with the edges of
the moustaches 1, 2 have the number 6, and the remaining interior edge have
the number 7. Then
A =

1 1 1 1 0 0 0 0 0 0
1 0 0 0 1 1 1 0 0 0
0 1 0 0 1 0 0 1 1 0
0 0 1 0 0 1 0 1 0 1
0 0 0 1 0 0 1 0 1 1
0 1 1 1 1 1 1 0 0 0
0 0 1 1 0 1 1 1 1 0

,
the solution space Λ is a 3-dimensional tetrahedron in 10-dimensional space with
the vertices
1
2
(
1, 0, 0, 1, 1, 0, 0, 1, 0, 1
)
,
1
2
(
1, 1, 0, 0, 0, 0, 1, 1, 0, 1
)
,
1
2
(
1, 0, 1, 0, 1, 0, 0, 0, 1, 1
)
,
1
2
(
1, 1, 0, 0, 0, 1, 0, 0, 1, 1
)
,
and the values of the objective function at these vertices equal
1
2
(
d12 + d15 + d23 + d34 + d45
)
,
1
2
(
d12 + d13 + d25 + d34 + d45
)
,
1
2
(
d12 + d14 + d23 + d35 + d45
)
,
1
2
(
d12 + d13 + d24 + d35 + d45
)
,
respectively. The weight of minimal parametric filling of this type equals to the
maximum of those four expressions (the half-perimeters of the corresponding
tours depicted in Figure 1). This formula can be easily obtained from results of
B. Bednov [10], and its particular cases were obtained by students of Mechanical
and Mathematical Faculty of Lomonosov Moscow Sate University E. Zaval’nuk,
Z. Ovsyannikov, O. Rubleva in their term theses.
3.3 Six-Point Spaces
Let n = 6. In this case there are two binary trees with 6 vertices of degree 1,
one of them has two moustaches, and the other one has three moustaches. In
Figure 2 the both trees are shown together with enumerations of the boundary
vertices. The boundary edges are enumerated in accordance with the enumera-
tion of the boundary vertices, and the remaining edges are enumerated as it is
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 1
2
5
3
4
, 1
2
3
5
4
, 1
2
4
3
5
, 1
2
3
4
5

Figure 1: Tours of five-point spaces appearing in the weight formula.
shown in Figure 2. At first we consider the tree with two moustaches. Then
A =

1 1 1 1 1 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 1 1 1 1 0 0 0 0 0 0
0 1 0 0 0 1 0 0 0 1 1 1 0 0 0
0 0 1 0 0 0 1 0 0 1 0 0 1 1 0
0 0 0 1 0 0 0 1 0 0 1 0 1 0 1
0 0 0 0 1 0 0 0 1 0 0 1 0 1 1
0 1 1 1 1 1 1 1 1 0 0 0 0 0 0
0 0 1 1 1 0 1 1 1 1 1 1 0 0 0
0 0 0 1 1 0 0 1 1 0 1 1 1 1 0

.
��������
7
8
9
1
7
2
8
3
9
6
10
4
5
78
9
1
7
2
10
3
8
4
5
9
6
Figure 2: Binary trees with six boundary vertices.
The solution space Λ is a 6-dimensional convex polyhedron in the 15-dimensional
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space. It has 8 vertices, whose coordinates are
1
2
(
1, 0, 0, 0, 1, 1, 0, 0, 0, 1, 0, 0, 1, 0, 1
)
,
1
2
(
1, 1, 0, 0, 0, 0, 0, 0, 1, 1, 0, 0, 1, 0, 1
)
,
1
2
(
1, 0, 1, 0, 0, 1, 0, 0, 0, 0, 0, 1, 1, 0, 1
)
,
1
2
(
1, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 1, 1, 0, 1
)
,
1
2
(
1, 0, 0, 1, 0, 1, 0, 0, 0, 1, 0, 0, 0, 1, 1
)
,
1
2
(
1, 1, 0, 0, 0, 0, 0, 1, 0, 1, 0, 0, 0, 1, 1
)
,
1
2
(
1, 0, 1, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 1, 1
)
,
1
2
(
1, 1, 0, 0, 0, 0, 1, 0, 0, 0, 1, 0, 0, 1, 1
)
.
The values of the objective function at this vertices are equal to
1
2
(
d12 + d16 + d23 + d34 + d45 + d56
)
,
1
2
(
d12 + d13 + d26 + d34 + d45 + d56
)
,
1
2
(
d12 + d14 + d23 + d36 + d45 + d56
)
,
1
2
(
d12 + d13 + d24 + d36 + d45 + d56
)
,
1
2
(
d12 + d15 + d23 + d34 + d46 + d56
)
,
1
2
(
d12 + d13 + d25 + d34 + d46 + d56
)
,
1
2
(
d12 + d14 + d23 + d35 + d46 + d56
)
,
1
2
(
d12 + d13 + d24 + d35 + d46 + d56
)
,
respectively, and the weight of the minimal parametric filling of the type G is
equal to the maximum of these eight expressions (eight half-perimeters of the
corresponding tours depicted in Figure 3).
 1
2
6
3
4
5
, 1
23
6
4
5
, 1
2
4
3
65
, 1
23
4
65
,
1
2
5
3
4
6
, 1
23
5
4
6
, 1
2
4
3
5 6
, 1
23
4
5 6

Figure 3: Tours of the binary tree with six boundary vertices and two mous-
taches that appear in the formula of the weight of minimal parametric filling of
this type.
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Let us pass to the case of the tree with three moustaches. We have:
A =

1 1 1 1 1 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 1 1 1 1 0 0 0 0 0 0
0 1 0 0 0 1 0 0 0 1 1 1 0 0 0
0 0 1 0 0 0 1 0 0 1 0 0 1 1 0
0 0 0 1 0 0 0 1 0 0 1 0 1 0 1
0 0 0 0 1 0 0 0 1 0 0 1 0 1 1
0 1 1 1 1 1 1 1 1 0 0 0 0 0 0
0 1 1 0 0 1 1 0 0 0 1 1 1 1 0
0 0 0 1 1 0 0 1 1 0 1 1 1 1 0

.
The solution space Λ is 6-dimensional convex polyhedron in the 15-dimensional
space. It has 12 vertices, whose coordinates are
1
2
(1, 0, 0, 0, 1, 0, 1, 0, 0, 1, 1, 0, 0, 0, 1),
1
2
(1, 0, 1, 0, 0, 0, 0, 0, 1, 1, 1, 0, 0, 0, 1),
1
2
(1, 0, 0, 1, 0, 0, 1, 0, 0, 1, 0, 1, 0, 0, 1),
1
2
(1, 0, 1, 0, 0, 0, 0, 1, 0, 1, 0, 1, 0, 0, 1),
1
4
(2, 1, 0, 0, 1, 0, 1, 1, 0, 2, 0, 1, 1, 0, 2),
1
4
(2, 0, 1, 1, 0, 1, 0, 0, 1, 2, 0, 1, 1, 0, 2),
1
2
(1, 0, 0, 0, 1, 1, 0, 0, 0, 1, 0, 0, 1, 0, 1),
1
2
(1, 1, 0, 0, 0, 0, 0, 0, 1, 1, 0, 0, 1, 0, 1),
1
4
(2, 0, 1, 0, 1, 1, 0, 1, 0, 2, 1, 0, 0, 1, 2),
1
4
(2, 1, 0, 1, 0, 0, 1, 0, 1, 2, 1, 0, 0, 1, 2),
1
2
(1, 0, 0, 1, 0, 1, 0, 0, 0, 1, 0, 0, 0, 1, 1),
1
2
(1, 1, 0, 0, 0, 0, 0, 1, 0, 1, 0, 0, 0, 1, 1).
The values of the objective function at these vertices are
1
2
(
d12 + d16 + d24 + d34 + d35 + d56
)
,
1
2
(
d12 + d14 + d26 + d34 + d35 + d56
)
,
1
2
(
d12 + d15 + d24 + d34 + d36 + d56
)
,
1
2
(
d12 + d14 + d25 + d34 + d36 + d56
)
,
1
4
(
2d12 + d13 + d16 + d24 + d25 + 2d34 + d36 + d45 + 2d56
)
,
1
4
(
2d12 + d14 + d15 + d23 + d26 + 2d34 + d36 + d45 + 2d56
)
,
1
2
(
d12 + d16 + d23 + d34 + d45 + d56
)
,
1
2
(
d12 + d13 + d26 + d34 + d45 + d56
)
,
1
4
(
2d12 + d14 + d16 + d23 + d25 + 2d34 + d35 + d46 + 2d56
)
,
1
4
(
2d12 + d13 + d15 + d24 + d26 + 2d34 + d35 + d45 + 2d56
)
,
1
2
(
d12 + d15 + d23 + d34 + d46 + d56
)
,
1
2
(
d12 + d13 + d25 + d34 + d46 + d56
)
.
Notice that now we have four vertices, such that the common denominator of
their coordinates equals 4. They correspond to multi-tours of multiplicity two.
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The weight of minimal parametric filling of this type G equals to the maximum
of those twelve values (of twelve multi-perimeters of the corresponding multi-
tours depicted in Figure 4).
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6
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Figure 4: Multi-tours of the binary tree with six boundary vertices and three
moustaches that appear in the formula of the weight of minimal parametric
filling of this type.
The polyhedra for the first and the second cases lie in the same space and
have common vertices: 1st, 2nd, 5th, and 6th vertices of the first one coincide
with the 7th, 8th, 11th, and 12th vertices of the second one, respectively. This
fact explains the appearance of examples of open families of six-point spaces,
each of which has minimal fillings of two different types. Such surprising ex-
amples are found firstly by Z. Ovsysnnikov [11]. Now their nature becomes
clear: the distances in those spaces are chosen in such a way that the objective
function attains maximum at a common vertex of both polyhedra. Then for
sufficiently close metric spaces the maximum remains at the same vertex.
Generally, the studying of properties of the polyhedra ΛG seems an interest-
ing and perspective problem.
Remark 3.1. For the case of seven-point metric spaces, there are also two
binary trees, one with two moustaches, and one with three moustaches. In the
both cases we get 10-dimensional polyhedra in 21-dimensional space, in the first
case the polyhedron has 16 vertices, and in the second case the polyhedron has
32 vertices. The multi-tours appear in the second case only, their multiplicities
are 2. We calculated the coordinates of the vertices, so it is easy to write down
the explicit formulas for the weights of minimal parametric fillings in this case
also as maximum over 16 and over 32 expressions, but we do not include them
to save the place.
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Remark 3.2. For a fixed binary tree G one can easily write down the matrix
A = C(G) and apply Assertion 1.4 to find all the vertices of the polyhedron
ΛG. The latter permits to write down the explicit formula for the weight of
minimal parametric filling of the type G of a metric space as maximum of linear
functions on the distances in the space.
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