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Elektrische Oszillatoren bilden eine Klasse von elektrischen Schaltungen, die ohne Eingangssignale ein
periodisches Ausgangssignal erzeugen. Die Bewegungsgleichungen der Schaltungen, die in dieser Disser-
tation behandelt werden, sind autonome, nichtlineare Diﬀerentialgleichungen in Abhängigkeit eines Bi-
furkationsparameters. Das Phasenportrait besteht aus einem instabilen Gleichgewichtspunkt und einem
stabilen Grenzzyklus, entsprungen aus einer Andronov-Hopf-Bifurkation.
Stabile Grenzzyklen stellen einen Attraktor dar und sind aufgrund dessen in der Lage, Amplitudenab-
weichungen zu kompensieren. Dementgegen lässt die Autonomie der Bewegungsgleichungen keine Kom-
pensation einer Phasenabweichung zu. Trajektorien mit Anfangswerten innerhalb der Einzugsgebiete
laufen in den Grenzzyklus asymptotisch ein (Transienz). Die Trajektorie auf dem Grenzzyklus entspricht
einer periodischen Funktion, deren Funktionswert die Amplitude wiedergibt (Oszillation).
Jede elektrische Schaltung unterliegt unerwünschten Rauschprozessen. Gängige Theorien über das Am-
plituden- und Phasenrauschen, wie z.B. die von Kärtner, Hajimiri, Lee und Ham sowie Demir, er-
weitern daher in verschiedenen Spielarten die Bewegungsgleichungen um einen markovschen Rauschterm
(Langevin-Ansatz). Die gewöhnlichen Diﬀerentialgleichungen werden zu stochastischen Diﬀerentialglei-
chungen und zu jeder Trajektorie existieren unendlich viele Realisierungen (Random-Walks).
Um statistische Aussagen über das Rauschverhalten von elektrischen Schaltungen zu ermöglichen,
bedarf es einer Bewegungsgleichung, welche die zeitliche Entwicklung einer Wahrscheinlichkeitsdichte
beschreibt und deren Funktionswert die Aufenthaltsdichte der sich überlagernden Realisierungen wieder-
gibt. Diese partielle Diﬀerentialgleichung zweiter Ordnung wird Fokker-Planck-Gleichung genannt und
setzt sich aus einem Drift- und Diﬀusionsterm zusammen. Während der Drift die deterministische Bewe-
gung widerspiegelt, strebt der Diﬀusionsprozess ohne Berücksichtigung des Drifts eine Gleichverteilung im
Phasenraum an. Dieses Bestreben gilt letztlich auch für die Phase auf dem Grenzzyklus und stellt einen
Gegensatz dar: Während ein Oszillator unendlich viel Zeit benötigt, um den asymptotischen Prozess der
Transienz zu durchlaufen, ist seine Phase währenddessen nicht mehr bestimmbar.
Auf Ebene der Schaltskizze werden Quellen virtuell hinzugefügt, die einem Wiener-Prozess unterlie-
gen. Dieses heuristische Herangehen spiegelt nicht die in der Schaltung real ablaufenden physikalischen
Prozesse wider. Da mit dem Entfernen dieser Quellen auch das Rauschen erliegt, handelt es sich um
einen extrinsischen Ansatz. Während auf diese Weise zwar adäquate Simulationsergebnisse erzielt wer-
den, werden die deterministischen, intrinsischen Abläufe durch den Diﬀusionsprozess kaschiert.
Mit dieser Motivation ist es Gegenstand dieser Arbeit, einen vertieften Einblick in die deterministi-
schen Prozesse von Systemen mit Grenzzyklen zu geben und ein eigenständiges Themengebiet zu eröﬀ-
nen, welches statistische Untersuchungen über die Bewegung von Dichten im Phasenraum erlaubt. Die
dazu notwendige Bewegungsgleichung ist die verallgemeinerte Liouville-Gleichung nach den Arbeiten von
Gerlich. Sie beschreibt die zeitliche Entwicklung einer Wahrscheinlichkeitsdichte und entspricht einem
gewichteten Fluss aller Trajektorien im Phasenraum. Sie ist eine partielle Diﬀerentialgleichung erster
Ordnung und setzt sich ausschließlich aus dem Driftterm zusammen.
Diese Dissertation besteht aus einem Zusammenspiel von Vertiefungen und neuen Erweiterungen aus
den Bereichen der klassischen Mechanik und Thermodynamik und beginnt mit einem intensiven, kri-
tischen literarischen Einblick in den Stand der Forschung. Der Begriﬀ der Dissipation wird um einen
Antagonisten, der sogenannten Akkumulation, erweitert, um präzise Zusammenhänge mit Begriﬀen wie
Divergenz, Energie, Entropie oder Phasenraumvolumen herzustellen. In Anwendung auf elektrische Oszil-
latoren wird eine inhärente Deﬁnition für den zeitlichen Beginn der Oszillation aus der Liouville-Dynamik
hergeleitet. Ein Kerngegenstand dieser Arbeit ist die intensive Beschreibung eines intrinsischen Mecha-
nismus, welcher zu einem periodischen Pumpen der Wahrscheinlichkeitsdichte führt und erst durch das




Electronic oscillators are a class of electronic circuits which generate a periodic output signal with no
input signals. The equations of motion of the circuits that are discussed in this thesis are autonomous,
non-linear diﬀerential equations depending on a bifurcation parameter. The phase portrait consists of an
unstable equilibrium point and a stable limit cycle, generated from an Andronov-Hopf bifurcation.
Stable limit cycles represent an attractor and are able to compensate its amplitude. In contrast, the
autonomy of the equations of motion does not allow a phase compensation. Trajectories with initial
values within the basin of attraction run into the limit cycle asymptotically (transience). The trajectory
on the limit cycle corresponds to a periodic function whose image is the amplitude (oscillation).
Each electronic circuit is subject to unwanted noise processes. Common theories about the amplitude
and phase noise, such as of Kärtner, Hajimiri, Lee and Ham as well as Demir, expand in diﬀerent
variations the equations of motion by a Markov noise term (Langevin approach). The ordinary diﬀerential
equations become stochastic diﬀerential equations and to each trajectory exists an inﬁnite number of
realizations (Random Walks).
To allow statistical statements about the noise performance of electronic circuits, it requires a equa-
tion of motion which describes the time evolution of a probability density function and whose image
reﬂects the density of overlapping realizations. This partial diﬀerential equation of second order is called
Fokker-Planck equation and is composed of a drift and diﬀusion term. During the drift depict the de-
terministic movement, the diﬀusion process (excluding the drift) tends to a uniform distribution in the
phase space. This mechanism applies also for the phase on the limit cycle and is in contrast with the
expectation. While an oscillator needs inﬁnite amount of time to reach the limit cycle, its phase is no
longer determinable.
At the level of circuit diagrams sources are added virtually which subject to a Wiener process. This
heuristic approach does not reﬂect real physical processes. Since the removal of these sources succumbs
the noise, it is an extrinsic approach. While indeed adequate simulation results are obtained in this
manner, the deterministic, intrinsic sequences are masked by the diﬀusion process.
With this motivation, it is object of this work to give a deeper insight into the deterministic processes of
systems with limit cycles and to open a separate topic, which allows statistical studies on the movement of
densities in phase space. The necessary movement equation is the generalized Liouville equation according
to Gerlich. It describes the time evolution of a probability density and corresponds to a weighted ﬂow of
all trajectories in phase space. It is a ﬁrst order partial diﬀerential equation and it is composed exclusively
of the drift term.
This thesis consists of a combination of pits and new extensions in the ﬁelds of classical mechanics
and thermodynamics and begins with an intensive, critical literary insight into the state of research. The
term of dissipation is expanded to an antagonist, the so-called accumulation, to give precise correlations
with known terms like divergence, energy, entropy, or phase space volume. In application to electronic
oscillators an intrinsic deﬁnition of the temporal beginning of the oscillation from the Liouville dynamics
is derived. A core subject of this work is the intense description of an intrinsic mechanism which leads
to a periodic pumping of the probability density and is observed only by the interaction of a limit cycle
(pumping mechanism).
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Aktive elektrische Schaltungen, die für ihre Funktion eine Betriebsspannung benötigen, lassen sich in zwei
Schaltungstypen klassiﬁzieren: (i) Verstärkerschaltungen, zu denen auch aktive Filter gehören und (ii)
elektrische Oszillatoren. Eine elektrische Schaltung ist ein aus realen, physischen Bauelementen bestehen-
des Netzwerk, welches sich aus Sicht der Physik als ein Streuexperiment eines Elektronenﬂuids durch ein
Tunnelsystem mit den jeweiligen elektronischen Hindernissen, an denen eine speziﬁsche Wechselwirkung
stattﬁndet, beschreiben lässt. Ausgangspunkt für die Beschreibung der Dynamik einer elektrischen Schal-
tung sind mathematische Modelle, die die Eigenschaften der Dynamik zwar hinreichend repräsentieren
können, aber zugleich die Möglichkeit bieten, unwesentliche oder störende Faktoren der Dynamik zu ver-
nachlässigen. Der erste Schritt der Modellierung einer elektrischen Schaltung besteht in der Darstellung
als Schaltskizze. Diese Skizze muss nicht zwangsläuﬁg identisch mit der physisch realisierten Schaltung
sein, so können parasitäre Elemente wie der elektrische Widerstand oder Kapazitäten der Leiterbah-
nen vernachlässigt werden. Allerdings ist für eine Schaltungssimulation mit entsprechender Software die
Berücksichtigung dieser parasitären Elemente, insbesondere in einem Zeitalter, in dem immer kleinere
und komplexere Schaltungen entwickelt werden, wesentlich. Auf Basis der Schaltskizze lassen sich an-
schließend aus den netzwerktheoretischen Arbeiten von Ohm und Kirchhoff Knoten- und Maschenglei-
chungen gewinnen, deren Zustandsgrößen in einem sogenannten Ohmschen Raum deﬁniert sind. Neben
Spannung und Strom können Ladung und magnetischer Fluss eine geeignete Wahl der Zustandsgrößen
für Energiespeicher darstellen. Während lineare elektrische Widerstände mit dem Ohmschen Gesetz ad-
äquat beschrieben werden, benötigen nichtlineare Widerstände, Transistoren oder allgemeinere n-Tore
eigene Modelle. Die systemspeziﬁschen Zwangsbedingungen legen den Phasenraum im Ohmschen Raum
fest, auf dem die Dynamik des Systems stattﬁndet [95]. Die Bewegungsgleichungen sind im Allgemeinen
diﬀerential-algebraische Gleichungssysteme und das System im Sinne der Mathematik ein dynamisches
System.
Die Systemklasse der Verstärkerschaltungen beﬁndet sich nach dem Einschaltvorgang in einem Ar-
beitspunkt, aus dem sich der Systemzustand aufgrund von zusätzlich zur Betriebsspannung anliegenden
Eingangssignalen heraus bewegt. Erst nach Abschaltung der Eingangssignale läuft der Systemzustand
wieder in den stabilen Arbeitspunkt ein. Ein Beispiel ist das in dieser Arbeit behandelte Wien-Filter. Die
Bewegungsgleichung ist eine lineare Diﬀerentialgleichung mit Anregung. Der Arbeitspunkt dieser Schal-
tung ist im Sinne der dynamischen Systeme ein stabiler Gleichgewichtspunkt. Ein Eingangssignal als
Anregung verschiebt diesen Gleichgewichtspunkt, sodass der Systemzustand dem Gleichgewichtspunkt
hinterherläuft. Ebenso sind nichtlineare Verstärkerschaltungen wie beispielsweise Leistungsverstärker in
Transistor- oder Röhrentechnik zur Verstärkung von Audiosignalen denkbar. Jedes dieser Schaltungen
hat ein oder mehrere Eingangssignale gemein. Anders die Klasse der elektrischen Oszillatoren, die ohne
Eingangssignal eine periodische Lösung erzeugen die im Sinne der dynamischen Systeme einem stabilen
Grenzzyklus entspricht und aufgrund der nötigen Rückkopplung für eine stabile Oszillation mit nichtli-
nearen Diﬀerentialgleichungen beschrieben werden.
Diese Art der Systembeschreibung spiegelt allerdings nur das deterministische Verhalten wieder. De-
mentgegen steht das erste Joulesche Gesetz, das besagt, dass ein elektrischer Strom in einem Leiter bzw.
an einem Widerstand durch fortwährende Dissipation von elektrischer Energie Wärmeenergie erzeugt.
Schaltungen sind demzufolge stets an einem Wärmebad gekoppelt mit dem insbesondere für integrierte
Schaltungen über temperaturabhängigen Parameter eine Rückwirkung stattﬁnden kann. Je nach System-
klasse und Art der Bewegungsgleichungen bedarf es daher erweiterte Konzepte um thermische Fluktua-
tion und andere stochastische Einﬂüsse zu berücksichtigen. Im Sinne der statistischen Physik soll das
deterministische Verhalten daher als ein Gleichgewichtsverhalten gedeutet werden.
Arbeitspunkte sind im Sinne der Thermodynamik an thermische Gleichgewichtspunkte gekoppelt. Der
Ruhezustand einer Schaltung mit Betriebsspannung null entspricht dem thermischen Gleichgewicht, wäh-
rend das Einschalten den Systemzustand fernab vom Gleichgewicht bewegt. Lineare Verstärkerschaltun-
gen im thermischen Gleichgewicht können unter Anderem mit Langevin-Ansätzen behandelt werden.
Dabei wird die Schaltung auf Ebene der Schaltskizze mit Rauschquellen in Form von Spannungs- und
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1. Einleitung
Stromquellen ergänzt, welche zufällige Fluktuationen einprägen. Die Charakteristik dieser Quellen (z.B.
weißes Rauschen) und die Art der Anbindung (z.B. additiv oder multiplikativ) wird in der Regel ent-
weder einem physikalischen Prozess zugeordnet oder rein heuristisch begründet. Letzteres spiegelt nicht
den wahren Ablauf der physikalischen Prozesse wider, sondern ist durch das heuristische Hinzufügen von
Quellen ein sogenannter extrinsischer Ansatz. Nichtlineare reziproke Schaltungen im thermischen Gleich-
gewicht können mit Hilfe der Brayton-Moser-Gleichungen behandelt werden (siehe Weiss und Mathis
[117–128]). Die Thermodynamik von Verstärkerschaltungen fernab vom Gleichgewicht sind selbst für
lineare Bewegungsgleichungen nicht vollends verstanden.
Oszillatoren sind stets dynamische Systeme fernab vom Gleichgewicht und es existieren aus den Be-
reichen der Physik, Mathematik und Elektrotechnik häuﬁg ineinander übergreifende Konzepte. In der
Physik existieren Theorien beispielsweise aus den Bereichen der Lasersysteme oder physikalischen Chemie
(siehe Lax [46] oder Prigogine [220]) und in der Mathematik aus dem Bereich der stochastischen Diﬀe-
rentialgleichungen und den damit verbundenen nichtlinearen Langevin- und Fokker-Planck-Gleichungen
(siehe Hänggi [68–77] oder Chow und Zhou [254]). In der Elektrotechnik ﬁnden sich häuﬁg heuristi-
sche Ansätze mit dem Ziel Designrichtlinien zu formulieren (siehe Hajimiri und Lee [110–112], Demir
[113–116] oder Ham und Hajimiri [129–131]).
Um eine im Zeitbereich gegenüber Störungen stabile Oszillation zu erreichen, bedarf es im Phasenraum
eines Grenzzyklus. Dabei handelt es sich um einen geschlossenen Orbit, der zugleich einen Attraktor dar-
stellt. Damit existiert für jeden Nichtgleichgewichtspunkt im Phasenraum, auch für Punkte fernab vom
Gleichgewicht, eine Trajektorie die in den Grenzzyklus einläuft. Auf diese Weise wird jede Störung, die
die Dynamik und den Grenzzyklus als solches nicht verändert, im Wesentlichen ausgeglichen. Allerdings
ist mit diesem Mechanismus nur sichergestellt, dass eine Amplitudenstörung sich nicht auf die Zukunft
der Oszillation auswirkt, mit Ausnahme für den benötigten Zeitraum, in dem der Systemzustand wieder
in den Grenzzyklus einläuft oder während dessen erneut gestört wird. D.h., eine einzelne Störung der Am-
plitude würde nach hinreichend langer Zeit verschwinden, das System hat diesbezüglich kein Gedächtnis.
Anders sieht es für die Phase der Oszillation aus. Ist eine Störung aufgetreten und ist das System ge-
genüber eines ungestörten Systems nach dem Einlaufen des Systemzustands phasenverschoben, so bleibt
diese Phasenverschiebung für alle Zeiten bestehen. Dies ist ein deterministischer Eﬀekt, da kein Mecha-
nismus existiert der die Phase auf gleiche Weise wie die Amplitude stabilisiert. Die heuristischen Modelle
aus der Elektrotechnik nutzen zumeist Langevin-Ansätze, um das Rauschen in elektrischen Schaltungen
zu simulieren. Dieser Ansatz ist dazu gedacht, zufällige Fluktuationen in die deterministische Bewegung
einzuprägen. Dabei würde es ausreichen, nur eine einzelne Fluktuation einzuprägen, um die eben gemach-
ten Aussagen über die Stabilität zu begründen. Ein Ensemble von Fluktuationen würde eine statistische
Aussage über das Amplituden- und Phasenrauschen wiedergeben. Der Grund warum Oszillatoren gegen-
über Phasenrauschen anfällig sind, bleibt jedoch ein deterministisches Problem und ist der Autonomie
der Bewegungsgleichungen geschuldet.
Ein Langevin-Ansatz an einer bestehenden Bewegungsgleichung führt nur zu einer möglichen Realisie-
rung, d.h., es wird nur eine mögliche Trajektorie gegenüber unendlichen vielen Trajektorien betrachtet.
Erst der Fokker-Planck-Formalismus erlaubt es, statistische Aussagen über ein System zu treﬀen. Dabei
werden unendlich viele Realisierungen mit sowohl identischen als auch unterschiedlichen Anfangsbedin-
gungen betrachtet und anhand einer Häuﬁgkeitsanalyse die Aufenthaltswahrscheinlichkeit im Phasen-
raum zu jedem Zeitpunkt bestimmt. Allerdings beinhalten diese Aussagen neben dem deterministischen
System stets auch den heuristischen Ansatz (das weiße Rauschen) selbst. Eine Analyse über Rauschen
in elektrischen Schaltungen aus Sicht der Schaltskizze bzw. der Bewegungsgleichungen benötigt stets
eine von außen kommende Einprägung von elektrischen Ladungen, sodass die existierenden heuristischen
Ansätze aus der Elektrotechnik diesbezüglich gerechtfertigt sind. Allerdings, wie in dieser Arbeit gezeigt,
kann eine rein deterministische Betrachtung bereits aufzeigen, in welchen Bereichen des Phasenraums ein
Oszillator gegenüber seiner Phase anfällig ist und durch welchen Mechanismus dies begünstigt wird.
Zur Elektrotechnik analoge Beispiele lassen sich in der klassischen Mechanik ﬁnden. Mit Berücksich-
tigung der nichtlinearen Reibung wird es beispielsweise Positionen einer Achterbahnfahrt geben, bei
denen sich die Masse der Fahrgäste stärker auf die Reibung auswirkt, als an anderen Positionen. Die
Fahrzeit wird im Bezug zur Sollzeit phasenverschoben sein. Ein Kind auf einer Schaukel, das durch den
periodischen Wechsel des Schwerpunkts eine stabile, angetriebene Oszillation erzeugt, wird durch falsche
Verlagerung an den Umkehrpunkten die Oszillation verstimmen und die Phase gravierender aus der Ruhe
bringen, als eine falsche Verlagerung des Schwerpunkts am Wendepunkt. Beide Beispiele sind im Hinblick
auf den jeweiligen Phasenraum und im Bezug zu elektrischen Oszillatoren ähnlich.
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Gegenstand dieser Arbeit ist die Untersuchung des deterministischen Verhaltens von elektrischen Os-
zillatoren mit dem Ziel deterministische Eﬀekte von stochastischen Eﬀekten abgrenzen zu können. Da im
deterministischen Fall zu einem Anfangswert nur eine Realisierung existiert, soll stattdessen ein Ensem-
ble von Realisierungen mit nah beieinanderliegenden Anfangswerten untersucht werden. Das notwendige
mathematische Werkzeug wird durch die verallgemeinerte Liouville-Gleichung gegeben, die aus der Fok-
ker-Planck-Gleichung als Grenzwert für verschwindende Fluktuationen folgt und unter Anderem 1973
von Gerlich hergeleitet wurde [59] (siehe auch die Weiteren Arbeiten zu diesem Themengebiet [59–67]).
Historische Entwicklung des Rauschens
1827 beobachtete Brown unter dem Mikroskop die nach ihm benannte Brownsche Bewegung von Pollen
einer großblütigen Godetie in einem Wassertropfen [1]. Dabei nahm er fälschlicherweise an, dass diese
Bewegung lebender Materie zugrunde liegen würde, erkannte jedoch später seinen Irrtum durch die Beob-
achtung der unkorrelierten Bewegung von Staubpartikeln in einem Wasserbad. 1863 zeigte Ch. Wiener
qualitativ, dass diese Bewegung von Partikeln einer temperaturabhängigen, molekularen Ursache zugrun-
de liegen muss [2].
Während seiner Forschung über die Statistik von Zeitreihen, führte Thiele 1881 in einer mathemati-
sche Abhandlung diesen Prozess neben weiteren statistischen Problemstellungen aus [4], sodass darauf
aufbauend neun Jahre später Bachelier Aktienkursbewegungen mit wahrscheinlichkeitstheoretischen
Ansätzen in seiner Dissertation unter seinem Doktorvater Poincaré beschrieb und somit einer der Mit-
begründer über die Theorie von Diﬀusionsprozessen war [10].
Einstein waren die vorherigen Publikationen über die Brownsche Bewegung zu ungenau, sodass er
1905 mit seiner Dissertation und der darauf folgenden Arbeit eine molekularkinetische Theorie der Wär-
me publizierte [11]. Sein Ansatz war nicht länger auf die kinetische Wärmebewegung eines einzelnen
Partikels gebunden, sondern betrachtete die Brownsche Bewegung als eine sich bewegende Wahrschein-
lichkeitsdichte, mit dem Vorteil, dass die Kenntnis der jeweiligen Partikelzustände durch eine Aussage
über das Gesamtverhalten ersetzt werden konnte. Einstein leitete die von Fick auf empirischen Unter-
suchungen basierenden Fickschen Gesetze aus der Thermodynamik her. Er zeigte, dass die Kraft, die
die Teilchenﬂuktuation bewirkt, der Ursprung des Widerstands ist, gegen den Arbeit verrichtet (dissi-
piert) werden muss, um ein Teilchen durch das Fluid zu bewegen (Fluktuations-Dissipations-Theorem).
Ein Jahr später und unabhängig, jedoch im Zuge der bereits bekannten Veröﬀentlichung durch Ein-
stein, unterstützte Smoluchowski die Theorie mit eigenen Ansätzen und Herleitungen, insbesondere
die Einstein-Smoluchowski-Beziehung [12], sodass einige Jahre später Perrin 1908 Einsteins Theo-
rie, ohne ihn zu zitieren, experimentell bestätigte [14]. Zeitgleich machte Langevin einen wesentlich
einfacheren Ansatz. Er leitete aus dem zweiten Newtonschen Gesetz eine Diﬀerentialgleichung ab, die
durch weißes Rauschen angetrieben wurde, die sogenannte Langevin-Gleichung [13]. Einsteins partielle
Diﬀerentialgleichung wurde 1914 durch Fokker erweitert [17], sodass es sich Planck im Rahmen sei-
ner Quantentheorie 1917 zur Aufgabe machte, diese zu beweisen [18]. Aus diesen Gründen wurde diese
partielle Diﬀerentialgleichung später Fokker-Planck-Gleichung genannt.
Im Folgenden Jahr und unter Kenntnis Einsteins Theorie hat die Brownsche Bewegung Schottky
1918 in seiner zweiteiligen Arbeit dazu veranlasst, das Rauschen in elektronischen Schaltungen zu un-
tersuchen [19]. In seinem ersten Teil beschrieb Schottky einen metallischen Leiter als Schwingkreis.
Er merkte an, dass die mittlere Energie nicht auf null gesunken ist, sondern nach Einstein den Wert
kBT besitzt, nachdem alle möglichen Eigenschwingungen durch den Widerstand des Leiters entdämpft
wurden. Er verglich dies mit einem Summen, falls die Eigenschwingungen im akustischen Bereich lä-
gen und diese verstärkt würden. Er folgerte, dass je höher der elektrische Widerstand und damit die
Dämpfung ist, desto verzerrter müsste das Summen sein, obwohl der Widerstand oder das Material die
mittlere Energie nicht bestimmt. Darauf aufbauend berechnete er den notwendigen Störabstand als eine
Leistungsgröße die in einer Verstärkerschaltung notwendig ist, um ein Signal derart zu verstärken, dass
es nicht vom thermischen Rauschen überdeckt wird. Nyquist erkannte dadurch, dass die Rauschleistung
mit thermodynamischen Ansätzen und der statistischen Physik begründet werden kann [30]. Zeitgleich
veriﬁzierte Johnson dies 1928 experimentell, sodass das Wärmerauschen auch als Johnson-Nyquist-Rau-
schen bezeichnet wird [29]. Der zweite Teil von Schottkys Arbeit handelt über die Beschreibung des
Schrotrauschens, welches auftritt wenn ein elektrischer Strom eine Potentialbarriere überwinden muss.
Schottky machte dabei einen Fehler in seinen Berechnungen, der dazu führte, dass bei einem darauf
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1. Einleitung
aufbauenden Experiment Ladungen gemessen wurden, deren Größe kleiner als die der Elementarladung
war. Er überdachte daraufhin 1921 die Argumentationskette seiner vorherigen Arbeiten [21, 47].
Auf Basis der durch Lebesque und Borel konstruierten Maßtheorie, bewies N. Wiener 1923 schließ-
lich die Existenz des nach ihm benannten Wiener-Prozesses und insbesondere, dass die Pfade eines
Wiener-Prozesses (fast sicher) an keiner Stelle diﬀerenzierbar und damit nicht rektiﬁzierbar sind [23].
Letzteres war auch die Voraussetzung in Einsteins Theorie, wenngleich diese Voraussetzung zu einer
Ablehnung seiner Theorie hätte führen können, war es doch sein eigentliches Ziel, die Existenz von Ato-
men und Molekülen zu beweisen sowie deren Größe unter der Berechnung der Avogadro-Konstante zu
bestimmen. Diese streng mathematisch formulierte Theorie wurde anschließend 1934 durch Lévy ausge-
baut [33–35].
Währenddessen wurde Smoluchowskis Arbeit 1928 von Chapman und 1933 unabhängig von Kol-
mogorow erweitert [28, 32]. Ein Kern dieser Arbeiten war die nach ihnen heute benannte Chapman-Kol-
mogorow-Gleichung, eine Mastergleichung für die Übergangswahrscheinlichkeiten von Markov-Prozessen,
zu denen auch die Wiener-Prozesse gehören und mit der bereits Bachelier in seiner Dissertation ar-
beitete. Darauf aufbauend studierten Bogolyubov und Krylov 1939 das Grenzverhalten dynamischer
Systeme mit kleinen Störungen welche im Limes zu einem Wiener Prozess führten. Die Herleitung der
Fokker-Planck-Gleichung gelang den beiden ohne die Annahme über die Existenz von Übergangswahr-
scheinlichkeiten zwischen zwei Zuständen eines dynamischen Systems [38].
Mit dem Beweis von N. Wiener begründete Ito¯ 1944 mit der Theorie der stochastischen Diﬀeren-
tialgleichungen bzw. der stochastischen Integration einen neuen Zweig der Mathematik, sodass seine
Ansätze dazu geführt haben, dass die Brownsche Bewegung in allen Bereichen der Physik Anwendung
ﬁnden konnte [39] (siehe Anhang B).
MacDonald stellte 1954 hervor, dass die bis dato aufgestellten Langevin-Gleichungen aus Gründen
der Simplizität Dämpfungsterme enthielten die linear bezüglich der Partikelgeschwindigkeit waren, d.h.
der Parameter, der die Reibung bestimmte, war eine Konstante. Zwar bemerkte Kramer dies bereits
13 Jahre zuvor, konnte aber keine sinnvollen physikalischen Anwendungen für eine nichtlineare Reibung
ﬁnden. MacDonald gab daher als Beispiel den Kristallgleichrichter an, insbesondere aufgrund der Vor-
schläge thermisches Rauschen als ein elektrisches Thermometer zu nutzen. Er merkte jedoch an, dass
nichtlineare Problemstellungen in der Regel zu unlösbaren Gleichungssystemen führen würden. Daher
stellte er die Hypothese auf, dass der Mittelwert derselben dem thermischen Rauschen unterlegende
Größe einer Vielzahl von identisch realisierten Schaltungen mit identischen Anfangsbedingungen der de-
terministischen Bewegungsgleichung einer einzelnen Schaltung, d.h. in Abwesenheit von spontanen Fluk-
tuationen, folgt [40], wenngleich Polder im anschließenden Paper desselben Journals und später auch
MacDonald selbst zeigten, dass diese Vermutung nicht selbst-konsistent ist [41, 42]. Dies wurde von
van Kampen fünf Jahre später aufgegriﬀen, indem er dieselbe Schaltung aus einem spannungsabhängigen
nichtlinearen Widerstand in einemWärmebad und einem Kondensator betrachtete und die entsprechende
Fokker-Planck-Gleichung unter Zuhilfenahme einer Störungsentwicklung löste [53, 54]. Seine Ergebnisse
waren ähnlich, jedoch nicht identisch zu denen von MacDonald. Dies veranlasste Alkemade im glei-
chen Jahr das Problem zu konkretisieren. Er betrachtete eine Elektronenröhre als Nichtlinearität und
konnte somit auch die Kinetik des Rauschens beschreiben. Dies führte wiederum zu anderen jedoch ähn-
lichen Ergebnissen, die er mit den vorherigen verglich und diskutierte [43]. Landauer untersuchte in
den darauf folgenden Jahren das Verhalten von bistabilen Systemen in Wärmebädern mit einem starken
elektrotechnischen Bezug zur Informationstheorie, sodass er 1962 diskrete Mastergleichungen für Tunnel-
dioden aufstellte und deren Gleichgewichtslösung sowie thermische Elektronensprünge diskutierte [51]
(siehe auch Hänggis Arbeiten zu dem Thema [76, 77]).
Bereits 1934 stellte van der Pol nach seinen vorausgehenden Arbeiten, unter Anderem mit van
der Mark [27], nichtlineare Diﬀerentialgleichungen zu Oszillatoren mit Vakuumröhren auf und konnte
die Ausgangsleistung und Synchronisationseﬀekte beschreiben [36]. Zusammen lieferten sie grundlegende
Erkenntnisse der sich damals entwickelnden Chaostheorie, einem mathematischen Teilgebiet der nichtli-
nearen dynamischen Systeme. Die mathematische Quantiﬁzierung des Rauschens in Oszillatoren hatte
jedoch erst in den 1960ern in der Elektrotechnik seinen ersten Höhepunkt.
Stand der Forschung (Motivation)
Die Liouville-Gleichung in ihrer ursprünglich Form, wie sie von Liouville 1838 hergeleitet wurde [135],
war bereits allgemein gehalten und setzte keine energieerhaltende oder volumenerhaltende Systeme, wie
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beispielsweise Hamilton-Systeme, voraus. 135 Jahre später wurde diese Gleichung durch Gerlich wie-




p(x, t) + f(x, t) grad(p(x, t)) + div(f(x, t))p(x, t) = 0 (1.1)
bei der p einer Wahrscheinlichkeitsdichte und f dem Vektorfeld eines dynamisches Systems entspricht,
ist zu deuten, als ein Ensemble aus unendlich vielen Bewegungsgleichungen der Form
x˙ = f(x) (1.2)
mit unterschiedlichen Anfangswerten x0 = x(t0) zur Anfangszeit t0 und nachträglicher Gewichtung der
Wahrscheinlichkeiten p dx. D.h., eine Anfangsverteilung p0(x) = p(x, t0) bestimmt die zur Anfangszeit
herrschendeWahrscheinlichkeit p(x, t0)dx für jeden Zustand x im Phasenraum und die Entwicklung durch
(1.1) beschreibt, wie sich jeder Zustand im Verlauf der Zeit t ändert. Für Systeme, wie beispielsweise
Hamilton-Systeme, die ein Phasenraumvolumen unter einer solchen Wahrscheinlichkeitsdichte erhalten,
fällt der Divergenzterm in (1.1) weg. Allerdings sind elektrische Oszillatoren stets Systeme die Reibung
aufweisen und damit notwendigerweise nichtlinear um eine Kompensation der energetischen Verluste zu
gewährleisten. Folglich kann sich die Wahrscheinlichkeit für jeden Zustand im Phasenraum signiﬁkant
ändern, wenn die Volumenerhaltung im Phasenraum, die zuvor die Dynamik einschränkte, nicht mehr
gilt und nichtlineare Eﬀekte hinzukommen.
Mit der Herleitung der Fokker-Planck-Gleichung und dem nun verfügbaren Gebiet der stochastischen
Diﬀerentialgleichungen, waren sowohl Physiker als auch Ingenieure bestrebt, Rauschprozesse für ver-




p(X, t) + F(X, t) grad(p(X, t)) + div(F(X, t))p(X, t) + ∆ (σ(X, t)p(X, t)) = 0 (1.3)
mit ∆ als den verallgemeinerten Laplace-Operator für Matrizen und ist diesmal als ein Ensemble von
unendlich vielen Realisierungen des Rauschens bezüglich der Langevin-Gleichung
X˙ = F(X, t) +D(X, t)ξ(t) (1.4)
mit identischen Anfangswerten und nachträglicher Gewichtung der Wahrscheinlichkeiten zu lesen. Sie
ist darüber hinaus ein Ensemble solcher Ensemble, deren Anfangswerte sich unterscheiden, aber noch
immer jeweils unendlich viele Realisierungen berücksichtigen. In der Darstellung (1.3) ist im Vergleich
zu (1.1) auﬀällig, dass die verallgemeinerte Liouville-Gleichung, bis auf den Term zweiter Ordnung, mit
der Fokker-Planck-Gleichung augenscheinlich identisch ist. Das Vektorfeld f ist nun der Drift F und ein
zuvor deterministischer Zustand x wurde durch sein stochastisches Analogon X ersetzt. Beide Unter-
scheidungen sind wesentlich, denn zum einen hängt X im Gegensatz zu x von einem Abzählparameter
ω ∈ Ω ab, der mit jeder möglichen Realisierung identiﬁziert werden kann und zum anderen kann für je-
de Realisierung unter dem Einﬂuss des Langevin-Terms ein zeitlich transformiertes Vektorfeld gefunden
werden, welches im Allgemeinen verschieden zu f ist. Das weiße Rauschen ξ wird dabei mittels Diﬀusion
σ = DD⊺ skaliert. Allerdings kaschiert die Diﬀusion die deterministischen Eﬀekte des Drifts, wenn bei-
spielsweise stochastische Momente zur Charakterisierung eines Systems berechnet werden. Denn mit der
Mittelung über ein Ensemble sind die deterministischen und stochastischen Anteile nicht voneinander
trennbar, sondern überlagert. Ohne Berücksichtigung dieses Problems kann es daher zu Fehl- oder Über-
interpretation des Einﬂusses von Rauschen kommen (eine ausführlichere Beschreibung über stochastische
Systeme ist in Anhang B zu ﬁnden).
In Abb. 1.1 ist beispielhaft der schematische Lösungsweg einer zeitlich variierenden Wahrscheinlich-
keitsdichte bezüglich der Liouville- und Fokker-Planck-Gleichung dargestellt. Zu sehen ist der Übergang
einer Schar von Integralkurven in einen Grenzzyklus. Je mehr Integralkurven sich annähern oder überla-
gern, desto größer ist die Wahrscheinlichkeitsdichte. Das räumliche Ausmaß der Verteilungen, ist hier zu
verschiedenen Zeiten als konvexe Hülle aller Integralkurven dargestellt. Die Hüllen der Fokker-Planck-Ab-
bildung sind im Gegensatz zu den Hüllen der Liouville-Abbildung durch den Diﬀusionsprozess vergrößert.



















Abb. 1.1.: Vergleich einer Lösungsschar der Lioville- und der Fokker-Planck-Gleichung.
wonnen werden, da dieser durch den Diﬀusionsprozess überlagert wird. Wäre der Flächeninhalt dieser
Hüllen ein Rauschmaß für Fokker-Planck-Systeme mit Grenzzyklen, dann würde die Auswirkung der
Diﬀusion überbewertet werden, da der Flächeninhalt der Hüllen des Liouville-Systems nicht herausge-
rechnet würde. Da die Liouville-Dynamik zeigt, dass der Flächeninhalt dieser Hüllen für Systeme mit
Grenzzyklen ggf. periodisch schwankt, würde ein solches Rauschmaß zudem fälschlicherweise periodische
Anteile enthalten, die eigentlich dem intrinsischen Drift zuzuordnen sind.
Nichtsdestotrotz soll vor der Formulierung des Ziels dieser Arbeit der Stand der Forschung an einigen
für die Liouville-Dynamik wesentlichen und bekannten Beispielen erfolgen, um die Notwendigkeit der
Rückkehr zur Liouville-Gleichung, d.h. den Verzicht auf den Langevin-Ansatz, zu motivieren.
Edson ging 1960 in seiner Veröﬀentlichung [44] davon aus, dass Rauschen einen elektrischen Oszilla-
tor im Wesentlichen in zwei verschiedenen Spielarten beeinﬂusst: (i) Während der Oszillation sorgt das
Rauschen für eine Modulation der Amplitude A(t) und der Phase φ(t). Die Amplitudenstörungen mani-
festieren sich im Frequenzbereich als ein schwaches, aber breites, kontinuierliches Spektrum gegenüber
der Bandbreite des Resonators und werden durch Relaxationen in den Grenzzyklus mit der Zeit ausge-
glichen. Die Phasenstörungen zerstreuen hingegen die Eigenfrequenz des Systems in ein starkes, dafür
schmales, kontinuierliches Spektrum und es existiert kein Mechanismus der eine Phasenabweichung kom-
pensiert. (ii) Zudem betrachtete Edson eine Fluktuation zur Anfangszeit t0 als notwendigen Anfangswert
x0 = x(t0), mit entsprechend zufällig benötigter Zeit des Einschwingvorgangs, bis die vorgeschriebene
Amplitude erreicht wird. Da die bisherige Literatur nur Gleichgewichtssituationen in linearen Systemen
beschreiben konnte, war es das Ziel von Edson, zum einen das transiente Verhalten im Sinne einer
Nichtgleichgewichtsdynamik als auch die Oszillation im Sinne von nichtlinearen dynamischen Systemen
zu untersuchen. Um thermisches Rauschen entsprechend zu modellieren nutzte er weiße Rauschquellen.
Er setzte Oszillatoren voraus, die ein möglichst schmales Frequenzband um ihre Eigenfrequenz ω0
aufweisen und beschränkte sich daher ebenso auf schmale Bandbreiten seiner Rauschquellen (Bandpass-
rauschen), sodass der Ausgang des Systems beschrieben werden konnte gemäß
x(t) = A(t) cos(ω0t+ φ(t)). (1.5)
Die Erwartungswerte der Funktionen A(t) und φ(t) wurden als Mittelwert eines Ensembles von iden-
tischen Oszillatoren mit dem instabilen Gleichgewichtspunkt als Anfangswert betrachtet, wovon jeder
Oszillator des Ensembles mit einer Realisierung des Rauschens identiﬁziert werden konnte. Unter der
Annahme, dass thermische Fluktuationen den Oszillator aus seinem instabilen Gleichgewichtspunkt an-
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treiben, es aber keine Beziehung zwischen einer zufälligen Fluktuation und einer Phasenverschiebung gibt,
ging Edson von einer Gleichverteilung der Phasen des Ensembles im Intervall [−pi,pi) und von einer Pois-
sonverteilung der Amplituden nach hinreichend langer Beobachtungszeit aus. Insbesondere merkte er an,
dass das transiente Verhalten eines Oszillators linear betrachtet werden kann, da im wesentlichen die
Amplitude exponentiell wächst, bevor die Nichtlinearität diese begrenzt.
Zur Berechnung der spektralen Leistungsdichten des Amplituden und Phasenrauschens nutze Edson
eine Methode die von einem Parallelschwingkreis mit Konduktanz G und einem von außen eingeprägten
Strom am Knoten ausging, welcher die thermischen Fluktuationen simulieren sollte. Seine Herleitungen
basieren auf statischen Argumenten, anstatt auf Langevin-Gleichungen, indem er die Eﬀekte der Fluktua-
tionen auf einzelne Zeitintervalle einer Periode betrachtete. Diese Methode folgt der Annahme, dass die
Reaktionsgeschwindigkeit der Schaltung auf die zufälligen Fluktuationen durch das Energiereservoir des
LC-Schwingkreises gemindert würde und ein entsprechendes statistisches Sammeln mehrerer Fluktuatio-
nen erlaubt sei. Als Parameter konnte er neben der Kapazität C, Konduktanz G und Eigenfrequenz ω0 die
Temperatur T , einen Sättigungsparameter s, die Güte Q und die Ausgangsleistung P berücksichtigen.
Neben den spektralen Rauschleistungsdichten, die in seinen Ergebnissen Lorentzlinien (Cauchy-Vertei-
lung) entsprachen, konnte er die Bandbreite des Rauschens und die Kohärenzlänge bestimmen für die
die Standardabweichung der Phase um einen vorgegebenen Winkel abweicht und merkte zudem an, dass
fernab der Eigenfrequenz eine Unterscheidung der Amplituden und Phasenﬂuktuationen nicht möglich
sei.
Während seine Herangehensweise komplizierte statistische Analysen erforderte, erkannte Edson, dass
das transiente Verhalten eines Oszillators entscheidend für eine konsistente Theorie war. Allerdings ist die
Beschränkung auf den instabilen Gleichgewichtspunkt als Anfangswert mit anschließend zufälliger Fluk-
tuation als Anregung für eine rein deterministische Sichtweise, die in dieser Arbeit aufgebaut werden soll,
nicht sinnvoll. Stattdessen soll von einem Arbeitspunkt fernab des Gleichgewichts ausgegangen werden,
der beim Einschalten des Oszillators losgelassen wird. Edsons Ansatz beschränkt sich zudem auf wei-
ßes Rauschen, dessen statistischen Eigenschaften auf physikalischen Erkenntnissen des Wärmerauschens
basieren. Dabei wird das Rauschen eines Oszillators mit statistisch ermittelten Größen quantiﬁziert. Die
Rückwirkungen der Oszillationen auf das Rauschen werden bei diesem Ansatz, was oft kritisiert wurde
(z.B. bei Kärtner [107]), nicht berücksichtigt. Dabei wird jedoch nicht erwähnt, dass alle auf Lange-
vin- oder Fokker-Planck-Ansätzen beruhenden Theorien keine Unterscheidung zwischen dem intrinsisch
deterministischen Anteil einer Rückwirkung auf das Rauschen und dem extrinsisch stochastischen Anteil
leisten können.
Mit Beginn der 1960er veröﬀentlichte Lax eine umfangreiche Puplikationsreihe über das Rauschen
in klassischen wie auch quantenmechanischen Systemen. Während die Reihe über quantenmechanisches
Rauschen insbesondere das Rauschen in Laser und Maser behandelte, baute Lax in seiner klassischen
Reihe eine konsistente Theorie über Rauschen in nichtlinearen Systemen auf, mit Beginn von Fluktuatio-
nen in stationären Nichtgleichgewichtsprozessen bis hin zu nichtlinearen Markov-Prozessen. 1967 führte
dies, immer im Hinblick auf die Erkenntnisse der Quantenmechanik, zur Beschreibung des Rauschens in
elektrischen Oszillatoren [45, 46].
Sein Ziel war es eine klassische Beschreibung eines Oszillators mithilfe von Langevin-Rauschquellen
herzuleiten, um im Grenzübergang das ebenso bestehende Problem einer nicht vorhandenen allgemein-
gültigen Theorie über das Rauschen in quantenmechanischen Oszillatoren zu lösen. Gleich zu Beginn
machte er deutlich, dass die Nichtlinearität aufgrund der nötigen Rückkopplung zur Selbsterhaltung der
Oszillation nicht als vernachlässigbar klein angesehen werden darf. Quasi-lineare Ansätze sind demzu-
folge ungültig, bis auf Fälle, bei denen Fluktuationen der Amplitude die Phase nicht beeinﬂussen. Ein
Oszillator ohne Rauschenquellen, dessen Ausgang gemäß (1.5) beschrieben werden kann, nannte er einen
idealen Oszillator. Dies war ein Oszillator, der im Frequenzspektrum nur an seiner Eigenfrequenz ω0
eine Dirac-Distribution aufweisen würde. Unter der Voraussetzung, dass das Amplitudenrauschen im Fre-
quenzspektrum ein additives Hintergrundrauschen darstellt, vernachlässigte er das Amplitudenrauschen
und nutzte den Ansatz
φ˙ = G(t) cos(ω0t+ φ) (1.6)
mit G als eine zufällige Funktion, die von einem Wiener-Prozess abhing, um das Phasenrauschen eines
Oszillators zu beschreiben. Für lange Zeiten t≫ ω−1 kann der Cosinus-Term in (1.6) mit seinem Mittel-





2 ersetzt werden kann. Da nun das Phasenrauschen mit dem Wiener-Prozess im direkten
Zusammenhang stand, konnte Lax durch die Autokorrelation zeigen, dass das Phasenrauschen sich im
Leistungsdichtespektrum als Lorentz-Linie manifestiert.
Das allgemeine Oszillatorenmodell von Lax basiert auf einen LC-Schwingkreis mit der Annahme, dass
die Nichtlinearität, je nach Auftreten der Zustandsvariablen x, als eine nichtlineare Kapazität in Reihe
zur Kapazität C oder als eine nichtlineare Induktivität parallel zu L betrachtet werden kann, welche die
Eigenfrequenz um einen bestimmten Anteil verstimmt, sodass ω2 = ω02 + ωv2(x) mit ω02 = 1/(LC)
die resultierende Frequenz darstellt. Infolgedessen ersetzte Lax die Zustandsvariablen x = (x, y)⊺ durch
komplexe Größen a und a∗ und setzte ein ideales Spektrum gemäß (1.5) voraus, sodass mit
a = Ae−jωt und a∗ = A∗ejωt (1.7)
die Frequenz ωv in Abhängigkeit der komplexen Zustandsvariablen geschrieben werden konnte. Die auf-
grund der nichtlinearen Kopplung auftretenden Frequenzen höherer Ordnung wurden vernachlässigt, so-
dass die Nichtlinearität fnl allgemein durch eine zustands- und frequenzabhängige Impedanz Z = R+jX
ersetzt werden kann, gemäß fnl(a, a∗, ω) = Z(|a|2 , ω)(a + a∗)/2, für die die Impedanz bei einer Ein-
tonanregung, im Vorbild von (1.7), einen Einton ausgibt. Ein stabile Oszillation ist dann, durch die
Bedingungen
R(D0, ω) = 0 und X(D0, ω) = 0 (1.8)
gegeben. Die erste Bedingung aus (1.8) ist erfüllt, falls der Arbeitspunkt D0 erreicht wurde, während
die zweite Bedingung der erreichten Arbeitsfrequenz ω entspricht. Dabei wird der Arbeitspunkt mit der
Gleichgewichtslösung (D˙ = 0) einer stochastischen Diﬀerentialgleichung bestimmt, beispielsweise aus
einer Hopf-Normalform mit Langevin-Ansatz gemäß
D˙ = (µ+ jω)D + s |D|2D + ξ (1.9)
mit µ als Bifurkationsparameter , s als eine komplexe Variable und ξ als weißes Rauschen.
Problematisch an dieser Sichtweise ist, dass ein solches Modell sich nur auf eine Klasse von Oszillatoren
beschränkt, die bei einer Eintonanregung einen Einton zurückgeben. Beispiele solcher Oszillatoren ﬁnden
sich bei Reit [264]. Dennoch beschrieb Lax den Fall, dass das Amplitudenrauschen ebenso zu einem
Phasenrauschen, aufgrund der nichtlinearen Momentenkopplung von Amplitude und Phase, führen kann
und dass eine Phasenabweichung nicht nur vom Rauschen als solches abhängt, sondern die Position des
Zustands im Phasenraum, bei dem die Abweichung auftritt, maßgeblich das Phasenrauschen beeinﬂusst,
ohne jedoch im Detail zu beschreiben, was diesem deterministischen Eﬀekt zugrunde liegt. In dieser
Dissertation wird der durch Lax beschriebene Eﬀekt im deterministischen Fall beschrieben.
Kärtner erarbeitete 1988 in seiner Dissertation einen störungstheoretischen Langevin-Ansatz, mit
der Voraussetzung, dass das Rauschen auf kleine Fluktuationen, fern vom Bifurkationspunkt, beschränkt
bleibt [107–109]. Für die Langevin-Gleichung (1.4) in autonomer Form folgt
X˙ = F(X) +D(X)ξ(t) (1.10)
wobei ξ einem mehrdimensionalen Rauschprozess entspricht. Die Eigenschaften des Rauschprozesses wer-
den festgelegt mit 〈ξ(t)k〉 = 0 für alle k ∈ N und 〈ξi(t)ξj(t′)〉 = 2Γijδ(t−t′) mit Γ als Korrelationsmatrix.
Die Lösung dieser stochastischen Diﬀerentialgleichung
X(t) = x(t+ φ(t)) + ∆x(t+ φ(t)) (1.11)
besteht aus der ungestörten Lösung x(t + φ(t)) des deterministischen Systems x˙ = f(x) mit f(x) =
F(x, ·) die auf einem stabilen Grenzzyklus läuft und aus der Amplitudenabweichung ∆x(t + φ(t)) für
die die Bedingung ‖∆x‖ ≪ ‖x‖ gilt (siehe Abb. 1.2a). Die Funktion φ(t) beschreibt die Phase des
Oszillators und soll darüber hinaus unabhängig des Koordinatensystems sein. Diese Zerlegung basiert
auf der Idee, die Tangential- und Normalanteile der Bewegung (letztere auch Transversalanteile genannt)
getrennt voneinander zu betrachten. Dabei gilt zu unterscheiden, dass der Tangentialanteil x mit dem
Tangentenvektor x˙ verschieden ist und der Normalanteil ∆x senkrecht auf dem Grenzzyklus steht, d.h.,

















(b) Zerlegung nach Demir
Abb. 1.2.: Verschiedene Zerlegungsarten der Lösung X(t) der Langevin-Gleichung (1.10). Links: Die Zer-
legung nach Kärtner mit der ungestörten Lösung x(t), der Phasenabweichung φ(t) und der
Amplitudenabweichung∆x(t+φ(t)) in Richtung der Normale. Rechts: Die Zerlegung nachDe-
mir mit der ungestörten Lösung x(t), der Phasenabweichung φ(t) und der Orbitalabweichung
y(t) (siehe die Diskussion von Demir über die Ungültigkeit einer orthogonalen Zerlegung
[116]).
Mit dem Einsetzen der Lösung in die Langevin-Gleichung und anschließender Taylor-Entwicklung nach
∆x, φ˙ und den Rauschquellen ξ folgt in erster Ordnung
x′(τ)φ˙+∆x′(τ) = JF(x(τ))∆x(τ) +D(x(τ))ξ(t(τ)) +O(Γ2) (1.12)
mit der Zeittransformation τ = t + φ(t) und dem Strich ′ als Ableitung nach dem Argument. Das
Diﬀerentialgleichungssystem ∆x′ = JF(x)∆x mit der periodischen Jacobi-Matrix JF(x) = DˆF lässt sich






mit ηi als Floquet-Exponenten, ci = e−ηit0
e
i(t0)∆x(t0) als Konstanten zur Anfangszeit t0 und ei als
periodische Basisvektoren mit der Orthogonalitätsrelation eiej = δij (siehe zur weiteren Erklärung auch
(3.21)). Die Realteile der Floquet-Exponenten entsprechen den Ljapunov-Exponenten des Systems, sodass
sich für einen stabilen Grenzzyklus die Bedingungen η1 = 0 und Re(ηi) < 0 für 2 < i ≤ n ergeben
(siehe Abschnitt 3.8.1). Wird die Amplitudenabweichung auf die Normalkomponente beschränkt, folgt
mit (1.13) in Anwendung auf (1.12) in erster Ordnung, dass die Amplitudenabweichung ∆x(τ) keinen
Einﬂuss auf die Phase φ(t) hat und die Phasenfunktion der Bewegungsgleichung
φ˙ = e1D(x(τ))ξ(t(τ)) (1.14)
folgt. Gl. (1.14) beschreibt einen Diﬀusionsprozess der durch Rauschquellen angetrieben wird und durch
Integration berechnet werden kann. Mit der Projektion von (1.12) auf die Normalanteile kann ebenso
eine Bewegungsgleichung für die Amplitudenabweichung ∆x gefunden werden, welche unter der Floquet-








〈X(t+ t′)X⊺(t)〉 dt, (1.15)
lassen sich dann Ausdrücke für das Phasen- und Amplitudenrauschen sowie deren Korrelation ﬁnden.
Es ergibt sich für das Phasenrauschen eine Lorentzlinie im Leistungsdichtespektrum. Kärtners Ansatz




















(a) Sprungantworten auf Stromimpulse
F(i)(ω)
Ik Ik












(b) Spektrum des Phasenrauschens
Abb. 1.3.: Entnommene Abbildungen zur Theorie nach Hajimiri und Lee [110]. Links: Die Sprungant-
worten eines idealen LC-Schwingkreises bei eingeprägten Stromimpulsen zu den Zeiten t = τ .
Rechts: Das Spektrum des Phasenrauschens, dass sich aus den einzelnen Seitenbändern ergibt.
komplex. Allerdings sind schwache Rauschquellen Voraussetzung, um eine Störungstheorie erster Ordnung
zur Berechnung des vollständigen Korrelationsspektrums durchführen zu können. Es zeigt aber auch, dass
in erster Ordnung die Phasenfunktion φ(t) ausschließlich durch einen stochastischen Diﬀusionsprozess
angetrieben wird.
Hajimiri und Lee stellten 1998 eine deterministische Theorie vor, bei der das Amplituden- und Pha-
senrauschen in elektrischen Oszillatoren anhand von Impuls- bzw. Sprungantworten studiert wurde [110–
112]. Ausgehend von einer Verallgemeinerung von (1.5), gemäß
x(t) = A(t)f(ω0t+ φ(t)) (1.16)
mit f als eine 2pi-periodische Funktion, wird ein Oszillator durch n Eingänge und den beiden Ausgängen
A(t) und φ(t) modelliert. Die Eingänge, die jeweils einem Systemzustand entsprechen, sind mit Impuls-
quellen versehen, die in Form von Stromquellen an Knoten oder Spannungsquellen in Maschen realisiert
werden, sodass jede Eingangsquelle als Eingrößensystem betrachtet werden kann.
Am Beispiel eines idealen LC-Schwingkreises, bei dem f eine Cosinus-Funktion darstellt, wird die
Theorie der Impulsantworten motiviert (siehe Abb. 1.3a). Betrachtet wird die Spannung über L und C.
Wird ein Stromimpuls zur Zeit t = τ eingeprägt, bei dem die Spannung ihr Maximum oder Minimum auf-
weist, dann wird dieser Impuls nur eine dauerhafte Änderung der Amplitude, nicht aber eine Änderung
der Phase, zur Folge haben. Umgekehrt, wenn ein Stromimpuls bei einem Nulldurchgang der Spannung
eingeprägt wird, entsteht eine dauerhafte Phasenverschiebung, aber keine Amplitudenänderung. Bei einer
Einprägung an Zeiten zwischen diesen Spezialfällen ﬁndet sowohl eine Amplitudenänderung als auch Pha-
senverschiebung statt. Da Oszillatoren im Phasenraum Grenzzyklen aufweisen, ist die Sprungfunktion für
die Amplitude hA(t, τ), im Gegensatz zum harmonischen Oszillator, zeit-kontinuierlich, denn jede Ände-
rung der Amplitude wird durch die daraus entstehende Transienz in den Grenzzyklus ausgeglichen. Die
Sprungfunktion der Phase hφ(t, τ) ist in beiden Fällen zeitdiskret und darstellbar als Heaviside-Funktion,
da aufgrund der autonomen Bewegungsgleichungen kein Mechanismus existiert der die Phase des Sys-
tems stabilisiert. Darüber hinaus existieren für nichtlineare Systeme Zeitpunkte, bei denen entsprechende
Impulse nur die Amplitude oder die Phase ändern.
Hajimiri und Lee setzen nun anhand von diversen Messungen voraus, dass die Sprungantwort der
Phase φ(t) ein lineares Verhalten in Abhängigkeit der eingeprägten elektrischen Ladungsmengen q auf-
zeigt, sodass die Sprungfunktionen hA(t, τ) und hφ(t, τ) jeden Oszillator vollständig charakterisieren. Die






mit θ(t−τ) als Heaviside-Funktion. Die Impulsempﬁndlichkeitsfunktion steht im direkten Zusammenhang







ak cos(kω0τ + θk) (1.18)
mit ak und θk als Amplitude und Phase der k-ten Harmonischen bezüglich f . Diese Impulsempﬁndlich-
keitsfunktion soll die zeitvarianten Schwankungen der Diﬀusion berücksichtigen, welche in den vorausge-
gangenen Experimenten bestätigt wurde. Hajimiri, Lee und später Ham (siehe [129]) beschreiben diesen
Eﬀekt als eine periodische Änderung der mittleren Phasenabweichung 〈φ(t)〉 auf dem Grenzzyklus als
Folge einer nicht-sinusoidalen Oszillation. Mit dem nun zur Anwendung erlaubten Superpositionsprinzip,










dargestellt werden, wobei i(t) dem eingeprägten Strom entspricht (Ladung und Strom können äquivalent
auch durch den magnetischen Fluss und Spannung ersetzt werden). Zusammen mit der Impulsemp-
ﬁndlichkeitsfunktion zeigt sich, dass für einen periodischen Strom mit dem Scheitelwert Ik der Form




D.h., ein periodisch eingeprägter Strom in der Nähe der Eigenfrequenz ω0 führt im Leistungsdichtespek-
trum der Phase Sφ(ω) zu Seitenbändern an den Frequenzen ±∆ω mit Amplituden, die mit ∆ω−1 abfallen
(siehe Abb. 1.3b). Ist i(t) ein Rauschprozess, beispielsweise mit einem konstanten Leistungsdichtespek-
trum (weißes Rauschen), dann kann mit Hilfe der Näherung (1.20) das Phasenrauschen eines Oszillators
berechnet werden.
Dieses Verfahren erklärt demnach, wie sich periodische Fluktuationen an verschiedenen Positionen
im Phasenraum auswirken und welche Frequenzanteile sich daraus im Leistungsdichtespektrum ergeben.
Eine stochastische Beschreibung ist nicht nötig, es können beliebige Störungen betrachtet werden. Die Ge-
wichtung der Fluktuationen, d.h., die letztendliche Auswirkung auf das Leistungsdichtespektrum, ergibt
sich auf intrinsischem Wege aus der Impulsempﬁndlichkeitsfunktion, die im wesentlichen die Form des
Grenzzyklus beschreibt. Dennoch ergibt sich aufgrund der Linearisierung eine unendliche Rauschleistung
bei der Eigenfrequenz und deren Harmonischen.
Nicht weiter ausgeführt haben Hajimiri und Lee die theoretische Bedeutung der Impulsempﬁnd-
lichkeitsfunktion. Dabei stellt der daraus sich ergebende Eﬀekt, nämlich die periodische Änderung der
mittleren Phasenabweichung auf dem Grenzzyklus, sich als deterministisch und insbesondere intrinsisch
dar. Dieser Zusammenhang wird in dieser Dissertation Pumpmechanismus genannt und folgt einzig aus
der Divergenz der deterministischen Bewegungsgleichung (1.2) des jeweiligen Systems. Um diesen zeitva-
rianten Eﬀekt zu beschreiben, ist ein Fokker-Planck-Ansatz demzufolge nicht nötig. Die verallgemeinerte
Liouville-Gleichung zeigt dies auf natürliche Weise als Folge der Volumenerhaltung einer Wahrscheinlich-
keitsverteilung.
In den Arbeiten von Hajimiri und Lee wird nicht darauf eingegangen, in welchen Bereichen eine Li-
nearisierung dieser Art gültig ist. Ein LC-Schwingkreis nach dem Beispiel von Hajimiri und Lee ist ein
lineares System, das vollständig durch seine Frequenz und Anfangsenergie bestimmt ist (siehe Abb. 1.4a
sowie siehe Abschnitt 4.1.1). Der Phasenraum besteht aus unendlich vielen geschlossenen Trajektorien die
keine Grenzzyklen sind und deren Bewegung im Zeitbereich einer Schwingung mit derselben Frequenz
entspricht. Diese Trajektorien unterscheiden sich ausschließlich durch die zur Bewegung notwendigen
Energie aus der die Amplitude berechnet werden kann. Während die Zustände auf inneren Energiescha-
len in gleicher Zeit nur wenig Wegstrecke durchlaufen, muss die Bewegung auf den äußeren Schalen
deutlich schneller vonstatten gehen, um dieselbe Kreisfrequenz ω0 einzuhalten. Ein Impuls transversal
zur Ausbreitungsrichtung hat zwangsläuﬁg nur eine Änderung der Energie und nicht der Phase zur Fol-
ge. Für einen Impuls longitudinal zur Ausbreitungsrichtung verhält es sich genau umgekehrt. Allerdings












(b) System mit Grenzzyklus (elektrischer Oszillator)
Abb. 1.4.: Vergleich zwischen dem Phasenportrait eines harmonischen Oszillators und eines Systems mit
einem stabilen Grenzzyklus. Links: Der harmonische Oszillator besteht aus unendlich vielen,
ineinander verschachtelten, geschlossenen Bahnen (Energieschalen). Die Anfangsenergie des
Systems bestimmt die Anfangswerte und damit die entsprechende Energieschale. Da die Ener-
gie erhalten bleibt, verharrt das System auf dieser Energieschale. Rechts: Das System besitzt
einen stabilen Grenzzyklus. Alle Bahnen, deren Anfangswerte sich außerhalb des instabilen
Gleichgewichtspunktes im Ursprung beﬁnden, laufen für t → ∞ in den Grenzzyklus (Transi-
enz). Die Anfangsenergie und Anfangsphase bestimmt den Anfangswert. Dabei wird solange
Energie dissipiert oder akkumuliert, bis der Grenzzyklus erreicht ist.
Die Topologie beider Systeme ist aufgrund der sehr hohen Güte des elektrischen Oszillators
nur auf den ersten Blick identisch. Die gestrichelte Kurve zeigt, dass sich die Amplitude des
elektrischen Oszillators nach einer Periode exponentiell ändert.
von nichtlinearen Systemen mit Grenzzyklen ist nicht topologisch homöomorph zum Phasenraum eines
harmonischen Oszillators. Die Trajektorien die für t→∞ in einen Grenzzyklus asymptotisch einlaufen,
nähern sich diesem gemäß dem Ljapunov-Formalismus [161, 167, 84] exponentiell (siehe Abb. 1.4b). D.h.,
dass benachbarte Trajektorien nur für kurze Zeiten einen ähnlichen Verlauf wie der entsprechende Grenz-
zyklus aufweisen, gänzlich anders als die ineinander verschachtelten Energieschalen eines harmonischen
Oszillators. Aus diesem Grund ist die Unabhängigkeit gegenüber den Anfangswerten eine notwendige
Bedingung eines elektrischen Oszillators. Die Linearität zwischen eingeprägter Ladungsmenge und re-
sultierender Phasenverschiebung ist im Wesentlichen nur für Oszillatoren gültig, deren Topologie des
Phasenraums in der Nähe des Grenzzyklus ähnlich der Topologie eines harmonischen Oszillators ist. Dies
gilt nur für Oszillatoren mit einer sehr hohen Güte Q. Fernab vom Gleichgewicht ist eine Linearisierung
ungültig, denn eine Abweichung vom Grenzzyklus hat im Allgemeinen eine Phasenverschiebung zur Fol-
ge, da ein gestörter Zustand Zeit benötigt um den Rückstand oder Vorsprung zu seiner Ausgangslage
wieder aufzuholen.
1999 in einer Dissertation [124] und in den Jahren zuvor und danach [117–128] stellten Weiss und
Mathis einen thermodynamischen Zugang zur Rauschtheorie in nichtlinearen elektrischen Schaltungen
und Bauelementen vor. Der Kern der Arbeiten war es, die in den bis dato bekannten Rauschtheorien
gemachten Annahmen zu hinterfragen und eine Theorie über das intrinsische Rauschen in nichtlinearen
elektrischen Schaltungen zu modellieren. Insbesondere wird deutlich gemacht, dass additives, weißes,
gaußsches Rauschen (AWGR) als Rauschmodell nichtlinearer Widerstände ungeeignet ist. Als Beispiel
sei das Brillouin-Paradoxon gegeben [136], bei dem ein paralleles Netzwerk aus einer Diode D und einem
12
u C R T
Abb. 1.5.: Netzwerk aus einer Diode D, dessen Kennlinie hier als nichtlinearer Widerstand R gekoppelt
an einem Wärmebad der Temperatur T dargestellt ist, und einem Kondensator C.
Kondensator C an einem Wärmebad der Temperatur T gekoppelt ist (siehe Abb. 1.5). Die nichtlineare





















wobei IS der Sättigungsstrom, kB die Boltzmann-Konstante und e die Elementarladung darstellt. Das
thermische Rauschen wird gemäß der Nyquist-Formel durch eine additive weiße Rauschstromquelle mit











(IS + iD(u)) ξ(t) (1.22)
deﬁniert werden kann. Die Bewegungsgleichung des Systems ergibt sich folglich aus der Knotengleichung











(IS + iD(u)) ξ(t). (1.23)
Der Mittelwert dieser Bewegungsgleichung lässt sich mit Hilfe der Taylorentwicklung in (1.21) angeben
gemäß



















folgen würde. Dies stellt einen thermodynamischen Widerspruch dar, denn aus (1.25) ließe sich folgern,
dass die Diode ihr eigenes Wärmerauschen gleichrichtet und somit, in Kontradiktion des zweiten Haupt-
satzes der Thermodynamik, aus der Wärmeenergie eine abgreifbare Spannung induziert. Dieses Para-
doxon ist die Folge der Unvereinbarkeit von AWGRs mit nichtlinearen Kennlinien. Eine Auﬂösung des
Paradoxons ist durch die thermodynamisch korrekte SDE gegeben













welche einen Korrekturterm 〈u2〉 → 〈u2−〈u2〉eq〉〉 enthält. Dieser Term stammt aus den höheren Momen-
ten der Ordnung O(〈u3〉) und wurde zuvor mit der Annahme einer Gaußverteilung vernachlässigt, da
alle höheren Momente einer Gaußverteilung bis auf 〈u〉 und 〈u2〉 null sind. Allerdings ist es mit Anwen-
dung dieser Korrekturterme nicht länger möglich, ein Ersatznetzwerk mit extrinsischen Rauschquellen
anzugeben. Gl. (1.26) stellt daher eine intrinsische Kopplung des Rauschens mit den Netzwerkelementen
dar. Dies ist der zweite wesentliche Kern der Arbeiten von Weiss und Mathis.
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1. Einleitung
Dabei zeigt sich, dass einzig die Klasse topologisch vollständiger Netzwerke, also reziproke Netzwerke
mit impliziter Darstellung von Diﬀerentialgleichungen die die Casimir-Onsager-Relation erfüllen, für diese
Theorie zulässig sind [48]. Solche Netzwerke bestehen aus RLC-Zweipolen und unabhängigen Quellen, de-
ren Netzwerkgleichungen sich mit Hilfe eines gemischtes Potentials nach Brayton und Moser beschrei-
ben lassen [207, 208]. Der Zugang zu Rauschprozessen ist dann durch stochastische Diﬀerentialgleichungen
bzw. der Fokker-Planck-Gleichung gegeben, welche die zeitliche Entwicklung von Phasenraumdichten und
damit den auf das elektrische Netzwerk verteilten Eﬀekt von Fluktuationen beschreiben. Allerdings ist
die Gültigkeit dieser Theorie auf Systeme in der Nähe des Gleichgewichtspunktes beschränkt, welches
elektrische Oszillatoren ausschließt.
Demir kritisierte in seiner vorgestellten Theorie zum Phasenrauschen in Oszillatoren aus dem Jahre
2000 die Theorie von Hajimiri und Lee [115]. Er zeigt, dass Störungsrechnungen mit Linearisierun-
gen nicht gültig sind, wenn stochastische Terme, wie z.B. weißes Rauschen, an Bewegungsgleichungen
gekoppelt werden und zwar auch dann nicht, wenn diese Störungen klein sind [113]. Demirs Theorie
erweist sich aus diesen Gründen mathematisch als weit aus anspruchsvoller und stellt eine Erweiterung
der Floquet-Theorie nach den Ideen von Kärtner dar [114].
Ausgangspunkt ist ein autonomes System mit einem Grenzzyklus
x˙ = f(x), (1.27)
dessen Grenzzyklus durch die Lösung x(t) beschrieben wird. Dieses System wird um einen (determi-
nistischen) Störungsterm D(x)b(t) derart erweitert, dass dieser Störungsterm wiederum in die Anteile
d1(x, t) und d˜(x, t) aufgeteilt werden kann. Es folgt
x˙ = f(x) + d1(x, t) + d˜(x, t). (1.28)
Der (beliebig große) Term d1 wird so gewählt, dass dieser ausschließlich eine Phasenabweichung φ(t)
verursacht. D.h.
x˙P = f(xP) + d1(xP, t) (1.29)
wird gelöst durch
xP(t) = x(t+ φ(t)). (1.30)
Der verbleibende Term d˜(x, t) sei nun eine kleine Störung bzgl. (1.29), sodass
X(t) = x(t+ φ(t)) + y(t) (1.31)
die Lösung von (1.28) darstellt (siehe auch (1.10)). y(t) heißt Orbitalabweichung (siehe Abb. 1.2b).Demir
zeigt, dass die Phasenabweichung mit der Zeit beliebig groß werden kann und zwar auch dann, wenn der
Term b1 klein ist. Dies gilt jedoch nicht für die Orbitalabweichung. Diese bleibt für kleine d˜(x, t) stets
klein, sodass eine Linearisierung an dieser Stelle erlaubt ist. Infolgedessen, kann für die Phasenabweichung
in Analogie zu Kärtner (siehe (1.14)) die Bewegungsgleichung
φ˙ = e1D(x(t+ φ))d(t) (1.32)
aus der Floquet-Theorie hergeleitet werden. Mit dem Übergang einer deterministischen Störung zu sto-
chastischen Termen, sodass d(t) = ξ(t) weißes Rauschen darstellt und D als Diﬀusionsmatrix, kann
aus (1.32) eine äquivalente Fokker-Planck-Gleichung gewonnen werden, deren Lösung das Phasenrau-
schen beschreibt. Dabei zeigt sich, dass die Eigenfrequenz und deren harmonische Frequenzen unter dem
Phasenrauschen zu Lorentzlinien im Leistungsdichtespektrum führen.
Ham und Hajimiri stellten 2002 das Konzept der virtuellen Dämpfung zur Beschreibung des Pha-
senrauschens in Oszillatoren auf [129–131]. Dabei handelt es sich um ein hypothetisches Experiment,
bei dem ein Ensemble von identischen Oszillatoren mit denselben Anfangsbedingungen im Zeitbereich
betrachtet wird und anhand dessen eine bessere physikalische Einsicht von Rauschprozzesen in Oszillato-
ren gewonnen werden soll. Während das Ensemblemittel 〈x(t)〉 zur Anfangszeit t = t0 identisch mit dem













Abb. 1.6.: Entnommene Abbildungen zur Theorie nach Ham und Hajimiri [129]. Links: Darstellung des
Ensembles einer Periode im Zeitbereich gegenüber der virtuellen Dämpfung 〈x(t)〉. Rechts:
Zeitliche Entwicklung der Phasenverteilung.
der Oszillatoren zueinander inkohärent, sodass das Ensemblemittel gegen null strebt (siehe Abb. 1.6a).
Dieser Prozess im Zeitbereich weist somit eine sogenannte virtuelle Dämpfung auf. Anhand zuvor durch-
geführter Experimente, wird vorausgesetzt, dass jede virtuelle Dämpfung einen exponentiellen Charakter
mit Dämpfungsrate (Abklingkonstante) D aufweist, welche in direktem Zusammenhang mit der Breite
der Lorentzlinie korreliert. Die Phasenverteilung des Ensembles ist zu Beginn demnach kongruent, d.h.,
die Wahrscheinlichkeitsdichte pφ entspricht zur Anfangszeit einer δ-Distribution. Je länger das Ensemble
evolviert, desto weiter spaltet sich diese Dichte in weitere Phasenanteile auf, sodass die Phasenverteilung
einer Normalverteilung entspricht und letztendlich für t→∞ zu einem gleichverteilten Band, innerhalb
des erlaubten Intervalls φ ∈ [−pi,pi), verschmiert (siehe Abb. 1.6b).
Allerdings merken Ham und Hajimiri an, dass reale Oszillatoren eine sehr geringe virtuelle Dämpfung,
d.h. eine große Zeitkonstante, aufweisen, sodass es für experimentelle Versuche sich schwierig gestaltet,
diese zuverlässig zu messen. Aus diesem Grund wurde ein Ring-Oszillator mit angekoppeltem weißem
Rauschen behandelt. Die partielle Diﬀerentialgleichung die die zeitliche Entwicklung von pφ beschreibt, ist
demzufolge die Fokker-Planck-Gleichung mit vorgegebenen Rand- und Anfangsbedingungen ohne Drift.
Der Ausgang des Oszillators wird mit
x(t) = A cos(ω0t+ φ(t)) (1.33)
und der Bedingung 〈φ2(t)〉 = 2Dt vorausgesetzt, sodass für den Erwartungswert des Ensembles
〈x(t)〉 = Ae−Dt cos(ω0t) (1.34)
und aus der Fouriertransformation der Autokorrelation 〈x(t)x(t+ t′)〉 die spektrale Leistungsdichte
Sxx(ω) = A
2 D
D2 + (ω − ω0)2 (1.35)
in Form einer Lorentzlinie folgt. Die Dämpfungsrate, die nun gleichzusetzen ist mit der Diﬀusionskon-
stante in (1.4), wird mit der Einstein-Relation gemäß




deﬁniert, wobei Q die Güte des Oszillators und Γ die Impulsempﬁndlichkeitsfunktion (1.18) nach Haji-
miri und Lee als Korrekturterm zur Berücksichtigung von nicht-sinusoidalen Grenzzyklen darstellt.
Hams Konzept stellt daher eine Erweiterung der Theorie nach Hajimiri und Lee dar. Dabei ist eine
nachträgliche Korrektur mittels Impulsempﬁndlichkeitsfunktion, um den zeit-varianten Diﬀusionsprozess
zu berücksichtigen, fragwürdig. Ein allgemeinerer Ansatz gemäß (1.16) zeigt bereits, dass der Erwar-
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tungswert des Ensembles nicht immer gegen null strebt. Dies folgt sofort, wenn f in (1.16) durch seine
Fourierreihe ersetzt wird. Die Autokorrelation, geschweige denn die Fouriertransformierte zur Berech-
nung des spektralen Leistungsdichtespektrums, kann mit einer solchen allgemeinen Funktion nicht ohne
weiteres angegeben werden. Die in [129] dargestellte Abbildung des exponentiellen Abfalls der virtuellen
Dämpfung des Ring-Oszillators scheint diese Problematik sogar anzudeuten. Dieses Gegenargument ist
jedoch keine Falsiﬁkation der Theorie, da nur die Berechnung angepasst werden müsste, nicht aber die
theoretische Herangehensweise. Allerdings würde sich das Phasenrauschen nicht in der dort angegeben
Form aus dem Leistungsdichtespektrum ergeben.
Chow und Zhou beschrieben 2007 einen alternativen, rein mathematischen Ansatz, welcher mittels
eines begleitenden Dreibeins eine allgemeine Separierung zwischen Amplituden- und Phasenabweichung
erlaubt [254]. Dabei wird das starre Bezugssystem der Parametrisierung durch ein sich mit dem begleiten-
den Dreibein drehendes Bezugssystem ersetzt. Aus dem Residuum der Radial- und Winkelkoordinaten
des ungestörten Systems sowie eines durch weißes Rauschen gestörten Systems folgen die Amplitudenab-
weichung A(t) und Phasenabweichung φ(t). Hieraus ergeben sich stochastische Diﬀerentialgleichungen in
Anlehnung nach Kärtner und Demir aus deren Lösungen unter Anderem das Phasenrauschen abgelei-
tet werden kann.
Allerdings benötigt diese Herangehensweise zum einen eine bekannte Parametrisierung des jeweiligen
Grenzzyklus und darüber hinaus Inverstransformierte von Funktionen die sich aus den notwendigen Ko-
ordinatentransformationen ergeben. Mit diesen Einschränkungen sind analytische Ausdrücke in der Regel
nur unter bestimmten Voraussetzungen darstellbar und aufgrund notwendiger Taylor-Entwicklungen nur
für bestimmte Parameterintervalle um den Entwicklungspunkt gültig. Die zur verallgemeinerten Liou-
ville-Gleichung formal ähnlichen Lie-Reihen oder der im Anhang C dargestellte alternative Ansatz zur
semi-analytischen Berechnung eines Grenzzyklus können dabei herangezogen werden.
Ziel dieser Arbeit und Problemstellung
In den zuvor vorgestellten Arbeiten als Stand der Forschung in den Bereichen der theoretischen Physik,
Mathematik und Elektrotechnik war es unter Anwendung von stochastischen Prozessen das Ziel, Pha-
senrauschen in Oszillatoren zu beschreiben. Ziel dieser Dissertation ist es, deterministische Prozesse zu
untersuchen, die in elektrischen Oszillatoren stattﬁnden, um die sich daraus ergebenden Eﬀekte von sto-
chastischen Eﬀekten abgrenzen zu können und diese schwierigen Sachverhalte mit seinen mathematischen
Begriﬄichkeiten für Ingenieure näher zu bringen.
Die Problemstellung ist im wesentlichen in drei Bereiche einzugliedern: (i) Die Untersuchung der Tran-
sienz und Oszillation sowie deren Zusammenhang, (ii) der Problematik zwischen in- und extrinsischen
Prozessen und (iii) dem Wechselspiel zwischen Dissipation und Akkumulation von Energie und Phasen-
raumvolumen.
i. Bereits Edson erkannte, dass der Einschwingvorgang eines Oszillators nicht vernachlässigt werden darf.
Dies hat mehrere Gründe:
Zum einen ist für höher-dimensionale, nichtlineare Schaltungen nicht ohne Weiteres gewährleistet, dass
ein stabiler Grenzzyklus aus allen möglichen Anfangswerten innerhalb des Phasenraums, mit Ausnahme
der zugehörigen instabilen Gleichgewichtspunkte, erreicht werden kann. Neben z.B. Separatrizen (einer
geschlossenen Kurve, die Gebiete des Phasenraums ähnlich wie ein Grenzzyklus trennt) können weitere
stabile sowie instabile Grenzzyklen existieren. Es bedarf demnach einer klaren Unterteilung des Pha-
senraums in voneinander unabhängigen Einzugsgebieten aller Attraktoren. In Umkehrung bedarf es zur
Vollständigkeit auch einen Gegenbegriﬀ für Repelloren, den sogenannten Auszugsgebieten.
Zum anderen stellt das Erreichen des Grenzzyklus einen Gegensatz dar. Während ein idealer Oszillator
seinen Einschwingvorgang erst nach unendlicher Zeit vollendet hat, ist in Folge die Wahrscheinlichkeits-
verteilung der Phase auf dem Grenzzyklus aufgrund der Autonomie der Bewegungsgleichungen eine
Gleichverteilung. D.h., die Phase kann nicht länger bestimmt werden, da alle möglichen Phasen als gleich
wahrscheinlich angesehen werden müssen. Im Falle eines realen Oszillators wird das System für längere
Zeiten nie auf dem Grenzzyklus verlaufen, sondern nur innerhalb einer tolerierten Abweichung gemäß den
Speziﬁkationen. Dennoch unterliegen solche Systeme dem selben Schicksal wie idealisierte Oszillatoren.
Auch hier wird die Phasenverteilung für hinreichend große Zeiten einer Gleichverteilung entsprechen.
Für Oszillatoren mit einer sehr hohen Güte und der damit einhergehenden langen Transienz, wie bei-
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DAE F(x˙,x, t) = 0 (1.37)
ODE x˙ = f(x, t) (1.38)








p˙+ div (fp) = 0 (1.40)
p˙+ div (fp) + ∆ (Dp) = 0 (1.41)
p˙ =
∫
(wkjpj − wjkpk) dXj (1.42)
Markov
Kramers-Moyal
Abb. 1.7.: Übersicht von Einzel- und Mengensystemen. Die Bedeutungen der Akronyme ﬁnden sich im
Abkürzungsverzeichnis.
spielsweise Quarz-Oszillatoren, ist es fraglich, wann der Übergang zwischen Transienz und Oszillation
stattﬁndet.
Die Problemstellung ist es daher, zum einen die Einzugsgebiete eines Grenzzyklus sauber zu deﬁnieren
und zum anderen eine inhärente Deﬁnition des Übergangs zwischen Transienz und Oszillation zu ﬁnden.
ii. Rauschen ist in jeder elektrischen Schaltung evident und kann anhand seiner spektralen Leistungsdichte
klassiﬁziert werden. So existieren neben dem thermischen Rauschen auch andere Formen des Rauschens,
wie z.B. das Schrot- oder Funkelrauschen. Könnten alle sich intrinsisch (im Inneren) abspielenden phy-
sikalischen Prozesse, die zu einem Rauschen führen, aus einer Schaltung extrahiert werden, so könnten
diese Mechanismen wiederum als Schaltungen dargestellt werden. Ein Entfernen dieser Schaltungen käme
einer vollständigen Unterdrückung jeglicher Rauschprozesse gleich und ein Hinzufügen würde der realen
Ausgangsschaltung entsprechen. Obwohl eine solche Extraktion aufgrund thermodynamischer Gesetze
nicht möglich ist, werden in der Elektrotechnik Rauschersatznetzwerke modelliert und diese an Knoten
und Maschen für Simulationszwecke extrinsisch (von Außen) verknüpft. Van Kampen machte daher
deutlich, dass es einer Unterscheidung zwischen intrinsischen und extrinsischen Rauschprozessen bedarf
[55]. Ein intrinsischer Zugang käme einer vollständigen kinetischen Formulierung aller ablaufenden phy-
sikalischen Prozesse, unter exakten Kenntnissen aller Anfangswerte gleich. Dies ist aber allein aufgrund
der immensen Zahl von Freiheitsgraden technisch nicht durchführbar. Ein extrinsischer Zugang geht von
einer Hypothese aus, wie eine elektrische Schaltung sich unter Rauschen verhalten müsste. Diese Hypo-
these wird in Form von Rauschersatznetzwerken modelliert, die zu stochastischen Bewegungsgleichungen
führen und mit einem vergleichsweise geringen technischen Aufwand adäquate Vorhersagen erlauben,
falls die vorangegangene Hypothese korrekt war. Ob eine Hypothese korrekt ist, lässt sich nur durch
anschließende Messungen an genau jener Schaltung zeigen.
Die Dynamik elektrischer Schaltungen ist dagegen vollständig durch die deterministischen Bewegungs-
gleichungen (Drift) beschrieben und eine intrinsische Eigenschaft. Grenzzyklen sind eine solche Eigen-
schaft. Langevin-Gleichungen verändert diese Dynamik, indem das entsprechende Vektorfeld zufällig
ﬂuktuiert. Der stochastische Anteil (Diﬀusion) stellt also auch hier einen extrinsischen Anteil dar.
Da für eine Vorhersage alle Realisierungen eines stochastischen Prozesses berücksichtigt werden müs-
sen, bedarf es der Fokker-Planck-Gleichung, was im deterministischen Falle, aufgrund der Einzigartigkeit
einer Trajektorie, nicht nötig scheint. Allerdings kann mit der Fokker-Planck-Gleichung nicht zwischen
intrinsischen und extrinsischen dynamischen Eﬀekten unterschieden werden. Da die oben genannte Hy-
pothese sich nicht selbst bestätigen kann, können simulative Egebnisse zu Fehlschlüssen zugunsten der
Hypothese führen, obwohl diese Ergebnisse auch ohne einen extrinsischen Ansatz evident wären.
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Die Problemstellung ist es somit, eine zur Fokker-Planck-Gleichung äquivalente Bewegungsgleichung
aus deterministischen Überlegungen herzuleiten (siehe Abb. 1.7). Diese Bewegungsgleichung ist die ver-
allgemeinerte Liouville-Gleichung. Mit ihr sollen die intrinsischen Eﬀekte von Systemen mit Grenzzyklen
ausgeleuchtet werden.
iii. Dissipation (lat. für „Zerstreuung“) ist der physikalische Vorgang, bei dem die Bewegungsenergie in ei-
ne andere Energieform umgewandelt wird. Der lateinische Ursprung des Wortes bezieht sich dabei auf
ein Phasenraumvolumen, dessen Volumen reziprok zu einer energetischen Größe steht und aufgrund
des Vorgangs zerstreut wird. Das Fluktuations-Dissipations-Theorem stellt eine Beziehung zwischen der
Reibung eines Systems im Gleichgewicht und dessen zufälligen Fluktuationen her. Dissipation durch Rei-
bung und Fluktuationen haben somit denselben Ursprung. Fluktuations-Theoreme für nicht-stationäre
Markov-Prozesse ﬁnden sich beispielsweise bei Hänggi [68]. Elektrische Oszillatoren, als Systeme fernab
vom Gleichgewicht, weisen jedoch eine nichtlineare, zustandsabhängige Reibung auf. Dissipation kann in
Teilen des Phasenraums einem Antagonisten, der Akkumulation (lat. für „anhäufen“), gegenüber stehen
und aufgrund eines Grenzzyklus mit diesem periodisch wechselwirken [170]. Auch können dem in Summe
dissipativen Prozess mehrere akkumulative Prozesse übergeordnet sein (Bilanz). Lax erkannte, dass das
Phasenrauschen ebenso abhängig von der Position im Phasenraum sein kann [46]. Hänggi merkte zudem
an, dass der Drift durch nichtlineare Eﬀekte ebenso in einem nichtlinearen Sinne von dem Rauschen be-
einﬂusst wird und eine Vernachlässigung der Diﬀusion zu unterschiedlichen Ergebnissen des Drifts führen
kann [70, 71]. Weitere Einzelheiten zu nichtlinearen Systemen fernab des Gleichgewichts ﬁnden sich bei
Ebeling und Sokolov [92].
Allerdings muss strikt zwischen Dissipation von Energie und Dissipation von Phasenraumvolumen
unterschieden werden. Während ersteres zusammen mit einem Fluktuations-Dissipations-Theorem mit
Rauschprozessen in Verbindung gebracht werden kann, ist letzteres eine mathematische Beschreibung
eines Vorgangs der im Phasenraum stattﬁndet. Bevor deterministische oder stochastische Eﬀekte dieser
Formalismen einer physikalischen Bedeutung zugeordnet werden können, muss zuvor explizit für Systeme
mit Grenzzyklen geklärt sein, unter welchen Bedingungen Dissipation von Energie und Dissipation von
Phasenraumvolumen gleichbedeutend sind.
Zu diesem Zweck ist die Problemstellung gängige Begriﬄichkeiten wie Dissipation, Akkumulation und
Entropie aus der Physik zu redeﬁnieren, um diese anschließend in die dynamischen Systeme der theore-
tischen Elektrotechnik übertragen zu können.
Kapitel 2 behandelt dynamische Systeme und erläutert die in dieser Arbeit notwendigen Begriﬀe und
Konzepte. Kapitel 3 über deterministische Systeme deﬁniert Dissipation und Akkumulation von Energie
sowie Phasenraumvolumen bezüglich kanonisch-dissipativer Hamilton-Systeme und deren Erweiterung,
den Nambu-Systemen [133, 105]. Weiterhin werden die Begriﬀe mit dem Ljapunov-Formalismus, in An-
wendung auf Systeme mit Grenzzyklen, in Verbindung gebracht. Darüber hinaus wird die verallgemeiner-
te Liouville-Gleichung hergeleitet und eingehend untersucht. Kapitel 4 untersucht die Liouville-Dynamik
von elektrischen Oszillatoren und deren deterministische Eﬀekte. Eine Zusammenfassung und ein Aus-
blick ist in Kapitel 5 gegeben. Anhang A deﬁniert die in dieser Arbeit genutzten Begriﬀe wie Zentrums-
und Integralmannigfaltigkeiten. Anhang B deﬁniert wichtige Begriﬀe für stochastische Systeme. Anhang
C zeigt eine neue analytische Lösungsmethode für ein Van der Pol-System, welches in dieser Arbeit zur
Berechnung der Liouville-Dynamik im Hintergrund seine Anwendung fand.
Bewegungsgleichungen zu elektrischen Schaltungen sind im Allgemeinen diﬀerential-algebraische Glei-
chungen (1.37) (DAEs). Ist das Gleichungssystem regulär, gehen die Bewegungsgleichungen in gewöhn-
liche Diﬀerentialgleichungen (1.38) (ODEs) über. Der Langevin-Ansatz führt zu stochastischen Diﬀeren-
tialgleichungen (1.39) (SDEs), zu denen eine äquivalente Fokker-Planck-Gleichung (1.41) existiert. Der
in dieser Arbeit gedankliche Weg, geht über die Fokker-Planck-Gleichung zurück zur Liouville-Gleichung
(1.40) bzw. ist als Kramers-Moyal-Entwicklung der 1. Ordnung eines stochastischen Systems zu betrach-
ten (siehe Abb. 1.7).
Die Abschnitte dieser Arbeit sind stark miteinander verwoben. Es werden Grundlagen aus verschiede-
nen Bereichen der Physik und Elektrotechnik zu einem Gesamtwerk der Liouville-Dynamik, immer im
Hinblick auf die verwandte Literatur, verknüpft. Inhaltliche Ergänzungen oder Abänderungen zu den
Grundlagen über dynamische Systeme werden in Propositionen hervorgehoben.
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Ein dynamisches System wird im Rahmen dieser Arbeit als ein mathematisches Modell deﬁniert, das den
Verlauf eines physikalischen Prozesses in Abhängigkeit der Zeit beschreibt und nach einer fest deﬁnierten
mathematischen Regel entwickelt. Die Zeit ist eine homogene Größe, d.h., der physikalische Prozess ist
unabhängig von seiner Startzeit (auch Anfangszeit) und ein mehrmaliges Ausführen desselben Prozesses
zu gleichen Anfangsbedingungen führt stets zum selben Ergebnis, einem sogenannten Zustand. Folglich
existiert zu jedem Zeitpunkt genau ein Zustand der sich neben anderen Zuständen in einem Zustandsraum
(auch Phasenraum) beﬁndet. Die mathematische Regel, meist in Form von Diﬀerentialgleichungen, gibt
für alle Zustände im Zustandsraum den weiteren Verlauf vor, sodass für ein Zeitintervall ausschließlich
ein Folgezustand aus einem Anfangszustand folgt. Dieser Zustandsraum ist für die in dieser Arbeit
diskutierten Beispiele der euklidische Raum Rn. Nichtsdestotrotz kann der Zustandsraum auch eine oﬀene
Teilmenge von Rn oder ein Raum mit einer gänzlich anderen Topologie sein, sodass alle Herleitungen im
Folgenden von einem allgemeineren Raum ausgehen.
Die Deﬁnition eines dynamischen Systems lässt sich zum einen in einer geometrisch motivierten Inter-
pretation nach den Arbeiten von Poincaré aus dem Jahre 1890 verstehen, in denen auch der Poincaré-
sche Wiederkehrsatz veröﬀentlicht wurde [7]. Zum anderen lassen sich dynamische Systeme maßtheore-
tisch mittels der durch Birkhoff 1927 begründeten Ergodentheorie [25] deﬁnieren.
Im Folgenden wird das für diese Arbeit notwendige mathematische Werkzeug für dynamische Systeme
im geometrische Sinne kompakt deﬁniert und erläutert.
2.1. Phasenraum, Integralkurven und Orbits
Geometrisch handelt es sich bei einem dynamischen System um einen Phasenﬂuss, d.h., die zur Anfangs-
zeit fest deﬁnierten Zustände im Phasenraum werden unter der Einwirkung eines Flusses transportiert.
Dazu sei M eine n-dimensionale, k-diﬀerenzierbare, riemannsche Mannigfaltigkeit mit n, k > 0, die den
Phasen- bzw. Zustandsraum widerspiegelt, d.h. einem Raum, der lokal wie der euklidische Raum aus-
sieht, auf dem notwendige Konzepte der Diﬀerentialrechnung übertragen werden können und auf dem
Abstände deﬁniert sind. Weiterhin sei x ∈ M ein Zustand des Phasenraums M , T ⊆ R ein Zeitintervall
und γ : T → M eine diﬀerenzierbare Kurve für die gilt, dass γ(t0) = x ist. Dann heißt γ˙ = dγ/dt|t=t0
mit t, t0 ∈ T Tangentialvektor . Die Menge aller Tangentialvektoren bezüglich des Zustands x bilden
den Tangentialraum TxM . Die disjunkte Vereinigung aller Tangentialräume bilden das Tangentialbün-
del TM . Ein Ck-Vektorfeld f : M → TM , wobei Ck die Menge der stetig-diﬀerenzierbaren Funktionen
entspricht, ordnet demzufolge jedem Zustand x im Phasenraum M einen Vektor f(x) ∈ TxM zu, sofern
die Verknüpfung der natürlichen Projektion π : TM →M mit dem Vektorfeld zur Identität π ◦ f = idM
führt (siehe Abb. 2.1).
Eine Kurve γ, die sich aus der Integration aller Tangentialvektoren γ˙ entlang des Vektorfeldes f ergibt,
heißt Integralkurve. Eine durch den Zustand x laufende Integralkurve γx : Tx →M heißt maximal, falls
für jede andere Integralkurve γ gilt, dass T ⊂ Tx und γx(t) = γ(t) für alle t ∈ T ist. Demnach sind
über ganz R deﬁnierte Integralkurven immer maximal und zwei maximale Integralkurven γx und γˆx
die denselben Zustand beinhalten identisch, d.h. γx ≡ γˆx. Folglich ist eine maximale Integralkurve
γx, die durch den Zustand xˆ 6= x verläuft, identisch zur Integralkurve γxˆ bzw. γˆxˆ. Falls s ∈ M ein
singulärer Punkt des Vektorfeldes f ist, so ist die konstante Abbildung x 7→ s eine maximale Integralkurve
und demnach konstant (stationär). D.h. im Umkehrschluss, dass jede nicht-konstante Integralkurve alle
Singularitäten umgeht und damit nicht-verschwindende Ableitungen zu jedem Zustand besitzt. Weiterhin
gilt für einen kompakten Raum K ⊂ M , dass ein τ ∈ T existiert, für das eine maximale Integralkurve
das Kompaktum verlässt, d.h. γ /∈ K für alle t ≥ τ . Nur eine solche Integralkurve kann auf ein endliches
Zeitintervall beschränkt sein.
Zusammenfassend lassen sich so drei Typen von Integralkurven deﬁnieren: (i) γ ist konstant und
T = R, (ii) γ ist injektiv und regulär, d.h. es gilt γ˙ 6= 0 im gesamten Deﬁnitionsgebiet T ⊆ R oder (iii)
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M π : TM →M







Abb. 2.1.: Beispiel einer Mannigfaltigkeit mit ihren angehefteten Räumen. Die Mannigfaltigkeit ist hier
eine 2-SphäreM = S2. Zu jedem Zustand x auf der Sphäre existiert ein Tangentialraum TxM ,
in dem alle Tangentialvektoren bezüglich x existieren. Die disjunkte Vereinigung aller Tangen-
tialräume ergibt das Tangentialbündel TM (hier nur qualitativ dargestellt). Ein Vektorfeld
f ist dementsprechend die Abbildung aus der Mannigfaltigkeit in das Tangentialbündel. Die
umgekehrte Abbildung entspricht der natürlichen Projektion π.
γ ist auf T = R periodisch, injektiv und regulär, sodass eine Periodendauer T ∈ R existiert für die gilt
γ(t1) = γ(t2) ⇔ |t2 − t1| = nT mit n ∈ N und t1, t2 ∈ T. Eine periodische Integralkurve ist demnach
ein Spezialfall des zweiten Typs und innerhalb eines Kompaktums K ⊂ M beschränkt, wenngleich sich
keine Aussage über das Rückkehrverhalten einer nicht-periodischen Integralkurve machen lässt, da diese
ihrem Anfangswert beliebig nah kommen kann.
Sei W eine oﬀene Teilmenge der disjunkten Vereinigung aller Zustände x auf der Mannigfaltigkeit M




{x} × Tx ⊆M × R, (2.1)
so ist die Ck-Abbildung Φ: W → M für k > 0 der (maximale) Fluss und es gilt Φ(x, t) = γx(t). Der
Fluss ist also die Gesamtheit aller maximalen Integralkurven. Zwei unterschiedliche Zustände x und xˆ
müssen demnach nicht mehr Zustände einer einzigen Integralkurve sein. Ist das Zeitintervall T eine echte
Teilmenge des R, so handelt es sich dabei um einen lokalen Fluss. Für den Fall T = R ist der Fluss
global. Jeder Fluss hat zwei wesentliche Eigenschaften: (i) Es gilt die Identitätseigenschaft Φ(x, 0) = x
und somit auch 0 ∈ Tx und (ii) Φ gehorcht der Halbgruppeneigenschaft Φ(Φ(x, t1), t2) = Φ(x, t1+ t2) mit
t1, t2 ∈ T.
Die Schar von Abbildungen h : N × T → M ist eine Familie von maximalen Integralkurven und wird
Lösung bezüglich der Untermannigfaltigkeit N ⊆ M genannt, sodass die Gesamtheit aller Lösungen
den Fluss auf N bilden. Die Zustände dieser Untermannigfaltigkeit N heißen Anfangswerte x0 ∈ N .
Anfangswerte zeichnen sich dadurch aus, dass eine Anfangszeit t0 ∈ T existiert, für die gilt x0 = h(x0, t0).
Die Bildmenge dieser Lösungen O(x0) = {h(x0, t)|t ∈ Tx0} werden Orbits oder Trajektorien genannt
[181]. Die Darstellung dieser Orbits für verschiedene Anfangswerte x0 bilden das Phasenportrait des
PhasenraumsM . Der positive Halborbit ist O+(x0) = {h(x0, t)|t ∈ Tx0∩R+} und der negative Halborbit
bzw. der Rückwärtsorbit ist O−(x0) = {h(x0, t)|− t ∈ Tx0 ∩R+}. Ein Orbit der nur aus dem Zustand x0
besteht, wird konstanter Orbit genannt bzw. Fixobjekt der Dimension null [167, 84]. Konstante Orbits sind
demzufolge die Bildmenge eines Gleichgewichtspunktes x˜. Ein nicht-konstanter Orbit heißt geschlossen
oder periodisch, falls ein T ∈ Tx0 existiert, sodass h(x0, t) = h(x0, t+T ) für alle x0 ∈ O(x0). Ein solcher
Orbit ist ein Fixobjekt n-ter Dimension und topologisch homöomorph zu einem n-Torus.
20
2.2. Gewöhnliche Diﬀerentialgleichungen
Ist O(x) ein Orbit, so heißt ein Zustand y ∈M ω-Limespunkt des Orbits, falls eine Folge (tn)n∈N exis-
tiert, sodass limn→∞ tn =∞ und limn→∞ Φ(x, tn) = y. Die Menge dieser Zustände heißt ω-Limesmenge
ω(x) = {y ∈M | ∃(tn)n∈N, tn ∈ T, tn →∞,Φ(x, tn)→ y für n→∞}. (2.2)
Für tn → −∞ heißt diese Menge, in umgekehrter Analogie zu (2.2), α-Limesmenge des Orbits O(x)
α(x) = {y ∈M | ∃(tn)n∈N, tn ∈ T, tn → −∞,Φ(x, tn)→ y für n→∞}. (2.3)
Ist A ⊂ M eine echte Teilmenge des Phasenraums, dann heißt diese Menge invariant unter dem
Fluss Φ, falls für jedes a ∈ A und t ≥ t0 ∈ T gilt, dass Φ(a, t) ∈ A. Gilt diese Invarianz auch unter
Zeitumkehrung bezüglich der Anfangszeit, d.h. auch für t < t0, so heißt A streng invariant bezüglich Φ.
Limesmengen sind daher stets invariant unter dem Phasenﬂuss.
Ist U die Umgebung eines Zustands x ∈ M , sodass ein τ > t0 existiert, für das (∪u∈U{Φ(u, t)}) ∩
U = ∅ für alle t > T gilt, dann ist x ein wandernder Zustand. Ist diese Eigenschaft nicht erfüllt, so
ist x ein nicht-wandernder Zustand. Die Menge aller nicht-wandernden Zustände besteht daher aus
allen Gleichgewichtspunkten, geschlossenen Orbits und anderen ω-Limespunkten und ist invariant sowie
abgeschlossen [167].
Die Metrik , die den Abstand zweier Zustände x,y ∈M misst, ist für riemannsche Mannigfaltigkeiten
im allgemeinen nicht der euklidische Abstand. Die Metrik d: M ×M → R+ ergibt sich stattdessen über
ein Längenfunktional. Dazu sei gp : TpM × TpM → R+ mit p ∈ M eine positiv deﬁnite, symmetrische





das Längenfunktional, dann ist mit d(x,y) = inf{L[γ] | T = [t1, t2],γ(t1) = x,γ(t2) = y} eine Metrik auf
M gegeben. Darüber hinaus sei der Abstand zwischen einem Zustand x ∈ M und einer Menge A ⊆ M
gegeben mit dist(x, A) = infa∈A{d(x,a)}.
Die bisherigen Deﬁnitionen und Strukturen erlauben nun die Deﬁnition eines dynamischen Systems.
Definition (Dynamisches System (geometrisch)) Das Tripel (T,M,Φ) mit dem Zeitintervall T, der Man-
nigfaltigkeit M und dem Fluss Φ bildet ein dynamisches System im geometrischen Sinne.
Bei dem Zeitintervall T handelt es sich in aller Regel um Intervalle des R, innerhalb der sich für die
physikalische Fragestellung interessante Dynamik abspielt, beispielsweise derart, dass T = [t0,∞) ⊂ R
gilt. D.h. eine echte Teilmenge des R ist in vielen Fällen eine restriktive Einschränkung, da die Dyna-
mik oft für ganz R gültig ist. Auch ist eine Unterscheidung zwischen diskreten und kontinuierlichen
Zeitentwicklungen möglich, allerdings beschränkt sich diese Arbeit auf den kontinuierlichen Fall.
2.2. Gewöhnliche Diﬀerentialgleichungen
Während zeitdiskrete dynamische Systeme fest aufeinanderfolgenden Zeitsprüngen unterliegen, werden
kontinuierliche dynamische Systeme in dieser Arbeit mit autonomen gewöhnlichen Diﬀerentialgleichungen
beschrieben.
Definition (Gewöhnliche Diﬀerentialgleichung) Sei t ∈ T eine unabhängige Variable sowie die Elemente
des Vektors x = (x1, . . . , xn) ∈ M abhängige Variablen mit der Lösung h : N × T → M auf der dif-
ferenzierbaren bzw. Riemannschen Mannigfaltigkeit M , sodass x = h(x0, t) ≡ Φtx0. Sei f : M → TM
ein n-dimensionales Ck-Vektorfeld. Das System x˙ = f(x) heißt n-dimensionale, autonome, explizite,
gewöhnliche Diﬀerentialgleichung erster Ordnung mit x0 ∈ N ⊆M als Anfangswert.
Dabei sei angemerkt, dass jede explizite gewöhnliche Diﬀerentialgleichung n-ter Ordnung sich in ein
System von gewöhnlichen Diﬀerentialgleichungen erster Ordnung umwandeln lässt. Insbesondere kann
auch ein nicht-autonomes System der Form x˙ = f(x, t) mit Lösungskurven des erweiterten Phasenraums






























Abb. 2.2.: Beispiel eines dynamischen Systems. Der Phasenraum ist eine riemannsche Mannigfaltigkeit
M . Der Fluss zeigt ein sehr komplexes Verhalten. So existiert eine Singularität s, ein Gleich-
gewichtspunkt x˜ und ein Attraktor A mit seinen beiden Bassins Bi und Ba.
Ω =M×T in ein (n+1)-dimensionales System erster Ordnung umgewandelt werden. Dies folgt sofort aus
der geometrischen Betrachtung der expliziten Zeitabhängigkeit des Vektorfeldes eine eigene Raumrichtung
zuzuweisen [178].
Die Divergenz (lat. „divergere“ für auseinanderstreben) eines Vektorfeldes f ist ein Skalarfeld C0, das für
jeden Zustandsvektor x angibt, wie sehr die Zustandsvektoren in seiner Umgebung auseinanderstreben.
Definition (Divergenz eines Vektorfeldes) Sei ∇ der Nabla-Operator, dessen Komponenten die partiellen
Ableitungsoperatoren des jeweiligen Koordinatensystems sind. Die Divergenz eines Vektorfeld f ist das
Skalarfeld des Skalarprodukts
∇f ≡ div(f). (2.5)
div ist das Operatorsymbol der Divergenz. Gilt div(f) = 0, so heißt das Skalarfeld divergenzfrei bzw.
quellenfrei. Gilt div(f) = g(x) mit g ∈ C1 und x ∈M , so heißt das Skalarfeld zustandsabhängig.
Nichtlineare gewöhnliche Diﬀerentialgleichungen sind in den wenigsten Fällen analytisch lösbar; ins-
besondere solche, die geschlossene Orbits enthalten. So können Lösungen gefunden werden, die nur auf
bestimmte Untermengen des Phasenraums beschränkt sind.
Die Anfangszeit kann ohne Beschränkung der Allgemeinheit zu t0 = 0 gesetzt werden, denn wenn
h(x0, t) eine Lösung der Diﬀerentialgleichung ist, so ist auch h(x0, t + τ) mit τ = const eine Lösung.
Diese bereits o.g. Homogenität der Zeit folgt aus der Halbgruppeneigenschaft des Flusses.
Die Existenz einer Lösung wird im wesentlichen durch zwei Sätze mit jeweils unterschiedlichen Voraus-
setzungen sichergestellt. Nach dem Satz von Peano folgt, dass zu einem stetigen Vektorfeld aus einem
Anfangswertproblem mindestens eine lokale Lösung existiert, während der Satz von Picard-Lindelöf unter
der Voraussetzung der Lipschitz-Stetigkeit zudem auch die Einzigartigkeit dieser Lösung beweist.
Satz (Satz von Picard-Lindelöﬀ) Sei f :M → TM ein n-dimensionales Ck-Vektorfeld auf einer riemann-
schen Mannigfaltigkeit M mit k > 0, so existiert zu dem Anfangswertproblem mit den Anfangswerten
x0 ∈ N und der Anfangszeit t0 ∈ T ein ǫ > 0 und eine oﬀene Umgebung U ⊂ N um x0, sodass eine
eindeutige Lösung h : N × [t0 − ǫ, t0 + ǫ]→ U mit x0 = h(x0, t0) und N ⊆M existiert.
Da Ck-Vektorfelder auf diﬀerenzierbaren Mannigfaltigkeiten immer Lipschitz-Stetig sind, ist die Frage
der Eindeutigkeit einer Lösung bereits geklärt, nicht aber die Fortsetzbarkeit einer Lösung für alle Zeiten.
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Abb. 2.3.: Darstellung eines geschlossenen Orbits ω (Attraktor) um seinem instabilen Gleichgewichts-
punkt x˜ mit einem begleitenden Dreibein. Die Integralmannigfaltigkeit I ist das lokale Ein-
zugsgebiet.
Eine Fortsetzung eines Anfangswertproblems ist gegeben, wenn die Lösung h : N × T → M auf ein
Zeitintervall T˜ ⊃ T erweiterbar ist, sodass h˜ : N × T˜ → M und h˜|T ≡ h gilt. Demgemäß handelt es
sich bei einer maximalen Fortsetzung, d.h. einer nicht-fortsetzbaren Lösung, um eine maximale Integral-
kurve. Im Folgenden sei daher T = [t0, t+) das maximale Zeitintervall, dann existieren drei mögliche
Unterscheidungen von t+: (i) Die Lösung h(x0, t) existiert für alle Zeiten, sodass t+ =∞, (ii) die Lösung
explodiert nach endlicher Zeit t+ < ∞, sodass limt→t+ ‖h(x0, t)‖ = ∞ oder (iii) die Lösung kollabiert
nach endlicher Zeit t+ <∞ und kommt dem Rand des erweiterten Phasenraums Ω beliebig nah, sodass
limt→t+ dist ((h(x0, t), t), ∂Ω) = 0.
2.3. Attraktoren und Einzugsgebiete
Ist A ⊂M eine kompakte invariante Menge bezüglich Φ, so heißt diese Menge anziehend oder Attraktor
(lat. „ad trahere“ für „zu sich hin ziehen“), falls eine Umgebung U von A existiert, für die der Abstand
zwischen A und jedem unter der Einwirkung des Phasenﬂusses stehenden Zustands x ∈ V einer Menge
V ⊂ U mit positivem Lebesque-Maß für t → ∞ gegen null geht, d.h. limt→∞ dist(Φ(x, t), A) = 0 [167].
Gilt hingegen limt→−∞ dist(Φ(x, t), A) = 0 so heißt A abweisend oder Repellor . Ein Einzugsgebiet bzw.
Auszugsgebiet von A ist eine oﬀene Menge B ⊂ U , welche alle Zustände x ∈ M enthält die unter dem
Phasenﬂuss für t → ∞ bzw. t → −∞ der Menge A beliebig nah kommen und wegzusammenhängend
sind. B wird auch als Bassin bezeichnet [84]. Es muss nicht zwingend zu jedem Attraktor oder Repellor
genau ein Bassin existieren. So besitzt jeder anziehende geschlossene Orbit eines 2-dimensionalen Systems,
der einen instabilen Gleichgewichtspunkt umschließt, zwei Einzugsgebiete2, ein Inneres und ein Äußeres,
während das innere Einzugsgebiet äquivalent mit dem Auszugsgebiet des Gleichgewichtspunktes ist (siehe
Abb. 2.2).
Proposition (Einzugs- und Auszugsgebiete) Attraktoren sind einem oder mehreren Einzugsgebieten zu-
gehörig zu denen die Attraktorenmenge disjunkt ist. In Analogie sind Repelloren einem oder mehreren
Auszugsgebieten zugehörig, zu denen die Repellorenmenge disjunkt ist. Das Einzugsgebiet eines Attraktors
kann das Auszugsgebiet eines Repellors sein und umgekehrt.
2Diese Deﬁnition des Einzugsgebiets unterscheidet sich von den üblichen Deﬁnitionen in der Literatur, die beispielsweise




Ist γ : T→M eine Integralkurve, so kann nach den frenetschen Formeln eine Orthonormalbasis gefunden
werden, die das lokale Verhalten der Integralkurve beschreibt. Statt die Integralkurve über die Zeit t ∈ T





die Bogenlängenfunktion S : T→ R+ mit der Umkehrabbildung t = S−1(s). Dann ist γ˜(s) = γ(S−1(s))








dabei ist mit γ˜′ die Ableitung nach s ∈ T˜ und mit γ˙ die Ableitung nach t ∈ T gemeint. Folglich ist
γ˜
′(s) ein Einheitsvektor, sodass T(s) = γ˜′(s) im 2 und 3-dimensionalen euklidischen Raum Einheits-
tangentenvektor bzw. im Folgenden nur Tangentenvektor genannt wird. Dieser Vektor zeigt in die selbe
Richtung wie der Geschwindigkeitsvektor γ˙(t). Eine weitere Ableitung nach der Bogenlänge ergibt den
Hauptnormalenvektor N(s) = γ˜′′(s)/‖γ˜′′(s)‖ der wiederum in die selbe Richtung wie der Beschleuni-
gungsvektor γ¨(t) zeigt. κ(s) = ‖γ˜′′(s)‖ heißt Krümmung der Integralkurve an der Bogenlänge s. Dessen
Kehrwert entspricht dem Radius eines Kreises, dessen Krümmung lokal der Krümmung der Integralkurve
entspricht. Der Mittelpunkt des Kreises steht dabei auf dem Punkt γ˜(s)+N(s)/κ(s). Das Kreuzprodukt
aus Tangential- und Hauptnormalenvektor entspricht dem Binormalenvektor B(s) = T(s) ×N(s). Auf
weitere Deﬁnitionen für höher-dimensionale Systeme soll an dieser Stelle verzichtet werden. Zusammen
bilden diese Vektoren das begleitende Dreibein einer Integralkurve (siehe Abb. 2.3).
Weiterführende Literatur
— Arnold et al. „Dynamical Systems III: Mathematical Aspects of Classical and Celestial Mechanics“ [176]
— Lasota und Mackey. „Chaos, Fractals, and Noise: Stochastic Aspects of Dynamics“ [164]
— Reitmann „Reguläre und chaotische Dynamik“ [167]
— Stoop und Steeb „Berechenbares Chaos in dynamischen Systemen“ [84]




Im Sprachgebrauch der dynamischen Systeme ist Determinismus (lat. „determinare“ für „bestimmen“)
eine Eigenschaft derjenigen Systeme, die durch ihre Anfangswerte für alle Zeiten bestimmt sind (Repro-
duzierbarkeit). Dies wäre aber nur eine andere Lesart des Satzes von Picard-Lindelöﬀ. Denn wenn von
allen Zeiten gesprochen wird, dann muss sowohl die Vergangenheit als auch die Zukunft bezüglich der
Anfangszeit teil dessen sein, was mit determiniert gemeint ist. Allerdings fallen Limesmengen aus diesem
Schema. Ist ein Anfangswert ein Element einer Limesmenge, so sind alle zukünftigen und vergangenen
Bilder der entsprechenden Lösung Elemente des geschlossenen Orbits. Demgegenüber stehen jedoch alle
denkbaren Anfangswerte außerhalb des Orbits, die je nach Art der invarianten Menge (Attraktor oder
Repellor) vorwärts oder rückwärts mit der Zeit t→∞ einlaufen und von da an für alle Zeiten in dieser
invarianten Menge gefangen sind.
Die klassische Thermodynamik kennt aufgrund dessen eine weitere Spielart. Sie betrachtet Determinis-
mus als diejenige Eigenschaft die es zwar prinzipiell ermöglicht jeden beliebigen Zustand eines Systems
zu berechnen, muss jedoch aufgrund der Undurchführbarkeit darauf verzichten, da nie alle notwendigen
Anfangswerte bekannt sind und nutzt stattdessen die probabilistische Annahme, dass das statistische
Mittel einer Vielzahl von Realisierungen desselben Systems identisch zu einem zeitgemittelten System
ist, dessen Anfangswerte bekannt waren und hinreichend lange im thermischen Gleichgewicht bestanden
(Ergodenhypothese). Diese Annahme gleicht jedoch der Annahme die MacDonald 1953 für stochas-
tische Systeme traf [40]. Es stellt sich daher zwangsläuﬁg die philosophische Frage, ob es prinzipiell in
der Physik unmöglich ist Ereignisse beliebig genau vorherzusagen und zwar entweder aufgrund der Un-
bekanntheit aller Anfangswerte oder aufgrund unzulänglicher Theorien. Mögliche Intepretation dieses
Problems wurden insbesondere durch die indeterministische Quantenmechanik formuliert: (i) Kopenha-
gener Interpretation, (ii) Viele-Welten-Interpretation sowie (iii) die De-Broglie-Bohm-Interpretation zu
der auch die Thermodynamik gehört, da die Ergodenhypothese ein Teil dieser Interpretation ist.
3.1. Hamilton-Systeme
Die Hamilton-Mechanik erlaubt es die Bewegung im Phasenraum derjenigen Klasse von konservativen,
d.h. energieerhaltenden, physikalischen Systemen zu beschreiben, welche dem hamiltonschen Wirkungs-
prinzip unterliegen. Die involvierten Teilchen oder Felder nehmen diesem Prinzip zu Folge einen extre-
malen Wert einer zugehörigen physikalischen Größe an. Der erweiterte Phasenraum Ω setzt sich aus
dem euklidischen Vektorraum R2n, bezüglich der verallgemeinerten Koordinaten q und Impulsen p so-
wie dem Zeitintervall T ⊆ R, zusammen. Ein Zustand im Phasenraum entspricht dabei dem Tupel
x = (q,p)⊺ ∈ R2n. Jedes Hamilton-System ist ein dynamisches System (T,R2n,ΦH) mit dem hamilton-
schen Fluss ΦH, welches über eine skalare Funktion H : Ω = R2n × T → R, der sogenannten Hamilton-
Funktion, vollständig beschrieben ist.
Satz (Energiefunktion) Lässt sich die Hamilton-Funktion in Funktionen, die ausschließlich von ihren zu-
gehörigen Variablen abhängen, additiv separieren und ist das dynamische System autonom, dann spiegelt
das Bild von H die Energie E des Systems mit n Freiheitsgraden wieder (hinreichendes Kriterium). Die
separierten Funktionen heißen Energiefunktionen.
Beispiele für eine solche Energiefunktion ist die kinetische Energie T (p), die ausschließlich von den
jeweiligen Impulsen p abhängt. Weitere Energiefunktionen sind die potentielle Energie V (q) (abhängig
vom Ort q), elektrische Energie (abhängig von Ladungen) oder magnetische Energie (abhängig von
magnetischen Flüssen). D.h., ist H(q,p) = T (p) + V (q) so gilt H = E.
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Die Bewegungsgleichungen werden durch Variationsrechnung unter dem hamiltonschen Wirkungsprin-




und p˙ = −∂H
∂q
. (3.1)
Es handelt sich dabei um einen Satz gewöhnlicher Diﬀerentialgleichungen erster Ordnung, zu deren
Lösungen h : N × T im Falle des o.g. Satzes über Energiefunktionen sich für jede Energie E Energieni-
veaumengen2 E = {h(x0, t)|H(h) = E} deﬁnieren lassen [190]. Die Energie E = const wird durch die
Anfangswerte x0 ∈ N ⊆ R2n festgelegt.
















welcher Poisson-Klammer genannt wird und mit diesem der Phasenraum eine symplektische Mannigfal-








Satz (Erhaltungsgröße) Eine Funktion f : Ω → R ist eine Erhaltungsgröße, falls die partielle zeitliche
Ableitung von f in Summe mit der Poisson-Klammer bezüglich der Hamilton-Funktion H null wird, d.h.
falls ∂f/∂t+ {f,H} = 0 [187].
Sind f und g Erhaltungsgrößen, so sind auch alle Linearkombinationen Erhaltungsgrößen. Insbesondere
ist dann auch die Poisson-Klammer {f, g} eine (unabhängige) Erhaltungsgröße. Als Beispiel dient die
Drehimpulserhaltung. Sind die Drehimpulse in zwei Raumrichtungen erhalten, so ist auch die dritte
Raumkomponente des Drehimpulses, die sich aus der Poisson-Klammer ergibt, erhalten. Verschwindet die
Poisson-Klammer zwischen zwei Phasenraumfunktionen, d.h. gilt {f, g} = 0, so stehen diese in Involution,
einer selbstinversen Abbildung, zueinander [187].
Ein notwendiges Kriterium stellt die Inkompressibilitätsbedingung dar. Diese Bedingung fordert, dass
ein Vektorfeld f : R2n → R2n aus den rechten Seiten von (3.1) divergenzfrei ist, sodass folgt
div(f) = 0. (3.4)
3.1.1. Satz von Liouville
Sei N ⊆M eine beliebige Teilmenge des Phasenraums. Unter der Wirkung von ΦH werden alle Zustände
(q,p) ∈ N gemäß den Bewegungsgleichungen (3.1) längs ihrer Bahnen transportiert. Für jeden Zeitschritt
t ∈ T existieren somit neue Teilmengen Nt des Phasenraums, die transportierte Zustände enthält. Die
Menge N sei daher o.B.d.A. die Anfangsmenge, deren Elemente die Anfangswerte (q0,p0) sind, sodass





J(q0,p0, t) dq0dp0 (3.5)
mit J(q0,p0, t) = det(∂h/∂(q0,p0)) als Jacobi-Determinante zur Umkehrtransformation
dqdp = J(q0,p0, t) dq0dp0. (3.6)
Aus der Inkompressibilitätsbedingung (3.4) folgt somit, dass das Phasenraumvolumen für Hamiltonsys-
teme für alle Zeiten erhalten bleibt, d.h. es ist inkompressibel und es gilt V˙ = 0. Insbesondere ist J˙ = 0
1Es ist in der Literatur üblich, die Argumente von Funktion, die der Hamilton-Mechanik nahe stehen, wegzulassen. Diese
Ungenauigkeit provoziert jedoch die Nichtunterscheidung zwischen einer Funktion und ihrem Bild. Es ist dem Leser
überlassen, die korrekte Unterscheidung zu erkennen.
2In der Einleitung wurde von dem Synonym Energieschalen gesprochen.
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identisch mit der Inkompressibilitätsbedingung (für den Beweis siehe auch (3.42) und (3.56) oder siehe
[187]). Das bedeutet, dass eine Erhöhung aller kanonischen Impulse eine Komprimierung der Ortsvaria-
blen zur Folge hat und eine Verringerung aller Impulse zu einer Expansion der Ortsvariablen führt.
Satz (Satz von Liouville) Ist (T,M,ΦH) ein Hamilton-System, dann bleibt jedes Phasenraumvolumen
einer Teilmenge N des Phasenraums M unter seiner Zeitentwicklung ΦHtN erhalten.
Sei p : Ω → R+ eine Dichteverteilung, genannt Phasenraumdichte, die die Aufenthaltswahrscheinlich-
keiten eines Ensembles von gleichartigen Teilchen wiedergibt, dann ist diese Dichte nach dem Satz von




+ {p,H} bzw. 0 = ∂p
∂t
+ f grad(p). (3.7)
Ist p0(q,p) = p(q,p, t0) die Anfangsverteilung, so beschreibt die Liouville-Gleichung die zeitliche Ent-
wicklung dieser Phasenraumdichte für ein Hamilton-System und ist als Kontinuitätsgleichung zu ver-
stehen. In der Literatur wird häuﬁg die Liouville-Gleichung über die Deﬁnition des Liouville-Operators
Lˆ = {·, H} formell umgeschrieben zu ∂p/∂t = −Lˆp. Der Liouville-Operator wird auch Poisson-Operator
genannt [184] und ist anti-hermitesch für divergenzfreie Systeme. Da die Eigenwerte des Liouville-Ope-
rators für Hamilton-Systeme folglich reell sind, können nur Oszillationen jedoch keine Relaxationseﬀekte
beschrieben werden. Die Lösungen dieser Liouville-Gleichung sind stationär.
Der Satz von Liouville ﬁndet insbesondere bei dem poincaréschen Wiederkehrsatz Anwendung [190]
und ist Voraussetzung für die BBGKY-Hierarchie, einer Integrodiﬀerentialgleichungskette für Phasen-
raumdichten die aus der Liouville-Gleichung stammt [60]. Der genaue Zusammenhang der Mengen M
und N wird im Abschnitt 3.7 detailliert behandelt. Ein diﬀerentialgeometrischer Beweis für den Satz von
Liouville ﬁndet sich in [187] und in den Arbeiten von Steeb [79, 80].
Proposition (Konservative Systeme) Nicht jede Hamilton-Funktion entspricht einer Energiefunktion,
allerdings ist ein konservatives System dessen energetische Reservoire (Energiefunktionen) nicht gekoppelt
sind stets ein Hamilton-System (hinreichendes Kriterium). Die Divergenzfreiheit des Vektorfeldes ist
hingegen ein notwendiges Kriterium für Hamilton-Systeme jedoch nicht hinreichend wie Gegenbeispiele
zeigen (z.B. in Abschnitt 4.2.4).
3.1.2. Kanonisch-dissipative Systeme
Dissipation (lat. „dissipatio“ für „Zerstreuung“) wird je nach Teilgebiet der Physik unterschiedlich deﬁ-
niert. So ist Dissipation in thermodynamischen Systemen meist gleichbedeutend mit dem Anstieg der
thermodynamischen Entropie [220], und zwar auch für isolierte, energieerhaltende Systeme [186]. Ge-
genbeispiele ﬁnden sich bei Klages [132]. Dissipation und Energieerhaltung stehen demzufolge nicht
zwangsläuﬁg in einem Widerspruch. Die Entropie ist für dynamische Systeme nur in einigen Fällen
deﬁnierbar [228] (siehe auch Abschnitt 3.10 zur dynamischen Entropie). Daher wird Dissipation in dy-
namischen Systemen unter anderem durch den Begriﬀ der absorbierenden Mengen [167] oder über das
zeitliche Mittel der Divergenz eines Vektorfeldes beschrieben [84].
Definition (Dissipation (Dynamische Systeme)) Dissipation in dynamischen Systemen entspricht einer
Kontraktion eines Phasenraumvolumens.
Eine hamiltonsche Beschreibung von dissipativen Systemen ist aufgrund des Satzes von Liouville wi-
dersprüchlich, sodass es einer Anpassung der Mannigfaltigkeit, die den Phasenraum deﬁniert und einer
Anpassung der Bewegungsgleichungen sowie insbesondere der Abkehr vom Gedanken eines inkompressi-
blen Phasenraumvolumens bedarf. Letzteres ohne vorauszusetzen, dass Dissipation zur Kompression von
Phasenraumvolumen führt. Der Phasenraum von nicht-konservativen Systemen kann beispielsweise mit
der Kontaktgeometrie (dem Gegenstück der symplektischen Mannigfaltigkeit, siehe dazu Abschnitt 3.8
über Maßtheorie sowie [196]) oder mit einer metriplektischen Geometrie [186] ausgestattet sein.
Als ein mögliches Beispiel für die Anpassung der Bewegungsgleichungen werden im Folgenden ka-
nonisch-dissipative Systeme behandelt, dessen Benennung kanonisch-dissipativ sich noch als ungünstig
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herausstellen wird. Dies sind dynamische Systeme, die die kanonischen Bewegungsgleichungen der Hamil-









Dabei ist die Dissipationsfunktion g eine reellwertige Funktion, die ausschließlich von den Invarianten des
hamiltonschen Flusses ΦH abhängt. Eine Erweiterung beider Gleichungen wäre ebenso denkbar. Diese
Idee geht auf Haken [215] und Graham [224] zurück. Da diese Systeme nicht weiter energieerhaltend











dass in den Unterräumen des Phasenraums für die g(H) positiv ist und falls H eine Energiefunktion
darstellt, Energie dissipiert wird, während für den Fall, dass g(H) negativ ist, Energie akkumuliert (lat.
„accumulare“ für „anhäufen“) wird. Existiert für eine beliebige Dissipationsfunktion eine Nullstelle zu
einer Energie E0, d.h. g(E0) = 0, so wird die Energie für Zustände mit den Anfangsbedingungen E > E0
solange dissipiert, bis das Energieniveau E = E0 erreicht ist, während umgekehrt für Anfangsbedingungen
E < E0 entsprechend Energie akkumuliert wird. Demnach wirkt dieses Energieniveau als ein Attraktor.
Existieren mehrere solcher Nullstellen so muss die gesamte Dynamik des Systems betrachtet werden.
Diejenige Energie zu der sowohl eine Nullstelle der Dissipationsfunktion existiert als auch Minimal ist,
wird Grundzustand des Systems genannt. Für Anfangsbedingungen E = E0 verbleibt das System auf
dem Energieniveau.
Daraus geht hervor, dass Attraktoren kanonisch-dissipativer Systeme keinen Energieaustausch zulassen
und die Dynamik auf diesen Mengen konservative Systeme sind. Folglich können Systeme dieser Art in
der Natur nicht existieren, da diese vollständige Entkopplung mit der Umgebung des Systems nach
den Gesetzen der Thermodynamik nicht zulässig ist. Dennoch kann diese Systemsklasse für dynamische
Systeme mit einer sehr hohen Güte, wie beispielsweise einem Schwingquarz, d.h. einem Oszillator mit
sehr geringer Dämpfung , in guter Näherung sinnvoll sein.
Auf der anderen Seite wird für E < E0 Energie akkumuliert. Diese Energie wird demzufolge benötigt
um einen Attraktor zu erreichen und nicht an die Systemumgebung abgegeben sondern in die Bewe-
gungsenergie übergeben oder an das System gebunden. Kanonisch-Dissipative Systeme sind daher im
Allgemeinen nicht ausschließlich dissipativ sondern in Teilen auch akkumulativ. Kanonisch-dissipative
Systeme sollten demzufolge besser kanonisch-erweiterte Systeme heißen.
Definition (Akkumulation (Dynamische Systeme)) Akkumulation in dynamischen Systemen entspricht
einer Expansion eines Phasenraumvolumens.


































mit g′(H) als der nach ihrem Argument abgeleiteten Dissipationsfunktion. Daraus geht hervor, dass ein
Phasenraumvolumen V (t) aus (3.5) sich ggf. auch dann zeitlich ändert, wenn ein Energieniveau g(E0) = 0
erreicht wurde.
Definition (Senken und Quellen) Eine wegzusammenhängende Teilmenge des Phasenraums wird Senke
genannt, sofern für alle Punkte dieser Teilmenge div(f) < 0 gilt. Gilt für alle Punkte hingegen div(f) > 0,
so wird diese Teilmenge Quelle genannt.
Senken und Quellen beeinﬂussen folglich ein Phasenraumvolumen, indem diese das Volumen stauchen
oder strecken. Dieser Stauch- und Streckvorgang ist also die Folge der Dissipation und Akkumulation
bezüglich des Phasenraumvolumens und nicht zwangsläuﬁg bezüglich der Energie, denn div(f) < 0 ist
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lokal kein hinreichendes Kriterium dafür, dass Energie dissipiert wird. Dies ist nur für Systeme möglich,
bei denen Terme in (3.9) durch die Divergenz bzw. aus Termen in (3.10) ersetzt werden können und H
einer Energie entspricht. Tatsächlich können Teilmengen des Phasenraums existieren auf denen Energie
dissipiert wird und dennoch das Phasenraumvolumen akkumuliert oder erhalten bleibt. Diese Teilmengen























eingegrenzt, wobei sgn: R→ {−1, 0, 1} ∈ Z die Vorzeichenfunktion darstellt. Daraus resultiert, dass aus
der Divergenz jedes kanonisch-dissipativen Hamilton-Systems nur dann ein Rückschluss auf die Dissipati-
on von Energie erfolgen kann, wenn die Dissipationsfunktion konstant ist und die Hamilton-Funktion, als
Energiefunktion, aus höchstens quadratischen Impulstermen besteht oder kein Nullstellenproblem gemäß
(3.11) existiert.
Der Übergang eines dissipativen Systems in ein konservatives System nach dem Erreichen eines Energie-
niveaus E0 für das gilt g(E0) = 0, zeigt, dass die Energie auf einem Attraktor erhalten bleibt, jedoch nicht
zwangsläuﬁg die Inkompressibilitätsbedingung div(f) = 0 vorausgesetzt werden kann. Ist beispielsweise
die Hamilton-Funktion in der Dissipationsfunktion linear vertreten, so folgt g′(H) = const und somit
auch g′(E0) = const, obwohl g(E0) = 0 gilt. Da die Inkompressibilitätsbedingung eine notwendige Bedin-
gung für Hamilton-Systeme darstellt, ist die Dynamik auf einem Attraktor eines kanonisch-dissipativen
Systems nur dann ein Hamilton-System wenn g(E0) ein Sattelpunkt ist. D.h. im Umkehrschluss, dass
zwar eindeutige Lösungen eines dynamischen Systems gemäß dem Satz von Picard-Lindelöf existieren,
diese jedoch im Allgemeinen nicht eindeutig einem physikalischen System zugeordnet werden können. In
Abschnitt 4.2.4 wird dieses Verhalten anhand des 2-dimensionalen Rayleigh-Van der Pol-Systems gezeigt,
dessen Lösungsmenge des Attraktors identisch zur Lösungsmenge eines harmonischen Oszillators ist und
dennoch kein Hamilton-System darstellt.
Proposition (Konservative Teilmengen) Es existieren dynamische Systeme die auf Teilmengen des Pha-
senraums konservativ (energieerhaltend) sind und dennoch Phasenraumvolumen strecken und stauchen.
Demzufolge ist nicht jedes konservative System ein Hamilton-System. Das Nullstellenproblem (3.11) stellt
einen Zugang dar, in welchem Zusammenhang Dissipation von Energie und Dissipation (Kontraktion)
eines Phasenraumvolumens stehen.
Weiterführende Literatur
— Ebeling et al. „Statistical Mechanics of Canonical-Dissipative Systems and Applications to Swarm Dy-
namics“ [91]
— Ebeling et al. „Statistical distributions for Hamiltonian systems coupled to energy reservoirs and appli-
cations to molecular energy conversion“ [93]
— Ebeling & Sokolov „Statistical Thermodynamics and Stochastic Theory of Nonlinear Systems Far
from Equilibrium“ [92]
— Klages „Microscopic Chaos, Fractals, and Transport in Nonequilibrium Steady States“ [132]
— Steeb „Nonlinear systems of diﬀerential equations involving limit cycles and conservative Hamiltonian
systems“ [78]
3.1.3. Nambu-Systeme
In der Hamiltonmechanik kann jeder Punkt im Phasenraum durch einen Vektor x = (q,p)⊺ beschrieben
werden, sodass die Bewegungsgleichungen (3.1) gelten. Im Allgemeinen lassen sich somit die kanonischen
Gleichungen umschreiben zu
x˙ = P grad(H), (3.12)
wobei P eine symplektische Matrix darstellt und das System für det(P) 6= 0 kanonisch ist. Allerdings
ist die Regularität kein notwendiges Kriterium, sodass für eine singuläre Poisson-Matrix , d.h. det(P) =
3Es sei angemerkt, dass das Nullstellenproblem zwei physikalische Größen mit unterschiedlicher Dimension vergleicht und
nur deshalb ausführbar ist, weil die Vorzeichenfunktion auf dimensionslose Zahlen abbildet.
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0, nicht verschwindende Eigenvektoren zum Eigenwert null existieren. Diese Eigenvektoren können als
Gradienten von skalaren Funktionen Ci : Ω→ R, genannt Casimir-Funktionen, ausgedrückt werden
P grad(Ci) = 0. (3.13)
ParaboloidZylinder
Trajektorie
(a) t & t0: Die Schnittmenge ist noch zusammen-
hängend, der Durchmesser des Zylinders wird mit
der Zeit kleiner, sodass die Schnittmenge anschlie-




(b) t≫ t0: Das Nambu-System hat sich auf einen sta-
bilen Grenzzyklus eingeschwungen. Die Anfangs-
werte bestimmten dabei auf welchen der beiden
Grenzzyklen das System zulief.
Abb. 3.1.: Geometrisch anschauliches Beispiel eines Nambu-Systems: Die Schnittmenge des Zylinders
(H1 = (y2 + (z − r)2)/2) und des parabolischen Zylinders (H2 = σz − x2/2) bestimmt den
dynamischen Verlauf des Systems (siehe Abschnitt 4.2.6).
Für eine beliebige Observable f : Ω → R folgt {f, Ci} = 0 und insbesondere {H,Ci} = 0. Damit sind
Casimir-Funktionen Invarianten der Bewegung, welche das dynamische Verhalten des Systems beeinﬂus-
sen. Die oﬀensichtliche Schwäche der Hamilton-Mechanik ist es also, dass diese Invarianten zwar bekannt
und ableitbar sind, jedoch nicht in die Beschreibung der Dynamik eingehen. Nambu [185] erweiterte aus
diesem Grund die bilineare Poisson-Klammer zu einer multilinearen Nambu-Klammer. In dieser erwei-








· · · ∂Hn−1
∂xjn−1
= fi, (3.14)
wobei εi,j1,...,jn−1 der Levi-Civita-Tensor n-ter Ordnung und f = (f1, . . . , fn)
⊺ das Vektorfeld ist. Für
eine beliebige diﬀerenzierbare Funktion x 7→ F gilt dann die Deﬁnition der Nambu-Klammer
F˙ (x) =
∂(F,H1, . . . , Hn−1)
∂(x1, . . . , xn−1)
=: {F,H1, . . . , Hn−1}. (3.15)
Die Nambu-Klammer ist antisymmetrisch unter Vertauschung und erfüllt die verallgemeinerte Jacobi-Iden-
tität. Aus der Divergenzfreiheit des Vektorfeldes, d.h. div(f) = 0, folgt, dass der Satz von Liouville seine
Gültigkeit behält.
Eine Eigenschaft des Formalismus ist die einfache geometrische Interpretation des dynamischen Ver-
haltens. Die Dynamik eines Nambu-Systems ﬁndet an den Schnittmengen der Invarianten statt. Ist h
eine Lösung des Nambu-Systems, so gilt
Hi|x=h(x0,t) = ci = const (3.16)
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und demnach ist die Lösung eindeutig durch die Anfangsbedingungen gegeben. In den einfachsten Fällen
handelt es sich bei den Hyperﬂächen der Invarianten um Sphären, Zylinder oder Paraboloide.
Analog zu kanonisch-dissipativen Hamilton-Systemen lassen sich Nambu-Systeme um einen dissipati-
ven Term erweitern (siehe [193–195, 133]). Daraus resultiert, dass die Konstanten ci nun zu zeitabhängigen
Funktionen werden c˜ : T → R, die die geometrische Form der ehemals Invarianten verändern. Die Topo-
logie der geometrischen Form bleibt in aller Regel erhalten, so variiert eine Kugel oder ein Zylinder im
Radius und ein Paraboloid in seiner Stauchung.
Proposition (Generierung von geschlossenen Orbits) Mit einer geeigneten Dissipationsfunktion lassen
sich mit der Nambu-Mechanik in geometrisch anschaulicher Weise dynamische Systeme erstellen, die
einen geschlossenen oder mehrere geschlossene Orbits aufweisen.
In Abschnitt 4.2.6 wird die Liouville-Dynamik des in Abb. 3.1 dargestellten 3-dimensionalen kanonisch-
dissipativen Nambu-Systems als Schnittmenge eines Zylinders und Paraboloids untersucht.
Weiterführende Literatur
— Mathis & Stahl „Oscillator synthesis based on Nambu mechanics with canonical dissipative damping“
[133]
— Mathis & Mathis „Dissipative Nambu systems and oscillator circuit design“ [105]
— Mathis & Mathis „4-Dimensional Polynomial Dynamical Systems with Prescribed Algebraic Limit
Cycles using Nambu Brackets“ [106]
— Nambu „Generalized Hamiltonian Dynamics“ [185]
3.2. Von integrablen zu nicht-integrablen Systemen
Transformationen der Form
q→ Q = Q(q,p, t) und p→ P = P(q,p, t) (3.17)
werden kanonische Transformationen genannt, wenn diese die kanonischen Bewegungsgleichungen (3.1)
forminvariant lassen. Ziel ist es dabei, die Hamilton-Funktion zu vereinfachen und von einer oder meh-
reren Variablen unabhängig zu machen. Eine notwendige wie auch hinreichende Bedingung für eine
kanonische Transformation ist, dass die entsprechende Jacobi-Matrix JX = ∂X/∂x mit X = (Q,P)⊺
symplektisch ist [184]. Das Volumenelement ist gegenüber einer kanonischen Transformation invariant,
da die Jacobi-Determinate eins ist. Der Satz von Liouville bleibt weiterhin gültig. Allerdings ändern sich
im Allgemeinen die Randbedingungen.
Die neue Hamilton-Funktion H˜ = H + ∂F/∂t ist durch eine erzeugende Funktion F festgelegt. Insbe-
sondere ist H gegenüber der von F erzeugten Transformation invariant oder in Umkehrung, F invariant
gegenüber der von H erzeugten Bewegung [184]. Dabei ist die Erzeugende stets von n alten und n neuen
Koordinaten sowie ggf. der Zeit abhängig, sodass entweder die vier Grundtypen F1(q,Q, t), F2(q,P, t),
F3(p,Q, t) und F4(p,P, t) oder Mischformen auftreten können. Zu jeder Erzeugenden gehört ein Satz
von kanonischen Bewegungsgleichungen die sich im Vorzeichen unterscheiden. Beispiele für kanonische
Transformationen sind die identische Transformation, die Punkttransformation oder die mechanische
Eichtransformation [189].
Im Hamilton-Jacobi-Formalismus wird nun eine kanonische Transformation gesucht, die zu zeitlich
konstanten Variablen αi führt. Dieses Ziel wird erreicht, falls die neue Hamilton-Funktion für alle Zeiten
null ist, d.h. H˜ = 0, was durch Integration der neuen kanonischen Bewegungsgleichungen sofort ersichtlich
wird.
Definition (Integrable Systeme) Ein Hamilton-System mit n Freiheitsgraden heißt integrabel, wenn n
unabhängige zueinander in Involution stehende Erhaltungsgrößen αi existieren.
Die zu dieser nichtlinearen partiellen Hamilton-Jacobi-Diﬀerentialgleichung erster Ordnung gehörenden
Erzeugende ist die hamiltonsche Wirkungsfunktion S für ein System, dass zur Startzeit die Anfangswerte
erfüllt. Handelt es sich um ein konservatives System, ist die Energie H = E des Systems bereits eine
dieser Erhaltungsgrößen, sodass folglich jedes 1-dimensionale konservative System integrabel ist. Zudem
ist jedes separierbare System integrabel, sodass αi = Ei und E =
∑
iEi die Gesamtenergie darstellt.
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Die Mannigfaltigkeit auf der die gebundene Bewegung eines integrablen Systems stattﬁndet, ist eine
zum Phasenraum n-dimensionale kompakte Untermannigfaltigkeit U ⊂ M , die diﬀeomorph zu einem
n-Torus ist. Auf dem Tangentialbündel dieses invarianten Torus existieren n unabhängige, global stetige
zu den Erhaltungsgrößen αi gehörende Vektorfelder fi = (∂p1 , ..., ∂pn ,−∂q1 , ...,−∂qn)⊺αi. Auf dieser Man-
nigfaltigkeit existieren n nicht ineinander überführbare elementare Schleifen Ci. Deren Parametrisierung
sind die auf Kreise abbildbaren Winkelvariablen φi und haben den jeweiligen kanonisch konjugierten
Impuls, d.h. die jeweilige Wirkungsvariable Ji, als Radius.
Definition (Integrable Systeme (periodisch)) Ein Hamilton-System heißt integrabel, wenn eine kano-
nische Transformation existiert, die zu einer ausschließlich von den Wirkungsvariablen Ji abhängigen
Hamilton-Funktion H˜(Ji) führt.
Mit dieser Deﬁnition wird also die Bedingung, dass die neue Hamiltonfunktion null sei, abgeschwächt.
Es reicht aus, wenn die neue Hamiltonfunktion konstant ist. Da die Wirkungsvariablen als Funktion der
Erhaltungsgrößen α ebenfalls Erhaltungsgrößen darstellen, folgt aus den kanonischen Gleichungen durch
Integration die Lösung der Winkelvariablen zu φi(t) = ωit+φi(0) mit ωi als Kreisfrequenz der Libration
bzw. Rotation und φi(0) als Anfangswert. Diese triviale Integration ist der Grund für die Benennung
von integrablen Systemen. Die dazu notwendige kanonische Transformation wird durch die Erzeugende
F2 = S sichergestellt.
Stellt das Hamilton-System ein Integral der Bewegung dar, d.h., ist die Hamilton-Funktion nicht explizit
zeitabhängig, so verbleibt die zeitliche Dynamik in der Wirkungsfunktion S : R2n × T → R und aus der
Hamilton-Jacobi-Diﬀerentialgleichung folgt die charakteristische Wirkung W (q,P) = S(q,P, t) +E(α)t
(auch verkürzte Wirkung genannt) mit E als Energie bzw. als Funktion der Erhaltungsgrößen.
Mit der Darstellung in Winkel- und Wirkungsvariablen ist die Aufteilung in kinetischer und potenti-
eller Energie verschwunden. Dies stellt den enormen Vorteil der integrablen Systeme dar, da nun von
einer Gesamtenergie E gesprochen und zu jeder separierten Gleichung eine wohldeﬁnierte Teilenergie Ei
zugeordnet werden kann. Zudem sind alle Frequenzen des Systems bekannt und müssen nicht explizit
berechnet werden. Allerdings ist der gesamte dynamische Verlauf ausschließlich vom Anfangszustand ab-
hängig und somit auch der Endzustand. In der Tat decken die integrablen Systeme nur einen Teil der für
die Physik interssanten dynamischen Systeme ab [220]. So konnte erst Bruns [6], später Poincaré [8]
zeigen, dass das Drei-Körper-Problem nicht zu dieser Systemklasse gehört [16].
Proposition (Energie von integrablen Systemen) Integrable Systeme erlauben eine Einteilung der Ener-
gie bezüglich der separierten Bewegungsgleichungen. Mit (3.5) lässt sich zu jeder Teilenenergie ebenso ein
Teilvolumen des Phasenraumvolumens zur Anfangszeit zuordnen. Auf diese Weise kann die Bewegung des
Phasenraumvolumens diﬀerenziert den separierten Bewegungsgleichungen zugeordnet werden.
Poincaré zerlegte ein dynamisches System in einen integrablen Anteil mit der freien Hamilton-Funkti-
on H0(p,q) und in einen Wechselwirkungsanteil V (φ,J) zu H = H0+λV mit λ als Kopplungskonstante.
Er zeigte mit Hilfe dieses Störungsansatzes, indem er nach einer neuen Wirkungsvariablen als Funktion
von φ und J suchte und welche als Potenzreihe in λ ausgedrückt werden kann, dass im Allgemeinen
keine kanonische Transformation existiert, die zu zyklischen Variablen führt. Dieses Ergebnis ist wenig
überraschend, hätte es doch bedeutet, dass jede Bewegung wechselwirkender Teilchen in freie Bewegun-
gen transformiert werden könnte. Selbstorganisierende Systeme, wie das Bénard-Experiment (siehe Abb.
3.9) oder das Leben könnte es nicht geben. Weiterhin zeigte Poincaré, dass die Erweiterung eines integ-
rablen Systems mit den ungestörten Frequenzen ω zu unerwünschten Resonanzen n ·ω = 0 mit n ∈ Rn
führt. Eine Weiterführung dessen ist durch das KAM-Theorem beschrieben. Es sagt aus, dass für kleine
Störungen die meisten von den Anfangswerten abhängigen, invarianten Tori deformiert werden und die
quasiperiodischen Trajektorien sich auf diesen Tori dicht im Sinne der Ergodentheorie gemäß Abschnitt
3.8 wickeln (siehe Abb. 3.2a). Siehe für weiterführende Begriﬀ bei Arnold [187].
Aus diesen Überlegungen folgt, dass elektrische Oszillatoren keine integrablen Systeme darstellen, da
elektrische Osillatoren weder energieerhaltend noch von den Anfangsbedingung abhängen dürfen, da
(fast) jeder Anfangswert zu einer stabilen Oszillation führen soll (siehe Abschnitt 3.6).
Proposition (Energie von nicht-integrablen Systemen) Elektrische Oszillatoren sind nicht-integrabel.
Im Allgemeinen existiert keine Einteilung der Gesamtenergie bezüglich der Bewegungsgleichungen. Zwar
kann die Dynamik eines Phasenraumvolumens den Bewegungsgleichungen zugeordnet werden, jedoch kann





Im Folgenden sollen verschiedene Stabilitätsbegriﬀe aus der Literatur wiederholt werden.
Sei ein n-dimensionales, autonomes System gegeben, dass über die explizite, gewöhnliche Diﬀerential-
gleichung erster Ordnung
x˙ = f(x) (3.18)
mit glattem Vektorfeld f und x ∈M beschrieben wird. Ein Gleichgewichtspunkt x˜ ist ein Fixobjekt der
Dimension 0 für das gilt f(x˜) = 0. Es handelt sich also um eine zeitunabhängige Lösung der Diﬀerenti-
algleichung. Um die Stabilität von Gleichgewichtspunkten zu untersuchen, nutzte Ljapunov [161] eine
diﬀerenzierbare Funktion, welche entlang der Integralkurven streng monoton fällt.
Definition (Ljapunov-Funktion) Sei L : M → R eine stetig diﬀerenzierbare Funktion und Φ(x, t) der
(lokale) Fluss eines dynamischen Systems, sodass L die Richtungsableitung entlang eines Orbits ist, d.h.
L˙(x) = ddtL(Φ(x, t))
∣∣
t=0
, dann heißt L Ljapunov-Funktion.
Für einen Gleichgewichtspunkt x˜ ∈ U ⊂ M in einer oﬀenen Umgebung U sei daher L(x˜) = 0 und
für alle x ∈ U \ {x˜} sei L(x) > 0. Dann ergeben sich drei Stabilitätsfälle: (i) x˜ ist stabil , falls L˙(x) ≤
0 ∀x ∈ U , (ii) x˜ ist asymptotisch stabil , falls L˙(x) < 0 ∀x ∈ U \ {x˜} oder (iii) x˜ ist instabil , falls
L˙(x) > 0 ∀x ∈ U \ {x˜} [166, 173].
Da f im Punkt x˜ diﬀerenzierbar ist, d.h. eine lineare Abbildung A : Rn → Rn existiert, sodass f(x +
x˜) = f(x˜) + Ax + fnl(x) mit fnl : U ⊂ Rn → Rn und limx→0 fnl(x)/ ‖x‖ = 0, kann das System (3.18)
o.B.d.A. im Punkt x˜ = 0 linearisiert werden zu x˙ = Ax. Ist Jf (x) = Dˆf die Jacobi-Matrix oder
Funktionalmatrix , dann gilt A = Jf (x˜). Haben alle Eigenwerte der n×n-Matrix A nicht-verschwindende
Realteile, dann heißt dieser Gleichgewichtspunkt hyperbolisch oder nicht-degeneriert, andernfalls nicht-
hyperbolisch, elliptisch oder degeneriert .
Satz (Satz von Hartman-Grobman) Das dynamische Verhalten in der Umgebung eines hyperbolischen
Gleichgewichtspunktes, gleicht dem dynamischen Verhalten des linearisierten Systems [138, 139].
























(xk − x˜k)(yl − x˜l)(zm − x˜m),
(3.20)
dann existiert zur linearen Abbildung A ein Paar komplex konjugierter Eigenwerte λ± = ±jω0 mit den
Eigenvektoren e und e. Seien esowie edie Eigenvektoren der Transposition A⊺ mit der Normierungsbe-








c(e, e, e)− 2b(e,A−1b(e, e)) + b(e, (2jω0In −A)−1b(e, e))
)}
(3.21)
erster Ljapunov-Koeﬃzient [174]. In ist hier die n-dimensionale Einheitsmatrix. Diese Koeﬃzienten sind
zu den später deﬁnierten Ljapunov-Exponenten strikt zu unterscheiden (siehe Abschnitt 3.8.1)!
3.4. Poincaré-Abbildung
Die Dynamik von eingeschwungenen elektrischen Oszillatoren im Phasenraum entspricht einer periodi-
schen Lösung. Unter Zuhilfenahme einer Schnittebene im Phasenraum studierte Poincaré die Existenz,
die Stabilität und das Verhalten von periodischen Lösungen h(x0, t) = h(x0, t + T ) mit Periodendauer












Dazu sei ξ ∈ O ein Punkt eines periodischen Orbits O und g : M → R eine glatte Funktion, sodass
g(ξ) = 0. Dann heißt
Σ = {x ∈M |g(x) = 0} (3.22)
Poincaré-Schnitt , wenn die Kurve C die (n−1)-dimensionale Hyperﬂäche transversal schneidet, d.h., falls
das Skalarprodukt aus dem Gradienten von g und dem Vektorfeld f am Punkt ξ nicht verschwindet bzw.
∇g · f |x=ξ 6= 0. Hieraus lässt sich sofort die lineare-Funktion g(x) = f(ξ) · (x− ξ) deﬁnieren [174].
Definition (Poincaré-Abbildung) Sei h(ξ, t) eine periodische Lösung und U eine oﬀene Umgebung von
ξ. Die Abbildung P : U ∩ Σ → Σ, P (x) = h(x, τ(x)) heißt (lokale) Poincaré-Abbildung mit x ∈ U ∩ Σ
und Periode T = τ(ξ) [166].
Mit diesem sogenannten stroboskopischen C1-Diﬀeomorphismus können nun ganze Klassen von dynami-
schen Systemen unterschieden werden: (i) Periodische Orbits, welche sich als Fixpunkte der Poincaré-Ab-
bildung P (x) = x darstellen, (ii) integrable Systeme, die sich als Schnitt des invarianten Hypertorus mit
der Hyperﬂäche Σ ergeben (im 2-dimensionalen wäre dieser Schnitt isomorph zu S1), (iii) ergodische
Systeme die die gesamte energetisch zulässige Hyperﬂäche Σ ∩ E ausfüllen oder (iv) allgemeinere Syste-
me, die zu unendlich vielen Schnittpunkten führen. Handelt es sich bei den allgemeineren Systemen um
chaotische Systeme, so werden in aller Regel zwei Schnittpunkte innerhalb einer Periode weit auseinander
liegen [192].
Bilden ψ lokale Koordinaten auf Σ, sodass ψ = 0 dem Punkt ξ ∈ Σ entspricht, so ist ein periodischer
Orbit genau dann stabil, wenn alle Eigenwerte der Jacobi-Matrix dP/dψ|ψ=0 innerhalb des Einheitskrei-
ses liegen. Die Wahl der Koordinaten des Punktes ξ oder der Hyperﬂäche Σ ist davon unabhängig [174].
Insbesondere muss die Hyperﬂäche nicht notwendigerweise planar sein [166].
3.5. Andronov-Hopf-Bifurkation
Bei einer Bifurkation oder Verzweigung handelt es sich um eine topologische Veränderung des Phasen-
portraits in nichtlinearen Systemen unter Einﬂuss eines oder mehrerer Parameter.
Sei Λ = M × Π der mit dem Parameterraum Π ⊆ Rm erweiterte Phasenraum und f : M → TM ein
n-dimensionales Vektorfeld, welches von reellen, hinreichend k-diﬀerenzierbaren Parametern µ ∈ Ck(Π)
abhängt, sodass (x,µ) 7→ f(x,µ). In diesem Raum können Parameterfamilien des dynamischen Systems
anhand ihrer Topologie klassiﬁziert werden (siehe Mandelstam und Papalexi [31]).
Ist die Topologie jedes Phasenraums M auf einem Pfad zwischen zwei beliebigen Punkten a,b ∈ Π
homöomorph, so handelt es sich um eine 1-parametrisierbare Familie von dynamischen Systemen. Topo-
logisch äquivalente und m-parametrisierbare Familien von dynamischen Systemen sind daher m-dimen-
sionale Unterräume des Parameterraums. Ändert sich die Topologie auf dem Weg des Pfades so ﬁndet
eine Bifurkation an einer (m − 1)-dimensionalen Hyperﬂäche statt, die einen weiteren m-dimensionalen
Unterraum trennt. Mehrere unterschiedliche Bifurkationen können daher Schnitte ihrer Hyperﬂächen im
Parameterraum aufweisen. Im Folgenden ist m = 1.
Ist x˜ ein Gleichgewichtspunkt von f , so gilt nach dem Satz von Hartman-Grobman, dass im Falle eines
hyperbolischen Gleichgewichtspunktes das Vektorfeld in einer Umgebung zu x˜ topologisch äquivalent







Abb. 3.3.: Hopf-Bifurkation im parameter-erweiterten Phasenraum Λ = M × Π mit einem 1-dimensio-
nalen Parameterraum Π. Es gilt µ = O(ǫ2). Für 0 < µ ≪ 1 entspricht der Grenzzyklus in
guter Näherung einem Kreis mit Radius
√
µ. Diese Näherung ist für größere Werte von µ im
Allgemeinen nicht mehr annehmbar.
ten Systems im parameter-erweiterten Phasenraum Λ auf der imaginären Achse liegt, d.h. degeneriert
ist.
Definition (Hopf-Punkt) Das Tupel (x˜, µ˜) ∈ Λ heißt Hopf-Punkt, wenn zu einer Kurve C ∈ Λ ei-
ne Parametrisierung ǫ 7→ C(ǫ) existiert, die die folgenden Eigenschaften hat: (i) C(0) = (x˜, µ˜) ist
asymptotisch stabil, (ii) zu dem linearisierten System existiert ein komplex-konjugiertes Eigenwertpaar
λ±(ǫ) = α(ǫ)± jβ(ǫ) mit α(0) = 0 (nicht hyperbolisch), α′(0) 6= 0 (transversal) und β(0) = ω0 6= 0 sowie
(iii) alle übrigen Eigenwerte haben nicht-verschwindende Realteile [177]. µ˜ heißt Bifurkationspunkt.
Mittels Hopf-Punkt kann nun die Deﬁnition der Andronov-Hopf-Bifurkation formuliert werden.
Definition (Hopf-Bifurkation) Ist (x˜, µ˜) ∈ Λ ein Hopf-Punkt, l1 der erste Ljapunov-Koeﬃzient und
l1d < 0, dann entsteht für jedes ǫ > 0 eine superkritische Hopf-Bifurkation, respektiv für l1d > 0 und
jedes ǫ < 0 eine subkritische Hopf-Bifurkation.
In der Nähe des durch das Eigenwertpaar λ±(ǫ) aufgespannten Eigenraums Eǫ, genauer auf der Inte-
gralmannigfaltigkeit [144, 147, 148], existiert für |ǫ| > 0 ein geschlossener Orbit.
Definition (Grenzzyklus) Ein isolierter (geschlossener), periodischer Orbit eines dynamischen Systems
(T,M,Φ) heißt Grenzzyklus mit Periode T ∈ T, falls alle benachbarten Integralkurven auf ihn zulaufen
(stabil, Attraktor) oder sich entfernen (instabil, Repellor).
Für den superkritischen Fall ist der Gleichgewichtspunkt x˜ instabil und der Grenzzyklus stabil und für
den subkritischen Fall ist der Gleichgewichtspunkt x˜ stabil und der Grenzzyklus instabil. Insbesondere ist
der zu einem stabilen Grenzzyklus gehörende Gleichgewichtspunkt im Bifurkationspunkt, d.h. für ǫ = 0,
asymptotisch stabil, da der erste Ljapunov-Koeﬃzient negativ ist [145]! Bei dem Bild von benachbarten,
zulaufenden bzw. sich entfernende Integralkurven eines dynamisches Systems (T,M,Φ) handelt es sich
demnach um ω-Limesmengen der Form ω(x,Φ) = {y ∈M | ∃t ∈ T,Φ(x, t)→ y}.
Satz (Satz von Poincaré-Bendixson) Ist ein dynamisches System in einer Ebene deﬁniert, d.h. M ⊂ R2,
so ist jede kompakte ω-Limesmenge, die nicht aus Gleichgewichtspunkten besteht, ein Grenzzyklus [232,
166].
Darüber hinaus existieren dynamische Systeme, die für |ǫ| > 0 mehrere Grenzzyklen ineinander ver-
schachtelt aufweisen. Die Stabilität dieser Grenzzyklen wechselt sich zyklisch ab, d.h., in einem solchen
System ist ein instabiler Gleichgewichtspunkt stets von einem stabilen Grenzzyklus umgeben, welcher
wiederum von einem instabilen Grenzzyklus eingeschlossen wird. Solche Systeme machen deutlich, dass es
einer strikten Unterscheidung zwischen dissipativen, konservativen und akkumulativen Unterräumen des
Phasenraums bedarf [170]. Die Dynamik auf diesen Unterräumen gehorchen eigenständigen Subsystemen.
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Die spiralförmige Bewegung in unmittelbarer Nähe des Gleichgewichtspunktes (d.h. ǫ ≪ 1) ist auf
die linearen Terme einer Potenzreihenentwicklung in ǫ zurückzuführen. Das Bifurkationsverhalten eines
dynamischen Systems um einen Hopf-Punkt wird allerdings durch die Nichtlinearität des Vektorfeldes
beschrieben. Daher wird ǫ gerade groß genug gewählt, sodass der Bifurkationsparameter µ den Dämp-
fungs- bzw. Verstärkungseﬀekt in Balance hält und ein Grenzzyklus entspringt. ǫ steht damit im direkten
Bezug zu µ. Da die ersten quadratischen nichtlinearen Terme keine Resonanzen (d.h. keine periodischen
Lösungen) erzeugen, sondern diese auf die kubischen und höheren Terme zurückzuführen sind, muss
µ = O(ǫ2) gelten. ǫ ist damit in erster Näherung (d.h. ǫ≪ 1) ein Maß für den Radius eines kreisförmigen
Grenzzyklus zur Periodendauer T (ǫ) = 2pi/ω(
√
ǫ). Für stabile Grenzzyklen handelt es sich demzufolge
um eine Größe die die Amplitude im Zeitbereich einer Lösung beschreibt. Wie in Abb. 3.3 zu sehen, wird
diese Deﬁnition für ǫ < 1 aufgrund des sich immer stärker verformenden Grenzzyklus obsolet, weil höhe-
re Ordnungen von ǫ dominant werden. Da es sich bei der Hopf-Bifurkation nur um eine lokale Theorie
handelt, kann ohne weitere Analyse keine Aussage gemacht werden, wie sich ein dynamisches System
für große ǫ verhält. So tritt beispielsweise bei der logistischen Gleichung durch Periodenverdopplung ein
komplexes chaotisches Verhalten auf. Die Hopf-Bifurkation ist somit nur eine lokale Existenzaussage zur
Entstehung von stabilen oder instabilen Grenzzyklen.
Dieser Bifurkationstyp wurde bereits durch Poincaré bekannt. Andronov und später Hopf be-
wiesen bzw. beschrieben diese dynamischen Systeme. In der Literatur ist daher auch die Bezeichnung
Poincaré-Andronov-Hopf-Bifurkation üblich [173].
Weiterführende Literatur
— Andronov „Theory of bifurcations of dynamic systems on a plane“ [142]
— Hassard „Theory and Applications of Hopf Bifurcation“ [149]
— Guckenheimer & Holmes „Nonlinear Oscillations, Dynamical Systems and Bifurcations of Vector
Fields“ [166]
— Kuznetsov „Elements of Applied Bifurcation Theory“ [174]
3.6. Elektrische Oszillatoren
Ein Oszillator ist eine elektronische Schaltung mit periodischen Wechselströmen und Wechselspannungen
und folgenden vier Eigenschaften: (i) es existiert eine vorgeschriebene Frequenz ω = 2pif , (ii) es existiert
eine vorgeschriebene Amplitude, (iii) die Amplitude ist unabhängig von den Anfangsbedingungen, d.h.
nicht intrinsisch und (iv) das qualitative Verhalten, d.h. die Oszillation, ändert sich nicht bei hinreichend
kleinen parasitären Elementen [37]. Die beiden letzten Eigenschaften unterscheidet einen elektrischen Os-
zillator von einem linear zeitinvarianten System (LTI), wie dem harmonischen Oszillator aus der Physik
bzw. das Analogon, dem LC-Schwingkreis, aus der Elektrotechnik. Insbesondere ist es die dritte Bedin-
gung, die einen stabilen Grenzzyklus voraussetzt, dessen Einzugsgebiete den Phasenraum mit Ausnahme
des instabilen Gleichgewichtspunktes bildet. Damit ist sichergestellt, dass keine weiteren Attraktoren,
Repelloren oder anders artige Mengen, wie z.B. Separatrizen, existieren.
Jeder sinusförmige Oszillator besteht aus einer schwingenden Baugruppe, wie beispielsweise einem
LC-Glied oder einem Schwingquarz, in Verbindung mit dissipativen Elementen (elektrischen Widerstän-
den R) und geeigneter Rückkopplung. Aufgrund der Rückkopplung ist jeder Oszillator ein nichtlineares
dynamisches System. Die Energie, die dem Oszillator zugeführt wird, führt zur Schwingung, die aufgrund
von Dissipation Verlusten unterliegt und ohne Rückkopplung letztendlich erliegen würde. Die Rückkopp-
lung sorgt somit für eine Entdämpfung und ist in der Nähe der geregelten Frequenz idealerweise so stark,
dass Dämpfungsverluste instantan ausgeglichen werden. Oszillatoren sind demzufolge dadurch gekenn-
zeichnet, dass im Mittel einer Periode ein Energieﬂuss durch das dynamische System stattﬁndet. Dieser
Energieﬂuss ist ein Zusammenspiel von Dissipation und Akkumulation von Energie.
Ein elektrisches Netzwerk kann in einen b-Port aus ρ Widerständen, γ Kapazitäten, λ Induktivitäten
und ν unabhängigen Quellen mit b = ρ+γ+λ+ν zerlegt werden [212]. Dazu seien q ∈ Rλ,φ ∈ Rγ , v ∈ Rb
und i ∈ Rb die entsprechenden Ladungen, magnetischen Flüsse, Spannungen und Ströme. Das Quadtrupel
(q,φ,u, i) ∈ O ⊂ X×Y mit4 X = Rγ ×Rλ, Y = Rb ×Rb und den Ohmschen Zwangsbedingungen bildet
4Aufgrund der unterschiedlichen physikalischen Dimension, müssten hier Bilinearformen verwendet werden.
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den Ohmschen Raum O. Gesteuerte Quellen seien hierbei durch gekoppelte Widerstände realisiert. Γ ist
damit eine (2b− ρ)-dimensionale diﬀerenzierbare Mannigfaltigkeit.
Seien A und B⊺ die b× b Knoten- bzw. Mascheninzidenzmatrizen, sodass die Kirchhoﬀschen Zwangs-
bedingungen mit den Maschengleichungen B⊺u = 0 und Knotengleichungen Ai = 0 beschrieben werden
und sei das Matrizenpaar (A,B) exakt, d.h. AB = 0 und rang(A)+ rang(B) = b, dann bildet das Tupel
(u, i) ∈ K ⊂ Y zusammen mit diesen Zwangsbedingungen den Kirchhoﬀraum K.
Definition (Phasenraum (elektrisches Netzwerk)) Der PhasenraumM eines elektrischen Netzwerks setzt
sich aus dem Schnitt des Ohmschen Raums O und des Kirchhoﬀraums K zusammen, d.h.M = O∩(X×K),
wenn (i) dieser Schnitt nicht leer ist und (ii) O transversal zu X×K ist [217, 95, 96].
Die gesamte Dynamik des elektrischen Netzwerks ﬁndet damit auf der C∞(Rλ+γ+ν)-Mannigfaltigkeit
M statt. (T,M,Φ) bildet somit ein dynamisches System. Die Dimension des Phasenraums ergibt sich als
Summe aller dynamischen Elemente (Kapazitäten, Induktivitäten) und unabhängigen Quellen.
Ladungen und magnetische Flüsse sind in Ströme und Spannungen mit den Maxwellschen Beziehun-
gen transformierbar, sodass ein Zustand x im Phasenraum aus Strömen und Spannungen besteht. Im
Allgemeinen handelt es sich bei den Bewegungsgleichungen von elektronischen Schaltungen um Diﬀe-
rential-algebraische Gleichungen (DAE), d.h., gewöhnlichen Diﬀerentialgleichungen mit algebraischen
Nebenbedingungen der Form F(x, x˙, t) = 0 mit F : R2(λ+γ+ν) ×T→ Rλ+γ+ν . Ist die partielle Ableitung
∂F/∂x˙ regulär, so können gemäß dem Satz über implizite Funktionen die Bewegungsgleichungen in ODEs
umgeformt werden.
Gemäß der Andronov-Hopf-Bifurkation steht der Birfurkationsparameter µ im direkten Bezug zur
Amplitude und Frequenz des Grenzzyklus, welcher im Zeitbereich für kleine Werte von µ sinusförmig
ist. Damit sind die ersten beiden Bedingungen für einen sinusförmigen elektrischen Oszillator erfüllt. Da
innerhalb des Einzugsgebiets der Grenzzyklus als ein Attraktor wirkt und dieser autonom ist, ist die
Amplitude nicht intrinisisch vom Anfangswert abhängig. Die Bifurkation setzt als notwendige Bedingung
ein Paar komplex konjugierter Eigenwerte voraus. Ob ein Grenzzyklus stabil ist, d.h. inwieweit parasitäre
Elemente den Grenzzyklus nicht qualitativ beeinﬂussen, hängt von dem ersten Ljapunov-Koeﬃzienten
ab.
Definition (Sinusförmiger elektrischer Oszillator) Ein sinusförmiger elektrischer Oszillator ist ein dy-
namisches System (T,M,Φ) mit dem Bildungsgesetz x˙ = f(x, µ) und den Eigenschaften: (i) es existiert
ein Hopf-Punkt (x˜, µ˜) der im Bifurkationspunkt µ˜ asymptotisch stabil ist und (ii) der erste Ljapunov-
Koeﬃzient ist kleiner null, d.h. l1 < 0.
Barkhausen formulierte ein notwendiges Stabilitätskriterium für linear rückgekoppelte Verstärker
die eigenständig und stabil schwingen [203]. Dazu nutzte er das Modell eines Vierpols mit Verstärkungs-
faktor V ∈ C und dem Rückkopplungsfaktor K ∈ C. Die Gesamtverstärkung der Schaltung ergibt sich
zu V/(1 −KV ). Je nach Vorzeichen der Schleifenverstärkung KV , wird zwischen Mit- und Gegenkopp-
lung unterschieden. Für KV = 1 ergibt sich der harmonische Oszillator. Das eigenständige Anklingen
des Oszillators wird in diesem Modell als Folge von am Eingang anliegendem Rauschen mit breitem
Frequenzspektrum gewährleistet. Eine stabile Schwingung ist gegeben, falls (i) der Betrag der Schleifen-
verstärkung eins ist, d.h |KV | = 1 und (ii) die Phasenverschiebung bei der Frequenz ω eine positive
Rückkopplung aufweist, d.h. arg(KV ) = 2pin mit n ∈ N. Bei der Betragsbedingung handelt es sich nicht
um eine Amplitudenbedingung. Chua zeigte bereits, dass diese zwar notwendige, aber nicht hinreichende
Bedingung äquivalent im Hopf-Theorem zu ﬁnden ist [225].
Die dissipativen Verluste, denen jede reale elektrische Schaltung unterliegt, müssen durch Energiezu-
fuhr kompensiert werden. Widerstände und passive Bauelemente mit einer monoton-steigenden Strom-
Spannungs-Kennlinie, wie gewöhnliche Dioden, weisen gemäß dem Ohmschen Gesetz grundsätzlich einen
positiven statischen Widerstand auf. Gemäß dem ersten Jouleschen Gesetz wird in diesen Bauelementen
elektrische Energie in Wärme dissipiert. Supraleiter bilden eine untere Grenze dieses Vorgangs, da diese
keine Leistung aufnehmen und folglich konservativ sind. Energiequellen hingegen haben aufgrund ihres
unterschiedlichen Vorzeichens zwischen Strom und Spannung einen negativen statischen Widerstand. Bei
einem elektrischen Generator wird durch das Verrichten von mechanischer Arbeit Bewegungsenergie in
elektrische Energie umgewandelt. Die Aussagen „es wird Bewegungsenergie in elektrische Energie dissi-
piert“ bzw. „es wird elektrische Energie aus Bewegungsenergie akkumuliert“ sind demnach äquivalent.
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In dynamischen Systemen sind allerdings im Allgemeinen diese statischen Energiequellen von der eigent-
lichen dynamischen Beschreibung durch gewöhnliche Diﬀerentialgleichungen getrennt. Stattdessen wird
die zuvor akkumulierte Energie durch Anfangswerte wiedergegeben.
Dem statischen Widerstand steht der diﬀerentielle Widerstand, der Ableitung der Spannung nach dem
Strom, gegenüber. Bauelemente, die einen nicht monotonen Verlauf in ihrer Strom-Spannungs-Kennlinie
aufweisen, wie beispielsweise Tunnel- oder Gunndioden, weisen demzufolge Bereiche auf, bei dem der
diﬀerentielle Widerstand negativ ist. Ist der statische Widerstand in diesen Bereichen weiterhin positiv,
so wird in der Bilanz zwar Energie dissipiert, allerdings existiert zugleich ein akkumulativer Prozess
der dem entgegen wirkt [51]. Ist der statische Widerstand in diesen Bereichen negativ, so muss es sich
um aktive Bauelemente handeln, z.B. negative Impedanzkonverter, die ihre Energie aus unabhängigen
Quellen akkumulieren und dem dynamischen System zur Verfügung stellen.
Weitere Literatur zu dem Thema ﬁndet sich bei Mathis [101–104].
Weiterführende Literatur
— Desoer et al. „Trajectories of nonlinear RLC networks: A geometric approach“ [214]
— Kurz & Mathis „Oszillatoren. Schaltungstechnik, Analyse, Eigenschaften“ [97]
— Mathis „Theorie nichtlinearer Netzwerke“ [95]
— Mathis „Nonlinear Electronic Circuits - An Overview“ [99]
— Mathis & Russer „Oscillator Design“ [100]
— Mees & Chua „The Hopf bifurcation theorem and its applications to nonlinear oscillations in circuits
and systems“ [146]
3.7. Von Einzelsystemen zu Mengen
In der bisherigen Betrachtung wurde x als ein n-dimensionaler Zustand angesehen, der in der Elektro-
technik den Spannungen und Strömen einer Schaltung oder eines elektrischen Oszillators entspricht. In
der klassischen Mechanik ist für gewöhnlich x eine Komposition aus Orts- und Impulsvektoren q bzw. p,
welche, anders als in der Quantenmechanik, mit klar deﬁnierten Teilchen identiﬁziert werden. Dieser nun
2n-dimensionale Zustand gibt den Systemzustand aus n-Teilchen wieder. Während der mathematische
Apparat für beide Beispiele derselbe ist, so ist die physikalische Interpretation eine Andere. Zwar handelt
es sich, sowohl in der Elektrotechnik als auch in der klassischen Physik, um einen Systemzustand, jedoch
können Spannungen und Ströme nicht als ein Teilchensystem interpretiert werden, ohne das System in
seiner molekularen Größenordnung als kinetische Bewegungsgleichungen von Ladungsträgern aufzufas-
sen. Zudem können aus diesen Größen nicht ohne weiteres Energien abgeleitet werden. Während die
kinetische und potentielle Energie eines Masseteilchens über den Ort und Impuls leicht zu bestimmen
ist, kann von einer Energie eines elektrischen Widerstands, welcher über das ohmsche Gesetz mit den
Zustandsvariablen Spannung und Strom in Zusammenhang steht, nicht gesprochen werden. Stattdessen
ist hier die Energieänderung (Leistung) wesentlich. Dies führt jedoch dazu, dass eine Formulierung der
Bewegungsgleichung, die im Zusammenhang mit einer Energiefunktion (z.B. der Hamilton-Funktion)
steht, ungleich schwieriger ist, falls aus dem resultierenden Vektorfeld anhand der Divergenz Rückschlüs-
se über die Dissipation von Energie gemacht werden sollen, insbesondere da gezeigt wurde, dass dies
nicht immer möglich ist (siehe Abschnitt 3.1.2). Von der Dissipation eines Phasenraumvolumens kann
dann nicht mehr auf die Dissipation von Energie geschlossen werden.
Diese Problematik könnte durch das Lösen der in der Regel simpel gehaltenen Bewegungsgleichungen
für jedes Teilchen im Prinzip umgangen werden. Allerdings ist mit Hilfe der statistischen Physik eine
makroskopische Formulierung möglich. Zum einen geschieht dies, da die Teilchenzahl für ein makrosko-
pisches Objekt im Bereich der Avogadro-Konstante NA ≈ 6× 1023mol−1 liegt und diese Größenordnung
für eine Berechnung in kürzerer Zeit im Allgemeinen nicht durchführbar ist. Zum anderen führen die
Wechselwirkungen der Teilchen untereinander zu einem n-Körperproblem, welches sich nur für n ≤ 2
analytisch lösen lässt. Dieses aus der Himmelsmechanik bekannte Kepler-Problem begründet den in die-
ser Arbeit verwendeten Liouville-Formalismus: Die Ungewissheit der Anfangswerte aller Teilchen, die
jeder physikalischen Messung zugrunde liegt, führt zu einem streng monotonen Fortschreiten des Fehlers
für Kepler-Systeme. Selbst für beliebig genaue Anfangswerte kann das deterministische Verhalten des dy-
namischen Systems nur für eine endliche Zeit mit einer akzeptablen Fehlertoleranz vorhergesagt werden.
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Abb. 3.4.: Interpretation der Lösungen h : N × T → M eines dynamischen Systems (T,M,Φ) als Schar
von Abbildungen ht : N → M , t 7→ h(x0, t) = ht(x0) im Wahrscheinlichkeitsraum (N,A, P )
mit angeheftetem Messraum (M,B). Die Ergebnismenge N ⊆ M besteht aus Anfangswerten
und ist über einen Schwellenwert s gemäß P ({x0}) < s deﬁniert. Siehe zum Vergleich Abb.
B.1 für stochastische Systeme.
Es sind unendlich genaue, d.h. exakte, Anfangswerte nötig um den Verlauf für alle Zeiten zu berechnen
und um Aussagen über die Stabilität des Systems machen zu können, auch dann wenn das System kein
Chaos zeigt [220].
Definition (Wahrscheinlichkeitsraum) Sei M der Phasenraum eines dynamischen Systems (topologi-
scher Ergebnisraum), B(M) die borelsche σ-Algebra (Ereignisalgebra) auf M und P : B → [0, 1] ein
Wahrscheinlichkeitsmaß, dann heißt das Tripel (M,B, P ) Wahrscheinlichkeitsraum. Das Tupel (M,B)
wird Messraum genannt.
Sei x = h(x0, t) die Lösung des dynamischen Systems (T,M,Φ) mit dem Anfangswertproblem x˙ =
f(x, t) und dem Vektorfeld f : M → TM , dann kann h : N × T → M in Parameterabhängikeit zu den
Anfangswerten x0 ∈ N ⊆ M als Schar von Abbildungen ht : N → M , t 7→ h(x0, t) = ht(x0) betrachtet
werden. h ist also eine Familie von maximalen Integralkurven die zur Anfangszeit t0 durch einen jeweils
unterschiedlichen Anfangswert verlaufen. Der zugrundeliegende Wahrscheinlichkeitsraum ist (N,A, P )
der mit einem Messraum (M,B) versehen wird. Die Anfangswerte x0 ∈ N sind demzufolge Elemente
der Ergebnismenge N , welche nur aus Gründen der Praktikabilität als Teilmenge des Phasenraums M
aufgefasst werden sollen, da im Allgemeinen unwahrscheinliche Anfangswerte vernachlässigt werden, d.h.
solche, deren Wahrscheinlichkeit unter einem zuvor fest deﬁnierten Schwellenwert s ∈ R+ liegen, sodass
P ({x0}) < s.
Satz (Satz von Radon-Nikodým) Sei µ ein σ-endliches Maß auf dem Messraum (M,B) und P ein






ρ heißt Wahrscheinlichkeitsdichte [260]. Fµ(x) = µ((−∞,x]) heißt Verteilungsfunktion.
Sei ρ(x0) eine Wahrscheinlichkeitsdichte und dx0 das Lebesque-Maß bezüglich x0. Eine Umkehrtrans-
formation x0 = h−1(x, t) ist dann möglich, wenn die zugehörige Jacobi-Determinante
J(x0, t) = det(Jf (x0, t)) = det(∂h/∂x0) (3.24)
für jeden Punkt x0 ungleich null ist. Die zu dieser Umkehrtransformation gehörige Wahrscheinlichkeits-
dichte sei ρ˜(x, t) = ρ(h−1(x, t)) mit der Jacobi-Determinante J˜(x, t) = J(h−1(x, t), t). Die Transformati-
on von dx0 in ein Lebesque-Maß dx bezüglich der Zustände x erfolgt gemäß ρ(x0)dx0 = J˜−1(x, t)ρ˜(x, t)dx.
Die rechte Seite entspricht demnach einer Funktion, die zu jedem Tupel (x, t) im erweiterten Phasenraum
Ω = M × T die Aufenthaltswahrscheinlichkeit wiedergibt, sodass die Phasenraumdichte p : Ω → R ge-
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mäß p(x, t) = J˜−1(x, t)ρ˜(x, t) deﬁniert werden kann [59]. Der Erwartungswert einer Observable x kann







x ρ˜(x, t)dx (3.25)
und steht in Analogie zur Heisenberg- bzw. Schrödingerdarstellung der Quantenmechanik [184].
Für Hamilton-Systeme bleibt der Transport eines Volumens gemäß dem Satz von Liouville erhalten,
sodass aus der Koordinatentransformation dx = J˜dx0 die Gleichung dx = dx0 folgt und damit J˜ = J = 1.
Die Diﬀerentialgleichung, mit der eine Anfangsverteilung p0(x) = p(x, t0) im Phasenraum transportiert
wird, entspricht dann der Liouville-Gleichung (3.7).
In diesem Zusammenhang formulierte Poincaré [7] den poincaréschen Wiederkehrsatz der später
maßtheoretisch verschärft wurde.
Satz (Poincaréscher Wiederkehrsatz) Sei H eine autonome Hamilton-Funktion. Dann bilden diejenigen
Punkte innerhalb einer oﬀenen Menge U ⊂ M des Phasenraums M deren Trajektorie U nicht beliebig
oft durchlaufen, eine Nullmenge [199].
Physikalisch bedeutet dies, dass ein konservatives System, wie beispielsweise das Zweikörper-Problem
oder der harmonische Oszillator, seinen Anfangswerten beliebig oft nahe kommt und die Unsicherheit
der Anfangswerte erhalten bleibt.
3.8. Ergoden- und Maßtheorie
Noch vor dem poincaréschen Wiederkehrsatz wurde von Maxwell [3] und Boltzmann [9] die Annah-
me getroﬀen, dass ein sich selbst überlassendes thermodynamisches System im Laufe der Dynamik alle
energetisch verträglichen Punkte im Phasenraum erreicht. Ehrenfest [15] schwächte diese Annahme ab
und forderte stattdessen nur noch eine beliebige Annäherung aller möglichen Energiezustände. Fermi
gelang es, eine Klasse von Systemen, die sogenannten kanonischen Normalsysteme, dieser Quasi-Hypothe-
se zuzuordnen [22, 24]. Die entscheidende Schlussfolgerung dieser Annahme ist, dass eine mikroskopisch
abgeleitete makroskopische, zeitgemittelte Größe identisch zu dem Ensemblemittelwert zu einem festen
Zeitpunkt ist.
Satz (Ergodenhypothese) Sei B eine Observable. Der Ensemblemittelwert 〈B(t)〉 und das zeitliche Mittel
B sind gleichwertig, d.h. 〈B(t)〉 = B.
Für die von Gibbs formulierte statistische Physik ist diese Hypothese grundlegend, wenngleich Mises
[20] zeigte, dass diese dazu nicht notwendig ist [26]. Beispielsweise kann eine spontane Symmetriebrechung
bei einem Phasenübergang die Ergodenhypothese verletzen.
Die aus diesen Überlegungen entstandene Ergodentheorie, ein fundamentaler Teil der Theorie dynami-
scher Systeme, beschäftigt sich mit dem Studium von maßerhaltenden dynamischen Systemen und wie
sich in den folgenden Abschnitten zeigen wird, ist dieser Sachverhalt zusammen mit der Ergodenhypo-
these das Bindeglied zwischen den in dieser Arbeit diskutierten Formalismen.
Definition (Maßerhaltende Abbildung und invariantes Maß) Sei (M,B, P ) ein Wahrscheinlichkeitsraum
und T : M → M eine messbare Abbildung, dann heißt T maßerhaltende Abbildung, falls P (T−1B) =
P (B) für alle B ∈ B. Ist T invertierbar, dann ist diese Bedingung äquivalent zu P (TB) = P (B).
Umgekehrt ist P invariant unter T , sodass P ein invariantes Maß ist.
Beispielsweise stellt für energieerhaltende Hamilton-Systeme das Gibbs-Maß ein invariantes Maß dar,
welches Zustände niedrigerer Energie exponentiell wahrscheinlicher bewertet als Zustände höherer Ener-
gie. Auch zu dissipativen Systemen kann ein invariantes Maß gefunden werden, das letztendlich einer
Verallgemeinerung des Gibbs-Maßes entspricht und für den konservativen Fall wieder in das Gibbs-Maß
übergeht [196]. Für die in dieser Arbeit aufgezeigten Beispielsysteme ist demzufolge die Existenz eines
geeigneten Maßes, welches invariant unter dem Fluss des jeweiligen dynamischen Systems ist, gegeben.
Der Begriﬀ ergodisches System geht auf Boltzmanns Annahme5 zurück, dass die Mittelung entlang
eines Pfades (griech. odos) und die Mittelung aller Zustände gleicher Energie (griech. ergos) äquivalent
ist.
5Diese Deﬁnition ist streng genommen nicht die etymologisch korrekte Antwort (siehe Boltzmann 1884).
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Abb. 3.5.: Beispiel für ein dynamisches System mit drei inneren Subsystemen. Subsystem 1 setzt sich aus
dem stabilen äußeren Grenzzyklus ωs und den blauen und roten Einzugsgebieten B1 und B2
zusammen. Subsystem 2 setzt sich aus dem instabilen inneren Grenzzyklus αu und den roten
und gelben Auszugsgebieten B2 und B3 zusammen. Subsystem 3 setzt sich aus dem stabilen
Gleichgewichtspunkt x˜ und dem gelben Einzugsgebiet B3 zusammen.
Definition (Ergodizität) Sei T maßerhaltend, dann heißt T ergodisch bezüglich P , falls für alle B ∈ B
gilt, dass P (B) = 0 oder P (B) = 1.
Birkhoff stellte maßtheoretisch einen der ersten Ergodensätze auf und bewies die Existenz von
Mittelwerten für messbare Funktionen.
Satz (Birkhoﬀscher Ergodensatz) Sei T maßerhaltend bezüglich des Maßes µ und f : M → R eine mess-













Dieser Satz bedeutet zudem, dass selbst wenn nichts über die Funktion f , noch über das System
selbst sowie seinen Orbits etwas bekannt ist, dennoch ein physikalisch messbarer Wert f˜ existiert und
vorhersagbar ist. Insbesondere ist für ein ergodisches System das Messergebnis unabhängig von dem
Anfangswert x0.
Weiterführende Literatur
— Eckmann & Ruelle „Ergodic theory of chaos and strange attractors“ [201]
— Farquhar „Ergodic Theory in Statistical Mechanics“ [197]




Die Stabilität eines dynamischen Systems kann über den sich zeitlich exponentiell ändernden Abstand
zweier ursprünglich inﬁnitesimaler Punkte im Phasenraum bestimmt werden. Sei dazu x = h(x0, t) die
Lösung der Diﬀerentialgleichung (3.18) und δy˙ = Jf (h(x0, t))δy das System der Variationsgleichungen,
dann ist δy = U(x0, t)δy0 die Lösung der Variation mit der Fundamentalmatrix
U(x0, t) = e
∫
Jf (h(x0,t))dt (3.28)
und der Eigenschaft U(x0, t + τ) = U(x0, t)U(x0, τ). Das asymptotische Verhalten einer kleinen Varia-
tion ist demnach durch die Fundamentalmatrix für t → ∞ bestimmt, sodass dieses Verhalten sich als
zeitgemittelte Betrachtung des Volumens eines Parallelepipeds im k-dimensionalen Unterraum W des
Tangentialraums TxM entlang der Integralkurve charakterisieren lässt.
Definition (Ljapunov-Exponent) Sei {e1, . . . , ek} eine Basis von W ⊂ TxM mit k ≤ n, ∧ das äußere







(‖U(x0, t)e1 ∧ . . . ∧U(x0, t)ek‖
‖e1 ∧ . . . ∧ ek‖
)
(3.29)










k-dimensionale Ljapunov-Exponenten und demzufolge höchstens n 1-dimensionale Ljapunov-Exponenten
[84] bzw. ein n-dimensionaler Ljapunov-Exponent. Die Permutation der Basisvektoren lassen sich daher
durch das Intervall i ∈ [0, imax] abzählen und die Menge aller 1-dimensionalen Ljapunov-Exponenten
wird Ljapunov-Spektrum genannt [162, 182].








div(f(x, t))|x=h(x0,t) dt (3.31)
dann gilt




(i) = λn. (3.32)
Die Existenz des Grenzwerts eines Ljapunov-Exponenten ist gemäß dem Satz von Oseledets, einem
weiteren Ergodensatz, für maßerhaltende Systeme und µ-fast allen Anfangswerten x0 gewährleistet [198].
Allerdings sind nicht alle Anfangswerte x0, wie beispielsweise Gleichgewichtspunkte, zur Berechnung der
Ljapunov-Exponenten sinnvoll.
Proposition (Ljapunov-Exponenten mehrerer Attraktoren) Existieren ein oder mehrere Attraktoren mit
ihren jeweiligen Einzugsgebieten, so sind in aller Regel die Ljapunov-Exponenten dieser Attraktoren un-
terschiedlich.
Systeme dieser Art sind daher Abhängig von ihren Anfangswerten. Es ist daher zweckmäßig, den
Phasenraum eines dynamischen Systems in Unterphasenräume zu untergliedern.
Definition (inneres Subsystem) Existieren in einem dynamischen System (T,M,Φ) k kompakte inva-
riante Mengen Ai ⊂ M bezüglich des Flusses Φ mit i ∈ [1, . . . , k], dann heißt das dynamische System
(T, Ni,Φ) inneres Subsystem falls gilt: (i) Ni ⊆ M ist ein Unterphasenraum von M , (ii) die invariante
Menge ist nur in Ni enthalten, d.h. (M \Ni)∪Ai = ∅ und (iii) alle Einzugs- und Auszugsgebiete von Ai
sind in Ni enhalten, d.h. für jedes Bassin B ⊂ Ai gilt B ⊂ Ni.
6‖e1 ∧ . . . ∧ ek‖ beschreibt das Volumen des durch die Basisvektoren aufgespannten Parallelepipeds.
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2 (−,−) (−, 0) (−,+)
3 (−,−,−) (−,−, 0) (−, 0, 0) (−, 0,+)
4 (−,−,−,−) (−,−,−, 0) (−,−, 0, 0) (−,−, 0,+) (−, 0,+,+) (−,−,+,+)
Tab. 3.1.: Beispiele verschiedener Vorzeichen der 1-dimensionalen Ljapunov-Exponenten. Mit Ausnahme
von Hamilton-Systemen, bei denen die Ljapunov-Exponenten paarweise mit unterschiedlichen
Vorzeichen auftreten und deren Summe null ist, gelten für alle anderen (dissipativen) Systeme,
dass der n-dimensionale Ljapunov-Exponent stets negativ ist. Freie Felder bedeuten, dass das
jeweilige System in dieser Dimension nicht existieren kann [162].
Ist B das Einzugsgebiet eines Attraktors A ⊂ M , so ermöglicht das Vorzeichen des n-dimensionalen
Ljapunov-Exponenten die Klassiﬁzierung dieser inneren Subsysteme in drei Gruppen: (i) λn > 0 (ak-
kumulative Systeme), (ii) λn = 0 (konservative Systeme) und (iii) λn < 0 (dissipative Systeme) [170].
Demzufolge kann das Einzugsgebiet eines dissipativen Subsystems, dem Auszugsgebiet eines akkumula-
tiven Subsystems entsprechen. Die Frage, ob ein dynamisches System, das sich aus mehreren inneren
Subsystemen zusammensetzt, dissipativ bezüglich eines Phasenraumvolumens ist, kann daher allein aus
der globalen Betrachtung der Divergenz nicht ohne weiteres beantwortet werden. So kann beispielsweise
ein System mit zwei Grenzzyklen, wobei der eine Grenzzyklus den anderen einschließt, bestenfalls als
global dissipativ angesehen werden, wenn der äußere Grenzzyklus stabil ist (siehe Abb. 3.5). Wäre der
äußere Grenzzyklus instabil, so ist das System nur für Anfangswerte dissipativ, die innerhalb des äußeren
Grenzzyklus, genauer im Bassin des stabilen Grenzzyklus, liegen.
Auch kann ein dissipatives System derart mit einem akkumulativen System einseitig gekoppelt wer-
den, sodass das neue Vektorfeld divergenzfrei ist (siehe Abschnitt 4.2.2). Das sich hieraus ergebende
Gesamtsystem setzt sich also aus zwei sogenannten äußeren Subsystemen zusammen (einem dissipativen
und einem akkumulativen Subsystem). Im Allgemeinen ﬁndet zwischen solchen Subsystemen ein Ener-
gieaustausch statt. Die Menge Energie, die das stabile System dissipiert, wird von dem instabilen System
aufgenommen (akkumuliert). Bestimmte Projektionen von dynamischen Systemen erlauben es daher un-
ter Umständen ein System in äußere Subsysteme zu unterteilen. Das dazugenommene äußere Subsystem
wird in der Literatur auch als Spiegelsystem bezeichnet [183, 188, 191].
In der Literatur werden die Ljapunov-Exponenten als Stabilitätsindikatoren verwendet ohne zu beto-
nen, dass es sich dabei um eine Mittelungsmethode handelt. Mag dies für lineare dynamische Systeme
sinnvoll sein, so geht auf diese Weise für Systeme mit Grenzzyklen Information über die lokale Stabilität
im Phasenraum verloren. Anhand von Ljapunov-Exponenten ist nicht darstellbar wie sich das System
während einer Periode verhält, sondern nur, ob das System für alle Zeiten, d.h. gemittelt über alle Peri-
oden, im entsprechenden inneren Subsystem stabil ist.
Da anziehende Fixobjekte n-ter Dimension mit n ≥ 1 einen Parallelepiped e1∧. . .∧en gemäß (3.29) für
t → ∞ in n Raumrichtung einschränken, folgt, dass n 1-dimensionale Ljapunov-Exponenten existieren,
die null sind. Sind alle weiteren 1-dimensionalen Ljapunov-Exponenten negativ, so handelt es sich bei
diesem Attraktor um einen Grenzzyklus, der topologisch homöomorph zu einem n-Torus ist.
Hamilton-Systeme haben aufgrund ihrer symplektischen Struktur Paare von Ljapunov-Exponenten,
bei denen beide Elemente eines Paares betragsgleich sind, jedoch jeweils ein unterschiedliches Vorzeichen
tragen, sodass sich deren Summe zu null ergibt. Kanonisch-dissipative Hamilton-Systeme, die auf einem
stabilen Grenzzyklus konservativ werden, haben diese Eigenschaft ohne weiteres nicht (siehe Abschnitt
4.2.4).
Chaotische Systeme sind dissipative Systeme, deren Ljapunov-Spektrum neben den negativen und
trivialen Ljapunov-Exponenten aus einem bzw. für hyperchaotische Systeme aus mehreren positiven




Die im Abschnitt 3.1.1 hergeleitete Liouville-Gleichung (3.7) setzt nach dem Satz von Liouville voraus,
dass ein Phasenraumvolumen erhalten bleibt. Die notwendige Bedingung ist die Divergenzfreiheit des
betrachteten Vektorfeldes. Gerlich leitete in seiner Veröﬀentlichung von 1978 [59] die verallgemeiner-
te Liouville-Gleichung her, die die Liouville-Gleichung um einen Divergenz-Term erweitert und somit
allgemein7 auf dissipative und akkumulative Systeme anwendbar ist.
Betrachtet wird das im Abschnitt 2.1 deﬁnierte dynamische System (T,M,Φ) mit x = h(x0, t) als
Lösung des Anfangswertproblems
x˙ = f(x, t), x0 = h(x0, t0) (3.33)
und den darauf aufbauenden Wahrscheinlichkeitsraum (N,A, P ) mit seinem angehefteten Messraum
(M,B) gemäß Abschnitt 3.7. Das Vektorfeld genüge zudem der Diﬀerenzierbarkeitsanforderung f ∈
C2(M). Sei g : M × T → R eine B-messbare Funktion, sodass ein g˜ : M × T → R deﬁniert werden
kann für das g˜(x, t) = g(h−1(x, t), t) und g˜(h(x0, t), t) = g(x0, t) gilt, dann erfolgt die totale Ableitung





























mit h = (h1, ..., hn), x = (x1, ..., xn) und f = (f1, ..., fn). x0 = h−1(x, t) ist die Inverstransformierte
zur Lösungsfunktion h. Da die nach dem Satz von Radon-Nikodým [260] sichergestellte und zur Um-
kehrtransformation J(x0, t) = det(∂h/∂x0) gehörige Wahrscheinlichkeitsdichte ρ˜(x, t) = ρ(h−1(x, t))











Die Division dieser Dichtegleichung durch die Jacobi-Determinante J˜(x, t) = J(h−1(x, t), t) ergibt


















































(ln (K(y))) , (3.37)
7Die von Liouville ursprünglich hergeleitete Gleichung war bereits allgemein gehalten, sodass korrekterweise von der
Liouville-Gleichung anstatt von einer verallgemeinerten Liouville-Gleichung gesprochen werden müsste [135, 155, 132].
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Mithilfe der Kettenregel (3.34) können die partiellen Ableitungen des letzten Terms zu einer totalen

















Ein wiederholtes Anwenden der Logarithmusbeziehung (3.37) ergibt
d
dt





sodass die Auswertung der Ableitung der invertierbaren Jacobi-Determinante im letzten Term von (3.39)
























erfolgen kann. Da das Vektorfeld zweifach stetig diﬀerenzierbar ist, können die partiellen Ableitungen
der rechten Seiten von (3.41) nach dem Satz von Schwarz [84] vertauscht werden, es folgt
d
dt

































bzw. in der üblicheren Darstellungsform






Aus (3.39) und (3.42) folgt die verallgemeinerte Liouville-Gleichung als eine lineare partielle Diﬀerential-
gleichung erster Ordnung mit nicht konstanten Koeﬃzienten
∂
∂t
p(x, t) + f(x, t) grad(p(x, t)) + div(f(x, t))p(x, t) = 0. (3.44)
Dabei ist p(x, t)dx die Wahrscheinlichkeit, dass sich das System im Zustand x zur Zeit t beﬁndet.
Die Diﬀerentialgleichung ist linear in ihrer höchsten Ableitung und geht für divergenzfreie Systeme
in (3.7) über. Des weiteren hängt das Vektorfeld f bzw. dessen Divergenz nicht von der unbekannten
Funktion p oder ihren Ableitungen ab. Der Anfangswert für das Intervall a ≤ x ≤ b sei
p(x, t0) =: p0(x) (3.45)
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mit p0 ∈ C1(M) und t0 ∈ T als Anfangszeit .
Eine diﬀerentialgeometrische Herleitung der verallgemeinerten Liouville-Gleichung wurde von Steeb
[79, 80] mittels Lie-Ableitungen ausgearbeitet. Es existiert zudem eine zu (3.44) modiﬁzierte Liouville-
Gleichung von Tuckerman unter der Prämisse die verallgemeinerte Liouville-Gleichung nach Gerlich
sei nicht korrekt [243]. Die sich daraus ergebende Diskrepanz wurde von Ramshaw aufgelöst, indem
er anmerkte, dass (3.44) nicht kovariant sei [228]. Ezra präzisierte die Herleitung später zu einer ko-
varianten Darstellung der Liouville-Gleichung, insbesondere im Bezug auf zeitabhängige Metriken und
Volumenformen sowie unabhängig der zugrunde liegenden Phasenraummannigfaltigkeit [251].
3.9.1. Das Cauchy-Problem der verallgemeinerten Liouville-Gleichung
Sei p(x, t) eine diﬀerenzierbare Lösung der Liouville-Gleichung welche durch die (n + 1)-dimensionale
Hyperﬂäche ζ = p(x, t) representiert werden soll. Weiterhin sei n = (∂p/∂x1, ... , ∂p/∂xn, ∂p/∂t,−1) der
Normalenvektor an einem jedem Punkt von ζ. Dann folgt, dass der Vektor k = (f , 1,− div(f)), welcher
aus den Koeﬃzienten der linearen partiellen Diﬀerentialgleichung besteht, orthogonal zu n steht, sodass
k · n = 0. Damit ist ζ die Tangentialebene zu k und es können durch Lösen des Anfangwertproblems
Kurven gefunden werden die ebenfalls tangential zu k stehen.
Unter der Annahme, dass eine solche Lösung von (3.44) existiert, folgt aus dem totalen Diﬀerential










p(x, t) + f(x, t) grad(p(x, t)) = − div(f(x, t))p(x, t).
(3.46)
Ist das Vektorfeld f divergenzfrei, so folgt, dass p(x, t) entlang jeder Lösung h für alle t ∈ T konstant
und eindeutig ist. Eine solche Lösung heißt Charakteristik von (3.44). Insbesondere gilt gemäß (3.45) für
t = t0, dass p(h(x0, t0), t0) = p(x0, t0) = p0(x0). p0 heißt Anfangsverteilung und wird so normiert, dass
das gesamte Volumen unter der Hyperﬂäche ζ zu jedem Zeitpunkt t dem sicheren Ergebnis P (M) = 1
entspricht [20] (siehe Abschnitt 3.9.2). Dieses Volumen heißt im folgenden Liouville-Volumen und ist in
dem sogenannten Liouville-Raum P =M × R+ eingebettet.
Gilt div(f) 6= 0, so sind die Lösungen p(x, t) zwar nicht mehr konstant entlang der Charakteristiken,
können aber dennoch gemäß der daraus resultierenden gewöhnlichen Diﬀerentialgleichung (3.46) gelöst
werden zu









mit p0 : M ⊇ N → R+ als Funktional der Umkehrtransformation. x ist hier als ein Punkt im Phasenraum
zu verstehen auf den die zeitabhängige Lösung h(x0, t) zeigt, also ein Element der Bildmenge. Daher
hängt die Auswertung des Integrals entscheidend von dem korrekten Einsetzen der Lösung h bzw. dessen
Inverstransformierten h−1 ab! Der Exponentialterm entspricht dem Zeitentwicklungsoperator [62] bzw.
dem Dyson-Operator [253] der Schrödingergleichung in der Quantenmechanik.













Die Lösung der partiellen Diﬀerentialgleichung ist geometrisch die Vereinigung einer Schar von charakte-
ristischen Kurven, die für t = t0 die Anfangsverteilung p0 überdecken, sodass gilt








−1](x0, t0) = p0(x0). (3.49)
In der Darstellung (3.48) wird deutlich, dass (3.44) nur dann analytisch lösbar sein kann, wenn das
Diﬀerentialgleichungssystem (3.33) und das Integral der Divergenz in (3.47) analytisch lösbar sind. Der
Satz von Cauchy-Kowalewskaja [241] setzt daher als hinreichende Bedingung voraus, dass nur dann eine
analytische Lösung der partiellen Diﬀerentialgleichung existiert, falls jedes Element von k eine analytische
Funktion ist. Dies hat allerdings auch die Einschränkung zur Folge, dass nur lokal in einer Umgebung
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eines Punktes im Phasenraum die Existenz einer Lösung sichergestellt ist. Die Bedingung, dass diese
Funktionen nicht-analytisch aber zumindest glatt sind, reicht nicht aus wie das Beispiel von Lewy zeigt
[137].
Im 1-dimensionalen und autonomen Fall, d.h. für f : x 7→ f(x) mit n = 1, ist die verallgemeinerte
Liouville-Gleichung ohne Anfangs- oder Randbedingungen eindeutig lösbar, es folgt
p(x, t) =
c [f ] (x, t)
f(x, t)





mit c : f 7→ c[f ] als ein Funktional. Nur für wohlwollende Anfangs- oder Randbedingungen kann das
Funktional c in die Anfangsverteilung p0 transformiert werden. Im stationären Fall, d.h. für ∂p/∂t = 0,





mit c : T→ R als nunmehr zeitabhängige Funktion. Für höher-dimensionale Fälle ist (3.47) die allgemeine
Lösung.
Weiterführende Literatur
— Bhutani et al. „On the generalized forms of exact solutions to the liouville equation via direct approach“
[234]
— Gerlich „Die verallgemeinerte Liouville-Gleichung“ [59]
— Klages „Microscopic Chaos, Fractals, and Transport in Nonequilibrium Steady States“ [132]
— Liouville „Sur la théorie de la variation des constantes arbitraires“ [135]
— Steeb „Nonlinear systems of diﬀerential equations involving limit cycles and conservative Hamiltonian
systems“ [78]
— Steeb „Generalized liouville equation, entropy, and dynamic systems containing limit cycles“ [79]
— Steeb „A comment on the generalized Liouville equation“ [80]
— Zhenglu „On the Liouville equation“ [244]
3.9.2. Volumenerhaltung
Die durch das Funktional p0 gebildete und normierte Anfangsverteilung schließt das im Liouville-Raum
P = M × R+ eingebettete Liouville-Volumen ein, da p0 aus dem Phasenraum (oder einem Unterraum)
in R+ abbildet. Nach dem Satz von Liouville ist jedes Phasenraumvolumen für Hamilton-Systeme für
alle Zeiten erhalten und folglich auch jedes Liouville-Volumen, d.h. es gilt gemäß (3.47) die Beziehung
div(f(x, t)) = 0 ⇔ p(x, t) = p0[h−1](x, t). Ist dx0 das initiale Volumenelement, so wird das Phasenraum-
volumen über die Transformation dx = J(x0, t)dx0 mit dem Fluss transportiert.
Unter der Verwendung der Transformationen, die zur Herleitung der verallgemeinerten Liouville-Glei-
chung genutzt wurden, kann gezeigt werden, dass ein Liouville-Volumen auch für Nicht-Hamilton-Systeme












Dies ist insofern wesentlich, als dass die Wahrscheinlichkeitsdichte p auch als solche unter Zeitentwicklung
interpretiert werden kann. Es kann somit eine Verallgemeinerung des Satzes von Liouville formuliert wer-
den, unter der Berücksichtigung, dass hier das Liouville-Volumen und nicht das dazu in Bezug stehende
Phasenraumvolumen gemeint ist.
Definition (Liouville-Volumen) Das unter der Hyperﬂäche ζ eingeschlossene Volumen im Liouville-
Raum P ist erhalten und wird Liouville-Volumen genannt.
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Gemäß (3.42) steht die zeitliche Änderung der Transformation dx = J(x0, t)dx0 im direkten Bezug zur
Divergenz des Vektorfeldes. Es können somit fünf verschiedene Fälle betrachtet werden: (i) das Vektorfeld
ist divergenzfrei und es gilt der Satz von Liouville, (ii) die Divergenz ist konstant (und ungleich null),
(iii) die Divergenz ist rein zeitabhängig, sodass eine Funktion c : T → R deﬁniert werden kann, für die
gilt, dass c(t) = div(f(x, t)), (iv) die Divergenz ist eine Funktion der Zustandsvariablen x oder (v) die
Divergenz ist sowohl eine Funktion der Zustandsvariablen x als auch der Zeit t.
Der erste Fall ist bereits im Kapitel über Hamilton-Systeme abgehandelt worden (siehe Abschnitt
3.1.1). Insbesondere sind Lösungen der Liouville-Gleichung für konservative Systeme stets stationäre Lö-
sungen, d.h. zeitunabhängig [251], wenngleich nicht jedes System das divergenzfrei ist auch ein Hamilton-
System sein muss. Der zweite Fall ermöglicht eine weitere Unterscheidung im Vorzeichen der Konstanten.
Gemäß der Lösung (3.47) der verallgemeinerten Liouville-Gleichung wird klar was dies bedeutet. Sei
c = div(f) = const, so folgt p(x, t) = p0[h−1](x, t) e−ct. Ist c positiv, so muss die Phasenraumdichte p
über dem gesamten Phasenraum um einen instabilen Gleichgewichtspunkt zerﬂießen. Ist c negativ, so
geht p gegen unendlich während die Phasenraumdichte in einen stabilen Gleichgewichtspunkt einläuft.
Da das Liouville-Volumen erhalten sein muss, folgt weiterhin, dass jede Phasenraumdichte, die im Ein-
zugsgebiet eines stabilen Gleichgewichtspunktes liegt, für t → ∞ gegen die δ-Distribution strebt (siehe
Abschnitt 3.9.4 und 4.1.1).
Der dritte Fall wurde bereits von Gerlich als ein Spezialfall erkannt [59]. Ist c eine Funktion der Zeit,




mit einer Funktion g : M ⊇ N → R+. Da ln(J) für t → t0 null ergeben muss, folgt ln(g(x0)) = 0. Die
Jacobideterminante ist somit ebenfalls nur eine Funktion der Zeit
J(t) = J˜(t) = e
∫
c(t)dt (3.54)
und für jedes endliche t ungleich null. Allerdings muss es sich bei diesem Fall und um den fünften Fall
um nicht-autonome Systeme handeln, die sich immer in ein höherdimensionales autonomes System und
damit in einen anderen hier diskutierten Fall umwandeln lassen.
Ist die Divergenz eine Funktion der Zustandsvariablen c(x) (vierter Fall), so folgt aus (3.42), dass
die Änderung des Phasenraumvolumens ebenfalls eine Funktion der Zustandsvariablen sein muss. Sei






















Daraus folgt, dass die Divergenz einer Volumenänderungsratendichte mit der physikalischen Dimension
einer Frequenz entspricht und das Phasenraumvolumen eines allgemeinen dynamischen Systems maßge-
bend beeinﬂusst. Schließt die zum Phasenraumvolumen zugeordnete MengeN sowohl in Teilen eine Quelle
als auch eine Senke im Phasenraum ein, dann wird das Phasenraumvolumen sowohl gestreckt als auch
gestaucht. Für jeden inﬁnitesimalen Zeitschritt dt ﬁndet folglich sowohl eine Dissipation als auch Akku-
mulation des Phasenraumvolumens statt. Ist N eine echte Teilmenge eines inneren Subsystems bezüglich
eines stabilen Grenzzyklus, so werden diese Divergenzunterschiede zu einem mit der Periodenlänge im
Bezug stehenden pulsierenden bzw. pumpenden Verhalten des Phasenraumvolumens führen. Gleiches gilt
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für instabile Grenzzyklen unter Zeitumkehr. Dieser Mechanismus wird im Folgenden Pumpmechanismus
genannt.
Ob ein Phasenraumvolumen in Summe gestreckt oder gestaucht wird, ist demnach eine Frage, ob die
Beiträge positiver Divergenz denen der negativen Divergenz überwiegen (Bilanz). Ein Pumpmechanismus
muss keiner Nullstelle c(x) = 0 zu Grunde liegen, die den Übergang zwischen Dissipation und Akkumula-
tion beschreibt, sondern kann auch die Manifestation von Extrema dic(x)/dti = 0 mit i ∈ N+ sein, sodass
beispielsweise Anteile des Volumens schneller gestreckt werden als Andere. Zugleich führt eine Änderung
des Phasenraumvolumens zu einer Änderung der Wahrscheinlichkeitsdichte im Liouville-Raum. Dafür
verantwortlich ist der letzte Term von (3.47) der die Erhaltung des Liouville-Volumens gewährleistet.
Wird ein Phasenraumvolumen gleichmäßig gestreckt, so sinkt die Wahrscheinlichkeit für das Auftreten
eines bestimmten Zustands und umgekehrt.
Gemäß dem Divergenzsatz (3.32) entspricht die über die Zeit gemittelte Divergenz der Summe aller
1-dimensionalen Ljapunov-Exponenten.
Proposition (Informationsverlust durch Zeitmittelung) Eine Zeitmittelung führt zu dem vollständigen
Informationsverlust über den Pumpmechanismus, da dieser Mechanismus sich auf Grenzzyklen periodisch
wiederholt.
Dieser Unterschied macht die Liouville-Dynamik im Gegensatz zum Ljapunov-Formalismus so mächtig.
Mit dem Divergenzsatz als Bindeglied können zudem alle Aussagen des Ljapunov-Formalismus übernom-
men werden.
3.9.3. Anfangsverteilung
Wahrscheinlichkeitsverteilungen werden durch reellwertige Dichtefunktionen bezüglich des Lebesque-Ma-
ßes beschrieben. Die Integration dieser Dichtefunktionen über ein Intervall im Phasenraum gibt die
Wahrscheinlichkeit wieder, dass sich der Systemzustand zum Zeitpunkt t ∈ T innerhalb des Intervalls ein-
gestellt hat. Die Wahl der Anfangsverteilung p0 ist beschränkt auf diejenige Klasse von kontinuierlichen
Wahrscheinlichkeitsverteilungen, deren Dichtefunktion die Bildmenge der Lösungen h abdeckt. Damit
ist gewährleistet, dass zu jedem möglichen Zustand im Phasenraum eine Wahrscheinlichkeit p(x, t) dx





(a) Vergleich zwischen Cauchy-, Laplace, logistischer






(b) Dichtefunktion der Normalverteilung zu verschie-
denen Standardabweichungen σ und jeweils iden-
tischem Erwartungswert.
Abb. 3.6.: Beispiele kontinuierlicher 1-dimensionaler Dichtefunktionen.
ce-Verteilung, logistische Verteilung, Normalverteilung oder studentsche t-Verteilung (siehe Abb. 3.6).
Letztlich ist die Normalverteilung aufgrund ihrer Nähe zum zentralen Grenzwertsatz [167] von entschei-
dender Bedeutung. Dieser Satz sagt aus, dass eine Folge von unabhängigen Zuständen {x1, . . . ,xk} ∈M
in einem Wahrscheinlichkeitsraum (M,B, P ) alle dieselbe Wahrscheinlichkeitsverteilung aufweisen. Nach
dem Gesetz der großen Zahlen konvergiert jedes empirische Mittel einer solchen Folge fast-sicher gegen
den Erwartungswert dieser Verteilung für k →∞, sodass die z-Transformation, d.h., diejenige Transfor-
mation von Zuständen, deren Erwartungswert null und deren Varianz eins ergibt, im Kontinuum k →∞
gegen die Standardnormalverteilung konvergiert.
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Dabei ist x ein Zustand im Phasenraum zu den Erwartungswerten µ. Die positiv semideﬁnite Kovarianz-
matrix K enthält alle Informationen über die Varianzen σi2 (Hauptdiagonale) und Korrelationen jeder
Komponente des Zustands x. Sie ist aufgrund ihrer Diagonalisierbarkeit als Ellipsoid darstellbar.
In der Liouville-Dynamik dienen diese Dichtefunktionen als Funktional f [h−1](x, t), sodass ggf. zeitab-
hängige Funktionen existieren, deren Bild einem Erwartungswert, einer Varianz oder einer Korrelation
zugeordnet werden können. Auch höhere Momente sind nicht auszuschließen, sodass die Normalverteilung
im zeitlichen Verlauf verzerrt wird. In allen Fällen müssen diese Funktionen jedoch zur Anfangszeit t0 die
jeweiligen Startparameter wiedergeben. Dazu gehören der Startzustand xS = µ und die Kovarianzmatrix.
Der Startzustand ist nicht zu verwechseln mit den Anfangszuständen x0. Letztere sind die Bilder der
Inverstransformierten h−1!
Bei den Komponenten eines Zustands handelt es sich um physikalisch messbare und präparierbare
Größen. Diese Größen sind in der Elektrodynamik in der Regel Ströme und Spannungen sowie Ladun-
gen und magnetische Flüsse. Jedoch sind aufgrund von Rauschen, Messfehlern oder Abweichungen in
der Präparation keine exakten Größen deﬁnierbar. So sind die Anfangsbedingungen jeder elektronischen
Schaltung nach jedem Neueinschalten unterschiedlich. Die Anfangsverteilung ist daher die Beschreibung
der empirisch ermittelbaren Häuﬁgkeitsverteilung von Startparametern der Schaltung. Die Liouville-Dy-
namik von elektronischen Schaltungen kann daher Aufschluss über das deterministische Verhalten für
unsichere Anfangsbedingungen geben. Welche Wahrscheinlichkeitsverteilung als Anfangsverteilung letzt-
lich herangezogen wird, ist abhängig von dem Verhalten der Schaltung beim Einschalten. Eine starke
Nichtlinearität (z.B. die Kennlinie einer Diode) wird in der Regel für unsichere Anfangsbedingungen
zu einer um den Erwartungswert asymmetrischen Verteilungsfunktion führen. Zudem erschwert das in-
trinsische und damit nicht extrahierbare Rauschen jeder Schaltung die empirische Bestimmung einer
sinnvollen Wahrscheinlichkeitsverteilung. Nichtsdestotrotz kann, wie in Kapitel 4 gezeigt wird, auch ohne
die Kenntnis der korrekten Anfangsverteilung Information über das deterministische Verhalten gegenüber
unsicheren Anfangswerten einer Schaltung gewonnen werden.
3.9.4. Unendlich scharfe Phasenraumdichte (δ-Distribution)
Die δ-Distribution ist ein lineares Funktional, das für δ(x − h(x0, t)) in der Liouville-Dynamik einem
Zustand und dessen weiterem zeitlichen Verlauf im Phasenraum das sichere Ergebnis P (M) = 1 zuordnet.
Mit diesem Formalismus lässt sich die verallgemeinerte Liouville-Gleichung aus einem anderen Blickwinkel
herleiten [59, 226, 232]. Dazu sei












die aus der ursprünglichen Herleitung bekannte Wahrscheinlichkeitsdichte und δρ˜(x) = δ(x − h(x0, t))
die Delta-Distribution bezüglich ρ˜(x), sodass für die partielle Ableitung nach der Zeit des Integrals über







































































aufgestellt werden, sodass mit der Multiplikation mit ρ(x0) und der Integration nach dx0 die verallge-
















fi(x, t)δρ˜(x)ρ(x0)dx0︸ ︷︷ ︸
∇(f(x,t)p(x,t))
= 0. (3.61)
Folglich kann das gewöhnliche Diﬀerentialgleichungssystem x˙ = f(x, t) als Grenzfall angesehen werden,
das sich aus der verallgemeinerten Liouville-Gleichung ergibt, wenn die Anfangsverteilung einer Dirac-
Distribution entspricht oder die Phasenraumdichte sich im Langzeitverhalten auf einen singulären Punkt
staucht. In diesen Fällen wird demzufolge nur eine (diskrete) Integralkurve betrachtet, deren Wahrschein-
lichkeitsdichte p für alle Zeiten eins ist.
3.9.5. Frobenius-Perrón Operator
Nichtlineare Systeme, und insbesondere solche mit Grenzzyklen, sind im Allgemeinen analytisch nicht
lösbar. Die darauf aufbauenden numerischen Lösungsverfahren haben alle eine diskrete Schrittweite des
Zeitparameters gemeinsam. Die Lösungen der verallgemeinerten Liouville-Gleichung können demnach als
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}
, (3.62)
die allesamt zur Startzeit t0 aus der Menge N ihre Anfangswerte beziehen. Jedes (n + 1)-Tupel von
P ergibt dann für alle t ∈ T ⊂ Q einen Punkt im Liouville-Raum P = M × R+ zurück, sodass das
dadurch entstehende Polygonnetz der Wahrscheinlichkeitsverteilung entspricht. Das darin eingeschlossene
(n + 1)-dimensionale Volumen entspricht dem Liouville-Volumen mit dem sicheren Ergebnis P (M) = 1
bezüglich des Wahrscheinlichkeitsraums (M,B, P ).
Der zu dem dynamischen System (T,M,Φ) gehörige Fluss Φ bildet jede Anfangsbedingung x0 ∈ N ⊆













Abb. 3.7.: Beispiellösungen derselben Liouville-Gleichung zum Zeitpunkt t = τ . Links die analytische
Lösung als Hyperﬂäche ζ = p(x, τ) (siehe 3.9.1), rechts die numerische Lösung als Polygonnetz
der Menge P(τ).
N mit j →∞ eine δ-Distribution als Anfangsverteilung gemäß (3.58) angenommen werden kann und für
die Summe eine glatte Phasenraumdichte folgt











p(x, 0)dx = 1 und p0[Φ−tx](x) als Funktional bezüglich des inversen Flusses h−1t = Φ−tx.
Zusammen mit dem Birkhoﬀschen Ergodensatz (3.26) ist der Erwartungswert einer Observable B ∈ B
(siehe Abschnitt 3.1 bzw. 3.8) als Einzelmessung vieler Mittelwerte zu verstehen. Der Mittelwert dieser




















δ(x− Φtx0) p0(x0)dx0 = |DˆΦ−t|p0[Φ−tx](x) =: (Pˆtp0)(x). (3.65)
Dabei wurde aus Gründen der Konsistenz Dˆ als Diﬀerentialoperator bezüglich x gewählt, welcher auf
den inversen Fluss Φ−t wirkt. Pˆ heißt Frobenius-Perrón-Operator, ist linear und transportiert global
eine Dichte für einen ﬁniten Zeitschritt unter Erhaltung der L1-Integrabilität nach dem Satz von Radon-
Nikodým [260]. Der Erwartungswert einer Observable ist infolgedessen durch das Skalarprodukt
〈B〉t = 〈B|Pˆtp0〉 (3.66)
gegeben. Für den in Abschnitt 3.1 deﬁnierten Liouville-Operator Lˆ gilt der Zusammenhang Pˆt = eLˆt.
Demzufolge deﬁniert die Erzeugende des Frobenius-Perrón-Operators den Liouville-Operator und die
Menge P kann schrittweise erzeugt werden [160, 171].
Entspricht der Liouville-Raum dem Raum der quadratintegrablen Funktionen, d.h., ist dieser mit der
Struktur eines Hilbertraums versehen, dann können diese Operatoren spektral zerlegt werden. Diese Zerle-
gung gibt über die zeitliche Entwicklung und über die Stabilität von Phasenraumdichten Aufschluss. Die
Liouville-Dynamik der Pitchfork und Hopf-Bifurkation wurde in diesem Zusammenhang durch Gaspard
und Tasaki untersucht [171]. Für mischende Systeme ist das Spektrum des Frobenius-Perrón-Operators
kontinuierlich, während integrable Systeme ein diskretes Spektrum aufweisen.
52
3.10. Dissipation und Entropie
Weiterführende Literatur
— Beck „From the Perron-Frobenius equation to the Fokker-Planck equation“ [235]
— Dutta et al. „Uncertainty Quantiﬁcation for Stochastic Nonlinear Systems using Perron-Frobenius Ope-
rator and Karhunen-Loève Expansion“ [261]
3.10. Dissipation und Entropie
Dissipation bezeichnet im Allgemeinen den Austausch einer physikalischen Größe (wie beispielsweise
der Energie) mit der äußeren Umgebung eines dynamischen Systems [179]. Dissipative Systeme sind
somit stets oﬀene Subsysteme die mit ihrer Umgebung (beispielsweise einem Wärmebad) wechselwirken,
sodass strenggenommen jedes nicht-idealisierte physikalische System aufgrund des zweiten Hauptsatzes
der Thermodynamik zu einem dissipativen System gehört. Die Beschreibung dieser thermodynamischen
Prozesse geschieht über die Entropie S; beispielsweise steigt die Entropie monoton bei jedem irreversiblen
Prozess, bei dem Arbeit aufgrund von Reibung in thermische Energie (innere Energie) umgewandelt wird
(Energieentwertung).
Der Austausch von Energie muss nicht zwangsläuﬁg in eine Richtung erfolgen. Je nach Lage im Pha-
senraum kann Energie dissipiert oder auch akkumuliert werden. Als Beispiel dienen dynamische Systeme
mit einem stabilen Grenzzyklus, die dissipative Verluste nicht instantan, sondern nur in bestimmten
Bereichen durch Energiezufuhr ausgleichen (z.B. das Van der Pol-System im Abschnitt 4.2.1). D.h. der
Austausch von Energie ist wegabhängig und die Anfangswerte, die das Einzugsgebiet bestimmen, beein-
ﬂussen entscheidend die Dissipation (für kleine Zeiten).
Thermodynamische Entropie lässt sich nicht ohne weiteres auf dynamische Systeme übertragen. Aus
Sicht der Maßtheorie wäre es naheliegend, die Kolmogorow-Sinai-Entropie als Maß des Informationsge-
halts zu deﬁnieren, die das System im Laufe seiner Dynamik generiert (analog zur Informationstheorie
nach Shannon bzw. zur Pesin-Entropie [219, 156]). Dieser Entropiebegriﬀ vergleicht zwei Parallelepipede
mit ihren Phasenraumvolumen. Der erste Parallelepiped W0 ist um den Anfangswert x0 zur Anfangszeit
t = t0 zentriert und wird gemäß dem Fluss ΦτW0 transportiert. Der zweite Parallelepiped W1 startet
zentriert um x1 = Φτx0 zur Zeit t = τ und wird rückwärts mit der Zeit gemäß Φ−τW1 transportiert.
Ist die abgeschlossene Menge des ersten Parallelepipeds zur Anfangszeit eine Teilmenge des zweiten Par-
allelepipeds zur Zeit t = −τ , dann wurde Information verloren, andernfalls gewonnen (siehe Abb. 3.8).
Fixobjekte wie Fixpunkte oder Grenzzyklen sind jedoch statische Objekte im Sinne dieser Theorie und
generieren oder verlieren nur auf dem transienten Weg Information. Da Entropie im Sinne des zweiten
Hauptsatzes für dissipative Systeme nur steigen kann, ist die Kolmogorow-Sinai-Entropie demzufolge
ein Chaosindikator, deren Trajektorien im Laufe der Zeit immer weiter divergieren bzw. deren größter
Ljapunov-Exponent positiv ist (siehe [162, 182] und im Bezug auf chemische Systeme [231, 257, 259]).
Gemäß (3.56) wird sich ein Phasenraumvolumen bei einer zustandsabhängigen Divergenz kontinuier-
lich ändern, sodass es in transversaler Richtung auf einem Grenzzyklus zu einem periodischen Wechsel
von Streck- und Stauchvorgängen kommen kann (Pumpmechanismus). Sei Sdyn : T → R+ eine zeitab-
hängige Funktion ähnlich zur Entropie der Phasenraumdichte p(x, t) mit k als Konstante (analog zur




p(x, t) ln (p(x, t)) dx, (3.67)
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∫
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Abb. 3.8.: Kolmogorow-Sinai-Entropie-Beispiel eines harmonischen Oszillators mit linearer Dämpfung.
Da die Menge W0 eine Teilmenge der Menge Φ−τW1 ist, sinkt der Informationsgehalt mit
jedem Zeitschritt in diesem System [182].
Der linke Term in (3.68) ist zeitunabhängig und damit konstant. Der rechte Term entspricht dem Erwar-
tungswert der Funktion ln(J˜(h(x0, t), t)), sodass S umgeschrieben werden kann zu
Sdyn(t) = S0 + k 〈ln (J(x0, t))〉x0 . (3.69)
Die zeitliche Änderung von S ist somit ausschließlich durch die zeitliche Änderung des Erwartungswertes





〈ln (J(x0, t))〉x0 = k 〈div(f(x, t))|x=h(x0,t)〉x0 . (3.70)












p(x, t) div(f(x, t))dx
= k 〈div(f)〉x
(3.71)
und mit dem Divergenzssatz (3.32) unter der Bedingung der Ergodenhypothese (die für thermodynami-
sche Systeme gilt) verbunden werden. Daraus folgt, dass die Funktion S˙dyn, bis auf eine Konstante k und
für autonome Systeme, der Summe aller 1-dimensionalen Ljapunov-Exponenten entspricht und folglich
konstant sein muss, d.h. S˙dyn = kλn = const. Die Änderung der Kolmogorow-Sinai-Entropie ist hinge-
gen die Summe aller positiven 1-dimensionalen Ljapunov-Exponenten λn+ bezüglich einer Konstanten
kKS = 1/ ln(2)JK
−1 (Pesin-Theorem), d.h. S˙KS = kKSλn+ [169, 248]. Da λn für nicht chaotische dissipa-
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Abb. 3.9.: Beispiele für Phänomene fernab vom Gleichgewicht. Links eine dissipative Struktur durch das
Erwärmen eines Fluids (Rayleigh-Bénard-Konvektion) [220], rechts ein Meissner-Oszillator, der
Aufgrund seiner Nichtlinearität eine stabile Oszillation erzeugt. Beide Systeme stellen oﬀene
Nichtgleichgewichtssysteme dar, durch die ein Energieﬂuss strömt.
tive Systeme negativ ist, würde (3.70) als Interpretation einer Entropieänderung dem zweiten Hauptsatz
der Thermodynamik widersprechen. Dies könnte durch eine Betragsbildung vermieden werden, indem
(3.70) mit Entropieerhaltung im Bezug auf die Systemumgebung interpretiert wird. D.h., die Menge
an Entropieabnahme eines dynamischen Systems entspricht der Menge an Entropiezunahme seiner ther-
modynamischen Umgebung in Form von Joulscher Wärme, sodass beide Größen sich aufheben [132].
Allerdings lassen sich kanonisch-dissipative Systeme ﬁnden, bei denen klar ist, in welchen Bereichen des
Phasenraums Energie dissipiert wird. In diesen Bereichen ﬁndet jedoch nicht immer eine Akkumulation
des Phasenraumvolumens statt, sondern auch Dissipation, was im Sinne der eben genannten Entropieer-
haltung konträr wäre. Zudem gehen durch die Mittelung 〈·〉 alle lokal relevanten Information über den
Pumpmechanismus verloren. Die eingangs erwähnte Wegabhängigkeit der dissipierten Energiemenge und
die damit verbunden Abhängigkeit der Anfangswerte ist damit obsolet. Mit der Mittelung können nur
noch Aussagen über große Zeiten gemacht werden. Allerdings stellt die Entropie gemäß (3.67) auch nicht
den Anspruch eine thermodynamische Entropie zu sein. Sie impliziert stattdessen nur die Information
über den zeitlichen Verlauf eines Volumens im Phasenraum und ist entweder nur ein Teil einer ther-
modynamischen Entropie, die auch ihre Umgebung berücksichtigt, oder (3.67) ist das Analogon einer
thermodynamischen Entropie für dynamische Systeme, der in dieser Arbeit sogenannten dynamischen
Entropie [49, 228].
Handelt es sich bei dem System um ein konservatives System mit mischender Eigenschaft, so kann
entgegen der Volumenerhaltung eine positive Entropieänderung angegeben werden. D.h., trotz des deter-
ministischen Charakters kann das System zu einem irreversiblen statistischen Gleichgewicht transformie-
ren.
Würde die Rückkopplung eines elektrischen Oszillators unterbrochen werden, würde die dem System
durch die Anfangsbedingung zugeführte Energie stetig dissipiert und an die Umgebung des Systems ab-
gegeben werden. Unabhängig von den dissipativen Verlusten zum Betrieb einer geeigneten Energiequelle
muss die notwendige Energiemenge der Entdämpfung, bezogen auf eine Periode T , genauso groß sein,
wie die in dieser Zeit dissipierte Energie. In seiner Summe verrichtet das System demzufolge genau die
Menge an Arbeit, die zum Erhalt der Schwingung notwendig ist.
Handelt es sich bei dem dynamischen System um ein kanonisch-dissipatives Hamilton-System, so kön-
nen die Bereiche im Phasenraum, zu denen Energie dissipiert oder akkumuliert wird, über die Dissipati-
onsfunktion als ein Nullstellenproblem bestimmt werden. Für ein allgemeineres dissipatives System, zu
dem ohne weiteres keine Energiefunktion aufgestellt werden kann, können diese Bereiche bestenfalls durch
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eine Analogiebetrachtung der Bewegungsgleichung zu bereits bekannten Hamilton-Systemen bestimmt
werden, also der Identiﬁzierung von Dämpfungstermen in den Bewegungsgleichungen.
Ein dissipatives System mit einem stabilen Grenzzyklus zeichnet sich folglich nicht allein dadurch aus,
Energie an die Umgebung abzugeben, sondern dass ein Energieﬂuss für jede Periode von einer Ener-
giequelle durch das System an die Umgebung stattﬁndet; schließlich können Bereiche des Phasenraums
existieren in denen mehr Energie akkumuliert als dissipiert wird (siehe Abb. 3.9). Ist (3.69) nur ein
Teil der thermodynamischen Entropie, dann kann auch die Divergenz nur eine Teilantwort auf die Frage
sein, wann Energie dissipiert wird und ob die Richtung des Energieﬂusses mit dem Pumpmechanismus
korreliert.
Als Beispiel eines dissipativen Systems im thermodynamischen Sinne sei ein ideales Gas in einem
isolierten Behältnis gegeben, welches sich als Ganzes in einem isoliertem Behältnis, umgeben von einem
Vakuum mit endlichem Volumen, beﬁndet. Die Gesamtenergie und der Gesamtimpuls des Gases ist erhal-
ten. Hat der innere Behälter eine Öﬀnung, steigt die Entropie des thermodynamischen Systems an, bis das
Phasenraumvolumen des Gases dem Volumen des äußeren Behälters entspricht. Die Gesamtenergie und
der Gesamtimpuls bleiben jedoch weiterhin erhalten. Dieses System ist demzufolge konservativ bezüglich
seiner Energie, aber dissipativ bezüglich der thermodynamisches Entropie und auch dissipativ bezüglich
des Phasenraumvolumens [186]. Dieser Vorgang ist ohne Verrichtung von Arbeit nicht reversibel. Das
Gas wird sich nicht wieder in den inneren Behälter ordnen. Demzufolge existieren keine akkumulativen
thermodynamischen Systeme. Wird das Systems dahingehend verändert, dass die Öﬀnung durch eine
Vakuumpumpe ersetzt wird, welche in beiden Richtungen Arbeit verrichten kann, dann kann das Gas
beliebig umgefüllt werden. Die Beschreibung dieses Systems ist nun nicht mehr thermodynamisch ab-
geschlossen, da die notwendige Energie zum Umfüllen des Gases aus der Systemumgebung akkumuliert
werden muss. Die Beschreibung als ein dynamisches System ist jedoch legitim und je nach Wirkrichtung
der Vakuumpumpe ist das System akkumulativ oder dissipativ bezüglich seines Phasenraumvolumens.
Außerdem wird klar, wieso die Entropieänderung negativ werden kann. Aus Sicht des Gesamtsystems,
stellt das Umfüllen des Gases aus dem äußeren in den inneren Behälter eine Ordnung dar.
Im übertragenen Sinn kann die Vakuumpumpe durch eine Energiepumpe ersetzt werden. Die Dämpfung
bzw. Verstärkung eines dynamischen Systems ist demzufolge abhängig von dem Pumpmechanismus der
Energiepumpe. Dieser Mechanismus kann mittels einer Bilanzgleichung, beispielsweise
e˙(t) = G−Re(t)−M(x) e(t), (3.72)
modelliert werden [90]. Dabei ist e : T→ R eine Energiefunktion die ein internes Energiedepot beschreibt,
G die Rate mit der Energie aus der Systemumgebung in das Depot akkumuliert wird, R die Rate mit
der Depotenergie dissipiert wird und M die zustandsabhängige Rate mit der Depotenergie in kinetische
Energie des dynamischen Systems umgewandelt wird. Die Zustandsabhängigkeit von M modelliert den
Pumpmechanismus als solches.
Weiterführende Literatur
— Andrey „The rate of entropy change in non-hamiltonian systems“ [152]
— Beck & Schlögl „Thermodynamics of Chaotic Systems: An Introduction“ [233]
— Hoover „Remarks on non-Hamiltonian statistical mechanics: Lyapunov exponents and phase-space di-
mensionality loss“ [248]
— Klages „Microscopic Chaos, Fractals, and Transport in Nonequilibrium Steady States“ [132]
— Landauer „Stability and entropy production in electrical circuits“ [52]
— Lasota & Mackey „Probabilistic Properties of Deterministic Systems“ [153]
— Meixner „Entropie im Nichtgleichgewicht“ [49]
— Meixner „Thermodynamik der Vorgänge in einfachen ﬂuiden Medien und die Charakterisierung der
Thermodynamik irreversibler Prozesse“ [50]
— Prigogine „Time, Structure, and Fluctuations“ [220]
— Ramshaw „Remarks on entropy and irreversibility in non-hamiltonian systems“ [228]
— Reif „Fundamentals of Statistical and Thermal Physics“ [209]
— Sergi „Non-Hamiltonian equilibrium statistical mechanics“ [250]
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Die Liouville Dynamik ist die Beschreibung der deterministischen Bewegung einer gewichteten Schar von
Integralkurven h(x0, t). Gewöhnliche Diﬀerentialgleichungen der Form
x˙ = f(x, t) (4.1)
mit f : M → TM als Ck-Vektorfeld stellen die Bewegungsgleichungen dieser Integralkurven auf dem
Phasenraum M dar. Die Anfangswerte x0 ergeben sich aus dem Bild der Lösungsfunktionen h(x0, t)
zur Anfangszeit t = t0 gemäß x0 = h(x0, t0) und sind Elemente einer Anfangsmenge N ⊆ M . Eine
Phasenraumdichte p : M → R+ wird durch eine Anfangsverteilung p0 : N → R+ in Form eines Funktio-




p(x, t) + f(x, t) grad(p(x, t)) + div(f(x, t))p(x, t) = 0. (4.2)
Diese Gleichung stellt eine lineare partielle Diﬀerentialgleichung erster Ordnung dar, dessen nicht kon-
stante Koeﬃzienten aus dem Vektorfeld f und der Divergenz des Vektorfeldes div(f) bestehen. Die
Funktionsabhängigkeit der Divergenz weist für kontinuierliche Vektorfelder fünf unterschiedliche Fälle
auf und ist auf drei Fälle für autonome Systeme reduzierbar: (i) div(f(x)) = 0 (divergenzfrei), (ii)
div(f(x)) = const 6= 0 (konstant) und (iii) div(f(x)) = c(x) (zustandsabhängig). Die Lösung der Liouvil-
le-Gleichung ist gegeben durch









mit x0 = h−1(x, t) als Umkehrtransformation zu x = h(x0, t).










Ist das Vektorfeld divergenzfrei, d.h. gilt div(f) = 0, sodass der letzte Term der verallgemeinerten Liou-
ville-Gleichung verschwindet, dann ist das Phasenraumvolumen erhalten. Da die Integration der Wahr-




p(x, t)dx = 1 (4.5)
auch unter Zeitentwicklung erhalten bleibt, handelt es sich bei dem Exponentialterm um einen Volume-
nerhaltungsterm bezüglich des durch (4.5) eingeschlossenen Volumens (Liouville-Volumen), welches im
Liouville-Raum P = M × R+ eingebettet ist1. Das eingeschlossene Phasenraumvolumen ist unabhän-
gig von der Phasenraumdichte. Phasenraum- und Liouville-Volumen müssen daher strikt voneinander
unterschieden werden. Während ersteres nur für divergenzfreie Systeme erhalten ist (wie z.B. Hamilton-
Systeme), ist letzteres als das sichere Ergebnis, d.h. als Aufenthaltswahrscheinlichkeit P innerhalb des
Phasenraums, zu interpretieren.





1Der Begriﬀ des Liouville-Volumens stellt nur ein Gedankenkonstrukt zur Veranschaulichung dar. Tatsächlich gibt es keinen
Mehrwert gegenüber Begriﬀ der Phasenraumdichte. Die Phasenraumdichte ist demnach als eine orthogonale Projektion
vom Liouville-Raum in den Phasenraum zu verstehen
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sodass die Divergenz als eine Volumenänderungsratendichte mit der physikalischen Dimension einer Fre-
quenz zu interpretieren ist. Hieraus folgt, dass für die Bewegung einer Phasenraumdichte die Divergenz
des Vektorfeldes div(f) entscheidend ist und diese die Wahrscheinlichkeitsdichte p maßgeblich beeinﬂusst.
Die Änderung eines Phasenraumvolumens wird zu Änderungen der Phasenraumdichte führen, während
eine Änderung der Phasenraumdichte nicht einer Änderung des Phasenraumvolumens zu Grunde liegen
muss. Die Ursache für Änderungen des Phasenraumvolumens sind Quellen oder Senken, die Ursache für
Änderungen der Phasenraumdichte sind Beschleunigungen. Ein Fluid, welches eine Senke überquert, ver-
liert sein Volumen und ändert seine Dichte, ein Fluid, welches in einem konstanten Volumen beschleunigt
wird, ändert nur seine Dichte.
Ein elektrischer Oszillator ist ein dynamisches System, das der autonomen Bewegungsgleichung
x˙ = f(x, µ) (4.7)
mit µ als Bifurkationsparameter gehorcht und zu der ein Hopf-Punkt (x˜, µ˜) existiert, zu dem für Bifur-
kationswerte |ǫ| größer null stabile Grenzzyklen entspringen. Da alle Integralkurven mit Anfangswerten
innerhalb der Einzugsgebiete in einen Grenzzyklus laufen, unterliegen diesem Vorgang in gleicher Weise
auch Phasenraumdichten, deren Anfangsverteilung vollständig in einem der Einzugsgebiete lagen. Da
die Bewegung auf dem Grenzzyklus einer 2pi-periodischen Funktion hG(φ, t) = hG(φ, t + T ) folgt, mit
φ als Phase und T (ǫ) = O(ǫ−1/2) als Periodendauer, ist eine Phasenraumdichte mit zustandsabhängiger
Divergenz einem periodischen Mechanismus unterlegen, der das Phasenraumvolumen fortwährend streckt
und staucht.
Definition (Pumpmechanismus) Sei (T,M,Φ) ein autonomes dynamisches System mit zustandsabhängi-
ger Divergenz und einem Grenzzyklus. Dann unterliegt jede Phasenraumdichte (4.3) auf dem Grenzzyklus
einem periodischen Mechanismus, der das Phasenraumvolumen gemäß (4.6) streckt und staucht. Dieser
Mechanismus wird Pumpmechanismus genannt.
Der Phasenraum von dynamischen Systemen mit mehreren Grenzzyklen lässt sich in Untermengen,
sogenannte innere Subsysteme, aufteilen. Innere Subsysteme bezüglich Grenzzyklen sind die Vereinigung
aller Bassins sowie die geschlossenen Orbits selbst. Da ein Einzugsgebiet eines stabilen Grenzzyklus
zugleich das Auszugsgebiet eines instabilen Grenzzyklus oder eines instabilen Gleichgewichtspunktes sein
kann, ist der Durchschnitt zweier inneren Subsysteme nicht zwangsläuﬁg leer.
Die n-dimensionalen Ljapunov-Exponenten λn gemäß (3.29) bestimmen die Stabilität dieser inneren
Subsysteme. Ein inneres Subsystem ist stabil bzw. instabil, wenn der Ljapunov-Exponent in positiver
bzw. negativer Zeitrichtung negativ ist. Die Werte der Ljapunov-Exponenten unterscheiden sich in der
Regel für verschiedene innere Subsysteme. Als Folge des Divergenzsatzes
〈div(f)〉t = λn, (4.8)
gibt der zeitliche Verlauf der Ljapunov-Exponenten (Ljapunov-Spektrum) Aufschluss über die exponen-
tielle Verdichtung eines Phasenraumvolumens innerhalb eines inneren Subsystems, analog zur Volumen-
änderungsratendichte (4.4). Der Pumpmechanismus manifestiert sich demzufolge im Ljapunov-Spektrum
als eine periodische Funktion. Da dieser mit der eigentlichen Oszillation korreliert, stellt die erste Lösung
des Nullstellenproblems zu (4.8) eine inhärente Deﬁnition für den zeitlichen Beginn der Oszillation dar.
Dies lässt sich verallgemeinern.
Definition (Zeitintervall des Einschwingvorgangs) Sei t0 ∈ T die Anfangszeit eines dynamischen Sys-
tems (T,M,Φ) mit zustandsabhängiger Divergenz und einem stabilen Grenzzyklus. Sei weiterhin tn die
n-te zeitliche Lösung des Nullstellenproblems (4.8), sodass t0 < tn−1 < tn < tn+1. Für eine geeignete
Wahl von n gilt ein elektrischer Oszillator als eingeschwungen, wenn t = tn. Das Intervall [t0, tn) ist das
Zeitintervall des Einschwingvorgangs und n − 1 zählt die erfolgten Umläufe ab. Dabei gilt, je höher n






mit µ als σ-endliches Maß gemäß den Deﬁnitionen des Satzes von Radon-Nikodým (siehe Gl. (3.23)) ist
durch Angabe aller stochastischen zentralen Momente µn bestimmt2, falls die Momente existieren und
die Reihe der momenterzeugenden Funktion konvergiert. Da sich die Verteilungsfunktion mit dem Pump-
mechanismus periodisch ändert, ist im zeitlichen Verlauf der zentralen Momente dieser Mechanismus wie
im Ljapunov-Spektrum wiederzuerkennen.
Die Anfangsverteilung eines deterministischen Prozesses ist ein Ensemble von verschiedenen Anfangs-
werten x0 mit zugehörigen Wahrscheinlichkeiten P (x0) und die Bewegung dieses Ensembles entspricht
der Bewegung einer Schar von Trajektorien die derselben deterministischen Bewegungsgleichung (4.1)
folgen. Ein stochastischer Prozess erweitert dieses Konzept um ein weiteres Ensemble zu jedem Anfangs-
wert x0. Diese Ensemble setzen sich jeweils aus einer Schar von unendlichen Realisierungen zusammen,
die der stochastischen Bewegungsgleichung (Langevin-Gleichung)
X˙ = F(X, t) +D(X, t)ξ(t) (4.10)
folgen. Das Analogon zur verallgemeinerten Liouville-Gleichung für stochastische Systeme ist die Fokker-
Planck-Gleichung , eine partielle Diﬀerentialgleichung zweiter Ordnung
∂
∂t
p(X, t) + F(X, t) grad(p(X, t)) + div(F(X, t))p(X, t) + ∆ (σ(X, t)p(X, t)) = 0 (4.11)
mit ∆ als den verallgemeinerten Laplace-Operator für Matrizen. Das Vektorfeld f ist hierbei der Drift
F und ein zuvor deterministischer Zustand x wurde durch sein stochastisches Analogon X ersetzt. Beide
Unterscheidungen sind wesentlich, denn zum einen hängt X im Gegensatz zu x von einem Abzählpa-
rameter ab, der mit jeder möglichen Realisierung identiﬁziert werden kann und zum anderen kann für
jede Realisierung unter dem Einﬂuss des Langevin-Terms ein zeitlich transformiertes Vektorfeld gefunden
werden, welches im Allgemeinen verschieden zu f ist. Das weiße Rauschen ξ wird dabei mittels Diﬀusion
σ = DD⊺ skaliert, welches einen weiteren nicht konstanten Koeﬃzienten darstellt.
Gängige Methoden um das Rauschen in elektrischen Oszillatoren zu beschreiben, basieren auf einer
Separation
X(t) = x(t+ φ(t)) + ∆x(t+ φ(t)) (4.12)
der ungestörten periodischen Lösung3 x(t + φ(t)) des deterministischen Systems (4.7) mit φ(t) als Pha-
senfunktion und aus der Amplitudenabweichung ∆x(t + φ(t)) für die die Bedingung ‖∆x‖ ≪ ‖x‖ gilt.
Mit dem Einsetzen dieser Lösung (4.12) in die Langevin-Gleichung (4.10) und anschließender Lineari-
sierung durch eine Taylor-Entwicklung erster Ordnung lässt sich ein Diﬀerentialgleichungssystem der
Amplitudenabweichung und Phase gewinnen, welches unter Zuhilfenahme der Floquet-Theorie gelöst
werden kann (siehe Gl. (1.10) bis (1.14)). Gemäß dem Wiener-Chintschin-Theorem [202] ist die spektrale







〈X(t+ τ)X⊺(t)〉 dt = 〈〈X(t+ τ)X⊺(t)〉x〉t. (4.13)








p(X, t) ejtXdX, (4.14)
welche aufgrund der aufkommenden Verteilungsfunktion Fµ(X) dem Pumpmechanismus unterliegt. Erst
durch das zeitliche Mittel 〈·〉t geht diese Information verloren. Mit dieser Herangehensweise lassen sich
Aussagen über das Amplituden- und Phasenrauschen machen. Allerdings werden damit nur lineare sta-
tistische Zusammenhänge beschrieben. Auf welche Weise der Pumpmechanismus das Amplituden- und
Phasenrauschen für höhere Ordnungen einer Störungsentwicklung beeinﬂusst, bleibt unbeantwortet. Be-
2Es gilt zu beachten, dass das Symbol µ aus literarischen Gründen für drei verschiedene Deﬁnitionen herangezogen wird:
(i) für den Bifurkationsparameter µ, (ii) für das Maß µ auf dem Messraum (M,B) und (iii) für die stochastischen zentralen
Momente µn.
3Das Symbol für Lösungen war zuvor stets h. Aufgrund literarischer Gründe wurde dieses nun durch x ersetzt und die
Anfangswerte vernachlässigt. Es gilt h(·, t) = x(t).
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rechnungsergebnisse der zentralen Momente für verschiedene elektrische Oszillatoren zeigen aber, dass der
Pumpmechanismus mit den Rauschprozessen wechselwirkt und dieser, zusätzlich zum deterministischen
Fall, ausgelöst wird.
Phasenrauschen, das sich letztlich erst mit dem Langevin-Zugang (4.10) und der entsprechenden
Fokker-Planck-Gleichung (4.11) beschreiben lässt, wird demnach maßgeblich vom Drift F beeinﬂusst.
Während der additive Wiener-Prozess stetig eine instantane Bewegungsänderung entgegen dem sonst
deterministischen Fluss verursacht, ist es der Drift, der diese Änderung bei einem elektrischen Oszilla-
tor auszugleichen versucht, indem die Abweichung ∆x vom Grenzzyklus als Anfangswert einer neuen
Integralkurve X(∆x, t) zu interpretieren ist, die transient in den Grenzzyklus einläuft und aufgrund
des Zeitunterschieds zu einer Phasenverschiebung ∆φ führt. Ein Oszillator mit zustandsabhängiger Di-
vergenz, würde demzufolge eine größere Varianz des Phasenrauschens (zweites zentrales Moment µ2)
aufweisen, als ein Oszillator mit konstanter Divergenz, da auch die Fluktuationen des Wiener-Prozesses
dem Pumpmechanismus unterliegen. Je härter und häuﬁger die Übergänge zwischen den Stauch- und
Streckvorgängen einer Phasenraumdichte p sind, desto stärker manifestiert sich der Pumpmechanismus
und desto anfälliger ist dieser Oszillator gegenüber dem Phasenrauschen bzw. desto aufwendiger wird
eine Phasenregelung zur Unterdrückung des Phasenrauschens. Die Umkehrung gilt nicht. Eine konstante
Divergenz div(F) = div0 = const lässt das Phasenrauschen nicht verschwinden, da die Diﬀusion σ kau-
sal mit dem Rauschen zusammenhängt4. Allerdings ist jede Fluktuation ∆x unabhängig vom jeweiligen
Zustand im Phasenraum und die entsprechende Abweichung vom Grenzzyklus wird stets mit derselben
Abklingkonstante div0 exponentiell ausgeglichen, sodass die Varianz des Phasenrauschens nicht durch
den Drift beeinﬂusst wird, sondern ausschließlich durch die Varianz des Diﬀusionsprozesses.
Dissipation ist ein Begriﬀ dynamischer als auch thermodynamischer Systeme, welcher ohne seinem
Antagonisten, der sogenannten Akkumulation, nicht sinnvoll deﬁniert werden kann. Dissipation und Ak-
kumulation sind zudem durch den Begriﬀ der Erhaltung voneinander getrennt. Dies macht deutlich, dass
eine Bezugsgröße nötig ist. Erhaltung als alleiniger Begriﬀ sagt nicht aus was erhalten sein soll. Glei-
ches gilt für Dissipation und Akkumulation. Dissipation bezüglich der Energie ist im Allgemeinen nicht
identisch mit der Dissipation eines Phasenraumvolumens.
Im Falle dynamischer Systeme müssen diese Begriﬄichkeiten lokal und global unterschieden werden5.
Lokal akkumulative Zustände sind in einem als global dissipativ deﬁnierten inneren Subsystem nicht
ausgeschlossen. Genau dieser wie auch der umgekehrte Fall sind der Grund für den Pumpmechanismus.
Unter der Annahme autonomer Bewegungsgleichungen heißt ein Zustand x im Phasenraum M
(lokal) dissipativ, falls div(f(x)) < 0,
(lokal) konservativ, falls div(f(x)) = 0,
(lokal) akkumulativ, falls div(f(x)) > 0.
(4.15)
Über die Stabilität solcher Punkte, kann im Allgemeinen keine Aussage gemacht werden (siehe Abschnitt
3.3 über Ljapunov-Stabilität). Beispielsweise existieren stabile oder instabile Gleichgewichtspunkte, die
lokal konservativ sind6. Da die Divergenz zugleich die Volumenänderungsratendichte eines Phasenraum-
volumens darstellt, ist ein Phasenraumvolumen V (t) zum Zeitpunkt t
dissipativ bzw. komprimierend, falls V˙ (t) < 0,
konservativ7oder inkompressibel, falls V˙ (t) = 0,
akkumulativ bzw. expandierend, falls V˙ (t) > 0.
(4.16)
4Es sei angemerkt, dass diese Argumentationsweise die Gültigkeit des Langevin-Zugangs für Rauschprozesse voraussetzt.
5
Wunsch führte den Zusammenhang zwischen Dissipation und Akkumulation in seiner Arbeit über die Grundlagen der
Prozesstheorie [170] aus, welcher jedoch nicht die Beachtung fand die es verdient. Allerdings unterschied Wunsch nicht
zwischen Lokalität und Globalität.
6Als Beispiel sei ein nichtlineares Pendel mit der Bewegungsgleichung x¨ + sin(x) = 0 genannt. Wegen div(f) = 0 ist jeder
Zustand konservativ. Dennoch ist (0, 0) ein stabiler und (0,pi) ein instabiler Gleichgewichtspunkt.
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Da innere Subsysteme invariante Mengen darstellen, können diese nur über einen Grenzwert, dem
n-dimensionalen Ljapunov-Exponenten λn, klassiﬁziert werden. Ein inneres Subsystem bzw. ein darin
beﬁndliches Phasenraumvolumen8 heißt
(global) dissipativ oder stabil, falls λn < 0,
(global) konservativ, falls λn = 0,
(global) akkumulativ oder instabil, falls λn > 0.
(4.17)
Hamilton-Systeme sind konservative Systeme bezüglich ihrer Hamilton-FunktionH : Ω = R2n×T→ R,
wenn diese zeitunabhängig ist. Zudem ist jedes Phasenraumvolumen inkompressibel (Satz von Liouville).
Ist die Hamilton-Funktion eine autonome Energiefunktion, dann ist das System energie- und volumener-
haltend. Da Hamilton-Systeme dynamische Systeme darstellen, ist die Verleitung groß, Energie und Pha-
senraumvolumen auch für dissipative Systeme gleichzusetzen. Die Deﬁnitionen (4.15) bis (4.17) sprechen
allerdings nur von Zuständen, Volumen und Mengen, nicht aber von Energie oder anderen physikalischen
Erhaltungsgrößen, die dem Noether-Theorem zugrunde liegen. Um einen Zusammenhang zwischen Ener-
gie und Phasenraumvolumen herzustellen, bedarf es einer Theorie, die beide Begriﬀe kennt. Ein Beispiel
stellen kanonisch-dissipative Systeme dar. Anhand der Dissipationsfunktion, mit der die kanonischen
Bewegungsgleichungen erweitert werden, und der Divergenz des Vektorfeldes, lässt sich eine Gleichung
ﬁnden die aufzeigt in welchen Bereichen des Phasenraums Dissipation von Energie und Phasenraumvolu-
men gleichzusetzen ist (siehe Gl. (3.11)). Anhand dieser Gleichung lassen sich Systeme ﬁnden, bei denen
Energie lokal dissipiert wird, während das Phasenraumvolumen expandiert (siehe Abschnitt 4.2.4).
Im Falle thermodynamischer Systeme wird zu deren Klassiﬁkation die Entropie S herangezogen. Ein
thermodynamischer Prozess in einem isolierten System heißt
dissipativ oder irreversibel, falls S˙ > 0,
isentrop oder reversibel, falls S˙ = 0.
(4.18)
Der Fall S˙ < 0 ist nach dem zweiten Hauptsatz der Thermodynamik für isolierte Systeme ausgeschlos-
sen, nicht aber für oﬀene Systeme. Da die Wahrscheinlichkeitsverteilung der Liouville-Dynamik einem




p(x, t) ln (p(x, t)) dx, (4.19)
deﬁniert werden. Es zeigt sich, dass der räumliche Erwartungswert der Divergenz der zeitlichen Ableitung
dieser Funktion entspricht, d.h.
S˙dyn(t) = k 〈div(f)〉x. (4.20)
Da thermodynamische Systeme ergodische Systeme sind, stellt die Ergodenhypothese ein legitimes Bin-
deglied dar, d.h., der zeitliche und räumliche Erwartungswert zwischen dem Divergenzsatz (4.8) und Sdyn
können verbunden werden. Allerdings widerspricht das Vorzeichen der Ableitung S˙dyn den Gesetzen der
Thermodynamik. Ein dynamisches System wäre demzufolge akkumulativ, wenn der entsprechende ther-
modynamische Prozess dissipativ ist. Dies zeigt, dass die Deﬁnition der thermodynamischen Dissipation
auf dynamische Systeme nicht ohne weiteres übertragbar ist und nach dem Vorbild der Thermodynamik
Energie und Phasenraumvolumen nicht ohne weiteres verknüpfbar sind. S˙dyn heißt daher dynamische
Entropie. Ein dissipatives dynamisches System ist demzufolge ein (dissipativer) thermodynamischer Pro-
zess, dessen Bewegungsgleichung einem Ljapunov-stabilen System entspricht (siehe Abschnitt 4.1.1).
Analog dazu existieren akkumulative dynamische Systeme, denen ein (dissipativer) thermodynamischer
Prozess zugehörig ist und dessen Bewegungsgleichung einem Ljapunov-instabilen System entspricht (siehe
Abschnitt 4.1.2). In beiden Fällen sind die ablaufenden physikalischen Prozesse auf thermodynamischer
Ebene dissipativ, während das Phasenportrait eine stabile bzw. instabile Bewegung zeigt.
7Gültig ist in diesem Zusammenhang auch der Begriﬀ volumenerhaltend.
8Da der Deﬁnitionsbereich einer Anfangsverteilung p0 auf ein inneres Subsystem beschränkt ist und aus (4.6) und dem
Divergenzsatz (4.8) die Beziehung 〈V˙ (t)〉t ∝ λn folgt, ist die Deﬁnition (4.17) auch für Phasenraumvolumen gültig.
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Jedes dissipative System, bezüglich seiner inneren Subsysteme, kann darüber hinaus durch geeignete
akkumulative Erweiterungen mit einem äußeren Subsystem in ein konservatives Gesamtsystem überführt
werden. Die dissipativen Verluste sind dann die akkumulativen Gewinne der neuen Freiheitsgrade. Al-
lerdings müssen diese Systeme nicht zwangsläuﬁg Hamilton-Systeme sein, beispielsweise wenn das neue
System eine ungerade Dimension aufweist. Für die Entwicklung von elektrischen Oszillatoren auf Ba-
sis von Grenzzyklen sind jedoch nur Systeme mit konstanter oder zustandsabhängiger Divergenz von
Relevanz.
Im Folgenden werden zwei Klassen von dynamischen Systemen behandelt: (i) Lineare Systeme im auto-
nomen als auch im nicht-autonomen Fall in Abschnitt 4.1 und (ii) nichtlineare Systeme mit Grenzzyklen
in Anwendung auf elektrische Oszillatoren, einschließlich der Untersuchung des Pumpmechanismus in
Abschnitt 4.2.
4.1. Lineare Systeme
Lineare Systeme geben aufgrund ihrer Lösbarkeit einen tieferen Einblick in die Liouville-Dynamik. Zu
diesem Zweck wird in Abschnitt 4.1.1 ein harmonischer Oszillator mit linearer Dämpfung in Form eines
parallelen RLC-Schwingkreises untersucht, bei dem analytisch gezeigt werden kann, welche Rolle die Di-
vergenz auf die Volumenerhaltung einer Phasenraumdichte hat. In Abschnitt 4.1.2 wird ein Wien-Filter
als RC-Bandpassﬁlter untersucht. Dieses nicht-autonome Netzwerk kann mit einer nicht-invertierenden
Verstärkerschaltung, zu einem elektrischen Oszillator erweitert werden. Die Besonderheit dieses Oszilla-
tors ist, dass seine Bewegungsgleichung stückweise linear ist und eine stabile Oszillation nur durch die
Begrenzung des Phasenraums möglich wird (akkumulatives System).
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4.1.1. Harmonischer Oszillator mit linearer Dämpfung (RLC-Schwingkreis)
Ein harmonischer Oszillator ist ein dynamisches System, dessen Trajektorien für jeden Anfangswert
außerhalb der Ruhelage geschlossene Ellipsen im Phasenraum darstellen und ausschließlich durch die
Eigenfrequenz ω0 beschrieben ist. Ein mechanisches System, wie beispielsweise das Federpendel, wandelt
dabei periodisch die potentielle Energie der ausgedehnten Feder und die kinetische Bewegungsenergie der
Pendelmasse ineinander um. Mit zunehmender Auslenkung wirkt dabei eine dazu proportional anwach-
sende Kraft entgegen, sodass aufgrund dieser linearen Rückstellkraft eine anfängliche Auslenkung des
Pendels zu einer harmonischen, d.h. sinusförmigen, Schwingung mit derselben Kreisfrequenz ω0 führt.
Die Bewegungsgleichungen dieses energieerhaltenden Systems lassen sich aus einer Hamilton-Funktion
mit dem harmonischen Potential bestimmen. Infolgedessen unterliegt dieses System dem poincaréschen
Wiederkehrsatz und folgt dem Satz von Liouville, sodass der hamiltonsche Fluss im Phasenraum volume-
nerhaltend ist. Als ein konservatives (reibungsfreies) System ist der harmonische Oszillator ein wichtiges
Modell der theoretischen Physik jedoch nur unter Berücksichtigung einer Dämpfung (oder Verstärkung),
aufgrund des zweiten Hauptsatzes der Thermodynamik, physikalisch realisierbar. Diese Dämpfung führt
zu einem Abklingen der in der Regel nicht mehr harmonischen Schwingung und schließlich zum Stillstand
im Gleichgewichtspunkt des Phasenraums. Nichtsdestotrotz kann das Potential einiger physikalischer Sys-
teme lokal und für kleine Auslenkungen durch das Modell eines harmonischen Oszillators sinnvoll ersetzt
werden.
Die Dämpfung der Schwingung entspricht physikalisch der Dissipation von Energie in eine andere nicht
mehr dem System zur Verfügung stehenden Energieform. Der Fluss des dynamischen Systems ist daher
nicht mehr hamiltonsch und der Satz von Liouville nicht mehr anwendbar. Erwartungsgemäß wird ein




Abb. 4.1.: Paralleler RLC-Schwingkreis. Die dissipativen Verluste der nicht idealen Induktivität und
Kapazität, sowie die Leitungsverluste werden durch den Widerstand R modelliert.
In der Elektrodynamik ist der harmonische Oszillator mit linearer Dämpfung unter anderem durch
einen parallelen RLC-Schwingkreis modellierbar. Da der Schwingkreis aus zwei dynamischen Elemen-
ten besteht, handelt es sich um ein 2-dimensionales dynamisches System. Dabei ﬁndet ein periodischer
Austausch zwischen der in der Spule L gespeicherten magnetischen Energie und der im Kondensator C
gespeicherten elektrischen Energie statt. Unabhängig davon wird am Widerstand R kontinuierlich Ener-
gie in Form von Wärme dissipiert. Die Bewegungsgleichung dieses Systems ergibt sich durch das erste
Kirchhoﬀsche Gesetz 0 = iR+ iL+ iC , den Bewegungsgleichungen der dynamischen Elemente (Spule und
Kondensator) u = Li˙L und iC = Cu˙ sowie dem ohmschen Gesetz u = RiR zu
0 = u¨+ 2dω0u˙+ ω0
2u (4.21)
mit u ∈ R als Spannung des parallelen Schwingkreises und ω0 = 1/
√
LC ∈ R+ als Eigenfrequenz. Der








ist reziprok proportional zur Güte Q = 1/(2d) und bestimmt zusammen mit der Eigenfrequenz das
dynamische System vollständig. Dabei können fünf Fälle unterschieden werden: (i) d < 0, sodass das




Abb. 4.2.: Poincaré-Abbildung für den Schwingfall 0 < d < 1. Die Schnittpunkte ergeben sich aus dem
ersten Term der Lösung h gemäß e−dω0npi mit n ∈ N.
es sich um den in der Einführung genanntem harmonischen Oszillator handelt, (iii) 0 < d < 1, sodass
die Dämpfung schwach genug ist und eine gedämpfte Schwingung entsteht bei der das System stabil
ist, (iv) d = 1, dem aperiodischer Grenzfall, als kleinstmögliche Dämpfung bei der das System ohne
Überschwingung im Zeitbereich auf den Gleichgewichtspunkt zustrebt sowie (v) dem Kriechfall für d > 1
bei dem das System monoton wie im aperiodischen Grenzfall jedoch mit längerer Zeitkonstante auf den
Gleichgewichtspunkt zustrebt.
Bei der Bewegungsgleichung (4.21) handelt es sich um eine lineare Diﬀerentialgleichung zweiter Ord-
nung, welche in ein System zweier linearer Diﬀerentialgleichungen erster Ordnung umgewandelt werden
kann
u˙ = i,
i˙ = −2dω0i− ω02u.
(4.23)
Die Zustandsvariable i ∈ R ist proportional zum Strom iC = Ci und entspricht strenggenommen physi-
kalisch keinem elektrischen Strom, sondern einer Spannungsänderung. Diese Wahl als zweite Zustands-
variable erweist sich dennoch als günstig, da so keine weitere physikalische Größe, wie in diesem Fall die
Kapazität C, vorkommt. Der Phasenraum ist der euklidische Vektorraum M = R2. Das Vektorfeld des
harmonischen Oszillators mit linearer Dämpfung ist demzufolge f = (i,−2dω0i−ω02u) mit f : R2 → R2,
sodass für die Divergenz div(f) = −2dω0 = const folgt. Da im Allgemeinen der Widerstand R positiv und
damit die Divergenz stets negativ ist, folgt, dass das System asymptotisch gegen den Gleichgewichtspunkt
x˜ = 0 strebt. Die Lösungen der Diﬀerentialgleichungen lauten


































1− d2ω0 und h(x0, t) = (hu, hi)⊺, h : R2 × T → R2 als Lösungsvektor zu den Anfangswerten
x0 = (u0, i0). Da die Jacobideterminante J(t) = det(∂h/∂x0) = e−2dω0t für alle endlichen t ∈ T ungleich
null ist, existiert eine Inverstransformierte h−1(x, t), h−1 : R2 × T → R2 mit den Bildwerten x = (u, i),
sodass
hu































Aus der Jacobideterminante lassen sich zudem zwei Schlussfolgerungen ziehen. Zum einen ist eine
inverse Transformation nur für t <∞ möglich, sodass für t→∞ nur der Systemzustand x = x˜ erlaubt
ist. Zum anderen ist das System für d = 0 volumenerhaltend , für d > 0 dissipativ und für d < 0


















σu0 = σi0 = σ2
σu0 = σ2 > σ1 = σi0
σu0 = 0 ∧ σi0 = σ2
(b) Standardabweichung (Strom)
Abb. 4.3.: Ungedämpfter harmonischer Oszillator mit rotationssymmetrischem Vektorfeld. Eine anfäng-
lich rotationssymmetrische Anfangsverteilung bleibt für alle Zeiten rotationssymmetrisch und
unkorreliert.











σu0 = σi0 = σ2
σu0 = σ2 > σ1 = σi0
σu0 = σ2 ∧ σi0 = 0
(b) Standardabweichung (Strom)
Abb. 4.4.: Ungedämpfter harmonischer Oszillator mit asymmetrischem Vektorfeld. Jede symmetrische
Phasenraumdichte wird unter dem Phasenﬂuss asymmetrisch. Die maximale Korrelation für
die rotationssymmetrische Anfangsverteilung ergibt sich aus der Eigenfrequenz gemäß k1 =∣∣ω02 − 1∣∣ /(ω02 + 1).
sowie dem Divergenzsatz folgt, dass das Vorzeichen des nicht-trivialen Ljapunov-Exponenten λ = −2dω0
ausschließlich durch den Dämpfungsgrad bestimmt wird. Weiterhin folgt, dass die Eigenfrequenz ω0
unabhängig von dem Vorzeichen des Dämpfungsgrades verstimmt wird und im Schwingfall stets ω < ω0
gilt.
Da dieses dynamische System analytisch lösbar und gemäß (4.26) auch die Divergenz unabhängig von
den Zustandsvariablen ist, kann die Lösung der verallgemeinerten Liouville-Gleichung angegeben werden
zu
p(u, i, t) = p0[h
−1](u, i, t) e2dω0t (4.27)
mit p : R2 × T→ R+ und p(u, i, t0) = p0(u, i) als Anfangsverteilung.
Die Anfangsverteilung ist letztlich unter den bekannten kontinuierlichen multivariaten Wahrscheinlich-
keitsverteilungen mit unbeschränktem Intervallen frei wählbar. Ein unbeschränktes Intervall ist in diesem

































σu0 = σ2 > σ1 = σi0
σu0 = σ1 < σ2 = σi0
σu0 = 0 ∧ σi0 = σ2
(b) Standardabweichung (Strom)
Abb. 4.5.: Gedämpfter harmonischer Oszillator im Schwingfall 0 < d < 1. Die nicht trivialen Nullstellen
beﬁnden sich bei t± = arccos(±d)/ω.










σu0 = σi0 = σ2
σu0 = σ2 > σ1 = σi0
σu0 = σ1 < σ2 = σi0
σu0 = 0 ∧ σi0 = σ2
(b) Standardabweichung (Strom)
Abb. 4.6.: Gedämpfter harmonischer Oszillator im aperiodischen Grenzfall d = 1. Der Verlauf der Stan-
dardabweichung ist nahezu identisch zum Schwingfall, dennoch ist die Korrelation eine Andere.
die normalverteilte Anfangsverteilung mit σu0 und σi0 als unkorrelierte Standardabweichungen zur Start-
zeit t0 = 0 sowie uS und iS als Startwerte. Da die Spannung u und der Strom i in der Inverstransformierten
h−1 nur linear auftreten, ist die normalverteilte Form der Wahrscheinlichkeitsverteilung für alle Zeiten









mit k(t) als Korrelationskoeﬃzient und σu(t0) = σu0 sowie σi(t0) = σi0 . Unter Berücksichtigung der












mit K0 = K(0) und H(t) als Koeﬃzientenmatrix der Rücktransformation h−1 zu den Zustandsvariablen
x = (u, i) sowie ◦ als Hadamard-Produkt und R als Reverse-Operation (d.h. der Vertauschung aller Zeilen
einer Matrix). Beﬁnden sich die Startwerte im Gleichgewichtspunkt, d.h. falls xS = x˜, so folgt aus (4.30)
die Normalform gemäß (3.57).
Die analytischen Ausdrücke für den Korrelationskoeﬃzienten und die Standardabweichungen als Funk-
tionen der Zeit sind durch Symbolmanipulatoren berechenbar, jedoch im Allgemeinen nicht sinnvoll
darstellbar. Daher soll im Folgenden der dynamische Verlauf dieser Funktionen graﬁsch und qualitativ
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(jedoch nicht vollständig) anhand von vier Fallunterscheidungen dargestellt werden: (i) der ungedämpfte
harmonische Oszillator mit einem rotationssymmetrischen Vektorfeld (d = 0, ω0 = 1), (ii) der unge-
dämpfte harmonische Oszillator mit einem asymmetrischen Vektorfeld (d = 0, ω0 ∈ R+ \ {0, 1}), (iii)
der Schwingfall für 0 < d < 1 und (iv) der aperiodische Grenzfall für d = 1. Der Kriechfall (d > 1) sei
nicht weiter betrachtet, da er dem aperiodischen Grenzfall gleicht. Zudem sei darauf verzichtet, die Ro-
tationssymmetrie des Vektorfeldes als Folge unterschiedlicher Werte der Eigenfrequenz ω0 im Schwing-
und aperiodischen Grenzfall weiter zu unterscheiden, da die dazugehörigen Vektorfelder aufgrund der
Dämpfung bereits asymmetrisch sind. Darüber hinaus soll unterschieden werden zwischen einer Anfangs-
verteilung mit (i) rotationssymmetrischen Varianzen, d.h. σu0 = σi0 , (ii) asymmetrischen Varianzen, d.h.
σu0 6= σi0 und (iii) verschwindender Varianz, d.h. σuu = 0, σi0 6= 0 oder σuu 6= 0, σi0 = 0.
Im rotationssymmetrischen Vektorfeld eines ungedämpften harmonischen Oszillators (siehe Abb. 4.3)
bleibt eine anfängliche rotationssymmetrische Anfangsverteilung für alle Zeiten rotationssymmetrisch und
unkorreliert. Da die Phasenraumdichte im zeitlichen Verlauf immer um ihre eigene Achse rotiert, schwin-
gen für eine asymmetrische Anfangsverteilung die Standardabweichungen zwischen ihren Anfangswerten,
sodass während diesen Übergangen die Zustandsvariablen fast vollständig korrelieren. Dies ist dem starren
Koordinatensystem geschuldet. In einem Koordinatensystem, das der Eigenrotation der Phasenraumdich-
te folgt, wären die Standardabweichungen zeitlich konstant. Im Grenzfall einer verschwindenden Varianz,
sind die Zustandsvariablen für alle Zeiten vollständig korreliert9, sodass aufgrund der Eigenrotation die
Standardabweichungen zwischen dem anfänglichen Wert und null schwankt. Dieser Grenzfall entspricht
am ehesten einer anwendungsorientierten Analyse von elektronischen Schaltungen. So sind die Ströme
beim Einschalten in der Regel null, während zumindest eine Spannung der Betriebsspannung folgt. Der
statistische Einstellfehler dieser Betriebsspannung entspricht einer Anfangsverteilung mit verschwinden-
den Varianzen. Welche Wahrscheinlichkeitsverteilung als Anfangsverteilung die sinnvollste Wahl ist, er-
gibt sich somit erst durch eine Versuchsreihe. Wie dieses Beispiel zeigt, würde ein Einstellfehler der
Spannung einen Fehler auf den Strom periodisch übertragen.
In einem asymmetrischen Vektorfeld (siehe Abb. 4.4) ist eine Unterscheidung von rotationssymmetri-
scher oder asymmetrischer Anfangsverteilung qualitativ unwesentlich. Die maximale Korrelation einer
anfänglich rotationssymmetrischen Phasenraumdichte eines ungedämpften Systems wird ausschließlich
durch die Eigenfrequenz bestimmt gemäß k1 =
∣∣ω02 − 1∣∣ /(ω02 + 1). Daher wird auch jede rotationssym-
metrische Phasenraumdichte unter dem Phasenﬂuss periodisch asymmetrisch. Obendrein ist der Grenzfall
verschwindender Varianzen analog zum rotationssymmetrischen Vektorfeld und für den Strom entspre-
chend phasenverschoben.
Die Frequenz des gedämpften harmonischen Oszillators ist im Schwingfall stets kleiner als die Eigenfre-
quenz. In Abb. 4.5 ist diese nur halb so hoch wie in den Abbildungen zuvor. Der Verlauf der Korrelationen
ist darüber hinaus analog zum ungedämpften harmonischen Oszillator im asymmetrischen Vektorfeld.
Lediglich die Standardabweichungen konvergieren für t→∞ entsprechend dem ersten Term der Lösung
h gemäß e−2dω0t gegen null.
Für den aperiodischen Grenzfall geht die Korrelation für t→∞ stets gegen eins. Dies unterscheidet sich
daher grundlegend zum Schwingfall obwohl die Phasenraumdichte für t→∞ in den Gleichgewichtspunkt
läuft und beide Fälle nahezu einen identischen Verlauf der Standardabweichungen vorweisen.
Die Liouville-Dynamik für den Schwingfall ist in der Abbildung 4.7 für verschiedene Zeiten darge-
stellt. Eine anfänglich rotationssymmetrische Anfangsverteilung läuft spiralförmig im Uhrzeigersinn in
den Gleichgewichtspunkt x˜ = 0, während diese sich um ihre eigene Achse dreht. Der letzte Term im
Exponenten von 4.30 sorgt für die Volumenerhaltung. Allerdings muss die normalverteilte Wahrschein-
lichkeitsverteilung sich selbst erhalten können, falls die Normierung der Anfangsverteilung in (4.28) von






1− k(t)2 . (4.31)
Die Standardabweichungen und die Korrelationsfunktion werden demnach durch die Divergenz bestimmt.
Für t → ∞ strebt diese Normierung und die Varianzen im Exponenten gegen unendlich. Per Deﬁnition
der δ-Distribution als normalverteilte Funktion folgt daher, dass jede Anfangsverteilung eines gedämpften
harmonischen Oszillators gegen die δ-Distribution im Gleichgewichtspunkt strebt.



















Abb. 4.7.: Gedämpfter harmonischer Oszillator mit ω0 = 4/3Hz, d = 1/5, den Startwerten uS = 4V,
iS = 3V s
−1 sowie den Standardabweichungen σu0 = 300mV, σi0 = 300mV s
−1 und dem
Schwellenwert s = 1h. Die Skaleneinteilung der p-Achse (Applikate) gibt das Maximum der
Phasenraumdichte zu gegebener Zeit wieder und zeigt identisch zur Poincaré-Abbildung einen
exponentiellen Anstieg der Wahrscheinlichkeitsdichte. Für t→∞ geht die Phasenraumdichte
gegen die δ-Distribution.
Proposition (Übergang einer Normalverteilung zur δ-Distribution) Die analytische Lösung des harmo-
nischen Oszillators erlaubt es, die Divergenz, über den Umweg der verallgemeinerten Liouville-Gleichung,
mit statistischen Momenten in Verbindung zu bringen und zu beweisen, dass für t → ∞ ein Übergang
einer Normalverteilung in die δ-Distribution im Sinne der Liouville-Dynamik existiert.
Die Liouville-Dynamik aus Abb. 4.7 macht deutlich wie Fluktuationen sich auswirken würden. Ein
Diﬀusionsprozess würde der Stauchung der Phasenraumdichte zwar entgegnen wirken, allerdings ist es
nicht von Belang, zu welchem Zeitpunkt bzw. an welchem Ort im Phasenraum eine Fluktuation auftritt.
Jede Abweichung von dem Erwartungswert wird exponentiell ausgeglichen. Erst ein Diﬀusionsprozess der
stärker als der deterministische Drift ist, führt zu einem divergenten Verhalten und letztlich zu einem
stetigen, gleichverteilten Band aller Phasen im Intervall [−pi,pi).
Weiterführende Literatur
— Gerlich „Die verallgemeinerte Liouville-Gleichung“ [59]
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4.1.2. Wien-Filter (RC-Bandpassfilter) und Wien-Brücken-Oszillator
Das Wien-Filter ist ein RC-Bandpassﬁlter durch Zusammenschalten eines RC-Tief- und Hochpasses
(siehe Abb. 4.8). Dabei werden tiefe Frequenzen im Spektrum der externen Spannung uext(t) durch C1







liegt. Die Bewegungsgleichungen ergeben sich aus den Knoten- und Maschengleichungen sowie der dyna-








(uext(t)− u1 − u2)− u2
R2C2
(4.33)
mit dem Phasenraum M = R2 und den Zustandsvariablen x = (u1, u2)⊺ ∈M . Das sich aus den rechten
Seiten ergebende Vektorfeld f : R2 × T → R2 ist aufgrund der Zeitabhängigkeit der externen Spannung
uext(t) ebenfalls zeitabhängig. Die Divergenz des Vektorfeldes ist konstant negativ und setzt sich aus drei
verschiedenen Zeitkonstanten zusammen














Abb. 4.8.: RC-Bandpass (Wien-Filter) durch Zusammenschaltung eines RC-Tief- und Hochpasses.
Da die Divergenz stets negativ ist, folgt, dass das System gegen den zeitabhängigen Gleichgewichtspunkt
x˜(t) = (uext(t), 0) strebt und es sich um ein dissipatives dynamisches System handelt. Die externe
Spannung ist im Folgenden zur Vereinfachung ein Signal mit kontinuierlichem Spektrum der Form





mit ω als Eigenfrequenz . Die Lösungen der Diﬀerentialgleichungen






mit den Anfangswerten u1,0 und u2,0 sind durch Symbolmanipulatoren berechenbar und gemäß (3.43)
und (4.34) für t <∞ invertierbar, allerdings nicht sinnvoll darstellbar.
Die Lösung der verallgemeinerten Liouville-Gleichung kann damit angegeben werden zu
p(u1, u2, t) = p0[h
−1(u1, u2, t)] e
− div(f)t (4.37)
mit p : R2 × T → R+ und p(u1, u2, t0) = p0(u1, u2) als normalverteilte Anfangsverteilung gemäß (3.57)
























(b) Oszillation aufgrund des zeitabhängigen Vektorfeldes
Abb. 4.9.: RC-Bandpass mit R1 = R2 = 0.75Ω, C1 = C2 = 0.75F und uˆ = 2V, den Startwerten
u1,S = −1V, u2,S = 1V sowie den Standardabweichungen σu1 = 300mV, σu2 = 300mV und
dem Schwellenwert s = 1h. Die Skaleneinteilung der p-Achse (Applikate) ist für beide Pha-
senraumdichten neu normiert, da der exponentielle Anstieg aufgrund der Dissipation keinen












Abb. 4.10.: Wien-Brücken-Oszillator ohne Amplitudenregelung.
Als Beispiel sei hier ein periodisches Signal gegeben, dessen Spektrum S(ω) der Fourier-Näherung
einer Dreiecksfunktion tri(t) mit der Amplitude uˆ und der Anfangsbedingung u(0) = 0 entspricht. Da
das dynamische System gegen den zeitabhängigen Gleichgewichtspunkt strebt, existiert im Phasenraum
für t → ∞ ein geschlossener Orbit , dessen Elemente ω-Limespunkte darstellen. Jede Anfangsverteilung
wird während des Einschwingvorgangs longitudinal (entlang der Bewegungsrichtung) in die Länge gezo-
gen, bevor diese aufgrund der exponentiellen Stauchung in eine Dirac-Verteilung übergeht und in den
geschlossenen Orbit einläuft. Daher vergisst ein Wien-Filter im Laufe seiner Dynamik die Anfangswerte.
Es manifestiert sich hierbei kein Pumpmechanismus, da die Divergenz nicht zustandsabhängig ist.
Eine Anwendung des Wien-Filters ﬁndet sich beim Wien-Brücken-Oszillator . Eine nicht-invertierende
Verstärkerschaltung gleicht die dissipativen Verluste des RC-Bandpasses phasengleich aus (siehe Abb.
4.10). Die beim RC-Bandpass extern deﬁnierte Anregungsspannung uext entspricht hier der durch den








(vu2 − u1 − u2)− u2
R2C2
(4.38)
mit dem Verstärkungsfaktor v = 1 +RA/RB [239]. Die Divergenz des dynamischen Systems ändert sich
dementsprechend zu
div(f) = − 1
R1C1





sodass für v = 1 + R1/R2 + C2/C1 das Vektorfeld divergenzfrei ist. Unter der Annahme R1 = R2 und
C1 = C2, sowie div(f) = 0 folgt für den Verstärkungsfaktor v = 3. Dies ist, neben der phasengleichen
Verstärkung, das zweite Stabilitätskriterium nach Barkhausen, das eine stabile Oszillation ermöglichen
soll. Dabei wird jedoch nicht berücksichtigt, dass es sich hier um einen harmonischen und nicht um einen
elektrischen Oszillator gemäß Abschnitt 3.6 handelt. Das dynamische System ist dissipativ für v < 3,
konservativ für v = 3 und akkumulativ für v > 3. Eine reale Schaltung gemäß 4.10 würde demzufolge nur
dann fortwährend schwingen, wenn das System akkumulativ ist. Die Akkumulation führt jedoch zu einem
unbegrenzten Wachstum der Zustandsvariablen. Erst die positive und negative Versorgungsspannung u+
bzw. u− des Operationsverstärkers begrenzt das akkumulative System und insbesondere die Ausgangs-





v0u2 für u− ≤ u2 ≤ u+
u+ für u2 > u+



















Abb. 4.11.: Das Phasenportrait des Phasenraums M˜ ist homöomorph zum Phasenportrait von M , al-
lerdings durch das Versorgungsspannungsintervall begrenzt. Dies führt zu einem nicht-sinu-
soidalen Verlauf der Ausgangsspannung uout. D.h. die Lösung hout könnte auch dann nicht
dem Verlauf der Lösung v0h2 folgen, wenn die Versorgungsspannung erhöht würde, da die
Begrenzung des Phasenraums das dynamische System (T,M,Φ) nichtlinear erscheinen lässt.
mit v0 = 1+RA/RA [146, 157]. Wird u2 nach Berechnung der Lösung von (4.38) unter Berücksichtigung
von (4.40) als Zustandsvariable durch uout ersetzt, so ist der neue Phasenraum durch das Versorgungs-
spannungsintervall eingeschränkt, sodass M˜ = R × [u−, u+] für x˜ = (u1, uout)⊺ ∈ M˜ folgt. D.h., der
Lösungsverlauf im Vergleich zwischen der mit v0 skalierten Spannung u2 und der Ausgangsspannung
uout ist nur identisch, falls v0u2 sich im Versorgungsspannungsintervall beﬁndet10 (siehe Abb. 4.11).
Die Einschränkung des Phasenraums M˜ führt somit zu einer stabilen, wenn auch stark übersteuerten
und damit nicht mehr sinusoidalen Schwingung. Im Sinne des dynamischen Systems (T, M˜ ,Φ) ist der
Wien-Brücken-Oszillator folglich ein stabiles, akkumulatives, lineares System. Darüber hinaus werden die
Zustandsvariablen x aufgrund von (4.40) beschränkt, sodass ein stabiler Grenzzyklus im Phasenraum M
existiert.
Proposition (Begrenzung des Phasenraums) Die Begrenzung des Phasenraums erlaubt es stabile Oszil-
lationen für lineare Systeme zu erzeugen. Die Liouville-Dynamik solcher Systeme folgt der Dynamik des
harmonischen Oszillators gemäß Abschnitt 4.1.1.
Um die Verzerrung am Ausgang zu kompensieren, bedarf es einer zusätzlichen Amplitudenregelung,
beispielsweise durch zwei antiparallel geschaltete Dioden in Reihe zu RA. Aufgrund der Rückkopplung
sind die resultierenden Bewegungsgleichungen jedoch nichtlinear.
Weiterführende Literatur
— Chua et al. „The Hopf bifurcation theorem and its applications to nonlinear oscillations in circuits and
systems“ [146]
— Kurz & Mathis „Oszillatoren. Schaltungstechnik, Analyse, Eigenschaften“ [97]
— Mathis & Russer „Oscillator Design“ [100]
— Ponce „Bifurcations in piecewise linear systems: case studies“ [263]
10Tatsächlich ist u2 stets kleiner als uout. Erst die Skalierung mit v0 zeigt den übereinstimmenden Lösungsverlauf.
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4.2. Systeme mit Grenzzyklen
Ein elektrischer Oszillator ist aufgrund der nötigen Rückkopplung immer ein nichtlineares dynamisches
System und die Oszillationen oder Schwingungen entsprechen im Phasenraum stabilen Grenzzyklen.
Ausnahmen sind akkumulative Systeme mit einer Begrenzung des Phasenraums, wie z.B. der Wien-
Brücken-Oszillator. Zwar sind andere Bifurkationstypen oder Mechanismen, die zu einem sich selbst
erhaltenden schwingenden System führen, denkbar, jedoch soll sich im Folgenden auf Grenzzyklen be-
schränkt werden, die generisch aus der Andronov-Hopf-Bifurkation gemäß Abschnitt 3.5 entspringen und
nur von einem Bifurkationsparameter abhängen.
Die Liouville-Dynamik kann im Allgemeinen dazu beitragen bereits realisierte Schaltungen von verschie-
denen Oszillatoren besser zu verstehen. Aus Sicht des Ingenieurswesen ist das Barkhausen-Kriterium als
Stabilitätskriterium ausreichend, was wie Chua zeigte, äquivalent zum Hopf-Theorem ist [225]. Jedoch
wird mit dieser Sichtweise das dynamische System mit seinem komplexen Verhalten im Phasenraum
zugunsten der Zweck erfüllenden Funktionalität in den Hintergrund geschoben.
Eine mögliche Typisierung von Oszillatorschaltungen erfolgt in der Elektrotechnik nach der Funkti-
onsweise und Art der Schaltungen. Im Gegensatz dazu sei hier jeder Oszillator durch seine Diﬀerenti-
algleichung als ein dynamisches System typisiert. Dies hat den Vorteil, dass die Resultate der Liouvil-
le-Dynamik sich auf alle realisierbaren Schaltungen desselben Typs von Diﬀerentialgleichung übertragen
lassen.
Ein Zusammenspiel verschiedener Nichtlinearitäten in 2-dimensionalen Oszillatoren wurde beispiels-
weise von Daffertshofer untersucht [245]. Die nichtlinearen Terme eines Rayleigh-, Van der Pol- und











zusammengefasst und mit β als Rayleigh-Parameter , γ als Van der Pol-Parameter und η als Duﬃng-
Parameter skaliert. Darüber hinaus wird im Folgenden der Einﬂuss dieser Nichtlinearität mit dem Stell-
parameter α geregelt.
In den Abschnitten 4.2.1 werden der Van der Pol-, in 4.2.3 der Rayleigh- und in 4.2.4 der Rayleigh-Van
der Pol-Oszillator als 2-dimensionale Systeme behandelt. 3-dimensionale Systeme sind in den Abschnitten
4.2.5 mit dem Colpitts-Oszillator und 4.2.6 mit einem kanonisch-dissipativen Nambu-System zu ﬁnden.
Das Verhalten von höher-dimensionalen Oszillatoren soll anhand eines gekoppelten Van der Pol-Systems
in Abschnitt 4.2.2 betrachtet werden.
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4.2.1. Van der Pol-Oszillator
Der Van der Pol-Oszillator ist das Ergebnis früher Experimente mit röhren-basierten Schaltungen unter
der Führung von Van der Pol. Zusammen mit Van der Mark entdeckten beide bei bestimmten Er-
regerfrequenzen eines angetriebenen Relaxations-Oszillators (siehe Abb. 4.12a) ein irreguläres Rauschen
[27, 36, 262] (für weitere historische Details siehe Mathis [98]). Dies war eines der ersten Beschreibun-
gen von deterministischem Chaos. Im autonomen Fall, d.h. wenn die Anregung u(t) null ist, wird die
Kapazität C über die Spannungsquelle U bis zu einem Schwellwert geladen ab dem die Neon-Glühlampe
zündet und die im Kondensator gespeicherte elektrische Energie in Wärme und Licht umgewandelt wird.
Die Oszillation der Spannung über dem Kondensator ist demzufolge ein periodischer Wechsel zwischen
einer akkumulativen Phase bei dem der Kondensator geladen wird und einer dissipativen Phase bei dem
die gleiche Energiemenge (nach dem Einschwingvorgang) an die Umgebung abgegeben wird [249].
Die Bewegungsgleichung des Van der Pol-Oszillators besteht aus zwei Freiheitsgraden, folglich handelt
es sich um ein 2-dimensionales System. Die nichtlineare Dämpfung der Diﬀerentialgleichung
x¨− α (µ− γx2)ω0x˙+ ω02x = 0 (4.42)
mit x, x˙ ∈ R als Zustandsvariablen im Phasenraum M = R2 ist für kleine x≪ 1 vernachlässigbar klein,
sodass das dynamische System am ehesten dem eines verstärkenden harmonischen Oszillators entspricht,
falls alle Parameter größer null sind. Erst für größere Werte von x überwiegt die Nichtlinearität und
begrenzt die Verstärkung um den instabilen Gleichgewichtspunkt x˜ = 0. Das Van der Pol-System ist für
positive µ ein superkritisches Hopf-System, sodass aus dem Gleichgewichtspunkt ein stabiler Grenzzyklus
entspringt. µ ist reziprok proportional zur Dämpfung und bestimmt gleichzeitig den Bereich zwischen dem
die lineare Verstärkung und die Dämpfung durch die Nichtlinearität im Gleichgewicht stehen. Zusammen
mit dem Van der Pol-Parameter γ ∈ R+, der die Stärke der Nichtlinearität bestimmt, ist µ somit ein














(b) Autonomer Van der Pol-Oszillator mit Übertra-
ger und gesteuerter Quelle.
Abb. 4.12.: Schaltbeispiele für Van der Pol-Oszillatoren.
Die Van der Pol-Gleichung (4.42) ist für α 6= 0 analytisch nicht lösbar und der Grenzzyklus entspricht
zudem keiner algebraischen Kurve [240]. Es existieren jedoch eine Vielzahl analytischer Näherungsme-
thoden wie zum Beispiel die Lie-Reihen-Methode [206, 213, 83], die Methode nach Krylow und Bogo-
liuvob [73] oder die Poincaré-Lindstedt-Methode [242]. Mit Hilfe einer Fourieranalyse zur Bestimmung
der Frequenzanteile ist der Grenzzyklus ebenfalls analytisch approximierbar (siehe Anhang C).
Ein Schaltungsbeispiel des Van der Pol-Oszillators ist in Abb. 4.12b mit einemRLC-Reihenschwingkreis,
einem Übertrager und einer spannungsgesteuerten Stromquelle dargestellt [229]. Die Spannung u und der
Strom iC sind die entsprechenden Zustandsvariablen im Phasenraum. Die nötige quadratische Nichtlinea-
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rität, wie sie in (4.42) vorkommt, ist durch die spannungsgesteuerte Stromquelle gegeben und entspricht








mit dem Leitwert S (Steilheit), gemäß der Barkhausenschen Röhrenformel , und der Gleichspannung
u0 als Streckfaktor der Kennlinie. Die Bewegungsgleichung der Schaltung folgt aus der Masche des
RLC-Schwingkreises unter Berücksichtigung der entgegen gerichteten Spannung des Übertragers und
der Strom-Spannungs-Beziehung des Kondensators zu
u¨− ω0
(





2u = 0 (4.44)
mit M > 0 als Gegeninduktivität und ω0 = 1/
√
LC als Eigenfrequenz [255]. Der dimensionslose Bifurka-
tionsparameter µ = ω0(MS −RC) setzt sich aus den Zeitkonstanten des Übertragers τL =MS und des
Kondensators τC = RC sowie aus der Eigenfrequenz zusammen. M wirkt als variable Kopplungsgröße
der Nichtlinearität, sodass für den Van der Pol-Parameter γ = ω0MS/u02 (Einheit: V−2) folgt. Der
dimensionslose Stellparameter ist für dieses Schaltungsbeispiel mit α = 1 fest vorgegeben. Mit iC = Ci
und den neuen Zustandsvariablen x = (u, i)⊺ ∈ M sowie M = R2 folgt ein System aus gewöhnlichen
Diﬀerentialgleichungen
u˙ = i,
i˙ = α(µ− γu2)ω0i− ω02u.
(4.45)
Die Divergenz des Vektorfeldes f : R2 → R2 ergibt div(f) = α(µ − γu2)ω0 und ist folglich abhängig von
der Spannung u, sodass für u = ±√µ/γ Nulldurchgänge der Divergenz auftreten. Im Gegensatz zum
harmonischen Oszillator ist aufgrund der Zustandsabhängigkeit die Unterscheidung des Dämpfungsterms
α(µ−γu2)ω0i von der Divergenz wesentlich, wenngleich die Nullstelle des Dämpfungsterms mit der Null-
stelle der Divergenz für die Spannung identisch ist. Ist r : T→ R2 die Parametrisierung des Grenzzyklus,
dann führt ein Nulldurchgang des Dämpfungsterms an den Stellen u = ±√µ/γ und i = 0 lediglich
dazu, dass der Hauptnormalenvektor N = r˙/ ‖r˙‖ des begleitenden Dreibeins in dieselbe Richtung wie
r zeigt. Die Orientierung kann dabei je nach Lage entgegengesetzt sein. Dies folgt unmittelbar aus der
Äquivalenz zum harmonischen Oszillator für diesen einen Punkt und entspricht lediglich dem Zentralan-
teil der Momentanbeschleunigung . Da gemäß (3.56) die Divergenz des Vektorfeldes jedes inﬁnitesimale
Flächenelement dx = dudi unter dem Fluss Φ streckt oder staucht und N das normierte Gradientenfeld
derjenigen Funktion f : M → R ist, deren Nullstellenmenge den Grenzzyklus abbildet, sodass für die
ω-Limesmenge ω = f−1(0) gilt (siehe auch (2.2)), folgt aus Abschnitt 2.4, dass die negative Divergenz
von N der Krümmung des Grenzzyklus mit Vorzeichen entspricht, d.h. κ(t) = − div(N(t)).
Das Van der Pol-System kann mit diesen Überlegungen in zwei innere Subsysteme unterteilt werden:
(i) Das erste Subsystem ist ein akkumulatives System bezüglich des instabilen Gleichgewichtspunktes
mit seinem Auszugsgebiet bis hin zum Grenzzyklus. Die Bewegungsgleichung dieses Subsystems in der
Nähe des Gleichgewichtspunktes entspricht annähernd der Bewegungsgleichung eines instabilen harmoni-
schen Oszillators mit dem Verstärkungsterm αµω0i. Die sich ergebende Divergenz, also die Ableitung des
Verstärkungsterms nach dem Strom, ist folglich konstant positiv, sodass in der Nähe des Gleichgewichts-
punktes eine von den Zustandsvariablen nahezu unabhängige Streckung eines jeden Phasenraumvolumens
stattﬁndet. (ii) Das zweite Subsystem setzt sich aus den inneren und äußeren Einzugsgebieten sowie dem
Grenzzyklus selbst zusammen, sodass der entsprechende Phasenraum dem Raum M \ {0} entspricht.
Das Ljapunov-Spektrum setzt sich aus dem Vorzeichentupel (−, 0) gemäß Tab. 3.1 zusammen. Da es sich
hierbei um ein dissipatives Subsystem handelt und die Divergenz zustandsabhängig ist, wird ein jedes
Phasenraumvolumen je nach Lage im Phasenraum gestreckt oder gestaucht werden. Da das Auszugsge-
biet des ersten Subsystems, dem inneren Einzugsgebiet des zweiten Subsystems entspricht und folglich
das akkumulative Verhalten für das Gesamtsystem nicht über alle Grenzen wachsen kann, handelt es
sich bei dem Van der Pol-System um ein dissipatives System. Es sei angemerkt, dass die Unterteilung in
zwei innere Subsysteme keiner möglichen, physikalisch trennbaren Unterteilung entspricht, wohl aber eine
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Abb. 4.13.: Die mittlere Divergenz des Van der Pol-Oszillators hat periodische Nullstellen für 〈u〉 =
±1V, sobald die Phasenraumdichte den transienten Weg (T), d.h. für t≫ t1, überquert hat.
Das Phasenraumvolumen folgt der mittleren Divergenzfunktion, sodass ein Streckvorgang
im akkumulativen Unterraum (A) und ein Stauchvorgang im dissipativen Unterraum (D)
stattﬁndet. Die mittlere Geschwindigkeit der Phasenraumdichte folgt dieser Dynamik. Die
Ordinate ist für Vergleichszwecke dimensionslos.
stand R, zum anderen der Dissipation an der spannungsgesteuerten Stromquelle durch den Widerstand
1/S. Letzterer ist wesentlich, wie im nachfolgenden Beispiel gezeigt.
Sei h(x0, t) = (hu(x0, t), hi(x0, t))⊺ eine zweiparametrige Schar von Lösungen der Diﬀerentialgleichung
(4.45) zu gegeben Anfangswerten x0 = (u0, i0)⊺ ∈ N ⊆M und












die Lösung der verallgemeinerten Liouville-Gleichung (3.47) mit p0[h−1] als normalverteilte Anfangsver-
teilung gemäß (4.28), so wird sofort ersichtlich, dass zwar das Integral von (4.46) numerisch auswertbar,
jedoch die Inverstransformierte h−1 und damit p schwer zu bestimmen sind.
Allerdings ist die anfängliche Gewichtung jeder involvierten Integralkurve mit p0(x0) als Funktion der
Anfangswerte für alle Zeiten erhalten und wird nur durch den zweiten Term der Lösung (4.46) zeitlich
transformiert. Diskret kann so die Lösung der verallgemeinerten Liouville-Gleichung als endliche Menge








)∣∣∣x0 ∈ N ⊆M} , (4.47)
dann gibt jedes Tripel von P zu jedem Zeitpunkt t einen Punkt im Liouville-Raum P = R2 × R+
zurück und das dadurch entstehende Polygonnetz die Wahrscheinlichkeitsverteilung der verallgemeinerten
Liouville-Gleichung. Darüber hinaus entspricht das durch das Polygonnetz eingeschlossene 3-dimensionale
Liouville-Volumen dem sicheren Ergebnis P (R2) = 1 des Wahrscheinlichkeitsraums (R2,B, P ).
Startet eine Anfangsverteilung fernab vom Gleichgewicht, d.h. weit außerhalb des äußeren Einzugsge-
biets, so wird diese auf ihrem transienten Weg in den Grenzzyklus stark deformiert werden. Ein zu Beginn
2-dimensionales Phasenraumvolumen wird soweit gestaucht und in die Länge gezogen, dass letztendlich
für t→∞ auf dem Grenzzyklus ein 1-dimensionales Phasenraumvolumen vorliegt und dieses sich für das
Van der Pol-System nicht algebraisch formulieren lässt. In der Nähe des Grenzzyklus, d.h. nach der Tran-
sienz im Einzugsgebiet, ﬁndet eine Formänderung im wesentlichen nur in longitudinaler Richtung statt,
da alle Integralkurven mit Anfangswerten im Einzugsgebiet eines Grenzzyklus sich exponentiell mit der
Zeit verdichten. Eine periodische longitudinale Änderung in der Nähe des Grenzzyklus ist daher die Folge
einer ungleichförmigen, beschleunigten Bewegung und wird als ein Pumpmechanismus im Liouville-Raum
beobachtet. Jedes Volumenelement hat demgemäß eine unterschiedliche Ausbreitungsgeschwindigkeit und
überlagert sich mit den nächst gelegenen Volumenelementen. Um den Pumpmechanismus des Van der
Pol-Systems mit der Divergenz des Vektorfeldes in Verbindung zu bringen, reicht es daher nicht aus, eine
einzelne Integralkurve mit dem Verlauf der Divergenz zu korrelieren.
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Die Liouville-Dynamik des Van der Pol-Systems soll im Folgenden mit den Parametern µ = 1 und γ =
1V−2, dem Stellparameter α = 1 und der Eigenfrequenz ω0 = 1Hz untersucht werden. Da für u0 = 1V
auch R = 0 gelten müsste, dies aber dem Sinn der eigentlichen Rückkopplung zur Kompensation von
dissipativen Verlusten wiederspricht, sei dieser Fall o.B.d.A. ausgeschlossen. Die dimensionslose Divergenz
des Vektorfeldes ist 1− u2, sodass daraus Nullstellen für u = ±1V resultieren.
Die Anfangserteilung ist identisch zur Anfangsverteilung des harmonischen Oszillators mit Dämpfung
gemäß (4.28). Als transienter Weg ist im folgenden der Weg gemeint, den die Phasenraumdichte in der Zeit
t = t1 zurücklegt für die zum ersten Mal die mittlere Divergenz null ist, d.h. für 〈div(f)|x=h(x0,t)〉 = 0.
Das Zeitintervall 0 ≤ t < t1 zeigt demzufolge den Einschwingvorgang des Oszillators. Während des
Vorgangs wird die anfänglich symmetrische Anfangsverteilung stark gestaucht, sodass bereits hier ein
nahezu 2-dimensionales Liouville-Volumen zu beobachten ist (siehe Abb. 4.15a). Nach dem Einschwingen,
d.h. für t ≫ t1, verläuft die Phasenraumdichte in guter Näherung (gemäß dem Schwellenwert s = 1h)
auf dem Grenzzyklus.
Zwischen den Zeiten t = tD und t = tA ist ein periodischer Pumpmechanismus der Phasenraumdichte
zu beobachten, der gemäß (3.56) über den Verlauf der mittleren Divergenz darstellbar ist. Im dissipa-
tiven Unterraum des Phasenraums, d.h. für |u| > 1V, nimmt das Phasenraumvolumen ab, sodass die
Phasenraumdichte gestaucht wird, während im akkumulativen Unterraum, d.h. für |u| < 1V, das Pha-
senraumvolumen zunimmt und damit die Phasenraumdichte gestreckt wird (siehe Abb. 4.13 und Abb.
4.15b).
Proposition (Pumpmechanismus) In Systemen mit Grenzzyklen existiert bei zustandsabhängiger Diver-
genz stets ein periodischer Pumpmechanismus, der die Ursache von Streck- und Stauchvorgängen eines
Phasenraumvolumens darstellt. Nach einem idealen Einschwingvorgang ﬁndet dieser Mechanismus aus-
schließlich in longitudinaler Richtung statt und beeinﬂusst daher die Phasenlage eines Zustands auf dem
Grenzzyklus. Fluktuationen die im dissipativen bzw. akkumulativen Unterraum stattﬁnden, werden auf
diese Weise abgeschwächt bzw. verstärkt. Ein Ausgleich im Sinne der Superposition ist aufgrund des
nichtlinearen Verhaltens nicht gegeben, sodass die zustandsabhängige Divergenz ein Indikator der Pha-
senstabilität gegenüber Fluktuationen darstellt.
Das Produkt beider Zustandsvariablen entspricht einer Leistung P unter der Berücksichtigung der
Normierung iC = Ci und kann in direkten Bezug zur Divergenz gebracht werden, sodass folgt





Die nach außen hin verrichtete Arbeit bezüglich u und i ist im akkumulativen Unterraum demzufolge
negativ und im dissipativen Unterraum positiv. Gl. (4.48) stellt kein allgemeingültigen Zusammenhang
dar, sondern ist eine Besonderheit des Van der Pol-Systems.
Proposition (Divergenz und Energie) Die Divergenz kann unter Umständen mit Energie- oder Leis-
tungsgrößen in Verbindung gebracht werden, sodass mit diesem Zusammenhang nicht nur von einer Dis-
sipation oder Akkumulation eines Phasenraumvolumens, sondern auch von Dissipation oder Akkumula-
tion von Energie bzw. Energieänderung gesprochen werden kann. Oszillatoren die Schubweise Energie in
das System pumpen, um die Bewegung aufrecht zu erhalten, können sich daher als ungünstig gegenüber
der Phasenstabilität erweisen, da somit mehrere oder besonders harte Übergänge zwischen Dissipation
und Akkumulation auftreten.
Eine Rauschankopplung durch Strom- und Spannungsquellen führt auf den Langevin-Ansatz
U˙ = I +D11ξ1(t),
I˙ = α(µ− γU2)ω0I − ω02U +D22ξ2(t)
(4.49)
mit der 2 × 2-Diﬀusionsmatrix D, ξ = (ξ1, ξ2)⊺ als weißes gaußsches Rauschen und X = (U, I)⊺ als
nunmehr stochastische Zustandsvariablen. Die Lösung der dazu äquivalenten Fokker-Planck-Gleichung
(B.12) unterliegt demselben Drift wie die Lösung der Liouville-Gleichung zu (4.45). Einzig aufgrund der
Diﬀusion D unterscheiden sich die stochastischen Momente der Wahrscheinlichkeitsdichten p(x, t) und
p(X, t). Der Pumpmechanismus im deterministischen Fall ist im zweiten stochastischen Moment µ2 als
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Abb. 4.14.: Zweites zentrales Moment (Varianz) µ2 des Van der Pol-Systems. Die Rauschquellen des
stochastischen Systems wurden mit den Diﬀusionselementen D11 = 225 µAF−1 und D22 =
225 µV angenommen.
einer Phasenverschiebung aufgrund der sich daraus ergebenden Relaxationen. Zudem steigt µ2 aufgrund
des sich fortwährenden Verschmierens der Phasenraumdichte auf dem Grenzzyklus immer weiter an, bis
eine Gleichverteilung erreicht ist. Das stochastische System unterliegt dem Pumpmechanismus als Folge
dessen häuﬁger, was sich als zusätzliche Nebenmaxima einer Periode manifestiert.
Weiterführende Literatur
— Ginoux et al. „Van der Pol and the history of relaxation oscillations: toward the emergence of a concept“
[262]
— Guckenheimer „Dynamics of the Van der Pol Equation“ [222]
— Hänggi „Rate of Phase Slips of a Driven Van der Pol Oscillator at Low Noise“ [74]
— Van der Pol „The Nonlinear Theory of Electric Oscillations“ [36]
— Van der Pol & Van der Mark „Frequency Demultiplication“ [27]
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(b) Oszillation mit Pumpmechanismus
Abb. 4.15.: Van der Pol-System mit µ = 1, γ = 1V−2, α = 1, ω0 = 1Hz, den Startwerten uS = 2V,
iS = −2V s−1 sowie den Standardabweichungen σu0 = 200mV, σi0 = 200mV s−1 und dem
Schwellenwert s = 1h. Die Skaleneinteilung der p-Achse (Applikate) ist für jede Phasenraum-
dichte neu normiert, da der exponentielle Anstieg aufgrund der Dissipation keinen direkten
Vergleich für verschiedene Zeiten erlauben würde.
79
4. Liouville Dynamik
4.2.2. Van der Pol-Oszillator (einseitig gekoppelt)
Ausgehend von der Bewegungsgleichung (4.42) können zwei Van der Pol-Systeme miteinander gekoppelt
werden. Dabei sind verschiedene Arten der Kopplung denkbar. Beispielsweise eine gegenseitige Anregung
der Art [81, 82]
x¨− α (µ− γx2)ω0x˙+ ω02x = u˙
u¨− α (µ− γu2)ω0u˙+ ω02u = x˙ (4.50)
die zu einem 4-dimensionalen Zustandsraum mit zustandsabhängiger Divergenz und entsprechendem
Pumpmechanismus führt oder eine alternative Erweiterung mit einem instabilen, äußeren Subsystem, die
einer einseitigen Kopplung entspricht [180]
x¨− α (µ− γx2)ω0x˙+ ω02x = 0
u¨+ α
(
µ− γx2)ω0u˙+ ω02u = 0. (4.51)
Das System nach (4.51) ist divergenzfrei und demzufolge konservativ bezüglich des Phasenraumvolumens,
jedoch kein Hamilton-System.
Proposition (Konservative Systeme (Beispiel)) Die Divergenzfreiheit eines Vektorfeldes ist keine hin-
reichende, sondern eine notwendige Bedingung für ein Hamilton-System, denn es existieren konservative
Systeme die sich nicht als ein Hamilton-System beschreiben lassen. Das einseitig gekoppelte Van der
Pol-System nach (4.51) ist ein solches Beispiel.
Im Bezug mit den Deﬁnitionen aus Abschnitt 3.8.1 folgt, dass das einseitig gekoppelte Van der Pol-
System aus zwei 2-dimensionalen, äußeren Subsystemen besteht, welche jeweils durch die gewöhnlichen
Diﬀerentialgleichungen zweiter Ordnung beschrieben werden. Im akkumulativen Unterraum des ersten
Subsystems, ist das zweite Subsystem dissipativ und umgekehrt. Dies bedeutet, dass das jeweilig dis-
sipierte bzw. akkumulierte Phasenraumvolumen dem jeweils anderen Subsystem zugeschrieben werden
kann, d.h., es ﬁndet ein stetiger Austausch des Phasenraumvolumens statt, welcher in seiner Gesamtheit
konservativ ist.
Proposition (Erweiterung mit äußeren Subsystemen) Jedes System, dass dem Pumpmechanismus un-
terliegt, kann mit einem äußeren Subsystem derart erweitert werden, dass der Pumpmechanismus kom-
pensiert wird. Das hinzugefügte äußere Subsystem dient als eine Art Reservoir für überschüssiges oder
benötigtes Phasenraumvolumen. Dabei kann chaotisches Verhalten auftreten.
Weiterführende Literatur
— Steeb et al. „Coupled chaotic oscillators“ [81]
— Steeb et al. „Transition to hyperchaos in coupled generalized van der Pol equations“ [82]
— Ghosh et al. „One-way coupled Van der Pol system“ [180]
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4.2.3. Rayleigh-Oszillator
Der Rayleigh-Oszillator ist das Ergebnis der akustischen Beschreibung einer Klarinette des Nobelpreis-
trägers für Physik Lord Rayleigh [204, 266].








2y = 0 (4.52)
mit y, y˙ ∈ R als Zustandsvariablen im Phasenraum M = R2 und folgt direkt aus der Integration der Van
der Pol-Gleichung (4.42) mit anschließender Substitution y˙ = x und der Deﬁnition des Rayleigh-Para-
meters β = ω02γ [245]. Das daraus resultierende dynamische System geht demzufolge ebenso in einen
harmonischen Oszillator über, falls der Stellparameter α verschwindet und es können dieselben Analogien
für den Bifurkationsparameter µ und Rayleigh-Parameter β bezüglich des Van der Pol-Systems getroﬀen
werden.
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Abb. 4.16.: Paralleler RLC-Schwingkreis mit Diodenpaar D1, D2. Um eine stabile Oszillation zu ge-
währleisten, müssen die linearen Anteile der dissipativen Verluste durch die Dioden mittels
negativen Widerstand R/α kompensiert werden.
Ein Schaltungsbeispiel des Rayleigh-Oszillators ist in Abb. 4.16 mit einem RLC-Parallelschwingkreis
und einem Diodenpaar D1, D2 dargestellt. Die Spannung u und der Strom iL sind die entsprechenden
Zustandsvariablen im Phasenraum. Die nötige quadratische Nichtlinearität, wie sie in (4.52) vorkommt,










mit den Leitwerten g1 und g3, einem Ruhestrom i0 sowie einem dimensionslosen Stellparameter α. Die









2i = 0 (4.54)
mit iL = i/L als renormierte Zustandsvariable, ω0 = 1/
√













als dimensionsloser Dämpfungsgrad . Der Bifurkationsparameter ist reziprok und negativ zur Güte Q =
1/(2d) des Systems, gemäß µ = −2d. Der Rayleigh-Parameter kann durch einen Vergleich mit (4.52) zu
β = 3g3
2ω0/(i0
2C) (Einheit: Wb−2) bestimmt werden. Mit den Zustandsvariablen x = (i, u)⊺ ∈M = R2
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Abb. 4.17.: Die mittlere Divergenz des Rayleigh-Oszillators hat periodische Nullstellen für 〈u〉 = ±1,
sobald die Phasenraumdichte den transienten Weg (T), d.h. für t ≫ t1, überquert hat.
Das Phasenraumvolumen folgt der mittleren Divergenzfunktion, sodass ein Streckvorgang
im akkumulativen Unterraum (A) und ein Stauchvorgang im dissipativen Unterraum (D)
stattﬁndet. Die mittlere Geschwindigkeit der Phasenraumdichte folgt dieser Dynamik.
Die Divergenz des Vektorfeldes f : R2 → R2 ergibt div(f) = α (µ− βu2/ω02)ω0 und ist folglich abhängig
von der Spannung u, sodass für u = ±ω0
√
µ/β Nulldurchgänge der Divergenz auftreten. Im Gegensatz
zum Van der Pol-System ist die Divergenz und derDämpfungsterm beim Rayleigh-System unterschiedlich.
Aus dem Vorzeichen des Bifurkationsparameters und der Hopf-Bifurkation gemäß Abschnitt 3.5 folgt, dass
d < 0 gelten muss, um einen stabilen Grenzzyklus zu gewährleisten. Der Widerstand im Schaltungsbeispiel
muss demzufolge negativ sein
R < − 1
g1
. (4.57)
Das Rayleigh-System kann mit diesen Überlegungen in zwei innere Subsysteme unterteilt werden:
(i) Das erste Subsystem ist ein akkumulatives System bezüglich des instabilen Gleichgewichtspunktes
mit seinem Auszugsgebiet bis hin zum Grenzzyklus. Die Bewegungsgleichung dieses Subsystems in der
Nähe des Gleichgewichtspunktes entspricht annähernd, aufgrund des negativen Widerstands R, der Be-
wegungsgleichung eines instabilen harmonischen Oszillators mit dem Verstärkungsterm αµω0u. Die sich
ergebende Divergenz, also die Ableitung des Verstärkungsterms nach der Spannung, ist folglich konstant
positiv, sodass in der Nähe des Gleichgewichtspunktes eine von den Zustandsvariablen nahezu unabhängi-
ge Streckung einer Wahrscheinlichkeitsverteilung stattﬁndet. (ii) Das zweite Subsystem setzt sich aus den
inneren und äußeren Einzugsgebieten sowie dem Grenzzyklus selbst zusammen, sodass der entsprechende
Phasenraum dem Raum M \ {0} entspricht. Das Ljapunov-Spektrum setzt sich aus dem Vorzeichentupel
(−, 0) gemäß Tab. 3.1 zusammen. Da es sich hierbei um ein dissipatives Subsystem handelt und die
Divergenz zustandsabhängig ist, wird ein jedes Phasenraumvolumen je nach Lage im Phasenraum ge-
streckt oder gestaucht werden. Da das Auszugsgebiet des ersten Subsystems, dem inneren Einzugsgebiet
des zweiten Subsystems entspricht und folglich das akkumulative Verhalten für das Gesamtsystem nicht
über alle Grenzen wachsen kann, handelt es sich bei dem Rayleigh-System um ein dissipatives System.
Die dissipativen Verluste aufgrund des Diodenstroms iD können in zwei Anteile aufgeteilt werden. Zum
einem der Verlust durch den Leitwert g1 bezüglich der linearen Spannungsabhängigkeit und zum anderen
der Verlust durch den Leitwert g3 bezüglich der kubischen Spannungsabhängigkeit. Der negative Wider-
stand akkumuliert, gemäß (4.57), nur die dissipativen Verluste des Linearanteils von iD! Die Dissipation
durch den kubischen Anteil ermöglicht erst die superkritische Hopf-Bifurkation.
Startet eine Anfangsverteilung fernab vom Gleichgewicht, d.h., weit außerhalb des äußeren Einzugsge-
biets, so wird diese auf ihrem transienten Weg in den Grenzzyklus stark deformiert werden. Ein zu Beginn
2-dimensionales Phasenraumvolumen wird soweit gestaucht und in die Länge gezogen, dass letztendlich
für t→∞ auf dem Grenzzyklus ein 1-dimensionales Phasenraumvolumen vorliegt und dieses sich für das
Rayleigh-System nicht algebraisch formulieren lässt. In der Nähe des Grenzzyklus, d.h. nach der Tran-
sienz im Einzugsgebiet, ﬁndet eine Formänderung im wesentlichen nur in longitudinaler Richtung statt,
da alle Integralkurven mit Anfangswerten im Einzugsgebiets eines Grenzzyklus sich exponentiell mit der
Zeit verdichten. Eine periodische longitudinale Änderung in der Nähe des Grenzzyklus ist daher die Folge
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Abb. 4.18.: Zweites zentrales Moment (Varianz) µ2 des Rayleigh-Systems. Die Rauschquellen des stochas-
tischen Systems wurden mit den Diﬀusionselementen D11 = 225 µV und D22 = 225 µV s−1
angenommen.
einer ungleichförmigen, beschleunigten Bewegung und wird als ein Pumpmechanismus im Liouville-Raum
beobachtet. Jedes Volumenelement hat demgemäß eine unterschiedliche Ausbreitungsgeschwindigkeit und
überlagert sich mit den nächst gelegenen Volumenelementen.
Die Liouville-Dynamik des Rayleigh-Systems soll im Folgenden mit den Parametern µ = 1 und β =
1 s−2, dem Stellparameter α = 1 und der Eigenfrequenz ω0 = 1Hz untersucht werden. Die dimensionslose
Divergenz des Vektorfeldes ist demzufolge 1− u2, sodass daraus Nullstellen für u = ±1V resultieren.
Die Anfangsverteilung ist identisch zur Anfangsverteilung des harmonischen Oszillators mit Dämpfung
gemäß (4.28). Als transienter Weg ist im Folgenden der Weg gemeint, den die Phasenraumdichte in der
Zeit t = t1 zurücklegt für die zum ersten Mal die mittlere Divergenz null ist, d.h. für 〈div(f)|x=h(x0,t)〉 = 0.
Das Zeitintervall 0 ≤ t < t1 zeigt demzufolge den Einschwingvorgang des Oszillators. Während des
Vorgangs wird die anfänglich symmetrische Anfangsverteilung stark gestaucht, sodass bereits hier ein
nahezu 2-dimensionales Liouville-Volumen zu beobachten ist (siehe Abb. 4.19a). Nach dem Einschwingen,
d.h. für t ≫ t1, verläuft die Phasenraumdichte in guter Näherung (gemäß dem Schwellenwert s = 1h)
auf dem Grenzzyklus.
Zwischen den Zeiten t = tD und t = tA ist ein periodischer Pumpmechanismus der Phasenraumdichte
zu beobachten, der gemäß (3.56) über den Verlauf der mittleren Divergenz darstellbar ist. Im dissipa-
tiven Unterraum des Phasenraums, d.h. für |u| > 1V, nimmt das Phasenraumvolumen ab, sodass die
Phasenraumdichte gestaucht wird, während im akkumulativen Unterraum, d.h. für |u| < 1V, das Pha-
senraumvolumen zunimmt und damit die Phasenraumdichte gestreckt wird (siehe Abb. 4.17 und Abb.
4.19b).
Eine Rauschankopplung durch Strom- und Spannungsquellen führt auf den Langevin-Ansatz







ω0U − ω02I +D22ξ2(t)
(4.58)
mit der 2 × 2-Diﬀusionsmatrix D, ξ = (ξ1, ξ2)⊺ als weißes gaußsches Rauschen und X = (I, U)⊺ als
nunmehr stochastische Zustandsvariablen. Das Rayleigh-System zeigt bei den stochastischen Momenten
ein äquivalentes Verhalten wie das Van der Pol-System (siehe Abb. 4.18). Auch hier ist der Pumpme-
chanismus im deterministischen Fall im zweiten stochastischen Moment µ2 als eine periodische Funktion
sichtbar und die Diﬀusion des stochastischen Systems führt wieder zu einer Phasenverschiebung aufgrund
der sich daraus ergebenden Relaxationen.
Weiterführende Literatur
— Cveticanin „Lord Rayleigh and Rayleigh Oscillator: An Overview“ [266]



























(b) Oszillation mit Pumpmechanismus
Abb. 4.19.: Rayleigh System mit µ = 1, β = 1 s−2, α = 1, ω0 = 1Hz, den Startwerten uS = 3V,
iS = −3V s−1 sowie den Standardabweichungen σu0 = 300mV, σi0 = 300mV s−1 und dem
Schwellenwert s = 1h. Die Skaleneinteilung der p-Achse (Applikate) ist für jede Phasenraum-
dichte neu normiert, da der exponentielle Anstieg aufgrund der Dissipation keinen direkten
Vergleich für verschiedene Zeiten erlauben würde.
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4.2. Systeme mit Grenzzyklen
4.2.4. Rayleigh-Van der Pol-Oszillator








2x = 0 (4.59)
mit x, x˙ ∈ R als Zustandsvariablen im Phasenraum M = R2 und stellt den Zusammenschluss der Nicht-
linearitäten des Van der Pol- und des Rayleigh-Oszillators dar. Das daraus resultierende dynamische
System geht demzufolge ebenso in einen harmonischen Oszillator über, falls der Stellparameter α ver-
schwindet. Die Besonderheit dieser Bewegungsgleichung ist, dass für
β = 3γ (4.60)










mit δ = γ = β/3 als Rayleigh-Van der Pol-Parameter und φ0 als Anfangswert (Anfangsphase). Gilt
(4.60) und ω0 = 1, so ist der Grenzzyklus ein Kreis mit Radius
√
µ. Für ω0 6= 1 wird der Kreis zu einer
Ellipse gestaucht, sodass ω0
√
µ für ω0 > 1 der Radius der großen Halbachse und für ω0 < 1 der Radius
der kleinen Halbachse ist. Der Radius der jeweils anderen Achse ist weiterhin mit
√
µ beschrieben. Ist
β 6= 3γ, so existiert für α 6= 0 keine analytische Lösung der Bewegungsgleichung mit Ausnahme der







Abb. 4.20.: Schaltungsbeispiel eines Rayleigh-Van der Pol-Oszillators. Die Kennlinie des nichtlinearen
Widerstands R ist abhängig vom Strom i während die spannungsgesteuerte Stromquelle Q
abhängig von uL ist.
Ein Schaltungsbeispiel des Rayleigh-Van der Pol-Oszillators ist in Abb. 4.20 mit einem RLC-Schwing-
kreis, einer spannungsgesteuerten Stromquelle Q mit der kubischen Kennlinie














und dem nichtlinearen Widerstand R dargestellt. Die Spannung über R folgt ebenfalls einer kubischen








Aus der Knoten- und Maschenbeziehung sowie den dynamischen Gleichungen für Spule und Kondensator
folgt die identische Bewegungsgleichung des Oszillators wie (4.59), wobei x durch den Strom i zu ersetzen
ist. Der Bifurkationsparameter µ bleibt dimensionslos, β und γ haben die Einheit A−2. Mit dem Strom
i und der normierten Spannung u = uL/L als Zustandsvariablen im Phasenraum M = R2 kann die
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4. Liouville Dynamik
Bewegungsgleichung (4.59) mit x = (i, u)⊺ ∈ M in ein System aus gewöhnlichen Diﬀerentialgleichungen


















und ist folglich abhängig von dem Strom i und der normierten Spannung u. Der dimensionsloseDämpfungs-










Das Rayleigh-Van der Pol-System kann mit diesen Überlegungen in zwei innere Subsysteme unterteilt
werden: (i) Das erste Subsystem ist ein akkumulatives System bezüglich des instabilen Gleichgewichts-
punktes mit seinem Auszugsgebiet bis hin zum Grenzzyklus. Die Bewegungsgleichung dieses Subsystems
in der Nähe des Gleichgewichtspunktes entspricht annähernd der Bewegungsgleichung eines instabilen
harmonischen Oszillators mit dem Verstärkungsterm αµω0u. Die sich ergebende Divergenz, also die
Ableitung des Verstärkungsterms nach der Spannung, ist folglich konstant positiv, sodass in der Nähe
des Gleichgewichtspunktes eine von den Zustandsvariablen nahezu unabhängige Streckung eines jeden
Phasenraumvolumens stattﬁndet. (ii) Das zweite Subsystem setzt sich aus den inneren und äußeren Ein-
zugsgebieten sowie dem Grenzzyklus selbst zusammen, sodass der entsprechende Phasenraum dem Raum
M \ {0} entspricht. Das Ljapunov-Spektrum setzt sich aus dem Vorzeichentupel (−, 0) gemäß Tab. 3.1
zusammen. Da es sich hierbei um ein dissipatives Subsystem handelt und die Divergenz zustandsabhängig
ist, wird ein jedes Phasenraumvolumen je nach Lage im Phasenraum gestreckt oder gestaucht werden. Da
das Auszugsgebiet des ersten Subsystems, dem inneren Einzugsgebiet des zweiten Subsystems entspricht
und folglich das akkumulative Verhalten für das Gesamtsystem nicht über alle Grenzen wachsen kann,
handelt es sich bei dem Rayleigh-Van der Pol-System um ein dissipatives System.
Sei r : T → R2 die Parametrisierung des Grenzzyklus und N = r˙/ ‖r‖ der Hauptnormalenvektor des
begleitenden Dreibeins, sodass N das normierte Gradientenfeld derjenigen Funktion f : M → R ist, deren
Nullstellenmenge den Grenzzyklus abbildet, sodass eine ω-Limesmenge ω = f−1(0) angegeben werden
kann. Weiterhin seien Cdiv und Cd die Lösungsmengen des Nullstellenproblems bezüglich der Divergenz
div(f) und der Dämpfung d, dann folgt, dass diese Lösungsmengen geometrisch Ellipsen darstellen
Cdiv = {x | div(f) = 0 ∀x ∈M} ,
Cd = {x | d = 0 ∀x ∈M} ,
(4.67)
während die Menge ω nur für β = 3γ die Lösungsmenge einer Ellipse darstellt. Die Halbachsen der
Lösungsmengen Cdiv und Cd können angegeben werden zu
ri,div =
√









Der Rayleigh-Van der Pol-Oszillator ist unter der Bedingung (4.60) ein kanonisch-dissipatives System










4.2. Systeme mit Grenzzyklen
i
u
(a) δ = 1, ω0 = 1
i
u





(c) β = γ = 1, ω0 = 1
Abb. 4.21.: ω (Grenzzyklus)
Cdiv (Nullstellenmenge der Divergenz, d.h. div(f) = 0)
CDiss (Nullstellenmenge der Dissipationsfunktion, d.h. g(H) = 0)
CD (Nullstellenmenge der Dämpfung)
Beispiele verschiedener Rayleigh-Van der Pol-Systeme. Die ersten beiden Systeme 4.21a
und 4.21b sind kanonisch dissipativ, d.h. es gilt δ = γ = β/3. Die ω-Limesmenge des
Grenzzyklus für diese Systemklasse ist identisch zur Nullstellenmenge der Dämpfung und
der Dissipationsfunktion. Im grünen Bereich des Phasenraums ﬁndet eine Akkumulation des
Phasenraumvolumens statt, während im roten Bereich Volumen dissipiert wird. Auﬀällig ist,
dass in jedem Rayleigh-Van der Pol-System ein Bereich existiert, bei dem Volumen in einem
akkumulativen Subsystem dissipiert wird. Weiterhin muss nicht jedes dissipative Subsystem
eine positive Dämpfung aufweisen, wie im letzten System 4.21c in den eingeschlossenen
Bereichen n gezeigt. In allen Systemen ist ein Pumpmechanismus zu beobachten, da die



















Bei der Hamilton-Funktion handelt es sich in dieser Darstellung nicht um eine Energiefunktion [210]. Die
Nullstellenmenge
CDiss = {x | g(H) = 0 ∀x ∈M} (4.72)
entspricht demzufolge keinen Energieniveaus und ist identisch mit der ω-Limesmenge des Grenzzyklus.
Um eine Energiefunktion zu erhalten, müssen die Zustandsvariablen von Strom und Spannung in Ladung
und magnetischen Fluss transformiert werden, d.h. (i, u)→ (q, φ). Das dynamische Verhalten, wie es in
4.21 dargestellt ist, bleibt jedoch nach einer solchen Transformation erhalten, sodass in den Bereichen
g(H) > 0 Energie dissipiert und für g(H) < 0 akkumuliert wird. Da für die Halbachsen ru,div 6= ru,d gilt,
folgt, dass stets zwei Teilmengen des Phasenraums existieren, für die zwar Energie akkumuliert, aber
Phasenraumvolumen dissipiert wird (siehe Abb. 4.21).
Die mittlere Geschwindigkeit eines Phasenraumvolumens ist auf dem Grenzzyklus für den Fall eines ka-
nonisch-dissipativen Systems und für ω0 = 1 konstant (siehe. Abb. 4.22). D.h., in longitudinaler Richtung












Abb. 4.22.: Die mittlere Divergenz des Rayleigh-Van der Pol Oszillators hat keine Nulldurchgänge. Das
Phasenraumvolumen und die mittlere Geschwindigkeit der Phasenraumdichte bleibt auf dem
Grenzzyklus erhalten.
men aufgrund der nicht verschwindenden Divergenz einer Volumenänderung. Diese Volumenänderung ist
die Folge der zum Grenzzyklus unmittelbar benachbarten Flächenelemente dx die unter dem Fluss Φ in
den Grenzzyklus eintreten und das bereits auf dem Grenzzyklus beﬁndliche Phasenraumvolumen ändern.
Die Deﬁnition eines Attraktors gemäß Abschnitt 2.3 kann demzufolge konkretisiert werden. Zwar existiert
zu dem Grenzzyklus eine Umgebung U von ω für die der Abstand zwischen ω und jeden unter der Einwir-
kung des Phasenﬂusses stehenden Zustands x ∈ V ⊂ U gegen null geht, d.h. dist(Φ(x, t), A) = 0, aber es
ist damit nicht geklärt wie stark anziehend der Attraktor ist. Sei Υ = ω \ Cdiv diejenige Mengendiﬀerenz,
deren Elemente ω-Limespunkte des Grenzzyklus entsprechen, die eine nicht-verschwindende Divergenz
aufweisen und B das Bassin des Grenzzyklus, dann ist die Divergenz div(f)|x=υ der Punkte υ ∈ Υ ein
Maß für die Verdichtung eines Phasenraumvolumens in seiner Umgebung U(υ) ∈ B. Die Trajektorien im
Phasenportrait zeigen daher umso stärker auf den Grenzzyklus je größer die Divergenz ist und umgehen
die beiden Punkten (±ri,div, 0)⊺ des Grenzzyklus die divergenzfrei sind. Das Rayleigh-Van der Pol-System
ist folglich auf dem Grenzzyklus kein Hamilton-System. Zwar ist die Dämpfung auf dem Grenzzyklus null
und damit eine konservative Bewegung gewährleistet, jedoch ist der Phasenraum M ∩ ω kompressibel,
weil Υ 6= ∅.
Proposition (Konservative Teilmengen (Beispiel)) Kanonisch-dissipative Systeme mit Grenzzyklen sind
im Allgemeinen keine Hamilton-Systeme auf ihren energetischen Grundzuständen, da zwar die Energie,
nicht aber das Phasenraumvolumen erhalten ist. Zudem existieren Untermengen des Phasenraums, in
dem Energie dissipiert wird, während ein Phasenraumvolumen akkumuliert.
Die Liouville-Dynamik des Rayleigh-Van der Pol-Systems soll im Folgenden mit den Parametern δ =
1, dem Stellparameter α = 1 und der Eigenfrequenz ω0 = 1 untersucht werden. Die dimensionslose
Divergenz des Vektorfeldes ist demzufolge 1 − 3u2 − i2, sodass eine Nullstellenmenge in Form einer
Ellipse mit den Halbachsen ri,div = 1 und ru,div = 1/
√
3 resultiert.
Die Anfangsverteilung ist identisch zur Anfangsverteilung des harmonischen Oszillators mit Dämpfung
gemäß (4.28). Als transienter Weg ist im Folgenden der Weg gemeint, den die Phasenraumdichte in der
Zeit t = t1 zurücklegt für die zum ersten Mal die mittlere Divergenz null ist, d.h. für 〈div(f)|x=h(x0,t)〉 = 0.
Der Zeitbereich 0 ≤ t < t1 zeigt demzufolge den Einschwingvorgang des Oszillators. Während des
Vorgangs wird die anfänglich symmetrische Anfangsverteilung stark gestaucht, sodass bereits hier ein
nahezu 2-dimensionales Liouville-Volumen zu beobachten ist (siehe Abb. 4.24a). Nach dem Einschwingen,
d.h. für t ≫ t1, verläuft die Phasenraumdichte in guter Näherung (gemäß dem Schwellenwert s = 1h)
auf dem Grenzzyklus.
Zwischen den Zeiten t = tD und t = tA ist ein periodischer Pumpmechanismus der Phasenraumdichte
zu beobachten, der gemäß (3.56) über den Verlauf der mittleren Divergenz darstellbar ist. Im dissipativen
Unterraum des Phasenraums, d.h. außerhalb der Ellipse, nimmt das Phasenraumvolumen ab, sodass die
Phasenraumdichte gestaucht wird, während im akkumulativen Unterraum, d.h. innerhalb der Ellipse,
das Phasenraumvolumen zunimmt und damit die Phasenraumdichte gestreckt wird (siehe Abb. 4.22 und
Abb. 4.24b).
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Abb. 4.23.: Zweites zentrales Moment (Varianz) µ2 des Rayleigh-Van der Pol-Systems.
Proposition (Sinusoidaler Grenzzyklus) Die Bewegung des Rayleigh-Van der Pol-Systems auf dem Grenz-
zyklus ist für β = 3γ von der Bewegung eines harmonischen Oszillators nicht zu unterscheiden. Dennoch
ﬁndet aufgrund der zustandsabhängigen Divergenz eine Volumenänderung statt, die nur dadurch erklärt
werden kann, dass inﬁnitesimale Volumenelemente aus der Umgebung des Grenzzyklus in diesen einlau-
fen und auf dem Grenzzyklus die Renormierung des Volumens im Sinne der Volumenerhaltung sich als
Pumpmechanismus manifestiert. Die Divergenz ist folglich ein Indikator für die Menge von einlaufen-
den Volumenelementen aus den Einzugsgebieten des Grenzzyklus, da die geradlinige Bewegung auf dem
Grenzzyklus gleichmäßig beschleunigt ist. Im Umkehrschluss bedeutet dies, dass eine Formulierung einer
Anfangsverteilung auf dem Grenzzyklus, ohne zumindest einem stetigen Übergang an dessen Einlaufstel-
len, im Sinne der Liouville-Dynamik nicht sinnvoll ist.
Eine Rauschankopplung durch Strom- und Spannungsquellen führt auf den Langevin-Ansatz







ω0U − ω02I +D22ξ2(t)
(4.73)
mit der 2 × 2-Diﬀusionsmatrix D, ξ = (ξ1, ξ2)⊺ als weißes gaußsches Rauschen und X = (I, U)⊺ als
nunmehr stochastische Zustandsvariablen. Das Rayleigh-Van der Pol-System zeigt bei den stochastischen
Momenten ein äquivalentes Verhalten wie das Van der Pol-System (siehe Abb. 4.23).
Weiterführende Literatur
— Benguria & Depassier „Variational principle for limit cycles of the Rayleigh–van der Pol equation“
[246]
— Nathan „The Rayleigh-van der Pol harmonic oscillator“ [218]




































(b) Oszillation mit Pumpmechanismus





2 sowie den Standardabweichungen σu0 = 0.2, σi0 = 0.2 und dem Schwellenwert
s = 1h. Die Skaleneinteilung der p-Achse (Applikate) ist für jede Phasenraumdichte neu
normiert, da der exponentielle Anstieg aufgrund der Dissipation keinen direkten Vergleich
für verschiedene Zeiten erlauben würde.
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4.2. Systeme mit Grenzzyklen
4.2.5. Colpitts-Oszillator
Der Colpitts-Oszillator ist eine von Colpitts zum Patent angemeldete Schaltung und wird heute als
Synonym für Oszillatoren mit einer kapazitiven Dreipunktschaltung verwendet. D.h., die Eigenfrequenz
wird sowohl durch ein RC-Glied, als auch durch ein LC-Glied bestimmt, sodass es sich im Sinne dynami-
scher Systeme um ein 3-dimensionales System handelt. Das Pendant mit induktiver Dreipunktschaltung
ist der Hartley-Oszillator . Erweiterungen der noch ursprünglich mit Elektronenröhren entworfenen Col-





















Abb. 4.25.: Schaltungsbeispiel des Colpitts-Oszillators.
Ein Schaltungsbeispiel des Colpitts-Oszillators ist in Abb. 4.25a mit einem NPN-Transistor T , dem
dissipativen Element R und der kapazitiven Dreipunktschaltung durch L sowie C1 und C2 gegeben. Die
ideale Gleichstromquelle Q sorgt für einen konstanten Ruhestrom I0 des Emitters. Der Strom iL sowie
die Spannungen uC1 und uC2 sind die entsprechenden Zustandsvariablen im Phasenraum. Das Transis-
tormodell gemäß Abb. 4.25b ist ein idealisiertes Modell ohne parasitäre Kapazitäten oder Induktivitäten,
dass von einem Verstärkungsfaktor v = 1 der linear stromgesteuerten Stromquelle, einem verschwinden-
den Basis-Strom iB = 0 und von einem nichtlinearen über uBE spannungsgesteuerten Widerstand RE
ausgeht, sodass
iE = IS e
uBE
uT für uBE ≫ uT (4.74)
mit IS als Sättigungsstrom und uT = kBT/e als Temperaturspannung (bei Raumtemperatur T = 300K
gilt uT ≈ 26mV) [247, 252]. Die Bewegungsgleichungen ergeben sich zu diesen idealisierten Bedingungen
zu
C1 ˙uC1 = −IS e
uC2
uT + iL,
C2 ˙uC2 = iL − I0,
L ˙iL = −uC1 − uC2 −RiL + ucc.
(4.75)
Für die Analyse dieser Bewegungsgleichung ist es zweckmäßig den Gleichgewichtspunkt des sich aus (4.75)














Abb. 4.26.: Ljapunov-Spektrum des Colpitts-Systems. Dargestellt sind die 1-dimensionalen Ljapunov-Ex-
ponenten des ursprünglichen Systems (4.76). Das periodische Verhalten der ersten beiden Lja-
punov-Exponenten ist der asymmetrischen Verteilungsfunktion und dem starren Bezugssys-
tem geschuldet. Ein Ljapunov-Spektrum welches der Rotation um den Koordinatenursprung
folgt, würde demzufolge konstante Ljapunov-Exponenten zeigen.
sowie Spannungen gemäß der Temperaturspannung und Ströme gemäß des Ruhestroms zu normalisieren.
Die Bewegungsgleichung kann somit umgeschrieben werden in
x˙ =
µ












mit den dimensionslosen Zustandsvariablen x = (x, y, z)⊺ im Phasenraum M = R3, dem dimensionslosen







Der Hopf-Punkt (x˜, µ˜) setzt sich aus dem Gleichgewichtspunkt x˜ = 0 und dem Bifurkationspunkt
µ˜ = 1 zusammen, wobei µ = µ˜ + ∆µ gilt mit ∆µ ≥ 0 als Bifurkationsdiﬀerenz . Die Divergenz des
Cω-Vektorfeldes f : R3 → R3 ergibt
div(f) = − 1
Q
(4.78)
und ist folglich konstant negativ, sodass kein Pumpmechanismus erwartet wird.
Proposition (Parasitäre Eﬀekte) Als ein idealisierter Oszillator zeigt der Colpitts-Oszillator keinen di-
rekten Pumpmechanismus. Dies ändert sich, sobald parasitäre Eﬀekte in die Bewegungsgleichung aufge-
nommen werden. Die parasitären Kapazitäten und Induktivitäten würden dann zu Lade- und Enladevor-
gängen führen, die äquivalent mit der Akkumulation und Dissipation von Energie sind. Die Divergenz
dieses Oszillators bestimmt zudem die Dauer des Einschwingvorgangs.
Sei flin(x) = j10f(x) das lineare, Jet-Transformierte Vektorfeld. Unter der Voraussetzung eines stabilen
Systems, d.h. für µ > 0, folgen die Eigenwerte der entsprechenden Jacobi-Matrix zu (λs, λ+, λ−) wobei
λs < 0 und λ± ein Paar komplex konjugierter Eigenwerte darstellt. Aus dem resultierenden Diﬀerenti-
algleichungssystem x˙ = flin(x) folgen wiederum die Eigenräume Es bezüglich des Eigenvektors es zum
Eigenwert λs und Ec bezüglich der Eigenvektoren e und e zu den Eigenwerten λ± gemäß Abschnitt A.
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Abb. 4.27.: Zweites zentrales Moment (Varianz) µ2 des Colpitts-Systems.
Tangential zu diesen Eigenräumen existieren lokal invariante Cω-Mannigfaltigkeiten Ws und Wc [252].
Damit lässt sich der Grenzzyklus des Colpitts-Oszillators einer von der Bifurkationsdiﬀerenz abhängigen
Integralmannigfaltigkeit I∆µ zuordnen, welche für ∆µ = 0 identisch zur Zentrumsmannigfaltigkeit Wc ist.
Einhergehend mit der Berechnung der invarianten Mannigfaltigkeiten ist ein Koordinatenwechsel x = Txˆ
mit xˆ = (xs, yc, zc)⊺ als neue Zustandsvariablen und der Transformationsmatrix T = T1T2 gemäß (A.2).
Da div(f) = const folgt mit diesem Koordinatenwechsel auch div(fˆ) = const mit fˆ = Jxˆ + T−1fnl(Txˆ)
und J als Jordan-Matrix sowie j∞0 f(x) = flin(x) + fnl(x).
Ist h(xˆ0, t) = (hxs(xˆ0, t), hyc(xˆ0, t), hzc(xˆ0, t))
⊺ eine Lösung der transformierten Diﬀerentialgleichung
(A.6) zu gegebenen Anfangswerten xˆ0 = (xs,0, yc,0, zc,0)⊺ ∈ N ⊆M , dann ist




die Lösung der verallgemeinerten Liouville-Gleichung (3.47) mit p0[h−1] als Anfangsverteilung, welche


























mit σxs,0 , σyc,0 und σzc,0 als unkorrelierte Standardabweichungen zur Startzeit t0 = 0 sowie xs,S, yc,S und
zc,S als Startwerte.
Die Liouville-Dynamik des Colpitts-Systems soll im Folgenden mit dem Skalierungsfaktor k = 1/2, der
Güte Q = 2 und der Bifurkationsdiﬀerenz ∆µ = 1/10 untersucht werden.
Startet die Anfangsverteilung fernab vom Gleichgewicht, so wird diese auf ihrem transienten Weg in
den Grenzzyklus aufgrund der konstanten Divergenz stark gestaucht. Die Anfangsverteilung bewegt sich
zuerst in Richtung der 2-dimensionalen Integralmannigfaltigkeit I∆µ und wird dementsprechend zu einer
Scheibe verformt.
Proposition (Integralmannigfaltigkeiten und Attraktoren) Die Integralmannigfaltigkeit des Grenzzyklus
wirkt lokal als ein Attraktor der Wahrscheinlichkeitsdichte.
Demzufolge hat eine konstante Divergenz nicht zwangsläuﬁg eine konstante Stauchung in alle Raum-
richtungen zur Folge. Das Ljapunov-Spektrum der 1-dimensionalen Ljapunov-Exponenten jeder Raum-
richtung gibt in diesem Falle Aufschluss über die Stauchung (siehe Abb. 4.26). Im Langzeitverhalten, d.h.
für t → ∞ geht der Volumenerhaltungsterm in (4.79) gegen unendlich. Da aber das Liouville-Volumen
im Liouville-Raum erhalten sein muss und die Phasenraumdichte stets der Stauchung unterliegt, folgt,
dass sich die Phasenraumdichte auf einen singulären Punkt zusammenziehen wird und anschließend über
die δ-Distribution gemäß Abschnitt 3.9.4 beschrieben werden kann.
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4. Liouville Dynamik
Eine Rauschankopplung durch Strom- und Spannungsquellen führt auf den Langevin-Ansatz







ω0U − ω02I +D22ξ2(t)
(4.81)
mit der 2× 2-Diﬀusionsmatrix D, ξ = (ξ1, ξ2)⊺ als weißes gaußsches Rauschen und X = (I, U)⊺ als nun-
mehr stochastische Zustandsvariablen. Die Varianz des Colpitts-Systems geht im deterministischen Fall
gegen null, sodass im stochastischen Fall ausschließlich ein extrinsischer Diﬀusionsprozess zu beobachten
ist (siehe Abb. 4.27).
Weiterführende Literatur
— Kennedy „On the relationship between the chaotic Colpitts oscillator and Chua’s oscillator“ [238]
— Kriegsmann „Bifurcation in Classical Bipolar Transistor Oscillator Circuits“ [158]
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Abb. 4.28.: Colpitts-System mit k = 1/2, Q = 2, ∆µ = 1/10, den Startwerten xs,S = 1, yc,S = −1/2,
zc,S = −1/2 sowie den Standardabweichungen σxs,0 = σyc,0 = σzc,0 = 0.1 und dem Schwellen-
wert s = 1h. Die Farbskalierung der Wahrscheinlichkeitsdichte p ist für jede Phasenraum-
dichte neu normiert, da der exponentielle Anstieg aufgrund der Dissipation keinen direkten




Das Lorenz-System wurde 1963 vom Meteorologen Lorenz basierend auf den Arbeiten von Salzmanmo-
delliert [140, 141] und stellt ursprünglich einen idealisierten Ansatz zur Vorhersage von atmosphärischen
Prozessen der Erde dar. Die Bewegungsgleichungen des Lorenz-Systems lauten
x˙ = σ(y − x),
y˙ = x(r − z)− y,
z˙ = xy − bz
(4.82)
mit σ als Prandtl-Nummer , r als Rayleigh-Nummer und b als einen geometrischen Parameter sowie den
Zustandsvariablen x = (x, y, z)⊺, wobei x ursprünglich einer Konvektionsintensität, y der Temperatur-
diﬀerenz zwischen ab- und aufsteigender Strömung und z dem atmosphärischen Temperaturgradienten
entspricht. Das Lorenz-System weist für bestimmte Parameterwerte deterministisches Chaos auf.





y2 + (z − r)2) , (Zylinder)












x˙ = grad(H1(x))× grad(H2(x))− grad(D(x)). (4.84)
Die rechte Seite von (4.84) würde der Nambu-Darstellung (3.14) entsprechen, falls gradD(x) = 0 wäre.
Die Divergenz des Lorenz-Systems mit div(f) = −2 − b ist zustandsabhängig und für b ∈ R+ negativ,
sodass folgt: (i) das Lorenz-System ist für b < 2 dissipativ und (ii) der Gradient der Invarianten D
entspricht einer Dissipationsfunktion, allerdings nicht im Sinne der kanonisch-dissipativen Funktion aus
Abschnitt 3.1.3. Eine kanonisch-dissipative Erweiterung des Lorenz-Nambu-Systems ist gegeben mit
x˙ = grad(H1(x))× grad(H2(x))− α (grad(H1(x))(H1(x)− E1) + grad(H2(x))(H2(x)− E2)) . (4.85)
E1 und E2 entspricht den beiden Grundzuständen des Systems, genauer einem bestimmten Radius für
H1 und einer Stauchung für H2 [133]. Werden beide Grundzustände des Systems zeitgleich erreicht, ist






x2 − 2σz) (4E2 + x2 − 2σz)− (z(z − 2r) + y2) (4E1 − 2r2 + 2rz − y2 − z2)) (4.86)
darstellen und entspricht einer algebraischen Fläche vierter Ordnung (Quartik) die für wohlwollende
Parameter einem verformten Ellipsoid ähnlich sieht.
Proposition (Bewegung eines Nambu-Systems) Die Bewegung eines Nambu-Systems ﬁndet auf den
Schnittmengen der Invarianten statt. Die Invarianten11 ändern ihre geometrische Gestalt (indirekt) in
Abhängigkeit der Dissipationsfunktion D˜, sodass sich die Schnittmengen ergeben zu⋂
i∈[0,k]
Hi(x)− c˜i(t) (4.87)
mit c˜(t) = (Hi ◦ h)(t) und k als Anzahl der Invarianten.
11Der Begriﬀ Invariante ist für kanonisch-dissipative Nambu-Systeme widersprüchlich, da diese nicht länger invariant sind.
Aus Gründen der Einfachheit, soll aber weiterhin von Invarianten gesprochen werden.
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(z − r)2 + y2)− E1)+ σ(−x2
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mit den dimensionslosen Zustandsvariablen x = (x, y, z)⊺ im Phasenraum M = R3. Das daraus resul-
tierende dynamische System geht demzufolge in ein Hamilton-System über, falls der Stellparameter α
verschwindet.






4E1 − 2E2 − 4(r − z)2 − 2σ2 − 3x2 − 4y2 + 2σz
)
(4.89)
und entspricht geometrisch einem um r+σ/4 in z-Richtung verschobenen Ellipsoid. Unter der Bedingung










mit a = 2E1 − E2 + rσ − 7/8σ2.
Es existieren für σ 6= 0 drei instabile Gleichgewichtspunkte. Der mittlere Gleichgewichtspunkt liegt bei
x˜0 = (0, 0, z˜)
⊺. z˜ ergibt sich aus der reellen Lösung des Nullstellenproblems12
0 = E1(r − z˜)− 1
2
(r − z)3 − E2σ + z˜σ2. (4.91)
Die beiden anderen Gleichgewichtspunkte ergeben sich aus dem Nullstellenproblem H2(x, 0, r) = E2 zu
x˜± = ±
√
2rσ − 2E2. Die Gerade x = y = 0, unter Ausschluss des instabilen Gleichgewichtspunktes x˜0,
ist ein stabiler Eigenraum, d.h., jede Integralkurve mit Startwert auf diesem stabilen Eigenraum läuft
in den Gleichgewichtspunkt. Das System besitzt für σ 6= 0 zwei stabile Grenzzyklen, welche den beiden
Schnittmengen zwischen H1 und H2 für t→∞ entsprechen.
Ist h(x0, t) = (hx(x0, t), hy(x0, t), hz(x0, t))⊺ eine Lösung der Diﬀerentialgleichung (4.88) zu gegebenen
Anfangswerten x0 = (x0, y0, z0)⊺ ∈ N ⊆M , dann ist






die Lösung der verallgemeinerten Liouville-Gleichung (3.47) mit p0[h−1] als Anfangsverteilung, welche


























mit σx0 , σy0 und σz0 als unkorrelierte Standardabweichungen zur Startzeit t0 = 0 sowie xS, yS und zS
als Startwerte.
Das System ist bezüglich seines Phasenraumvolumens dissipativ, falls die Bewegung außerhalb des
Ellipsoids gemäß (4.90) verläuft und akkumulativ, falls die Bewegung innerhalb des Ellipsoids stattﬁndet.
Allerdings führen alle Integralkurven, deren Startwerte innerhalb des Ellipsoids beginnen und nicht auf
dem stabilen Eigenraum oder einem instabilen Gleichgewichtspunkt liegen, in einem der beiden stabilen
Grenzzyklen. Das System ist folglich im gesamten Phasenraum stabil, obwohl die Divergenz nicht in jeder
Teilmenge des Phasenraums positiv ist.
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Abb. 4.29.: Die mittlere Divergenz des Lorenz-Oszillators hat keine periodische Nullstellen. Darüber
hinaus ist die Divergenz für Anfangswerte außerhalb der Ellipse gemäß (4.90) stets nega-
tiv. Dennoch können zum Nullstellenproblem (4.94) Unterräume deﬁniert werden, in de-
nen Streck- und Stauchvorgänge des Phasenraumvolumens stattﬁnden. Der transiente Weg
sei daher durch das Zeitintervall gegeben für das die mittlere Divergenz zum ersten Mal
den Wert des n-dimensionalen Ljapunov-Exponenten λn erreicht. Das Phasenraumvolumen
folgt der mittleren Divergenzfunktion, sodass ein Streckvorgang im dissipativ-akkumulativen
Unterraum (a) und ein Stauchvorgang im dissipativen Unterraum (D) stattﬁndet. Es gilt
div0 = 〈div(f)|x=x0〉.
Proposition (Divergenz als Stabilitätsindikator (Gegenbeispiel)) Das Vorzeichen der Divergenz ist lo-
kal kein hinreichendes Kriterium für die globale Stabilität eines dynamischen Systems. Im Falle des
kanonisch-dissipativen Lorenz-Systems kann auch nicht von einer lokalen Instabilität innerhalb des El-
lipsoids gesprochen werden, da dies kein gültiges Subsystem im Sinne von Abschnitt 3.8.1 darstellt.
Die Liouville-Dynamik des Lorenz-Systems soll im Folgenden mit der Prandtl-Nummer σ = 10, der
Rayleigh-Nummer r = 10, den Grundzuständen E1 = E2 = 1 und dem Stellparameter α = 0.05 unter-
sucht werden. Die Isolinien der dimensionslosen Divergenz des Vektorfeldes sind demzufolge Ellipsen um
den Punkt (0, 0, 12.5)⊺. Für div(f) = 0 folgen die Halbachsen zu rx = 3 und ry = rz = 3
√
3/2.
Als transienter Weg ist im Folgenden der Weg gemeint, den die Phasenraumdichte in der Zeit t = t1
zurücklegt für die zum ersten Mal die mittlere Divergenz den n-dimensionalen Ljapunov-Exponenten
erreicht, d.h. für
〈div(f)|x=h(x0,t)〉 = λn. (4.94)
Das Zeitintervall 0 ≤ t < t1 zeigt demzufolge den Einschwingvorgang des Oszillators. Während des
Vorgangs wird die anfänglich symmetrische Anfangsverteilung stark gestaucht, sodass bereits hier ein
nahezu 1-dimensionales Phasenraumvolumen zu beobachten ist (siehe Abb. 4.30).
Proposition (Zeitintervall des Einschwingvorgangs (Beispiel)) Das Intervall aus der Anfangszeit t0 und
der ersten Lösung des Nullstellenproblems (4.94) erweist sich als sinnvolles Zeitintervall für den Ein-
schwingvorgang eines Oszillators, da die Lösungen des Nullstellenproblems ein Abzählen der erfolgten
Umläufe um den Grenzzyklus ermöglichen.
Da die Divergenz stets negativ ist, ﬁndet eine fortwährende Stauchung des Phasenraumvolumens statt.
Dennoch ist in Abb. 4.29 ein periodischer Pumpmechanismus der Phasenraumdichte zu beobachten, der
gemäß (3.56) über den Verlauf der mittleren Divergenz darstellbar ist. Aufgrund der zustandsabhängigen
Divergenz weist die Intensität des Stauchvorgangs einen periodischen Verlauf auf. Mit dem Nullstel-
lenproblem (4.94) können Unterräume deﬁniert werden, in denen die Streck- und Stauchvorgänge des
Phasenraumvolumens stattﬁnden. Der dissipative Raum, in dem der Stauchvorgang stagniert, d.h. mit
einem akkumulativen Prozess überlagert, heißt dissipativ-akkumulativer Unterraum.
Proposition (Dissipativ-akkumulativer Unterraum) Akkumulative Prozesse können von übergeordne-
ten dissipativen Prozessen überdeckt werden. Dies ist der Fall, wenn die Bewegung eines Systems mit
zustandsabhängiger Divergenz außerhalb der Nullstellen div(f) = 0 stattﬁndet. Das System ist für diese
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Bewegung zwar lokal und global dissipativ, dennoch weist die Intensität des Stauchvorgangs einen periodi-
schen Verlauf auf, dem ein akkumulativer Prozess und eine ensprechender Unterraum des Phasenraums
zugeordnet werden kann. Dieser Unterraum heißt dissipativ-akkumulativer Unterraum.
Sowohl H1 als auch H2 entsprechen für t → ∞ Integralmannigfaltigkeiten beider Grenzzyklen. Ein
Nambu-System zeigt daher in inhärenter Weise die Ursache von anziehenden Integralmannigfaltigkeiten.
Proposition (Integralmannigfaltigkeiten und Invarianten) Bezüglich kanonisch-dissipativer Nambu-Sys-




Hi − c˜i(t) = 0 (4.95)
mit c˜(t) = (Hi ◦ h)(t) (siehe Abschnitt 3.1.3). Da die Bewegung dieser Systeme auf den Schnittmengen
der Invarianten verläuft, wirken die Invarianten für spätere Zeiten und insbesondere die resultierenden
Integralmannigfaltigkeiten anziehend bzw. unter Zeitumkehr abstoßend. Diese Überlegung kann auf das
ursprüngliche Lorenz-System mit der Dissipationsfunktion D übertragen werden.
Proposition (Chaotisches Verhalten) Das chaotische Verhalten des ursprünglichen Lorenz-Systems ist
die Folge einer periodischen Funktion c˜i, die den Radius des Zylinders H1 und die Stauchung des para-
bolischen Zylinders H2 derart ändert, dass sich die resultierenden Schnittmengen dieser Invarianten zu
kritischen Werten von c˜i zu einer Schnittmenge vereinen bzw. sich zu zwei Schnittmengen ablösen.
Weiterführende Literatur
— Mathis und Stahl „Oscillator synthesis based on Nambu mechanics with canonical dissipative damping“
[133]


















Abb. 4.30.: Einschwingvorgang des Lorenz-Systems mit σ = 10, r = 10, E1 = E2 = 1, den Startwerten
xS = −8, yS = 0, zS = 20 sowie den Standardabweichungen σxs,0 = σyc,0 = σzc,0 = 0.8
und dem Schwellenwert s = 1h. Die Farbskalierung der Wahrscheinlichkeitsdichte p ist für
jede Phasenraumdichte neu normiert, da der exponentielle Anstieg aufgrund der Dissipation
keinen direkten Vergleich für verschiedene Zeiten erlauben würde.
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Abb. 4.31.: Einschwingvorgang des Lorenz-Systems (Seitenansicht)
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5. Zusammenfassung und Ausblick
In dieser Arbeit wurde das deterministische Verhalten von elektrischen Oszillatoren untersucht. Die
Motivation ergab sich aus dem Stand der Forschung über das Rauschen in Oszillatoren als Themengebiet.
Daher wurde eingangs ein intensiver und kritischer Überblick über die bestehende Literatur gegeben. Die
Liouville-Dynamik in Anwendung auf elektrische Oszillatoren wurde von anderen Themengebieten der
Physik, wie der Hamilton-Mechanik und der Mechanik integrabler Systeme, abgegrenzt und mit den
Stabilitätsbegriﬀen nach Ljapunov und weiteren Begriﬀen der dynamischen Systeme aufgebaut. Dazu
wurden bekannte Deﬁnitionen der Analysis wiederholt, stellenweise angepasst oder erweitert und für
Ingenieure zugreifbar dargestellt. So wurden Attraktoren und deren Einzugsgebiete, sowie Repelloren
und deren Auszugsgebiete geometrisch und anschaulich redeﬁniert.
Elektrische Oszillatoren sind dynamische Systeme mit stabilen Grenzzyklen als Folge einer Andro-
nov-Hopf-Bifurkation. Die Bildmenge der Grenzzyklen sind geschlossene Orbits und wirken innerhalb
ihrer Einzugsgebiete als ein Attraktor. Da elektrische Oszillatoren die energetische Verluste aufgrund
von Reibung kompensieren müssen, sind die Bewegungsgleichungen nichtlinear. Die Divergenz dieser
Vektorfelder ist infolge dessen entweder konstant negativ, zustandsabhängig oder konstant positiv mit
Beschränkung des Phasenraums. Neben bekannten Systemen aus der Literatur wurde gezeigt, wie sich
mit Hilfe der Nambu-Mechanik in geometrisch anschaulicher Weise dynamische Systeme erstellen lassen,
die einen stabilen Grenzzyklus aufweisen.
Die verallgemeinerte Liouville-Gleichung ist eine lineare partielle Diﬀerentialgleichung erster Ordnung
mit nicht konstanten Koeﬃzienten und die Bewegungsgleichung einer Wahrscheinlichkeitsdichte über
einem Phasenraum. Die Wahrscheinlichkeitsdichte ist zu interpretieren als eine Aufenthaltswahrschein-
lichkeitsdichte eines Zustands. Die Integration dieser Dichte über ein Phasenraumintervall ergibt demnach
die Aufenthaltswahrscheinlichkeit des Systemzustands innerhalb des Intervalls. Sie setzt sich aus einer
gewichteten Schar von Integralkurven der ursprünglichen Bewegungsgleichungen zusammen. Die Lösung
der verallgemeinerten Liouville-Gleichung kann allgemein mit Hilfe der Methode der Charakteristiken an-
gegeben werden. Es wurde gezeigt, dass diese Lösung sich aus einem Volumenerhaltungsterm und einem
Funktional der Umkehrtransformationen zusammensetzt, welches zur Anfangszeit der Anfangsverteilung
entspricht. Der Volumenerhaltungsterm ist abhängig von der Divergenz des Vektorfeldes. Für zustand-
sabhängige Divergenzen ergibt sich hieraus ein sogenannter Pumpmechanismus auf dem Grenzzyklus.
Dieser Mechanismus führt zu fortwährenden Streck- und Stauchvorgängen der Wahrscheinlichkeitsdichte
und war Kerngegenstand der Untersuchungen dieser Arbeit.
Die Problemstellung wurde eingangs in drei Bereiche gegliedert: (i) Die Untersuchung der Transienz und
Oszillation sowie deren Zusammenhang, (ii) der Problematik zwischen in- und extrinsischen Prozessen
und (iii) dem Wechselspiel zwischen Dissipation und Akkumulation von Energie und Phasenraumvolu-
men.
i. Der Einschwingvorgang (Transienz) in einen stabilen Gleichgewichtspunkt oder Grenzzyklus verläuft
asymptotisch. Als Konsequenz kann dieser Vorgang für deterministische Systeme und endliche Zeiträume
nie als abgeschlossen gelten. Dies führt zu einer Übergangsproblematik zwischen Transienz und Oszilla-
tion, da es die eigentliche Aufgabe eines elektrischen Oszillators ist, ein voreingestelltes, oszillierendes
Ausgangssignal ohne transiente Anteile zu erzeugen.
Grenzzyklen sind geschlossene Lösungen und sind unabhängig von den transienten Lösungen der Be-
wegungsgleichungen. Sowohl die transienten Lösungen, als auch die Grenzzyklen sind in der Regel nicht
durch einen analytischen Ausdruck, beispielsweise in Form einer Polynomgleichung, darstellbar. Folglich
sind Metriken zwischen einer transienten Lösung und eines geschlossenen Orbits nicht auswertbar, sodass
ein Über- oder Unterschreiten eines Schwellenwerts nicht veriﬁzierbar ist. Es bedürfte einer Approxima-
tion des Grenzzyklus mit einer Genauigkeit unterhalb des Schwellenwerts. Adäquate Herangehensweisen
zu einer solchen Approximation stellen ein schwer zu lösendes numerisches Problem dar.
Eine native Lösung dieser Übergangsproblematik ist mit der Liouville-Dynamik gegeben. Eine zu Be-
ginn n-dimensionale Anfangsverteilung in dem n-dimensionalen Einzugsgebiet des Grenzzyklus ist einem
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Stauchvorgang unterlegen, bis diese Verteilung für t→∞ auf dem 1-dimensionalen Grenzzyklus verläuft.
Die Volumenänderungsrate dieser Kompression ist aufgrund des periodischen Charakters für Systeme mit
zustandsabhängiger Divergenz selbst eine periodische Funktion, welche gegen den n-dimensionalen Lja-
punov-Exponenten λn konvergiert. Folglich können mit dem daraus resultierenden Nullstellenproblem die
erfolgten Umläufe um den Grenzzyklus abgezählt werden. Die Zeitpunkte, denen eine Lösung des Nullstel-
lenproblems zugeordnet werden kann, sind demzufolge Zeitpunkte bei denen die Volumenänderungsrate
der Verteilung die Volumenänderungsrate des n-dimensionalen Ljapunov-Exponenten erreicht hat. Zu
jedem dieser Zeitpunkte entspricht die Dynamik der nächsten Periode, der Dynamik aller Perioden. Der
Oszillator gilt demnach als eingeschwungen sobald ein solcher Zeitpunkt erreicht wurde.
ii. Rauschersatznetzwerke stellen einen extrinsischen Ansatz dar. Mit dem darauf aufbauenden Fokker--
Planck-Formalismus können die intrinsischen Eﬀekte des deterministischen Anteils nicht von den extrin-
sischen Eﬀekten der Rauschprozesse unterschieden werden.
Die Liouville-Dynamik zeigt, dass diese Problematik evident ist. Systeme mit zustandsabhängiger
Divergenz führen auf den Pumpmechanismus. Dieser intrinsische Eﬀekt sorgt für ein periodisches Pumpen
des Phasenraumvolumens, welcher sich in den stochastischen Momenten als eine periodische Funktion
widerspiegelt. Die Umkehrung gilt nicht. Nicht jede periodische Funktion in den stochastischen Momenten
ist die Folge des Pumpmechanismus.
Hajimiri, Lee und später Ham beschrieben eine periodische Änderung der mittleren Phasenabwei-
chung auf dem Grenzzyklus als Folge einer nicht-sinusoidalen Oszillation. Mit einer sogenannten Impuls-
empﬁndlichkeitsfunktion sollten die zeit-varianten Schwankungen der Diﬀusion im Fokker-Planck-Ansatz,
ohne ein tieferes Verständnis dafür, berücksichtigt werden. In dieser Dissertation wurde gezeigt, dass die-
ser Mechanismus ein deterministischer und insbesondere intrinsischer Mechanismus vieler Oszillatoren ist,
welcher einzig aus der Divergenz der deterministischen Bewegungsgleichung folgt. Der Pumpmechanismus
ist nicht nur eine Folge nicht-sinusoidaler Grenzzyklen, sondern eine Folge der zustandsabhängigen Diver-
genz. Die Zeitvarianz ergibt sich aus den Lösungen der Bewegungsgleichung, welche in die zustandsabhän-
gige Divergenz eingesetzt werden. Um diesen Mechanismus zu beschreiben, ist ein Fokker-Planck-Ansatz
demzufolge nicht nötig. Die verallgemeinerte Liouville-Gleichung zeigt den Pumpmechanismus in inhä-
renter Weise als Folge der Volumenerhaltung einer Wahrscheinlichkeitsdichte.
iii. Ein idealer Schwingkreis, welcher selbst nur ein Teil einer sonst dissipativen Schaltung ist, tauscht einen
Teil der anfangs zugeführten Energie zwischen zwei Reservoiren periodisch wechselnd aus, während die
dissipativen Elemente der Schaltung kontinuierlich die ihnen zugeführte Energie in Wärme dissipieren
oder anderweitig Arbeit verrichten und die Quellen kontinuierlich Energie zum Erhalt der Schaltung
akkumulieren. Folglich bedarf es neben dem Begriﬀ der Dissipation auch dem Begriﬀ der Akkumulation
von Energie.
Integrable Systeme erlauben eine Einteilung der Energie bezüglich der separierten Bewegungsgleichun-
gen. Mit der Deﬁnition des Phasenraumvolumens lässt sich zu jedem Energiereservoir ein Volumen zur
Anfangszeit zuordnen. Auf diese Weise kann die Bewegung eines Phasenraumvolumens den separierten
Bewegungsgleichungen zugeordnet werden. Allerdings sind elektrische Oszillatoren nicht-integrabel. D.h.
es existiert im Allgemeinen keine Einteilung der Gesamtenergie bezüglich der Bewegungsgleichungen.
Zwar kann die Dynamik eines Phasenraumvolumens den Bewegungsgleichungen zugeordnet werden, je-
doch kann im Sinne der integrablen Systeme kein allgemeingültiger Zusammenhang zwischen Energie
und Phasenraumvolumen gefunden werden.
Hamilton-Systeme sind energieerhaltende Systeme falls die Hamilton-Funktion eine autonome Energie-
funktion ist. In Umkehrung ist jedes energieerhaltende System, dessen energetische Reservoire nicht gekop-
pelt sind (ausgedrückt durch entkoppelte Energiefunktionen), stets ein Hamilton-System (hinreichendes
Kriterium). Diese Systeme erhalten zugleich ihr Phasenraumvolumen aufgrund der Divergenzfreiheit der
Vektorfelder (notwendiges Kriterium). Es wäre naheliegend, beide Begriﬀe miteinander für dissipative
Systeme vereinen zu wollen. Allerdings zeigt sich, dass kanonisch-dissipative Systeme existieren, die ihr
Phasenraumvolumen akkumulieren, während Energie dissipiert wird und umgekehrt. Zudem sind diese
Systeme auf den Grenzzyklen energieerhaltend und unterliegen dennoch dem Pumpmechanismus. Dar-
aus folgt, dass zwischen einer Dissipation von Energie und einer Dissipation von Phasenraumvolumen
unterschieden werden muss und kanonisch-dissipative Systeme auf ihren Grenzzyklen nicht zwangsläu-
ﬁg Hamilton-Systeme sind. Das Nullstellenproblem aus der Divergenz des Vektorfeldes unter Forderung
der Divergenzfreiheit stellt daher einen Zugang für kanonisch-dissipative Systeme dar, welches den Zu-
sammenhang zwischen Dissipation von Energie und Phasenraumvolumen klärt. Umgekehrt ergibt sich
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hieraus ein Axiom: Beschreibt der kanonisch-dissipative Ansatz ein System vollständig und ergibt das
Nullstellenproblem keine Lösung, dann wird keine andere Beschreibung dieses Systems Aufschluss über
den Zusammenhang zwischen Energie und Phasenraumvolumen geben können.
Ljapunov-Exponenten bestimmen mit ihrem Vorzeichen, ob ein inneres Subsystem eines dynamischen
Systems dissipativ ist. Allerdings sind diese Exponenten nur Grenzwerte, welche sich aus einer Mittelung
der Divergenz des jeweiligen Vektorfeldes unter Annahme diverser Ergodensätze ergibt. Die Divergenz
entspricht zugleich einer Volumenänderungsratendichte und ist verantwortlich für die Streckung und
Stauchung eines Phasenraumvolumens. Nur unter Anwendung der Ergodentheorie können Ljapunov-Ex-
ponenten bestimmen, ob dynamische Systeme global dissipativ bezüglich der Energie sind. Der lokale
Wert eines Ljapunov-Exponenten entspricht der Volumenänderungsratendichte des jeweiligen Punktes
im Phasenraum und ist Teil des Ljapunov-Spektrums. Dieser Wert erlaubt keine Aussage über die lokale
oder globale Dissipation oder Akkumulation von Energie, sondern beschreibt nur die lokale Volumen-
änderungsrate für ein Phasenraumvolumen. Dafür gehen mit der Betrachtung mehrerer lokaler Werte
nicht die Informationen über deterministische Eﬀekte wie dem Pumpmechanismus verloren. Darüber hin-
aus verlieren die Ljapunov-Exponenten außerhalb der Einzugsgebiete eines Grenzzyklus ihre Gültigkeit.
Existieren mehrere Attraktoren, so sind in aller Regel die Ljapunov-Exponenten dieser Attraktoren unter-
schiedlich. Als Folge dessen kann ein dynamisches System in Unterräumen des Phasenraums akkumulativ
oder konservativ sein, während der für die eigentliche Funktion des elektrischen Oszillators entsprechende
Unterraum dissipativ ist.
Streng genommen ist im Sinne dynamischer Systeme nicht jede oszillierende Schaltung dissipativ. Ein
akkumulatives System, wie der harmonische Oszillator mit linearer Verstärkung erzeugt Schwingungen
von wachsender Amplitude. Eine Begrenzung des Phasenraums, beispielsweise durch stückweise lineare
Quellen als Energieversorgung, erlaubt eine stabile Schwingung mit konstanter Amplitude.
Die Liouville-Dynamik scheint aufgrund ihrer Kompatibilität mit der statistischen Physik eine für
dynamische Systeme analoge Deﬁnition der thermodynamischen Entropie zu bieten. Allerdings zeigt sich
entgegen der intuitiven Erwartung, dass eine solche Entropiefunktion das falsche Vorzeichen hat. Die
zeitliche Änderung dieser Funktion entspricht (bis auf eine Konstante) dem Ljapunov-Exponenten, sodass
dissipative dynamische Systeme sogenannte dynamische Entropie vernichten, statt thermodynamische
Entropie zu erzeugen. Da die Gesetze der Thermodynamik keine Gültigkeit für die dynamische Entropie
haben, ist der zweite Hauptsatz der Thermodynamik nicht verletzt. Vielmehr ist kein Zusammenhang
zwischen thermodynamischer und dynamischer Entropie zu ﬁnden.
Mit der Theorie über Integralmannigfaltigkeiten in Verbindung der kanonisch-dissipativen Nambu-Me-
chanik konnten zudem zwei weitere Erkenntnisse aus den Betrachtungen der Liouville-Dynamik gewonnen
werden. Zum einen, stellen die Invarianten eines Nambu-Systems für t → ∞ Integralmannigfaltigkeiten
dar, deren Schnittmenge der Grenzzyklus ist. Zum anderen ist auf intuitive Weise klar, was determinis-
tisches Chaos bedeutet. Da die Bewegung von Nambu-Systemen auf den Schnittmengen der Invarianten
stattﬁndet, die geometrische Gestalt der Invarianten sich aber mit der Dissipationsfunktion ändert, ist
chaotisches Verhalten das Resultat der sich ändernden Topologie der Schnittmengen.
Abschließend seien zwei Ausblicke gegeben: (i) Mit den in der Literatur existierenden diﬀerential-
geometrischen Formulierungen der Liouville-Gleichung können die in dieser Arbeit gemachten Aussa-
gen (koordinantenfrei) verallgemeinert werden. (ii) Lie-Reihen sind formal ähnlich zur verallgemeinerten
Liouville-Gleichung [206]. Eine Verknüpfung beider Gebiete kann für analytische Approximationen von
deterministischen Eﬀekten ein mächtiges Werkzeug darstellen.
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A. Eigenräume, Zentrums- und
Integralmannigfaltigkeiten
Während sich in 2-dimensionalen dynamischen Systemen die Dynamik im Langzeitverhalten immer einer
Ebene zuordnen lässt, können höher-dimensionale Systeme Grenzzyklen aufweisen deren ω-Limesmenge
auf einer Hyperﬂäche liegen. Im einfachsten Fall handelt es sich dabei wieder um Hyperebenen, den
sogenannten Eigenräumen. Allerdings müssen für gekrümmte Flächen und insbesondere im Bezug zur
Hopf-Bifurkation weiterführende Begriﬀe der Zentrums- und Integralmannigfaltigkeit betrachtet werden.
Definition (Eigenraum) Der Eigenraum Eλ ist die Menge aller Vielfachen der Eigenvektoren zu ihrem
Eigenwert λ.
Desoer beschreibt diese Eigenwerte als Moden die in linearen Netzwerken die natürliche Frequenz ei-
ner Schaltung wiedergeben [205]. Unter der Annahme, dass die algebraische Vielfachheit eines Eigenwerts
eins ist, ist der zugehörige Eigenraum 1-dimensional. Die Dynamik eines linearisierten und diagonalisier-
ten Systems der Form x˙ = Ax mit x˜ = 0 als Gleichgewichtspunkt, unterliegt der Dynamik des Flusses
Φ(x, t) = eAtx. Folglich existieren drei verschiedene Verhalten: (i) für die Lösungsanteile zu Eigenwerten
kleiner null ist das System exponentiell abfallend und stabil, (ii) für die Lösungsanteile zu Eigenwerten
größer null klingt das System exponentiell auf und ist instabil, sowie (iii) für alle Lösungsanteile mit null
als Eigenwert, ist das System konstant. Ist der zugrunde liegende Raum eines n-dimensionalen linearen
Systems der euklidische Raum Rn, so kann dieser als direkte Summe von Eigenräumen geschrieben wer-
den, die sich aus den stabilen (stable), instabilen (unstable) und kostanten bzw. zentralen Lösungsanteilen
(center) zusammensetzen Rn = Es⊕Eu⊕Ec [143]. Sind die Eigenwerte und damit die Eigenvektoren bezüg-
lich der Matrix A komplex, so existiert eine Ähnlichkeitstransformation die zu einer reellen Darstellung
führt.
Definition (Reelle Jordansche Normalform) Eine quadratische Matrix A ist ähnlich zu ihrer reellen
Jordanschen Normalform mit der Gestalt
J =

J1 0. . .
0 Jn

 = T−1AT. (A.1)
Dabei ist T = T1T2 ∈ Rn×n eine reelle Matrix, mit den Eigenvektoren eAi ∈ Cn der Matrix A und
eJi ∈ Cn der Matrix J, sowie
T1 =

 | |eA1 · · · eAn
| |

 und T2−1 =





Die Position der Eigenvektoren ei stehen dabei im direkten Zusammenhang mit der Position der jewei-
ligen Eigenwerte. Die Untermatrizen Ji werden Jordanblöcke genannt [230, 256].
Ein Jordanblock zu einem reellen Eigenwert besteht in seiner Hauptdiagonalen aus dem zugehörigen
Eigenwert, der gemäß der algebraischen Vielfachheit wiederholt wird. Die erste Nebendiagonale ist durch-







Da es sich bei den Eigenräumen Es, Eu und Ec um invariante Räume handelt, verbleiben alle Trajektorien,
die in diesen Eigenräumen starten, auch für alle Zeiten darin. Startet eine Trajektorie im Eigenraum Es
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(a) Stabile Ebene (b) Zentrale Ebene (c) Gemischtes System
Abb. A.1.: Beispiele der Eigenräume linearer Systeme x˙ = Ax. Die Eigenräume entsprechen den Ebenen
bzw. den fett gedruckten Achsen. Eine Umkehrung des Vorzeichens der quadratischen Matrix
A führt zwar zu einer Vertauschung der stabilen und instabilen Eigenräume, in der Regel
jedoch nicht zu einer Änderung instabiler Trajektorien. Solche Trajektorien, die aus dem
Unendlichen kommen und ins Unendliche gehen, bleiben unter Vertauschung des Vorzeichens
instabil. Translationen in Richtung des zentralen Eigenraums lassen die Dynamik des Systems
invariant.
bzw. Eu, so verläuft diese für t → ∞ bzw. für t → −∞ asymptotisch gegen den Gleichgewichtspunkt x˜
[143, 172]. Die stabilen und instabilen Eigenräume eines hyperbolischen Gleichgewichtspunktes, ohne den
Gleichgewichtspunkt selbst, sind daher die Vereinigung aller Einzugs- bzw. Auszugsgebiete! Um auf eine
Verallgemeinerung für nichtlineare Systeme zu gelangen, muss zuerst die in 3.3 erwähnte Linearisierung
des Vektorfeldes konkretisiert werden.
Definition (Jet-Transformation) Sei f : U → TM in der Umgebung U ⊂M vom Gleichgewichtspunkt x˜












k-Jet von f mit α = (α1, . . . , αk) als Multiindex1 und |α| als dessen Ordnung [236].
Mit Hilfe der Jordantransformation x = Ty und der Jet-Transformation kann nun ein nichtlineares
System der Form x˙ = f(x) mit f(0) = 0 und dem in einen linearen und nichtlinearen Anteil separierten
Jet-Vektorfeld j∞0 f(x) = flin(x) + fnl(x) in ein nichtlineares Jordan-System
˙ˆx = Jxˆ+T−1fnl(Txˆ) (A.5)
überführt werden [237]. Mit diesen Transformationen ist es möglich, die Begriﬀe von stabilen, instabilen
und zentralen Unterräumen für nichtlineare Systeme auf Mannigfaltigkeiten zu erweitern [159].
Definition (Zentrumsmannigfaltigkeit) Sei f mit fˆ(0) = 0 ein Ck-Vektorfeld mit den Eigenräumen Es,
Eu und Ec aus x˙ = j10f(x), dann existieren tangential zu den stabilen und instabilen Eigenräumen am
Gleichgewichtspunkt lokal invariante Ck-Mannigfaltigkeiten Ws, Wu und zum zentralen Eigenraum lokal
die invariante Ck−1-Mannigfaltigkeit Wc (Zentrumsmannigfaltigkeit) [166].
Lokal bedeutet hierbei, dass diese Mannigfaltigkeiten nur in der Nähe des Gleichgewichtspunktes deﬁ-
niert und dementsprechend beschränkt sind [172]. Da es sich um invariante Mannigfaltigkeiten handelt,
ist der Fluss des dynamischen Systems auf diesen erhalten. Handelt es sich bei x˜ um einen asymptotisch
stabilen Gleichgewichtspunkt, so ist Ws das Einzugsgebiet und Wu der Punkt selbst. Die Dimension die-
ser Mannigfaltigkeiten ist gleich der Dimension der zugehörigen Eigenräume, die am Gleichgewichtspunkt
tangiert werden.
1Es gilt xα = x1α1 · . . . · xk
αk , somit handelt es sich dabei nicht um einen Vektor. Die entsprechenden Regeln dieser
Schreibweise ﬁnden sich in [236].
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Schnittmengen von stabilen mit der zu demselben Gleichgewichtspunkt zugehörigen instabilen Mannig-
faltigkeiten werden homokline Orbits genannt. Schneiden sich eine stabile und instabile Mannigfaltigkeit
zu zwei unterschiedlichen Gleichgewichtspunkten, so werden diese Schnittmengen heterokline Orbits ge-
nannt.
Aus dieser Deﬁnition lassen sich nun die Jordanblöcke Ji aufgrund der freien Reihenfolge der Eigenwerte
innerhalb der Jordanschen Normalform den zugehörigen gekrümmten Unterräumen [163, 258] sortieren
und zu den Jordanblöcken Js, Ju und Jc zusammenfassen, sodass letztlich Gl. (A.5) umgeformt werden
kann zu2
x˙s = Jsxs + fs(xs,xu,xc)
x˙u = Juxu + fu(xs,xu,xc) (A.6)
x˙c = Jcxc + fc(xs,xu,xc).
Sei im Folgenden das Ck-Vektorfeld abhängig von einem Bifurkationsparameter µ ∈ Ck(R), sodass
(x, µ) 7→ f(x, µ) (siehe Abschnitt 3.5) und weiterhin das System frei von instabilen Eigenwerten. Ist
xs = h(xc) eine Lösung von (A.6) so muss gelten h(0) = 0 und damit auch h˙(0) = 0. Aus dem Satz über
implizite Funktionen kann die Zentrumsmannigfaltigkeit lokal als Graph dieser Lösung aufgefasst werden






Trajektorien, die in einer lokalen Umgebung des Gleichgewichtspunktes starten, laufen zunächst auf die
Zentrumsmannigfaltigkeit [150, 159, 258]. Die Zentrumsmannigfaltigkeit wirkt damit als ein Attraktor
und als Einzugsgebiet!
Wird h eingesetzt in (A.6), so folgt eine nichtlineare partielle Diﬀerentialgleichung
∂h(xc)
∂xc
(Jcxc + fc(xc,h(xc)))− Jsh(xc)− fs(xc,h(xc)) = 0, (A.8)
die nur analytisch gelöst werden kann, wenn die analytische Lösung des Ausgangssystems bekannt ist.
Definition (Approximationstheorem) Eine Funktion h(x) kann durch eine Funktion ψ(x) ∈ C1 mit
ψ(0) = ∂ψ(x)/∂x|x=0 = 0 beliebig genau approximiert werden, wenn zu dem Nullstellenproblem N (h(x))
= 0 gilt, dass N (ψ(x)) = O(‖x‖l) für l > 1 und unter dem Limes x → 0 ist, sodass h(x) = ψ(x) +
O(‖x‖l) falls x→ 0 [150, 151, 166].
Damit ist eine beliebig genaue Approximation von (A.8) möglich, jedoch nicht eindeutig. Eine approx-
mierter Graph der Ordnung O(‖x‖l) stellt demnach ein Repräsentant einer Klasse von Zentrumsmannig-
faltigkeiten dar [258].
Für Hopf-bifurkierende Systeme existiert eine zur Zentrumsmannigfaltigkeit analoge Integralmannig-
faltigkeit auf die das dynamische System reduziert werden kann [148].
Definition (Integralmannigfaltigkeit) Sei f ein Vektorfeld mit (x, µ) 7→ f(x, µ) und dem Bifurkations-
parameter µ ∈ Ck(R), sowie (0, µ˜) ein Hopfpunkt mit µ = µ˜ + ∆µ, dann existiert analog zu (A.6) und
∆˙µ = 0 mit parameterabhängigen Jordanmatrizen Ji(∆µ), i ∈ {s, u, c} eine im Bezug zur Bifurkationsdif-
ferenz ∆µ ≥ 0 abhängige Integralmannigfaltigkeit I∆µ auf dem der Gleichgewichtspunkt bzw. Grenzzyklus
liegt [166].
Die Bestimmung einer Integralmannigfaltigkeit erfolgt parameterabhängig gemäß (A.7) und (A.8). Die
Jet-Transformation zur Approximation einer Lösung hat demnach auch nach dem Bifurkationsparameter
µ zu erfolgen, welcher äquivalent wie jede Koordinate x zu behandeln ist. Die Integralmannigfaltigkeit
wirkt daher als Einzugsgebiet für stabile Grenzzyklen und als Auszugsgebiet für instabile Grenzzyklen.
Da diese Dynamik unabhängig von den Anfangswerten ist, stellt die Integralmannigfaltigkeit auch das
Einzugs- bzw. Auszugsgebiet einer Schar von Integralkurven dar. Eine Wahrscheinlichkeitsdichte als Folge
einer Gewichtung jeder Integralkurve dieser Schar, wird sich dementsprechend asymptotisch gegen die
Integralmannigfaltigkeit verformen.




Ein stochastisches System ist dadurch gekennzeichnet, dass es zusätzlich zu der deterministischen Be-
schreibung zufällige Prozesse einbringt, über deren Zukunft nur mittels Wahrscheinlichkeiten gemutmaßt
werden kann und die Vergangenheit nur durch eine bereits aufgenommene (endliche) Zustandstabelle
innerhalb der Messungenauigkeit bekannt ist. Letztere Bedingung ist gleichbedeutend mit der Irrever-
sibilität von thermodynamischen Prozessen, d.h., der in Zeitrichtung umgekehrte Prozess folgt nicht
demselben Pfad, der zuvor beschritten wurde.
Aufgrund einer Vielzahl von mikroskopischen Freiheitsgraden weicht jede Messung von dem gewünsch-
ten makroskopischen, deterministischen Verhalten ab. Es entstehen zufällige Funktionen der Zeit X =
H(ω, t), welche einer zeitabhängigen Wahrscheinlichkeitsverteilung p(X, t), also einem Ensemble von Pro-
zessen, unterliegen. Im Folgenden wird der 1-dimensionale Fall betrachtet.
Definition (Stochastischer Prozess) Ein stochastischer Prozess H = (Ht)t∈T ist eine Familie von Zu-
fallsvariablen1 Ht : W → M innerhalb eines Wahrscheinlichkeitsraumes (W,A, P ) mit dem dazugehöri-
gen Messraum (M,B) und dem Zeitintervall T, sodass für jedes Ergebnis (Elementarereignis) ω ∈ W
ein Pfad (auch Trajektorie oder Realisierung genannt) H(ω, ·) : T → Z, t 7→ H(ω, t) = Ht(ω) existiert,
welcher die zugehörige Entwicklung des Prozesses beschreibt [64, 67].
Die Ergebnismenge W unterscheidet sich im Gegensatz zu deterministischen Systemen vom Phasen-
raum M . Zwar bestehen sowohl W als auch N ⊆ M aus Elementen, die jeden möglichen Pfad im
Phasenraum eindeutig identiﬁzieren, jedoch ist N eine Menge von Anfangswerten x0 eines deterministi-
schen Systems, während W eine Menge von Ergebnissen ω ist und in der Regel unendlich viele Ergebnisse
existieren, denen derselbe Anfangswert X0 = H(ω, t0) zugewiesen werden kann. Diese Zuweisung lässt
sich in Untermengen der Form Ω ⊂W (Gruppierungsmengen) ausdrücken. Im deterministischen Fall ist
die Anfangsmenge N stets bekannt, während dies für stochastische Systeme in der Regel nur auf Grup-
pierungsmengen zutriﬀt (siehe Abb. B.1). Die Ergebnisse selbst sind verborgene Variablen [62], allerdings
lässt sich ein stochastisches System lösen, indem für jeden Pfad das korrespondierende deterministische
System (T,M,Φ) gelöst wird [221].
Spielt für die zukünftige Entwicklung eines stochastischen Prozesses die Vergangenheit keine Rolle,
d.h., gilt für alle Zeiten t0 < tn+1 ∈ T und Werte X0, . . . , Xn+1 ∈M mit n ∈ N+ die Markov-Bedingung
P (Xtn+1 = Htn+1 |Xt0 = Ht0 , . . . , Xtn = Htn) = P (Xtn+1 = Htn+1 |Xtn = Htn), (B.1)
so wird dieser Prozess Markov-Prozess genannt. Überquert ein Pfad mit den Anfangswerten (Xi, ti) ∈
M × T und dem Ziel (Xk, tk) einen Zwischenzustand Xj des Phasenraums M zur Zeit tj ∈ T, so ergibt
die Integration über alle Zwischenzustände für ti < tj < tk die Chapman-Kolmogorow-Gleichung
pki(tk, ti) =
∫
pkj(tk, tj) pji(tj , ti) dXj (B.2)













(wkj(tk)pji(tk, ti)− wjk(tk)pki(tk, ti)) dXj . (B.4)
























Abb. B.1.: Interpretation eines stochastischen Prozesses H : W × T → M , (ω, t) 7→ Ht(ω) als Schar von
Abbildungen Ht : W → M , t 7→ H(ω, t) = Ht(ω) im Wahrscheinlichkeitsraum (W,A, P ) mit
angeheftetem Messraum (M,B). Die Ergebnismenge W besteht aus allen Ergebnissen ω. Die
Ergebnisse können wiederum anhand der Anfangswerte X0 = H(ω, t) im Phasenraum M in
Mengen Ω ⊂ W gruppiert werden. Während in deterministischen Systemen zwischen einem
Ergebnis ω und einem Anfangswert X0 die Identitätsbeziehung steht, existieren in stochas-
tischen Systemen in der Regel zu Anfangswerten überabzählbare Mengen von Ergebnissen.
D.h. die Gruppierungsmengen Ω können zwar benannt werden, deren Elemente sind jedoch
verborgen. Siehe zum Vergleich Abb. 3.4 für deterministische Systeme.
D.h. die zeitliche Änderung der Übergangswahrscheinlichkeit ist gegeben durch die Bilanz zwischen dem
Gewinn und Verlust aller Pfade auf dem Weg vom Zustand Xi nach Xk. Auf diese Weise werden Einzel-
elektronensysteme wie z.B. der Single-Electron-Transistor (SET) modelliert. Sei W(t) eine zeitabhängige
n× n-Matrix (auch W-Matrix genannt [58]) mit den Matrixelementen
wˆki(t) = wki(t)− δ(Xk −Xi)
∫
wjk(t) dXj , (B.5)





wˆkj(tk)pji(tk, ti) dXj . (B.6)
Für einen Anfangszustand X0 zur Startzeit t0, dem Vektor der Übergangswahrscheinlichkeiten p =
(pi) und dem Vektor der Anfangswerte p0 = p(X0, t0) folgt ein lineares Diﬀerentialgleichungssystem
∂p/∂t = W(t)p. Für die lineare Abbildung Wˆ : pki 7→
∫
wˆkjpji dXj folgt somit eine zur Liouville- oder
Schrödingergleichung analoge Gleichung ∂p/∂t = Wˆp die die zeitliche Entwicklung einer Phasenraum-
dichte p beschreibt. Ist der Operator Wˆ zeitinvariant so folgt p = eWˆ tp0 als Lösung (siehe zum Vergleich
Abschnitte 3.1.1 und 3.9.1).











(an(X, t)p(X, t)) (B.7)








p(X, t) = − ∂
∂X





(a2(X, t)p(X, t)) . (B.9)
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Während der erste Term den Drift , d.h. die Bewegung des Ensembles beschreibt und somit der Drift-
koeﬀzient a1 die mittlere Zustandsänderung je Zeiteinheit ist, handelt es sich bei dem zweiten Term
um einen Diﬀusionsprozess der mit dem Drift überlagert. Der Diﬀusionskoeﬃzient a2 ist demnach die
mittlere quadratische Zustandsänderung je Zeiteinheit.
Der Vorteil der Fokker-Planck-Gleichung ist oﬀensichtlich. Während die Chapman-Kolmogorow-Mas-
tergleichung die Kenntnis aller Übergangsraten wji(s) benötigt und diese zudem eine schwer zu lösende
Integro-Diﬀerentialgleichung darstellt, können Drift und Diﬀusion anhand von bekannten makroskopi-
schen Gesetzmäßigkeiten bestimmt werden.













mit c ∈ R als Normierungskonstante die sich aus der Bedingung ∫∞
−∞
ps(X, t)dX = 1 ergibt [85]. Eine
stochastische Theorie zu kanonisch-dissipativen Systemen in Bezug auf stationäre Lösungen der Fokker-
Planck-Gleichung ﬁndet sich für verschiedene Dissipationsfunktionen in [89].
Der Übergang von einer Dimension zu einem n-dimensionalen stochastischen Prozess X führt zu einem
Driftvektor µ = (µi) und einer Diﬀusionsmatrix σ = (σij) über die aufsummiert wird
∂
∂t




















Es existiert keine allgemeine stationäre Lösung der Fokker-Planck-Gleichung für n > 1.
Eine andere Darstellung dieser partiellen Diﬀerentialgleichung zweiter Ordnung ergibt
∂
∂t
p(X, t) + µ(X, t) grad(p(X, t)) + div(µ(X, t))p(X, t) + ∆ (σ(X, t)p(X, t)) = 0 (B.12)
mit∆ als den verallgemeinerten Laplace-Operator für Matrizen. Der Vergleich zwischen (3.44) und (B.12)
zeigt, dass der Driftvektor µ als ein deterministisches Vektorfeld zu interpretieren ist und alle bekann-
ten Eﬀekte eines deterministischen Systems, insbesondere der Pumpmechanismus, auf ein stochastisches
System übertragbar sind. Die verallgemeinerte Liouville-Gleichung ergibt sich somit als Kramers-Moyal-
Entwicklung erster Ordnung der Chapman-Kolmogorow-Mastergleichung. Allerdings ist x in (3.44) eine
deterministische Größe während X in (B.12) eine stochastische Größe ist. D.h., (B.12) geht nur dann
in (3.44) über, wenn die Diﬀusion und alle höheren Momente null sind, sodass jede Gruppierungsmenge
Ω ⊂W genau ein Ergebnis ω enthält, dessen Pfad ungestört ist, sodass jedes ω ∈W eindeutig auf einen
Anfangswert x0 = X0 verweist [56].
Die Kramers-Moyal-Entwicklung kann bei beliebiger Ordnung abgebrochen werden, allerdings sind für
jede höhere Ordnung weitere Randbedingungen nötig um die partielle Diﬀerentialgleichung zu lösen.
Darüber hinaus ist nicht immer gewährleistet, dass die Phasenraumdichte im gesamten Phasenraum
positiv ist, was eine Voraussetzung in der klassischen Mechanik darstellt.
Satz (Pawula-Theorem) Sei an das n-te Sprungelement gemäß (B.8). Existiert ein i ∈ N+ sodass ai = 0,
dann ist an = 0 für alle n ≥ 3 [211].
Dieses Theorem wird auch Truncation-Lemma genannt. Daraus folgt, dass entweder (i) nur der Drift,
(ii) Drift- und Diﬀusion oder (iii) alle Momente betrachtet werden müssen, um eine positive Phasenraum-
dichte zu gewährleisten. Es bedeutet nicht, dass die Fokker-Planck-Gleichung eine gute Approximation
der Kramers-Moyal-Mastergleichung sein muss. Höhere Momente können hinsichtlich der Methode der
kleinsten Quadrate gegenüber der exakten Lösung von (B.4) zu einem genaueren Ergebnis führen, als es
die Fokker-Planck-Gleichung leistet [86, 87].
Definition (Wiener-Prozess) Ein stochastischer Prozess (Wt)t∈T wird Wiener-Prozess genannt, falls
(1) dieser zur Startzeit null ist, d.h. W0 = 0, (2) alle Änderungen zwischen zwei Zeiten stochastisch
unabhängig sind und (3) für alle 0 ≤ s ≤ t ∈ T ⊆ R+ die Änderungen stationär und normalverteilt sind,
d.h., wenn Wt −Ws ∼ N (0, t− s) mit dem Erwartungswert null und der Varianz t− s gilt.
Der n-dimensionale Fall ist gegeben durch Wt = (W1,t, . . . ,Wn,t)⊺ mit den unabhängigen Wiener-Pro-
zessen (Wi,t)t∈T für i = {1, . . . , n}.
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B. Stochastische Systeme
Die Liouville-Gleichung beschreibt die Bewegung von einem gewichteten Ensemble aus Trajektorien
zu verschiedenen Anfangswerten einer gewöhnlichen Diﬀerentialgleichung. In Analogie dazu existiert eine
zur Fokker-Planck-Gleichung äquivalente stochastische Diﬀerentialgleichung, die an einen Wiener-Prozess
koppelt.
Definition (Stochastische Diﬀerentialgleichung) Sei F : M ×T→M ein Vektorfeld (Drift) und D : M ×
T→ Rn×n eine n× n-Matrix (Diﬀusion), dann heißt
dXt = F(Xt, t) dt+D(Xt, t) dWt (B.13)
stochastische Diﬀerentialgleichung [56].
Zu Drift und Diﬀusion der Fokker-Planck-Gleichung (B.12) gelten die Beziehungen µ = F und σ =
DD⊺. Im autonomen Fall und mit einem Darstellungswechsel, kann (B.13) überführt werden in die
Langevin-Gleichung
X˙ = F(X, t) +D(X, t)ξ(t) (B.14)
mit ξ = (ξ1, . . . , ξn)⊺ als weißes gaußsches Rauschen für das gilt: (i) die Fluktuationen heben sich
im Mittel auf, d.h. 〈ξi(t)〉 = 0 und (ii) es existiert keine Korrelation zu verschiedenen Zeiten, d.h.
〈ξi(t)ξi(t′)〉 = 2Γδ(t− t′) mit Γ als Normierungskonstante für alle t, t′ ∈ T und i = {1, . . . , n} [86].
Weiterführende Literatur
— Ebeling et al. „On bifurcations in complex ecological systems with diﬀusion and noise“ [94]
— Haberlandt „Verallgemeinerte Mastergleichungen und Fokker-Planck-Gleichungen für Prozesse in inho-
mogenen Systemen weitab vom Gleichgewicht“ [227]
— Hänggi „Correlation functions and masterequations of generalized (non-Markovian) Langevin equations“
[69]
— Hänggi „On the Relations betweeen Markovian Master Equations and Stochastic Diﬀerential Equations“
[72]
— Risken „The Fokker-Planck Equation“ [88]
— San Miguel & Chaturvedi „Limit cycles and detailed balance in Fokker-Planck equations“ [223]
— van Kampen „Stochastic diﬀerential equations“ [56]
— van Kampen „Itô versus Stratonovich“ [57]
— van Kampen „Stochastic Processes in Physics and Chemistry“ [58]
— Zwanzig „Nonlinear generalized Langevin equations“ [216]
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C. Fourieranalyse des Van der Pol-Systems
Während das transiente Verhalten des Van der Pol-Systems
x¨− α (µ− γx2)ω0x˙+ ω02x = 0 (C.1)
mit nacheinander fortgesetzten Lie-Reihen analytisch genähert werden kann, muss aufgrund der Periodizi-
tät des Grenzzyklus ein geschlossener Lösungsansatz verwendet werden. Dabei erweist sich für bestimmte
Parameter des Van der Pol-Systems (Bifurkationsparameter µ, Van der Pol-Parameter γ, Stellparameter
α und Eigenfrequenz ω0) die diskrete Fourier-Transformation (DST) als nützliches Werkzeug.
Im Folgenden seien alle Parameter eins und l(t) = (lx(t), ly(t)) eine über das Runge-Kutta-Verfahren
(RK) berechnete Trajektorie des Grenzzyklus mit den abgeschätzten Anfangswerten und der Perioden-
dauer
x0 = 2.008619861(2), y0 = 0 und T = 6.663286860(2). (C.2)
Das sich hieraus ergebene Amplitudenspektrum für x ist in Abb. C.1a dargestellt. Da das Spektrum
einen exponentiellen Abfall zeigt und die Spektralfrequenzen einen konstanten Frequenzabstand von
∆f = 1.885 87(5)Hz (C.3)


































Abb. C.1.: Das Amplitudenspektrum des Van der Pol-Systems mit xˆ = ld(|x|)/(2√n) (Magnitude) und
n = 30× 103 Samples sowie der Abtastfrequenz fs = 26Hz weist in logarithmischer Skalierung
einen nahezu linearen Abfall mit einem konstanten Frequenzabstand von ∆f = 1.885 87(5)Hz
auf. Mit Hilfe einer Regressionsfunktion kann dieser Zusammenhang genutzt werden, um den
Grenzzyklus analytisch zu approximieren. Das Ergebnis im Zeitbereich ist verglichen mit der
sehr viel genaueren Runge-Kutta-Integration nahezu deckungsgleich.
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C. Fourieranalyse des Van der Pol-Systems
Eine Approximation des Phasenverlaufs ist aufgrund des deutlich komplizierteren Funktionszusammen-
hangs nicht ohne weiteres möglich. Allerdings reicht es aus jede Spektralfrequenz um die selbe Phase ∆ν
im Zeitbereich zu verschieben und anschließend die Zeitachse zu jeder Frequenz gemäß t → t + ∆t zu










R(f) f sin(f · (t+∆t)−∆ν).
(C.6)





Diese Methode ist jedoch insofern beschränkt, als dass das Van der Pol-System für beliebige Parameter
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Abb. C.2.: Residuumsvergleich zwischen der numerischen Integration nach dem dreistuﬁgen Runge-Kut-
ta-Verfahren mit 30× 103 Stützstellen und der analytischen Näherung nach der diskreten Fou-
rier-Transformation. Das Runge-Kutta-Verfahren hatte das Ziel ein Residuum von 10× 10−10
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Elektrische Oszillatoren bilden eine Klasse von elektrischen Schaltungen, die ohne Eingangssignale ein periodisches Ausgangssignal erzeugen. Die Bewegungsglei-chungen der Schaltungen, die in dieser Dissertation behandelt werden, sind auto-nome, nichtlineare Differentialgleichungen in Abhängigkeit eines Bifurkationspa-rameters. Gegenstand dieser Arbeit ist es, einen vertieften Einblick in die deterministischen Prozesse von Systemen mit Grenzzyklen zu geben und ein eigenständiges Themengebiet, die sogenannte Liouville Dynamik, zu eröffnen, welches statisti-sche Untersuchungen über die Bewegung von Dichten im Phasenraum erlaubt. Die dazu notwendige Bewegungsgleichung ist die verallgemeinerte Liouville-Glei-chung nach den Arbeiten von GERLICH. Sie beschreibt die zeitliche Entwicklung einer Wahrscheinlichkeitsdichte und entspricht einem gewichteten Fluss aller Trajektorien im Phasenraum. Diese Dissertation tangiert Bereiche aus der klassischen Mechanik und Thermody-namik und beginnt mit einem intensiven, kritischen literarischen Einblick in den Stand der Forschung wie z.B. von WEISS und MATHIS, KÄRTNER, HAJIMIRI, LEE und HAM sowie DEMIR. Der Begriff der Dissipation wird um einen Antagonisten, der soge-nannten Akkumulation, erweitert, um präzise Zusammenhänge mit Begriffen wie Divergenz, Energie, Entropie oder Phasenraumvolumen herzustellen. In Anwen-dung auf elektrische Oszillatoren wird eine inhärente Definition für den zeitlichen Beginn der Oszillation aus der Liouville-Dynamik hergeleitet. Ein Kerngegenstand dieser Arbeit ist die intensive Beschreibung eines intrinsischen Mechanismus, welcher zu einem periodischen Pumpen der Wahrscheinlichkeitsdichte führt und erst durch das Zusammenspiel mit einem Grenzzyklus zu beobachten ist (Pump-mechanismus).
