Abstract: Five constructions for Ferrers diagram rank-metric (FDRM) codes are presented. The first one makes use of a characterization on generator matrices of a class of systematic maximum rank distance codes. By introducing restricted Gabidulin codes, the second construction is presented, which unifies many known constructions for FDRM codes. The third and fourth constructions are based on two different ways of representing elements of a finite field F q m (vector representation and matrix representation). The last one is based on Ferrers diagram Kronecker products. Each of these constructions produces optimal codes with different diagrams and parameters for which no optimal construction was known before.
Introduction
Let F q be the finite field of order q, and F n q be the set of all vectors of length n over F q . F n q is a vector space with dimension n over F q . Given a nonnegative integer k ≤ n, the set of all k-dimensional subspaces of F n q , denoted by G q (n, k), forms the Grassmannian space of order n and dimension k over F q . A nonempty subset of G q (n, k) is called a constant dimension code. The subspace distance d S (U , V) = dim U + dim V − 2dim (U ∩ V) for all U , V ∈ G q (n, k) is used as a distance metric on G q (n, k).
Constant dimension codes, motivated by their extensive application to error correction in random network coding, have become one of central topics in algebraic coding theory during the last ten years (see [5] [6] [7] [9] [10] [11] 15, [19] [20] [21] [23] [24] [25] for example). This interest stems from the groundbreaking work of Kötter and Kschischang [14] .
Let F m×n q denote the set of all m × n matrices over F q . For a matrix A ∈ F m×n q , the rank of A is denoted by rank(A). An [m × n, k, δ] q rank-metric code C is a k-dimensional F q -linear subspace of F m×n q with minimum rank distance δ = min holds for any [m × n, k, δ] q code. When the equality holds, C is called a linear maximum rank distance code (or an MRD[m × n, δ] q code in short). Linear MRD codes exists for all feasible parameters (cf. [3, 8, 17] ). Silva, Kschischang and Kötter [22] pointed out that lifted maximum rank distance codes can result in almost optimal constant dimension codes, which asymptotically attain the known upper bounds [7, 14] , and can be decoded efficiently in the context of random linear network coding. For more details on lifted MRD codes, see [6] and its references therein.
To obtain optimal constant dimension codes, Etzion and Silberstein [5] presented a simple but effective construction, named the multilevel construction, which generalizes the lifted MRD codes by choosing some identifying vectors and introducing a new family of rank-metric codes, namely, Ferrers diagram rank-metric codes.
Given positive integers m and n, an m × n Ferrers diagram F is an m × n array of dots and empty cells such that (1) all dots are shifted to the right of the diagram; (2) the number of dots in each row is less than or equal to the number of dots in the previous row; (3) the first row has n dots and the rightmost column has m dots.
A Ferrers diagram F is identified with the cardinalities of its columns. Given positive integers m, n and 1 ≤ c 1 ≤ c 2 ≤ · · · ≤ c n ≤ m, there exists a unique Ferrers diagram F of size m × n such that the j-th column of F has cardinality c j for any 1 ≤ j ≤ n. In this case we write F = [c 1 , c 2 , . . . , c n ]. In this paper we always use c j to denote the number of dots in the j-th column of a given Ferrers diagram F. For a given m×n Ferrers diagram F, an [F, k, δ] q Ferrers diagram rank-metric (FDRM) code, briefly an [F, k, δ] q code, is an [m × n, k, δ] q rank-metric code in which for each m × n matrix, all entries not in F are zero. If F is a full m × n diagram with mn dots, then its corresponding FDRM code is just a classical rank-metric code.
Etzion and Silberstein [5] established a Singleton-like upper bound on FDRM codes.
, be the number of dots in a Ferrers diagram F which are not contained in the first i rows and the
An FDRM code attaining the upper bound in Lemma 1.2 is called optimal. An MRD[m × n, δ] q code with m ≥ n is an optimal [F, m(n − δ + 1), δ] q code, where F is a full m × n diagram. All known FDRM codes so far over F q with the largest possible dimension are optimal.
Much work has been done on constructing good or even optimal FDRM codes [1, 2, 4, 5, 10, 13, 21, 26] . The following theorem was first given by Etzion and Silberstein [5] , and its proof is simplified in [4] . A diagonal of a Ferrers diagram F is a consecutive sequence of entries, going upwards diagonally from the rightmost column to either the leftmost column or the first row. Let D i , i ∈ {1, 2, . . . , m}, denote the i-th diagonal in F, where i counts the diagonals from the top to the bottom. Let θ i denote the number of dots on D i in F.
its six diagonals are:
A construction for FDRM codes based on maximum distance separable (MDS) codes is presented in [4] . It is known that an [n, n − d + 1, d] q MDS code exists for any q ≥ n − 1 or d ∈ {1, 2, n} (see [16] ). For a given m × n Ferrers diagram F, we use F q [F] to denote the set of all matrices in F m×n q with nonzero entries only at positions where F has dots. Theorem 1.5 (Construction 1 in [4] ) Let F be an m × n Ferrers diagram and δ be an integer such that 0 < δ ≤ n. Let θ max = max 1≤i≤m θ i . Let C j be a [j, j − δ + 1, δ] q -MDS code for all j ∈ {δ, δ + 1, . . . , θ max }, which exists for any prime power q ≥ θ max − 1. Let C j = {0} for all j ∈ {0, 1, . . . , δ − 1}. Define the following rank-metric code C:
where
Construction 2 in [4] presented a method to obtain optimal FDRM codes by exploring subcodes of MRD codes, where each of the rightmost δ − 1 columns in Ferrers diagram F is required to have at least n − 1 dots. Theorem 1.6 (Theorem 8 in [4] ) Let δ and n be positive integers satisfying 2 ≤ δ ≤ n−1. Let F = [c 1 , c 2 , . . . , c n ] be an m × n Ferrers diagram satisfying that
Then there exists an optimal [F, k, δ] q code for any prime power q, where k = n−δ+1 i=1 c i .
Throughout this paper, for a matrix A ∈ F m×n q , the rows and columns of A will be indexed by 1, 2, . . . , m and 1, 2, . . . , n, respectively. Let A(i, j) denote the value in the i-th row and the j-th column of the matrix A, where i ∈ {1, 2, . . . , m} and j ∈ {1, 2, . . . , n}. Write I m as the m × m identity matrix. For α 1 , α 2 , . . . , α n ∈ F q m , set span Fq (α 1 , α 2 , . . . , α n ) {a 1 α 1 + a 2 α 2 + · · · + a n α n : a j ∈ F q , 1 ≤ j ≤ n}.
This paper continues the study in [13] to establish more constructions for optimal FDRM codes. In Section 2.1, by using a description on generator matrices of a class of systematic MRD codes presented in [1] , we give a class of optimal FDRM codes (see Theorem 2.3, which relaxes the condition on the number of dots in the (δ − 1)-th column from the right end compared with Theorem 1.3). In Section 2.2, by introducing restricted Gabidulin codes, we obtain another class of optimal FDRM codes (see Theorem 2.7, which can be seen as a generalization of Theorem 3.11 in [13] , and Theorems 3.2, 3.6 in [26] ). Section 3 provides two constructions for FDRM codes based on two different ways of representing elements of a finite field F q m (vector representation and matrix representation). In Section 4, Ferrers diagram Kronecker products are defined to generalize Theorem 1.5.
Constructions based on subcodes of MRD codes
Let F q be the finite field of order q, and F q m be its extension field of order q m . We use F n q m to denote the set of all row vectors of length n over F q m . Let β = (β 1 , β 2 , ..., β m ) be an ordered basis of F q m over F q . There is a natural bijective map Ψ m from F n q m to F m×n q as follows:
for any j ∈ {1, 2, . . . , n}. For a ∈ F q m , (a) is a 1 × 1 matrix and we simply write Ψ m ((a)) as Ψ m (a). It is readily checked that Ψ m satisfies linearity, i.e., Ψ m (xa 1 + ya 2 ) = xΨ m (a 1 ) + yΨ m (a 2 ) for any x, y ∈ F q and a 1 , a 2 ∈ F n q m . The map Ψ m will be used to facilitate switching between a vector in F q m and its matrix representation over F q . In the sequel, we use both representations, depending on what is more convenient in the context and by slight abuse of notation, rank(a) denotes rank(Ψ m (a)).
Construction from systematic MRD codes
MRD codes play an important role in the constructions for Ferrers diagram rank-metric codes.
Lemma 2.1 [13] Assume that m ≥ n. Let G be a generator matrix of a systematic MRD[m×n, δ] q code, i.e., G is of the form (I k |A), where
Lemma 2.1 doesn't show the Ferrers diagram used for codewords in C explicitly. However, if we could know more about the initial MRD code, then it would be possible to give a complete characterization of C. In [13] we presented a class of systematic MRD codes and applied them to construct some optimal FDRM codes. Here we shall make use of another class of systematic MRD codes from [1] to produce more optimal FDRM codes.
Lemma 2.2 (Lemma 3.13 in [1] ) Let m ≥ n ≥ δ ≥ 2 and k = n − δ + 1. For any prime power q and any a 1 , a 2 , . . . , a k ∈ F q m satisfying that 1, a 1 , a 2 , . . . , a k are linearly independent over F q , there exists a matrix A ∈ F k×(n−k) q m such that its first column is given by (a 1 , . . . , a k ) T and G = (I k |A) is a generator matrix of a systematic MRD[m × n, δ] q code.
For a vector (v 1 , v 2 , . . . , v n ) of length n, if its rightmost nonzero component is v r for some 1 ≤ r ≤ n, then r is said to be the valid length of this vector.
Thus each of the rightmost δ − 1 columns of F has at least n dots. By Theorem 1.3, there exists an optimal [F, k i=1 c i , δ] q code for any prime power q. If c k < n, then let (1, β, β 2 , . . . , β n−1 ) be an ordered basis of F q n over F q . Note that n ≥ δ ≥ 2, so n − 1 ≥ k. We can apply Lemma 2.2 with a i = β i for 1 ≤ i ≤ k to obtain a matrix A ∈ F k×(n−k) q n such that its first column is given by (β k , β k−1 , . . . , β) T and G = (I k |A) is a generator matrix of a systematic MRD[n × n, δ] q code. Then apply Lemma 2.1 by setting λ i = c i for 1 ≤ i ≤ k to obtain an optimal FDRM code C in some n × n Ferrers diagram F with dimension k i=1 c i and rank at least δ (note that any n × n Ferrers diagram can be seen as an m × n Ferrers diagram due to m ≥ n). It suffices to analyze the number of dots in each column of F.
By Lemma 2.1, for any c = (e 1 , e 2 , . . . , e n ) ∈ C, we have c = uG for some
It follows that for each 1 ≤ j ≤ k, as a vector of length n, Ψ n (u j β k−j+1 ) has a valid length of at most min{c j + k − j + 1, n}. Thus Ψ n (e k+1 ) has a valid length of at most max{min{c j + k − j + 1, n} : 1 ≤ j ≤ k}, which coincides with Condition (1).
For k + 2 ≤ i ≤ n, Ψ n (e i ) has a valid length of at most n, which coincides with Condition (2) . ✷
Compared with Theorem 1.3 in which each of the rightmost δ −1 columns of F consists of at least n dots, Theorem 2.3 requires each of the rightmost δ − 2 columns of F has at least n dots and relaxes the condition on the number of dots in the (δ − 1)-th column from the right end. 
Constructions based on subcodes of restricted Gabidulin codes
Gabidulin codes are a special class of MRD codes. Let m ≥ n and q be any prime power. Let δ be a positive integer. For any positive integer i and any a ∈ F q m , set
where g 0 , g 1 , . . . , g n−1 ∈ F q m are linearly independent over F q (see [8] ). Let l ≥ 1 and 1 = t 0 < t 1 < t 2 < · · · < t l be integers such that
be an ordered basis of F q tx over F q t x−1 . Note that s 1 = t 1 . Let
is an ordered basis of F q t l over F q with respect to (t 0 , t 1 , . . . , t l ). Let G ′ be a generator matrix in the form of (2.2) of a Gabidulin code G[t l × n, δ] q , where g j−1 = β j for 1 ≤ j ≤ n (note that n ≤ t l ). Then we refer to such a Gabidulin code as a restricted Gabidulin code with respect to (β 1 , β 2 , . . . , β t l ).
The following lemma is a generalization of Lemma 3.9 in [13] , which only deals with the case of l = 1 and r ≥ 1. Lemma 3.9 in [13] is a generalization of Lemma 5 in [4] . Lemma 2.6 Let l be a positive integer. Let 1 = t 0 < t 1 < t 2 < · · · < t l be integers such that t 1 | t 2 | · · · | t l . Let r be a nonnegative integer, and η, d, κ be positive integers satisfying t l−1 < η − r ≤ t l , κ = η − r − d + 1 and r < κ ≤ t 1 . Then there exists a matrix
Before giving the proof of Lemma 2.6, we remark that G is a κ × η matrix, so when r = 0, G is of the following form
is an ordered basis of F q t l over F q with respect to (t 0 , t 1 , . . . , t l ). Since t l−1 < η − r ≤ t l , we first take a restricted Gabidulin code G[t l × (η − r), d] q with respect to (β 1 , β 2 , . . . , β t l ), whose generator matrix in vector representation is:
where g 0,j = β j+1 for 1 ≤ j ≤ η − r − 1. Then by the exact same procedure as that in the proof of Lemma 3.9 in [13] , we can extend G 0 by adding r columns to obtain the required matrix G. ✷ Theorem 2.7 Let l be a positive integer. Let 1 = t 0 < t 1 < t 2 < · · · < t l be integers such that t 1 | t 2 | · · · | t l . Let t 2 = t 1 s 2 . Let r be a nonnegative integer and δ, n, k be positive integers satisfying r + 1 ≤ δ ≤ n − r, t l−1 < n − r ≤ t l , k = n − δ + 1 and k ≤ t 1 . Let
if l ≥ 2, satisfying that for each 0 ≤ ν ≤ r, the sub-matrix obtained by removing the first ν rows, the leftmost ν columns and the rightmost r−ν columns of G can produce a systematic MRD[t l ×(n−r), δ −r+ν] q code.
For 1 ≤ i ≤ k, let c i ≤ wt 1 , where w = 1 if l = 1, and w ∈ {1, 2, . . . ,
where O (m−m ′ )×n is a zero matrix. We shall show that C is an optimal [F, First, we analyze the number of dots in each column of F. Take any u = (u 1 , u 2 , . . ., u k ) ∈ U and set uG = (e 1 , e 2 , . . . , e n ).
For 1 ≤ i ≤ k, e i = u i , and so Ψ t l (e i ) = Ψ t l (u i ) = (u i,1 , u i,2 , . . . , u i,c i , 0, . . . , 0). Note that n − r ≥ k, which is from the fact that k = n − δ + 1 and δ ≥ r + 1. Thus, the i-th column of F has c i dots. When δ = 1, k = n − δ + 1 yields n = k, and δ ≥ r + 1 yields r = 0. It follows that t l−1 < n ≤ t l and n ≤ t 1 , which implies l = 1. Thus in the case of δ = 1, we have analyzed the number of dots in all columns of F.
Assume that δ ≥ 2. Then k = n − δ + 1 implies k < n. Let the (k + 1)-th column of G be (
Note that c i ≤ wt 1 for any 1 ≤ i ≤ k. We distinguish two cases. First case: n − r ≥ k + 1. In this case, if k < t 1 , then the (k + 1)-th column of G comes from A 1 , and so b i ∈ F q t 1 for 1 ≤ i ≤ k. Thus Ψ t l (e k+1 ) has a valid length of at most wt 1 , which coincides with Condition (2). If k = t 1 and l = 1, then Ψ t l (e k+1 ) has a valid length of at most t 1 , which coincides with Condition (2). If k = t 1 and l ≥ 2, then t 1 < n. The (k + 1)-th column of G comes from A 2 , and so b i ∈ F q t 2 for 1 ≤ i ≤ k. Thus Ψ t l (e k+1 ) has a valid length of at most t 2 , which coincides with Condition (3) by taking θ = 1 when l ≥ 3, and coincides with Condition (4) when l = 2. Second case: n − r < k + 1. In this case, k = n − δ + 1 yields r > δ − 2. Due to r ≤ δ − 1, we have r = δ − 1. Then k = n − δ + 1 = n − r. Thus the (k + 1)-th column of G is the (n − r + 1)-th column of G. Note that t l−1 < n − r = k ≤ t l and k ≤ t 1 , which implies l = 1. It follows that Ψ t l (e k+1 ) has a valid length of at most t 1 . Since Ψ t l (u 1 ) has a valid length of at most c 1 , we have c n−r+1 ≥ t 1 + c 1 which coincides with Condition (5).
For l ≥ 3 and 1 ≤ θ ≤ l − 2, since t l−1 < n − r ≤ t l , we have n − r > t θ + 1. Let the (t θ + 1)-th column of G be (b t θ +1,1 , b t θ +1,2 , . . ., b t θ +1,k ) T , which is the first column of
) has a valid length of at most t θ+1 , which coincides with Condition (3).
For l ≥ 2, let the (t l−1 +1)-th column of G be (
) has a valid length of at most t l , which coincides with Condition (4) (note that n − r ≥ t l−1 + 1).
For 1 ≤ h ≤ r, Ψ t l (e n−r+h ) has a valid length of at most t l and Ψ t l (u h ) has a valid length of at most c h . Thus c n−r+h ≥ t l + h j=1 c j for 1 ≤ h ≤ r, which coincides with Condition (5).
Next, one can easily verify the linearity and the dimension of the code C. Finally it remains to examine the minimum rank weight of any nonzero codeword C from C.
Let C be formed by uG = (u 1 , u 2 , . . . , u k )G. Let i * = min{i : 1 ≤ i ≤ k, u i = 0, u j = 0 for any j < i}. Then uG = (0, . . . , 0, u i * , . . . , u k )G.
If i * ≤ r, then let Ψ * t l (uG) be an t l × (n − r) matrix obtained by removing the leftmost i * − 1 columns and the rightmost r − i * + 1 columns of Ψ t l (uG). By Lemma 2.6, Ψ * t l (uG) is a codeword of an MRD[t l × (n − r), δ − r + i * − 1] q code, whose generator matrix can be obtained by removing the first i * − 1 rows, the leftmost i * − 1 columns and the rightmost r−i * +1 columns of G. Thus rank(Ψ * t l (uG)) ≥ δ−r+i * −1. Furthermore, under the broken line of C, since Ψ t l (u i * ) is a nonzero vector, the rightmost r−i * +1 columns contribute rank
If i * > r, then let Ψ * t l (uG) be an t l × (n − r) matrix obtained by removing the leftmost r columns of Ψ t l (uG). By Lemma 2.6, Ψ * t l (uG) is a codeword of an MRD[t l × (n − r), δ] q code, whose generator matrix can be obtained by removing the first r rows and the leftmost r columns of G. Thus rank(C) ≥ δ.
The optimality of C is guaranteed by Lemma 1.2. ✷ Remark 2.8 (1) Take l = 1, r = 0 and t 1 = n ≤ m in Theorem 2.7. Then we can obtain Theorem 1.3, which is Theorem 3 in [4] .
(2) Take l = 1 and t 1 = n − r in Theorem 2.7. Then we can obtain Theorem 3.11 in [13] , which is a generalization of Theorem 1.6.
(3) Take w = 1 and r = 0 in Theorem 2.7. Then we can obtain Theorem 3.2 in [26] , which requires each of the first k columns of F contains at most t 1 dots. Here Theorem 2.7 relaxes this restriction condition and requires each of the first k columns of F contains at most t 2 dots.
(4) Take w = 1 and r = 1 in Theorem 2.7. Then we can obtain Theorem 3.6 in [26] .
Corollary 2.9 Let r be a nonnegative integer and m, n, δ, k, t 1 , t 2 be positive integers
for some w ∈ {1, 2, . . . , s}, then there exists an optimal [F,
Proof Apply Theorem 2.7 with l = 2. ✷ Example 2.10 Let m = 3t and
be an m × n Ferrers diagram, where k = n − δ + 1, 1 ≤ δ ≤ n ≤ m and k ≤ t < n. By Corollary 2.9 with r = 0, t 1 = t and t 2 = m, there exists an optimal [F, k i=1 c i , δ] q code for any prime power q. Example 2.11 For any even integer n ≥ 10, let
be an (n + 1) × n Ferrers diagram. Then apply Corollary 2.9 with r = 2, t 1 = n 2 + 1 and t 2 = n − 2 to obtain an optimal [F, Proof By (2.1), each element in F q m can be represented as a column vector in F m×1 q via the bijection Ψ m , and Ψ m satisfies linearity. Let C be a codeword of the given [F, k, δ] q m code C, where F is a c n × n Ferrers diagram. Let
, and C ′ = {D C : C ∈ C}. It is readily checked that C ′ is an [F ′ , mk, δ] q code, where
Apart from (2.1), a possibility of representing the elements of F q m is given by means of matrices (see Chapter 2.5 in [12] ). The field F q m is isomorphic to a suitable subset of F m×m q . We can give this well-known fact as follows. Let g(x) = x m + g m−1 x m−1 + · · · + g 1 x + g 0 ∈ F q [x] be a primitive polynomial over F q , whose companion matrix is
By the Cayley-Hamilton theorem in linear algebra, G is a root of g(x). The set A = {G i : 0 ≤ i ≤ q m − 2} ∪ {0} equipped with the matrix addition and the matrix multiplication is isomorphic to F q m . Let F q m = {0, a 0 , a 1 , . . . , a q m −2 } and a 0 = 1. Let Π m be an isomorphism from F q m to A satisfying Π m (0) = 0 and Π m (a i ) = G i for any 0 ≤ i ≤ q m −2. Proof Let C be a codeword of the given [F, k, δ] q m code C, where F is a c n × n Ferrers diagram. Let 
there exists an optimal [F, 2, 3] q 2 code for any prime power q. Apply Theorem 3.3 to obtain an optimal [F ′ , 4, 6] q code for any prime power q. None of the previous constructions gives an optimal code with such a parameter.
Remark 3.5 The idea of Theorem 3.2 is from Proposition 3.1 in [18] . In addition, Theorems 3.1 and 3.2 can be generalized to non-linear FDRM codes.
Product construction
The construction is from the method of Kronecker products. 1 , B 2 , . . . , B n ) is often simply written as A ⊗ B 1 , and is called the Kronecker product of A and B 1 . Similarly, let F be an m × n Ferrers diagram and F l , 1 ≤ l ≤ n, be an s × t l Ferrers diagram. The Ferrers diagram Kronecker product F ⊗ (F 1 , F 2 , . . . , F n ) is defined to be a Ferrers diagram which is obtained by replacing each dot in the l-th column of F withF l , whereF l is obtained by adding the fewest number of new dots to the lower-left corner of
We first illustrate our idea with an example.
Example 4.1 Let F ′ be an 18 × 10 Ferrers diagram:
By Lemma 1.2, the upper bound of the dimension for any FDRM codes in F ′ with rank distance 10 is 6. Let
Then F ′ = F ⊗ F 1 . Let q ≥ 4 be any prime power. By Theorem 1.5, one can construct an optimal [F, 2, 5] q code C via MDS codes. By Theorem 1.3, there exists an optimal [F 1 , 3, 2] q code C 1 . Let {A 1 , A 2 } be a basis of C and {B 1 , B 2 , B 3 } be a basis of C 1 . Then we claim that {A i ⊗ B j : i ∈ {1, 2}, j ∈ {1, 2, 3}} forms a basis of an optimal [F ′ , 6, 10] q code C ′ . First we show that A i ⊗ B j , : i ∈ {1, 2} and j ∈ {1, 2, 3}, are linearly independent over F q . Examine
Let D j (α, β) denote the value in the α-th row and the β-th column of D j . Then
for any coordinate (α, β) of D j . Since B 1 , B 2 and B 3 are linearly independent over F q , we have D j = 0 for any j ∈ {1, 2, 3}. It follows that 2 i=1 h ij A i = 0 for any j ∈ {1, 2, 3}. Since A 1 and A 2 are linearly independent over F q , we have h ij = 0 for any i ∈ {1, 2} and j ∈ {1, 2, 3}.
Next it suffices to show that for any nonzero codeword
where h ij ∈ F q for i ∈ {1, 2} and j ∈ {1, 2, 3}, we have rank(C) ≥ 10. We still write 3 was established by using a description on generator matrices of a class of systematic MRD codes shown in Lemma 2.1. Giving more characterization on generator matrices of systematic MRD codes would be helpful to obtain more optimal FDRM codes. (1) If c n−2 = n, then each of the rightmost 3 columns in F * has n dots, and so applying Theorem 1.3, we have an optimal [F * , v 0 , 4] q code for any prime power q.
(2) If c n−2 = n − 1, then c n−1 = n − 1 or n. (2.1) If c n−1 = n − 1, then by (5.5), ρ 2 < n, which implies c 1 = 1. So when n ≥ 5, applying Theorem 1.6, we have an optimal [F * , v 0 , 4] q code for any prime power q. When n = 4, F * = [1, 3, 3, 4] , which is contradicted with (5.6).
