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1 Introduction
Processor failure has become an ineluctable event in a large-scale multiprocessor system.
To keep the multiprocessor system performing its functions efficiently and economically,
recognizing faulty processors correctly is a task of top priority. The process of recog-
nizing faulty processors in a multiprocessor system is called fault diagnosis, and the
diagnosability of a system is the maximum number of faulty processors the system can
recognize. The PMC model and the MM∗ model are two major models to investigate
fault diagnosis in previous researches. The PMC model, proposed by Preparata, Metze
and Chien [10], assumes that all adjacent processors of a system can test one another.
The MM∗ model which is the development of the MM model [9], proposed by Sengupta
and Dahbura [12], assumes that each processor has to test two processors if the processor
is adjacent to the latter two processors. Some references related to fault diagnosis studies
under the PMC model or MM∗ model can be seen in [2, 5, 6, 13–23].
In the real situation, both node and link faults can appear in a system. However, the
traditional diagnosability for a multiprocessor system assumes that the system is without
link faults. On the other hand, it is a natural question to ask how the diagnosability
decreases if some links are missing for a multiprocessor system [13]. To address the
deficiency of the traditional diagnosability for a multiprocessor system and answer the
above question, the concept of the h-edge tolerable diagnosability teh(G), introduced
by Zhu et al. [23], generalizes the theories of diagnosability and can better measure
the diagnosis capability of a multiprocessor system G. In fact, this diagnosability is the
worst-case diagnosability when the number of faulty links of G does not exceed h. Briefly,
teh(G) is the minimum diagnosability of graphs G − Fe which satisfy that Fe ⊆ E(G)
and |Fe| ≤ h. Note that if a processor u has no fault-free neighbors, it is impossible
to determine whether u is faulty or not in the fault diagnosis. Then teh(G) = 0 for
h ≥ δ(G), where δ(G) is the minimum degree of a graph G. Hence, a key issue for the
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h-edge tolerable diagnosability of a graph G study is the case of 0 ≤ h ≤ δ(G).
In 2019, Zhu et al. [23] determined the h-edge tolerable diagnosabilities of hypercubes
under the PMC model and the MM∗ model. Wei and Xu [17, 20] established the h-
edge tolerable diagnosabilities of k-regular triangle-free graphs and balanced hypercubes
under the PMC model and the MM∗ model. Recently, Lian et al. [6] established the
h-edge tolerable diagnosability of a k-regular k-connected graph under the PMC model
and the MM∗ model. Zhang et al. [22] determined the h-edge tolerable diagnosabilities
of triangle-free graphs under the PMC model and the MM∗ model, which extends the
results of triangle-free regular graphs [20]. Zhang et al. [21] determined the h-edge
tolerable diagnosabilities of k-regular 2-cn graphs under the PMC model for h ≤ k − 5.
A graph is called a maximal connected graph if its minimum degree equals its vertex
connectivity. In this paper, we obtain the lower bound of the h-edge tolerable diag-
nosability of a t-connected graph and establish the h-edge tolerable diagnosability of a
maximal connected graph under the PMC model and the MM∗ model, which provides a
more precise characterization for the fault diagnosis capability of networks and general-
izes some results in [2, 4, 6]. As applications, the h-edge tolerable diagnosability of an
exchanged hypercube is determined under the PMC model and the MM∗ model.
The remainder of this paper is organized as follows. Some terminology and prelimi-
naries are introduced in Section 2. The main results are given in Sections 3 and 4. The
h-edge tolerable diagnosability of an exchanged hypercube is determined in Section 5.
Finally, we concludes the paper in Section 6.
2 Terminology and preliminaries
A graph G =
(
V (G), E(G)
)
is used to represent a system (or a network), where each
vertex of G represents a processor and each edge of G represents a link. The connectivity
κ(G) is the minimum cardinality of all vertex subsets S ⊆ V (G) satisfying that G − S
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is disconnected or trivial. A graph G is said to be t-connected, if κ(G) ≥ t. The
neighborhood NG(v) of a vertex v in G is the set of vertices adjacent to v. We call
minv∈V (G){|NG(v)|} the minimum degree of a graph G, denoted by δ(G). A graph G is
said to be t-regular (or regular), if |NG(v)| = t for any vertex v of G. We refer readers
to [1] for terminology and notation unless stated otherwise.
The concept of the traditional diagnosability of a graph is presented as follows.
Definition 2.1 ([3]) A graph G = (V,E) of n vertices is t-diagnosable if all faulty
vertices can be detected without replacement, provided that the number of faults does not
exceed t. The diagnosability t(G) of a graph G is the maximum value of t such that G is
t-diagnosable.
For any two sets A and B, we use A − B to denote a set obtained by removing all
elements of B from A. The symmetric difference of two sets F1 and F2 is defined as the
set F14F2 = (F1−F2)∪ (F2−F1). The following lemmas give necessary and sufficient
conditions for a graph to be t-diagnosable under the PMC model and the MM∗ model.
Lemma 2.2 ([3]) A graph G = (V,E) is t-diagnosable under the PMC model if and
only if for any two distinct subsets F1 and F2 of V with |F1| ≤ t and |F2| ≤ t, there
exists an edge from V − (F1 ∪ F2) to F14 F2 (see Figure 1 ).
F1 F2
u
v
F1 F2
v
u
or
Figure 1: The illustration of Lemma 2.2.
Lemma 2.3 ([12]) A graph G = (V,E) is t-diagnosable under the MM∗ model if and
only if for any two distinct subsets F1 and F2 of V with |F1| ≤ t and |F2| ≤ t, at least
one of the following conditions is satisfied (see Figure 2 ):
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(1) There are two vertices u,w ∈ V − (F1 ∪F2) and there is a vertex v ∈ F14F2 such
that uv ∈ E and uw ∈ E.
(2) There are two vertices u, v ∈ F1−F2 and there is a vertex w ∈ V − (F1 ∪F2) such
that uw ∈ E and vw ∈ E.
(3) There are two vertices u, v ∈ F2−F1 and there is a vertex w ∈ V − (F1 ∪F2) such
that uw ∈ E and vw ∈ E.
u
w
v
v
uw
w
u v
v
u w
F1 F2
(2) (3)
(1) (1)
Figure 2: The illustration of Lemma 2.3.
We call sets F1 and F2 distinguishable under the PMC (resp. MM
∗) model if they
satisfy the condition of Lemma 2.2 (resp. at least one of the conditions of Lemma 2.3).
Otherwise, F1 and F2 are said to be indistinguishable.
To better adapt to the real circumstances that link faults may happen [23], Zhu et
al. introduced the definition of the h-edge tolerable diagnosability of graphs as follows.
Definition 2.4 Given a diagnosis model and a graph G, G is h-edge tolerable t-diagnosable
under the diagnosis model if for any edge subset Fe of G with |Fe| ≤ h, the graph G−Fe
is t-diagnosable under the diagnosis model. The h-edge tolerable diagnosability of G, de-
noted as teh(G), is the maximum integer t such that G is h-edge tolerable t-diagnosable.
Obviously, for a graph G, the h-edge tolerable diagnosability is the traditional diagnos-
ability when h = 0. We have te0(G) = t(G).
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A family of paths in G is said to be internally-disjoint if no vertex of G is an internal
vertex of more than one path of the family. The following lemmas are important to the
proof of our main results.
Lemma 2.5 (Whitney(1932) [1]) A graph G with at least three vertices is 2-connected
if and only if any two vertices of G are connected by at least two internally-disjoint paths.
Lemma 2.6 ([6]) Let G = (V,E) be a connected graph and S ⊆ E. If |S| ≤ κ(G), then
κ(G− S) ≥ κ(G)− |S|.
Lemma 2.7 ([22]) Let G = (V,E) be a connected graph with minimum degree δ(G).
Then teh(G) ≤ δ(G) − h under the PMC model and the MM∗ model for 0 ≤ h ≤ δ(G).
Particularly, teδ(G)(G) = 0 under both the PMC model and the MM
∗ model.
3 Hybrid fault diagnosis capability analysis of highly
connected graphs under the PMC model
In this section, we will discuss the h-edge tolerable diagnosability of a highly connected
graph under the PMC model.
First, we give a lower bound of the h-edge tolerable diagnosability of a t-connected
graph under the PMC model.
Theorem 3.1 Let G = (V,E) be a t-connected graph with |V | ≥ 2(t − h) + 1. Then
teh(G) ≥ t− h under the PMC model for 0 ≤ h ≤ t.
Proof. If h = t, then teh(G) ≥ 0 = t− h holds obviously.
Now, we assume that h ≤ t− 1. For an arbitrary edge subset Fe ⊆ E with |Fe| ≤ h,
suppose that there exist two distinct vertex subsets F1, F2 ⊆ V such that F1 and F2
are indistinguishable in G − Fe under the PMC model. We will prove this theorem by
showing that |F1| ≥ t− h+ 1 or |F2| ≥ t− h+ 1 for 0 ≤ h ≤ t− 1.
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If |F1 ∩ F2| ≥ t− h, then |F1| ≥ t− h+ 1 or |F2| ≥ t− h+ 1.
Suppose that |F1 ∩ F2| ≤ t− h− 1. Then by Lemma 2.6,
κ(G− Fe) ≥ κ(G)− |Fe| ≥ t− h > t− h− 1 ≥ |F1 ∩ F2|.
Therefore, G− Fe − (F1 ∩ F2) is connected.
If V = F1 ∪ F2, then |F1 ∪ F2| = |V | ≥ 2(t − h) + 1. Thus, |F1| ≥ t − h + 1 or
|F2| ≥ t− h+ 1. Otherwise, V − (F1 ∪ F2) 6= ∅. Since G− Fe − (F1 ∩ F2) is connected,
there is an edge between F14F2 and V − (F1∪F2) in G−Fe, a contradiction by Lemma
2.2. 2
Let h = 0. By Theorem 3.1, we can obtain the following result.
Corollary 3.2 ([4]) Let G = (V,E) be a t-connected network with N nodes and t ≥ 2.
G is t-diagnosable under the PMC model if N ≥ 2t+ 1.
Note that a maximal connected graph G is δ(G)-connected. By Lemma 2.7 and
Theorem 3.1, we obtain the following result.
Theorem 3.3 Let G = (V,E) be a maximal connected graph with |V | ≥ 2(δ(G)−h)+1.
Then teh(G) = δ(G)− h under the PMC model for 0 ≤ h ≤ δ(G).
Note that a k-regular k-connected graph is a maximal connected graph. By Theorem
3.3, we immediately obtain the following result.
Corollary 3.4 ([6]) Let G = (V,E) be a k-regular k-connected graph with |V | ≥ 2(k −
h) + 1. Then teh(G) = k − h under the PMC model for 0 ≤ h ≤ k.
4 Hybrid fault diagnosis capability analysis of highly
connected graphs under the MM∗ model
In this section, we will discuss the h-edge tolerable diagnosability of a highly connected
graph under the MM∗ model.
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In the following statements, we use G to denote the complement graph of a simple
graph G, whose vertex set is V (G) and whose edges are the pairs of nonadjacent vertices
of G. By starting with a disjoint union of two graphs G and H (i.e., G∪H) and adding
edges joining every vertex of G to every vertex of H, one obtains the join of G and H,
denoted by G ∨H [1]. For two graphs G and H, we use G ∗r H to denote a graph with
the vertex set V (G) ∪ V (H) and the edge set E(G) ∪ E(H) ∪ E[V (G), V (H)], where
E[V (G), V (H)] is an edge subset and any edge in E[V (G), V (H)] has one endpoint in
V (G) and the other endpoint in V (H). Clearly, 0 ≤ |E[V (G), V (H)]| ≤ |V (G)| · |V (H)|.
We also use G ∗1H to denote a graph with the vertex set V (G)∪V (H) and the edge set
E(G)∪E(H)∪E[V (G), V (H)] such that any vertex of G is adjacent to only one vertex
of H. A spanning subgraph of a complete graph Km is denoted by Hm (or H
′
m). Given
a graph G with δ(G) ≥ 3, let a collection of graphs
F(δ(G)) = {Γi(δ(G), l) | l ≥ δ(G) + 1, 1 ≤ i ≤ 4} ∪ {Γ5(δ(G), l) | l ≥ δ(G) + 2},
where Γ1(δ(G), l) = Hδ(G)∨K l, Γ2(δ(G), l) = (Hδ(G)−1∗rK2)∪(Hδ(G)−1∨K l)∪(K l∗1K2),
Γ3(δ(G), l) = (K l∗1H2)∪(Hδ(G)−2∨K l)∪(K l∗1H ′2)∪(H2∗rHδ(G)−2∗rH ′2), Γ4(δ(G), l) =
(Hδ(G)∨K l)+e−E0 with e = uv, u, v ∈ V (K l), E0 ⊆ E[V (Hδ(G)), {u, v}]∩E(Hδ(G)∨K l)
and 0 ≤ |E0| ≤ 2, Γ5(δ(G), l) = (V (Hδ(G)+1)∪ V (K l), E(Hδ(G)+1)∪{uv | u ∈ V (K l), v ∈
V (Hδ(G)+1), δ(G) ≤ |E[{u}, V (Hδ(G)+1)]| ≤ δ(G) + 1}) (see Figure 3).
Let C(G) be the maximum number of common neighbors of any two vertices in the
graph G. We give some properties of graphs in F(δ(G)) as follows.
Lemma 4.1 Given a graph G with δ(G) ≥ 3, the graphs in F(δ(G)) satisfy the following
properties:
(1) The graphs in F(δ(G)) are all irregular;
(2) min{C(F ) | F ∈ F(δ(G))} ≥ δ(G)− 1.
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· · ·
· · ·
(a) Γ1(δ(G), l)
· · ·
· · ·
(b) Γ2(δ(G), l)
Hδ(G)−1
K l
· · ·
· · ·
(c) Γ3(δ(G), l)
Hδ(G)−2
K l
Hδ(G)
K l
· · ·
· · ·
(d) Γ4(δ(G), l)
Hδ(G)
Kl
· · ·
· · ·
(e) Γ5(δ(G), l)
Hδ(G)+1
K l
H2 H ′2K2
Figure 3: The graphs Γi(δ(G), l) for 1 ≤ i ≤ 5.
Proof. (1) Suppose x ∈ V (Hδ(G)−i+1) and y ∈ V (K l) for 1 ≤ i ≤ 3. Since |NΓi(δ(G),l)(x)| ≥
l ≥ δ(G) + 1 > δ(G) = |NΓi(δ(G),l)(y)|, we know the graph Γi(δ(G), l) is irregular for
1 ≤ i ≤ 3.
Since l > δ(G) ≥ 3 > 2 ≥ |E0|, there exist two vertices x ∈ V (Hδ(G)) and y ∈
V (K l)− {u, v} such that V (K l) ⊆ NΓ4(δ(G),l)(x). Note that |NΓ4(δ(G),l)(x)| ≥ l ≥ δ(G) +
1 > δ(G) = |NΓ4(δ(G),l)(y)|. We know that the graph Γ4(δ(G), l) is irregular.
Assume to the contrary that Γ5(δ(G), l) is a regular graph. Note that there exists a
vertex x ∈ V (Hδ(G)+1) such that
|NΓ5(δ(G),l)(x)| ≥
|E[V (Hδ(G)+1), V (K l)]|
|V (Hδ(G)+1)| ≥
δ(G)|V (K l)|
|V (Hδ(G)+1)| ≥
δ(G)(δ(G) + 2)
δ(G) + 1
> δ(G).
If |NΓ5(δ(G),l)(x)| = δ(G) + 1, then |NΓ5(δ(G),l)(y)| = δ(G) + 1 for any y ∈ V (K l). Thus
there exists a vertex z ∈ V (Hδ(G)+1) such that
|NΓ5(δ(G),l)(z)| ≥
|E[V (Hδ(G)+1), V (K l)]|
|V (Hδ(G)+1)| =
(δ(G) + 1)|V (K l)|
δ(G) + 1
= l ≥ δ(G) + 2,
which contradicts that Γ5(δ(G), l) is a regular graph. If |NΓ5(δ(G),l)(x)| ≥ δ(G) + 2,
then |NΓ5(δ(G),l)(y)| ≥ δ(G) + 2 for any y ∈ V (K l), which contradicts NΓ5(δ(G),l)(y) ⊆
V (Hδ(G)+1).
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(2) Suppose x, y ∈ V (Hδ(G)) (see Figure 3(a)). Since |NΓ1(δ(G),l)(x)∩NΓ1(δ(G),l)(y)| ≥
|V (K l)| ≥ δ(G) + 1, we have C(Γ1(δ(G), l)) ≥ δ(G) + 1.
Note that |NΓi(δ(G),l)(z)| = δ(G) for any z ∈ V (K l) and i ∈ {2, 3} (see Figure 3(b)
and Figure 3(c)). Since l ≥ δ(G) + 1 > 2, there exist two distinct vertices x, y ∈ V (K l)
such that |NΓi(δ(G),l)(x) ∩NΓi(δ(G),l)(y)| ≥ δ(G)− i + 2. Thus, we have C(Γi(δ(G), l)) ≥
δ(G)− i+ 2, where i ∈ {2, 3}.
Since |V (Hδ(G))| = δ(G) ≥ 3 > 2 ≥ |E0|, there exist x, y ∈ V (Hδ(G)) such that
V (K l) ⊆ NΓ4(δ(G),l)(x) and |NΓ4(δ(G),l)(y) ∩ V (K l)| ≥ l − 1 ≥ δ(G) (see Figure 3(d)).
Then C(Γ4(δ(G), l)) ≥ δ(G).
Note that |NΓ5(δ(G),l)(z)| ≥ δ(G) and NΓ5(δ(G),l)(z) ⊆ V (Hδ(G)+1) for any z ∈ V (K l)
(see Figure 3(e)). Since l ≥ δ(G) + 2 > |V (Hδ(G)+1)|, there exist two distinct ver-
tices x, y ∈ V (K l) such that |NΓ5(δ(G),l)(x) ∩ NΓ5(δ(G),l)(y)| ≥ δ(G). Thus, we have
C(Γ5(δ(G), l)) ≥ δ(G).
As mentioned above, we get the desired results. 2
Now, we give a lower bound of the h-edge tolerable diagnosability of a t-connected
graph G under the MM∗ model. For a given vertex x ∈ V (G), we use E(x) to denote
the edges incident with x in G.
Theorem 4.2 Let G = (V,E) be a t-connected graph with |V | ≥ 2(t − h) + 3 and
δ(G) ≥ 3. If G /∈ F(δ(G)), then teh(G) ≥ t− h under the MM∗ model for 0 ≤ h ≤ t.
Proof. If h = t, then teh(G) ≥ 0 = t− h holds obviously.
Now, we assume that h ≤ t− 1. For an arbitrary edge subset Fe ⊆ E with |Fe| ≤ h,
suppose that there exist two distinct vertex subsets F1, F2 ⊆ V such that F1 and F2 are
indistinguishable in G−Fe under the MM∗ model. We will prove the lemma by showing
that |F1| ≥ t− h+ 1 or |F2| ≥ t− h+ 1 for 0 ≤ h ≤ t− 1 and δ(G) ≥ 3.
If |F1 ∩ F2| ≥ t− h, then |F1| ≥ t− h+ 1 or |F2| ≥ t− h+ 1.
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Suppose that |F1 ∩ F2| ≤ t− h− 1. Then by Lemma 2.6,
κ(G− Fe) ≥ κ(G)− |Fe| ≥ t− h > t− h− 1 ≥ |F1 ∩ F2|.
Therefore, G− Fe − (F1 ∩ F2) is connected.
If V = F1 ∪ F2, then |F1 ∪ F2| = |V | ≥ 2(t − h) + 3. Thus, |F1| ≥ t − h + 1 or
|F2| ≥ t− h+ 1. Now, we assume that V − (F1 ∪ F2) 6= ∅.
Claim 1: V − (F1 ∪ F2) is an independent set of G− Fe.
Otherwise, E(G[V −(F1∪F2)]) 6= ∅. Since G−Fe−(F1∩F2) is connected, there exist
three distinct vertices x, y ∈ V −(F1∪F2) and w ∈ F14F2 such that xy, yw ∈ E(G−Fe).
By Lemma 2.3, F1 and F2 are distinguishable in G−Fe under the MM∗ model, which is
a contradiction.
Pick a vertex u ∈ V − (F1 ∪ F2). Note that F1 and F2 are indistinguishable in G
under the MM∗ model. By Claim 1, |F1∩F2| ≥ |NG(u)|−h−2 ≥ δ(G)−h−2 ≥ t−h−2
(see Figure 4).
h
u
F1 F2
Figure 4: Illustration of |F1 ∩ F2| ≥ t− h− 2.
Case 1: |F1 ∩ F2| = t− h− 2.
In this case, we have |Fe| = h, Fe ⊆ E(u) and |NG(u)| = δ(G) = t. Thus, |NG−Fe(u)∩
(F1 − F2)| = |NG−Fe(u) ∩ (F2 − F1)| = 1. If |F1 − F2| ≥ 3 or |F2 − F1| ≥ 3, then
|F1| ≥ t− h+ 1 or |F2| ≥ t− h+ 1. Therefore, 1 ≤ |F1− F2| ≤ 2 and 1 ≤ |F2− F1| ≤ 2.
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Claim 2: |V − (F1 ∪ F2)| ≥ 2.
|V −(F1∪F2)| = |V |−|F1∩F2|−|F14F2| ≥ 2(t−h)+3−(t−h−2)−4 = t−h+1 ≥ 2.
Claim 3: |NG(v)| = δ(G) for any v ∈ V − (F1 ∪ F2).
Otherwise, by Claim 2, |NG(v)| > δ(G) for some v ∈ V − (F1 ∪ F2) with v 6= u (see
Figure 5). By Claim 1 and Lemma 2.3, we have F1 and F2 are distinguishable in G−Fe
u
F1 F2
v
· · ·
Figure 5: Illustration of the proof of Claim 3.
under the MM∗ model, which is a contradiction.
Since F1 and F2 are indistinguishable in G−Fe under the MM∗ model, by Claim 2 we
have |NG(v)∩ (F1−F2)| ≤ 1 and |NG(v)∩ (F2−F1)| ≤ 1 for any v ∈ V − (F1∪F2)−{u}.
If h ≥ 1, then by Claim 3, |NG(v)∩(F1∩F2)| ≥ |NG(v)|−2 = δ(G)−2, which contradicts
|NG(v) ∩ (F1 ∩ F2)| ≤ |F1 ∩ F2| = δ(G)− h− 2 ≤ δ(G)− 3.
Now, we consider the case of h = 0. Then |F1∩F2| = δ(G)− 2 and |V − (F1∪F2)| =
|V | − |F1 ∩ F2| − |F1 4 F2| ≥ 2δ(G) + 3 − (δ(G) − 2) − 4 = δ(G) + 1. Note that
δ(G) ≤ |F1 ∪ F2| ≤ δ(G) + 2. Thus, we distinguish the following cases.
Case 1.1: |F1 ∪ F2| = δ(G).
By Claim 1 and Claim 3, we have G is isomorphic to Γ1(δ(G), l) for some graph Hδ(G)
and some integer l, a contradiction.
Case 1.2: |F1 ∪ F2| = δ(G) + 1.
Without loss of generality, we assume that F1 − F2 = {w1, w2} and F2 − F1 = {w}.
Since G is a t-connected graph, we have that κ(G)− |F1 ∩ F2| ≥ t− (t− 2) = 2. Then
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G − (F1 ∩ F2) is 2-connected. If w1w2 /∈ E(G), then by Lemma 2.5, there exist two
internally-disjoint paths P and Q from w1 to w2. Since F1 and F2 are indistinguishable
under the MM∗ model, for any vertex x ∈ V − (F1 ∪ F2), xw1 ∈ E(G) and xw2 /∈ E(G)
(or xw1 /∈ E(G) and xw2 ∈ E(G)) (see Figure 6). By Claim 3, we have xw ∈ E(G) for
x
F1 F2
δ(G)− 2w1 w2 w
Figure 6: Illustration of w1w2 ∈ E(G).
any vertex x ∈ V − (F1 ∪ F2). Therefore, by Claim 1, V (P ) ∩ V (Q) ⊇ {w1, w2, w}, a
contradiction. Thus, we have w1 is adjacent to w2 and G is isomorphic to Γ2(δ(G), l) for
some graph Hδ(G)−1 and some integer l, which contradicts G /∈ F(δ(G)).
Case 1.3: |F1 ∪ F2| = δ(G) + 2.
In this case, |F1 − F2| = |F2 − F1| = 2 (see Figure 7). By Claim 1 and Claim 3, we
have G is isomorphic to Γ3(δ(G), l) for some graphs Hδ(G)−2, H2, H ′2 and some integer l,
a contradiction.
· · ·
F1 F2
δ(G)− 2
· · ·
V − (F1 ∪ F2)
Figure 7: Illustration of the proof of Case 1.3.
Case 2: |F1 ∩ F2| = t− h− 1.
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Since F1 6= F2, without loss of generality, we assume that F2−F1 6= ∅. If |F1−F2| ≥ 2
or |F2 − F1| ≥ 2, then |F1| ≥ t− h+ 1 or |F2| ≥ t− h+ 1. Therefore, |F1 − F2| ≤ 1 and
|F2 − F1| = 1. Thus, |F1 ∪ F2| = |F1 ∩ F2|+ |F14 F2| ≤ (t− h− 1) + 2 = t− h+ 1 and
so |V − (F1 ∪ F2)| ≥ 2(t− h) + 3− (t− h+ 1) = t− h+ 2 ≥ 3.
Case 2.1: F1 − F2 = ∅.
Note that NG−Fe(w) ⊆ F1 ∪F2 for any w ∈ V − (F1 ∪F2). Then, δ(G)− h ≥ t− h =
|F1 ∪ F2| ≥ |NG−Fe(w)| ≥ δ(G)− h. Therefore, t = δ(G) and |NG−Fe(w)| = δ(G)− h for
any w ∈ V − (F1 ∪ F2).
If h ≥ 1, then |NG−Fe(w′)| = δ(G) − h ≤ δ(G) − 1 and Fe ⊆ E(w′), where w′ ∈
V − (F1∪F2). Since |V − (F1∪F2)| ≥ 3, there exists a vertex w′′ ∈ V − (F1∪F2)−{w′}
such that |NG−Fe(w′′)| = |NG(w′′)| ≥ δ(G) > δ(G)− 1 ≥ |F1 ∪ F2|, a contradiction.
If h = 0, then |F1 ∪ F2| = δ(G) and |V − (F1 ∪ F2)| ≥ 2δ(G) + 3− δ(G) = δ(G) + 3.
By Claim 1, we know that G is isomorphic to Γ1(δ(G), l) for some graph Hδ(G) and some
integer l, which is a contradiction.
Case 2.2: F1 − F2 6= ∅.
In this case, |F1 − F2| = |F2 − F1| = 1 and |F1 ∪ F2| = t − h + 1. Suppose x ∈
V − (F1 ∪ F2). If |E(x) ∩ Fe| ≤ h − 2, then |NG−Fe(x)| = |NG(x)| − |E(x) ∩ Fe| ≥
δ(G)−(h−2) > δ(G)−h+1 ≥ t−h+1 = |F1∪F2|, which contradicts NG−Fe(x) ⊆ F1∪F2.
Thus, |E(x) ∩ Fe| ≥ h − 1. Hence, |E(y) ∩ Fe| ≤ |Fe| − |E(x) ∩ Fe| ≤ 1 for any
y ∈ V − (F1 ∪ F2) − {x}. Since |V − (F1 ∪ F2)| ≥ 3, pick z ∈ V − (F1 ∪ F2) with
|E(z) ∩ Fe| = 0.
If h ≥ 2, then |NG−Fe(z)| = |NG(z)| ≥ δ(G) > δ(G) − h + 1 ≥ |F1 ∪ F2|, which
contradicts NG−Fe(z) ⊆ F1 ∪ F2.
If h = 0, then |F1∩F2| = t−1 ≥ 0 and |V−(F1∪F2)| = |V |−|F1∪F2| ≥ 2t+3−(t+1) =
t + 2 ≥ 3. Pick a vertex x′ ∈ V − (F1 ∪ F2). Note that NG(x′) ⊆ F1 ∪ F2 by Claim 1.
Thus, t + 1 = |F1 ∪ F2| ≥ |NG(x′)| ≥ δ(G) ≥ t. If δ(G) = t, then |F1 ∪ F2| = δ(G) + 1
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and |V − (F1 ∪ F2)| ≥ δ(G) + 2. Hence, G is isomorphic to Γ5(δ(G), l) for some graph
Hδ(G)+1 and some integer l, a contradiction. If δ(G) = t+ 1, then |F1 ∪ F2| = δ(G) and
|V − (F1 ∪ F2)| = |V | − |F1 ∪ F2| ≥ 2t + 3 − (t + 1) = t + 2 = δ(G) + 1. Hence, G is
isomorphic to Γ1(δ(G), l) for some graph Hδ(G) and some integer l, a contradiction.
If h = 1, then |F1 ∩ F2| = t − 2 ≥ 0, |F1 ∪ F2| = t ≤ δ(G) and |V − (F1 ∪ F2)| =
|V |−|F1∪F2| ≥ 2(t−1)+3−t = t+1 ≥ 3. Thus, there exists a vertex z′ ∈ V −(F1∪F2)
such that Fe ∩ E(z′) = ∅. Note that NG−Fe(z′) = NG(z′) ⊆ F1 ∪ F2 by Claim 1. We
have |F1 ∪ F2| ≥ δ(G). Therefore, t = δ(G). Without loss of generality, we assume that
Fe = {u1u2}.
If Fe∩E(G[F1∪F2]) 6= ∅, then |NG−Fe(u)| = |NG(u)| ≥ δ(G) = |F1∪F2| for any vertex
u ∈ V − (F1 ∪ F2). Since NG−Fe(u) ⊆ F1 ∪ F2, we have |NG−Fe(u)| = δ(G) = |F1 ∪ F2|
for any vertex u ∈ V − (F1 ∪ F2). By Claim 1, G is isomorphic to Γ1(δ(G), l) for some
graph Hδ(G) and some integer l, a contradiction.
If Fe∩E[F1∪F2, V − (F1∪F2)] 6= ∅, then we can suppose that u1 ∈ V − (F1∪F2) and
u2 ∈ F1∪F2. Note that NG−Fe(u1) ⊆ F1∪F2−{u2}. Then δ(G)−1 ≤ |NG(u1)|− |Fe| =
|NG−Fe(u1)| ≤ |F1 ∪ F2 − {u2}| = δ(G) − 1. Therefore, |NG(u1)| = δ(G) and G is
isomorphic to Γ1(δ(G), l) for some graph Hδ(G) and some integer l, a contradiction.
If Fe ∩E(G[V − (F1 ∪F2)]) 6= ∅, then u1, u2 ∈ V − (F1 ∪F2). Note that NG−Fe(ui) ⊆
F1∪F2 for i ∈ {1, 2}. Then δ(G)−1 ≤ |NG(ui)|− |Fe| = |NG−Fe(ui)| ≤ |F1∪F2| = δ(G).
Therefore, |NG(ui)| ∈ {δ(G), δ(G) + 1} for i ∈ {1, 2} and G is isomorphic to Γ4(δ(G), l)
for some graph Hδ(G) and some integer l (see Figure 3(d)), a contradiction.
As mentioned above, we complete the proof of Theorem 4.2. 2
Let G be a t-regular t-connected graph and h = 0. By Lemma 4.1 (1) and Theorem
4.2, we have the following result.
Corollary 4.3 ([2]) Let G = (V,E) be a t-regular t-connected network with N nodes
and t > 2. G is t-diagnosable under the MM∗ model if N ≥ 2t+ 3.
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Note that a maximal connected graph G is δ(G)-connected. By Lemma 2.7 and
Theorem 4.2, we obtain the following result.
Theorem 4.4 Let G = (V,E) be a maximal connected graph with |V | ≥ 2(δ(G)−h)+3.
If G /∈ F(δ(G)), then teh(G) = δ(G) − h under the MM∗ model for 0 ≤ h ≤ δ(G) and
δ(G) ≥ 3.
Note that a k-regular k-connected graph is a maximal connected graph. By Lemma
4.1 (1) and Theorem 4.4, we immediately obtain the following result.
Corollary 4.5 ([6]) Let G = (V,E) be a k-regular k-connected graph with |V | ≥ 2(k −
h) + 3. Then teh(G) = k − h under the MM∗ model for 0 ≤ h ≤ k and k ≥ 3.
By Lemma 4.1 (2) and Theorem 4.4, we can also obtain the following result.
Corollary 4.6 Let G = (V,E) be a maximal connected graph with |V | ≥ 2(δ(G)−h)+3
and C(G) ≤ δ(G)− 2. Then teh(G) = δ(G)− h under the MM∗ model for 0 ≤ h ≤ δ(G)
and δ(G) ≥ 3.
5 Applications to the exchanged hypercube
In this section, we will obtain the h-edge tolerable diagnosability of an exchanged hy-
percube by the results in Sections 3 and 4.
The n-dimensional hypercube Qn [11] is a graph with vertex set {xn−1xn−2 . . . x0 |
xi ∈ {0, 1}, 0 ≤ i ≤ n− 1} and two vertices are adjacent if and only if they differ exactly
in one position. One useful property of Qn is listed below.
Lemma 5.1 ([24]) Any two vertices in V (Qn) have exactly two common neighbors for
n ≥ 3 if they have any.
As a variant of the hypercube, the exchanged hypercube proposed by Loh et al. [7],
is a graph obtained by systematically removing links from a hypercube.
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Definition 5.2 ([7]) An exchanged hypercube is an undirected graph EH(s, t) = (V,E),
where s ≥ 1 and t ≥ 1,
V = {as . . . a1bt . . . b1c | ai, bj, c ∈ {0, 1}, 1 ≤ i ≤ s, 1 ≤ j ≤ t}
is the vertex set, and E is an edge set composed of the following three types of disjoint
sets E1, E2 and E3:
E1 = {(v1, v2) ∈ V × V | v1[s+ t : 1] = v2[s+ t : 1], v1[0] 6= v2[0]},
E2 = {(v1, v2) ∈ V × V | v1[s+ t : t+ 1] = v2[s+ t : t+ 1],
H(v1[t : 1], v2[t : 1]) = 1, v1[0] = v2[0] = 1},
and
E3 = {(v1, v2) ∈ V × V | v1[t : 1] = v2[t : 1],
H(v1[s+ t : t+ 1], v2[s+ t : t+ 1]) = 1, v1[0] = v2[0] = 0},
where v[x : y] denotes the bit pattern of v from dimension y to dimension x and H(u,w)
denotes the Hamming distance between binary sequence u and binary sequence w.
The exchanged hypercubes EH(1, 1) and EH(1, 2) are described in Figure 8. Suppose
that v = 1101 and u = 0111 are two vertices of EH(1, 2). Then v[0] = 1, v[1] = 0,
v[2] = 1, v[3] = 1, v[3 : 1] = 110, u[3 : 1] = 011 and H(v[3 : 1], u[3 : 1]) = 2.
Lemma 5.3 ([7, 8]) Let EH(s, t) be an exchanged hypercube. Then δ(EH(s, t)) =
κ(EH(s, t)) = min{s+ 1, t+ 1}.
Since EH(s, t) is a subgraph of Qn, we have C(EH(s, t)) ≤ C(Qn). By Lemma 5.1,
we have the following corollary.
Corollary 5.4 The exchanged hypercube EH(s, t) satisfies that C(EH(s, t)) ≤ 2.
17
EH(1, 1) EH(1, 2)
000
001
011
010
100
101
111
110
0000
1000
0100
1100
0001
0101
1001
1101
0011
0111
1011
1111
0010
1010
0110
1110
Figure 8: The exchanged hypercubes EH(1, 1) and EH(1, 2).
By Lemma 5.3 and Corollary 5.4, we have that C(EH(s, t)) ≤ 2 ≤ δ(EH(s, t)) − 2
for min{s, t} ≥ 3. By Lemma 5.3, we know the exchanged hypercube is a maximal
connected graph. Note that the exchanged hypercube EH(s, t) has 2s+t+1 vertices and
2s+t+1 ≥ 22 min{s,t}+1 ≥ 2(min{s+ 1, t+ 1} − h) + 3 = 2(δ(EH(s, t))− h) + 3.
Thus, by Theorem 3.3 and Corollary 4.6, the following theorems hold.
Theorem 5.5 Let EH(s, t) be an exchanged hypercube. Then teh(EH(s, t)) = min{s +
1, t+ 1} − h under the PMC model for 0 ≤ h ≤ min{s+ 1, t+ 1}.
Theorem 5.6 Let EH(s, t) be an exchanged hypercube. Then teh(EH(s, t)) = min{s +
1, t+ 1} − h under the MM∗ model for 0 ≤ h ≤ min{s+ 1, t+ 1} and min{s, t} ≥ 3.
6 Conclusions
In this paper, we obtain the lower bound of the h-edge tolerable diagnosability of a
t-connected graph and establish the h-edge tolerable diagnosability of a maximal con-
nected graph under the PMC model and the MM∗ model, which extends some results
in [2, 4, 6]. As applications, the h-edge tolerable diagnosability of an exchanged hyper-
cube is determined under the PMC model and the MM∗ model. In fact, by our main
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results, the h-edge tolerable diagnosabilities of many well-known irregular networks can
be determined under the PMC model and the MM∗ model.
Acknowledgement
Y. Wei’s research is supported by the Natural Science Foundation of Shanxi Province
(No. 201901D211106). W. Yang’s research is supported by the National Natural Science
Foundation of China (No. 11671296).
References
[1] J.A. Bondy, U.S.R. Murty, Graph Theory with Applications, The Macmillan Press
Ltd, New York, 1976.
[2] C.P. Chang, P.L. Lai, J.J.M. Tan, L.H. Hsu, Diagnosability of t-connected networks
and product networks under the comparison diagnosis model, IEEE Trans. Comput.,
53 (2004), 1582–1590.
[3] A.T. Dahbura, G.M. Masson, An O(n2.5) faulty identification algorithm for diag-
nosable systems, IEEE Trans. Comput., 33 (6) (1984), 486–492.
[4] S.L. Hakimi, A.T. Amin, Characterization of connection assignment of diagnosable
systems, IEEE Trans. Comput., 23 (1974), 86–88.
[5] Y. Huang, L. Lin, L. Xu, X. Wang, Extra diagnosability and good-neighbor diag-
nosability of n-dimensional alternating group graph AGn under the PMC model,
Theoret. Comput. Sci., 795 (2019), 36–49.
[6] G. Lian, S. Zhou, S.Y. Hsieh, J. Liu, G. Chen, Y. Wang, Performance evaluation on
hybrid fault diagnosability of regular networks, Theoret. Comput. Sci., 796 (2019),
147–153.
19
[7] P.K.K. Loh, W.J. Hsu, Y. Pan, The exchanged hypercube, IEEE Trans. Parallel
Distrib. Syst., 16 (9) (2005), 866–874.
[8] M.J. Ma, The connectivity of exchanged hypercubes, Discrete Math. Algorithms
Appl., 2 (2) (2010), 213–220.
[9] J. Maeng, M. Malek, A comparison connection assignment for self-diagnosis of
multiprocessor systems, in: Proceeding of 11th International Symposium on Fault-
Tolerant Computing, 1981, pp. 173–175.
[10] F.P. Preparata, G. Metze, R.T. Chien, On the connection assignment problem of
diagnosis systems, IEEE Trans. Electron. Comput., EC-16 (6) (1967), 848–854.
[11] Y. Saad, M.H. Schultz, Topological properties of hypercubes, IEEE Trans. Comput.,
37 (7) (1988), 867–872.
[12] A. Sengupta, A. Dahbura, On self-diagnosable multiprocessor system: diagnosis by
the comparison approach, IEEE Trans. Comput., 41 (11) (1992), 1386–1396.
[13] D. Wang, The diagnosability of hypercubes with arbitrarily missing links, J. Syst.
Archit., 46 (6) (2000), 519–527.
[14] Y. Wei, M. Xu, On g-good-neighbor conditional diagnosability of (n, k)-star net-
works, Theoret. Comput. Sci., 697 (2017), 79–90.
[15] Y. Wei, M. Xu, The g-good-neighbor conditional diagnosability of locally twisted
cubes, J. Oper. Res. Soc. China, 6 (2) (2018), 333–347.
[16] Y. Wei, M. Xu, The 1, 2-good-neighbor conditional diagnosabilities of regular
graphs, Appl. Math. Comput., 334 (2018), 295–310.
[17] Y. Wei, M. Xu, Hybrid fault diagnosis capability analysis of regular graphs, Theoret.
Comput. Sci., 760 (2019), 1–14.
20
[18] M. Xu, K. Thulasiraman, X.D. Hu, Conditional diagnosability of matching com-
position networks under the PMC model, IEEE Trans. Circuits Syst., II, Express
Briefs 56 (11) (2009), 875–879.
[19] M. Xu, K. Thulasiraman, Q. Zhu, Conditional diagnosability of a class of matching
composition networks under the comparison model, Theoret. Comput. Sci., 674
(2017), 43–52.
[20] M. Xu, Y. Wei, The h-edge tolerable diagnosability of balanced hypercubes, Theoret.
Comput. Sci., 795 (2019), 540–546.
[21] H. Zhang, L. Zhang, J. Meng, Hybrid fault diagnosis capability analysis of regu-
lar graphs under the PMC model, Int. J. Comput. Math. Comput. Syst. Theory,
https://doi.org/10.1080/23799927.2020.1735523.
[22] S. Zhang, H. Liu, X. Hu, Hybrid fault diagnosis capability analysis of triangle-free
graphs, Theoret. Comput. Sci., 799 (2019), 59–70.
[23] Q. Zhu, L. Li, S. Liu, X. Zhang, Hybrid fault diagnosis capability analysis of hyper-
cubes under the PMC model and MM∗ model, Theoret. Comput. Sci., 758 (2019),
1–8.
[24] Q. Zhu, J.M. Xu, On restricted edge connectivity and extra edge connectivity of
hypercubes and folded hypercubes, J. Univ. Sci. Technol. China, 36 (3) (2006),
246–253.
21
