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We consider gauged Q-balls in the gravity-mediation-type model in the Affleck-Dine mechanism,
which is described by the potential Vgrav.(φ) := (m
2
grav./2)φ
2
[
1 +K ln(φ/M)2
]
with K < 0. In
many models of gauged Q-balls, which were studied in the literature, there are upper limits for
charge and size of Q-balls due to repulsive Coulomb force. In the present model, by contrast, our
numerical calculation strongly suggests that stable solutions with any amount of charge and size
exist. As the electric charge Q increases, the field configuration of the scalar field becomes shell-
like; because the charge is concentrated on the surface, the Coulomb force does not destroy the
Q-ball configuration. These properties are analogous to those in the V-shaped model, which was
studied by Arodz´ and Lis. We also find that for each K there is another sequence of unstable
solutions, which is separated from the other sequence of the stable solutions. As |K| increases, the
two sequences approach; eventually at some point in −1.07 < K < −1.06, the “recombination” of
the two sequences takes place.
PACS numbers: 03.75.Lm, 11.27.+d
I. INTRODUCTION
Among nontopological solitons, Q-balls [1] have at-
tracted much attention because they can exist in all
supersymmetric extensions of the Standard Model [2].
Specifically, they can be produced efficiently in the
Affleck-Dine (AD) mechanism [3] and could be respon-
sible for baryon asymmetry [4] and dark matter [5]. Q-
balls can also influence the fate of neutron stars [6].
Based on these motivations, stability of Q-balls has
been intensively studied [7–9]. These studies have also
been extended to general relativistic analysis [10] and to
different-shaped solitons [11, 12].
Another natural extension is introducing gauge cou-
pling into a U(1) scalar field. Because such a field is
equivalent to electromagnetic field, the conserved charge
Q becomes electric charge, and therefore the Coulomb re-
pulsion is expected to disturb formation of large Q-balls.
In fact, Lee et al. [13] began to study gauged Q-balls
with the potential,
V4(φ) :=
m2
2
φ2 − λφ4 + φ
6
M2
with m2, λ, M2 > 0,
(1.1)
and showed that there is a maximum charge and size.
To construct large Q-balls, Anagnostopoulos et al. [14]
introduced fermions with charge of the opposite sign.
Li et al. [15] assumed a different potential, a piecewise
parabolic function, and Deshaies-Jacques and MacKen-
zie [16] supposed the Maxwell-Chern-Simons theory with
the V4 potential (1.1) in the 2+1 dimensional spacetime;
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it was shown that there is a maximum charge and size of
Q-balls in both models.
Arodz´ and Lis [17] considered gauged Q-balls with the
V-shaped potential,
VV(φ) := λ
|φ|√
2
with λ > 0, (1.2)
Because its three-dimensional plot has the form of a cone,
it would be more appropriate to call it the cone-shaped
potential. In addition to normal Q-balls, which have a
maximum charge, they found a new type of solutions,
Q-shells. Q-shell solutions are obtained in such a way
that the scalar field and the gauge field are assumed to
be constant within a certain sphere r < r0 and the field
equations are solved numerically for r > r0. Because the
electric charge is concentrated on the shell, large Q-balls
with any amount of charge can exist without additional
fermions. Thus this model overcomes the difficulty of the
V4 model. However, there is another drawback that it is
so simplified and singular at φ = 0.
In this paper we address the question whether
such large gauged Q-balls can be formed in realistic
or cosmologically-motivated theories without additional
fermions nor a singular potential. One of the physically-
motivated theories is the AD mechanism [3], which in-
cludes two types of potentials, gravity-mediation type
and gauge-mediation type. The former is described by
Vgrav.(φ) :=
m2grav.
2
φ2
[
1 +K ln
(
φ
M
)2]
with m2grav., M > 0, (1.3)
2while the latter by
Vgauge(φ) := m
4
gauge ln
(
1 +
φ2
m2gauge
)
with m2gauge > 0 .
(1.4)
If we take Maclaurin expansion of the two potentials in
the vicinity of φ = 0, the latter can be regarded as V4
model, and is inappropriate for our purpose. Thus, we
concentrate on investigating gauged Q-balls in the former
potential.
This paper is organized as follows. In Sec. II, we show
the basic equations of gauged Q-balls. In Sec. III, we dis-
cuss general properties of ordinary and gauged Q-balls in
words of Newtonian mechanics. In Sec. IV, we review
previous results of V4 and VV models. In Sec. V, we
investigate equilibrium solutions in the Vgrav. model nu-
merically. Section VI is devoted to concluding remarks.
II. BASIC EQUATIONS
Consider an SO(2) symmetric scalar field φ = (φ1, φ2)
coupled to a gauged field Aµ,
S =
∫
d4x
[
1
4
FµνF
µν − 1
2
ηµνDµφaDνφa − V (φ)
]
,
(2.1)
where
φ :=
√
φaφa, Fµν := ∂µAν − ∂νAµ, (2.2)
Dµφa := ∂µφa +Aµǫabφb (a, b = 1, 2). (2.3)
To find spherically symmetric and equilibrium solutions
with vanishing magnetic fields, we assume
φ = φ(r)(cosωt, sinωt), A0 = A0(r), Ai = 0, (2.4)
where the subscript i denotes spatial components and
runs 1 to 3. Introducing a variable,
Ω(r) := ω + qA0(r), (2.5)
we obtain field equations,
d2φ
dr2
+
2
r
dφ
dr
+Ω2φ =
dV
dφ
, (2.6)
d2Ω
dr2
+
2
r
dΩ
dr
= Ω(qφ)2. (2.7)
The boundary condition we assume is
dφ
dr
(r = 0) = 0,
dΩ
dr
(r = 0) = 0, (2.8)
φ(r →∞) = 0, Ω(r →∞) = ω + C
r
, (2.9)
where C is a constant. In numerical calculation we must
choose Ω and φ at r˜ = 0 to satisfy the asymptotic condi-
tions (2.9). In concrete, we seek for appropriate φ(0) for
a fixed Ω(0).
We define the energy and the charge, respectively, as
E =
∫
d3xT00
= 2π
∫ ∞
0
r2dr
{
Ω2φ2 +
(
dφ
dr
)2
+
(
dΩ
dr
)2
+ 2V
}
,
Q =
∫
d3x(φ1D0φ2 − φ2D0φ1)
= 4π
∫ ∞
0
r2Ωφ2dr, (2.10)
where T00 is the time-time component of the energy mo-
mentum tensor, which is defined by
Tµν = DµφaDνφa − ηµν
[
1
2
(Dλφa)
2 + V
]
+FµλF
λ
ν −
1
4
ηµν(Fλσ)
2. (2.11)
Equations (2.6), (2.7) and (2.10) indicate that the sign
transformation Ω → −Ω changes nothing but Q → −Q
with keeping E and φ(r) unchanged. Thus, we choose
Ω > 0 in this paper.
III. GENERAL PROPERTIES OF ORDINARY
AND GAUGED Q-BALL SOLUTIONS.
To begin with, to understand the effect of gauge fields
on Q-balls, we review properties of ordinary Q-ball so-
lutions. The field equations are obtained by putting
Ω = ω=constant in Eq.(2.6),
d2φ
dr2
+
2
r
dφ
dr
=
dVω
dφ
, Vω := V − 1
2
ω2φ2. (3.1)
If one regards the radius r as ‘time’ and the scalar am-
plitude φ(r) as ‘the position of a particle’, one can un-
derstand solutions in words of Newtonian mechanics,
as shown in Fig. 1. Equation (3.1) describes a one-
dimensional motion of a particle under the nonconserved
force due to the effective potential−Vω(φ) and the ‘time’-
dependent friction −(2/r)dφ/dr. If one chooses the ‘ini-
tial position’ φ(0) appropriately, the static particle be-
gins to roll down the potential slope, climbs up and ap-
proaches the origin over infinite time.
From the above picture, one can derive the existing
conditions of equilibrium solutions of ordinary Q-balls as
follows. The first condition is that the ‘initial altitude of
the particle’ −Vω(φ(0)) is larger than the ‘final altitude’
−Vω(φ(∞)) = 0, which leads to
max[−Vω(φ)] > 0, i.e., min
[
2V
φ2
]
< ω2. (3.2)
The second condition is that the ‘particle climbs up’ at
r →∞, which leads to
lim
φ→+0
1
φ
(
−dVω
dφ
)
= lim
φ→+0
1
φ
(
ω2φ− dV
dφ
)
< 0 . (3.3)
3φ
-Vω(φ)
R=0
(a)
FIG. 1: Interpretation of ordinary Q-balls by analogy with a
particle motion in Newtonian mechanics.
If the lowest-order term of V is quadratic, i.e., V =
1
2
m2φ2 +O(φ3), the second condition (3.3) reduces to
ω2 < m2 =
d2V
dφ2
, (3.4)
which gives the upper limit of ω2. The conditions (3.2)
and (3.4) were originally obtained by Coleman [1]).
We should not, however, apply the second condition
(3.4) to the cone-shape potential VV in (1.2) nor the
AD gravity-mediation type Vgrav. in (1.3) because their
lowest-order term is not quadratic. Instead we should
go back to the condition (3.3). In the case of VV, if we
take λ > 0, the condition (3.3) is satisfied regardless of
ω. Similarly, in the case of Vgrav., if we take K < 0, the
condition (3.3) is satisfied regardless of ω.
Now let us move on to gauged Q-balls. Without spec-
ifying a potential V , we can show that Ω2 is a mono-
tonically increasing function of r [17]. Using a variable
f := r2
dΩ
dr
, we can rewrite Eq. (2.7) as
df
dr
= Ω(qrφ)2,
dΩ
dr
=
f
r2
. (3.5)
The Taylor expansion of Ω and f up to the first order is
expressed as
f(r +∆r) = f(r0) + (qr0φ(r))
2Ω(r)∆r +O(∆r2),
Ω(r +∆r) = Ω(r) +
f(r)
r2
∆r +O(∆r2). (3.6)
By definition f(0) = 0. If Ω(0) > 0, then f(∆r) > 0.
Equation (3.6) indicates that at every step r → r + ∆r
both f and Ω increases. Similarly, if Ω(0) < 0, then f
and Ω decreases at every step. Thus we can conclude
that Ω2 is a monotonically increasing function of r.
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FIG. 2: Interpretation of gauged Q-balls by analogy with a
particle motion in Newtonian mechanics. Examples of (a)
monotonic solutions in V4 model and (b) nonmonotonic solu-
tions in VV model.
We can interpret their equilibrium solutions in words
of Newtonian mechanics in the same fashion, except that
the potential of a particle is ‘time’-dependent,
VΩ = V − 1
2
Ω2φ2. (3.7)
Because the ‘potential energy of the particle’ −VΩ in-
creases as the ‘time’ r increases, the ‘initial altitude’
−VΩ(0) is not necessarily larger than the ‘final altitude’
−VΩ(∞) = 0, that is, there is no condition which corre-
sponds to (3.2). However, the condition that the ‘parti-
cle climbs up’ at r →∞ should hold, we find an existing
4condition, which corresponds to (3.3),
lim
φ→+0
1
φ
(
−dVΩ
dφ
)
= lim
φ→+0
1
φ
(
Ω2φ− dV
dφ
)
< 0 . (3.8)
Figure 2 illustrates the ‘time-dependent potential of a
fictitious particle ’−VΩ. As r increases, Ω2 also increases;
then −VΩ goes up as shown in the figure. There are two
types of solutions. One is monotonic solutions as shown
in (a): φ decreases monotonically as r increases. The
other is nonmonotonic solutions as shown in (b): φ in-
crease initially, but after the sign of dVΩ/dφ changes, φ
turns to decreases. The latter type exposes a characteris-
tic of gauged Q-balls, which appears in the VV and Vgrav.
models.
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FIG. 3: The field configurations of φ˜ and Ω˜ for the V4 model
with m˜2 = 0.2 and Q˜ = 9. The dashed and solid lines corre-
spond to the ordinary and gauged Q-balls, respectively.
IV. REVIEW OF PREVIOUS RESULTS
In this section we review gauged Q-ball solutions in the
V4 model [13] and in the VV model [17].
A. V4 model
For the V4 model (1.1), the necessary condition of ex-
isting equilibrium solutions (3.8) is expressed as
lim
r→∞
Ω2 < m2. (4.1)
Because Ω2 is an increasing function of r, the condition
(4.1) would give a rather strong constraint on the param-
eter range of existing equilibrium solutions.
We confirm this expectation by numerical calculation
as follows. We rescale the quantities as
φ˜ :=
qφ√
λM
, Ω˜ :=
Ω√
λM
,
r˜ :=
√
λMr, m˜ :=
m√
λM
,
Q˜ := q2Q, E˜ :=
q2E√
λM
. (4.2)
In Fig. 3, as an example, we show the solution with
λ = q = 1, m˜2 = 0.2 and Q˜ = 9. The dashed and solid
lines correspond to the ordinary and gauged Q-balls, re-
spectively. In this solution, the distributions of the scalar
field φ˜(r˜) almost coincide; however, because Ω˜ increases
as a function of r˜, the condition (4.1) is narrowly satis-
fied. Actually, Fig. 2 (a) shows the effective potential of
this case. Equation (2.7) tells us that, in order for Ω˜ to
be small in the asymptotic region, r˜φ˜ must also be small
there; this indicates that Q˜ has an upper limit.
B. VV model
Because the VV model (1.2) has a linear term, the con-
dition (3.8) is satisfied if λ > 0. Contrary to the case of
the V4 model, this condition does not put any restriction
on Ω. Therefore, large gauged Q-balls are expected in
this model.
Using the normalized coupling κ := qλ/
√
2, we rescale
the quantities as
φ˜ :=
qφ√
κ
, Ω˜ :=
Ω√
κ
, r˜ :=
√
κr,
Q˜ := q2Q, E˜ :=
q2E√
κ
. (4.3)
In Fig. 4, we show the field configurations of φ˜ and Ω˜
with Q˜ = 120. The dashed and solid lines correspond
to the ordinary and gauged Q-balls, respectively. In the
case of gauged Q-balls, φ˜ initially increases as a function
of r˜ and takes a maximum value at r˜ = r˜max 6= 0; then
it decreases due to the increase of Ω˜. This behavior can
be understood by the effective potential shown in Fig. 2
(b). Here we have defined r˜max as the value of r˜ where φ˜
takes a maximum value. In the case of ordinary Q-balls,
by contrast, r˜max is always zero.
We show the Ω˜(0)-φ˜(0) and Q˜-E˜ relations in Fig. 5
(a) and (b), respectively. The dashed line corresponds to
the ordinary Q-balls. The dotted and black solid lines
correspond to the gauged case with r˜max = 0 and that
with r˜max 6= 0, respectively. Blue solid line corresponds
to the Q-shell solutions that will be explained below.
In the case of ordinary Q-balls (Ω˜ = ω˜), the Ω˜(0)-
φ˜(0) relation, which was represented by the dashed line
in (a), can be understood as follows. In the picture of
a particle motion in Newtonian mechanics, which was
shown in Fig. 1, if we ignore the “nonconserved force”
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FIG. 4: The field configurations of φ˜ and Ω˜ for the VV model
with Q˜ = 120. The dashed and solid lines correspond to the
ordinary and gauged Q-balls, respectively.
term, (2/r)dφ/dr, the maximum of φ˜, φ˜max = φ˜(0) is
determined by the nontrivial solution of VΩ = 0. Then
we obtain
φ˜(0) =
2
Ω˜2
, (4.4)
which approximates the dashed line in (a).
In the case of gauged Q-balls, the Ω˜(0)-φ˜(0) relation for
large Ω˜(0) (small Q˜), which is represented by the dotted
line in (a), almost coincides with that for ordinary Q-
balls. For small Ω˜(0) (large Q˜), however, the Ω˜(0)-φ˜(0)
relation for ordinary Q-balls and that for gauged Q-balls
are qualitatively different. Nevertheless, it is surprising
that there is no qualitative difference in Q˜-E˜ relation
between solutions with r˜max = 0 and those with r˜max 6=
0. Both solutions are on the same quasi-linear relation
across the point A.
Q reaches a maximum at the point B where cusp struc-
ture appears in the Q˜-E˜ plane. Q-ball solutions with the
boundary conditions (2.8) disappear at the point C where
φ˜(0)→ 0. However, Arodz´ and Lis [17] found a new type
of solutions with boundary conditions (2.9) and
φ(r) =
dφ
dr
(r) =
dΩ
dr
(r) = 0, for 0 < r < r0,(4.5)
which are different from (2.8), and called them “Q-
shells.” The Q˜-E˜ curve of Q-shells is smoothly connected
to that of Q-balls at the point C. As Ω˜(0) increases,Q de-
creases and reaches a minimum at another cusp D in the
Q˜-E˜ plane; then Q turns to increase without upper limit.
If we magnify Fig. 5(b) further, we see that the solutions
B-C-D have slightly larger values of E˜ than those of the
other solutions with the same Q. If we apply catastrophe
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FIG. 5: (a) Ω˜(0)-φ˜(0) and (b) Q˜-E˜ relations for the VV model.
The dashed line corresponds to the ordinary Q-balls. The
dotted and black solid lines correspond to the gauged Q-balls
with r˜max = 0 and those with r˜max 6= 0, respectively. Blue
solid line corresponds to the Q-shell solutions.
theory [18], we find that the solution sequence B-C-D is
unstable, while the other two sequences are stable and
crosses in the Q˜-E˜ plane.
V. THE AD MECHANISM FOR GRAVITY
MEDIATION
As we discussed in the previous section, to obtain large
Q˜ solutions, Ω˜ should become so large without violating
the condition (3.8). Ω˜ is not constrained by (3.8) at all
if
lim
φ→+0
dV
dφ
> 0. (5.1)
6Because the AD gravity mediation model (1.3) with K <
0 satisfies this condition, we can expect that it allows for
large Q solutions. This special property is in common
with the V-shaped model.
We rescale the quantities in (1.3) as
φ˜ :=
qφ
M
, Ω˜ :=
Ω
M
,
r˜ :=Mr, m˜grav. :=
mgrav.
M
,
Q˜ := q2Q, E˜ :=
q2E
M
. (5.2)
We fix m˜grav. = q = 1 below.
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FIG. 6: The field configurations of φ˜ for gauged Q-balls with
K = −1 and Q˜ ≃ 1.7, 11 and 103.
We show some solutions of gauged Q-balls in Fig. 6;
we choose K = −1 and obtain solutions with Q˜ = 1.7
and 11, in which case rmax = 0, and that with Q˜ =
103, in which case rmax 6= 0. As Q˜ increases, the field
configuration becomes shell-like and the location of the
shell becomes farther from the center. This behavior is
explained by repulsive Coulomb force of electric charge.
These configurations are just like “Q-shells,” which were
obtained by Arodz´ and Lis for the V-shaped model [17].
The difference is that we use the boundary condition (2.8)
and (2.9) consistently and give tiny but nonzero value for
φ˜(0), while they adopted the special boundary condition
(4.5).
We show the Ω˜(0)-φ˜(0) and Q˜-E˜ relations for K = −1
in Fig. 7. For reference, we also plot the relations for
ordinary Q-balls (Ω = ω), which are represented by the
dashed lines. Their extreme behavior in the thin-wall
limit (ω → ∞) and in the thick-wall limit (ω → 0) can
be discussed analytically as follows [12]. The maximum
of φ, φ˜max = φ˜(0), can be estimated by the nontrivial
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FIG. 7: (a) Ω˜(0)-φ˜(0) and (b) Q˜-E˜ relations for K = −1. The
dashed lines correspond to ordinary Q-balls. The dotted and
solid lines correspond to gauged Q-balls with r˜max = 0 and
those with r˜max 6= 0, respectively.
solution of VΩ = 0:
φ˜max = e
1−ω˜
2
−2K . (5.3)
Because the energy and the charge are roughly estimated
as
E ∼ V (φmax)R3, Q ∼ ωφ 2maxR3, (5.4)
where R is the typical radius, we find
ω → 0 : φmax → nzf, E → nzf, Q→ 0,
ω →∞ : φmax → 0, E → 0, Q→ 0, (5.5)
7where nzf denotes nonzero finite. Therefore, there is an
upper limit Qmax. This analytic estimate agrees with the
numerical results in Fig. 7. There are two sequences of
solutions which merge at the cusp. We suppose by en-
ergetics that the sequences with high energy are unsta-
ble (unstable branch) while those with low energy stable
(stable branch).
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FIG. 8: (a) Ω˜(0)-φ˜(0) and (b) Q˜-E˜ relations for K = −0.6.
The results for gauge Q-balls are represented by the
dashed lines (r˜max = 0) and the solid lines (r˜max 6=
0). The solutions denoted by red lines correspond to
those with small ω and unstable branch, while those by
black lines large ω and stable branch. For dotted lines,
the gauged Q-balls are similar to the ordinary Q-balls
(dashed lines). In contrast, due to the nonmonotonic be-
havior of φ˜(r˜) (i.e., r˜max 6= 0), the properties of gauged
Q-balls with solid lines and ordinary Q-balls are quite
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FIG. 9: (a) Ω˜(0)-φ˜(0) and (b) Q˜-E˜ relations for K = −0.4.
different.
As for the stable solutions denoted by the black lines,
both Ω˜(0)-φ˜(0) and Q˜-E˜ relations of solutions are similar
to those of the VV model, except that cusp structure does
not appear in the Q˜-E˜ plane in Fig. 7(b). Because E˜ is a
monotonically increasing function of Q˜ we judge that all
equilibrium solutions by black lines are stable. We also
suppose by energetics that the solutions denoted by red
lines are unstable.
Figures 8 and 9 show the Ω˜(0)-φ˜(0) and Q˜-E˜ relations
for K = −0.6 and −0.4, respectively. We find that, as
|K| decreases, the existing domain of the unstable solu-
tions becomes small in the Ω˜(0)-φ˜(0) plane and the two
sequences leave away from each other.
A drastic change occurs between K = −1.06 and
K = −1.07, as shown in Figs. 10 and 11. As |K| in-
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FIG. 10: (a) Ω˜(0)-φ˜(0) and (b) Q˜-E˜ relations for K = −1.06.
The two sequences in red lines and in black lines are about to
touch.
creases, the two sequences approach further; eventually
at some point in −1.07 < K < −1.06, the “recombi-
nation” of the two sequences takes place. At first sight,
this recombination looks strange; however, we can under-
stand this phenomenon in a rational way as follows. If
we look at the existing domain of equilibrium solutions in
the two-dimensional parameter space (say, the Ω˜(0)-φ˜(0)
or the Q˜-E˜ space) for fixed K, we see that there are two
separate sequences of solutions. However, if we consider
the existing domain in the three-dimensional parameter
by regarding K as another parameter, it is described by
a simply connected surface. The “recombination” of the
two sequences is nothing but changing cross-sections of
the same surface.
The solution sequence of the ordinary Q-balls, repre-
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FIG. 11: (a) Ω˜(0)-φ˜(0) and (b) Q˜-E˜ relations with K =
−1.07. The “recombination” of the two sequences happens.
sented by the dashed line in Fig. 11, is analogous to the
sequence including the point A. The other sequence in-
cluding the point B has no counterpart of ordinary Q-
balls. The solutions in the branch B-A′-B′ are unstable,
and there are two small cusps about A′-B′. The lower
energy solutions in both sequences are stable; interest-
ingly the two sequences of stable solutions are separated.
There is no upper limit of Q˜.
As a common property for everyK, there are sequences
of cusp structures in the large Q region for unstable
solutions. We show (a) Ω˜(0)-φ˜(0) and (b) Q˜-E˜ rela-
tions for very small φ˜(0) (and large Q˜ > 500) region
for K = −1.07 in Fig. 12. Complicated structure ap-
pears along the sequence C to G; there are several cusps
about C-D-E-F . As shown in Fig 13, field distributions
in this region also have complicated structures. Beyond
the point F , both φ˜max and r˜max monotonically increase.
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FIG. 12: (a) Ω˜(0)-φ˜(0) and (b) Q˜-E˜ relations for K = −1.07
and Q˜ > 500. The dotted lines extend from Fig. 11.
It is interesting that small differences of boundary values
Ω˜(0) and φ˜(0) result in such large differences in Q˜ and
E˜.
VI. SUMMARY AND DISCUSSIONS
In many models of gauged Q-balls, which were stud-
ied in the literature, there are upper limits for charge
and size of Q-balls due to repulsive Coulomb force. As
a cosmologically-motivated model which could allow for
gauged Q-balls with large charge and size, we have con-
sidered the gravity-mediation-type model in the Affleck-
Dine mechanism. We have found that stable Q-balls with
any amount of charge and size exist in this model as
long as K < 0. As the electric charge Q increases, the
field configuration of the scalar field becomes shell-like;
because the charge is concentrated on the surface, the
Coulomb force does not destroy the Q-ball configuration.
These properties are analogous to those in the V-shaped
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FIG. 13: Field distributions of φ˜ with K = −1.07 for
(a)solutions C-D-E and (b)solutions E-F -G.
model, which was studied by Arodz´ and Lis [17]. Be-
cause the V-shaped model is rather artificial, our results
for the cosmologically-motivated model would be impor-
tant if we consider gauged Q-balls as realistic dark matter
model.
We have also found that for each K there is another
sequence of unstable solutions, which is separated from
the other sequence of the stable solutions. As |K| in-
creases, the two sequences approach; eventually at some
point in −1.07 < K < −1.06, the “recombination” of
the two sequences takes place. At first sight, this re-
combination looks strange. However, if we consider the
existing domain in the three-dimensional parameter by
regarding K as another parameter, it is described by a
simply connected surface. The “recombination” of the
two sequences is nothing but changing cross-sections of
the same surface.
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