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Abstract
A novel set of correction functions for flux reconstruction are defined us-
ing weighted Sobolev norms that allow an extension to spectral difference
schemes. Within this set, corrections that give increased rates of convergence
are found theoretically which do not suffer from a loss of explicit temporal
stability. Numerical experiments with Burgers’ turbulence and the Taylor-
Green vortex are then used to test, and ultimately confirm, the theoretical
findings: that the new correction function can improve numerical accuracy,
especially on under-resolved grids.
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1. Introduction
In recent decades discontinuous spectral element methods have emerged
as an attractive alternative to classical finite element and finite volume meth-
ods for high-order accurate numerical simulations on unstructured grids.
Such methods offer the promise of increased accuracy at reduced cost [1, 2].
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A popular example of such a method is the Flux Reconstruction (FR)
approach of Huynh [3]. Closely related to the lifting collocation penalty
(LCP) schemes of Gao and Wang [4, 5] and the correction procedure via
reconstruction (CPR) method of Haga et al. [6], the FR approach is inter-
esting in the sense that rather than defining one scheme it instead defines
an infinite family of schemes. This flexibility enables the FR approach to
recover several existing spectral element schemes. These include a nodal
form of the discontinuous Galerkin method of Reed and Hill [7] as described
in Hesthaven and Warburton [8] and, for a linear flux function, the spec-
tral difference (SD) schemes of Kopriva and Kolias [9], Liu et al. [10], and
Sun et al. [11]. The flexibility of the FR framework also enables the con-
struction of new and novel schemes.
In 2011, Vincent et al. [12] discovered a one-parameter family of cor-
rection functions, herein referred to as original stable FR (OSFR) schemes,
that lead to stable FR schemes for linear advection problems. This work
was subsequently extended to linear advection-diffusion problems by Cas-
tonguay et al. [13]. More recently Vincent et al. [14] identified a multi-
parameter family of linearly stable FR correction functions which are herein
referred to as the extended stable FR (ESFR) schemes. In a series of numer-
ical experiments, Vermeire and Vincent [15] observed that several of these
schemes are more stable for ILES simulations than NDG.
Further advancements have been made in correction functions with the
definition of generalised Sobolev stable FR (GSFR) [16] and generalised
Lebesgue stable FR (GLSFR) [17]. These approaches both vastly increase the
scope of FR. A pictorial illustration of the current space of FR schemes can
be seen in Fig. 1. However, despite this progress several questions around
what exactly a correction function is, and more aptly, how one should be
chosen, remain. To this end, in this paper we seek to extend the theoretical
understanding of FR correction functions. We shall accomplish this through
the application of a weighted Sobolev type norm—something which has previ-
ously been employed successfully within the summation-by-parts community.
The use of a weight function also makes it possible to establish additional
connections between FR and LCP. The result of this work is a further gen-
eralisation of the OSFR correction functions. This new family is capable of
recovering a range of different SD schemes (as opposed to the single scheme
recovered by OSFR), the lumped Chebyshev–Lobatto (LCL) of Huynh, along
with several entirely new schemes. The ability to recover the LCL scheme is
of particular note as heretofore, this scheme eluded a stability proof.
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Figure 1: Euler diagram to show the interconnection of the spaces of FR correction
functions: Nodal DG (NDG) [3]; original stable FR (OSFR) [18]; extended range sta-
ble FR (ESFR) [14]; generalised Sobolev stable FR (GSFR) [16]; generalised Lebesgue
stable FR (GLSFR) [17]. Some specific examples of specific schemes are given, notably
Huynh’s lumped Chebyshev–Lobatto (LCL) [3] scheme and the original Legendre spectral
difference (LSD) scheme [9, 3, 19]
The remainder of this paper is structured as follows. In section 2 we
provide an overview of the FR approach for a one-dimensional advection
problem. The one-parameter family of energy stable FR schemes are reviewed
in section 3. Our extension of these schemes is presented in section 4 with
stability being discussed in section 5. Connections between our new family of
schemes and the SD schemes are analysed in section 6. The explicit time-step
limits associated with our new family of schemes are reviewed in section 7.
The performance these schemes within the context of Burgers’ equation and
the compressible Navier–Stokes equations are assessed in section 8. Finally,
in section 9, conclusions are drawn.
2. Flux Reconstruction
Consider using the FR approach to solve the conservative equation:
∂u
∂t
+
∂f
∂x
= 0 (1)
within an arbitrary 1D domain Ω, where x is a spatial coordinate, t is time,
u = u(x, t) is a conserved scalar quantity, and f = f(u) is the flux of u in
the x direction.
3
The first stage of the FR approach involves partitioning Ω into N distinct
elements, each denoted Ωn = {x|xn < x < xn+1}, such that:
Ω =
N−1⋃
n=0
Ωn and
N−1⋂
n=0
Ωn = ∅. (2)
The solution u in Eq.(1) is approximated in each Ωn by u
δ
n = u
δ
n(x, t), which is
a polynomial of degree p within Ωn, and the flux f in Eq.(1) is approximated
in each Ωn by f
δ
n = f
δ
n(x, t), which is a polynomial of degree p + 1 within
Ωn. Consequently, a total approximate solution u
δ = uδ(x, t) and a total
approximate flux f δ = f δ(x, t) can be defined within Ω as
uδ =
N−1⋃
n=0
uδn ≈ u and f δ =
N−1⋃
n=0
f δn ≈ f, (3)
where no level of inter-element continuity in uδ is explicitly enforced. How-
ever, f δ is required to be C0 continuous at element interfaces.
The second stage of the FR approach involves transforming each Ωn to a
standard element Ωˆ = {ζ| − 1 ≤ ζ ≤ 1} via the mapping
ζ = Θn(x) = 2
(
x− xn
xn+1 − xn
)
− 1, (4)
which has the inverse
x = Θ−1n (ζ) =
(
1− ζ
2
)
xn +
(
1 + ζ
2
)
xn+1. (5)
Having performed such a transformation, the evolution of uδn within any
individual Ωn (and thus the evolution of u
δ within Ω) can be determined by
solving the following transformed equation within the standard element Ωˆ
∂uˆδ
∂t
+
∂fˆ δ
∂ζ
= 0, (6)
where
uˆδ = uˆδ(ζ, t) = Jnu
δ
n(Θ
−1
n (ζ), t) (7)
is a polynomial of degree p,
fˆ δ = fˆ δ(ζ, t) = f δn(Θ
−1
n (ζ), t), (8)
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is a polynomial of degree p+ 1, and the Jacobian is defined as Jn = (xn+1 −
xn)/2.
The third stage of the FR approach involves defining the degree p poly-
nomial uˆδ in terms of a nodal basis as follows
uˆδ =
p∑
i=0
uˆδi li, (9)
where li are Lagrange polynomials defined as
li =
p∏
j=0,j 6=i
(
ζ − ζj
ζi − ζj
)
, (10)
ζi (i = {0 . . . p}) are p + 1 distinct solution points within Ωˆ, and uˆδi = uˆδi (t)
(i = {0 . . . p}) are values of uˆδ at the solution points ζi.
The fourth stage of the FR approach involves constructing a degree p
polynomial fˆ δD = fˆ δD(ζ, t), defined as the approximate transformed dis-
continuous flux within Ωˆ. Specifically, fˆ δD is obtained via a collocation
projection at the p+ 1 solution points, and can hence be expressed as
fˆ δD =
p∑
i=0
fˆ δDi li, (11)
where the coefficients fˆ δDi = fˆ
δD
i (t) are simply values of the transformed flux
at each solution point ζi (evaluated directly from the approximate solution).
The flux fˆ δD is termed discontinuous since it is calculated directly from the
approximate solution, which is in general discontinuous between elements.
The fifth stage of the FR approach involves evaluating uˆδ at either end
of the standard element Ωˆ (i.e. at ζ = ±1). These values, in conjunc-
tion with analogous information from adjoining elements, are then used to
calculate numerical interface fluxes. The exact methodology for calculating
such numerical interface fluxes will depend on the nature of the equations
being solved. For example, when solving the Euler equations one may use a
Roe type approximate Riemann solver, or any other two-point flux formula
that provides for an upwind bias. In what follows the numerical interface
fluxes associated with the left and right -hand ends of Ωˆ (and transformed
appropriately for use in Ωˆ) will be denoted fˆ δIL and fˆ
δI
R respectively.
The penultimate stage of the FR approach involves constructing the de-
gree p+1 polynomial fˆ δ, by adding a correction flux fˆ δC = fˆ δC(ζ, t) of degree
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p+ 1 to fˆ δD, such that their sum equals the transformed numerical interface
flux at ζ = ±1, yet in some sense follows fˆ δD within the interior of Ωˆ. In
order to define fˆ δC such that it satisfies the above requirements, consider
first defining degree p + 1 correction functions hL = hL(ζ) and hR = hR(ζ)
which satisfy:
hL(−1) = 1, hL(1) = 0, (12)
and
hR(−1) = 0, hR(1) = 1, (13)
The exact form of hL and hR can be varied, determining various stability
and accuracy properties; in this sense the FR approach can be considered a
family of schemes. In particular, it has been shown that if hL and hR are
the right and left Radau polynomials respectively, then a collocation-based
nodal DG scheme is recovered and if hL and hR are set to zero at a set of p
points within Ωˆ, located symmetrically about the origin, then SD schemes
are recovered for a linear flux. A suitable expression for fˆ δC can now be
written in terms of hL and hR as:
fˆ δC = (fˆ δIL − fˆ δDL )hL + (fˆ δIR − fˆ δDR )hR, (14)
where fˆ δDL = fˆ
δD(−1, t) and fˆ δDR = fˆ δD(1, t). Using this expression, the de-
gree p+1 approximate transformed total flux fˆ δ within Ωˆ can be constructed
from the discontinuous and correction fluxes as follows
fˆ δ = fˆ δD + fˆ δC = fˆ δD + (fˆ δIL − fˆ δDL )hL + (fˆ δIR − fˆ δDR )hR. (15)
The final stage of the FR approach involves evaluating the divergence of
fˆ δ at each solution point ζi using the expression
∂fˆ δ
∂ζ
(ζi) =
p∑
j=0
fˆ δDj
dlj
dζ
(ζi) + (fˆ
δI
L − fˆ δDL )
dhL
dζ
(ζi) + (fˆ
δI
R − fˆ δDR )
dhR
dζ
(ζi). (16)
These values can then be used to advance uˆδ in time via a suitable temporal
discretisation of the following semi-discrete expression
duˆδi
dt
= −∂fˆ
δ
∂ζ
(ζi). (17)
The nature of a particular FR scheme depends on three factors: the lo-
cation of the solution points, the interface flux formulation, and the form
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of the correction functions. In his 2007 paper introducing FR, Huynh [3]
found that a collocation-based nodal DG scheme (NDG) is recovered if the
left and right correction functions are taken to be the right and left Radau
polynomials, respectively. He also showed how, at least for a linear flux func-
tion, it is possible for FR to recover any SD scheme. Moreover, Huynh also
presented several new and novel schemes with various stability and accuracy
properties.
Through a tensor-product construction the FR approach can be readily
extended to handle quadrilateral and hexahedral elements. Further details
can be found in [3, 20].
3. OSFR Schemes
In the preceding section we introduced the FR approach and how correc-
tion functions are used to form a piecewise continuous solution. The exact
definition of the correction function is the main concern of the present work.
Before presenting our extension of the OSFR schemes, it is useful to review
the key results from the original OSFR paper of Vincent et al. [12]. Specifi-
cally, the OSFR corrections functions are obtained by setting:
hL =
(−1)p
2
[
Lp − ηpLp−1 + Lp+1
1 + ηp
]
,
and
hR =
1
2
[
Lp +
ηpLp−1 + Lp+1
1 + ηp
]
,
where Lp = Lp(ζ) is a Legendre polynomial of degree p and
ηp =
c(2p+ 1)(app!)
2
2
and ap =
(2p)!
2p(p!)2
,
with c being a free scalar parameter which must lie within the range
−2
(2p+ 1)(app!)2
< c <∞.
Such correction functions satisfy∫ 1
−1
hL
∂uˆδ
∂ζ
dζ − c∂
puˆδ
∂ζp
dp+1hL
dζp+1
= 0,
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and ∫ 1
−1
hR
∂uˆδ
∂ζ
dζ − c∂
puˆδ
∂ζp
dp+1hR
dζp+1
= 0.
This property ensures that the resulting scheme will be linearly stable in the
broken-Sobolev type norm:
N∑
n=1
‖uˆδn‖2W c2 =
N∑
n=1
∫ xn+1
xn
(uδn)
2 +
c
2
J2pn
(
∂puδn
∂xp
)2
dx. (18)
i.e. the energy is sufficiently constrained to give a bounded functional space
of solutions.
4. Weighted Energy Stability
Following on from the definition of OSFR, we may define the weighted
Sobolev norm [21] in the reference domain as:
‖uˆδ‖2W ι,w2 =
∫ 1
−1
((
uˆδ
)2
+ ι
(
∂puˆδ
∂ζp
)2)
(1− ζ)α(1 + ζ)βdζ (19)
noting that we have chosen to use ι = c/2 from comparison with section 3.
Thus, the criterion on energy stability in time for a finite polynomial solution
is that:
d
dt
‖uˆδ‖2W ι,w2 =
d
dt
∫ 1
−1
((
uˆδ
)2
+ ι
(
∂puˆδ
∂ζp
)2)
wα,β(ζ)dζ 6 0 (20)
where
wα,β(ζ) = (1− ζ)α(1 + ζ)β (21)
and for brevity we will define the average as:
1
2
∫ 1
−1
wα,β(ζ)dζ = wα,β (22)
Let us now consider applying FR to a linear advection problem. Without
loss of generality we shall assume a unit convection velocity such that f(u) =
u. It follows that:
duˆδ
dt
= −∂uˆ
δ
∂ζ
− (uˆδIL − uˆδL)
dhL
dζ
− (uˆδIR − uˆδR)
dhR
dζ
(23)
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Previously, for the proof of OSFR, Eq.(23) would be multiplied by uˆδ and
integrated over the reference domain. However, as we want to use a weight
function, we will shall defer this integration step, as this simplifies the use of
the product rule. Multiplying Eq.(23) by uˆδ we obtain:
uˆδ
duˆδ
dt
= −uˆδ ∂uˆ
δ
∂ζ
− (uˆδIL − uˆδL)uˆδ
dhL
dζ
− (uˆδIR − uˆδR)uˆδ
dhR
dζ
(24)
for which the product rule can be used to get:
1
2
d(uˆδ)2
dt
= −1
2
∂(uˆδ)2
∂ζ
− (uˆδIL − uˆδL)
(
∂hLuˆ
δ
∂ζ
− hLduˆ
δ
dζ
)
− (uˆδIR − uˆδR)
(
∂hRuˆ
δ
∂ζ
− hRduˆ
δ
dζ
) (25)
This step is important as it allows the formation of the conserved variable
at the interface as well ensuring that only derivatives of uˆδ are present. We
may now proceed to multiply by the weight function and integrate over the
reference domain as:
1
2
d
dt
∫ 1
−1
(
uˆδ
)2
wα,βdζ =− 1
2
∫ 1
−1
∂(uˆδ)2
∂ζ
wα,βdζ
− (uˆδIL − uˆδL)
∫ 1
−1
(
∂hLuˆ
δ
∂ζ
− hLduˆ
δ
dζ
)
wα,βdζ
− (uˆδIr − uˆδR)
∫ 1
−1
(
∂hRuˆ
δ
∂ζ
− hRduˆ
δ
dζ
)
wα,βdζ
(26)
Now proceeding to form the second component of the weighted Sobolev norm
we first take the pth spatial derivative of Eq.(23):
d
dt
∂puˆδ
∂ζp
= −∂
p+1uˆδ
∂ζp+1
− (uˆδIL − uˆδL)
dp+1hL
dζp+1
− (uˆδIR − uˆδR)
dp+1hR
dζp+1
, (27)
Given uˆδ is a pth order polynomial, Eq.(27) may be multiplied by the pth
derivative of uˆδ and integrated over the reference domain with the weighting
function to give:
1
2
d
dt
∫ 1
−1
(
∂puˆδ
∂ζp
)2
wα,βdζ =− 2(uˆδIL − uˆδL)
∂puˆδ
∂ζp
dp+1hL
dζp+1
wα,β
− 2(uˆδIR − uˆδR)
∂puˆδ
∂ζp
dp+1hR
dζp+1
wα,β
(28)
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This simplification can be made due to the respective orders of uˆδ, hL, and
hR. The factor of two on the right-hand side can be understood to originate
from the definition of wα,β, see Eq. (22). To now form the complete weighted
Sobolev norm, we take Eq.(26) and add ι times Eq.(28) as:
1
2
d
dt
∫ 1
−1
((
uˆδ
)2
+ ι
(
∂puˆδ
∂ζp
)2)
wα,βdζ =− 1
2
∫ 1
−1
∂(uˆδ)2
∂ζ
wα,βdζ
− (uˆδIL − uˆδL)
∫ 1
−1
(
∂hLuˆ
δ
∂ζ
− hLduˆ
δ
dζ
)
wα,βdζ
− (uˆδIr − uˆδR)
∫ 1
−1
(
∂hRuˆ
δ
∂ζ
− hRduˆ
δ
dζ
)
wα,βdζ
− 2(uˆδIL − uˆδL)ι
∂puˆδ
∂ζp
dp+1hL
dζp+1
wα,β
− 2(uˆδIR − uˆδR)ι
∂puˆδ
∂ζp
dp+1hR
dζp+1
wα,β
(29)
Hence, by analogy to Vincent et al. [18] and section 3, if the following con-
ditions are imposed on the correction function when uˆδ is a pth order poly-
nomial: ∫ 1
−1
(
hL
duˆδ
dζ
)
wα,βdζ − ι∂
puˆδ
∂ζp
dp+1hL
dζp+1
∫ 1
−1
wα,βdζ = 0 (30)∫ 1
−1
(
hR
duˆδ
dζ
)
wα,βdζ − ι∂
puˆδ
∂ζp
dp+1hR
dζp+1
∫ 1
−1
wα,βdζ = 0 (31)
for uˆδ = O(ζp), then
1
2
d
dt
∫ 1
−1
((
uˆδ
)2
+ ι
(
∂puˆδ
∂ζp
)2)
wα,βdζ =− 1
2
∫ 1
−1
∂(uˆδ)2
∂ζ
wα,β(ζ)dζ
− (uˆδIL − uˆδL)
∫ 1
−1
(
∂hLuˆ
δ
∂ζ
)
wα,βdζ
− (uˆδIr − uˆδR)
∫ 1
−1
(
∂hRuˆ
δ
∂ζ
)
wα,βdζ
(32)
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In order to find correction functions that can meet the conditions of Eq.(30 & 31)
we need to define the projection of uˆδ and hL into the Jacobi polynomial ba-
sis:
uˆδ =
p∑
i=0
u˜iJ
(α,β)
i and hL =
p+1∑
i=0
h˜L,iJ
(α,β)
i and hR =
p+1∑
i=0
h˜R,iJ
(α,β)
i
(33)
Before proceeding we will lay out some results for Jacobi polynomials that
will be used throughout, firstly the orthogonality condition:∫ 1
−1
J (α,β)m J
(α,β)
n wα,βdζ =
2α+β+1
2n+ α + β + 1
Γ(n+ α + 1)Γ(n+ β + 1)
n!Γ(n+ α + β + 1)︸ ︷︷ ︸
q
(α,β)
n
δmn
(34)
where Γ(x) is the gamma function and δmn is the Kronecker delta function.
Secondly, it will be useful to differentiate a Jacobi polynomial and express
the result as a series of Jacobi polynomials in the same basis. From Doha [22]
we find:
dmJ
(α,β)
n
dζm
= 2−m(n+ α + β + 1)m
n−m∑
i=0
Dn−m,i(α+m,β +m,α, β)J
(α,β)
i (35)
where
Dj,i(γ, δ, α, β) =
(j + γ + δ + 1)i(i+ γ + 1)j−iΓ(i+ α + β + 1)
(j − i)!Γ(2i+ α + β + 1) ×
3F2
(
i− j, j + i+ γ + δ + 1, i+ α + 1
i+ γ + 1, 2i+ α + β + 2
; 1
) (36)
We define here that (x)i is the rising Pochhammer function and 3F2(. . . ; z)
is the 3-2 generalised hypergeometric function [23, 24]. In the interest of
brevity in later sections we will also define the constant:
b(α,β)p =
dpJ
(α,β)
p
dζp
= 2−p(p+ α + β + 1)p (37)
With these definitions, we may now substitute Eq.(33) into Eq.(30) to get
the condition:∫ 1
−1
( p+1∑
i=0
p∑
j=0
h˜L,iu˜jJ
(α,β)
i
dJ
(α,β)
j
dζ
)
wα,βdζ − ιu˜ph˜L,p+1b(α,β)p b(α,β)p+1 q(α,β)0 = 0
(38)
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To solve this integral condition we may constrain h˜L, without loss of gener-
ality, to only have terms in p − 1, p and, p + 1. We then observe that the
only contribution to the equality in Eq.(38) is from the p − 1th term of h˜L.
Therefore, if we can find a closed form of Dp−1,p−1(α+ 1, β + 1, α, β) we can
relate h˜L,p−1 to h˜L,p+1 through ι. Hence, substituting the values into Eq.(36)
we find that the hypergeometric function component becomes 3F2(0, . . . ; 1)
and, from the definition of the rising Pochhammer function, this must have
a value of unity, hence we may write:
Dp−1,p−1(α + 1, β + 1, α, β) =
(2p+ α + β − 1)(2p+ α + β)
2(p+ α + β)
(39)
which leads to:
ι =
h˜L,p−1
h˜L,p+1
(
(p+ α + β + 1)(p+ α + β + 2)p−1q
(α,β)
p−1
2(p+ α + β)p−1b
(α,β)
p b
(α,β)
p+1 q
(α,β)
0︸ ︷︷ ︸
Ap
)
(40)
Using the fact that hL(−1) = 1 and hL(1) = 0 we find:
(−1)p = h˜L,p
(
(β + 1)p
p!
)[(
p+ α
p+ β
)
ιp(p+ 1) + (p+ β)(p+ β + 1)Ap
ιp(p+ 1) + (p+ α)(p+ α + 1)Ap
+ 1
]
︸ ︷︷ ︸
κ
(α,β)
p
(41)
h˜L,p+1 = − ApJ
(α,β)
p (1)h˜L,p
ιJ
(α,β)
p−1 (1) + ApJ
(α,β)
p+1 (1)
= − Ap(p+ 1)(p+ α)h˜L,p
ιp(p+ 1) + (p+ α + 1)(p+ α)Ap
(42)
Putting this all together we obtain:
hL =
(−1)p
κ
(α,β)
p
(
J (α,β)p −
ι(p+ 1)(p+ α)J
(α,β)
p−1 + (p+ 1)(p+ α)ApJ
(α,β)
p+1
ιp(p+ 1) + (p+ α + 1)(p+ α)Ap
)
(43)
hR =
1
κ
(α,β)
p
(
J (α,β)p +
ι(p+ 1)(p+ α)J
(α,β)
p−1 + (p+ 1)(p+ α)ApJ
(α,β)
p+1
ιp(p+ 1) + (p+ α + 1)(p+ α)Ap
)
(44)
5. Limits on Stability
In order for the correction function to be stable Eq.(20) must be satisfied.
Moreover, the norm described by Eq.(19) must indeed be a norm; i.e. it must
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be positive, definite, homogeneous, and obey the triangle inequality. Of par-
ticular concern to us is the positivity condition for the remaining conditions
follow immediately due to the linear nature of differentiation. Hence, it is
required that:
0 < ‖uˆδ‖2W ι,w2 =
∫ 1
−1
((
uˆδ
)2
+ ι
(
∂puˆδ
∂ζp
)2)
(1− ζ)α(1 + ζ)βdζ <∞ (45)
for uˆδ 6= 0. Therefore, following the method of [18] we can substitute Eq.(33)
into Eq.(45) as:
0 <
p∑
i=0
u˜2i q
(α,β)
i + ι
(
b(α,β)p
)2
q
(α,β)
0 <∞ (46)
Then grouping terms of the same order:
0 <
p−1∑
i=0
u˜2i q
(α,β)
i +
(
q(α,β)p + ι
(
b(α,β)p
)2
q
(α,β)
0
)
u˜2p <∞ (47)
As u˜2i is always positive, the limit on the value of ι is:
− ιcrit = − q
(α,β)
p(
b
(α,β)
p
)2
q
(α,β)
0
6 ι <∞ (48)
The value of ιcrit can be evaluated in a closed form that shows it is always
positive, and hence quasi-DG (qDG) schemes (ι = 0) will always have a
positive norm, leading us expect a large region of stability.
ιcrit =
q
(α,β)
p(
b
(α,β)
p
)2
q
(α,β)
0
=
(
α + β + 1
2p+ α + β + 1
)(
(α + 1)p(β + 1)p
(α + β + 1)p
)
×(
2p
(p+ α + β + 1)p
)2 (49)
To show this is compatible with previous work, let us suggest (α, β) = (0, 0).
Remembering that (1)p = p!, we get:
q
(0,0)
p(
b
(0,0)
p
)2
q
(0,0)
0
=
(p!)3
(2p+ 1)
(
2p
(2p)!
)2
(50)
Which is identical to the result of section 3 where ι = c/2.
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6. Spectral Difference Schemes
It has been shown [3, 19, 18] that FR is able to recover SD schemes [9,
10, 11] for equation sets with linear and homogeneous flux functions. The
implication being that the treatment of aliasing, introduced by non-linear or
heterogeneous flux functions, is different in FR to a native SD scheme. To
obtain an SD scheme within FR the roots in the interior of the reference
domain for the left and right corrections functions must be the same, i.e.
hL(ζz) = hR(ζz) = 0 for ζz ∈ (−1, 1).
The simplest method of achieving this is by prescribing the interior ze-
ros to be a set of quadrature points. In the first proof of energy stability
of SD schemes the canonical Gauss–Legendre quadrature [19] was utilised,
but other quadratures have been considered, for example Lui et al. [10] saw
the potential for a Gauss–Legendre–Lobatto quadrature. As the choice of
quadrature is arbitrary, it is proposed that this be extended to the full set of
Gauss–Jacobi quadratures, where the pth Gauss–Jacobi points are the roots
of the pth order Jacobi polynomial [25]. These give rise to the correction
functions:
hL,SD =
(1− ζ)
2
J
(α,β)
p (ζ)
J
(α,β)
p (−1)
and hR,SD =
(1 + ζ)
2
J
(α,β)
p (ζ)
J
(α,β)
p (1)
(51)
where the correction functions are normalised for the edge value, as Jacobi
polynomials do not guarantee unit magnitude at ±1. The recurrence relation
for Jacobi polynomials [26] leads us to the following form:
hL,SD =
(
− (p+ α)(p+ β)
(2p+ α + β + 1)(2p+ α + β)
J
(α,β)
p−1
+
1
2
(
1 +
α2 − β2
(2p+ α + β + 2)(2p+ α + β)
)
J (α,β)p
− (p+ 1)(p+ 1 + α + β)
(2p+ α + β + 1)(2p+ α + β + 2)
J
(α,β)
p+1
)
(−1)pΓ(p+ 1)Γ(β + 1)
Γ(p+ β + 1)
(52)
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and
hR,SD =
(
(p+ α)(p+ β)
(2p+ α + β + 1)(2p+ α + β)
J
(α,β)
p−1
+
1
2
(
1− α
2 − β2
(2p+ α + β + 2)(2p+ α + β)
)
J (α,β)p
+
(p+ 1)(p+ 1 + α + β)
(2p+ α + β + 1)(2p+ α + β + 2)
J
(α,β)
p+1
)
Γ(p+ 1)Γ(α + 1)
Γ(p+ α + 1)
(53)
The advantage of this method of extending the set of SD correction func-
tions is that we may use the work of the previous section in order to prove
the theoretical energy stability. We therefore assert:
Lemma 6.1. SD Energy Stability. A given SD correction function with
α, β ∈ (−1,∞) will always give the ‖uˆδ‖W ι,w2 to be positive and hence is a
valid norm.
Proof. Using Eq.(40) to produce an expression of ι for SD schemes, which,
after normalisation by ιcrit, gives:
ιSD
ιcrit
=
p
p+ 1
(54)
As ιcrit is always positive, so must ιSD always be positive.
Lastly, we will note that this definition of SD schemes may be extended
to include all quadratures in [−1, 1] by defining the correction function as:
hL =
(1− ζ)
2
J
(α,β)
m (ζ)
J
(α,β)
m (−1)
for |m|1 = p (55)
where m = (m1,m2 . . . ) is a multiindex and (α, β) may vary with mi. This
is included for completeness, however the focus will put on the Jacobi SD
function of Eq.(51).
To briefly touch on some characteristics of the Jacobi SD correction func-
tions, consider the Gauss–Jacobi quadratures that make up the interior zeros
of the correction functions. Figure 2 aims to demonstrate how the quadrature
is effected by the variation of α and β, primarily that for α = β the quadra-
ture is symmetric. Furthermore, in the limit as α, β → −1 the quadrature
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gets pinned to the edges and as α, β →∞ the quadrature gets compressed to
the middle. The effect this has for the case when α 6= β is that the left and
right correction functions are not symmetric, with the zeros biased towards
one of the edges.
−1 −0.5 0 0.5 1
α = −1, β = 10
−1 −0.5 0 0.5 1
α = β = 10
−1 −0.5 0 0.5 1
α = β = −1
−1 −0.5 0 0.5 1
α = 10, β = −1
−1 −0.5 0 0.5 1
α = β = 0
Figure 2: Selected Gauss-Jacobi quadratures for n = 4.
7. Convergence and CFL Study
In the previous sections we introduced a new class of energy stable correc-
tion functions and demonstrated how these functions can be used to recover a
range of new and novel schemes. In this section we shall seek to characterise
the numerical properties of these schemes. Our focus will be on two specific
subsets: qDG schemes which correspond to choices of (α, β) for which ι = 0;
and the SD schemes of Section 6.
The analytical means by which we will assess the behaviour of different
corrections is via the rate of convergence of the solution with mesh refinement
and the explicit temporal integration (CFL) limit. Rate of convergence has
previously been studied for DG via FR [27], but we will extend this analysis
by varying the correction function.
If we introduce the semi-discretised form of the linear advection equation
for plane waves with wavenumber k and unit wave speed
∂uδj
∂t
= −Q(k)uδj (56)
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The exact details of the definition of Q are not included as this is secondary
to the aim of the paper, however details can be found in several works[3, 12,
27, 28]. Then defining the diagonalisation of Q as:
Q = ikWΛW−1 (57)
By diagonalising the semi-discrete operator in this manner, where W is the
eigenvector matrix and Λ = diag(λ0 . . . λp), we may form the initial interpo-
lation of the solution as:
uδj(t = 0) = exp (ikxj)Wv0 = exp
(
ik
(
Jj(ζ + 1) + xj
))
(58)
To calculate the rate of convergence, we need to monitor the semi-discrete er-
ror of the solution for different grid spacings. The derivation of the analytical
semi-discrete and fully-discrete error can be found from Asthana et al. [27]
and Trojak et al. [28] and, as the derivation is secondary to the aim, here we
will jump to the end result for the semi-discrete error.
ej(t, J) = u
δ
j(t)−uj(t) = exp (ik(xj − t))
p∑
n=0
(
exp (ikt(λn + 1))−1
)
v0,nwn
(59)
Here wn is the n
th column vector of W. If we define the `2 norm of the error
as ‖e(t, J)j‖2 = E(t, J)j then the grid convergence rate is:
rh(t) =
log (E(t, J1)j)− log (E(t, J2)j)
log J1 − log J2 (60)
where J1 and J2 are the Jacobians of the two grids over which the convergence
rate is to be calculated.
The second method used to understand these new correction functions is
analysis of the explicit temporal integration stability. The importance of this
is that, as is often the case in numerical methods, there is a trade off between
spatial accuracy and temporal stability. We wish to know if a compromise can
be found or if a scheme exists that breaks this trade off, being both accurate
and temporally stable. To investigate the maximum stable time step we will
use von Neumann’s stability conditions [29] on the fully discretised form:
uδ,n+1j = R(Q(k))u
δ,n
j (61)
where R is the update matrix that advances the solution from the nth time
level to the n + 1th level. The definition of the update matrix varies with
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explicit integration method. As an example consider, forward Euler R = I−
τQ, where τ is the explicit time step and I is the identity matrix. Therefore,
von Neumann’s theorem states that for stability the spectral radius must
be less than unity ρ(R) 6 1 or, in other words, from Banach’s fixed point
theorem [30], the update matrix must cause a contraction.
7.1. Quasi-DG
As has already been described these are the set of schemes where, for a
given α & β, the correction parameter is set as ι = 0. In the case of α = β = 0
this is known to be equivalent to Nodal DG. Therefore, when the space of
correction functions is extended using the Jacobi weighting function, the set
of schemes may be considered to be quasi-DG (qDG) for the different bases.
The property that sets DG apart from other correction functions is that it
achieves super-convergence of the `2 error at the solution points [3, 27, 31,
32, 20], i.e. for sufficiently smooth and well resolved specific cases, the rate
of error convergence can be of order 2p+1, whereas other FR schemes would
normally be expected to obtain less.
Because of this feature we will initially look at the rate of convergence
of the qDG, with a focus on the case when α = β, i.e. symmetric weight
functions. There are two rates of convergence that can be considered, the
initial rate as t → 0 and the long time rate as t → ∞, with the initial
rate being dictated by the secondary modes and the long time rate by the
primary mode. Due to the secondary modes having very short half-lives at a
well-resolved wavenumbers [28], we consider the most important convergence
rate to be rh(t)→∞, and this is shown in Figure 3. It is evident then that
for both the central difference and upwinded interface case improvement may
be made to the rate of convergence over standard DG schemes. It may be
possible, then, to improve the practical performance of FR using a qDG
scheme.
Second, we go on to study the stability of the qDG once the tempo-
ral integration is discretised. For this we will make use of low storage RK
schemes [33] as they can be simply added to FR schemes practically and do
not prohibitively increase memory usage, a major concern with the current
cost of graphics RAM.
Figure 4 then shows that for both RK33 and RK44, as α or β is decreased
the CFL limit is reduced. Furthermore, as β → −1 temporal stability is lost,
and in order to understand this it can be useful to consider the shape of
the correction function as β → −1 which is shown in Figure 5. From this
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(a) Upwinded interfaces.
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(b) Central differenced interfaces.
Figure 3: Variation of the rate of error convergence with grid for quasi-DG correction
functions, (ι = 0) when, p = 4, α = β, J2/J1 = 0.5, k = 3pi/4 and, t/T = 1000. The
dotted line is for α = β = 0.
(a) p = 4, RK33. (b) p = 4, RK44.
Figure 4: CFL limit of various temporal integration methods for ι = 0 with upwinded
interfaces. The dashed line is for α = β and the dotted lines are α = 0 and β = 0.
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β→-1
β→-1
Figure 5: qDG, p = 4, correction functions for α = 0 as β → −1 from β = 0.
it is evident that the maximum gradient increases, with significant changes
occurring across the whole domain. This is the opposite of what Huynh [3]
proposed as good characteristics for temporal stability, where most of the
gradient was lumped at one end.
7.2. Spectral Difference
Spectral Difference via FR is often considered in some sense as being a
canonical FR correction function [3, 18, 34, 15]. This is with good rea-
son as its dispersion and dissipation characteristics are quite favourable [12].
Yet the Jacobi generalisation allows us to extend the definition of the SD
correction functions, allowing us to investigate whether yet more favourable
characteristics can be achieved. To restrict the space of possible functions
we will use a detail outlined in section 6, that in the case of α 6= β the cor-
rection functions are not symmetric about ζ = 0. This will bias convection
due to directional variation in the phase and group velocities, which for most
practical calculations would be unacceptable. Because of this our study into
the rate of convergence will focus on the case of α = β.
The long time rate of convergence is then presented in Figure 6 for both
upwinded and central differenced interfaces. In both cases, it is clear that
improvements may be made. This improvement is only minor in the case
of upwinded interfaces, however when the interface is centrally differenced,
a three order increase in the rate of convergence can be seen for α = β ≈
2 × 10−2. This is similar in size to the increase seen for qDG with central
differencing.
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(b) Central differenced interfaces.
Figure 6: Variation of the rate of error convergence with grid for SD correction functions
when, p = 4, α = β, J2/J1 = 0.5, k = pi/2 and, t/T = 1000. The dotted line is for
α = β = 0.
After the peak rate of convergence, there is a sharp drop off in the rate of
convergence towards unity order. A similar drop off in Figure 6a is also seen
but closer to the peak value. When practically implemented, an approximate
Riemann solver is used across the interface, which is likely to give a mix of
upwinding and central flux — so the rate of convergence will vary somewhere
between the Figure 3a & 3b. Because of this, to avoid hitting the penalty of
the sharp decrease in order as the degree of upwinding changes, it may be
more robust to use an α = β value closer to 5 × 10−3 (the upwind optimal)
rather than the central optimal value.
To ensure that the increased rates of convergence seen in Fig. 6 are not due
to serendipitous interaction of errors, the development of the error with time
is shown in Fig. 7. It is clear that the wavenumebr used in the calculation of
the rate of convergence is in the well resolved region, where the error is low.
Therefore, it can be concluded that the increased rate of convergence is not
due to chance cancellation of errors.
Again, when using these correction functions practically, a method of
discrete time integration will be used. Figure 8 displays the CFL limit for p =
4 for two low storage RK explicit temporal integration schemes. It is evident
that, although previously we showed that ιSD would lead to the norm always
being positive. This, together with the result for qDG, indicates that the
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(a) Upwinded interfaces
α = β = 5× 10−3
(b) Central differenced interfaces
α = β = 5× 10−2
Figure 7: Variation of error with time and normalised wavenumber (kˆ = k/(p+ 1)) for SD
correction functions with optimal convergence from Figure 6, p = 4, ∆x = 1.
(a) p = 4, RK33. (b) p = 4, RK44.
Figure 8: CFL limit of various temporal integration methods for Jacobi SD with updinded
interfaces. The dashed line is for α = β and the dotted lines are α = 0 and β = 0.
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critical value of ι is a necessary but not sufficient condition for stability and
that additional contributions from Eq.(32) will further restrict the stability.
This is not unexpected, as when α, β < 0 it is clear that the weight function
is ill-defined at the end-points; something which is not reflected in the value
of ιcrit. However, ιcrit is not without merit and Figures 4 & 8 clearly show that
there is a well-defined stable region of correction functions which contain the
optimal points found in Figures 3 & 6. In the case of optimal SD, the CFL
limit is approximately the same as for the original SD scheme (α = β = 0)
and the performance will be further explored in the next section.
For completeness, we include in Figure 9 the dispersion and dissipation
relationships for the correction functions that give optimal rates of conver-
gence. These relations can be extracted from the diagonal matrix Λ and
for the case of central differenced interfaces the dissipation is zero. The
dispersion relations for central differenced interfaces are also split between
two modes, one active at low frequencies and the other active at high fre-
quencies. Because of this we have included both modes. Comparison made
between these relations and their OSFR counterparts found previously by
Vincent et al. [12] show that the difference is only slight. This should give
us confidence that the correction functions found will at least provide a rea-
sonable answer practically.
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Figure 9: Dispersion (<(ωˆ)) and dissipation (=(ωˆ)) relations of the SD and qDG p = 4
correction functions found to give improved rates of convergence.
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8. Numerical Experiments
8.1. Burgers’ Turbulence
We will begin our numerical evaluation of the derived schemes by inves-
tigating their behaviour when applied to the 1D turbulent viscous Burgers
equation [35]. The 1D viscous Burger’s equation is defined as:
∂u
∂x
+
1
2
∂u2
∂x
= µ
∂2u
∂x2
(62)
Here µ is the diffusivity and, following the investigations of San [36] and
Alhawwary et al. [37], it is set as µ = 2×10−4. The solution of this equation,
due to the diffusion term, experiences a cascade of energy from the large
scales to the small scales [35]. This energy cascade can subsequently be
derived from the closed form of the solution of Hopf [38]. This case is of
importance as it can give some indication of the behaviour of the numerical
scheme when applied to Navier–Stokes turbulence, due to analogies in the
mechanisms. The energy spectra used to derive the initial velocity field is
defined as:
E(k, t = 0) =
Ak4
k50
exp
(− (k/k0)2) (63)
with
A =
2
3
√
pi
and k0 = 10 (64)
on a 1D periodic domain Ω = [0, 2pi]. This leads to E(k, 0) having a maxi-
mum value at k = 13, where k ∈ N. This initial condition is chosen as it is
known to transition to a clear −k2 energy cascade. Therefore, the velocity
field in the spatial domain may be written as:
u(x) =
kmax∑
k=0
√
2E(k, 0) cos (kx+ 2piΦ(k)) + u (65)
where 2piΦ(k) ∈ (0, 2pi] is a random phase angle, kmax is that maximum
wavenumber set here to 2048, and u is the mean velocity. For the recovery
of an initial turbulence intensity of 0.66%, we will set u = 75 [39, 37]. To
maintain a constant temporal filter width with RK44 integration, the initial
CFL number (u∆t/∆x) will be held at 0.057 . This CFL number is equivalent
to ∆t = 2× 10−5 for n = 1200, p = 4 as was used by Alhawwary et al. [37].
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Figure 10: Burgers’ turbulence energy spectra of FR, p = 4, with SD correction functions
α = β = 0, DoF = 1200, ∆t = 2× 10−5.
The primary means of evaluating schemes for this case will be through
the energy spectra. In order to reduce variability due to the random phases,
spectra are averaged over runs from 100 unique initialisations. Studying
Figure 10a, it can be seen that after 0.1s the expected energy cascade has
become established. A feature that is commonly seen when numerical solving
this equation with ILES is the resonant peak—in this case at k ≈ 100. This
peak has previously been explained [36] as a pile up of energy at the smallest
scales due to under-dissipation. Therefore, if a scheme is to be used for
implicit LES, it is advantageous to reduce the size of this resonant peak.
In order to understand the impact of the correction function on this res-
onance behaviour we shall begin by taking the energy spectra E(k) and
multiplying it by k2. Any resonance will therefore show itself as a peak
in what should otherwise be a flat line, see Figure 10b. This peak is then
parameterised by Q-factror, drawn from stability theory, which is defined as:
Q =
k0
k2 − k1 (66)
Here k0 is the wavenumber of the resonance peak, and k1 and k2 are the half
power wavenumbers i.e. the wavenumbers for the peak −3dB. An example
of the modified energy spectra, together with the locations of k1 and k2, is
shown in Figure 10b. The Q-factor of this example is 1.845. Q-factor is an
indicator of the dissipation that is occurring with in the system, with higher
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Q-factors implying less dissipation and vice versa. A second parameter we
will examine is the cut-off wavenumber, which is defined as the wavenumber
at which the value of E(k)k2 drops by 3dB from the level of the plateau.
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Figure 11: Burgers’ turbulence parametrisation for FR, p = 4, at t = 0.1 for various
correction functions.
Figure 11 displays the Q-factor and cut-off wavenumber for qDG and SD,
exploring the behaviour of α = β for two different degree of freedom counts;
n = 1200 and n = 2400. Studying Figure 11a there is a region −0.4 <
(α = β) <≈ 0.1 where the Q-factor is largely invariant with the correction
function. Then, as α = β is increased the Q-factor rises, with qDG rising
slightly sooner than SD. However, around α = β ≈ 0.2 the Q-factor for SD
overtakes that of qDG. The findings of the cut-off wavenumber are displayed
in Figure 11b. These show that qDG has a higher cut-off wavenumber than
SD and that, within the range tested, the cut-off frequency rises as α = β is
increased. These two findings suggest that, for the simulation of turbulent
phenomena, a good correction function is in the vicinity where 0 < α =
β < 0.2. However, the exact position of an optimal correction function for
Navier–Stokes turbulence will be dependent on the relative importance of
Q-factor and cut-off wavenumber.
8.2. Taylor–Green Vortices
We shall now consider applying our new correction functions to the com-
pressible Navier–Stokes equations. This will inform us if practical improve-
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ments have been made and if theoretical expectations and the expecta-
tion of section 8.1 align with Navier–Stokes turbulence. The case under
consideration is the Taylor–Green Vortex (TGV) [40], simulated with im-
plicit LES (ILES). The implication of this is that no explicit sub-grid-scale
model and no filtering will be used. It was previously demonstrated by Ver-
meire and Vincent [15] that FR applied as ILES can be beneficial when flow
physics is under-resolved. Therefore, we will also investigate the performance
of the proposed FR schemes as cell Reynolds numbers is varied for the TGV.
Performance will be evaluated by two metrics, kinetic energy dissipation and
enstrophy based dissipation rate, respectively defined as:
1 = − 1
2ρ0U20 |Ω|
d
dt
∫
Ω
ρ(u · u)dx (67)
2 =
µ
(ρ0U0)2|Ω|
∫
Ω
ρ(ω ·ω)dx (68)
where |Ω| is the volume of the domain Ω, U0 is a characteristic velocity, and
ρ0 is the stagnation density. For this case we will use the initial conditions for
[ρ, u, v, w, p]T as is set out in DeBonis [41] with the non-dimensional constants
set as:
Re = 1600 =
ρ0U0L
µ
, Pr = 0.71 =
µγR
κ(γ − 1) , Ma = 0.08 =
U0√
γRT0
(69)
where we will set the characteristic velocity to be U0 = 1; the characteristic
length scale to be L = 1; and the stagnation density to be ρ0 = 1. With
such a low Mach number, this case may be considered incompressible, hence
we should see that 1 = 2 and any deviation will highlight under-resolution.
This has previously been used to assess the impact of polynomial order on
the resolution of this case in many investigations.
The domain of interest is Ω = [−pi, pi]3, which is uniformly subdivided
to produce a regular cuboid mesh of elements. Inside of each element the
solution and flux points are taken to be a tensor-product construction of
Gauss–Legendre quadrature points. Inviscid fluxes are calculated using a
Rusanov type approximate Riemann solver [42] with Davis [43] wave speeds.
Viscous fluxes are handled using the BR1 approach of Bassi and Rebay [44,
45].
We will begin by evaluating the performance of the SD correction function
found in section 7. Again, we note here that SD via FR and native SD are
28
0 5 10 15 20
0
0.2
0.4
0.6
0.8
1
1.2
1.4
·10−2
α = β
 1
(a) Kinetic energy dissipation
0 5 10 15 20
0
0.2
0.4
0.6
0.8
1
1.2
1.4
·10−2
α = β
 2
(b) Enstrophy based dissipation
Figure 12: Comparison of the Jacobi SD correction function (α = β = 2.1 × 10−2) with
the SD correction function recovered by OSFR for two under-resolved grids.
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only identical for linear homogeneous equation sets. In Figure 12, we compare
two grids that are marginally underresolved. For the TGV small scales are
generated at times approximately in the range 3 < t < 7. Moderate levels
of over-dissipation around these times are indicative of dispersion due to
under-resolution. Looking at 1 and comparing against the reference line we
observe similar performance for both SD schemes. However, looking at 2 it
is clear that on both grids the Jacobi SD correction function has an improved
dissipation rated compared with the SD scheme recovered by OSFR. These
results begins to suggest that this family of Jacobi correction functions may
enable us to better tune the implicit filter of FR for ILES.
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Figure 13: Time averaged error in dissipation rates for the Taylor–Green Vortex, p = 4,
with symmetric Jacobi SD correction functions.
In order to explore this further, we will investigate how the error in the
dissipation varies with time over a range of Jacobi SD correction functions at
different grid resolution levels. For this investigation we will us the l2 error
in 1 and 2 which we will define as ‖e1‖2 = ‖1− 1,ref‖2 and similarly for 2,
where 1,ref is the dissipation rate of the reference DNS solution [41, 46]. The
resulting errors for four grid resolutions over the range of correction functions
−1 < α = β 6 0.5 are shown in Figure 13.
Before analysing the results further we will remark on the temporal in-
tegration method. RK44 [33] explicit temporal integration was used with a
time step at Re,cell = 100 of ∆t = 10
−3. This explicit time step was then
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linearly scaled as the grids were refined or coarsened, such that the acoustic
CFL number remains approximately constant. A time step of ∆t = 10−3 has
previously been used for high resolution DNS simulations and is understood
to be more than sufficient to resolve the temporal dynamics of the TGV [41].
As such, we shall opt to discard any correction function which is found to be
temporally unstable with this time step — for such functions are unlikely to
be of practical utility. Finally, we note that in the case of Re,cell = 133, some
schemes with particularly large errors were found to blow up at some later
time, t > 10.
Looking at Figure 13a it is apparent that the integrated 1 error is less
sensitive to variations in the correction function. As a result this may be
useful in giving more general information about grid resolution and order and
will be discussed later. However, far higher sensitivity in the integrated 2
error is observed. There is clearly an optimal region around 0 < α = β < 0.2,
which is similar to the region that was found theoretically to give optimal
convergence for linear advection. As well as aligning with the region in
Figure 11 that was predicted to give improved performance.
Repeating this series of tests for qDG, we can see from comparison of
Figure 14 & 13 that for a range of α values the error of qDG is less than
that on SD schemes. In some cases, α ≈ 0.25, the error in the enstrophy is
very low and moderately invariant with Re,cell. Referencing section 7, there
is no appreciable degradation in CFL limit at this point although it is near
to the limit of theoretical stability. Thus, the Jacobi SD schemes trade a
small amount of accuracy for an appreciable gain in the CFL limit.
A key point to note about both the Jacobi SD and qDG tests is that
in both cases correction functions were found that performed better when
considering 2 than in 1, this seems to indicate that the resolved turbulence
and the implicit sub-grid model—which comes from the correction function—
lead to physical vortical motions. However, the larger 1 means that there is
still non-physical dissipation, but this must be in the larger bulk movement
of the fluid, and hence not displayed in the gradients. As was mentioned
previously, the variation 1 is smaller than 2 when considering changes in
correction function. This indicates that 1 is controlled more by other factors
such as the polynomial order, or as this investigation shows, Re,cell.
We aim to have demonstrated, through a limited experimental exploration
of the performance of Jacobi correction functions, that this family of correc-
tions has the potential to improve the numerical characteristics of FR. To
more broadly answer the question of which correction function to use, further
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(b) Enstrophy based dissipation error.
Figure 14: Time averaged error in dissipation rates for the Taylor–Green Vortex, p = 4,
with qDG correction functions for α = β.
developments will need to be made. Although, reference to existing litera-
ture can be insightful as to the future potential of the set. Beginning with
the definition of OSFR [18] it was found that improvement could be made
to temporally stability [12] by departing from the correction definitions of
Huynh [3]. This was followed by the connection being made between OSFR
and some forms of filtered DG [47, 48, 49, 50]. The definition of ESFR [14]
has since be followed by the discovery that ESFR can be used to reduce the
effect of aliasing on ILES [15]. Further to this Vermeire and Vincent [15]
showed that correction other than DG — including SD and examples from
ESFR — could be found to give beneficial results when consider after fully
discretising.
9. Conclusions
A new set of FR correction functions, defined in terms of Jacobi polyno-
mials and stable with regard to a weighted Sobolev type norm, have been
presented. This family proves the feasibility of incorporating a weight func-
tion into the definition of an FR scheme. Using these functions it is possible
to recover, at least for a linear flux function, a range of spectral difference
schemes. Theoretical convergence studies and von Neumann analysis were
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Figure 15: Euler diagram to show the interconnection of the spaces of FR correction
functions: Nodal DG (NDG) [3]; Original Stable FR (OSFR) [18]; Extended range Stable
FR (ESFR) [14]; Generalised Sobolev stable FR (GSFR) [16]; Generalised Lebesgue Stable
FR (GLSFR) [17] and, the Generalised Jacobi stable FR (GJFR) of the present work.
Some specific examples of specific schemes are given, notably Huynh’s Lumped Chebyshev-
Lobatto (LCL) [3] scheme and the original Legendre spectral difference (LSD) scheme [9,
3, 19].
then used to show that these new schemes can be used to increase accu-
racy without impacting temporal stability relative to previous FR schemes.
Moreover, the newly derived schemes also enable the definition of quasi-DG
schemes which correspond to DG schemes with a different polynomial basis.
The same convergence study showed that these have the potential to increase
the order of accuracy of DG, and in the case of p = 4 with central interfaces,
an increase in the rate of convergence of two orders was found. Numerical
experiments were then performed to validate some findings, which showed
that the optimal correction functions for the full Navier–Stokes equation, for
the case tested, lay approximately in the same region predicted by theoretical
investigations. The numerical results go to show that this correction function
family may be of use when compared to existing schemes applied to ILES. A
summary of how the present work is positioned relative to the literature is
shown in Figure 15.
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A. Nomenclature
Roman
ap (2p)!/(2
p(p!)2)
Ap constant relating the ratio of h˜L,p−1 over h˜L,p+1 and ι
b
(α,β)
p pth derivative of pth Jacobi polynomial
c OSFR correction function variable (ι = c/2)
Di,j(γ, δ, α, β) Doha’s Jacobi differentiation constant
ej(t, J) analytical error at solution points for time t with element Jacobian J
e1(t) error in 1 at time t
e2(t) error in 2 at time t
hL & hR left and right correction functions
Jn n
th Jacobian of the mapping x→ ζ
J
(α,β)
i i
th order Jacobi polynomial of the first kind
k wavenumber
Ln n
th order Legendre polynomial
Ma Mach number
Pr Prandtl number
q
(α,β)
n value of the nth Jacobi orthogonality integral
Q FR operator matrix for linear advection equation
Re Reynolds number
rh(t) rate of convergence with cell width at time t
wα,β(x) Jacobi weight function (1− x)α(1 + x)β
wn n
th column of W
W eignevector matrix of Q
W c2 Sobolev space in 2 norm, modified by factor c
W ι,w2 Sobolev space in 2 norm, modified by factor ι and weighted by wα,β
Greek
α first Jacobi polynomial control parameter
β second Jacobi polynomial control parameter
γ ratio of specific heat capacities
Γ(x) Gamma function evaluated at x
1 global kinetic energy dissipation rate
2 global enstrophy based dissipation rate
ζ 1D spatial variable in reference domain
ηp OSFR derived parameter
Θn linear transformation of n
th element from x to ζ. Θn : Ωn → Ωˆ
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ι correction function parameter
ιcrit critical correction function parameter
κ thermal conductivity
κ
(α,β)
p derived parameter for Jacobi correction functions
Λ diagonal eignevalue matrix of Q
µ dynamic viscosity
ω vorticity
Ω spatial domain
Ωn n
th partition of the domain Ω
Subscript
•L variable at left of cell
•R variable at right of cell
Superscript
•δC correction to the discontinuous function
•δD uncorrected discontinuous value
•δI common value at interface
•T vector or matrix transpose
•δ discontinuous value
•ˆ variable transformed to reference domain
• function averaged of the reference domain
•˜ function transformed to polynomial space
Symbols or Operators
(x)i rising Pochhammer function of x with i steps
nFm(N,M; z) the n-m generalised hypergeometric function at z [23, 24]
Abbreviations
CPR Correction Procedure via Reconstruction
DG Discontinuous Galerkin
FR Flux Reconstruction
GJFR Generalised Jacobi stable Flux Reconstruction
GLSFR Generalised Lebesgue Stable Flux Reconstruction
GSFR Generalised Sobolev stable Flux Reconstruction
ILES Implicit Large Eddy Simulation
LCL Lumped Chebyshev-Lobatto
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LCP Lifting Collocation Penalty
LES Large Eddy Simulation
LSD Legendre Spectral Difference
NDG Nodal Discontinuous Galerkin
OSFR Original Stable Flux Reconstruction
qDG quasi Discontinuous Galerkin
SD Spectral Difference
TGV Taylor-Green Vortex
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