Operational maturity of biological control systems have fuelled the inspiration for a large number of mathematical and logical models for control, automation and optimisation. The human brain represents the most sophisticated control architecture known to us and is a central motivation for several research attempts across various domains. In the present work, we introduce an algorithm for mathematical optimisation that derives its intuition from the hierarchical and distributed operations of the human motor system. The system comprises global leaders, local leaders and an effector population that adapt dynamically to attain global optimisation via a feedback mechanism coupled with the structural hierarchy. The hierarchical system operation is distributed into local control for movement and global controllers that facilitate gross motion and decision making. We present our algorithm as a variant of the classical Differential Evolution algorithm, introducing a hierarchical crossover operation. The discussed approach is tested exhaustively on standard test functions as well as the CEC 2017 benchmark. Our algorithm significantly outperforms various standard algorithms as well as their popular variants as discussed in the results.
Introduction
Evolutionary algorithms are classified as metaheuristic search algorithms, where possible solution elements span the n-dimensional search space to find the global optimum solution. Over the years, natural phenomena and biological processes have laid the foundation for several algorithms for control and optimization that have highlighted their applicability in solving intricate optimization problems. For instance, at the cellular level in the E.Coli Bacterium, there is sensing and locomotion involved in seeking nourishment and avoiding harmful chemicals. These behavioral characteristics fuelled the inspiration for the Bacterial Foraging Optimization algorithm (Passino, 2002) (Onwubolu and Babu, 2013) . Particle Swarm Optimization (Kennedy and Eberhart, 1995) is a swarm intelligence algorithm based on behavior of birds and fishes that models these particles as they traverse an n-dimensional search space and share information in order to obtain global optimum. From a biological control point, the human brain represents one of the most advanced architectures and several research attempts seek to mimic its functional accuracy, precision and efficiency. The brain function activities can be broadly classified into 2 categories: sensory and motor operations. Sensory cortical functions inspired the concept of neural networks that are being scaled successfully in deep learning to solve vast amount of problems.
The human motor function represents a distributed neural and hierarchical control system. It can be clas- sified as having local control functions for movement as well as higher level controllers for gross motion and decision making. The execution of motor operation involves distributed brain structures at different levels of hierarchy. These include the pre-frontal cortex, motor cortex, spinal cord, anterior horn cells etc (Shaw et al., 1982) . For executing an action sequence, a sequence of actions is implemented by a string of subsequences of actions each implemented in a different part of the body. The operational structure has been depicted in Figure 1 (Passino, 2005) . For optimality of actions, neurons act in unison. The neurons in the motor cortex act like global leaders and send inhibitory or facilitatory influence over anterior horn cells, the local leaders, located in the spinal cord (Shaw et al., 1982) . These local leaders are connected to muscle fibers, the effectors, through a peripheral nerve and neuromuscular junction. Efficient execution of task requires feedback based facilitation and inhibition of the effectors over the anterior horn cells. These sequence of operations realise the optimal convergence of the system leading to smooth motor execution.
The present work introduces an algorithm modelled intuitively on the distributed and hierarchical operation of the brain motor function.
The Classical DE Algorithm (Storn and Price, 1995) , proposed by Storn and Price has been hailed as one of the premier evolutionary algorithms, owing to its simple yet effective structure (Das and Suganthan, 2011) . However, in recent times, it has been criticized for its slow convergence rate and inability to effectively optimize multimodal composite functions (Das and Suganthan, 2011) . This work focusses on supplementing the algorithm's performance through the introduction of hierarchical influence in the pipeline. The architecture enables the algorithm to control the flow of agents through the cummulative effect of global and local leaders in the hierarchy. The proposed approach, Hierarchy Influenced Differential Evolution (HIDE), has been subjected to exhaustive analysis on the hybrid and composite objective functions of the CEC 2017 benchmark (Awad et al., 2016) . Comparison with the classical DE algorithm and its other popular variants including JADE and PSODE (Zhang and Sanderson, 2009 ) highlights the particular viability of the schemed approach in solving complex optimization tasks. We show that even with fixed parameters, HIDE is able to outperform adaptive architectures such as JADE by a respectable margin, as discussed in the result sections. The classical Differential Evolution (DE) algorithm is a population-based global optimization algorithm, utilizing a crossover and mutation approach to generate new individuals in the population for achieving optimum solutions (Das and Suganthan, 2011) . For each individual x i that belongs to the population for generation G, DE randomly samples three individuals from the population namely x r1,G , x r2,G and x r3,G . Employing these randomly chosen points, a new individual trial vector, v i , is generated using equation (1):
Classical Differential Evolution
Where, F is called the differential weight (Usually lies between [0, 1]). To obtain the updated position of the individual, a crossover operation is implemented between x i,G and v i , controlled by the parameter CR called the crossover probability. The value for CR always lies between [0, 1].
Hierarchy Influenced Differential Evolution
Taking inspiration from the human motor system, we model the hierarchical motor operations in our optimization agents, where we define a global leader which influences the action of several distributed local leaders and the particle agents which act as the effectors. The global leader is analogous to the decision making and planning section in the motor system hierarchy whilst, the local leaders correspond to motion generators acting under the influence of the global leader.
The position of each particle in the population is affected by the influence of global leader and local leaders, while also being affected by a randomly chosen particle from the population to induce some stochasticity in the optimization pipeline. We first model the influence of the global leader on the local leaders and the influences of the local leaders on each population element using equation (3) and (4). We introduce a hierarchical crossover between the two influencing equations governed by a hierarchical crossover parameter HC.
Analogously to the brain motor operation as depicted in Figure 1 , the update of particle positions requires generating feedback for the leaders as a part of the optimization procedure, and hence the local leaders and the global leader are updated based on their objective function value generated from the perturbations in population particles. This series of events comprise of one optimization pass (one generation
Initialize parameters (HC, F, P, N l , NP).
3:
Generate initial global leader g L as a random point.
4:
Generate N l local leader points around g L global leader.
5:
Generate NP points for population P around the local leaders using a Normal distribution with identity covariance.
6:
while Termination criteria is not met do
7:
for each individual x i,G in P do
8:
Determine the corresponding local leader x L i ,G from the set of all local leader based on nearest position.
9:
Let u = 0 be an empty vector.
10:
Let G and G t be the current generation and total generations of the procedure.
11:
if G < (HC * G t ) then 12: u i = E l from (4).
15: end if
16:
Replace x i,G with x i in the next generation. Alter local leaders in each population cluster based on objective function value.
22:
Compute updated global leader g L .
23:
end while 24: end procedure step). On execution of several optimization passes as described, the system is able to converge to an optimal configuration, analogous to the successful execution of the required task as shown in the final steps of Figure 1 .
For each particle x i,G , i = 0, 1, 2, ...NP − 1 for generation G, the trial vector x i of the particle, is governed by the hierarchical crossover operation and a mutation operation as follows :
for each dimension j of x j,i,G :
where, G t is the total number of generations, x i,G+1 is the vector position of x i,G for next generation F is factor responsible for amplification of differential variation, f is the objective function, x i,G is the current position of the individual for generation G, u i is the intermediate trial vector of the current individual, E g represents the global and local leader interaction, E l represents the local leader and effector interaction, g L is the global leader for generation G, x L i ,G is the position of the local leader for current for each dimension j do if random(0, 1) < CR or j == k then individual, x r,G ε P ; r ε [0,1,.. NP-1] x j,i is the trial vector x r,G is randomly chosen particle from the population to induce stochasticity. The hierarchical operation is affected by the global leader g L and the local leader x L i ,G through the parametric equations (3) and (4). Switching between the two is governed by the hierarchical crossover parameter HC.
Hierarchical Crossover
Convergence trend in HIDE is largely pivoted about (3) and (4), which in unison, lend a hierarchical structure to the algorithm. A successful optimization algorithm involves establishing a trade-off between exploration and exploitation. Achieving global optimization can be visualized as collaboration of two forces, exploration over a larger subspace followed by intensive exploitation over the resulting search space governed by clusters. Phase 1, involving (3) is marked by the interaction between the global and local leaders representing decision planning and facilitation of gross motion. This is followed by phase 2, involving (4) wherein the local leaders interact with and guide their effector population to control intricate motion over the constraint subspace to achieve smooth convergence. Robust covergence necessitates an optimal transition from phase 1 to phase 2 in the hierarchy. This hierarchical transition is characterized by our proposed parameter, HC. The value of HC belongs to [0, 1] . An optimal value for HC was observed experimentally to lie about one-quarter. For the purpose of our experiments, we have fixed HC to be 0.27. Thus, this defines a deterministic cut after 27% of the total generation budget. The crossover probability defined here was observed to be mostly 50% smaller in comparison to other DE variants.
The HIDE algorithm achieves a performance improvement in the early optimization phase (G ¡ HC * G t ) by replacing clusters of the initially generated candidate solutions with the locally best. This strategy rules out a number of mutation vectors that are more unfavorable in terms of performance gain. Additionally, by focusing on mutants of the globally best candidate solution the search space is explored rather quickly during this phase. After the population advances to HC * G t generations, the algorithm changes its reference point (the trial vector) to the locally best candidate solutions of a certain cluster. That is, having approached a closer distance from the optimal, the algorithm is able to exploit the search space. Our proposition is complemented by the observations in our results section wherein we significantly outperform several popular algorithms on involved multimodal hybrid and composite functions in higher dimensions.
Results and Discussions
All evaluations were performed using Python 2.7.12 with Scipy (Oliphant, 2007) and Numpy (Van Der Walt et al., 2011) for numerical computations and Matplotlib (Hunter, 2007) package for graphical representation of the result data. This section is divided into two sub-sections: Section A provides description about the problem set used for analysis of algorithmic efficiency and accuracy, and section B comprises of tabular and graphical data to reinforce the claim of superiority of the proposed approach.
Problem Set Description
The set of objective functions considered for testing the proposed algorithm and compare its perfor-mance against classical DE and its variants PSODE and JADE have been taken from the CEC 2017 set of benchmark functions. Exhaustive comparisons and analysis have been depicted on dimensions D = 10, 30, 50 and 100 for a clear understanding of the strengths of the proposed algorithm. Objective functions f 1 − f 3 are simple unimodal functions and f 4 − f 10 are multimodal functions with a high number of local optima values. Functions f 11 − f 20 are all hybrid functions using a combination of functions from f 1 − f 10 . The set of composite function range from f 21 − f 30 and merges the properties of the subfunctions better while incorporating the basic functions as well as hybrid functions to increase complexity while maintaining continuity around the global optima.
Parameter Settings
The work seeks to allow transparency in results by establishing a base for fair and clear comparisons in the analysis of the algorithms. The fixed values for the parameters have been depicted in table 1. The value of F and CR have been set as 0.5 and 0.9 for DE across all experiments, as recommended in the original document in (Storn and Price, 1995) , (MezuraMontes et al., 2006) , (Brest et al., 2006) . The parameters for JADE were selected as suggested in the initial work (Zhang and Sanderson, 2009) . The values of parameters for PSO-DE have been retained from (Liu et al., 2010) as it is one of the more cited and prestiguous works. Also, we utilize the same parameter definitions for PSO as cited in this article by the initial authors in (Poli et al., 2007) . The population size for initialised to 100 for all the algorithms as it is the uniformly recommended value by all of these papers. A total of 100 independant iterations were performed to obtain consistent result values to permit a uniform examination of the algorithm behaviour.
Numerical and Graphical Results
In tables 2-4, the best and mean values obtained for the population agents in the simulation runs have been reported, and the optimum values for each objective function have been highlighted in bold. For the sake of clarity, the comparison results in each table have been summarized in "w/t/l" format wherein w represents the number of objective functions where the algorithm outperforms all other algorithms, t specifies the number of objective functions where it is tied as the best algorithm for the objective function and l represents the number of test functions where it does not finish first. The utilization of the evaluation metric facilitates a definitive comparison of the different algorithms under consideration. As represented in Table 2 , On D = 30, HIDE achieved maximum number of wins in both best and mean case (17 and 18 respectively). JADE achieved second position with 8 and 9 wins in the best and mean case. The decent performance of JADE can be attributed to the adaptive nature of its parameter selection which enables enhancement of its convergence rate.
The results for D = 50 and D = 100 (higher dimensions) have been summarized in tables 3 and 4. On D = 50, HIDE depicted exceptional performance, outperforming all other algorithms. It registered 17 wins in the best case and 18 wins in the mean case. Classical DE shows no wins in any case in high dimensional settings owing to its slow convergence rate and inability to attain global optimum thus highlighting the usefulness of the modifications introduced in the variants including HIDE. Similarly for D = 100, HIDE again outperforms all other algorithms by an appreciable margin. From a functional standpoint, It would be worthwhile to highlight that HIDE outperformed the other 3 compared algorithms on majority on the composite and hybrid functions, particularly on the higher dimensional settings. The efficiency of HIDE can be attributed to the hierarchical nature of crossover selection and concurrency in vector configurations at the higher hierarchy levels. The tabular results reinforce the fact that HIDE outperforms JADE, PSODE and DE. On close analysis, it can be witnessed that HIDE falls behind the other algorithms on a small fraction of unimodal functions such as f 5 , f 7 on lower dimensions due to fast convergence during early stages of execution. However, the performance of higher dimensions, particularly on the more involved functions highlights utility for real world problems.
The tabular results are complemented through the graphical representations in Figure 4 . For the sake of clarity, representations of higher dimensional problems span more number of iterations than those for lower dimensional settings. Analysis of the plots clearly depicts that HIDE shows better convergence rate as compared to other algorithms. As the analysis transcends to higher dimensional settings, the proposed approach outperforms the other algorithms on majority of the objective functions with respect to both convergence rate and optimality. the superiority of our algorithm in higher dimensions (50 and 100) is clearly evident from Figure 4 (c,d,g,h,k,l) . Figure  4 (a,b,i,j) depict that for functions where HIDE and the other variants may depict similar trends on lower dimensions, HIDE eventually excels and surpasses them in higher dimensions in most scenarios. Almost all figures are representative of a faster convergence rate for HIDE on higher dimensions. This remarkable trait in HIDE enhances its utility for high dimensional problems where fast convergence to global optimum value is required, hence making it superior to the other considered algorithms and several variants of the DE algorithm.
Conclusion
Differential Evolution has been regarded as one of the most successful optimization algorithms and over the years, several variants have been proposed to enhance its convergence rate and performance. In the present work, we introduced a hierarchy influenced variant of the classical DE algorithm and modeled the same on the brain motor operation. The algorithm was characterized by global leader, local leaders and an effector population. The global leader and distributed local leaders interacted to facilitate gross motion via a greedy exploration strategy. The local leaders and their effectors interacted to control intricate motion for smooth convergence. A hierarchical crossover parameter was introduced to characterize the hierarchical transition between the two interactions. The influence of the vector configurations at the higher levels of hierarchy enabled the algorithm to avoid local minima in most objective functions. The same is complemented through our result observations wherein we significantly outperform several popular algorithm on complex multimodal functions in higher dimensional settings. Our proposed approach has sought to establish a viable tradeoff between fast optimization, robust convergence and low number of control parameters. The performance analysis of the algorithm highlights the particular effectiveness of the proposed approach on high dimensional hybrid and composite functions. The observed results provide sufficient motivation to extend the scope of the work to complex high dimensional real life problems including image enhancement, traveling salesman problem and flexible job-shop scheduling.
