We consider the optimal control of matching queues with dynamically arriving jobs. In this model, jobs arrive to their dedicated queues, and wait to be matched with jobs from other (possibly many) queues. Given that all jobs in a match are present in the system, the matching itself is instantaneous. The objective is to minimize cumulative job holding costs. In the special case of linear (and equal across classes) holding costs, this is equivalent to maximizing the number of matched jobs. The key control question is whether to match myopically, or to keep "inventory" of jobs, to facilitate more profitable matches in the future. Problems of holding cost minimization have been well-studied in the processing networks literature, and, in the traditional parallel server setting, MaxWeight scheduling policies and variants thereof have been proved to perform well. The heavy-traffic phenomena of state-space collapse and the ensuing reduction of the problem to a one-dimensional Brownian control problem (under appropriate resource pooling conditions), that are the drivers of these well-known results, do not hold in the matching queue setting that we study here. This difference is driven by the fundamentally different notions of capacity underlying the two settings.
Introduction
We consider the matching of dynamically arriving jobs. Jobs of different types arrive sequentially according to a random process and wait in their respective queues -a queue for each type. Jobs leave the system only after they are matched to jobs of other types. Matchings can be pairwise (matching only two jobs) or include multiple jobs in which case they are referred to as chains. Once several jobs are matched they leave the system together. We refer to such systems as matching queues and are concerned with their optimal control. In the example depicted in Figure 1 , there are 4 types of jobs, and each type of job arrives in accordance with a time-varying Poisson process having instantaneous rate λ i (t), i = 1, 2, 3, 4. Jobs of type 1 can be matched to jobs of type 2. Jobs of type 2 can be matched with jobs of types 3 and 4. When a type-1 job is matched with a type-2 job they both leave the system. A job of type 4 must be matched to both a type-3 and a type-2 job to leave the system. The decision of the controller in such a network is when to perform a matching. There are clear tradeoffs underlying this decision. In Figure 1 , suppose that there is a job available in each of the type-1, type-2 and type-4 queues but none in the type-3 queue, one may be myopic and match the type-1 job with the type-2 job. This would result in two jobs being matched and leaving the system. It may be, however, better to reserve some of the type-2 jobs and wait until a type-3 job arrives and match it with a type-2 and type-4 jobs -depleting 3 jobs at once.
In the preceding example, type-2 jobs play the dual role of a "server" that is a resource for a type-1 job, and a "customer", that is in need of a type-3 job. This is a fundamental observation that is true of all job types. Its significance is that it is not possible to rapidly deplete one of the queues by focusing processing resources on that queue, as is true in parallel server queueing systems that satisfy a complete resource pooling condition (see, for example, [18] , [31] , and [22] ). As a consequence, it is not straightforward to apply the "standard Brownian approximation methodology" proposed in [14] to find good control policies for the matching queue network. In particular, it is not clear what the so-called "workload process" is in the matching queue network.
A natural first question is to characterize the stability region for the network. For general matching models, this is known to be a very difficult question; see e.g. [9] and [8] . In our matching setting stability is not attainable and it is sensible instead to search for matching policies under which the build-up of jobs is minimal. In Figure 1 , in order to avoid a significant build-up of jobs, the arrival-rate functions must satisfy for all t ≥ 0. This is a restrictive assumption. Our objective is to provide a framework under which the cost of this buildup is minimized under very general arrival rate assumptions.
If we add processing times in Figure 1 (for example, suppose that each match A and match B require one unit of processing time before the jobs may depart the system), then Figure 1 is a stochastic processing network as described in [16] . [10] prove that maximum pressure policies are throughput optimal. (a sequel [11] studies diffusion-scale asymptotic optimality of these policies.) However, the extreme allocation assumption (EAA) that they impose is not satisfied by the matching queues we consider here. The paper [21] proposes a variant of the maximum pressure policy -the deficit maximum weight policy -and proves that this policy maximizes throughput also in networks that do not necessarily satisfy the EAA assumption.
In contrast, our focus in this paper is not on throughput maximization, but rather on asymptotic optimality in the more refined diffusion scale. Specifically, our objective is to minimize the cumulative holding costs over finite horizon and our solution is proved to be, under appropriate conditions, asymptotically optimal in diffusion scale.
Graphically, our matching model is reminiscent of a parallel server queueing system operating in discrete-time. Asymptotically optimal policies are very well-studied in that setting. In particular, the MaxWeight scheduling policy is a very attractive policy because it is known to attain the maximum stability region ( [27] [28] ), and to also achieve state-space collapse and workload minimization (where the workload is defined as an appropriate weighted sum of the queues) -therefore facilitating holding cost minimization over a finite time horizon ( [26] ). Furthermore, [22] establishes that these same results hold in continuous time.
Extending the MaxWeight policy (and the corresponding results) to our setting is, however, not feasible. Most importantly, absent from the matching setting is the fundamental reduction to a one-dimensional workload process that underlies the asymptotic optimality of the MaxWeight policy in the settings described above. Re-visiting the network in Figure 1 -it is because of a job's dual role of "customer" and "resource", that any reasonable notion of "workload" must contain information about both the mismatch between the number of type 2 jobs and the number of types 1,3, and 4 jobs, and the mismatch between the number of types 3 and 4 jobs. A key challenge, and what we consider a central contribution of this work, is to identify a process that can mimic, in the matching setting, the facilitating role played by workload process in the parallel-server setting.
For this, our inspiration comes from the literature on assemble-to-order systems. In an assembleto-order system there is stochastic demand for a set of end products that is met by assembling components (that may themselves be arriving stochastically). Different end-products may be using different subsets of components and the controller must decide dynamically which end products to assemble given the backlogged demand for products and the inventory of components; see, for example, the survey paper [25] . In the matching setting "end products" and "components" overlap. In the setting of Figure 1 a job of type 3 is a "product" in need for the components 2 and 4 but is also a potential component for "products" 2 and 4. Supply and demand are thus closely linked and a reduction/increase in demand for a product may lead to a reduction/increase in supply for another. Still, the concept of an imbalance process as defined in [23] (and termed shortage in their paper) is key to our analysis. The main difference is that the imbalance process must be defined much differently than in [23] , in order to account for the fact that in the matching setting demand contains supply information and vice versa. Similar to the way in which the workload vector is obtained from the dual to the static planning problem in the parallel-server setting, we use the dual to an instantaneous matching problem to define a multi-dimensional imbalance process that captures how many jobs are missing for us to be able to match all jobs currently present in the system. An appealing property of the imbalance process is that, like the workload process in [22] , it is exogenous and does not depend on actual decisions taken. Unlike that workload process, however, the way in which the imbalance process is constructed from arrivals (rather than from queues) allows to cover in a single framework (stationary) critically loaded and overloaded networks as well as networks with non-stationary arrivals. (we will use the more appropriate terms "balanced" and "unbalanced" instead of "critically loaded" or "overloaded"; see §2.)
Our main result characterizes conditions on the underlying network under which a discrete review policy that solves the aforementioned instantaneous matching problem at each decision epoch is asymptotically optimal as the volume of demand in the various arrival streams grows large. We first identify a sample path lower bound that is a function of the imbalance process. The difficulty in tracking this lower bound is that may involve disregarding past matching decisions and continuously "re-shuffling" matches. However, we establish that our proposed policy achieves this lower bound, provided that the matching matrix, denoted by M , satisfies the following match pooling condition: M z 0 (strictly greater than 0) implies that z 0. Informally, the match pooling condition means that to match all customers one must use all feasible matchings/chainsthat is, the network has no redundancies. Thus, our contributions are two fold. First, we provide asymptotically optimal policies for matching queues. Second, our model is the first to position the study of matching queues within the context of the vast theory of capacitated queueing networks. As is clear from the above as well as from the analysis that follows, our model builds conceptually on the framework of equivalent workload formulation for stochastic processing networks and the notion of complete resource pooling. However, these ideas must be re-interpreted and re-developed for the matching queue network.
Notation:
We let R denote the real numbers and R + denote the positive real numbers. The set of integers is Z and N denotes the non-negative integers. For a set S, |S| denotes its cardinality. All vectors are assumed to be column vectors. The transpose of a vector v is denoted by v T . The notation v >> 0 means the vector v has all of its components strictly positive. The notation |v| denotes the Euclidean norm of v. We let e be the vector of all 1's, and e j be the vector of all 0's except with a 1 in the jth place. All processes considered in what follows are assumed to be right continuous with left limits, and D d [0, ∞) denotes the space of such functions from [0, ∞) to R d . For a process x ∈ D d [0, ∞) and a constant u > 0 we let x u = sup 0≤s≤u |x(s)| and define ∆x(t) := x(t) − x(t−).
For asymptotic optimality we consider a sequence of systems indexed by n ∈ R + . We use the notation ⇒ to denote convergence in distribution as n → ∞ in the space D d [0, ∞). We use the same notation for weak convergence of random variables and the correct interpretation will be clear from the context. For a sequence of random variables {X n } and a sequence of non-negative numbers a n we say that X n = o P (a n ) if |X n |/a n → 0 in probability, as n → ∞. Finally, the notation ≤ st (≥ st ) denotes less than (greater than) or equal to in the usual stochastic ordering sense Organization of the paper: Our model is formally introduced in §2. We discuss an important static/fluid matching problem in §2.1 where we also state our key assumptions. A imbalance formulation is introduced in §3 as well as the aforementioned "re-shuffle" lower bound. In §4 we propose a dynamic matching policy and proceed to establish that is asymptotically optimal as the arrival rate grows large in §5. The numerical examples in §6 compare the performance of our policy to that of the lower bound. Some concluding remarks appear in §7. Throughout, proofs of lemmas are relegated to the appendix.
The Matching Model
The model consists of a set of input streams, or job types I, and a set of matchings J . A matching corresponds to a subset of I that contains at least two types. We let I(j) be the set of job types participating in matching j ∈ J and J (i) be the set of matchings which involve job type i ∈ I. The matching matrix M ∈ {0, 1} I×J , where I = |I| and J = |J |, has M ij = 1 if i ∈ I(j) and 0 otherwise. We assume that for each i, there exists at least one j such that M ij = 1; that is, each job type is connected to at least one matching. For example, in Figure 1 Type-i jobs arrive according to a (possibly non-stationary) Poisson process A i = (A i (t), t ≥ 0) with instantaneous rate λ i (t) at time t and we assume that 0 < λ min ≤ λ i (t) ≤ λ max < ∞ for all i ∈ I and t ≥ 0. The control is the vector of processes D j = (D j (t), t ≥ 0), j ∈ J , where D j (t) tracks the cumulative number of times matching j has been performed in [0, t] , and has
Let q 0,i be the number of jobs in queue i at time 0. The number of type i ∈ I jobs waiting at time t ≥ 0 is then
or, in vector notation
We only consider controls under which
Finally, since matching j ∈ J is only possible at times t ≥ 0 in which at least one job is waiting in each of the queues i ∈ I(j), we require that for all j ∈ J
Given a non-negative, convex function C : R I + → R + that has C(0) = 0 and is increasing with respect to the natural partial order on R I + , we seek to solve the problem
for any given u > 0, where the minimization should be interpreted in a stochastic sense. In words, we wish to minimize the finite horizon costs of having jobs waiting (holding costs).
A natural objective in the context of matching is to maximize the total number of jobs matched. This is obtained as a special case of (2.5) by setting the cost function to
Since the cumulative number of jobs that arrive in [0, t] minus all jobs in queue at that time must equal the cumulative number of jobs that were matched in [0, t], minimizing total queues is equivalent to maximizing the number of matched jobs.
The problem (2.5) is difficult to solve exactly. Our plan, instead, is to construct solutions that are asymptotically optimal for networks with large arrival rates. The first step is to introduce the static matching problem.
The Fluid Problem
The matching problem that we introduce next can be thought of as a deterministic (fluid) proxy of the system behavior. This first step is conventionally used in the queueing literature to identify first-order properties of the underlying problem. These first-order properties are then used to study the (more refined) stochastic system. We initially ignore the discrete and stochastic nature of job arrivals, and pretend that jobs arrive as a continuous flow according to their arrival rate λ(t) so that, at time t > 0, Λ i (t) := t 0 λ i (s)ds >> 0 jobs of type i had arrived. If we perform z j j-matchings the number of jobs remaining in the queues at time t is given
This motivates the following instantaneous static matching problem minimize q,z≥0 C (q) subject to:
We distinguish between balanced, unbalanced and alternating networks. We say that the network is balanced if the supply and demand can be matched at all time t. We say that the network is unbalanced in the opposite case.
Definition 1 (Balanced network). There exists z = (z(t), t ≥ 0) such that M z(t) = Λ(t) for all t ≥ 0.
Definition 2 (Unbalanced network). Any z = (z(t), t ≥ 0) that is feasible for (2.7) has Λ(t) < M z(t) for all t ≥ 0.
Definition 3 (Alternating network). The system is neither balanced nor unbalanced.
Note that in this matching setting (in contrast with capacitated queues) balance or imbalance are entirely properties of Λ(t). When the network is unbalanced, we have a positive objective value in (2.7) for some values of t and one then expects that, in the original network, queues will build up at time t of jobs of type i ifq i (t) > 0.
The following definition is central for our paper. In the algebraic literature this property is referred to as inverse monotonicity. The implication of MP is that, to increase the number of matched jobs, one must increase the number of jobs matched in each of the matchings. Suppose, for example, that q 0 = 0 and, at time t > 0, there exists z * such that M z = Λ(t). If instead of Λ(t), the arrivals at time t are Λ(t) + α for some α ≥ 0, for there to exist z such that M z = (Λ(t) + α), we must find x such that M x = α (in which case z = z * + x). This is only possible if α = (x 1 ; x 1 + x 2 ; x 2 ; x 2 ) in which case α 0 requires x 0.
Remark 1 (on match-pooling, resource-pooling and heavy-traffic). The match pooling condition is the conceptual analogue of the complete resource pooling condition in a parallel server queueing network. In the framework and terminology of [15] [17] the implication of match-pooling, specifically that z >> 0, corresponds to all matchings being basic activities, i.e, we have J basic activities. In contrast to the parallel server setting, however, the match pooling condition does not guarantee that the imbalance process defined in Section 3 (which is the conceptual analogue of the workload process in the parallel-server setting), is one-dimensional.
Finally, resource-pooling condition is typically intertwined with the assumption that the load ρ is 1 in the so-called static planning problem, and approaches 1 when considering the sequence of queueing in heavy-traffic. A notion of load/utilization does not arise naturally in the matching setting we study here. Accordingly, our notion of optimality is different and corresponds to asymptotic optimality in high volume; see §5.
A necessary condition for MP to hold is that the matrix M has rank J. This is stated in the following lemma which also provides a simple verification mechanism. Lemma 1. Any matrix M that satisfies the MP assumption has rank J. Further, the following are equivalent when the matrix M has rank J.
is either unbounded or has an optimal solution that is strictly greater than 0.
(ii) The MP condition holds.
The following summarizes our initial assumptions with respect to the problem primitives. These are enforced for the remainder of the paper. Given the matching matrix M , a cost function C(·) and arrival-rate function λ(t), and initial queues q 0 , we refer to the tuple (M, C, λ, q 0 ) as the network primitives.
Assumption 1.
The following holds for the network primitives:
(ii) Letq(t), t ≥ 0 be optimal for (2.7). Then, there exists η < 1 such that, for all s, t ≥ 0,
Assumption 1 is enforced for the remainder of the paper. We note that item (i) implies item (ii) in the case of balanced networks provided that q 0 = 0. In this caseq(t) = 0 for all t ≥ 0 and item (ii) follows from the fact that Λ i (t) − Λ i (s) ≥ λ min (t − s) for all s, t ≥ 0 and i ∈ I. In general, this condition requires that, in the fluid model, a non-negligible fraction of each job type is served on any time interval. Finally, note that while the MP condition is a property of the matching matrix M ,q depends also on Λ(t), the cost function C and the initial condition q 0 (see Example 1) . One additional assumption is introduced in §4 (see Assumption 2 there) after we have built some necessary infrastructure.
To gain intuition, we conclude this section with several examples covering cases for which our key assumption holds and some that violate our assumption. Example 1. The matching matrix M for the network in Figure 1 satisfies the MP condition since
This is also predicted by Lemma 1 noting that (2.8) has the solution y = (1, 0, 0, 0) for j = 1 and y = (0, 0, 0, 1) for j = 2. Hence, item (i) of that lemma holds and the MP condition is satisfied.
This network also serves to show that item (ii) in Assumption 1 does not in general follow from item (i). Assume that the holding costs are linear, i.e., C(x) = h T x with h 1 = 0 and
Figure 2: An example with matrix M that has rank strictly less than J.
. Then, the unique solution to (2.7) is given bȳ z(t) ≡z = (0, 1) (with an optimal cost of 0). In particular,q 1 (t) = λ 1 t so that Assumption 1(ii) is violated. In a sense, this network is "overly" connected. From a practical point of view, however, one might think that this can be fixed. Matching B can be restricted to job-types 2 and 3. The resulting network is equivalent in terms of optimality to the one depicted in Figure 3 (every time that B is activated in the original network one could simultaneously activate A, B, C in the new one). That network, however, also violates the MP condition; see below. Thus, a rank strictly less than J does not have an "easy" fix. For j = 2, (2.8) has the optimal solution y = (0, 0, 0, 0) so that item (i) of Lemma 1 guarantees that the MP condition is violated. This is an instance of a network in which not all matchings must
Figure 3: An example with no pooling be used. When λ(t) ≡ λ = (1, 1, 1, 1) T , for example, the uniquez that solves (2.7) for all t ≥ 0 isz = (z A ,z B ,z C ) T = (1, 0, 1) T , meaning that matching B is not used in the context of the static matching problem. For a policy to be optimal in such a setting it would have to be careful not to overuse matching B but, rather, use it only rarely. This is reminiscent of the notion of non-basic activities in the context of capacitated queueing networks; see e.g. [19] .
A slightly modified network does however satisfy the MP condition; see Example 4.
Example 4. Consider the network in Figure 4 , which has
the MP assumption is satisfied. Note that the solution to (2.8) for j = 1, 2, 3 is 
An Imbalance Formulation
In (2.5) one specifies an optimal control D that (through (2.2)) determines the queue-length process and, in turn, the costs. We will show that under our assumptions, and with the exception of the integrality constraint, (2.5) is equivalent to an alternative formulation in which the queue-length (rather than the departure process D) is the decision variable. This is important because it reduces the dimension of this problem. The equivalent formulation is based on what we call the imbalance process. This is a I − J-dimensional process that captures, in a sense to be made precise, the number of jobs that are missing for us to be able to match all jobs that are present in the system. Conceptually, the role played by our imbalance formulation is as that played by the workload formulation in the context of capacitated queues. We will use the imbalance process in §4 to construct a matching policy that we will later, in §5, prove to be asymptotically optimal as λ becomes large.
To motivate the imbalance formulation, consider a scenario in which no jobs are matched until time t at which time we try to match all present jobs. At this time t, we wish to solve the equation
The dual to this linear system is given by the following linear program
Strong duality implies that (3.1) has a feasible solution if and only if (3.2) has a finite optimal solution y * (any such solution must have here (y * ) T (q 0 + A(t)) = 0). This, in turn, holds if and only if there exists no y such that y T M ≤ 0 and y T A(t) > 0. By complementary slackness we must have (y * ) T (M d − (q 0 + A(t))) = 0. Since d ≥ 0, this implies that (y * ) T M = 0. Thus, a feasible matching d is guaranteed to exist iff there exists an optimal solution y * to the dual such that (y * ) T (q 0 + A(t)) = 0 and (y * ) T M = 0. Any deviation (i.e. if y T (q 0 + A(t)) > 0 for some y with y T M ≤ 0) implies that we have a imbalance of jobs: that the arrivals by time t prohibit matching all the present jobs.
We re-visit this interpretation in Example 5 below. By varying t we can construct a process S = (S(t), t ≥ 0) having S(t) = 0 if there exists d ≥ 0 such that M d = q 0 + A(t) and S(t) = 0 otherwise. More specifically, fix a matrix Y whose rows span
and define
The process S(t) obtains values in the subspace
The definition of the imbalance process is not unique as there may be multiple choices for the matrix Y . The choice of Y does not, however, affect our results so we do not make this dependence explicit in our notation. Regardless of how Y is chosen, its rank is I − J (recall that rank(M ) = J < I). Taking the stochastic-processing-network view (see Remark 1) and recalling that, under the match pooling condition, there are J basic activities, the fact that the dimension of the imbalance process is I − J is the perfect analogue of the fact that the dimension of the workload process in the capacitated setting is I − J under the standard resource pooling condition; see Corollary 6.2 in [7] . Finally, we note that for Y to carry useful information, we must have that Y = 0 which may be violated if the MP condition fails to hold, as in Example 3.
The following lemma shows that (S(t), t ≥ 0) plays the desired role in that when S(t) = 0 we can match all jobs that arrived by time t (assuming they are all present in the network at that time).
Lemma 2. For each x ≥ 0 such that Y T x = 0 there exists a unique solution d to the system of equations M d = x, and this solution is non-negative.
Example 5 (Example 1 Continued). Consider the network in Figure 1 and assume that q 0 = 0. Then, y = (1, −1, a, 1 − a) T (with any a ∈ (0, 1)) satisfies y T M = y T λ = 0. One possible choice for Y is then
Then, S 2 (t) = 0 only if A 3 (t) = A 4 (t), which is consistent with the fact that all type 3 and 4 jobs can be matched only if the exact same number of each type is present. Assuming S 2 (t) = 0, S 1 (t) = 0 only if
so that there are enough type-2 jobs to match all jobs of types 1, 3, and 4 that are present in the queues at time t. On the other hand, if S 2 (t) > 0 when S 1 (t) = 0 there is a imbalance of type-2 jobs, and when S 2 (t) < 0 there is a imbalance of other job types.
The objective value in the original problem formulation (2.5) is trivially lower bounded by a problem which is identical with the exception of relaxing the integrality requirements on D: the problem of minimizing
in which the integrality restrictions in (2.5) have been removed. Consider now the following problem:
An admissible solution to (3.7) is an RCLL process (q(t), t ≥ 0). Under the MP condition the two formulations are equivalent in a sense made precise in the next theorem.
is an admissible solution for (3.6), then, Q is admissible for (3.7) . Conversely, if Q is an admissible solution for (3.7), then there exists a process D such that (Q, D) is admissible for (3.6).
Proof: Let (Q, D) be an admissible solution for (3.6). Then, the first equation in (3.6) together with the fact that D is an increasing process guarantee that
Hence, Q is feasible for (3.7). Next, we will show that if Q is a solution to (3.7) then there exists a process D such that (Q, D) is a solution to (3.6). This assertion follows, however, easily from the fact that any optimal solution to (3.2) has y T M = 0. Specifically, we construct the process D(t) as follows: Let x(t) = q 0 +A(t)−Q(t). Note that since Q is a solution to the formulation (3.7) we have, in particular, that x(t) ≥ 0 and Y T x(t) = 0. Using Lemma 2 let D(t) be the unique solution to M D(t) = x(t). We claim that the process D(t) constructed this way is, in fact, increasing. Indeed,
. Since x(t) − x(s) ≥ 0 (by the second constraint in (3.7)) and since Y T x(t) = Y T x(s) = 0, we have by Lemma 2 that D(t) − D(s) must be the unique (non-negative solution) to this system. Thus, D(t) is increasing. Finally, since A(t) is RCLL and so is, by definition q(t), they both have a finite number of discontinuity points on any finite interval. Thus, to show that the third constraints in (3.6) holds, it suffices to show that if (s, t] is an interval such that q(u−) + ∆A i (u) = 0 u ∈ (s, t] then D(t) − D(s) = 0. This follows, however, noting that then D j (t) − D j (s)) must be equal to 0 for all j ∈ J (i) (otherwise, we would necessarily have that
Remark 2. It is important that if (Q, D) is a feasible solution to (3.6), then the feasibility of Q for (3.7) does not require the MP condition. It follows, in particular, that regardless of any assumptions the optimal value in (3.7) serves as a lower bound for (3.6) and, in turn, for (2.5).
A further lower bound is obtained by removing the constraint
In our asymptotic optimality proofs we will show that this lower bound is achieved. This will hinge on showing that, in high volume, the constraint A(t) − A(s) ≥ q(t) − q(s) is rarely binding (see Lemma 3 below), so that (3.8) is, in a sense, equivalent to (3.4) which, in turn, by Theorem 1 is equivalent to (3.6).
Remark 3 (A "re-shuffle" interpretation). The imbalance formulation (3.8) is similar in spirit to the workload formulation in [22] . Our multidimensional imbalance process, as their one dimensional workload process are invariant to the control that is used and this is the essence of their usefulness.
This formulation has an appealing interpretation within the matching setting related to the dual demand-supply role discussed in the introduction. When making a matching decision at a given time t, one is constrained by past matching decisions: jobs that were matched up to time t are not available for matching. Ideally, one could ignore past matchings and re-shuffle the matchings made up to time t. The formulation (3.8) pretends that this is the case.
The problem (3.8) has a trivial solution. Specifically, given a sample path of the imbalance process (S(t), t ≥ 0), an optimal solution for (3.8) is (Q(S(t)), t ≥ 0) where, Q :
The convexity and monotonicity of C guarantee that (3.9) has an optimal solution (for feasibility, if s = Y T x take q = x). We will impose certain requirements on Q. In the next section, we will impose a Lipschitz continuity requirement on Q. Most importantly that it is Lipschitz in its argument (or at least can be selected as such if not unique). We will formally introduce these requirements after As a final comment on (3.9) we claim that, ifq(t) := Q(Y T (q 0 + Λ(t))) satisfies
for someη < 1 thenq(t) is an optimal solution to (2.7) for each t ≥ 0 and that, ifq(t) is a solution to (2.7) that it also solves (3.9) with s = Y T (q 0 + Λ(t)) there. Indeed, letq(t) be feasible for (2.7). Then, since
, it is also feasible for (3.9) with s = Y T Λ(t). Conversely, Y T (q(t)) − Y T (q 0 + Λ(t))) = 0 so that, sinceq(t) ≤q(0) + Λ(t), Lemma 2 guarantees the existence of a feasible solution z ≥ 0 to Q(Y T (q 0 +Λ(t))) = q 0 +Λ(t)−M z. Thus, having chosen Q, and assuming that (3.10) holds, we can unambiguously writē
andq(t) satisfies Assumption 1 (with η =η there).
Example 6. The network depicted in Figure 5 has the matching matrix for m ≥ 2. First, the function C is obviously locally Lipschitz as required. Next, the solution to
so that Q is, in particular, Lipschitz continuous in s (regardless of m). It is also easily verified that, with c 1 , c 2 , c 3 > 0 and since λ min (t − s) ≤ Λ i (t) − Λ i (s) ≤ λ max (t − s) for all s, t and i ∈ I, there exists η < 1 (not depending on q 0 ) such thatq(t) := Q(Y T (q 0 + Λ(t))) satisfies Assumption 1(ii).
The Proposed Policy
We propose a discrete-review control policy, D , that solves a static matching problem at review time points
where λ max ≥ λ i (t), i ∈ I, t ≥ 0, and does nothing at all other times. We initialize with D (0) = 0 and, at each subsequent review epochs, we perform matchings so as to minimize the instantaneous holding cost; that is, we solve for
subject to: The choice for q m is consistent with the pathwise equation for Q in (2.2) and it is straightforward to observe that the control D satisfies (2.1)-(2.4) and is thus admissible. If one removes the constraint (4.4), this reduces to the imbalance formulation in (3.8).
Our proposed policy D does not account for the effect of matchings made in the current period on future costs that arise due to the constraint (4.4) -it is myopic. We will prove, however, that when the arrival rate is large, the review periods can be carefully chosen so they are (i) sufficiently short so that costs do not accumulate between review period, but also (ii) sufficiently long so that sufficiently many jobs are available for matching at each review period and, in particular, so that (4.4) is (with significant probability) non-binding.
Remark 4 (If Q is not unique). If, for each x ≥ 0, the solution Q(x) in (3.9) is guaranteed to be unique (say, if C(·) is strictly convex), the explicit form of Q is not required in order to use our algorithm and generate the optimality results that follow. In the absence of apriori uniqueness we modify the algorithm slightly and use the explicit expression for Q. In other words, at review epoch t m the algorithm chooses Q(S(t m )) whenever feasible.
Remark 5 (A queue-based implementation). To compute S(t) we must know the cumulative arrivals up to time t, A(t) and the initial queues at time 0, q 0 . From an implementation point of view it may be preferable to use real-time queue-length information as in the following alternative algorithm:
At each review epoch solve for (d, q)
C(q) (4.6) subject to:
and then proceed as before.
The two algorithms are, of course, closely related. Our original policy is intended (and will be shown to) make the queue length track Q(S(t)). Assume that this goal is achieved up to time t m−1 , that is, that Q(t m−1 ) = Q(S(t m−1 )) and, consequently,
and, in words, that the queue length an instant before the review epoch carries the required imbalance information.
Before proceding to the asymptotic optimality results, we formalize our requirements on the parametric behavior of solutions to (3.9 ). This will complete the description of the family of networks that our covered by our analysis.
Lipschitz optimizers in (3.9): The first of our requirements is that Q is (or at least can be chosen so that it is) Lipschitz continuous in s. This is a fairly standard requirement in the context of asymptotically optimal control; two closely related instances are [23] and [22] ; see also [4, 12] . Lipschitz selection has been extensively studied in the optimization literature and holds in relative generality; see e.g. [5] , [13] and also the book [6] where this is discussed.
The second requirement arises from the scope of our results covering both balanced, unbalanced and alternating networks in a single result, whereas typically the focus in the heavy-traffic literature is on the balanced case (referred to generally as the critically loaded case). Indeed, item (ii) of the assumption is redundant in the case of balanced networks (see below) but holds also beyond.
and recall thatq(t) = Q(Y T (q 0 + Λ(t)) then Q t below considers fine perturbations aroundq(t).
Q t (x) = Q t (x) −q(t), and M t := {x ∈ R I−J : Y T (q 0 + Λ(t)) + x ∈ M} Assumption 2 (properties of Q). The network primitives (M, C, λ, q 0 ) are such that (i) Lipschitz selection: There exists a function Q(·) such that, Q(s) is a minimizer in (3.9) that satisfies (3.10) and, for some κ,
(ii) Directional Lipschitz perturbations: There exists γ > 0 so that
for all x ∈ M t , y ∈ M s and s ≤ t where g(·, ·) is such that, for some δ > 0, If the network is balanced item (ii) of Assumption 2 follows from item (i) since, then, Λ(t) = Mz(t) and, in turn, Y T Λ(t) = Y T Mz(t) = 0, so that Assumption 2 (ii) is satisfied with g(·, ·) ≡ 0 and γ = κ.
In general, i.e, beyond balanced networks, item (ii) has to be verified for each given combination of network primitives (general theory can be, again, found in [6] ). The reader should thus keep in mind that, in terms of the covered cost functions, our results for the unbalanced case may be more restrictive than in the balanced case.
Example 6 is an instance in which both parts of our Assumption 2 can be seen to hold (regardless of whether the network is balanced) or not through direct calculation of Q. Below is another example.
Example 7 (homogeneous costs and arrival functions). A function C(·) : R I
+ → R + is said to be homogeneous if there exists δ such that for all x ∈ R + and all κ > 0 C(κx) = κ δ C(x). Assume that q 0 = 0, C(·) is homogeneous and there exists a function c : R + → R + such that λ i (t) = a i c(t).
In this case item (ii) of Assumption 2 is implied by item (ii).
To see this, fix s, t > 0 and consider the optimization problem min{C(q) : Y T q = Y T Λ(t) + x} and min{C(q) : Y T q = Y T Λ(s) + y}. Then, due to homogeneity these two problems are equivalent, in terms of their optimal-solution sets to the two problems min{C(q) : Y T q = Y T + a + x} and min{C(q) :
where κ is the Lipschitz constant from item (i) of Assumption 2. If s = 0 or t = 0 we further have by item (i) that |f (t, x) − f (s, x)| ≤ κ(|x| + |y|). Letting γ = κ and g(s, t) = 1{t > 0}2κ|t − s|/t + 1{t = 0}κ
we conclude that
and g(·, ·) can be easily verified to satisfy the requirements of the assumption.
Asymptotic Optimality
In this section we prove that our proposed policy D is asymptotically optimal in high volume (when λ is large). We consider a sequence of systems, indexed by n. The arrival rate in the nth network is λ n (t) := nλ(t) so that λ n i (t) := nλ i (t) is the instantaneous arrival rate of type-i jobs at time t. We assume, without loss of generality, that λ max = 1, so that n is interpreted as the maximal aggregate arrival rate over the time horizon. Per (4.1), we have
and un 2/3 review epochs on [0, u]. Our convention is to superscript any process or quantity associated with the network having arrival rate vector λ n by n. Thus, for example, q n 0 is the initial queue-length vector in the n th network. It is standard to construct non-stationary Poisson process from unit-rate Poisson processes (A i , i ∈ I) as follows
When considering a sequence of networks as above we say that Assumptions 1 and 2 hold uniformly in n if they hold for each network in the sequence with constants η (in Assumption 1) and κ, γ in Assumption 2 that are uniform in n.
Given a control D n , the queue process Q n is constructed exactly as in (2.1)-(2.4) with the exception of A being replaced by A n . With some abuse of terminology we henceforth say that a sequence {D n } is an admissible control if D n is admissible for each n (i.e., D n satisfies (2.1)-(2.4)).
From the functional central limit theorem for renewal processes it follows that
where B is a standard I-dimensional Brownian motion. In turn,
Recalling the discussion at the end of §3 one expects that, under an optimal policy,
whereq n (t) is the solution to the fluid problem (2.7). If C is Lipschitz continuous then, informally, 4) and, following standard notions a policy is asymptotically optimal if it induces an error that is smaller than the above "cost of stochasticity". With general convex cost functions, (5.4) is replaced with 
An expansion of the standard notion of asymptotic optimality is then to say that a policy is asymptotically optimal if its distance from the optimum is negligible compared to that cost of stochasticity.
For the statement of our main theorem, let
The next theorem establishes that our proposed control {D n } is asymptotically optimal in high volume. It applies to both our original policy as well as to the alternative in Remark 5.
Theorem 1. Let u ≥ 0 and suppose that Assumptions 1 and 2 hold uniformly in n. Also, suppose that q n 0 = Q(Y T q n 0 ). Then, (i) For any admissible control {D n }, and all n,
(ii) For the proposed control {D n } and any K > 0,
Remark 6 (Initial conditions). As is commonly the case in such asymptotic analysis, it is not necessary to assume that q n 0 = Q(Y T q n 0 ). One can extend the result to the case where
provided that a relaxed version of (3.10), namely, that there exists t 1 > 0 such that (3.10) holds for s = 0, t = t 1 / √ n and then for all s, t ≥ t 1 / √ n. In this case the algorithm is changed to have the first review period be at time t n 1 = t 1 / √ n. Our proofs can be adapted to show that (5.7) turns into sup t n 1 ≤t≤u |Q n (t) − Q(S n (t))|/ √ n ⇒ 0 and from there to establishing asymptotic optimality over [t n 1 , u]. It is important that the generality that we allow in terms of initial conditions is more restricted than is common in the parallel-sever capacitated case. This is, again, driven by the dual role of jobs as both supply and demand. As an example consider the simple network in Example 6 with c 1 = c 2 = c 3 = 1. Then, Q 1 (s) = Q 3 (s) = [−s] + /2. Assume that λ 1 = λ 2 = λ 3 = 1. Then, it is easily verified that if q n 0 = (3 √ n, 0, √ n), we are not able to make the queues of type 1 and 3 equal within a O(1/ √ n) time. This is driven by "insufficient supply" of type-2 arrivals.
Thus, in contrast to the capacitated case, we can not freely direct capacity to deplete a specific queue so as to quickly pull it into the so-called invariant manifold. Here, such ability depends strongly on arrivals of other job-types.
Remark 7 (Some special cases). If C(·) is Lipschitz continuous then the optimality gap is o P (
√ n) regardless of whether or not the network is balanced. Note that the optimality holds regardless of whether or not the lower bound actually converges to a proper limit. Still, in some cases, limit results can be obtained; see Corollary 1 below.
More generally, the optimality depends on the local Lipschitz constant around the "fluid". Consider, as in Example 6 separable costs of the form C(q) = i c i q m i then,L n u (0) = m( q n u ) m−1 . Thus, if q n u = 0, we have that the gap is o P ( √ n), but if q n u ≈ n (as one expects, e.g. in the unbalanced case), then the optimality gap is o P (n m−1 √ n).
Remark 8 (General arrival processes). We restricted Theorem 1 to Poisson arrival processes as this facilitates covering stationary and non-stationary arrivals in one result. This is not, however, strictly necessary. In the case that Λ i (t) = λ i t for all t ≥ 0 and i ∈ I, Theorem 1 is valid without change provided that bounds as in Lemma 7.1 in our appendix hold. This would be the case, for example, if A n 1 , ..., A n I are independent renewal processes with finite 5 th moment for the inter-arrival time (see the proof of Lemma 7.1 and the references therein). In this case, A n would also satisfy an FCLT as in (5.2) (with properly defined diffusion coefficients).
Before proceeding the proof of Theorem 1 we state and prove a simple corollary for the balanced linear-cost case. Below, S is as in (5.3).
Corollary 1 (linear costs and balanced network). Let u ≥ 0 and assume that C(x) = h T x, the network is balanced and that
(i) For any admissible control {D n }, and all n,
(ii) For the proposed control {D n },
Proof: Part (i) follows directly from part (i) of Theorem 1. Next, as Y T M = 0 we have in the balanced case that
The Lipschitz continuity of Q, the weak convergence of the imbalance process in (5.3) and the fact that
. Equation (5.7) and the Converging Together Theorem imply that
The continuity of the integral map, and the Continuous Mapping Theorem then show that
as required.
The key to proving Theorem 1 is the following lemma that shows that the queue length is (at least at review epochs) tracking the value of Q that induces the lower bound.
Lemma 3. Let u ≥ 0 and suppose that the condition of Theorem 1 hold. Then, under the proposed control {D n }, 9) and for any > 0 there exists K( ) such that lim sup
Proof of Theorem 1:
From Remark 2, the further lower bound (3.8) and its solution (3.9) it follows that for all n and all
which immediately proves (5.6) and we turn to (5.7) and (5.8) . In what follows we write
We claim that (5.8) readily follows from (5.7). Let
By Lemma 3, P{A n ( )} ≤ 2 and, on A n ( ),
so that from (5.7) it follows that
Since was arbitrary this implies (5.8).
To prove (5.7), note that
Since matches are only made at the review epochs we have that
The term (5.12) is obtained noting that
) and recalling that |Λ(t) − Λ(s)| ≤ λ max (t − s). The term (5.11) weakly converges to 0 by Lemma 3. The weak convergence of A n to a continuous limit process in (5.2) implies that the term (5.12) weakly converges to 0. Finally, to prove that (5.13) weakly converges to 0, note that
for t ∈ (t n m , t n m+1 ] whereȳ = max kl |Y kl | and we used the fact that λ max = 1 and t n m+1 − t n m = n −2/3 . The Lipschitz continuity of Q then implies
Finally, the right-hand side converges to 0 by the weak convergence of S n to a continuous limit (5.3), and we may conclude that (5.13) weakly converges to 0 and, in turn, that (5.7) holds.
Numerical experiments
We provide some numerical examples for the balanced, unbalanced and non-stationary settings. We use the networks in Figures 1 and 4 and for which the MP condition was verified to hold (see Examples 1 and 4). We refer to these as network I and network II respectively. We consider separable quadratic cost of the form C(q) = i c i q 2 i with the coefficients c T = (2, 1, 5, 7) for network I and c T = (3, 1, 5, 7, 0) for network II. Separable costs are chosen for implementation simplicity as they can be specified entirely in terms of the coefficient vector.
We use Poisson arrivals that are stationary or non-stationary depending on the experiment. We fix the horizon to be [0, 1] . Given a sample path of the arrivals (A(t), 0 ≤ t ≤ 1) we generate two additional sample paths: one for the lower bound (Q(S(t)), 0 ≤ t ≤ 1) and the other for the queuelength under the proposed algorithm, (Q(t, D ), 0 ≤ t ≤ 1). For each of these we also compute the corresponding costs 1 0 C(Q(S(t))dt -this corresponds to the "re-shuffle" lower bound in (3.8) -and 1 0 C(Q(t, D ))dt. Theorem 1 then predicts that both the costs and the queues themselves are close, at least asymptotically. Our set of experiments show an impressive precision when the proposed solution is applied to a concrete network.
Figures 6 and 7 depict the sample paths for the (stationary) balanced and unbalanced cases respectively. The costs appear in a box in the top-left corner. Each figure lists also the arrival-rates that are used. The distinction between the balanced and unbalanced cases is done by pre-solving the static planning problem. Thus, the arrival rate chosen in the balanced cases are such that there existsz with Mz = λ. For the non-stationary setting of Figure 8 we use sinusoidal arrival-rate functions of the form λ i (t) = a i + b i sin(c i t) so that the arrival rates are specified by three vectors a T = (a 1 , . . . , a I ), b T = (b 1 , . . . , b I ) and c T = (c 1 , . . . , c I ). All sample paths are initialized with empty queues at time t = 0. 
Concluding Remarks
We offer the first asymptotic analysis of dynamic control of matching queues. A crucial step is the introduction of an imbalance process and the subsequent realization that the holding-cost mini-mization problem can be solved asymptotically by considering an equivalent imbalance formulation. Our use of the equivalent imbalance formulation is conceptually similar to that of the equivalent workload formulation in the context of parallel-server queueing networks.
The execution, however, differs substantially. In the matching setting arrivals play (also) the role of capacity. From a control perspective, the implication is an inability to instantaneously "re-balance" the queues by focusing processing resources on a subset of the queues. Then, it is a priori unclear what the conceptual equivalents of "workload" and "resource pooling" are in the matching setting. Even though the matching setting shares with the parallel-server capacitated setting the phenomena of dimensionality reduction, the equivalent imbalance formulation is not one dimensional. Furthermore, under a match pooling condition, we show how to exploit the imbalance process to construct a sample path lower bound and a discrete-review matching policy that asymptotically attains this lower bound as the arrival rates become large, for both stationary and time-varying arrivals. This stands in contrast with the parallel-server capacitated setting, where non-stationary arrivals are more difficult to handle.
From a queueing-optimal-control perspective, dynamic matching is closely related to so-called fork-join queues in which a join station is, in fact, a matching queue: the server can process jobs only when there are available jobs in all the queues served at that station. We believe that the idea of considering imbalances rather than workloads could contribute to the understanding of such networks that, so far, have received limited attention compared to other types of queueing networks.
Another interesting direction for future research is the application of the ideas in this model to the centralized control problem for kidney exchanges. In that setting, a job consists of a pair -consisting of a "needy" person and a "donor". The donor is not necessarily compatible with the needy and so may not be able to directly donate a kidney to his needy partner. A given pair, however, may be matched with another pair such that the needy person of the first pair is compatible with the donor of the second. This can also be part of larger (i.e., including more than two pairs) chains. [2] and [1] both argue that allowing for long chains is important. However, it can be seen from [29] that allowing for long chains is hard. We are hopeful that the construction of an equivalent imbalance formulation in this setting may be helpful, because it allowed for us to move beyond analyzing bipartite matching structures.
have that rank(M ) = J.
For the second part of the lemma, consider the family of problems (in j ∈ J ) min z j s.t. M z ≥ e, z ≥ 0.
Note that if the network satisfies the MP assumption, then it must be the case that the optimal solution of (7.1) for each j ∈ J has a strictly positive optimal value. Otherwise, if there exists d such that d j = 0 but M d > 0 we can assume (without loss of generality) that M d e. Then, there would be an optimal solution with 0 value. By strong duality there exists a strictly positive solution only if each of (2.8) has a strictly positive solution.
Proof of Lemma 2:
First note that every x ≥ 0 that satisfies Y T x = 0 (as in the statement of the lemma) is in the image of M . This follows from the fact that Y spans the orthogonal space to M and thus x (being orthogonal to Y ) must be in the column space of M . Subsequently, note that if we restrict the attention to x 0 then the result is now immediate from the MP condition. Indeed, M z = x 0 implies z 0.
To extend this to x ≥ 0, we use the following result (see [30] ):
Suppose that the rank of the matrix M is equal to J and for all y 1 , y 2 ∈ R I + and d 0 in the image of M we have that 
Then, by complementary slackness any y with y T M < 0 must be suboptimal for the dual and, in particular, y T d < 0. Let y = y 1 − y 2 , it must be the case (y 1 − y 2 ) T M < 0 implies that (y 1 − y 2 ) T d < 0 which establishes the required conditions.
Proof of Lemma 3:
The proof of Lemma 3 requires the following Lemma. Below, the function g(·, ·) is as in Assumption 2(ii). 
We leave the proof of this auxiliary lemma to the end of this appendix and proceed to the proof of Lemma 3.
Let η be as in Assumption 1(ii) and specifically in (2.9) there and choose α so that
where γ is the Lipschitz constant in Assumption 2(ii) andȳ := max kl |Y kl |. For each n, set
It then follows from Lemma 7.1 that for all large enough n
We claim, and will establish at the end of this proof, that on A n ,
for each m and n. Assuming that (7.2) holds, the first part of the lemma (5. At time t n 0 = 0 we have, by assumption that q n 0 = Q n (0) = Q(S n (0)). The vector q is, by definition, optimal for (7.3)-(7.4) (recall (3.9)). Further, setting x = A n (t n 1 ) − (Q (S n (t n 1 )) − Q (S n (0))) we have by (7. 2) that x ≥ 0 and Y T x = 0 so that by Lemma 2, d as above exists. Thus, (q, d) is feasible and optimal for (7.3)-(7.5).
Assuming next that the induction assumption holds for all m = 0, . . . , k − 1, so that, in particular, Q n (t n k−1 ) = Q(S n (t n k−1 )). Choose q, d so that
Such a choice is feasible as before building on (7.2) and Lemma 2. This concludes the induction argument.
It remains to prove (7.2) . Recall that Q t (x) = Q(Y T (q n 0 + Λ n (t)) + x) so that, since S n (t) = Y T (q n 0 + Λ n (t)) + √ n S n (t) we have that Q(S n (t)) = Q t ( √ n S n (t)). Then, by Assumption 2(ii) (see the discussion at the end of §3) we have that The second element on the right hand side is bounded by αn 1/3 on A n . Furthermore, where we used the fact that λ max = 1 and t n m+1 − t n m = n −2/3 . We conclude that, on A n , The first inequality follows directly from equations (7.6) and (7.7) and the definition of A n (specifically that of A n 2 ). For the second inequality we recall that η is as in Assumption 1(ii) 2 . We conclude that (7.2) holds and, in turn, so does (5.9). Equation (5.10) follows from (5.9). Recalling once again that S n (t) = Y T (q n 0 +Λ n (t))+ √ n S n (t) we have by Assumption 2(i) that sup 0≤t≤u |Q(S n (t)) − Q(Y T (q n 0 + Λ n (t)))| ≤ κ √ n| S n | u .
In particular, recalling that, by definition,q n (t) = Q(Y T (q n 0 + Λ n (t))), we have
We next consider Q n . Recall that (5.7) in Theorem 1 does not use (5.10) so we may use it here. Specifically, by (5.7), we have
with n → 0 in probability as n → ∞. Since S n converges weakly (see (5.3)), it is also stochastically bounded and given > 0 we may chooseK( ) such that
Proof of Lemma 7.1: The first part follows from [3] (see the explanation in the proof of Lemma 4.1 in [23] ). We do not repeat the proof. For the second part note by strong approximation theorems we have that, on [0, u], √ n A n (t) = B i (nΛ(t)) + O(n 1/4 log n). √ for all ≤ (θ). In turn, we can choose θ n → 0 and (θ n ) → 0 such that θ n > n −2/3 for all sufficiently large n and so that g(t − n −2/3 , t) ≤ θ n n −1/6 and, in turn, that n 1/6 g(t n m , t n m+1 ) → 0 as n → ∞. It then follows from basic properties of Brownian motion (see e.g. [24, Excercise II.1.23]) that P{ B u > 1/θ n } → 0, as n → ∞.
We turn to treat the first element on the right-hand side of (7.10) . Observe that for m ≤ n 1/6 , t n m ≤ 2/ √ n. In turn, |B(t n m )| + |B(t n m+1 )| ≤ 2 B 2/ √ n . So that, sinceḡ = sup s,t≤u g(s, t) < ∞ by Assumption 2(ii) we have that 
