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Abstract—This paper considers the multi-way relay channel
(MWRC) where multiple users exchange messages via a single
relay. The capacity region is derived for a special class of MWRCs
where (i) the uplink and the downlink are separated in the
sense that there is no direct user-to-user links, (ii) the channel
is restricted in the sense that each user’s transmitted channel
symbols can depend on only its own message, but not on its
received channel symbols, and (iii) the uplink is any deterministic
function.
I. INTRODUCTION
Two-way communications, where two nodes exchange mes-
sages, were first studied by Shannon [1]. Though this channel is
seemingly simple—with only two nodes—the capacity region
remains unknown to date, except for a few spacial cases: the
Gaussian two-way channel [2] and the restricted1 two-way
channel [1].
One variation of the two-way channel is the two-way relay
channel [3] where the exchange of messages between two users
is assisted by a relay, which itself has no message to send. The
two-way relay channel has many applications including satellite
communications and cellular mobile communications. However,
the introduction of a relay in the channel further complicates
the task of finding its capacity. The difficulty lies in determining
the optimal processing at the relay. To focus on the relay, recent
work considers the separated two-way relay channel where
there is no direct user-to-user links [4], [5]. This model is
also motivated by real-life scenarios where relays are used
when inter-user communications are not possible. However, the
capacity region of even the restricted and separated two-way
relay channel is not known in general [6].
A natural extension of the two-way relay channel is the multi-
way relay channel (MWRC) where multiple users exchange
messages through a relay [7]. Apart from theoretical interests,
this extension is also motivated by satellite networks and
cellular networks with multiple users. To the best of our
knowledge, the only class of the MWRCs where the capacity
has been found is the separated finite-field MWRC [8]. For
the separated Gaussian MWRC, the capacity has been found
for only the symmetrical case [9].
In this paper, the capacity region is found for another
class of MWRCs, where (i) the uplink and the downlink are
separated, (ii) the channel is restricted, and (iii) the uplink
is any deterministic function (there is no noise, but signals
1In the restricted channel, each user’s transmitted symbols can depend only
on its own message but not on its received symbols.
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Fig. 1. The MWRC with a deterministic uplink and an arbitrary downlink,
where f∗(·) is a deterministic function and p∗(·) is a probability distribution
function
from different users interfere with each other). For this class
of MWRCs, we will show that an optimal scheme is for the
relay to directly map its received vector to a codeword to be
transmitted. Each user then performs a two-step decoding: it
first decodes the received vectors of the relay, and then decodes
the messages of all other users.
II. MAIN RESULTS
A. Notation
Random variables are denoted by upper-case letters. For
a random variable X , the lower-case letter x denotes its
realization, and the script letter X denotes its alphabet.
Subscripts are used to denote the node to which the symbol
belongs and the time index of the symbol, e.g., Xit is the
channel input from node i at time t.
For collections of symbols, we use bold face to denote
the sequence of a symbol from time t = 1 to t = n, e.g.,
Xi , (Xi1, Xi2, . . . , Xin), and subscripts in brackets to
denote symbols from a group of nodes, e.g., let A = {1, 2, 4},
then X(A) = (X1, X2, X4). The set of integers from 1 to
N inclusive is denoted by [1 : N ] , {1, 2, . . . , N}. So, for
example, X([1:L]) = (X1, X2, . . . , XL).
B. Channel Model
The MWRC consists of L users (denoted by node
1, 2, . . . , L) and one relay (denoted by node 0). We denote
by xi the input to the channel from node i, and by yi the
channel output received by node i, for all i ∈ [0 : L]. We also
denote by wj user j’s message, for all j ∈ [1 : L]. The MWRC
is depicted in Fig. 1.
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The separated MWRC is denoted by 2(L + 1) finite sets
X0,X1, . . . ,XL,Y0,Y1, . . . ,YL, and two probability distri-
bution functions (pdf): (i) the uplink p∗(y0|x1, x2, . . . , xL),
and (ii) the downlink p∗(y1, y2, . . . , yL|x0). The channel is
separated in the sense that there is no direct user-to-user link.
In this paper, we consider MWRCs with deterministic uplink
where the pdf for the uplink has the following form:
p∗(y0|x1, x2, . . . , xL) =
{
1, if y0 = f∗(x1, x2, . . . , xL)
0, otherwise.
Here, f∗(·) is a deterministic function. Note that this deter-
ministic model includes the linear finite-field deterministic
channels [10] as a special case. Also note that we do not
impose any restriction on the downlink.
A (2nR1 , 2nR2 , . . . , 2nRL , n) code for the MWRC consists
of the following: (i) One message for each user: wi ∈
Wi = [1 : 2nRi ], for all i ∈ [1 : L]. (ii) An encoding
function for each user: xi(wi), i ∈ [1 : L]. (iii) A set of
encoding functions for the relay: x0t = gt(y01, y02, . . . , y0t−1),
for all t ∈ [1 : n]. (iv) A decoding function at each
user: (wˆ1<i>, wˆ2<i>, . . . , wˆi−1<i>, wˆi+1<i>, . . . , wˆL<i>) =
hi(wi,yi), where wˆj<i> is the estimate of the user j’s message
by user i. Using this code, each user i transmits at Ri
bits/channel use.
The above code structure imposes the following constraints:
(i) The channel is restricted: each user’s transmit symbols can
depend only on its message but not on its received symbols.
(ii) The operation at the relay is causal: the relay’s transmit
symbol can only depends on its previously received symbols.
(iii) The users engage in full data exchange: each user is to
send its message to the other (L− 1) users.
Assuming that each message Wi is uniformly distributed
in Wi, the average probability of error of the code is defined
as Pe = 2−n
∑M
i=1 Ri
∑
w([1:L])
Pr{Wˆj<i> 6= wj for some j 6=
i|W([1:L]) = w([1:L])}. The rate tuple (R1, R2, . . . , RL) is said
to be achievable if the following is true: for any η > 0, there
exists for sufficiently large n a (2nR1 , 2nR2 , . . . , 2nRL , n) code
such that Pe < η. The capacity region is the closure of the set
of achievable tuples.
C. Main Results
Denote the set of non-negative real vectors of length-L
by RL+, and define the following two sets of rate tuples:
R∗ ,
{
(R1, R2 . . . , RL) ∈ RL+ :
∑
j∈[1:L]\{i}
Rj ≤ I(X0;Yi), ∀i ∈ [1 : L], (1)∑
j∈U
Rj ≤ H(Y0|X([1:L]\U), Q), ∀ non-empty U ⊂ [1 : L],
(2)
and for some joint distribution
p(q, x([0:L]), y([0:L]))
= p(q)
L∏
i=1
p(xi|q)p(x0)p∗(y0|x([1:L]))p∗(y([1:L])|x0), (3)
where the cardinality of Q is bounded as |Q| ≤ L+ 1
}
,
and Ro is R∗ with the inequalities in (1) and (2) replaced by
strict inequalities. Here, Q is an auxiliary random variable. We
have the following results:
Theorem 1: If a rate tuple (R1, R2, . . . , RL) is achievable,
then (R1, R2, . . . , RL) ∈ R∗.
Theorem 2: If a rate tuple (R1, R2, . . . , RL) ∈ Ro, then
(R1, R2, . . . , RL) is achievable.
We will prove Theorem 1 in Section III and Theorem 2 in
Section IV.
Since the set of pdfs of the form (3) is compact, and both
H(·) and I(·) are continuous functions of the pdf, it follows
that R∗ is closed. So, the closure of Ro gives R∗. Combining
Theorems 1 and 2, we have the following capacity result:
Theorem 3: The capacity region of the restricted and sepa-
rated MWRC with a deterministic uplink is R∗.
D. A Special Case
A special case of the MWRC with a deterministic uplink is
where
|Xj | ≥ |X0|, for all j ∈ [1 : L] (4)
Y0 = (X1, X2, . . . , XL). (5)
Condition (4) implies that any Rj that satisfies (1) must
also satisfy Rj ≤ I(X0;Yi) ≤ H(X0) ≤ log2 |X0| ≤
log2 |Xj |, for all i ∈ [1 : L]. Condition (5) implies that
H(Y0|X([1:L]\U), Q) = H(X(U)|Q). By choosing |Q| = 1
and each Xi (i ∈ [1 : L]) to be independent and uniformly
distributed, we have that H(Y0|X([1:L]\U), Q) = H(X(U)) =∑
j∈U log2 |Xj |. So,
∑
j∈U Rj ≤ H(Y0|X([1:L]\U), Q), i.e.,
any rate tuple that satisfies (1) also satisfies (2). For this special
channel, Theorem 3 reduces to the following:
Corollary 1: Consider a restricted MWRC satisfying (4) and
(5). The capacity region is
R′ ,
{
(R1, R2 . . . , RL) ∈ RL+ :∑
j∈[1:L]\{i}
Rj ≤ I(X0;Yi), ∀i ∈ [1 : L], (6)
for some p(x0, y([1:L])) = p(x0)p∗(y([1:L])|x0).
}
The rate region R′ is a function of only the downlink variables.
Remark 1: Condition (5) implies that the uplink is deter-
ministic and its input signals are non-interfering, i.e., the
relay receives all transmitted codewords x([1:L]) without error.
Due to condition (4), for any rate tuple in R′, we have
|Wi| = 2nRi ≤ |Xi|n for all i ∈ [1 : L]. This means for
any rate tuple in R′, we can choose an uplink code {xi(wi)}
for each user i such that the relay is able to decode all wi’s
without error. With this observation, we note that Corollary 1
is consistent with the result from [11] where (i) there are two
users L = 2, and (ii) the relay is given both user’s message
(w1, w2) a priori.
III. CAPACITY OUTER BOUND
In this section, we prove Theorem 1 using cut-set arguments
for multiterminal networks [12, pp. 589–591]. Let the set S
be a subset of the nodes, S ⊂ [0 : L], and let Sc , [0 : L] \ S ,
where the sets S and Sc each contain at least one user, i.e.,
S ∩ [1 : L] 6= ∅ and Sc ∩ [1 : L] 6= ∅. We canonically define
R0 = 0.
Using the fact that
• each message Wi is uniformly distributed in Wi,
• the messages {Wi : i ∈ [1 : L]} are independent,
• each user wants to decode the messages of all other users,
meaning that Perror,n , Pr{a (more capable) user wrongly
decodes W(S) from Y (Sc) and W(Sc)} must be made
arbitrarily small (the user is more capable in the sense
that it has access to Y (Sc) and W(Sc) instead of just Y i
and Wi),
• Xit is a function of Wi for each i ∈ [1 : L],
• X0t is a function of (Y01, . . . , Y0t−1), and
• the channel is memoryless, i.e., (W([1:L]), X([0:L])1,
X([0:L])2, . . . , X([0:L])t−1, Y([0:L])1, Y([0:L])2, . . . , Y([0:L])t−1)
→ X([0:L])t → Y([0:L])t forms a Markov chain,
we obtain the following: if (R1, R2, . . . , RL) is achievable,
then we must have that
n
∑
j∈S
Rj ≤
n∑
t=1
I(X(S)t;Y(Sc)t|X(Sc)t) + nn (7a)
= n
n∑
t=1
1
n
I(X(S)t;Y(Sc)t|X(Sc)t, Q = t) + nn (7b)
= nI(X(S)Q;Y(Sc)Q|X(Sc)Q, Q) + nn (7c)
= nI(X(S);Y(Sc)|X(Sc), Q) + nn, (7d)
where (7a) follows from [12, eqns. (15.321)–(15.332)]
where n → 0 as Perror,n → 0, Q is a random vari-
able which is uniformly distributed on [1 :n] and is in-
dependent of (X([1:L]),Y ([1:L])), and (7d) is derived by
defining {Xi , XiQ, Yi , YiQ : i ∈ [1 :L]}
whose distribution depends on Q the same way as that of
(X([1:L])t, Y([1:L])t) on t. The RHS of (7d) is evaluated for
some p(q)p(x([0:L])|q)p∗(y0|x([1:L]))p∗(y([1:L])|x0), i.e.,
(Q,X([1:L]))→ X0 → Y([1:L]) (8)
forms a Markov chain.
We now apply the cut-set bound (7d) to the specific channel
considered in this paper. Define U , S ∩ [1 : L] and U c ,
Sc ∩ [1 : L] = [1 : L] \ U . We consider two cases:
Case 1: 0 ∈ Sc. For this case, we have S = U and Sc =
{0} ∪ U c. So,∑
j∈U
Rj ≤ I(X(U);Y0, Y(U c)|X0, X(U c), Q) + n (9a)
= I(X(U);Y0|X0, X(U c), Q)
+ I(X(U);Y(U c)|X0, X(U c), Q, Y0) + n (9b)
= I(X(U);Y0|X0, X(U c), Q) + n (9c)
= H(Y0|X0, X(U c), Q)−H(Y0|X0, X(U c), X(U), Q) + n
(9d)
= H(Y0|X0, X(U c), Q) + n (9e)
≤ H(Y0|X(U c), Q) + n, (9f)
where (9b) follows from the chain rule, (9c) follows from the
Markov chain (8), (9d) follows from the definition of mutual
information, (9e) follows from the deterministic uplink, i.e., Y0
is a deterministic function of (X(U c), X(U)), and (9f) is obtained
because conditioning cannot increase entropy. Now, since Wi’s
are independent, {Xit(Wi) : i ∈ [1 : L]} are independent for a
fixed t. It follows that {Xi : i ∈ [1 : L]} are independent given
Q. So, (9f) must hold for all selections of non-empty strict
subsets U ⊂ [1 : L] for some p(q)∏Li=1 p(xi|q)p∗(y0|x(1:L)).
Case 2: 0 ∈ S. For this case, we have S = {0} ∪ U and Sc =
U c. So,∑
j∈U
Rj ≤ I(X0, X(U);Y(U c)|X(U c), Q) + n (10a)
= H(Y(U c)|X(U c), Q)−H(Y(U c)|X(U c), Q,X0, X(U))
+ n (10b)
= H(Y(U c)|X(U c), Q)−H(Y(U c)|X0)
+ I(Y(U c);X[1:L], Q|X0) + n (10c)
≤ H(Y(U c))−H(Y(U c)|X0) + n (10d)
= I(X0;Y(U c)) + n, (10e)
where (10d) is derived from the Markov chain (8) and because
conditioning cannot increase entropy. Eqn. (10e) must hold for
all selections of non-empty strict subsets U ⊂ [1 : L] for some
p(x0)p
∗(y([1:L])|x0).
Now, we let n → ∞ and Perror,n → 0 so that n → 0.
Combining the results for Case 1 for all subsets U and Case 2
where |U c| = 1, we have that if a rate tuple (R1, R2, . . . , RL)
is achievable, then there exists some joint pdf of the form (3)
such that (1) and (2) hold. This proves Theorem 1. 
Remark 2: Eqn. (7d), derived using cut-set arguments,
is evaluated with some input distribution of the form
p(q)p(x([0:L])|q). However, as we consider only constraints
(1) and (2), and as the messages {Wi} are independent
and the channel is restricted (i.e., users do not utilize feed-
back), it suffices to consider input distributions of the form
p(q)
∏L
i=1 p(xi|q)p(x0).
Remark 3: The rate region lies in the L-dimensional Eu-
clidean space. Hence, we can restrict the cardinality of the
time-sharing random variable Q to be (L+ 1) [12, p. 538].
IV. CAPACITY INNER BOUND
In this section, we prove Theorem 2. The basic idea is that
the relay creates a codebook that maps each possible unique
sequence y0 that it receives to a unique codeword x0 to be
transmitted. This technique is an extension to our previous
work on two-way relay channels with deterministic uplinks [6].
Consider B blocks, each containing n channel uses. Let
each user transmit (B − 1) messages over these B blocks, i.e.,
the messages of each user i are (W (1)i ,W
(2)
i , . . . ,W
(B−1)
i )
where each W (b)i ∈ Wi = [1 : 2nRi ]. If we can find coding
schemes such that the probability that any user wrongly decode
any messages can be made arbitrarily small, the rate tuple(
B−1
B R1,
B−1
B R2, . . . ,
B−1
B RL
)
is achievable.
In the following sections, we consider the b-th block of uplink
transmissions and the (b+ 1)-th block of downlink transmis-
sions, in which each user i sends W (b)i and decodes {W (b)j :
for all j ∈ [1 : L] \ {i}} and for some b ∈ {1, 2, . . . , B − 1}.
For simplicity, we drop the subscript b.
A. Codebook Generation
Fix p(q), p(xi|q) for all i ∈ [1 : L], and p(x0). Randomly
generate a length-n sequence q according to
∏n
t=1 p(qt). The
vector q is made known to all users and the relay.
For each user i ∈ [1 : L], randomly and independently gen-
erate 2nRi length-n sequences xi according to
∏n
t=1 p(xit|qt).
Index the sequences xi(wi) for wi ∈ [1 : 2nRi ]. The codebook
for user i is Ci = {xi(wi) : wi ∈ [1 : 2nRi ]}.
Let Yn0 be the set of sequences y0 induced by the codewords
of the users, i.e., Yn0 = {y0 : xi ∈ Ci, i ∈ [1 : L]}. Since y0
is a deterministic function of (x1,x2, . . . ,xL), the size of Yn0
is upper bounded by |Yn0 | ≤
∏L
i=1 |Ci| = 2n
∑L
i=1 Ri . Define
V = |Yn0 |.
For the relay, randomly and independently generate V
sequences x0 according to
∏n
t=1 p(x0t). Index the sequences
by x0(v) for v ∈ [1 : V ]. The codebook of the relay is denoted
by C0 = {x0(v) : v ∈ [1 : V ]}.
B. Encoding
In the b-th block, user i transmits xi(wi) ∈ Ci, where wi
is the message of user i. Let the received symbols at the
relay be y0 ∈ Yn0 . The relay defines a bijective mapping
φ : Yn0 → [1 : V ]. The relay transmits x0(φ(y0)) ∈ C0 in the
(b+ 1)-th block.
C. Decoding for Each User
Let the received symbols of user i in block (b+ 1) be yi.
User i attempts to decode the other users’ messages sent in
block b.
Without loss of generality, assume that the transmitted mes-
sages are wi = ai. The relay receives the deterministic function
y0 = f
∗(x1(a1),x2(a2), . . . ,xL(aL)). Let a0 = φ(y0) be the
corresponding index transmitted by the relay.
Define the following:
Di(ai) ,
{
v ∈ [1 : V ] :
v = φ(f∗(x1(w1),x2(w2), . . . ,xL(wL))),
where wi = ai, and wj ∈ [1 : 2nRj ] for all j 6= i.
}
This is the set of all possible indices sent by the relay given
that the message of user i is ai. Clearly,
|Di(ai)| ≤
∏
j∈[1:L]\{i}
2nRj = 2n
∑
j∈[1:L]\{i} Rj . (11)
Each user decodes other user’s messages in two steps:
Step 1: User i decodes the index sent by the relay. User i
declares that vˆ<i> is sent by the relay if vˆ<i> is the unique
index such that vˆ<i> ∈ Di(ai), and that x0(vˆ<i>) and yi
are jointly typical, i.e., (x0(vˆ<i>),yi) ∈ A(n) (X0, Yi), where
A(n) (X0, Yi) is the set of jointly typical sequences [12, p. 195].
Otherwise, it declares an error. User i makes an error in
decoding the relay’s index if any of the following events occurs:
• E1<i>: The correct index is not chosen, i.e., a0 /∈ Di(ai)
or (x0(a0),Y i) /∈ A(n) (X0, Yi)}.
• E2<i>; Some wrong index is chosen, i.e., (x0(a′0),Y i) ∈
A(n) (X0, Yi), for some a′0 ∈ Di(ai) \ {a0}.
By definition, a0 ∈ Di(ai). It follows from the joint
asymptotic equipartition property (AEP) [12, p. 197] that
Pr{E1<i>} = Pr{(x0(a0),Y i) /∈ A(n) (X0, Yi)} ≤ . Now,
Pr{E2<i>}
≤
∑
a′0∈Di(ai)\{a0}
Pr{(x0(a′0),Y i) ∈ A(n) (X0, Yi)} (12a)
≤
(
2n
∑
j∈[1:L]\{i} Rj − 1
)
2−n(I(X0;Yi)−3) (12b)
< 2n(
∑
j∈[1:L]\{i} Rj−I(X0;Yi)+3), (12c)
where (12a) follows from the union bound, (12b) follows from
(11) and the joint AEP [12, Thm. 7.6.1]. So, if∑
j∈[1:L]\{i}
Rj ≤ I(X0;Yi)− 4, (13)
then Pr{E2<i>} < 2−n.
Step 2: User i decodes the other users’ messages. Assume
that user i has decoded the relay’s index a0 (in Step 1) correctly.
Knowing a0, user i obtains y0 = φ
−1(a0). User i declares
that wˆj<i> is sent by user j, for all j ∈ [1 : L] \ {i}, if they
are the unique messages such that(
q,x1(wˆ1<i>),x2(wˆ2<i>), . . . ,xi−1(wˆi−1<i>),xi(ai),
xi+1(wˆi+1<i>),xi+2(wˆi+2<i>), . . . ,xL(wˆL<i>),y0
)
∈ A(n) (Q,X1, X2, . . . , XL, Y0). (14)
Otherwise, it declares an error. User i makes a decoding error if
any of the following events occurs for some non-empty subset
U ⊆ [1 : L] \ {i}:
• E0<i>: The correct sequences are not jointly typical, i.e.,
wˆj<i> = aj for all j ∈ [1 : L] \ {i} and (14) is not true.
• EU<i>: Some wrong sequences are jointly typical, i.e.,
(14) is true for (i) some wˆj<i> 6= aj for all j ∈ U , and
(ii) wˆk<i> = ak for all k ∈ [1 : L] \ (U ∪ {i}).
Remark 4: The error events here are similar to those for the
multiple-access channel [13, pp. 4-27–4-28].
Recall that U c = [1 : L] \ U . By joint AEP, we have that
Pr{E0<i>} ≤ . In addition,
Pr{EU<i>} ≤
∑
wˆj<i>∈Wj\{aj}
∀j∈U
Pr{(14) is true} (15a)
≤
∏
j∈U
(2nRj − 1)2−n(I(X(U);Y0,X(Uc)|Q)−6)
(15b)
=
∏
j∈U
(2nRj − 1)2−n(I(X(U);Y0|X(Uc),Q)−6)
(15c)
< 2n(
∑
j∈U Rj−I(X(U);Y0|X(Uc),Q)+6), (15d)
where (15b) follows from [12, Thm. 15.2.3], (15c) is obtained
because X(U) and X(U c) are independent given Q. So, if∑
j∈U
Rj ≤ I(X(U);Y0|X(U c), Q)− 7.
= H(Y0|X(U c), Q)−H(Y0|X(U), X(U c), Q)− 7
= H(Y0|X(U c), Q)− 7, (16)
then Pr{EU<i>} < 2−n.
D. Decoding for All Users
Now, we repeat the above decoding steps for all users j ∈
[1 : L], and for all blocks b ∈ [1 : B−1]. Denote the probability
that some user makes a decoding error in block (b + 1) by
Pe,b. From the union bound, we have
Pe,b ≤
∑
i∈[1:L]
[
Pr{E1<i>}+ Pr{E2<i>}+ Pr{E0<i>}
+
∑
U⊆[1:L]\{i}
s.t. |U|≥1
Pr{EU<i>}
]
, (17)
Pe ≤
∑
b∈[1:B−1]
Pe,b = (B − 1)Pe,b. (18)
Suppose that a rate tuple (R1, R2, . . . , RL) satisfies (1) and
(2) with strict inequalities for some joint pdf (3). By choosing
a sufficiently large B and a sufficiently small , we can satisfy∑
j∈[1:L]\{i}
B
B−1Rj + 4 ≤ I(X0;Yi) each i ∈ [1 : L], and∑
j∈U
B
B−1Rj + 7 ≤ H(Y0|X(U c), Q) for each non-emptyU ⊂ [1 : L]. By choosing a sufficiently large n, Pe < (B −
1)L
(
2+ 2−n + (2L−1 − 1)2−n) can be made as small as
desired. Hence the rate (R1, R2, . . . , RL) is achievable. This
proves Theorem 2. 
V. FURTHER REMARKS
The achievable rate region in Theorem 2 has the same form as
that of the noisy network coding (NNC) scheme [14]. However,
the NNC scheme allows the transmitted symbols of each user to
depend on its previously received symbols—this is not allowed
in the channel considered in this paper. Nevertheless, one can
incorporate this restriction in the derivation of the NNC scheme
and set Yˆ0 = Y0, Yˆi = ∅,∀i ∈ [1 : L] to obtain the same rate
region in Theorem 2. A major difference between the coding
scheme in this paper and the modified NNC scheme is that,
for the latter, the decoding of the messages in all B blocks is
done simultaneously after the entire B blocks of transmission,
and is therefore more complex and incurs a larger decoding
delay.
A crucial point for the coding scheme derived in this paper
to be optimal is that each user can recover y0 even when the
codebook size of the relay is upper bounded by 2n
∑
i∈[1:L] Ri .
This no longer holds when a small amount of noise is injected
into the uplink, i.e., when y0 is not a deterministic function of
x([1:L]). Hence this scheme might not be optimal for MWRCs
with noisy uplinks.
Our coding scheme is derived for the restricted MWRC
in which the users are not allowed to use feedback in their
transmission. It has been shown [15] that for a two-user MWRC
with deterministic uplink and downlink, the capacity region of
the unrestricted channel (where the transmitted symbols of the
users can be functions of their previously received symbols) is
strictly larger than the restricted channel. Hence, the coding
scheme derived in this paper might not be optimal for the
unrestricted MWRCs, even with deterministic uplinks.
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