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Sparseness-constrained least-squares inversion:
Application to seismic wave reconstruction
Yanghua Wang⁄
ABSTRACT
The spectrum of a discrete Fourier transform (DFT)
is estimated by linear inversion, and used to produce de-
sirable seismic traces with regular spatial sampling from
an irregularly sampled data set. The essence of such a
wavefield reconstruction method is to solve the DFT in-
verse problem with a particular constraint which imposes
a sparseness criterion on the least-squares solution. A
working definition for the sparseness constraint is pre-
sented to improve the stability and efficiency. Then a
sparseness measurement is used to measure the rela-
tive sparseness of the two DFT spectra obtained from
inversion with or without sparseness constraint. It is a
pragmatic indicator about the magnitude of sparseness
needed for wavefield reconstruction. For seismic trace
regularization, an antialiasing condition must be fulfilled
for the regularizing trace interval, whereas optimal trace
coordinates in the output can be obtained by minimiz-
ing the distances between the newly generated traces
and the original traces in the input. Application to real
seismic data reveals the effectiveness of the technique
and the significance of the sparseness constraint in the
least-squares solution.
INTRODUCTION
The objective of this paper is to apply a sparseness constraint
in the least-squares solution of a linear inverse problem for the
Fourier spectral estimate, which in turn is used for wavefield
reconstruction in reflection seismic data. A least-squares so-
lution of a linear inverse problem essentially assumes a prior
Gaussian distribution of the model parameters. For instance,
in seismic tomography, one commonly defines the cost func-
tion using the L2 norm (the Euclidean norm) in the data space,
incorporating the L2 norm in the model space. In addition, one
uses the L2 norm of the model derivatives, attempting to penal-
ize large spatial derivatives and to produce a smoothed model
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(Tarantola, 1987; Wang, 2003). The objective of this paper, how-
ever, is precisely opposite, that is, to find a sparse model with
minimum structure. A constraint that quantifies the amount of
sparseness of the model vector is explicitly defined by a regu-
larization matrix. In the inversion, only model parameters with
large magnitude are kept in the model vector, reducing the in-
fluence of parameters that are not relevant in fitting the data.
This inversion method is referred to as sparseness-constrained
least-squares (SCLS) inversion.
The so-called SCLS inversion method has been applied to
seismic signal processing, for example, in the Radon transform
to overcome the difficulty caused by limited aperture of the in-
put data set and to make the Radon transform image more fo-
cused (Thorson and Claerbout, 1985; Sacchi and Ulrych, 1995;
Ulrych et al., 1999; Herrmann et al., 2000; Trad et al., 2003).
With an improved (high-resolution) Radon transform image,
one is able to separate the multiple reflections and the pri-
mary reflections in the Radon demultiple processing. In this pa-
per, I apply the SCLS inversion to an inversion-based discrete
Fourier transform (DFT). References for inversion-based DFT
include Oldenburg (1976), Sacchi and Ulrych (1996), Sacchi
et al. (1998), and Mitsuhata et al. (2001).
Oldenburg (1976) applied Backus-Gilbert linear inverse the-
ory to the Fourier transform of data contaminated by noise and
gaps. Sacchi and Ulrych (1996) and Sacchi et al. (1998) pro-
posed an inversion method for the Fourier transform by means
of a Bayesian approach. They used the a priori Cauchy proba-
bility density function in the iterative inversion, aiming at esti-
mation of sparsely distributed Fourier coefficients. Mitsuhata
et al. (2001) developed a Fourier transform algorithm using
the least-squares inversion with a smoothness constraint, con-
trary to the sparseness constraint that I use here. The essence
of the method I use here is to solve the DFT inverse problem
with a particular constraint, to seek a sparse distribution of the
Fourier spectral amplitudes. It is also slightly different from
Sacchi and Ulrych’s (1996) work which was formulated for a
regularly spaced input data set with possible missing samples
(Liu and Sacchi, 2001). The seismic data set I consider here is
irregularly sampled in the spatial direction. It is an extension
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of the work of Sacchi et al. (1998) who showed an example of
retrieving two harmonics from a gapped time series.
The SCLS inversion-based DFT technique is used in seismic
trace regularization, reconstructing regularly sampled seismic
traces from an irregularly sampled input data set. Irregular
sampling in the spatial direction (as shown in Figure 1) is quite
common in seismic acquisition. The task is to design a recon-
struction system for reproducing a spatially evenly sampled
dataset that is suitable for further data processing and imag-
ing. There are several possible ways to build such a system.
For example, in the present paper, I establish the reconstruc-
tion system using the forward and inverse DFT pairs, in which
forward DFT is set up as a prementioned inverse problem.
Example references for using DFT in seismic trace recon-
struction include Duijndam et al. (1999, 2001), and Hindriks
and Duijndam (2000). They employed a diagonal regulariza-
tion matrix corresponding to spatial sample intervals (or ar-
eas) to stabilize the DFT inversion of irregularly sampled data.
When I use the SCLS inversion in the following sections, the
sparseness constraint itself is represented as a diagonal weight-
ing matrix, which replaces the spatial sampling-related weight-
ing matrix used by Duijndam et al. in their DFT-based seismic
regularization method. The key difference is that Duijndam
et al. used a constraint in the “data” space, and I use a con-
straint defined in the “model” space (i.e., the DFT spectral
space).
Once a sharp DFT spectrum is obtained using the SCLS
inversion technique, we can perform an inverse DFT on it
to produce the desired regularly sampled output in the data
space. All these elements—forward DFT using constrained
FIG. 1. A 3D seismic crossline section with irregularly spatial
sampling, extracted from a prestack common-offset cube. The
minimum trace spacing is 0.1 m and the maximum is 33.5 m.
DFT inversion, and inverse DFT—are included in designing
the reconstruction operator. I refer to this method as a DFT
inversion-based seismic reconstruction method. Guspi and In-
trocaso (2000) also used the sparse spectrum technique for
gridding and separating potential field anomalies.
While the theory is merely a combination of existing tech-
niques, tailored for a specific application of seismic trace reg-
ularization considered here, I give justifications for a practical
application where an input data set is irregularly and mostly
undersampled in the spatial direction. The paper is organized
as follows. In the section on basics of DFT inversion, I discuss
the choice for sparseness constraint and the measurement of
the relative sparseness of the DFT spectrum. In the section on
the implementation of seismic wave reconstruction, I discuss
issues such as spatial aliasing and how to have an optimal trace
coordinate in the output. Finally, I show an application exam-
ple of regularizing a spatially undersampled, old-fashioned 3D
seismic data set.
DFT BY SCLS INVERSION
Following Sacchi and Ulrych (1996) and Sacchi et al. (1998),
the estimation of a DFT spectrum is implemented as a linear
inverse problem in which a sparseness constraint is introduced.
Each seismic trace of the input data set can be transformed
to the temporal frequency ( f ) domain using the fast Fourier
transform (FFT) because of regular sampling in the time axis
and because the length of a seismic trace is sufficient to achieve
high resolution with standard FFT (Sacchi et al., 1998). The
DFT inversion is then performed on each temporal frequency
separately, and thus the reference to f is dropped if it is not
specified otherwise.
For a specified frequency component, given a signal se-
quence fumg which can be irregularly sampled in the space
domain, the Fourier spectrum fv‘g is obtained by solving the
following linear inverse problem:
um D
LX
‘D¡L
v‘e
¡i2…k‘xm1k; for m D 0; 1; : : : ;M;
(1)
where xm is the sample coordinate of the signal sequence um ,
and k‘ is the wavenumber (the spatial frequency) with regular
interval1k. Equation (1) may be represented in vector-matrix
notation as
u D Fv; (2)
where u is the data vector in the spatial domain, F is the inverse
DFT operator, and v is the Fourier spectrum in the wavenum-
ber domain. In DFT analysis, equation (2) is the formula of
inverse DFT, transforming the spectrum back to the original
data space. It is treated here as a linear inverse problem where
u·fumg is the “data,” and the spectrum v·fv‘g is the “model”
we sought after.
Solving equation (2) for “model” v is equivalent to the for-
ward DFT estimate in Fourier analysis. For an underdeter-
mined least-squares problem, the forward DFT estimate is
given by
v D FH (FFH C „I)¡1u; (3)
where FH is the Hermitian transpose of F, and „ is a small
positive damping factor for stabilizing the matrix inversion.
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Introducing a constraint matrix C, the forward DFT equation
(3) may be rewritten as
v D CFH (FCFH C „I)¡1u; (4)
where C may be referred to as the model covariance matrix
(Tarantola, 1987). Spectral estimation using either equation
(3) or (4) is referred to as DFT inversion.
Suppose a preliminary DFT estimate for a group of fre-
quency components is obtained using equation (3). It yields
a smoothed estimate of the Fourier coefficients v, because
the fundamental assumption in the least-squares solution is
its Gaussian distribution of the model parameters. However,
when the seismogram consists of a few coherent events, it is
expected that its representation in the Fourier transform do-
main would be sparse. Therefore, the constraint matrix C in the
constrained DFT inversion (4) is used to reflect this sparseness
in the “model.”
The constraint matrix
The highest amplitudes of the transformed data most com-
monly contain the highest concentration of signal. Thus, the
spectral amplitudes of the preliminary DFT estimate obtained
from equation (3) can be used as a priori information and in-
corporated in the constraint matrix C. The latter is defined as
a diagonal matrix with entries given by
c‘‘ D 1 ffb ¡ fa
fbX
fa
kv‘( f )k2; (5)
where 1 f is the sample interval of the temporal frequency,
and [ fa; fb] is the frequency range centered at a reference
frequency such as the dominant frequency.
In Sacchi and Ulrych (1996) and Sacchi et al. (1998),
the Cauchy function is used successfully to increase the
model sparseness (i.e., to improve the resolution of the dis-
crete Fourier transform). It is implemented as an iteratively
reweighted least-squares inversion. An example given by
Sacchi et al. (1998) to reconstruct a time series containing two
harmonics from a gapped time series used ten iterations. More-
over, an iteration is required for each frequency component,
although a method such as conjugate gradient could improve
the efficiency (Sacchi and Porsani, 1999). To speed up the com-
putation, the Fourier image of the preceding frequency com-
ponent can be used as the initial estimate of the Fourier image
for the current frequency to set the weighting coefficients. This
strategy was used by Herrmann et al. (2000) in the parabolic
Radon transform.
A seismic wavefield is always contaminated with noise. The
regularization coefficients defined in equation (5), using an av-
eraged power spectrum over a group of adjacent frequencies,
may improve the stability of the inversion when, for instance,
notches occur in the spectrum. Such formulation expressed by
equation (5) also improves the efficiency. When constraint ma-
trix C is defined, the Fourier transform operator in equation (4)
is computed only once (because of its frequency independency)
and applied to all frequency components.
The constraint matrix used by Duijndam et al. (1999, 2001)
is also a diagonal matrix with entries given by the distance be-
tween the neighboring samples. The inclination to give closely
spaced traces less weight can be justified by the fact that these
traces contain information on roughly the same area and,
hence, do not represent truly independent information, and
should instead be regarded as one piece of information or sam-
ple. It is thus a constraint in the “data” space. However, the con-
straint C here is in the “model” space. An example in Zwartjes
and Hindriks (2001), who found improved reconstruction at
high frequencies and in large gaps when using sparse inver-
sion, confirms the merit of the “model” space constraint over
the “data” space constraint.
Sparseness measurement
The optimal choice for sparseness constraint remains a topic
of research and debate. Nevertheless, if we can measure the
difference in sparseness between the two DFT spectra obtained
from equations (3) and (4), we may gain some pragmatic insight
into the relative magnitude of the sparseness needed for a good
wave reconstruction.
To quantify the sparseness of a DFT spectrum, I use a
focusing-measure parameter defined as (Harlan et al., 1984)
F[p(r)] · min
¾
I [p(r) : Gaussian (¾; r)] (6)
D
Z
p(r) ln p(r) dr C ln ¾ C c; (7)
where p(r) is the probability distribution of random vari-
able r (which in this case is the amplitude spectrum),
I [p(r) : Gaussian (¾; r)] is the cross entropy measuring the
unpredictability of a given p(r) with respect to a Gaussian
distribution, ¾ is a standard deviation, and c is a constant
(cD 12 C ln
p
2…). In equation (6), parameter F is defined as
the minimum cross entropy of the data probability distribu-
tion with respect to Gaussian distributions of all variances ¾ ,
and thus is a measurement of non-Gaussianity. In our applica-
tion here, F increases with non-Gaussianity and thereby with
the focusing of the spectrum, and more focusing means more
sparseness of the DFT spectrum.
SEISMIC WAVE RECONSTRUCTION
The sparseness-constrained DFT inversion is now applied to
seismic wave reconstruction. The problem under consideration
is: given an irregularly sampled input data set,
u · fu(xm); for m D 0; 1; : : : ;Mg;
to reconstruct a desirable output data set,
u˜ · fu˜(yn); for n D 0; 1; : : : ; N g;
which has a constant spatial sample interval. It may be repre-
sented as a linear system
u˜ D Ru; (8)
where R is an (N C 1)£ (M C 1) reconstruction operator.
For seismic data presented in the temporal frequency do-
main, wavefield reconstruction is performed on each frequency
independently.
The regularly spaced seismic samples may be obtained by
performing inverse DFT:
u˜n D
LX
‘D¡L
v‘e
¡i2…k‘ yn1k; for n D 0; 1; : : : ; N : (9)
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It may be rewritten in vector-matrix notation:
u˜ D F˜v; (10)
where F˜ is the inverse DFT operator with new the spatial sam-
ple coordinate. Combining equation (10) with equation (4)
produces the reconstruction system (8), in which the recon-
struction operator R is given explicitly as
R D F˜CFH (FCFH C „I)¡1: (11)
To construct the constraint matrix C, equation (3) is needed
for computing a group of vs as the pilot analysis. Let us also
rewrite the forward DFT equation (3) in the form
v D Fyu; (12)
with the forward DFT operator
Fy D FH (FFH C „I)¡1; (13)
computed from the inverse problem (without sparseness con-
straint). Both operators, the forward DFT operator Fy and the
reconstruction operator R, are independent of the temporal
frequency and may be precalculated and used for successive
frequency components.
In summary, seismic wave reconstruction or spatial resam-
pling is accomplished in the following five steps:
1) Compute forward DFT operator Fy.
2) Calculate vDFyu at selective frequencies.
3) Define the constraint matrix C.
4) Compute reconstruction operator R.
5) Calculate u˜DRu for all frequency components.
The aliasing issue
The Nyquist condition for sampling a wavefield is that the
sampling interval may not exceed half the smallest wavelength.
For the irregularly sampled data set, the Nyquist wavenumber
is determined by the average distance between the samples
(Beutler, 1966). That is, the maximum recoverable wavenum-
ber is defined by
kNyq D 121xa ; (14)
where
1xa D 1M (xM ¡ x0); (15)
the average of the spatial sample interval of the irregular input
data set. Thus, spatial reconstruction should satisfy the follow-
ing antialiasing condition:
1y ‚ 1xa; (16)
where 1y is the trace interval of the reconstructed output.
This is the fundamental condition we must follow (Cary,
1997). In practice, we first produce a regularly sampled data set
with trace interval 1y, using the trace regularization method
presented here, and then produce a refined output, using the f-x
domain trace interpolation method based on linear prediction
in spatial direction (Spitz, 1991; Porsani, 1999).
The optimal trace coordinates
The optimal output traces will be obtained if the coordinate
of each output trace is close to an original trace in the input.
For the output coordinates yn , there are three variables: the
spatial sample interval1y, the starting point y0, and the number
of samples N . The sample coordinates are set as
yn D y0 C n1y; for n D 0; 1; : : : ; N : (17)
The sample coordinate is the trace coordinate of a seismic pro-
file, in which the trace is the time-domain representation of a
group of frequency-domain samples at the same spatial coor-
dinate.
The coordinate optimization problem is set to minimize the
following objective function:
S D fi
ˆ
1
N C 1
NX
nD0
1‘
!
C (1¡ fi)
ˆ
1
N C 1
NX
nD0
1‘2
!1=2
;
(18)
where
1‘ D min(j1‘L j; j1‘Rj) (19)
with
1‘L D yn ¡ xm¡1; and 1‘R D xm ¡ yn; (20)
supposing yn is in between xm¡1 and xm . The trade-off factor
fi in equation (18) is within the range [0; 1]. In the following
example, I set fiD 0:5.
Two cases may be considered in the optimization: (1) finding
the optimal yn ’s, when 1y and N are fixed, and (2) finding the
optimal 1y and N , when two end-points y0 and yN are fixed.
In the optimization problem (18), however, there is only one
unknown variable for each of these two cases. For the case (1),
it is y0, the starting point. For the case (2), the unknown variable
is N , because
1y D 1
N
(yN ¡ y0): (21)
REAL DATA EXAMPLE
As a demonstration, the wave reconstruction technique is
now applied to an example data set which is a spatially under-
sampled, analog tape recording, single streamer, old-fashioned
“3D seismic” data set. In order to merge it with a neighboring
modern 3D seismic dataset, I attempt first to regularize traces
spatially and then to produce a refined output using a f -x-y
domain trace interpolation method that is suitable for a spa-
tially aliased data set (Wang, 2002). For this very specific data
set, trace regularization is actually accomplished in two steps.
The first step is the 2D prestack time migration along the in-
line direction, which regularizes traces in this direction. The
DFT-based wave reconstruction technique is applied now to
the crossline direction.
In a sample profile shown in Figure 1, (a portion of) a
crossline section extracted from a prestack common-offset
cube, there are 81 traces in total (i.e., M D 80). Trace coor-
dinates of the first and last traces are x0D 0 m and xM D 997 m,
respectively. The minimum trace spacing is 0.1 m and the
maximum is 33.5 m. The average of the trace interval is
1xa D 12:46 m. Following the antialiasing condition (16), re-
construction parameters are set as 1yD 12:5 m and N D 80
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(i.e., there are 81 traces). The optimization equation (18) au-
tomatically determines the first trace coordinate y0, which is
¡3:4 m. The last trace coordinate is then yN D 996:6 m.
Figure 2 compares the spectral estimate obtained from the
DFT inversion without sparseness constraint [equation (3)]
and the one using the sparseness-constrained DFT inversion
[equation (4)]. The horizontal axis is the wavenumber in the
unit of km¡1, and the vertical axis is the temporal frequency in
Hz. The input dataset (Figure 1) was transformed to the tem-
poral frequency domain. The DFT inversion is a 1D Fourier
transform with respect to the space variable, which was irregu-
larly sampled, as shown in Figure 1. To quantify the difference
in sparseness between these two spectra, we use the focusing-
measure parameter defined by equation (7). The relative fo-
cusing measures of the two DFT spectra shown in Figure 2 are
0.37:0.41. We see that the focusing measure has increased by
10%.
Figures 3 displays the reconstructed seismic profiles using the
DFT inversion without the sparseness constraint, and Figure 4
displays the one with the sparseness constraint. They are pro-
duced from the spectral estimates shown in Figures 2a and 2b,
respectively. This example shows the viability of the technique
in the processing of real data. Events with recognizable spatial
coherence we call signal; the rest without recognizable spa-
tial coherence we term noise. Figure 3 shows clearly that the
FIG. 2. Seismic spectra: (a) DFT spectral estimate obtained
from linear inversion without sparseness constraint [equation
(3)], and (b) DFT spectral estimate obtained from linear inver-
sion with sparseness constraint [equation (4)].
method without sparseness constraint fails to reconstruct traces
within gaps appearing on the original input seismic profile. The
successful wavefield reconstruction in Figure 4 indicates that
the essence of the method is to solve the DFT inverse prob-
lem with the particular constraint which imposes a sparseness
criterion on the least-squares solution. This real data example
reveals that even 10% difference in the focusing measure can
make significant difference in the regularization result.
In 3D seismic data processing, fold regularization is an im-
portant procedure before prestack time/depth migration. A
“flexing” method (borrowing traces from neighboring bins)
is commonly used to fill the “holes” for missing traces. The
DFT-inversion algorithm may be an alternative to the “flex-
ing” method. However, further research is required to make
the DFT-inversion algorithm comparable with the “flexing”
method in terms of cost and quality, so that it may eventually
replace the routine “flexing” method.
CONCLUSIONS
DFT spectral estimation by linear inversion with sparseness-
constrained least-squares solution is applied to seismic trace
regularization, reconstructing desirable seismic traces with reg-
ular sampling in the spatial direction from an irregularly sam-
pled data set. This paper documents the various practical
aspects:
1) The chosen sparseness constraint improves stability and
efficiency.
2) The focusing-measure parameter measuring the sparse-
ness of a DFT spectrum offers a pragmatic indicator
FIG. 3. Seismic trace regularization using DFT inversion with-
out the sparseness constraint. It shows clearly that the method
fails to reconstruct traces within gaps of the original input seis-
mic profile.
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FIG. 4. Seismic trace regularization using the sparse-
ness-constrained DFT inversion. The successful wavefield re-
construction indicates that the essence of the method is to solve
the DFT inverse problem with the particular constraint which
imposes a sparseness criterion on the least-squares solution.
about the magnitude of sparseness needed for a good
trace regularization.
3) For practical application where an input data set is irregu-
larly sampled and mostly undersampled in the spatial di-
rection, the antialiasing condition must be followed when
regularizing trace interval.
4) The optimal trace coordinates in the output can be ob-
tained by minimizing the distances between the newly
generated traces and the original input traces.
Application to real seismic data reveals the effectiveness of the
technique and the significance of the sparseness constraint in
the least-squares solution.
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