Increasingly, stochastic computer models are being used in science and engineering to predict and understand complex phenomena. Despite the power of modern computing, these simulators are often too computationally costly to be of practical use due to their complexity. Hence the emulation of stochastic computer models is a problem of increasing interest. Many stochastic computer models can be run at different levels of complexity, which incurs a trade-off with simulation accuracy. More complex simulations are more expensive to run, but will often be correlated with less complex but cheaper to run versions. We present a heteroscedastic Gaussian process approach to emulation of stochastic simulators which utilises cheap approximations to a stochastic simulator, motivated by a stochastic reliability and maintenance model of a large offshore windfarm. The performance of our proposed methodology is demonstrated on two synthetic examples (a simple, tractable example and a predator-prey model) before being applied to the stochastic windfarm simulator.
Introduction
Offshore windfarms are becoming a more and more attractive approach to the generation of clean, renewable energy (Hobley 2019) . In an effort to make the most of the abundance of offshore wind, offshore windfarms are being composed of more and more turbines. Additionally, turbines are harnessing new technologies and windfarms are being pushed further away from the coast into deep waters. Introducing new technologies to harsh environments induces a large number of uncertainties about, for example, expected lifetimes of critical components, which ultimately impacts profits. This uncertainty needs to be fully investigated prior to investing time and money into the development of these highly ambitious renewable energy projects.
The uncertainties in windfarms, and other energy projects, fall into two classes: aleatory uncertainties associated with hard-to-predict scenarios such as catastrophic weather events which can severely damage turbines and epistemic uncertainties such as the expected lifetimes of key turbine components and the availability of repair equipment. An approach to investigating these uncertainties is to build a stochastic computer model (a stochastic simulator ), such as the Athena simulator (Zitrou et al. 2013 (Zitrou et al. , 2016 , which motivates this article. The Athena simulator is a stochastic simulation of an offshore windfarm, with a focus on the early life of a windfarm. Crucially, Athena can be used to investigate both types of uncertainty. Aleatory uncertainty is investigated by running the simulator multiple times at the same input values. There are hundreds of inputs to the Athena model, but key inputs are often those of lifetime distributions of turbine components. We can investigate epistemic uncertainty by first eliciting a probability distribution over inputs of interest from a group of experts. We then run the simulator at values drawn from this distribution to investigate how input uncertainty induces (epistemic) output uncertainty. A key model output is a time series which tracks the "availability" of a windfarm over time (see Figure 4 ). The availability of a windfarm at time t is energy output of the windfarm as a proportion of the maximum possible energy output at time t. In our work we compress the availability time series into a single value -the average availability. This is the mean availability over the simulation period. Offshore windfarms reach an availability of around 93% for near shore turbines, but this is reduced for turbines further away from the coast since reaching the turbines for repair is much more difficult (Carroll et al. 2016) . Availability is related to a windfarm's uptime and hence its profitability.
The Athena model is a point processes model which simulates events at discrete times over a time period [0, T max ]. In our simulations T max = 5 (years), which is known as the "early life" of the windfarm. The number of event times is dictated by a tuning parameter ∆t, which represents the length of the time step in the simulator. If ∆t is too large then we might miss the occurrence of events, which results in an inaccurate simulation. Decreasing ∆t gives more accurate simulations but at an increased computational cost. Accurate runs of the Athena simulator can take up to 30 minutes for a windfarm with 200 turbines. The choice of 200 is motivated by the fact that the size of offshore windfarms has been growing quickly and it is likely that we will soon be considering offshore windfarms of this size (Paterson et al. 2018 , Vanhellemont & Ruddick 2014 . Since the simulator is computationally expensive, it will be highly computationally costly to perform a Monte Carlo type uncertainty analysis in the style of Marrel et al. (2012) to understand the influence of key parameters on windfarm performance. It is common in such scenarios to build a statistical surrogate model -an emulator -to replace the simulator in these computations (Gramacy 2020) . The theory of emulation of deterministic models is well developed and has been applied to a broad range of scenarios such as calibration (Kennedy & O'Hagan 2001) , uncertainty analysis (Kennedy et al. 2006) , optimisation (Wilson et al. 2018 ) and a better understanding of the simulator.
One of the most powerful approaches to emulation (of deterministic simulators) is to construct a Gaussian Process (GP) emulator, although other types of surrogate are available; see, for example, Goldstein & Rougier (2006) , Sudret (2008) . Emulators are a "black box" method which are trained on a relatively small number of runs of the computer model (Sacks et al. 1989) . Once constructed, emulators produce fast predictions of simulator output at untried inputs. What makes emulators different from other surrogates, is that they also return a quantification of (epistemic) uncertainty attached to the prediction (O'Hagan 2006) .
More recently, as stochastic simulation has become more prominent, so has the interest in the emulation of stochastic computer simulators, for example, Astfalck et al. (2019) , Rocchetta et al. (2018) , Boys et al. (2018) . There are a variety of approaches to (GP based) emulation of stochastic computer models; see Baker et al. (2020) for a recent overview. One desirable feature of many of these emulators is that they give us not only a mean response but also a quantification of both types of uncertainties in these simulators; the extrinsic uncertainty which quantifies our (lack of) knowledge in simulator output, and a prediction of the intrinsic uncertainty, that is, the simulator's level of noise.
Many GP based emulation approaches for stochastic problems rely on large levels of replication. To estimate the mean response of a stochastic simulator, we might apply Stochastic Kriging (SK) to runs of the simulator (Ankenman et al. 2010) . For SK it is recommended that we use at least 10 replicates at each design point. If we require a surrogate for the noise, a pair of GP emulators (one for the mean, another for the noise) can be constructed as in Henderson et al. (2009) , who use around 1000 replicates per design point. Another input dependent noise formulation is Quantile Kriging (Plumlee & Tuo 2014) , which again uses replication -hundreds of replicates are required to model non-Gaussian, input dependent, noise in computer simulators. However, the Athena model can take up to 30 minutes for a single accurate run, thus such levels of replication would make emulation of the Athena model infeasible. It is also likely that for many problems, a simple transformation, such as a log or logit transformation, could remedy any asymmetry in a simulator's output distribution.
An approach which need not require replication, but still allows for it, is the heteroscedastic GP (HetGP) (Goldberg et al. 1998 . The allure of HetGP is the promise of a full surrogate; joint prediction of the mean response and the level of noise at any input combination. This is possible via a latent variable formulation which jointly models the simulator mean as a GP and the log noise (to ensure positivity) as a GP. As Gramacy (2020) notes, this coupled GP approach provides smooth estimates of the noise at both within sample and out of sample simulator inputs. However, this very flexible approach to emulation may still require prohibitively large sample sizes to properly detect the complex behaviour exhibited by stochastic simulators. For example, Binois et al. (2018) use 500 design points to compare emulators for a one dimensional stochastic simulator.
In the Athena simulator it is simple to change model features to give us cheap approximations to large offshore windfarms. Since these approximations are relatively computationally cheap, it is easy to get enough training data to construct good emulators. If we can build a good emulator for the cheap simulator, and accurately describe its mean, perhaps we can utilise this information to build better emulators for more expensive stochastic computer models.
Using the emulated mean function of a cheap approximation to the expensive simulator has been tackled in the deterministic framework by Kennedy & O'Hagan (2000) . The most popular format is their autoregressive structure for functions (Forrester et al. 2007 , Singh et al. 2017 , Harvey et al. 2018 . They build a well informed emulator for the cheap simulator and use this as a "starting point" for the expensive simulator. The main aim of multilevel emulation is an improved emulation of the (expensive) simulator at a fixed training budget. We aim to extend this to the more complex case of stochastic computer experiments. We believe this is the first serious attempt at producing a full multilevel surrogate model for heteroscedastic simulators. Related work, Stochastic Co-Kriging (SCK), is given by Chen et al. (2017) , however their surrogate is a variant on Stochastic Kriging which is aimed at producing a mean response surface and typically requires large amounts of replication. We will focus on a replication-free framework; using the latent variance formulation of HetGP. However we acknowledge that small levels of replication (fewer than 10 replicates) could be a beneficial addition to this work.
The remainder of the article is structured as follows. Section 2 outlines emulation via heteroscedastic Gaussian processes. In Section 3 we motivate and propose stochastic multilevel emulation, which is the key contribution of this article. Simulation studies on a tractable example and a popular predator-prey model are given in Section 4. Section 5 returns to the Athena model where we produce a stochastic multilevel emulator for the motivating problem. Section 6 contains concluding remarks.
HetGP
Here we outline HetGP (Binois et al. 2018) to later draw parallels with Stochastic Multilevel (SML) emulation. Suppose we have a complex stochastic simulator, η(·). We can model this as a heteroscedastic GP:
Here, m(·) and m V (·) are prior mean functions. These mean functions are typically expressed in a hierarchical form such as m(x) = h(x) T β, where x is the simulator input, h a collection of simple, deterministic basis functions and β are unknown coefficients to be inferred. The mean function on the log-variance m V (·) is expressed in a similar way, but perhaps with a different choice of h(·) and different values of β. λ 2 (·) is the (aleatory) uncertainty of the expensive simulator; the log of this is modelled by a GP which itself has an aleatory uncertainty quantified by λ 2 V . These noise terms, especially for constant λ, are sometimes referred to as a "nugget" effect (Gramacy & Lee 2012) .
Similarly, we parameterise C and C V , the covariance functions. A common choice of covariance function for computer experiments is the squared exponential covariance function, as this imposes the belief that (the moments of) the simulator output are smooth functions of the simulator inputs (Santner et al. 2003) . A squared exponential covariance function, for a simulator with K inputs, is of the form
where σ 2 is a scale parameter and D = diag(θ 2 1 , . . . , θ 2 K ) is a diagonal matrix of correlation lengthscales. The same form is given to C V , but the scale (σ 2 V ) and lengthscale parameters (θ k,V ) can take different values.
We then run the simulator n times to obtain training data D = {y i , x i : i = 1, . . . , n}, where y i are single runs/realisations of η(x i ). The hyperparameters, Θ = {θ 1 , . . . , θ K , θ 1,V , . . . , θ K,V , β, β V , σ, σ V , λ V }, can then be inferred and the log variance, log λ 2 (X) = (log λ 2 (x 1 ), . . . , log λ 2 (x n )), at the design points, X = {x 1 , . . . , x n }, can also be estimated (further details in Section 3). Now, conditional on D, Θ, and log λ 2 (X), the posterior predictive distribution of the intrinsic variance at a new input x is
where the posterior moments are found via the conditional normal equations,
and I n is the n × n identity matrix. Then conditional on the data, and hyperparameters, the posterior predictive distribution of the simulator at an input x is
Here, λ 2 (x ) = exp{m V (x )} and m (x ), C (x , x ) are also found by the conditional normal equations:
where y = (y 1 , . . . , y n ).
In Figure 1 we see an example HetGP emulator for the stochastic simulator η(x) = 5 sin(4πx) + 5x + (1.1 + 4x)ε where ε ∼ N (0, 1).
Diagnosing problems with the emulation of stochastic computer codes is a difficult problem. Simply observing the fit in Figure 1 , the black lines do look like an appropriate description of the stochastic computer model, given the observed model runs (red dots). In this instance we are fortunate enough to know the distribution induced by the simulator; it is clear that the emulator does not provide an accurate representation of the simulator output. It is easy to see that the mean function for the fitted emulator is far too smooth, especially for larger values of x, where the stochasticity is greatest. As a result of this overly smooth fit, the emulated variance is too large in many areas of the input space. 3 Stochastic Multilevel Emulation
Motivation and Intuition
We outline our proposed approach to stochastic multilevel (SML) emulation. This approach is quite general and will apply to many stochastic simulators when cheap approximations are available. Many stochastic computer codes have a "complexity parameter", such as the length of a time step, or granularity of a grid over space, which exchanges simulation accuracy for computational efficiency, examples include Kennedy & O'Hagan (2000) and Le Gratiet & Garnier (2014) . The accuracy required frequently comes at a computational cost which severely hinders the size of our computer experiment, limiting the quality of the fitted emulator and future inferences. We aim to exploit such properties in jointly modelling the "cheap" simulator and "expensive" simulator. The outputs from cheap and expensive versions of stochastic simulators will be related. Runs from both versions will be combined to build an overall better emulator. We will focus on a two level set up; η C (·) is the cheaper simulator and η E (·) is its expensive counterpart. In the motivating example of the Athena model η C (·) is a version of the model with 20 turbines and a time step of ∆t = 0.001. However, we want to infer η E (·), which is a version with time step ∆t = 0.0001 and 200 turbines.
The Model
Here we will present our stochastic multilevel emulator. We allow for η E (·) to be heteroscedastic but if we believe it is homoscedastic we can replace the non-constant variance with a constant term. Our object of inference is (the distribution of) η E (x), for any x.
Suppose that the "true" mean of the cheap simulator, Z C (·) = E{η C (·)}, can be modelled by a noise-free (zero nugget) GP with mean function m C (·) and covariance function C C (·, ·):
Similarly, the true mean of the expensive simulator (Z E (·)) can be modelled as a GP. However, we cannot ever observe the true mean of the simulator, but some noisy realisation from the simulator y C = η C (x). We expect that the cheaper simulator is somehow informative for the expensive counterpart and thus, as in Kennedy & O'Hagan (2000) , we assume that
where η E (·) is the expensive stochastic simulator and δ(·) is a heteroscedastic GP:
In this formulation, ρ ∈ R is a regression parameter and m E (·), C E (·, ·) are mean and covariance functions for δ(·). The term δ(·) serves a dual purpose. Firstly, δ(·) can be viewed as a discrepancy function; the mean of δ(·) represents the difference in the mean response of the two simulators, or the loss of accuracy from running cheap simulations (with a large time step/coarse grid). Secondly, δ(·) describes the stochasticity in the top level simulator. This is a similar structure to that of Bayesian calibration of deterministic computer models (Kennedy & O'Hagan 2001) , however we do not observe data from a physical system -but a computer simulator -and we have noise in both sets of observations. This joint model for the two simulators allows us to borrow information from the cheaper simulator, but is sufficiently flexible to reject a relationship between the two levels if no such relationship exists. Namely, if ρ = 0 we recover HetGP.
We express the mean functions in a hierarchical form so that
We take h(·) to be a set of known, deterministic basis functions with coefficients given by the β terms. A typical choice for h(·) is a collection of low order monomials which capture the global variation in the simulator output. A particularly common choice is h(x) = (1, x) (Fricker et al. 2011 , Becker et al. 2012 ). Hence, the mean functions have the same form, but the particular parameters of these regression functions are allowed to differ.
We will use squared exponential covariance functions so that
where * ∈ {C, E}, D * = diag(θ 2 1, * , . . . , θ 2 K, * ) is a diagonal matrix containing the correlation lengthscales and σ * are scale parameters of the covariance functions. The choice of a squared exponential covariance function is imposing the belief that the mean and variance of the simulator are smooth and infinitely differentiable. Intuitively, this means that if an input x is "close" to another input x = x then E(η(x)) is also "close" to E(η(x )). Similarly, Var(η(x)) will be close to Var(η(x ) ). Note that the choice of squared exponential covariance function is not a requirement for this methodology, the user can specify a different covariance structure as they see fit (Rasmussen 2006) . Hence a hierarchical model for the expensive simulator is as follows:
where λ C is a constant nugget effect for the cheap simulator and λ V is a constant nugget effect for the latent variance of the expensive simulator, both of which smooth the noisy simulator observations. The I * are identity matrices of appropriate dimensions. Hence a SML emulator has a similar structure to the standard multilevel emulators presented by Kennedy & O'Hagan (2000) , with the addition of a latent variance process (λ 2 E (·)). We model the log variance as a GP to enforce positivity.
It follows that, conditional on all hyperparameters,
and N E are the number of runs of the cheap and expensive simulators, respectively. That is
where X C and X E are the design matrices of the cheap and expensive codes, respectively. Further details of the design are given in Section 3.4 and Section 4.3.
We will now derive the covariance matrix of the response
. We express this covariance matrix in block form so that
The auto-covariance of Y C is straightforward. This is simply
where I i,j is an indicator function equal to 1 when i = j and 0 otherwise. For the autocovariance of the expensive simulator, we assume the three summed GPs are all pairwise independent and that the constant variance of the cheap simulator is independent of the variance of the expensive simulator. Further we assume, for i = j that
Thus we find that:
where the ε terms are random components of the simulator output.
Finally the cross-covariance is given by
Prior Specification
Since a Bayesian approach to inference is adopted, we assign priors to all GP hyperparameters. We propose that all parameters are assumed independent a priori with the following distributions (where the hyperparameters of the prior are chosen by the user):
where * ∈ {C, E, V }. However there is no λ E since we replace this by a GP to account for heteroscedasticity. We adopt priors over the β * j that are very flat, as is often the case in the computer experiments literature (Oakley & Youngman 2017) . Hence we take m j, * = 0 and s j, * = 10. Our priors on θ * will be fairly weak, but designed to omit very large lengthscales, therefore we take a j, * = 2 and b j, * = 0.5. Again, fairly weak priors are taken over σ * ; c j, * = d j, * = 2 and for λ 2 * we have e j = f j = 2. However, in the prior for ρ we are being fairly subjective, we take m ρ = 1 and s ρ = 0.5. This specification expresses the belief that the codes are positively correlated with a high probability; this is a reasonable assertion. If this belief was not held, then there would be little reason to perform a multifidelity computer experiment. This specification is our prior specification. In practice, a user can choose a prior that they see suitable.
We will use this same prior specification throughout the document, but where θ * are vectors (i.e. when the input space has dimension ≥ 2), we will model θ i, * via independent Gamma(2, 0.5) priors.
Design
Clearly, the design is an important part of this computer experiment. We want a space filling design on both levels of our experiment, hence we will appeal to a nested Latin Hypercube design. Here, we will use a "one shot" design rather than a more complex, but possibly more efficient, sequential design for simplicity. We generate X E via a Maximin Latin Hypercube (Morris & Mitchell 1995) (using the lhs package in R). To create X C , we augment X E to a larger design which still possesses Latin properties (again via the lhs package). Therefore, we have two space filling designs to construct the multilevel emulator.
Non-nested designs have been proposed in the multilevel computer experiments literature, for example Qian & Wu (2008) . Such designs treat the points in X E which are not in X C as missing data and so data augmentation is performed within a Markov chain Monte Carlo (MCMC) scheme. This can be computationally costly and is easy to avoid with our nested design.
Posterior Predictive Distribution of Code Output
Within our Bayesian approach, maximum a posteriori (MAP) estimates will be used as point estimates of the parameters. In practice, we find the MAP estimates via a numerical optimisation of the log-posterior (up to an additive constant). This is not fully Bayesian, however it is computationally thrifty. We could perform full Bayesian inference via MCMC, however Kersting et al. (2007) note a full Bayes analysis is very computationally expensive for standard Gaussian Process regression problems, let alone our more complicated variant.
Conditional on point (MAP) estimates, and estimates of the log variance at the design points, prediction of the log variance is the same as for HetGP, that is, Gaussian with mean
Prediction of the simulator mean at input x is more complex, but is a natural extension of the posterior predictive mean of a two-level code given in Kennedy & O'Hagan (2000) .
and hence the posterior distribution for a new input, conditional on a point estimate of the hyperparameters, is Gaussian with mean
and variance
4 Simulation Studies
Emulator Comparison
Before we apply SML to the Athena model, we first perform two simulation studies. The first simulation study is on a simple tractable example, and the second is on a more challenging example, the stochastic Lotka-Volterra model. We use the Stochastic Lotka-Volterra model as it has several features in common with the Athena windfarm simulator, but is much less complex.
To compare multilevel emulation with HetGP we can use the mean squared error,
where y(x j ) are a set of N test unseen simulator outputs (or possibly the known mean, as in Section 4.2.2) with unseen inputs x j andŷ(x j ) are predictions of the mean simulator output at each x j . Another suitable summary, especially since we emulate both the simulator mean and variance, would be a proper scoring rule. We shall use the scoring rule given in Equation
Experiment
HetGP SML (a) 30 expensive runs 29 expensive + 100 cheap runs (b) 30 expensive runs 29 expensive + 50 cheap runs (c) 10 expensive runs 9 expensive + 100 cheap runs (d) 10 expensive runs 9 expensive + 50 cheap runs (27) of Gneiting & Raftery (2007) . For distribution P, with mean µ and standard deviation σ, the score for this rule is S(y, P) = −((µ − y)/σ) 2 − log σ 2 , where y is the quantity we wish to forecast. In our case, y will be the output from a run of the simulator of interest and P is the posterior predictive distribution of the simulator output. This scoring rule has recently been used by others when comparing different emulators for stochastic simulators (Binois et al. 2018 , Baker et al. 2019 . For this particular scoring rule, a bigger score is better.
Tractable Example
We will emulate two simple, stochastic simulators:
where the ε * ∼ N (0, 1) for * ∈ {C, E}. It is clear that the above simulators are related via sin(x) and therefore η C (·) should tell us something useful about η E (·). However, the variance component of η E (·) becomes quite large with x -potentially making the simulator quite difficult to emulate, as seen in Figure 1 .
Design for the Tractable Example
When building emulators of stochastic computer models, the number of training runs we can make will typically be limited by the available CPU time. Therefore, when building multilevel emulators from scratch, we are forced to trade a small number of runs of the expensive simulator for a relatively large number of runs from the cheap simulator (of course, if data from the cheap simulator is already available, our framework would allow for it to be used). In this simulation study, the simple simulators are virtually instantaneous to run, so we will try a few different experiments where the relative expense of the simulators will change. We will suppose in one set of experiments that the cheap simulator is 100 times quicker than the expensive simulator. We will then see what happens when the cheap simulator is only 50 times quicker. We will also vary the absolute simulation budget; we will allow a set of experiments with a budget equivalent to 30 expensive runs, and another set with a budget equivalent to 10 expensive runs. We therefore have four simulation experiments in this section, which are summarised in Table 1. We shall run each simulation study 100 times, comparing the MSE and Score of the stochastic multilevel emulator to that of the HetGP emulator. Since in this case we know the exact form of the simulator, we shall compare the MSE and score via:
(i) The true mean of the simulator ('true' MSE).
(ii) A randomly generated set of 500 × 100 data points. Here, the inputs will be 500 equally spaced points on [0, 1], with 100 replicates at each design points. We generate 100 realisations from the expensive simulator at each design point ('empirical MSE').
Results
For each of the experiments outlined above we shall report the number of times (out of 100) that SML outperformed HetGP for each performance summary; see Table 2 . We will also report the lower quartile, median and upper quartile of the performance summaries; see Table 3 . First we will report the number of times that SML emulation outperformed HetGP for each of the experiments. We aim to minimise MSE and for this particular scoring rule, a higher score is better. We see in Table 2 that, in these experiments, the MSE is almost always reduced by incorporating runs from a cheaper simulator. We see a different story for the score -SML provides a worse score than HetGP when the number of expensive runs is 10. However, the MSE is still considerably reduced in these cases as seen in Table 3 . This suggests that by trading expensive runs for cheap runs we are losing some information about the stochasticity of the expensive simulator. This was also seen by Baker et al. (2019) when trading stochastic runs for deterministic runs to improve the emulation of stochastic simulators. Also we see that the difference in MSE is much more distinct for the true cases than empirical, however in both cases the MSE is reduced by employing the multilevel emulator.
The Lotka-Volterra Model
A commonly used stochastic simulator, with fast approximations, is the stochastic Lotka-Volterra model (from hereon in, the Lotka-Volterra model), used to model predator-prey systems.
The Lotka-Volterra model is commonly phrased in terms of rabbits (prey, x 1 ) and foxes (predators, x 2 happen; prey reproduce (x 1 := x 1 + 1), a prey death coupled with a predator reproduction (x 1 := x 1 − 1, x 2 := x 2 + 1) or a predator death (x 2 := x 2 − 1). The events occur in accordance to the hazard vector h(x|c) = (c 1 x 1 , c 2 x 1 x 2 , c 3 x 2 ) T . The time until the next event is then Exponentially distributed with rate h 0 = i h i (x|c). Exact realisations from the Lotka-Volterra model are available via Gillespie's algorithm; for further details see Wilkinson (2011) . However, there are several ways to generate (approximate) simulations from the Lotka-Volterra simulator. They all rely on setting some initial state vector x = (x 1 , x 2 ) which changes with time according to some reaction rates c = (c 1 , c 2 , c 3 ). Here we will focus on one of the most simple approximate implementations of the Lotka-Volterra model; a Poisson leaping scheme.
Poisson Leaping
Poisson leaping is a simple, approximate method for generating simulations from the Lotka-Volterra model. For a small time period [t, t + ∆t) it is assumed that the number of times event i occurred follows a P oisson(h i ∆t) distribution (for further details see Golightly & Gillespie (2013) ). Decreasing the length of the leap, ∆t, increases simulation accuracy at the cost of computation time. For many simulations, it is not clear if there is a "best" leap length.
Multilevel Emulation of the Lotka-Volterra Model
We want to produce an emulator for the Lotka-Volterra model. Our output of interest here will be the average number of predators over the simulation period [0, T max ] and we will vary the three reaction rates in the simulator. We will use multilevel emulation to predict the mean number of predators over the time period with the cheap simulator being a Poisson leaping scheme with a large time step (∆t = 0.1), and a corresponding expensive version will have a much smaller time step (∆t = 0.001).
On average, the smaller time step algorithm takes approximately 100 times longer than the large time step; a substantial computational saving. We also see in Figure 2 that there is large agreement (and very high positive correlation) between the two algorithms when the output is relatively small, but when the mean number of prey is more than around 3000, any relationship is not obvious. 
Results for the Lotka-Volterra Model
We shall evaluate the methods (SML and HetGP) here via repeated simulation. We will perform 100 simulation studies from the Lotka-Volterra model and investigate the (out of sample) mean squared error as well as the score (again, computed using out of sample data). We cannot report the 'true' MSE here since it is not available, as will be the case for many simulators of interest. We shall emulate the log average number of prey over the time period (to ensure positivity of predictions). For these experiments, we shall assume a computational budget which allows for 40 expensive runs. To build the multilevel emulator, we exchange just one expensive run for 100 runs from the cheap simulator. This should allow us to learn as much as possible about the stochasticity of the expensive simulator and keep the cost of inference and prediction relatively low. Figure 3 compares a HetGP emulator and an SML emulator. We see in the plot that the mean functions, although similar, have some differences. For instance, HetGP gives a fit (on the log scale) which is closer to a straight line than the multilevel emulator. We also see, especially when c 3 is small, that the variances are quite different. It is not obvious which fit is best. Hence to test the methods we rely on assessing out-of-sample performance on an independently generated test data set. For the Lotka-Volterra model with different leap lengths, we obtain the following results. The MSE was smallest for SML emulation on 95 occasions and a larger score was obtained on 94 occasions. Jointly, the MSE and score were favourable on 90% of the simulation experiments.
We see in Table 4 a numerical summary of the performance of each emulation approach. For this experiment, a validation set of data was generated, consisting of 100 design points and one run of the simulator at each design point. We see quite clearly that multilevel emulation is favourable in this case, although the experiment conducted was much smaller than in the tractable example, so the evidence is perhaps less convincing. 
Multilevel Emulation of the Athena Simulator
We now return to the motivating example for SML; the Athena model. Athena is a large point-process model. Simulations are implemented via MATLAB with a large number of inputs. Many inputs are parameters of lifetime distributions of components in wind turbines, but others, for instance, relate to the availability of repair equipment. The Athena model was also developed with short term wind farm performance in mind. In our simulations, we simulate the first 5 years of the windfarm's operational life. This time period is usually called "early life", which typically coincides with the warranty period of key sub-assemblies (Zitrou et al. 2016) and is critical to meeting availability targets.
Some sample trajectories of the model are shown in Figure 4 . The availability over the time period, for a single run, is simply the average availability of that run. For the cheap version of the simulator, trajectories are very coarse compared to the expensive runs. This results in the variance of the availability being overly inflated. Further, since the Athena simulator is a point-process, by taking large time steps we frequently "miss" the occurrence of events, thus the smallest feasible time step is favoured.
Two ways to alter the speed of the Athena simulator are (i) changing the size of the time step, (ii) changing the number of turbines in the windfarm. Of course, changing each of the parameters will somehow impact the output of the simulator. Experimentation suggests that increasing the size of the time step not only systematically reduces a windfarm's availability, but also inflates the intrinsic variance. A system with a small number of turbines (say, 20 turbines) runs much faster than a system with a much larger number (say, 200) . We aim to learn about the behaviour of a 200 turbine windfarm, but a 20 turbine windfarm will give us a useful insight into a larger system. Similarly, a fast, but coarse, simulation will give us information about a slow, but accurate, simulation (as in Section 4.3). If we can produce a good emulator for a 200 turbine windfarm simulator then we should, in theory, be able to perform otherwise computationally intensive tasks such as uncertainty analysis for many future offshore wind projects.
We will construct emulators over a 6 dimensional input space which is summarised in Table 5 . Note that since the availability is a proportion and is constrained to [0, 1], we therefore emulate the logit availability. The design points are chosen via the nested Latin Hypercube structure described in Section 3.4. To construct the emulator, we standardise the inputs by subtracting the sample means and then dividing by the sample standard deviations, we refer to these transformed inputs as x * i . Gearbox TTWO (10 −1 , 1.5) x 5
Input Name
Generator TTWO (10 −1 , 1.5) x 6
Frequency Converter TTWO (10 −1 , 1.5) Table 5 : Summary of the six Athena inputs. TTWO = "time to wear out".
Choosing the sample size for a stochastic computer experiment is not an easy task. However, it seems reasonable that we should exceed the 10 points per input rule of thumb suggested by Loeppky et al. (2009) . For this experiment, we generated 200 cheap training points and 80 expensive training points. The expensive simulator takes approximately 26 minutes per run. The cheap simulator takes around 15 seconds per run. The more expensive simulator here takes more than 100 times longer to run than the cheaper counterpart. To build the multilevel emulator, we exchanged 2 expensive runs for the 200 cheap runs. An additional 500 runs of the model were generated to act as validation data, with inputs chosen via Maximin Latin hypercube.
We then constructed the two types of emulator (on the logit scale). Based on the set of 500 independently generated validation data, the MSE for HetGP was 0.385 whereas SML achieved an MSE of 0.352. The score for HetGP was −1317.485 and for SML the score was −113.362. Hence, SML achieves better MSE and score here than HetGP for the Athena model. Additionally, we estimatedρ = 0.817 for this example.
Emulator Validation
In order to check the validity of the emulators, we will implement some of the graphical diagnostics proposed by Bastos & O'Hagan (2009) . Since we model the outputs of the simulators by a Gaussian process, the Studentised residuals should form a random sample from a N (0, 1) distribution (approximately). If the posterior mean and variance are well suited to the simulator, the validation data should lie in a horizontal band, centred at 0, with approximately 95% of points in the interval (−2, 2). We can also compare empirical quantiles of the Studentised residuals against theoretical quantiles -we do this via coverage plots (comparing the proportion of Studentised validation samples in the interval (Φ −1 (α/2), Φ −1 (1 − α/2)) against the expected proportion). We see in Figure 5 that the magnitude of Studentised residuals for HetGP can be very large and far more residuals than we would expect are outside the range (−2, 2): 31.2%. For SML ( Figure 6 ) the residuals are slightly heavy tailed: 12.2% of residuals are outside of (−2, 2), slightly more than expected but a clear improvement over HetGP. We also see that the variances of the Studentised residuals are non-constant for HetGP, most noticeably in the third input. Our multilevel emulator appears to have resolved this problem. The coverage plots (Figure 7) also show that the Gaussian assumption is more plausible for the SML emulator than HetGP. 
Conclusions & Further Work
We have presented a novel application of multilevel emulation to stochastic simulators, which was first presented for deterministic computer codes by Kennedy & O'Hagan (2000) . We have shown that this approach can be favourable for both a tractable example, a fairly simple, but "genuine" simulator and also a problem of practical interest. On the downside, prediction and inference with multilevel modelling is slower, since such computations are O(N 3 ) where N is the size of the design. In HetGP (without replication) N is the number of design points, whereas in multilevel emulation N = N E + N C , and N C is typically fairly large. We however believe that the benefits of multilevel emulation, increased emulator performance at a fixed training budget, may outweigh this extra cost.
Future work could involve using (small amounts of) replication in the cheap simulator so that N C is smaller. Interestingly, the MSE/score did not improve much in Table 3 when an additional 50 cheap runs were added. Perhaps these 50 runs would have been better used on replication in the cheap simulator to improve the efficiency of prediction and inference with SML emulation.
This new approach to emulation also poses a design question: how should we split the computational budget between cheap and expensive runs to build the best possible emulator? For our experiments, we typically exchanged the fewest number of expensive runs possible. This was so that we could learn as much about the latent variance process as possible and to avoid computational issues associated with large N C . Of course a rule for the design might be highly dependent on the problem. It is likely to depend on how correlated the expensive and cheap runs are, but should also account for the relative cost of each simulator. It might not be the case that a "one shot" design rule is simple to construct. Hence a sequential design could be a powerful approach. Sequential design of multilevel deterministic computer codes is addressed by Le Gratiet & Cannamela (2015) . Further, sequential designs which balance replication and exploration in stochastic computer codes, to create cheaper emulators, have been presented by . Another interesting problem, which we have not addressed here, is linking the stochasticity of the two simulators. Our approach aimed to build better surrogates for stochastic simulators by constructing a well-informed mean function. It could be case that the variance of each simulator is somehow related. Perhaps a good understanding of the stochasticity in a cheap simulator could deliver an improved understanding of stochasticity in the expensive simulator. It would be interesting to see if this could be developed in a computationally efficient manner. versity of Strathclyde for discussions about the Athena simulator and access to the Athena simulator.
