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LUSZTIG ISOMORPHISMS FOR DRINFEL’D DOUBLES
OF BOSONIZATIONS OF NICHOLS ALGEBRAS OF
DIAGONAL TYPE
I. HECKENBERGER
Abstract. In the structure theory of quantized enveloping alge-
bras, the algebra isomorphisms determined by Lusztig led to the
first general construction of PBW bases of these algebras. Also,
they have important applications to the representation theory of
these and related algebras. In the present paper the Drinfel’d dou-
ble for a class of graded Hopf algebras is investigated. Various
quantum algebras, including small quantum groups and multipa-
rameter quantizations of semisimple Lie algebras and of Lie super-
algebras, are covered by the given definition. For these Drinfel’d
doubles Lusztig maps are defined. It is shown that these maps
induce isomorphisms between doubles of bosonizations of Nichols
algebras of diagonal type. Further, the obtained isomorphisms sat-
isfy Coxeter type relations in a generalized sense. As an applica-
tion, the Lusztig isomorphisms are used to give a characterization
of Nichols algebras of diagonal type with finite root system.
Key words: Hopf algebra, quantum group, Weyl groupoid
MSC2000: 17B37; 81R50
1. Historical remarks
The emergence of quantum groups following the work of Dinfel’d
[Dri87] and Jimbo [Jim86] was characterized by the appearance of a
huge amount of papers considering generalizations of quantized en-
veloping algebras of semisimple Lie algebras, their structure theory,
and their applications in physics and mathematics. One of the remark-
able discoveries with far reaching consequences in the field was Lusztig’s
construction of automorphisms of Uq(g), see [Lus93]. It led to the con-
struction of Poincare´–Birkhoff–Witt (PBW) bases of Uq(g) and to the
Partially supported by the German Research Foundation (DFG) in the frame-
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study of crystal bases. Lusztig’s isomorphisms are also very important
for the representation theory of quantized enveloping algebras.
As a particular type of generalization of quantized enveloping alge-
bras, in the early 1990s quantized enveloping algebras of contragredi-
ent Lie superalgebras have been intensively studied, see e. g. [KT91],
[FLV91], [KT95], [BKM98], and [Yam99]. First, as noted in the in-
troduction of [KT91], it was not clear whether there is an appropriate
structure which could play a similar role for quantized Lie superalge-
bras as the Weyl group does for quantized semisimple Lie algebras.
After the appearance of Serganova’s work [Ser96] on generalized root
systems the idea of a Weyl groupoid and corresponding Lusztig isomor-
phisms were mentioned by Khoroshkin and Tolstoy [KT95, p. 16] and
used implicitly by Yamane [Yam99, Sects. 7.5,8], [Yam01] in a topologi-
cal setting. Presumably because of technical difficulties the response on
these papers was not very high, and a more detailed elaboration of these
structures is still missing. As a result of the project aiming the classifi-
cation of finite-dimensional Nichols algebras of diagonal type, the Weyl
groupoid was rediscovered in a more general context [Hec06b], based
on a natural definition of generalized root systems (different from the
one of Serganova). In the meantime, a complete list of Nichols algebras
of diagonal type with finite root system [Hec06a] was determined and
a piece of an appealing structure theory of generalized root systems
and Weyl groupoids [HY08], [CH08] is available. A very interesting
perspective for the future is the existence of root systems and Weyl
groupoids for a much larger class of Hopf algebras [HS08].
Recently, for two-parameter quantizations of finite-dimensional sim-
ple Lie algebras, Bergeron, Gao, and Hu [BGH06] study generalizations
of Lusztig isomorphisms. In the rank two case they are able to define
such isomorphisms in the full generality of their approach [BGH06,
Sect. 3]. In the present paper it is shown how to use the Weyl groupoid
for the definition of Lusztig isomorphisms for a large class of quantum
doubles, including (standard and) multiparameter quantizations of en-
veloping algebras of semisimple Lie algebras and Lie superalgebras and
their small quantum group analogs. An important fact is that the use
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of the Weyl groupoid removes most of the technical assumptions in the
definition of the quantum doubles under investigation.
In the case of Lie superalgebras and their quantized analogs a new
phenomenon compared to semisimple Lie algebras arises. Namely,
(quantum) Serre relations are not sufficient to define the Lie (or quan-
tized enveloping) superalgebra by generators and relations, see [FLV91]
and [KT91]. The determination of a minimal set of defining relations
turned out to be solvable in principal by using the Weyl groupoid, — see
[Yam99] and [GL01, Thm. 1.6]. where the latter has unfortunately nei-
ther a proof nor a reference, — but it involves technical difficulties. In
the classical case computations were done by Grozman, Leites [GL01],
and Yamane [Yam99]. The latter paper also treats the quantum case
for its topological version. The fact that the papers [KT91], [GL01],
and [Yam99] give different sets of defining relations, shows that a de-
scription avoiding case by case considerations would be of advantage
for further study of the subject.
The Weyl groupoid turned out to be the key structure to answer
the first part of [And02, Question 5.9], namely, to determine all finite-
dimensional Nichols algebras of diagonal type. In view of the results
discussed above it seems that the second part of [And02, Question 5.9],
which asks for the defining relations of these algebras, can be answered
in its naive sense — by giving explicit lists — only in a very technical
way. A possible application of Lusztig isomorphisms and their proper-
ties is to give an answer to [And02, Question 5.9] in a conceptual way
based on the idea described in [GL01, Thm. 1.6] for contragredient Lie
superalgebras.
2. On the structure of this paper
The mathematical part of the paper starts in the next section with
recalling some combinatorial aspects of Nichols algebras of diagonal
type. The Weyl groupoid and the root system of a bicharacter are
at the heart of the structure theory of finite-dimensional (and also
more general) Nichols algebras of diagonal type, and they will appear
on many places in the paper. Then in Sect. 4 the Drinfel’d double
U(χ) of the tensor algebra U+(χ) of a braided vector space of diagonal
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type, see Def. 4.5 and Prop. 4.6, is studied. For the convenience of
the reader, many facts known from the theory of quantized enveloping
algebras and superalgebras are worked out explicitly in the presented
more general context. The style of the presentation and the notation
follow the conventions in standard textbooks on quantum groups. In
this section, more precisely in Prop. 4.17, a characterization of ideals of
U(χ) admitting a triangular decomposition of the corresponding quo-
tient algebra is proven, which seems to be new even for multiparameter
quantizations of Kac-Moody algebras, see [KS07, Prop. 3.4].
In Sect. 5 the definition and structure of Nichols algebras is recalled.
Most facts appear in some form in the literature.
The main part of the paper starts in Sect. 6. There are two important
aims chased from now on. First, for a class of Drinfel’d doubles U(χ) of
Nichols algebras of diagonal type the definition of Lusztig isomorphisms
is given in Thm. 6.11. For this definition a combinatorial restriction
on χ is indispensable, as explained at the beginning of Subsect. 6.1.
The idea behind this condition is that the Lusztig isomorphisms are
natural realizations of elements of the Weyl groupoid W(χ) attached
to the bicharacter χ, see Def. 3.11, and the definition of the generating
reflections of the Weyl groupoid requires a finiteness condition on χ.
The proof of the fact, that the Lusztig maps are indeed well-defined and
isomorphisms, requires several intermediate results. Therefore, and in
order to obtain statements in a more general setting, the Lusztig maps
Tp and T
−
p are introduced in the most universal setting in Lemma 6.6.
Besides the obvious analogy to Lusztig’s definition, the main difference
is the missing of the constant factors in Tp(Ei). The advantage of this
modification is that one can avoid case by case checkings in the proofs
of all of the results concerning the maps Tp in this paper. This is not
a negligible fact in view of [Lus93, Subsect. 39.2] and the classification
result for Nichols algebras with finite root system in [Hec06a], even if
one restricts himself to the rank 2 cases. However, the given defini-
tion has also its disadvantage: In equations as for example Eq. (6.13)
and Eq. (6.24) one can not remove the field k. This implies in par-
ticular that the Coxeter relations in Thm. 6.19 hold “only” up to an
automorphism ϕa defined in Prop. 4.9(1).
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The main results concerning Lusztig isomorphisms are variants of the
corresponding statements for quantized enveloping algebras of semisim-
ple Lie algebras.
• Prop. 6.8: The Lusztig maps induce isomorphisms between the
Drinfel’d doubles of the corresponding Nichols algebras of diag-
onal type.
• Thm. 6.19: Lusztig isomorphisms satisfy Coxeter type relations,
up to a natural automorphism of U(χ).
• Thm. 6.20: The images of certain generators under a Lusztig
isomorphism are in the upper triangular part of the Drinfel’d
double.
• Cor. 6.21: Description of the Lusztig isomorphism correspond-
ing to a longest element of the Weyl groupoid.
The other important aim of the main part of the paper is to give a
characterization of Nichols algebras of diagonal type having a finite root
system. The corresponding result is Thm. 7.1. The theorem claims,
roughly speaking, that a “natural” ideal I+(χ) of U+(χ) is the defining
ideal of the Nichols algebra U+(χ) if and only if for all χ′ ∈ Ob(W(χ))
there exist further “natural” ideals I+(χ′) of U+(χ′), such that all
Lusztig maps between the corresponding quotient algebras are well-
defined. This theorem is descriptive, and admits to check whether
a given family of ideals defines the corresponding family of Nichols
algebras. However, it does not tell how to construct a minimal set of
generators for the defining ideal of the Nichols algebra. This problem
remains open for further research.
The paper ends with an application of Thm. 7.1. More precisely,
in Ex. 7.4 it is proven that the Nichols algebra U+(χ) associated to a
bicharacter of finite Cartan type is, if the main parameter is not a root
of 1, defined by Serre relations only. This result is standard in the case
of usual quantized enveloping algebras.
If not indicated otherwise, all algebras in the text will be defined over
a base field k of arbitrary characteristic, and they are associative and
have a unit. The coproduct, counit, and antipode of a Hopf algebra
will be denoted by ∆, ε, and S, respectively. For the coproduct of
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a Hopf algebra H the Sweedler notation ∆(h) = h(1) ⊗ h(2) for all
h ∈ H will be used. In contrast, for the coproduct ∆ of a braided Hopf
algebra H ′ we follow the modified Sweedler notation of Andruskiewisch
and Schneider, see the end of the introduction in [AS02], in form of
∆(h) = h(1)⊗h(2) for all h ∈ H ′. For an arbitrary coalgebra C let Ccop
denote the vector space C together with the coproduct opposite to the
one of C. The antipode of Hopf algebras and braided Hopf algebras is
always meant to be bijective. Let Z and N denote the set of integers
and positive integers, resepectively, and set N0 = N ∪ {0}.
3. Preliminaries
Let k be a field and let k× = k \ {0}. For any non-empty finite set
I let {αi | i ∈ I} denote the standard basis of Z
I .
3.1. q-binomial coefficients. The assertions and formulas in this sub-
section are analogs of those in standard textbooks on quantum groups,
see for example [Lus93, Sects. 1.3, 34.1], [Jos95, Sect. 1.2.12-13], and
[KS97, Sect. 2.1].
Let q ∈ k×. Set (0)q = 0 and for all m ∈ N let
(m)q =1 + q + · · ·+ q
m−1, (−m)q = − (m)q.(3.1)
Let (0)!q = 1 and for all m ∈ N let (m)
!
q =
∏m
n=1(n)q.
The quantum plane is the unital associative k-algebra
k〈u, v〉/(vu− quv).
The set {umvn |m,n ∈ N0} is a k-basis of this algebra. For all m ∈ N0
and n ∈ Z define
(
m
n
)
q
∈ k by the equation
(u+ v)m =
∑
n∈Z
(
m
n
)
q
unvm−n.
Since (u+ v)m+1 = (u+ v)(u+ v)m = (u+ v)m(u+ v), one obtains that(
m
n− 1
)
q
+ qn
(
m
n
)
q
= qm−n+1
(
m
n− 1
)
q
+
(
m
n
)
q
=
(
m+ 1
n
)
q
(3.2)
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for all m ∈ N0, n ∈ Z. As a special case one gets(
m
n
)
q
= 0 for n < 0 or n > m,(
m
0
)
q
=
(
m
m
)
q
= 1,
(
m
1
)
q
=
(
m
m− 1
)
q
= (m)q.
Lemma 3.1. Let q ∈ k×, m ∈ N0, and n ∈ Z. Then
(n + 1)q
(
m
n+ 1
)
q
= (m− n)q
(
m
n
)
q
.
Proof. Proceed by induction on m. If m = 0, then both sides of the
equation are zero for all n ∈ Z. Suppose now that the claim holds for
some m ∈ N0. Then Eq. (3.2) and the induction hypothesis imply that
(n+ 1)q
(
m+ 1
n+ 1
)
q
= (n + 1)q
((
m
n
)
q
+ qn+1
(
m
n+ 1
)
q
)
= qn
(
m
n
)
q
+ (n)q
(
m
n
)
q
+ qn+1(n + 1)q
(
m
n+ 1
)
q
= qn
(
m
n
)
q
+ (m− n+ 1)q
(
m
n− 1
)
q
+ qn+1(m− n)q
(
m
n
)
q
= qn(m− n + 1)q
(
m
n
)
q
+ (m− n+ 1)q
(
m
n− 1
)
q
= (m− n+ 1)q
(
m+ 1
n
)
q
for all n ∈ Z. This proves the lemma. 
Lemma 3.2. Let q ∈ k× and m ∈ N. Assume that (m)q = 0 and
(m− 1)!q 6= 0. Then
(
m
n
)
q
= 0 for all n ∈ N with n < m.
Proof. The assumption yields that
(
m
1
)
q
= (m)q = 0. Using Lemma 3.1
the claim follows easily by induction on n. 
3.2. Cartan schemes, Weyl groupoids, and root systems. The
combinatorics of the Drinfel’d double of the bosonization of a Nichols
algebra of diagonal type is controlled to a large extent by its Weyl
groupoid. Here the language developed in [CH08] is used. Substantial
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part of the theory was obtained first in [HY08]. In this subsection the
most important definitions and facts are recalled.
Let I be a non-empty finite set. By [Kac90, §1.1] a generalized
Cartan matrix C = (cij)i,j∈I is a matrix in Z
I×I such that
(M1) cii = 2 and cjk ≤ 0 for all i, j, k ∈ I with j 6= k,
(M2) if i, j ∈ I and cij = 0, then cji = 0.
Definition 3.3. Let I be a non-empty finite set, A a non-empty set,
ri : A→ A a map for all i ∈ I, and C
a = (cajk)j,k∈I a generalized Cartan
matrix in ZI×I for all a ∈ A. The quadruple
C = C(I, A, (ri)i∈I , (C
a)a∈A)
is called a Cartan scheme if
(C1) r2i = id for all i ∈ I,
(C2) caij = c
ri(a)
ij for all a ∈ A and i, j ∈ I.
One says that a Cartan scheme C is connected, if the group 〈ri | i ∈ I〉 ⊂
Aut(A) acts transitively on A, that is, if for all a, b ∈ A with a 6= b
there exist n ∈ N0 and i1, i2, . . . , in ∈ I such that b = rin · · · ri2ri1(a).
Two Cartan schemes C = C(I, A, (ri)i∈I , (C
a)a∈A) and C
′ = C′(I ′, A′,
(r′i)i∈I′, (C
′a)a∈A′) are called equivalent, if there are bijections ϕ0 : I →
I ′ and ϕ1 : A→ A
′ such that
ϕ1(ri(a)) = r
′
ϕ0(i)
(ϕ1(a)), c
ϕ1(a)
ϕ0(i)ϕ0(j)
= caij(3.3)
for all i, j ∈ I and a ∈ A.
Let C = C(I, A, (ri)i∈I , (C
a)a∈A) be a Cartan scheme. For all i ∈ I
and a ∈ A define σai ∈ Aut(Z
I) by
σai (αj) = αj − c
a
ijαi for all j ∈ I.(3.4)
This map is a reflection. The Weyl groupoid of C is the categoryW(C)
such that Ob(W(C)) = A and the morphisms are generated by the
maps σai ∈ Hom(a, ri(a)) with i ∈ I, a ∈ A. Formally, for a, b ∈ A the
set Hom(a, b) consists of the triples (b, f, a), where
f = σ
rin−1 ···ri1 (a)
in
· · ·σ
ri1(a)
i2
σai1
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and b = rin · · · ri2ri1(a) for some n ∈ N0 and i1, . . . , in ∈ I. The
composition is induced by the group structure of Aut(ZI):
(a3, f2, a2) ◦ (a2, f1, a1) = (a3, f2f1, a1)
for all (a3, f2, a2), (a2, f1, a1) ∈ Hom(W(C)). By abuse of notation one
also writes f ∈ Hom(a, b) instead of (b, f, a) ∈ Hom(a, b).
The cardinality of I is termed the rank of W(C). A Cartan scheme
is called connected if its Weyl groupoid is connected.
Recall that a groupoid is a category such that all morphisms are
isomorphisms. The Weyl groupoid W(C) of a Cartan scheme C is a
groupoid, see [CH08]. For all i ∈ I and a ∈ A the inverse of σai is σ
ri(a)
i .
If C and C′ are equivalent Cartan schemes, then W(C) and W(C′) are
isomorphic groupoids.
A groupoid G is called connected, if for each a, b ∈ Ob(G) the class
Hom(a, b) is non-empty. Hence W(C) is a connected groupoid if and
only if C is a connected Cartan scheme.
Definition 3.4. Let C = C(I, A, (ri)i∈I , (C
a)a∈A) be a Cartan scheme.
For all a ∈ A let Ra ⊂ ZI , and define mai,j = |R
a ∩ (N0αi + N0αj)| for
all i, j ∈ I and a ∈ A. One says that
R = R(C, (Ra)a∈A)
is a root system of type C, if it satisfies the following axioms.
(R1) Ra = Ra+ ∪ −R
a
+, where R
a
+ = R
a ∩ NI0, for all a ∈ A.
(R2) Ra ∩ Zαi = {αi,−αi} for all i ∈ I, a ∈ A.
(R3) σai (R
a) = Rri(a) for all i ∈ I, a ∈ A.
(R4) If i, j ∈ I and a ∈ A such that i 6= j and mai,j is finite, then
(rirj)
mai,j (a) = a.
If R is a root system of type C, then W(R) = W(C) is the Weyl
groupoid of R. Further, R is called connected, if C is a connected
Cartan scheme. If R = R(C, (Ra)a∈A) is a root system of type C and
R′ = R′(C′, (R′aa∈A′)) is a root system of type C
′, then we say that R
and R′ are equivalent, if C and C′ are equivalent Cartan schemes given
by maps ϕ0 : I → I
′, ϕ1 : A → A
′ as in Def. 3.3, and if the map
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ϕ∗0 : Z
I → ZI
′
given by ϕ∗0(αi) = αϕ0(i) satisfies ϕ
∗
0(R
a) = R′ϕ1(a) for all
a ∈ A.
There exist many interesting examples of root systems of type C
related to semisimple Lie algebras, Lie superalgebras and Nichols alge-
bras of diagonal type, respectively. Further details and results can be
found in [HY08] and [CH08].
Convention 3.5. In connection with Cartan schemes C, upper indices
usually refer to elements of A. Often, these indices will be omitted if
they are uniquely determined by the context. The notation w1a and
1aw
′ with w,w′ ∈ Hom(W(C)) and a ∈ A means that w ∈ Hom(a, )
and w′ ∈ Hom( , a), respectively.
A fundamental result about Weyl groupoids is the following theorem.
Theorem 3.6. [HY08, Thm. 1] Let C = C(I, A, (ri)i∈I , (C
a)a∈A) be a
Cartan scheme and R = R(C, (Ra)a∈A) a root system of type C. Let
W be the abstract groupoid with Ob(W) = A such that Hom(W) is
generated by abstract morphisms sai ∈ Hom(a, ri(a)), where i ∈ I and
a ∈ A, satisfying the relations
sisi1a = 1a, (sjsk)
ma
j,k1a = 1a, a ∈ A, i, j, k ∈ I, j 6= k,
see Conv. 3.5. Here 1a is the identity of the object a, and (sjsk)
∞1a
is understood to be 1a. The functor W →W(R), which is the identity
on the objects, and on the set of morphisms is given by sai 7→ σ
a
i for all
i ∈ I, a ∈ A, is an isomorphism of groupoids.
If C is a Cartan scheme, then the Weyl groupoid W(C) admits a
length function ℓ :W(C)→ N0 such that
ℓ(w) = min{k ∈ N0 | ∃i1, . . . , ik ∈ I, a ∈ A : w = σi1 · · ·σik1a}(3.5)
for all w ∈ W(C). If there exists a root system of type C, then ℓ
has very similar properties to the well-known length function for Weyl
groups, see [HY08].
Lemma 3.7. Let C be a Cartan scheme and R a root system of type
C. Let a ∈ A. Then −caij = max{m ∈ N0 |αj + mαi ∈ R
a
+} for all
i, j ∈ I with i 6= j.
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Proof. By (C2) and (R3), σ
ri(a)
i (αj) = αj − c
a
ijαi ∈ R
a
+. Hence −c
a
ij ≤
max{m ∈ N0 |αj +mαi ∈ R
a
+}. On the other hand, if αj +mαi ∈ R
a
+,
then σai (αj +mαi) = αj +(−c
a
ij −m)αi ∈ R
ri(a)
+ by (R3) and (R1), and
hence m ≤ −caij . This proves the lemma. 
Let C be a Cartan scheme and R a root system of type C. We say
that R is finite, if Ra is finite for all a ∈ A. Following the terminology
in [Kac90], for all a ∈ A one defines
(Ra)re = {w(αi) |w ∈ Hom(b, a), b ∈ A, i ∈ I},(3.6)
the set of real roots of a ∈ A. Then Rre = Rre(C, ((Ra)re)a∈A) is a root
system of type C. The following lemmata are well-known for traditional
root systems.
Lemma 3.8. [CH08, Lemma 2.11] Let C be a connected Cartan scheme
and R a root system of type C. The following are equivalent.
(1) R is finite.
(2) Ra is finite for at least one a ∈ A.
(3) Rre is finite.
(4) W(R) is finite.
Lemma 3.9. [HY08, Cor. 5] Let C be a connected Cartan scheme and
R a finite root system of type C. Then for all a ∈ A there exist unique
elements b ∈ A and w ∈ Hom(b, a) such that |Ra+| = ℓ(w) ≥ ℓ(w
′) for
all w′ ∈ Hom(b′, a′), a′, b′ ∈ A.
3.3. The Weyl groupoid of a bicharacter. For an introduction
to groupoids see [Bro87]. In this subsection the Weyl groupoid of a
bicharacter is introduced following the general structure in the previ-
ous subsection. This definition, which differs from the original one in
[Hec06b, Sect. 5], has many advantages. One of them is that it fits bet-
ter with the modern category theoretical point of view. Another one is
that for quantized enveloping algebras of semisimple Lie algebras the
Weyl groupoid becomes the Weyl group of the Lie algebra, see Ex. 3.12.
Let I be a non-empty finite set. Recall that a bicharacter on ZI with
values in k× is a map χ : ZI × ZI → k× such that
χ(a + b, c) =χ(a, c)χ(b, c), χ(c, a+ b) =χ(c, a)χ(c, b)(3.7)
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for all a, b, c ∈ ZI . Then χ(0, a) = χ(a, 0) = 1 for all a ∈ ZI . Let X
denote the set of bicharacters on ZI . For all χ ∈ X the maps
χop :ZI × ZI → k×, χop(a, b) =χ(b, a),(3.8)
χ−1 :ZI × ZI → k×, χ−1(a, b) =χ(a, b)−1,(3.9)
and for all χ ∈ X , w ∈ AutZ(Z
I) the map
w∗χ :ZI × ZI → k×, w∗χ(a, b) =χ(w−1(a), w−1(b)),(3.10)
are bicharacters on ZI . The equation
(ww′)∗χ = w∗(w′∗χ)(3.11)
holds for all w,w′ ∈ AutZ(Z
I) and all χ ∈ X .
Definition 3.10. Let χ ∈ X , p ∈ I, and qij = χ(αi, αj) for all i, j ∈ I.
Then χ is called p-finite, if for all j ∈ I \ {p} there exists m ∈ N0 such
that (m+ 1)qpp = 0 or q
m
ppqpjqjp = 1.
Assume that χ is p-finite. Let cχpp = 2, and for all j ∈ I \ {p} let
cχpj = −min{m ∈ N0 | (m+ 1)qpp(q
m
ppqpjqjp − 1) = 0}.
If χ is i-finite for all i ∈ I, then the matrix Cχ = (cχij)i,j∈I is called the
Cartan matrix associated to χ. It is a generalized Cartan matrix, see
Sect. 3.2.
For all p ∈ I and χ ∈ X , where χ is p-finite, let σχp ∈ AutZ(Z
I),
σχp (αj) = αj − c
χ
pjαp for all j ∈ I.(3.12)
Towards the definition of the Weyl groupoid of a bicharacter, bijections
rp : X → X are defined for all p ∈ I. Namely, let
rp : X → X , rp(χ) =
(σχp )∗χ if χ is p-finite,χ otherwise.(3.13)
Let p ∈ I, χ ∈ X , qij = χ(αi, αj) for all i, j ∈ I. If χ is p-finite, then
(3.14)
rp(χ)(αp, αp) =qpp, rp(χ)(αp, αj) =q
−1
pj q
cχ
pj
pp ,
rp(χ)(αi, αp) =q
−1
ip q
cχpi
pp , rp(χ)(αi, αj) =qijq
−cχpj
ip q
−cχpi
pj q
cχpic
χ
pj
pp
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for all i, j ∈ I. It is a small exercise to check that then (σχp )
∗χ is
p-finite, and
c
rp(χ)
pj = c
χ
pj for all j ∈ I, r
2
p(χ) = χ.(3.15)
The bijections rp, p ∈ I, generate a subgroup
G = 〈rp | p ∈ I〉
of the group of bijections of the set X . For all χ ∈ X let G(χ) denote
the G-orbit of χ under the action of G.
Let χ ∈ X such that χ′ is p-finite for all χ′ ∈ G(χ) and p ∈ I. Then
C(χ) = C(I,G(χ), (rp)p∈I , (C
g(χ))g∈G)
is a connected Cartan scheme by Eq. (3.15).
Definition 3.11. Let χ ∈ X such that χ′ is p-finite for all χ′ ∈ G(χ)
and p ∈ I. Then the Weyl groupoid of χ is the Weyl groupoid of the
Cartan scheme C(χ) and is denoted by W(χ).
Clearly, C(χ) = C(χ′) and W(χ) =W(χ′) for all χ′ ∈ G(χ).
Example 3.12. Let C = (cij)i,j∈I be a generalized Cartan matrix. Let
χ ∈ X , qij = χ(αi, αj) for all i, j ∈ I, and assume that q
cij
ii = qijqji
for all i, j ∈ I, and that (m + 1)qii 6= 0 for all i ∈ I, m ∈ N0 with
m < max{−cij | j ∈ I}. (The latter is not an essential assumption,
since if it fails, then one can replace C by another generalized Cartan
matrix C˜, such that χ has this property with respect to C˜.) One says
that χ is of Cartan type. Then χ is p-finite for all p ∈ I, and cχij = cij
for all i, j ∈ I by Def. 3.10. Eq. (3.14) gives that
rp(χ)(αi, αi) =qii = χ(αi, αi),
rp(χ)(αi, αj) rp(χ)(αj, αi) =qijqji = rp(χ)(αi, αi)
cij
for all p, i, j ∈ I. Hence rp(χ) is again of Cartan type with the same
Cartan matrix C. Thus χ′ is p-finite for all χ′ ∈ G(χ) and p ∈ I.
Assume now that C is a symmetrizable generalized Cartan matrix.
For all i ∈ I let di ∈ N such that dicij = djcji for all i, j ∈ I. Let
q ∈ k× such that (m + 1)q2di 6= 0 for all i ∈ I and m ∈ N0 with m <
max{−cij | j ∈ I}. Assume that χ(αi, αj) = q
dicij for all i, j ∈ I. Then
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χ is of Cartan type, hence χ is p-finite for all p ∈ I. Eq. (3.14) implies
that rp(χ) = χ for all p ∈ I, and hence G(χ) consists of precisely one
element. In this case the Weyl groupoid W(χ) is the group generated
by the reflections σχp in Eq. (3.12), and hence W(χ) is just the Weyl
group associated to the generalized Cartan matrix C.
3.4. Roots and real roots. Let I be a non-empty finite set and let
χ ∈ X , that is, a bicharacter on ZI with values in k×. Under suitable
conditions there exists a canonical root system of type C(χ) which
is described in this subsection. It is based on the construction of a
restricted PBW basis of Nichols algebras of diagonal type. More details
can be found in Sect. 5 and in [AS02] on Nichols algebras, in [Kha99]
on the PBW basis, and in [Hec06b, Sect. 3] on the root system.
Let kZI denote the group algebra of ZI . Let V ∈ kZ
I
kZI
YD be a |I|-
dimensional Yetter-Drinfel’d module of diagonal type. Let δ : V →
kZI ⊗ V and · : kZI ⊗ V → V denote the left coaction and the left
action of kZI on V , respectively. Fix a basis {xi | i ∈ I} of V , elements
gi, where i ∈ I, and a matrix (qij)i,j∈I ∈ (k
×)I×I , such that
δ(xi) = gi ⊗ xi, gi · xj = qijxj for all i, j ∈ I.
Assume that χ(αi, αj) = qij for all i, j ∈ I. For all α ∈ Z
I define
hχ(α) =

min{m ∈ N | (m)χ(α,α) = 0} if (m)χ(α,α) = 0
for some m ∈ N,
∞ otherwise.
(3.16)
If p ∈ I such that χ is p-finite, then
hrp(χ)(σχp (α)) = h
χ(α) for all α ∈ ZI(3.17)
by Eq. (3.10).
The tensor algebra T (V ) admits a universal braided Hopf algebra
quotient B(V ), called the Nichols algebra of V . As an algebra, B(V )
has a unique ZI-grading
B(V ) = ⊕α∈ZIB(V )α(3.18)
such that deg xi = αi for all i ∈ I, see [AHS08, Rem. 2.8]. This is also a
coalgebra grading. There exists a totally ordered index set (L,≤) and
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a family (yl)l∈L of Z
I-homogeneous elements yl ∈ B(V ) such that the
set
(3.19)
{ym1l1 y
m2
l2
· · · ymklk | k ≥ 0, l1, . . . , lk ∈ L, l1 > l2 > · · · > lk,
mi ∈ N0, mi < h
χ(deg yli) for all i ∈ I}
forms a vector space basis of B(V ). Comparing dimensions of homo-
geneous components gives that the set
Rχ+ = {deg yl | l ∈ L} ⊂ N
I
0
depends on the matrix (qij)i,j∈I , but not on the choice of the basis
{xi | i ∈ I}, the set L, and the elements gi, i ∈ I, and yl, l ∈ L. Let
Rχ = Rχ+ ∪ −R
χ
+.
Theorem 3.13. Let χ ∈ X such that χ′ is p-finite for all p ∈ I,
χ′ ∈ G(χ). Then R(χ) = R(C(χ), (Rχ
′
)χ′∈G(χ)) is a root system of type
C(χ).
Proof. Axiom (R1) holds by definition. Next let us prove Axiom (R2).
By definition of Ra, it suffices to consider the case a = χ. Note that
B(V )mαi = kx
m
i for all m ≥ 0, and x
m
i is zero if and only if (m)
!
qii
= 0.
Therefore by Eq. (3.19) and the definition of hχ(αi) there is precisely
one element yl, where l ∈ L, of degree mαi, m ≥ 1, and this is of degree
αi. This gives (R2).
Axiom (R3) holds by [Hec06b, Prop. 1]. Finally, let i, j ∈ I such that
i 6= j and mχij is finite. Since χ
′ is p-finite for all p ∈ I and χ′ ∈ G(χ),
the calculation in the proof of [HY08, Lemma 5] — which does not use
Axiom (R4) — implies that
(σiσj)
mχij1χ = id .
Hence (rirj)
mχij (χ) =
(
(σiσj)
mχij1χ
)∗
χ = id∗ χ = χ. This proves the
theorem. 
Remark 3.14. Let χ ∈ X . Assume that χ′ is p-finite for all χ′ ∈ G(χ)
and p ∈ I. In general, the matrices Cχ
′
and Cχ, where χ′ ∈ G(χ), do
not coincide. If Rχ is finite, then Cχ
′
with χ′ ∈ G(χ) does not need to
be a Cartan matrix of finite type, see e. g. [Hec07, Table 1, row 17].
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Lemma 3.15. Let χ, χ′ ∈ X . Assume that χ′′ is p-finite for all p ∈ I,
χ′′ ∈ G(χ) ∪ G(χ′).
(i) If Rχ+ = R
χ′
+ , then C
w∗χ = Cw
∗χ′ for all w ∈ Hom(χ, ) ⊂
Hom(W(χ)).
(ii) Assume that Rχ+ and R
χ′
+ are finite sets. If C
w∗χ = Cw
∗χ′ for all
w ∈ Hom(χ, ) ⊂ Hom(W(χ)), then Rχ+ = R
χ′
+ .
Proof. (i) Assume that Rχ+ = R
χ′
+ . Then C
χ = Cχ
′
by Lemma 3.7.
Therefore σχp = σ
χ′
p in Aut(Z
I) for all p ∈ I. Using the finiteness
assumption on χ and χ′ and Axiom (R3), by induction it follows that
σi1 · · ·σ
χ
ik
= σi1 · · ·σ
χ′
ik
in Aut(ZI), R
(σi1 ···σ
χ
ik
)∗χ
= R
(σi1 ···σ
χ′
ik
)∗χ′
,(3.20)
and C
(σi1 ···σ
χ
ik
)∗χ
= C
(σi1 ···σ
χ′
ik
)∗χ′
for all k ∈ N0 and i1, . . . , ik ∈ I. Hence
Cw
∗χ = Cw
∗χ′ for all w ∈ Hom(χ, ) ⊂ Hom(W(χ)).
(ii) Since Rχ+ is finite, R
χ = {w−1(αi) |w ∈ Hom(χ, ) ⊂ Hom(W(χ))}
by [CH08, Prop. 2.12]. By assumption on the Cartan matrices, the first
formula in Eq. (3.20) holds for all k ∈ N0 and i1, . . . , ik ∈ I. Hence
Rχ = Rχ
′
, and the lemma holds by (R1). 
Eqs. (3.8)–(3.10) describe natural relations between various bichar-
acters on ZI . These relations give rise to relations between different
Weyl groupoids and root systems, respectively.
Proposition 3.16. Let χ ∈ X .
(a) If χ is p-finite for all p ∈ I, then Cχ
op
= Cχ
−1
= Cχ.
(b) If χ′ is p-finite for all χ′ ∈ G(χ) and p ∈ I, then the Cartan
schemes C(χ) and C(χop) are equivalent via ϕ0 = id and ϕ1(χ
′) = χ′op
for all χ′ ∈ G(χ).
(c) If χ′ is p-finite for all χ′ ∈ G(χ) and p ∈ I, then the Cartan
schemes C(χ) and C(χ−1) are equivalent via ϕ0 = id and ϕ1(χ
′) = χ′−1
for all χ′ ∈ G(χ).
(d) One has Rχ
op
= Rχ
−1
= Rχ.
Proof. Part (a) follows immediately from Def. 3.10. Then the defini-
tion of rp(χ) gives that the relations χ
′ ∈ G(χ), χ′op ∈ G(χop), and
χ′−1 ∈ G(χ−1) are mutually equivalent, and hence (b) and (c) follow
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from (a). The relation Rχ
op
+ = R
χ
+ can be obtained by using twist-
ing, see [AS02, Prop. 3.9]. The equation Rχ
−1
+ = R
χ
+ holds since for
any finite-dimensional Yetter-Drinfel’d module V of diagonal type, the
bicharacter corresponding to V ∗ is the inverse of the bicharacter cor-
responding to V , and B(V ∗) and B(V ) are isomorphic as ZI -graded
algebras. 
Later on we will need functions λi defined on the group of all bichar-
acters. In the next lemma these functions are defined and some of their
properties are determined.
Lemma 3.17. Let χ ∈ X , p ∈ I, and qij = χ(αi, αj) for all i, j ∈ I.
Assume that χ is p-finite. Let cpi = c
χ
pi for all i ∈ I. For all i ∈ I \ {p}
define
λi(χ) = (−cpi)
!
qpp
−cpi−1∏
s=0
(qsppqpiqip − 1).
Then for all i ∈ I the following equations hold.
λi(rp(χ)) = (q
−cpi
pp qpiqip)
cpiλi(χ),(3.21)
λi(χ
−1) = (−q−cpi−1pp qpiqip)
cpiλi(χ).(3.22)
Proof. Let q¯ij = (rp(χ))(αi, αj) for all i, j ∈ I. Then by Eqs. (3.10)
and (3.7) one gets
q¯pp = qpp, q¯ipq¯pi = q
−1
ip q
−1
pi q
2cpi
pp for all i ∈ I \ {p}.(3.23)
Eq. (3.22) follows easily from the definition of λi(χ) using the for-
mulas χ−1(αi, αj) = q
−1
ij , where i, j ∈ I.
By Eq. (3.23) and part (a) of the lemma one obtains that
λi(rp(χ)) =(−cpi)
!
q¯pp
−cpi−1∏
s=0
(q¯sppq¯piq¯ip − 1)
=(−cpi)
!
qpp
−cpi−1∏
s=0
(q2cpi+spp q
−1
pi q
−1
ip − 1).
If q
−cpi
pp qipqpi = 1, then the latter formula is equal to λi(χ) and hence
part (b) of the lemma holds. Otherwise, since χ is p-finite, one gets
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q
1−cpi
pp = 1 and
λi(rp(χ)) =(−cpi)
!
qpp
−cpi−1∏
s=0
qcpi+s+1pp q
−1
pi q
−1
ip (1− q
−cpi−1−s
pp qpiqip)
=(q−cpipp qpiqip)
cpiq(−cpi)(1−cpi)/2pp (−cpi)
!
qpp
−cpi−1∏
s=0
(1− qsppqpiqip).
By considering separately the cases where −cpi is even and odd, re-
spectively, one can easily check that
(1− cpi)qpp = 0, (−cpi)
!
qpp 6= 0 =⇒ q
(−cpi)(1−cpi)/2
pp = (−1)
cpi.(3.24)
Hence part (b) of the lemma follows in the case (1−cpi)qpp = 0, too. 
4. A not so special Drinfel’d double
In this section the Drinfel’d double for a class of graded Hopf al-
gebras is constructed and some properties are proven. In the litera-
ture, various definitions of (multiparameter) quantizations of universal
enveloping algebras of semisimple Lie algebras and Lie superalgebras
appear as quotients of a special case of the presented Drinfel’d double.
Maybe the definitions most closest to those in the present paper are
those in [KS07, Sec. 3], [Pei07], and [RS06b, Def. 1.5], which are more
special, and the one in [RS06a, Sects. 1.1, 8.1], which is more general.
Our treatment, similarly to [RS06a], has the advantage that many com-
binatorial settings, mainly on the structure constants attached to some
root systems, are removed, or they are shifted to assumptions on the
Weyl groupoid.
4.1. Construction of the Drinfel’d double. The construction of a
Drinfel’d double [Jos95, Sect. 3.2], also called quantum double [KS97,
Sect. 8.2], is based on a skew-Hopf pairing of two Hopf algebras. We
will follow this construction. Further, we will often work with the
category kZ
I
kZI
YD of Yetter-Drinfel’d modules over the group algebra
kZI of ZI . Roughly speaking, the objects of this category are vector
spaces equipped with a left action and left coaction of kZI satisfying
a compatibility condition, and morphisms are preserving both the left
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action and the left coaction. Precise definitions can be found e. g. in
[Mon93, Sect. 10.6] and [AS02, Sect. 1.2].
We keep the settings from the beginning of Sect. 3. Let I be a non-
empty finite set and let χ ∈ X . Let qij = χ(αi, αj) for all i, j ∈ I. Let
U+0 = k[Ki, K
−1
i | i ∈ I] and U
−0 = k[Li, L
−1
i | i ∈ I] be two copies of
the group algebra of ZI . Let
V +(χ) ∈ U
+0
U+0YD, V
−(χ) ∈ U
−0
U−0YD(4.1)
be |I|-dimensional vector spaces over k with basis {Ei | i ∈ I} and
{Fi | i ∈ I}, respectively, such that the left action · and the left coaction
δ of U+0 on V +(χ) and of U−0 on V −(χ), respectively, are determined
by the formulas
Ki · Ej = qijEj, K
−1
i · Ej = q
−1
ij Ej, δ(Ei) =Ki ⊗Ei,(4.2)
Li · Fj = qjiFj, L
−1
i · Fj = q
−1
ji Fj, δ(Fi) =Li ⊗ Fi(4.3)
for all i, j ∈ I. Let
U+(χ) = TV +(χ), U−(χ) = TV −(χ)(4.4)
denote the tensor algebra of V +(χ) and V −(χ), respectively. Since
kZ
I
kZI
YD is a tensor category, the algebras U+(χ) and U−(χ) are Yetter-
Drinfel’d modules over U+0 and U−0, respectively.
The main objects of study in this paper are the Drinfel’d double
D(V+(χ),V−(χ)) of the Hopf algebras
V+(χ) =U+(χ)#U+0, V−(χ) = (U−(χ)#U−0)cop(4.5)
and quotients of it. Here # denotes Radford’s biproduct [Rad85], also
called bosonization following Majid’s terminology. As an algebra, it is
a smash product, see [Mon93, Def. 4.1.3]. In particular,
KiEj = qijEjKi, LiFj = qjiFjLi(4.6)
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for all i, j ∈ I, and the counits and coproducts of V+(χ) and V−(χ)
are determined by the equations
ε(Ki) = 1, ε(Ei) = 0, ε(Li) = 1, ε(Fi) = 0,
∆(Ki) =Ki ⊗Ki, ∆(Li) =Li ⊗ Li,
∆(K−1i ) =K
−1
i ⊗K
−1
i , ∆(L
−1
i ) =L
−1
i ⊗ L
−1
i ,
∆(Ei) =Ei ⊗ 1 +Ki ⊗ Ei, ∆(Fi) = 1⊗ Fi + Fi ⊗ Li
(4.7)
for all i ∈ I. The existence of the antipode follows from [Tak71].
The algebra U+(χ) itself is a braided Hopf algebra, see Prop. 4.1 be-
low. A braided Hopf algebra is a Hopf algebra in a braided (for exam-
ple Yetter-Drinfel’d) category. For further details we refer to [Tak00].
Moreover, under a connected Hopf algebra we mean a connected coal-
gebra in the sense of [Mon93, Def. 5.1.5].
Proposition 4.1. [AS02, Sect. 2.1] The algebra U+(χ) is a connected
braided Hopf algebra in the Yetter-Drinfel’d category U
+0
U+0YD, where the
left action and the left coaction of U+0 on U+(χ) are determined by the
formulas
Ki · Ej = qijEj, δ(Ei) = Ki ⊗ Ei(4.8)
for i, j ∈ I. Further, the braiding c ∈ Autk(U
+(χ) ⊗ U+(χ)) is the
canonical braiding of the category, that is
c(E ⊗ E ′) =E(−1) · E
′ ⊗E(0), c(Ei ⊗ Ej) = qijEj ⊗ Ei(4.9)
for all i, j ∈ I and E,E ′ ∈ U+(χ). The braided coproduct ∆ : U+(χ)→
U+(χ)⊗ U+(χ) is defined by
∆(Ei) = Ei ⊗ 1 + 1⊗ Ei for all i ∈ I.(4.10)
Remark 4.2. The coproduct of V+(χ) and the braided coproduct of
U+(χ) are related by the formula
∆(E) = E(1) ⊗ E(2) = E
(1)(E(2))(−1) ⊗ (E
(2))(0) for all E ∈ U
+(χ),
where ∆(E) = E(1) ⊗ E(2).
LUSZTIG ISOMORPHISMS FOR DRINFEL’D DOUBLES 21
In order to form the Drinfel’d double D(V+(χ),V−(χ)), one needs a
skew-Hopf pairing
η : V+(χ)× V−(χ)→ k, (x, y) 7→ η(x, y)
of V+(χ) and V−(χ). This means, see [Jos95, Sect. 3.2.1], that η is a
bilinear map satisfying the equations
η(1, y) = ε(y), η(x, 1) = ε(x),(4.11)
η(xx′, y) = η(x′, y(1))η(x, y(2)), η(x, yy
′) = η(x(1), y)η(x(2), y
′),(4.12)
η(S(x), y) = η(x, S−1(y))(4.13)
for all x, x′ ∈ V+(χ) and y, y′ ∈ V−(χ). Equivalently, η is a Hopf
pairing of V+(χ) and V−(χ)cop = U−(χ)#U−0. For all χ ∈ X let us fix
the skew-Hopf pairing given by the following proposition.
Proposition 4.3. (i) There exists a unique skew-Hopf pairing η of
V+(χ) and V−(χ) such that for all i, j ∈ I
η(Ei, Fj) = −δi,j , η(Ei, Lj) = 0, η(Ki, Fj) = 0, η(Ki, Lj) = qij .
(ii) The skew-Hopf pairing η satisfies the equations
η(EK,FL) = η(E, F )η(K,L)
for all E ∈ U+(χ), F ∈ U−(χ), K ∈ U+0, and L ∈ U−0.
Proof. (i) First we prove the uniqueness of the pairing. Since V+(χ) is
generated by the set {Ei, Ki, K
−1
i | i ∈ I}, the linearity of η in the first
argument and the first formula in Eq. (4.12) tell that η is determined
by the values η(x, y), where
x ∈ {1} ∪ {Ki, K
−1
i , Ei | i ∈ I}(4.14)
and y ∈ V−(χ). Since ∆ maps the elements of the latter set to linear
combinations of tensor products of the same elements, see Eq. (4.7),
the linearity of η in the second argument and the second formula in
Eq. (4.12) yield that η is determined by the values η(x, y), where x is
as in Rel. (4.14) and
y ∈ {1} ∪ {Li, L
−1
i , Fi | i ∈ I}.(4.15)
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Further, by Eq. (4.11) and relations KiK
−1
i = 1 and LiL
−1
i = 1 for all
i ∈ I it suffices to consider the case
x ∈ {Ki, Ei | i ∈ I}, y ∈ {Li, Fi | i ∈ I}.
The numbers η(x, y) for such x, y are given in the proposition.
Now we turn to the proof of the existence. Notice that both V+(χ)
and V−(χ) are generated by finitely many elements and defined by
finitely many relations. Using arguments analogous to those in the first
part of the proof, one obtains that a pairing η satisfying Eqs. (4.11)
and (4.12) exists if the equations
η(KiEj − qijEjKi, y) = 0 for all y ∈ {Lk, Fk | k ∈ I}
are compatible with the first formula in Eq. (4.12) and equations
η(x, LiFj − qjiFjLi) = 0 for all x ∈ {Kk, Ek | k ∈ I}
are compatible with the second formula in Eq. (4.12). These are easy
calculations. Finally, one has to check that Eq. (4.13) holds for all x, y.
Using the fact that S and S−1 are algebra and coalgebra antihomo-
morphisms, one can reduce the problem to the case when x and y are
generators. Again in this case the equation can be easily shown.
(ii) Let E ∈ U+(χ), F ∈ U−(χ), K ∈ U+0, and L ∈ U−0. By
the definition of the coproduct of V+(χ) and V−(χ) one obtains the
following equations.
E(1)K(1)η(E(2)K(2), L) =EK(1)η(K(2), L),
η(EK,F ) = η(K,F(1))η(E, F(2)) = ε(K)η(E, F ),
η(EK,FL) = η(E(1)K(1), F )η(E(2)K(2), L)
= η(EK(1), F )η(K(2), L)
= ε(K(1))η(E, F )η(K(2), L) = η(E, F )η(K,L).
This proves the proposition. 
Remark 4.4. One can slightly generalize Prop. 4.3. Let (ai)i∈I ∈
kI . The proof of the proposition shows that if one replaces equation
η(Ei, Fj) = −δi,j by η(Ei, Fj) = aiδi,j , then the pairing η still exists
and is unique. In what follows, we will stick to the setting in Prop. 4.3.
LUSZTIG ISOMORPHISMS FOR DRINFEL’D DOUBLES 23
The following definition is a combination of Prop. 4.3 and the defi-
nition in [Jos95, Sect. 3.2.4].
Definition 4.5. Let χ ∈ X . For all i, j ∈ I let qij = χ(αi, αj). Let
U(χ) be the Drinfel’d double of V+(χ) and V−(χ) with respect to the
skew-Hopf pairing in Prop. 4.3, that is U(χ) is the unique Hopf algebra
such that
(1) U(χ) = V+(χ)⊗ V−(χ) as a vector space,
(2) the maps V+(χ) → U(χ), x 7→ x ⊗ 1 and V−(χ) → U(χ),
y 7→ 1⊗ y are Hopf algebra maps,
(3) the product of U(χ) is given by
(x⊗ y)(x′ ⊗ y′) = xη(x′(1), S(y(1)))x
′
(2) ⊗ y(2)η(x
′
(3), y(3))y
′(4.16)
for all x, x′ ∈ V+(χ) and y, y′ ∈ V−(χ).
In what follows, the tensor product sign in elements of U(χ) will be
omitted. Let U0(χ) denote the commutative cocommutative Hopf sub-
algebra
U0(χ) = k[Ki, K
−1
i , Li, L
−1
i | i ∈ I](4.17)
of U(χ). For all µ =
∑
i∈I miαi ∈ Z
I let
Kµ =
∏
i∈I
Kmii , Lµ =
∏
i∈I
Lmii .
Alternatively, one can define the algebra U(χ) in terms of generators
and relations. The equivalence of these definitions is an easy standard
calculation, see for example [Jos95, Lemma3.2.5].
Proposition 4.6. The algebra U(χ) is generated by the elements Ki,
K−1i , Li, L
−1
i , Ei, and Fi, where i ∈ I, and defined by the relations
XY = Y X for all X, Y ∈ {Ki, K
−1
i , Li, L
−1
i | i ∈ I},(4.18)
KiK
−1
i =1, LiL
−1
i =1,(4.19)
KiEjK
−1
i = qijEj, LiEjL
−1
i = q
−1
ji Ej ,(4.20)
KiFjK
−1
i = q
−1
ij Fj , LiFjL
−1
i = qjiFj ,(4.21)
EiFj−FjEi = δi,j(Ki − Li).(4.22)
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Note that by definition the coalgebra structure of U(χ) is determined
by Eqs. (4.7).
Remark 4.7. 1. Assume that there exist a symmetrizable generalized
Cartan matrix C = (cij)i.j∈I with integer entries, positive integers di,
i ∈ I, and a number q ∈ k× which is not a root of 1, such that
qij = q
dicij for all i, j ∈ I.
Then the quantized symmetrizable Kac-Moody algebra associated to
the matrix C, see [Jos95, Def. 3.2.9],[Lus93, 3.1.1] and Rem. 5.7, is a
quotient of the algebra U(χ) by a Hopf ideal. In the special case when
C is of finite type, the quantized Kac-Moody algebra is the Drinfel’d-
Jimbo algebra or quantized enveloping algebra of the semisimple Lie
algebra corresponding to C. See also Rem. 5.7 and Thm. 5.8.
2. Usually, on the right hand side of Eq. (4.22) a denominator ap-
pears. This allows an easier consideration of classical limits and spe-
cialization arguments. In our paper we will neither consider classical
limits, nor will use specialization. Omitting the denominator we even
achieve a slight generalization of the traditional setting by admitting
the cases when qii = ±1 for some i ∈ I.
3. Quantized Lie superalgebras, see [KT91, Def. 2.1], and quantized
enveloping algebras for Borcherds superalgebras, see [BKM98], are quo-
tients of algebras of the form U(χ) or U(χ)#kΓ, too, where Γ is a finite
group and # denotes Radford’s biproduct, and χ = χop again has to
satisfy some additional conditions depending on the underlying Lie su-
peralgebra.
4. Two-parameter quantum groups, see e. g. [BW04] and [BGH06],
are quotients of algebras of the form U(χ), where the definition of χ
needs two parameters. In these examples χ 6= χop.
Remark 4.8. By Eqs. (4.4) and (4.20) the vector space V +(χ) and the
algebra U+(χ) are Yetter-Drinfel’d modules over U0(χ).
The algebra U(χ) admits a unique ZI-grading
(4.23)
U(χ) =
⊕
µ∈ZI
U(χ)µ,
1 ∈ U(χ)0, U(χ)µU(χ)ν ⊂ U(χ)µ+ν for all µ, ν ∈ Z
I ,
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such that Ki, K
−1
i , Li, L
−1
i ∈ U(χ)0, Ei ∈ U(χ)αi , and Fi ∈ U(χ)−αi for
all i ∈ I. For all µ =
∑
i∈I miαi ∈ Z
I let |µ| =
∑
i∈I mi ∈ Z. The
decomposition
(4.24) U(χ) =
⊕
m∈Z
U(χ)m, where U(χ)m =
⊕
µ∈ZI :|µ|=m
U(χ)µ,
gives a Z-grading of U(χ) called the standard grading. For any ZI-
homogeneous subquotient U ′ of U(χ) the notation U ′α and U
′
m for the
homogeneous components of degree α ∈ ZI and m ∈ Z, respectively,
will be used. Note that in general the subspaces U ′0 for 0 ∈ Z
I and U ′0
for 0 ∈ Z are different.
Proposition 4.9. Let χ ∈ X .
(1) Let a = (ai)i∈I ∈ (k
×)I . There exists a unique algebra automor-
phism ϕa of U(χ) such that
(4.25) ϕa(Ki) = Ki, ϕa(Li) = Li, ϕa(Ei) = aiEi, ϕa(Fi) = a
−1
i Fi.
(2) Let τ be a permutation of I and let τˆ be the automorphism of ZI
given by τˆ (αi) = ατ(i) for all i ∈ I. Then there exists a unique algebra
isomorphism ϕτ : U(χ)→ U(τˆ
∗χ) such that
(4.26)
ϕτ (Ki) =Kτ(i), ϕτ (Li) =Lτ(i),
ϕτ (Ei) =Eτ(i), ϕτ (Fi) =Fτ(i).
(3) For all m ∈ Z there exists a unique algebra automorphism ϕm of
U(χ) such that
(4.27)
ϕm(Ki) =Ki, ϕm(Li) =Li,
ϕm(Ei) =K
m
i L
−m
i Ei, ϕm(Fi) =FiK
−m
i L
m
i .
(4) There exists a unique algebra automorphism φ1 of U(χ) such that
(4.28)
φ1(Ki) =K
−1
i , φ1(Li) =L
−1
i ,
φ1(Ei) =FiL
−1
i , φ1(Fi) =K
−1
i Ei.
(5) There is a unique algebra isomorphism φ2 : U(χ)→ U(χ
−1) such
that
(4.29) φ2(Ki) =Ki, φ2(Li) =Li, φ2(Ei) =Fi, φ2(Fi) =−Ei.
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(6) The algebra map φ3 : U(χ)→ U(χ
op)cop defined by the formulas
(4.30) φ3(Ki) =Li, φ3(Li) =Ki, φ3(Ei) =Fi, φ3(Fi) =Ei.
is an isomorphism of Hopf algebras.
(7) There is a unique algebra antiautomorphism φ4 of U(χ) such that
φ4(Ki) =Ki, φ4(Li) =Li, φ4(Ei) =Fi, φ4(Fi) =Ei.(4.31)
Proof. One has to check the compatibility of the definitions with the
defining relations of U(χ), which is easy. The bijectivity can be proven
by writing down the inverse map explicitly, see also Prop. 4.12 below.
In case of the map φ3 note that one has ∆(φ3(X)) = φ3(X(2))⊗φ3(X(1))
for all generators X of U(χ) which implies that φ3 is a coalgebra anti-
homomorphism. 
Corollary 4.10. The antipode of U(χ) can be obtained as S = φ1φ4ϕa,
where ai = −1 for all i ∈ I.
Proof. Eqs. (4.7) imply that
(4.32)
S(Ei) = −K
−1
i Ei, S(Fi) = − FiL
−1
i ,
S(Ki) =K
−1
i , S(Li) =L
−1
i
for all i ∈ I. Then it is easy to check that the equation S = φ1φ4ϕa
holds on the generators of U(χ). Thus the corollary follows since both
sides of the equation are algebra antihomomorphisms. 
The description of ϕ1 below will be used in the proof of Lemma 5.5.
Lemma 4.11. Let a ∈ (k×)I with ai = q
−1
ii for all i ∈ I. Then
ϕ1ϕa(E) = χ(µ, µ)EKµL
−1
µ
for all µ ∈ ZI and all E ∈ U(χ)µ.
Proof. Check the formula for the generators of U(χ), and that it is
compatible with the product of ZI -homogeneous elements. 
Proposition 4.12. The isomorphisms in Prop. 4.9 satisfy the follow-
ing relations.
(i) Let a, b ∈ (k×)I and m,n ∈ Z. Then ϕaϕb = ϕc, ϕmϕa = ϕaϕm,
and ϕmϕn = ϕm+n, where ci = aibi for all i ∈ I.
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(ii) Let a ∈ (k×)I and i ∈ {1, 2, 3, 4}. Then ϕaφi = φiϕb, where
bi = a
−1
i for all i ∈ I.
(iii) Let m ∈ Z and a ∈ (k×)I with ai = q
−2m
ii for all i ∈ I. Then
ϕmφ1 = φ1ϕmϕa, ϕmφ2 = φ2ϕ−mϕ
−1
a , ϕmφ3 = φ3ϕmϕa, and ϕmφ4 =
φ4ϕ−m.
(iv) Let a, b ∈ (k×)I with ai = qii and bi = −1 for all i ∈ I. Then
φ21 = ϕ−1ϕa, φ
2
2 = ϕb, and φ
2
3 = φ
2
4 = id,
(v) Let a, b ∈ (k×)I with ai = q
−1
ii and bi = −1 for all i ∈ I. Then
φ1φ2 = φ2φ1ϕ1ϕaϕb, φ1φ3 = φ3φ1ϕa, and φ1φ4 = φ4φ1ϕ1ϕ
2
a.
(vi) Let b ∈ (k×)I with bi = −1 for all i ∈ I. Then φ2φ3 = φ3φ2ϕb,
φ2φ4 = φ4φ2ϕb, and φ3φ4 = φ4φ3.
Proof. Evaluate both sides of the equations on the generators of U(χ)
and compare the results. 
For arbitrary X, Y ∈ U(χ) and K ∈ U0(χ) let
[X, Y ] = XY − Y X, K ·X := (adK)X = K(1)XS(K(2)),
where ad denotes left adjoint action. This interpretation of the oper-
ation · is consistent with Rels. (4.2), (4.3), (4.20) and (4.21). For the
computation of commutation relations in U(χ) later on the following
lemma will be useful. The proof is a direct consequence of Prop. 4.6.
Lemma 4.13. Let p ∈ I and X ∈ U(χ). Then
[K−1p Ep, X ] =K
−1
p (EpX − (Kp ·X)Ep) = K
−1
p (adE)X,(4.33)
[X,FpL
−1
p ] = (XFp − Fp(L
−1
p ·X))L
−1
p .(4.34)
The next claim is known as the triangular decomposition of U(χ).
Proposition 4.14. The multiplication maps
m : U+(χ)⊗ U0(χ)⊗ U−(χ)→U(χ),
m : U−(χ)⊗ U0(χ)⊗ U+(χ)→U(χ)
are isomorphisms of ZI-graded vector spaces.
Proof. The first map is an isomorphism by construction of U(χ). The
proof for the second one is also standard. It relies mainly on the fact
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that Eq. (4.16) has an “inverse” which tells that
xy = η(x(1), y(1))y(2)x(2)η(x(3), S(y(3)))
for all x ∈ V+(χ) and y ∈ V−(χ). 
4.2. Kashiwara maps. For quantized enveloping algebras Uq(g) of
semisimple Lie algebras g Kashiwara [Kas91] constructed certain skew-
derivations of the upper triangular part U+q (g) by considering commu-
tators in Uq(g). This construction can be generalized to our setting.
Lemma 4.15. For all i ∈ I there exist unique linear maps ∂Ki , ∂
L
i ∈
Endk(U
+(χ)) such that
[E, Fi] = ∂
K
i (E)Ki − Li∂
L
i (E) for all E ∈ U
+(χ).
The maps ∂Ki , ∂
L
i ∈ Endk(U
+(χ)) are skew-derivations. More precisely,
∂Ki (1) = ∂
L
i (1) = 0, ∂
K
i (Ej) = ∂
L
i (Ej) = δi,j,(4.35)
∂Ki (EE
′) =∂Ki (E)(Ki · E
′) + E∂Ki (E
′),
∂Li (EE
′) =∂Li (E)E
′ + (L−1i · E)∂
L
i (E
′)
(4.36)
for all i, j ∈ I and E,E ′ ∈ U+(χ).
Proof. The triangular decomposition of U(χ) and Rels. (4.20) imply
uniqueness of the maps ∂Ki and ∂
L
i . Since U
+(χ) is the free algebra
generated by V +(χ), the existence of the maps ∂Ki and ∂
L
i follows from
Rels. (4.22) and the formula
[EE ′, Fi] =[E, Fi]E
′ + E[E ′, Fi]
=
(
∂Ki (E)Ki − Li∂
L
i (E)
)
E ′ + E
(
∂Ki (E
′)Ki − Li∂
L
i (E
′)
)
=
(
∂Ki (E)(Ki · E
′) + E∂Ki (E
′)
)
Ki
− Li
(
∂Li (E)E
′ + (L−1i · E)∂
L
i (E
′)
)
,
where E,E ′ ∈ U+(χ). This also proves the last part of the lemma. 
The maps ∂Ki , ∂
L
i with i ∈ I are variations of Lusztig’s maps ri and
ir in [Lus93], as the second part of Lemma 4.15 shows.
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Lemma 4.16. Let i, j ∈ I and E ∈ U+(χ). Then
∂Ki (Kj · E) = qjiKj · (∂
K
i (E)), ∂
K
i (Lj · E) = q
−1
ij Lj · (∂
K
i (E)),(4.37)
∂Li (Kj · E) = qjiKj · (∂
L
i (E)), ∂
L
i (Lj · E) = q
−1
ij Lj · (∂
L
i (E)),(4.38)
∂Ki ∂
L
j = ∂
L
j ∂
K
i .(4.39)
Proof. The first equation in (4.37) holds for E = 1 and E = Em, where
m ∈ I, by Eqs. (4.35) and (4.20). Further, for E,E ′ ∈ U+(χ) one gets
∂Ki (Kj · (EE
′)) =∂Ki ((Kj · E)(Kj · E
′))
=∂Ki (Kj · E)(KiKj ·E
′) + (Kj · E)∂
K
i (Kj · E
′).
Thus the first equation in (4.37) follows by induction on the Z-degree
of E using Eq. (4.18). The second equation in (4.37) and the equations
in (4.38) can be obtained similarly.
Now we prove Eq. (4.39). Using Eq. (4.35) one obtains that
∂Ki ∂
L
j (E) = ∂
L
j ∂
K
i (E) = 0
for all i, j ∈ I and E ∈ {1, Em |m ∈ I}. Further,
(∂Ki ∂
L
j − ∂
L
j ∂
K
i )(EE
′)
=∂Ki (∂
L
j (E)E
′ + (L−1j · E)∂
L
j (E
′))− ∂Lj (∂
K
i (E)(Ki · E
′) + E∂Ki (E
′))
=(∂Ki ∂
L
j − ∂
L
j ∂
K
i )(E)(Ki · E
′) + (L−1j · E)(∂
K
i ∂
L
j − ∂
L
j ∂
K
i )(E
′)
for all E,E ′ ∈ U+(χ) because of the first part of the lemma. Thus the
claim follows by induction. 
The following statement gives a characterization of a class of ideals
of U(χ) compatible with the triangular decomposition of U(χ). This
proposition seems to be new even for multiparameter quantizations of
Kac-Moody algebras, see [KS07, Prop. 3.4].
Proposition 4.17. Let I+ ⊂ U+(χ) ∩ ker ε and I− ⊂ U−(χ) ∩ ker ε
be a (not necessarily Z-graded) ideal of U+(χ) and U−(χ), respectively.
Then the following statements are equivalent.
(1) (Triangular decomposition of U(χ)/(I+ + I−)) The multipli-
cation map m : U+(χ) ⊗ U0(χ) ⊗ U−(χ) → U(χ) induces an
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isomorphism
U+(χ)/I+ ⊗ U0(χ)⊗ U−(χ)/I− → U(χ)/(I+ + I−)
of vector spaces.
(2) The following equation holds.
U(χ)I+U(χ) + U(χ)I−U(χ) = I+U0(χ)U−(χ) + U+(χ)U0(χ)I−.
(3) The vector spaces I+U0(χ)U−(χ) and U+(χ)U0(χ)I− are ideals
of U(χ).
(4) For all X ∈ U0(χ) and i ∈ I one has
X · I+ ⊂I+, X · I− ⊂I−,
∂Ki (I
+) ⊂I+, ∂Li (I
+) ⊂I+,
∂Ki (φ4(I
−)) ⊂φ4(I
−), ∂Li (φ4(I
−)) ⊂φ4(I
−).
Proof. (1)⇔(2). The map in part (1) is surjective by the triangular
decomposition of U(χ). The injectivity of the map in part (1) means
precisely that part (2) is true.
(3)⇒(2). This follows from the triangular decomposition of U(χ).
(2)⇒(4). By the triangular decomposition of U(χ), the linear map
ζ+ : U+(χ)U0(χ)U−(χ)→ U+(χ)U0(χ), abc 7→ abε(c),
where a ∈ U+(χ), b ∈ U0(χ), and c ∈ U−(χ), is a well-defined surjective
linear map from U(χ) to U+(χ)U0(χ). The equation in part (2) and
the standing assumption I− ⊂ ker ε imply that
ζ+
(
U(χ)I+U(χ) + U(χ)I−U(χ)
)
= I+U0(χ).
Since ζ+|U+(χ)U0(χ) is injective and I
+ ⊂ U+(χ), the above equation
implies that
U+(χ)U0(χ) ∩
(
U(χ)I+U(χ) + U(χ)I−U(χ)
)
=I+U0(χ),(4.40)
U+(χ) ∩
(
U(χ)I+U(χ) + U(χ)I−U(χ)
)
=I+.(4.41)
Now let X ∈ U0(χ) and E ∈ I+. Since U0(χ) is a group algebra, for
the proof of the first two relations in part (4) one can assume that X
is a group-like element. Then XEX−1 ∈ U+(χ) by Eqs. (4.20), and
hence XEX−1 ∈ I+ by Eq. (4.41). Similarly one gets X · I− ⊂ I− for
all X ∈ U0(χ).
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Let again E ∈ I+. By Lemma 4.15 and Eq. (4.40) one has
∂Ki (E)Ki − Li∂
L
i (E) ∈ I
+U0(χ).
By triangular decomposition of U(χ) and Eqs. (4.20) one obtains that
∂Ki (I
+) ⊂ I+ and ∂Li (I
+) ⊂ I+. Finally, notice that the pair (I+, I−)
can be replaced by the pair (φ4(I
−), φ4(I
+)), and by definition of φ4
the equation in part (2) holds for (I+, I−) if and only if it holds for
(φ4(I
−), φ4(I
+)). This symmetry yields immediately the remaining
relations in part (4).
(4)⇒(3). We prove first that I+U0(χ)U−(χ) is an ideal of U(χ).
Since I+ is a right ideal of U+(χ), triangular decomposition of U(χ)
implies that I+U0(χ)U−(χ) = I+U(χ) is a right ideal of U(χ). Since
I+ is a left ideal of U+(χ), one obtains that
U+(χ)I+U0(χ)U−(χ) ⊂ I+U0(χ)U−(χ).
Let X ∈ {Ki, Li, Fi | i ∈ I}. The relation
XI+ ∈ I+U0(χ)U−(χ)
follows immediately from Lemma 4.15 and the relations in part (4).
Thus I+U0(χ)U−(χ) is also a left ideal of U(χ). By the same arguments
one gets that φ4(I
−)U0(χ)U−(χ) is an ideal of U(χ). Apply the algebra
antiautomorphism φ4 to this fact to obtain that U
+(χ)U0(χ)I− is an
ideal of U(χ). 
Remark 4.18. Assume that I = (I+, I−) is an ideal of U(χ) as in
Prop. 4.17. Because of Prop. 4.17(2), see Eq. (4.41), the ideals I+ ⊂
U+(χ) and I− ⊂ U−(χ) are uniquely determined by I. Explicitly,
I+ = U+(χ) ∩ I and I− = U−(χ) ∩ I.
Remark 4.19. Similarly to the proof of Prop. 4.17 one can show that
the claim of Prop. 4.17(4) holds if and only if the multiplication map
m : U−(χ)⊗ U0(χ)⊗ U+(χ)→ U(χ) induces an isomorphism
U−(χ)/I− ⊗ U0(χ)⊗ U+(χ)/I+ → U(χ)/(I+ + I−)
of vector spaces.
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Let π1 : U
+(χ) → V +(χ) = U+(χ)1 denote the surjective Z-graded
map, see Eqs. (4.24), with π1(Ei) = Ei for all i ∈ I. For all j ∈ I let
E∗j ∈ V
+(χ)∗ be the linear functional with E∗j (Ei) = δi,j for all i ∈ I.
Recall the braided Hopf algebra structure of U+(χ) given in Prop. 4.1.
Lemma 4.20. For all i ∈ I and E ∈ U+(χ)
∂Ki (E) = (id⊗E
∗
i ◦ π1)∆(E), ∂
L
i (E) = (E
∗
i ◦ π1 ⊗ id)∆(E),
where U+(χ)⊗ k and k⊗ U+(χ) are identified with U+(χ).
Proof. Both equations hold for E ∈ k ⊕ V +(χ) by Eqs. (4.35). One
checks easily that for the right hand sides of the equations analogous
formulas as Eqs. (4.36) hold. 
Corollary 4.21. Let I+ ⊂
⊕∞
m=2 U
+(χ)m be a Yetter-Drinfel’d sub-
module (with respect to U0(χ), see Rem. 4.8,) and a biideal of U+(χ),
i. e. I is an ideal and a braided coideal of U+(χ). Then I+U0(χ)U−(χ)
is a Hopf ideal of U(χ).
Proof. The assumptions yield that I+U0(χ)U−(χ) is a coideal of U(χ).
Lemma 4.20 gives that ∂Ki (I
+) ⊂ I+ and ∂Li (I
+) = I+ for all i ∈ I.
Further, X · I+ ⊂ I+ by assumption, and hence Prop. 4.17 (4)⇒(3)
implies that I+U0(χ)U−(χ) is an ideal of U(χ). Finally, I+U0(χ)
is a Hopf ideal of U+(χ)U0(χ) by a result of Takeuchi, see [Mon93,
Lemma5.2.10] and the corresponding remark in [AS02, Sect. 2.1]. Thus
I+U0(χ)U−(χ) is a Hopf ideal of U(χ). 
4.3. Some relations of U(χ). Let χ ∈ X and let p ∈ I. For any
i ∈ I \{p} let E+i,0(p) = E
−
i,0(p) = Ei, and for all m ∈ N define recursively
E+i,m+1(p) =EpE
+
i,m(p) − (Kp · E
+
i,m(p))Ep,(4.42)
E−i,m+1(p) =EpE
−
i,m(p) − (Lp · E
−
i,m(p))Ep.(4.43)
In connection with the variable p we will also write E+i,m for E
+
i,m(p) and
E−i,m for E
−
i,m(p), where m ∈ N0. If somewhere p has to be replaced by
another variable, then we will not use this abbreviation. Observe that
E−i,m = φ3φ2(E
+
i,m), where E
+
i,m ∈ U((χ
−1)op) and E−i,m ∈ U(χ).
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Using Eq. (3.2) and induction on m one can show that the explicit
form of the elements E±i,m is as follows.
E+i,m =
m∑
s=0
(−1)sqspiq
s(s−1)/2
pp
(
m
s
)
qpp
Em−sp EiE
s
p,(4.44)
E−i,m =
m∑
s=0
(−1)sq−sip q
−s(s−1)/2
pp
(
m
s
)
q−1pp
Em−sp EiE
s
p.(4.45)
Lemma 4.22. For all i ∈ I \ {p} and all m ∈ N0
kE+i,m+1 = k(E
+
i,mEp − (LiL
m
p · Ep)E
+
i,m),
kE−i,m+1 = k(E
−
i,mEp − (KiK
m
p · Ep)E
−
i,m).
Proof. The first equation of the lemma follows immediately from
LiL
m
p · Ep = q
−1
pi q
−m
pp Ep, Kp · E
+
i,m = qpiq
m
ppE
+
i,m.
To get the second equation, apply φ3φ2 to the first one. 
Lemma 4.23. (i) For all m ∈ N0
∆(Emp ) =
m∑
r=0
(
m
r
)
qpp
Erp ⊗E
m−r
p .
(ii) For all i ∈ I \ {p} and all m ∈ N0
∆(E+i,m) =E
+
i,m ⊗ 1 +
m∑
r=0
(
m
r
)
qpp
r∏
s=1
(1− qm−spp qpiqip)E
r
p ⊗ E
+
i,m−r,
∆(E−i,m) =1⊗ E
−
i,m +
m∑
r=0
qrpi
(
m
r
)
qpp
r∏
s=1
(1− qs−mpp q
−1
pi q
−1
ip )E
−
i,m−r ⊗ E
r
p .
Proof. Use Prop. 4.1, Eq. (3.2), and induction on m. 
Lemmata 4.23, 4.15 and 4.20 can be used to obtain commutation
relations which will be essential to determine Lusztig isomorphisms
between Drinfel’d doubles.
Corollary 4.24. For all m ∈ N0 and i, j ∈ I \ {p}
∂Kp (E
m
p ) = (m)qppE
m−1
p , ∂
K
i (E
m
p ) = 0,
∂Lp (E
m
p ) = (m)qppE
m−1
p , ∂
L
i (E
m
p ) = 0,
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∂Kj (E
+
i,m) = δi,j
m−1∏
s=0
(1− qsppqpiqip)E
m
p , ∂
K
p (E
+
i,m) = 0,
∂Kp (E
−
i,m) = (m)qpp(1− q
1−m
pp q
−1
pi q
−1
ip )E
−
i,m−1, ∂
K
j (E
−
i,m) =δi,jδm,01,
∂Lp (E
+
i,m) = (m)qpp(1− q
m−1
pp qpiqip)E
+
i,m−1, ∂
L
j (E
+
i,m) =δi,jδm,01,
∂Lj (E
−
i,m) = δi,jq
m
pi
m−1∏
s=0
(1− q−spp q
−1
pi q
−1
ip )E
m
p , ∂
L
p (E
−
i,m) = 0.
Corollary 4.25. For all m ∈ N0 and all i ∈ I \ {p}
[Emp , Fp] =(m)qpp(q
1−m
pp Kp − Lp)E
m−1
p ,
[E+i,m, Fp] =(m)qpp(q
m−1
pp qpiqip − 1)LpE
+
i,m−1,
[E+i,m, Fi] =q
−m
ip
m−1∏
s=0
(1− qsppqpiqip)KiE
m
p − δm,0Li,
[E−i,m, Fp] =q
1−m
pp (m)qpp(1− q
1−m
pp q
−1
pi q
−1
ip )KpE
−
i,m−1,
[E−i,m, Fi] =δm,0Ki − q
m
pi
m−1∏
s=0
(1− q−spp q
−1
pi q
−1
ip )LiE
m
p .
Moreover, [E+i,m, Fj ] = [E
−
i,m, Fj ] = 0 for all m ∈ N0 and i, j ∈ I \ {p}
with i 6= j.
For i ∈ I \ {p} and m ∈ N0 let
F+i,m =φ3(E
+
i,m), F
−
i,m =φ3(E
−
i,m),(4.46)
where E+i,m, E
−
i,m are elements of U
+(χop). In particular,
(4.47)
F+i,0 =Fi, F
+
i,m+1 =FpF
+
i,m − (Lp · F
+
i,m)Fp,
F−i,0 =Fi, F
−
i,m+1 =FpF
−
i,m − (Kp · F
−
i,m)Fp
for all i ∈ I and m ∈ N0.
By induction on m one can show easily the following.
Lemma 4.26. Let i ∈ I \ {p}. For all a ∈ (k×)I , n ∈ Z and m ∈ N0
ϕa(E
±
i,m) ∈ k
×E±i,m, ϕn(E
±
i,m) ∈ k
×Kmnp L
−mn
p K
n
i L
−n
i E
±
i,m,
ϕa(F
±
i,m) ∈ k
×F±i,m, ϕn(F
±
i,m) ∈ k
×K−mnp L
mn
p K
−n
i L
n
i F
±
i,m.
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Further, for all m ∈ N0
φ1(E
±
i,m) ∈ k
×F±i,mL
−1
i L
−m
p , φ1(F
±
i,m) ∈ k
×K−1i K
−m
p E
±
i,m,
φ2(E
±
i,m) =F
∓
i,m, φ2(F
±
i,m) = (−1)
m+1E∓i,m,
φ3(E
±
i,m) =F
±
i,m, φ3(F
±
i,m) =E
±
i,m,
φ4(E
±
i,m) ∈ k
×F∓i,m, φ4(F
±
i,m) ∈ k
×E∓i,m.
Lemma 4.27. For all i ∈ I \ {p} and all m,n ∈ N0 with m ≥ n
[E+i,m, F
+
i,n] = (−1)
nqn−mip q
n(n−m)
pp
n−1∏
s=0
(m− s)qpp
m−1∏
s=0
(1− qsppqpiqip)×
(KnpKi − δm,nL
n
pLi)E
m−n
p .
Proof. Proceed by induction on n. The formula for n = 0 was proven
in Cor. 4.25. Assume now that m,n ∈ N0 and n < m. Then
[E+i,m, F
+
i,n+1] =[E
+
i,m, FpF
+
i,n − q
n
ppqipF
+
i,nFp]
=[E+i,m, Fp]F
+
i,n + Fp[E
+
i,m, F
+
i,n](4.48)
− qnppqip[E
+
i,m, F
+
i,n]Fp − q
n
ppqipF
+
i,n[E
+
i,m, Fp].
Let
αm,n = (−1)
nqn−mip q
n(n−m)
pp
n−1∏
s=0
(m− s)qpp
m−1∏
s=0
(1− qsppqpiqip).
By induction hypothesis and Cor. 4.25 the sum of the second and third
summands of the expression (4.48) is
αm,n(FpK
n
pKiE
m−n
p − q
n
ppqipK
n
pKiE
m−n
p Fp)
= −qnppqipαm,nK
n
pKi(E
m−n
p Fp − FpE
m−n
p )
= −qnppqipαm,n(m− n)qppK
n
pKi(q
1−m+n
pp Kp − Lp)E
m−n−1
p
= αm,n+1K
n
pKi(Kp − q
m−n−1
pp Lp)E
m−n−1
p .
Similarly, the sum of the first and fourth summands is equal to
(m)qpp(q
m−1
pp qpiqip − 1)(LpE
+
i,m−1F
+
i,n − q
n
ppqipF
+
i,nLpE
+
i,m−1)
= (m)qpp(q
m−1
pp qpiqip − 1)Lp[E
+
i,m−1, F
+
i,n]
= (m)qpp(q
m−1
pp qpiqip − 1)αm−1,nLp(K
n
pKi − δm−1,nL
n
pLi)E
m−1−n
p
= qm−n−1pp αm,n+1Lp(K
n
pKi − δm,n+1L
n
pLi)E
m−1−n
p .
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The latter two formulas imply the statement of the lemma for the
expression [E+i,m, F
+
i,n+1]. 
Lemma 4.28. Let m,n ∈ N0 and i, j ∈ I \ {p} such that i 6= j. Then
[E+i,m, F
+
j,n] = 0.
Proof. Proceed by induction on n. For n = 0 the lemma follows from
Cor. 4.25. Assume that n ∈ N0 with [E
+
i,m, F
+
j,n] = 0 for all m ∈ N0.
Then
[E+i,m, F
+
j,n+1] = [E
+
i,m, FpF
+
j,n − q
n
ppqjpF
+
j,nFp]
= [E+i,m, Fp]F
+
j,n + Fp[E
+
i,m, F
+
j,n]
− qnppqjp[E
+
i,m, F
+
j,n]Fp − q
n
ppqjpF
+
j,n[E
+
i,m, Fp]
= [E+i,m, Fp]F
+
j,n − q
n
ppqjpF
+
j,n[E
+
i,m, Fp]
= (m)qpp(q
m−1
pp qpiqip − 1)(LpE
+
i,m−1F
+
j,n − q
n
ppqjpF
+
j,nLpE
+
i,m−1)
= (m)qpp(q
m−1
pp qpiqip − 1)Lp[E
+
i,m−1, F
+
j,n] = 0
by induction hypothesis. 
Definition 4.29. Let p ∈ I. Let U++p(χ) and U
+
−p(χ) denote the sub-
algebra (with unit) of U+(χ) generated by {E+j,m | j ∈ I \ {p}, m ∈ N0}
and {E−j,m | j ∈ I \ {p}, m ∈ N0}, respectively.
Lemma 4.30. Let p ∈ I.
(i) The algebras U++p(χ), U
+
−p(χ) are Yetter-Drinfel’d submodules of
U+(χ) in
U0(χ)
U0(χ)YD.
(ii) One has U++p(χ) ⊂ ker ∂
K
p and U
+
−p(χ) ⊂ ker ∂
L
p .
(iii) The algebra U++p(χ) is a left coideal of U
+(χ) and the algebra
U+−p(χ) is a right coideal of U
+(χ), that is
∆(U++p(χ)) ⊂U
+(χ)⊗ U++p(χ),
∆(U+−p(χ)) ⊂U
+
−p(χ)⊗ U
+(χ).
(iv) Let X ∈ U++p(χ) and Y ∈ U
+
−p(χ). Then
EpX − (Kp ·X)Ep ∈ U
+
+p(χ), EpY − (Lp · Y )Ep ∈ U
+
−p(χ).
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Proof. Part (i) follows from the definition of E±i,m and Eqs. (4.8) and
(4.20). Part (ii) can be obtained from Eqs. (4.35), (4.36), part (i), and
Cor. 4.24. Part (iii) follows immediately from Lemma 4.23(ii). Finally,
consider the first relation of part (iv). First of all, this relation holds for
all generators X of U++p(χ) by definition of E
+
i,m. It is easy to see that
if it holds for X = X1 and X = X2, then it also holds for X = X1X2.
Thus the equation holds for all X ∈ U++p(χ). The second equation in
part (iv) can be proven similarly. 
Lemma 4.31. For all p ∈ I the multiplication maps
m : U++p(χ)⊗ k[Ep]→ U
+(χ), m : U+−p(χ)⊗ k[Ep]→ U
+(χ)
are isomorphisms of Yetter-Drinfel’d modules, where k[Ep] denotes the
polynomial ring in one variable Ep.
Proof. We will prove surjectivity and injectivity of the first multiplica-
tion map. The proof for the second goes analogously.
The surjectivity of the first map follows from the facts that
• Ei ∈ U
+
+p(χ)k[Ep] for all i ∈ I,
• U++p(χ)k[Ep] is a subalgebra of U(χ) by Lemma 4.30(i),(iv).
Now we prove injectivity. Since V+(χ) is a ZI -graded Hopf algebra
with V+(χ)mαp = E
m
p U
+0 for all m ∈ N0, there is a unique Z
I -graded
retraction π(p) of the Hopf algebra embedding ι(p) : k[Ep]#U
+0 →
V+(χ). Thus V+(χ) is a right k[Ep]#U
+0-Hopf module, see [Mon93,
Def. 1.9.1], where the right module structure comes from multiplication
and the right coaction is (id⊗π(p))∆. Further, the elements of U
+
+p(χ)
are right coinvariant by Lemmata 4.23(ii), 4.30(i) and Rem. 4.2. Thus
m is injective by the fundamental theorem of Hopf modules [Mon93,
1.9.4]. 
Lemma 4.32. Let p ∈ I such that χ is p-finite. Let i ∈ I \ {p} and
cpi = c
χ
pi. Then
E+i,1−cpi −E
−
i,1−cpi
∈ kEiE
1−cpi
p , F
+
i,1−cpi
− F−i,1−cpi ∈ kFiF
1−cpi
p .
If (1− cpi)
!
qpp 6= 0, then both expressions are zero.
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Proof. Lemma 4.31 and Eqs. (4.44), (4.45) imply that there exist as ∈
k, where 1 ≤ s ≤ 1− cpi, such that
E−i,1−cpi =E
+
i,1−cpi
+
1−cpi∑
s=1
asE
+
i,1−cpi−s
Esp.
Apply ∂Kp to this expression. By Cor. 4.24 one gets ∂
K
p (E
−
i,1−cpi
) = 0
because of the definition of cpi. By Lemmata 4.15 and 4.30(ii),
∂Kp (E
−
i,1−cpi
) =
1−cpi∑
s=1
asE
+
i,1−cpi−s
∂Kp (E
s
p) =
1−cpi∑
s=1
as(s)qppE
+
i,1−cpi−s
Es−1p .
If 1 ≤ s ≤ −cpi, then (s)qpp 6= 0 by definition of cpi. Therefore
Lemma 4.31 implies that as = 0 whenever 1 ≤ s ≤ −cpi. Further,
if (1 − cpi)
!
qpp 6= 0, then also a1−cpi = 0 by the same reason. This gives
the statement of the lemma for E+i,1−cpi − E
−
i,1−cpi
. The statement for
F+i,1−cpi−F
−
i,1−cpi
follows from this by applying the isomorphism φ3 and
using Lemma 4.26. 
5. Nichols algebras of diagonal type
In this section some facts about Nichols algebras B(V ) of Yetter-
Drinfel’d modules V ∈ HHYD are recalled, where H is a Hopf algebra.
These (braided Hopf) algebras are named by W. Nichols who initiated
the study of them [Nic78]. More details can be found e. g. in [AS02,
Sect. 2.1] and [Tak05]. Here it will be shown that the Drinfel’d dou-
ble U(χ) admits a natural quotient which is the Drinfel’d double of
the Hopf algebras B(V +(χ))#U+0 and B(V −(χ))#U−0. These results
generalize the corresponding statements in [Jos95, Sect. 3.1].
Definition 5.1. Let H be a Hopf algebra and V ∈ HHYD a finite-
dimensional vector space over k. The tensor algebra TV is a braided
Hopf algebra in the Yetter-Drinfel’d category HHYD, where the coprod-
uct is defined by
∆(v) = v ⊗ 1 + 1⊗ v for all v ∈ V .
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Let S be a maximal one among all braided coideals of TV contained
in
⊕
n≥2 T
nV , that is,
∆(S) ⊂ S ⊗ TV + TV ⊗ S.
Then S is uniquely determined and it is a braided Hopf ideal of TV in
the category HHYD (see also the arguments in the proof of Lemma 5.2).
The quotient braided Hopf algebraB(V ) = TV/S is termed theNichols
algebra of V . If H is the group algebra of an abelian group and V is
semisimple, then B(V ) is called a Nichols algebra of diagonal type.
The following two statements have analogs for arbitrary Hopf alge-
bras H and (finite-dimensional) Yetter-Drinfel’d modules V ∈ HHYD.
For convenience we will state the versions needed in this paper and also
give short proofs.
Lemma 5.2. Let χ ∈ X . The maximal coideal S+(χ) of U+(χ) ∈
U0(χ)
U0(χ)YD from Def. 5.1 is a Yetter-Drinfel’d submodule of U
+(χ) and is
a homogeneous ideal of U+(χ) with respect to the ZI-grading.
Proof. Since the action and coaction of U0(χ) on U+(χ) are homo-
geneous with respect to the standard grading, the smallest Yetter-
Drinfel’d submodule of U+(χ) containing S+(χ) is a coideal of U+(χ)
consisting of elements of degree at least 2. By maximality of S+(χ) the
coideal S+(χ) is a Yetter-Drinfel’d submodule of U+(χ).
The coproduct ∆ is a homogeneous map of degree 0. It is easy to see
that for any coideal I ⊂
⊕∞
n=2 U
+(χ)n the vector space
⊕
µ∈ZI prµ(I) ⊃
I is a coideal of U+(χ), where prµ is the homogeneous projection onto
the homogeneous subspace of U+(χ) of degree µ ∈ ZI . By the maxi-
mality assumption one obtains that S+(χ) =
⊕
µ∈ZI prµ(S
+(χ)). 
The Nichols algebra U+(χ)/S+(χ) is denoted usually by B(V +(χ)).
Later on, following the standard notation for quantized enveloping al-
gebras, it will be more convenient to write U+(χ) instead of B(V +(χ)).
The coideal structure of S+(χ) induces a U+(χ)-bicomodule structure
on U+(χ). The left and right coactions can be defined by
δl(X) = (Π⊗ id)∆, δr(X) = (id⊗Π)∆,(5.1)
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where Π : U+(χ)→ U+(χ) is the canonical surjection of braided Hopf
algebras.
Proposition 5.3. Let X ∈ U+(χ). The following are equivalent.
(1) X ∈ S+(χ).
(2) ε(X) = 0 and ∂Kp (X) ∈ S
+(χ) for all p ∈ I.
(3) ε(X) = 0 and (Π⊗ π1)∆(X) = 0.
(4) ε(X) = 0 and ∂Lp (X) ∈ S
+(χ) for all p ∈ I.
(5) ε(X) = 0 and (π1 ⊗ Π)∆(X) = 0.
Proof. Implications (1)⇒(2) and (1)⇒(4) follow from Lemma 4.20 and
the assumption S+(χ) ⊂
⊕
n≥2 T
nV +(χ). Lemma 4.20 also yields the
implications (2)⇒(3) and (4)⇒(5). We are content with giving a proof
for the implication (3)⇒(1), the one for (5)⇒(1) being similar.
We finish the proof with showing (3)⇒(1). The proof of (5)⇒(1) is
similar. Suppose that (3) holds. Since S+(χ) is Z-homogeneous with
respect to the standard grading of U+(χ) by Lemma 5.2 and ∆, Π and
π1 are Z-homogeneous maps, one can assume thatX is Z-homogeneous.
Since Π(1) = 1, (3) implies that the Z-degree of X is at least 2. Let C
be the left U+(χ)-subcomodule of U+(χ) generated by X . Then C is
Z-graded, since ∆ is Z-homogeneous. One gets
Π(X(1))⊗ (Π⊗ π1)∆(X
(2)) =Π(X(1))⊗ Π(X(2))⊗ π1(X
(3))
=∆(Π(X(1)))⊗ π1(X
(2)) = 0.
Let C+ = {Y − ε(Y )1 | Y ∈ C}. Then X ∈ C+, and by the above
equation all elements of C+ satisfy (3). Hence C+ ⊂
⊕
n≥2 U
+(χ)n.
Further,
∆(C+) ⊂ (S+(χ) + C+)⊗ U+(χ) + U+(χ)⊗ C+
and hence S+(χ) +C+ is a coideal of U+(χ). By maximality of S+(χ)
one obtains that X ∈ C+ ⊂ S+(χ) which proves statement (1). 
Prop. 5.3 yields a convenient characterization of the ideal S+(χ).
Proposition 5.4. The following ideals of U+(χ) coincide.
(1) The ideal S+(χ).
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(2) Any maximal element in the set of all ideals I+ of U+(χ) with
ε(I+) = {0}, ∂Kp (I
+) ⊂ I+ for all p ∈ I.
(3) Any maximal element in the set of all ideals I+ of U+(χ) with
ε(I+) = {0}, ∂Lp (I
+) ⊂ I+ for all p ∈ I.
Proof. Prop. 5.3 implies that S+(χ) satisfies the properties of (2) and
(3). It remains to show that any ideal in (2) respectively (3) coincides
with S+(χ). We give an indirect proof for the ideals in (2). The ideals
in (3) can be treaten in a similar way.
Let I+ be maximal as in (2). Since ∂Kp is homogeneous of degree
−1 with respect to the standard grading of U+(χ), the vector space⊕∞
n=0 πn(I
+) becomes an ideal of U+(χ) containing I+ and satisfy-
ing the conditions in (2). Thus the maximality of I+ implies that I+
is homogeneous with respect to the standard grading. Further, the
assumptions in (2) imply that I+ ⊂
⊕∞
n=2 U
+(χ)n. By a similar ar-
gument, using also Prop. 5.3(1)⇒(2), one obtains that I+ contains
S+(χ). Assume now that I+ 6= S+(χ). Let E ∈ I+ be a homogeneous
element of minimal degree, say n, with E /∈ S+(χ). Then n ≥ 2, and
∂Kp (E) ∈ I
+ ∩ U+(χ)n−1 = S
+(χ) ∩ U+(χ)n−1 for all p ∈ I. Hence
E ∈ S+(χ) by Prop. 5.3(2)⇒(1). This is a contradiction. 
Besides the properties in Lemma 5.2, the braided Hopf ideal S+(χ)
has the following additional symmetries.
Lemma 5.5. Let χ ∈ X . For all m ∈ Z
ϕm(S
+(χ))U0(χ) = S+(χ)U0(χ),(5.2)
φ2(S
+(χ−1)) = φ3(S
+(χop)) = φ4(S
+(χ)),(5.3)
φ1(S
+(χ))U0(χ) = φ4(S
+(χ))U0(χ).(5.4)
Proof. Lemmata 4.11, 5.2 and Prop. 4.12(i) imply Eq. (5.2). Since
S+(χ) is a braided Hopf ideal of U+(χ), S+(χ)U0(χ) is a Hopf ideal of
U+(χ)U0(χ). Thus Eq. (5.4) follows from Prop. 4.12 and Cor. 4.10.
By Prop. 4.12 and Lemma 5.2 it remains to prove that
φ3φ4(S
+(χ)) ⊂ S+(χop), φ2φ4(S
+(χ)) ⊂ S+(χ−1).(5.5)
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We show the first formula in (5.5). The proof of the other one is similar.
The proof is based on Prop. 5.3. For brevity write φ = φ3φ4. Con-
sider the maps ∂Kp ◦φ and φ◦∂
K
p as linear maps from U
+(χ) to U+(χop).
Lemma 4.15 and Prop. 4.9 imply that for all p, i ∈ I and X, Y ∈ U+(χ)
φ(Kp ·X) =φ(KpXK
−1
p ) = L
−1
p φ(X)Lp = L
−1
p · φ(X),
φ(∂Kp (Ei)) = ∂
L
p (φ(Ei)) = δp,i,
φ(∂Kp (XY )) = (L
−1
p · φ(Y ))φ(∂
K
p (X)) + φ(∂
K
p (Y ))φ(X),
∂Lp (φ(XY )) = ∂
L
p (φ(Y ))φ(X) + (L
−1
p · φ(Y ))∂
L
p (φ(X)).
Hence for all p ∈ I
φ3φ4 ◦ ∂
K
p = ∂
L
p ◦ φ3φ4.
Thus the first formula in Eq. (5.5) holds by Prop. 5.3. 
Now the algebra U(χ) can be defined.
Proposition 5.6. Let S−(χ) = φ4(S
+(χ)). The vector space
S(χ) = S+(χ)U0(χ)U−(χ) + U+(χ)U0(χ)S−(χ)
is a Hopf ideal of U(χ). The quotient Hopf algebra U(χ)/S(χ) will be
denoted by U(χ).
Proof. By Prop. 4.17(4)⇒(2), Lemma 5.2, and Prop. 5.3, S(χ) is an
ideal of U(χ). Using additionally Def. 5.1, S+(χ)U0(χ)U−(χ) is a Hopf
ideal of U(χ). Similarly, U0(χ)S+(χop) is a Hopf ideal of U0(χ)U+(χop),
and hence U0(χ)S−(χ) = φ3(U
0(χ)S+(χop)), see Lemma 5.5, is a Hopf
ideal of U0(χ)U−(χ) by Prop. 4.9(6). Therefore U+(χ)U0(χ)S−(χ) is a
Hopf ideal of U(χ). 
Remark 5.7. Suppose that χ ∈ X is symmetric, i. e. χ = χop. Then
KpLp is for all p ∈ I a central group-like element of the Hopf algebras
U(χ) and U(χ). In the example in Rem. 4.7.1 the quantized symmetriz-
able Kac-Moody algebra is precisely U(χ)/(KpLp − 1 | p ∈ I), see also
Thm. 5.8 below.
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By Rem. 4.18 one has S(χ) ∩ U+(χ) = S+(χ). Thus let
U+(χ) =U+(χ) + S(χ)/S(χ) ∼= U+(χ)/S+(χ),
U−(χ) =U−(χ) + S(χ)/S(χ) ∼= U−(χ)/S−(χ),
U++p(χ) =U
+
+p(χ) + S(χ)/S(χ)
∼= U++p(χ)/(S
+(χ) ∩ U++p(χ)),
U+−p(χ) =U
+
−p(χ) + S(χ)/S(χ)
∼= U+−p(χ)/(S
+(χ) ∩ U+−p(χ)).
Theorem 5.8. The skew-Hopf pairing η in Prop. 4.3 induces a skew-
Hopf pairing of the Hopf algebras U+(χ)#U+0 and (U−(χ)#U−0)cop.
The restriction of this pairing to U+(χ)× U−(χ) is non-degenerate.
Proof. Recall that S+(χ)U+0 ⊂ ⊕∞m=2U
+(χ)mU
+0 and U−0S−(χ) ⊂
⊕m≤−2U
−0U−(χ)m, and that η : U
+(χ)U+0 × U−0U−(χ) → k is Z-
homogeneous. Hence
η(S+(χ)U+0,U−0(k⊕ U−(χ)1)) =0,
η((k⊕ U+(χ)1)U
+0,U−0S−(χ)) =0.
By the arguments in the proof of Prop. 5.6, S+(χ)U+0 ⊂ U+(χ)U+0
and U−0S−(χ) ⊂ U−0U−(χ) are Hopf ideals. Then Eq. (4.12) gives that
S+(χ)U+0 is contained in the left radical and U−0S−(χ) is contained in
the right radical of η. Thus η induces a skew-Hopf pairing of the Hopf
algebras U+(χ)#U+0 and (U−(χ)#U−0)cop. The left radical of the re-
striction of η to U+(χ)×U−(χ) is a braided coideal of the braided Hopf
algebra U+(χ) by Eq. (4.12), Prop. 4.3(ii), and Rem. 4.2. Moreover,
it is Z-homogeneous and contained in ⊕∞m=2U
+(χ)m by Prop. 4.3(i).
By definition, S+(χ) is the maximal such braided coideal of U+(χ),
and hence S+(χ) is the left radical of the restriction of η to U+(χ) ×
U−(χ). Since dimU+(χ)m = dimU
−(χ)−m < ∞ and dimS
+(χ)m =
dimφ4(S
+(χ)m) = dimS
−(χ)−m for all m ∈ N0, it follows that S
−(χ)
is the right radical of the restriction of η to U+(χ)×U−(χ). This proves
the claim. 
Corollary 5.9. The Hopf algebra U(χ) is naturally isomorphic to the
Drinfel’d double of the Hopf algebras U+(χ)#U+0 and (U−(χ)#U−0)cop.
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By Prop. 5.3 the maps ∂Kp , ∂
L
p ∈ Endk(U
+(χ)) induce k-endomor-
phisms of U+(χ) which will again be denoted by ∂Kp and ∂
L
p , respec-
tively. The following application of Lemma 4.30(ii) will be important
in the next section.
Proposition 5.10. For all p ∈ I the following equations hold.
ker(∂Kp : U
+(χ)→ U+(χ)) =U++p(χ),
ker(∂Lp : U
+(χ)→ U+(χ)) =U+−p(χ).
Proof. The inclusions “⊃” follow from Lemma 4.30(ii). By Lemma 4.31
and Eqs. (4.36) it suffices to show that ∂Kp (E
m
p ) = 0 respectively
∂Lp (E
m
p ) = 0 for some m ∈ N implies that E
m
p = 0 in U
+(χ). By
Cor. 4.24 one has ∂Ki (E
m
p ) = ∂
L
i (E
m
p ) = 0 for all i ∈ I \ {p}. Therefore
Prop. 5.3 implies that for allm ∈ N the relations Emp = 0, ∂
K
p (E
m
p ) = 0,
and ∂Lp (E
m
p ) = 0 are equivalent. 
6. Lusztig isomorphisms
One of our main goals in this paper is the construction of Lusztig
isomorphisms between Drinfel’d doubles of bosonizations of Nichols al-
gebras of diagonal type, see Thm. 6.11. This is not possible for all
χ ∈ X . Analogously to the quantized enveloping algebra setting, one
has to assume that χ is p-finite for some p ∈ I, see Def. 3.10. Further,
the proof of the existence of the Lusztig maps and their bijectivity is
somewhat complex. Therefore first we introduce small ideals, with help
of which Lusztig maps can be defined, see Lemma 6.6. This definition
will then be used to induce isomorphisms between Drinfel’d doubles.
In Subsect. 6.3 many known relations for compositions of Lusztig au-
tomorphisms are generalized to our setting.
In the whole section let χ ∈ X , qij = χ(αi, αj), and cij = c
χ
ij for all
i, j ∈ I.
6.1. Definition of Lusztig isomorphisms. Recall Eqs. (4.42)-(4.43)
and the definition of hχ from Eq. (3.16).
Definition 6.1. Let p ∈ I and h = hχ(αp). Assume that χ is p-finite.
Let I+p (χ) ⊂ U
+(χ) and I−p (χ) ⊂ U
−(χ) be the following ideals. If
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hχ(αp) <∞, then let
I+p (χ) =(E
h
p , E
+
i,1−cpi
| i ∈ I \ {p} such that 1− cpi < h),
I−p (χ) =(F
h
p , F
+
i,1−cpi
| i ∈ I \ {p} such that 1− cpi < h).
Otherwise define
I+p (χ) = (E
+
i,1−cpi
| i ∈ I \ {p}), I−p (χ) = (F
+
i,1−cpi
| i ∈ I \ {p}).
Proposition 6.2. Let p ∈ I. Assume that χ is p-finite. Let h =
hχ(αp).
(i) If h <∞, then the following ideals of U+(χ) coincide.
• I+p (χ),
• (Ehp , E
−
i,1−cpi
| i ∈ I \ {p} such that 1− cpi < h),
• (Ehp , E
+
i,1−cpi
| i ∈ I \ {p}),
• (Ehp , E
−
i,1−cpi
| i ∈ I \ {p}).
(ii) If h =∞, then the following ideals of U+(χ) coincide.
• I+p (χ),
• (E−i,1−cpi | i ∈ I \ {p}).
Proof. For both statements the equality of the first two ideals follows
from Lemma 4.32. For the remaining assertions of part (i) of the lemma
it suffices to show that if 1− cpi ≥ h, (that is, 1− cpi = h by definition
of cpi,) then E
+
i,h and E
−
i,h are elements of I
+
p (χ). The latter follows
from the assumption (h)qpp = 0, Lemma 3.2 and Eqs. (4.44),(4.45). 
The following lemma is a direct consequence of Lemma 4.26 and
Prop. 6.2.
Lemma 6.3. Let p ∈ I. Assume that χ is p-finite. Then the ideals
I±p (χ) are compatible with the automorphisms and antiautomorphism
in Prop. 4.9 in the sense that
ϕa(I
±
p (χ)) =I
±
p (χ), φ4(I
±
p (χ)) =I
∓
p (χ),
φ2(I
±
p (χ)) =I
∓
p (χ
−1), φ3(I
±
p (χ)) =I
∓
p (χ
op),
U0(χ)ϕm(I
±
p (χ)) =U
0(χ)I±p (χ), U
0(χ)φ1(I
±
p (χ)) =U
0(χ)I∓p (χ)
for all a ∈ (k×)I and m ∈ Z.
Further, Cor. 4.24 gives the following.
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Lemma 6.4. Let p ∈ I. Assume that χ is p-finite. Then for the ideals
I±p (χ) the equivalent statements in Prop. 4.17 hold.
Lemma 6.5. Let p ∈ I. Assume that χ is p-finite.
(i) The k-endomorphism of (U++p(χ) + I
+
p (χ))/I
+
p (χ) given by X 7→
(adEp)X is locally nilpotent.
(ii) The k-endomorphism of (U+−p(χ) + I
+
p (χ))/I
+
p (χ) given by Y 7→
EpY − (Lp · Y )Ep is locally nilpotent.
Proof. The given maps are endomorphisms by the definition of U+±p(χ).
The statements of the lemma follow immediately from the following
two facts. First, both k-endomorphisms are in fact skew-derivations
of the corresponding algebra (U+±p(χ) + I
+
p (χ))/I
+
p (χ). Second, by the
definitions of E±i,m and I
+
p (χ) and by Prop. 6.2 these skew-derivations
are nilpotent on the corresponding algebra generators E±i,m. 
Next we perform the first step towards the definition of Lusztig iso-
morphisms. Recall the definition of λi(χ) from Lemma 3.17.
Lemma 6.6. Let p ∈ I. Assume that χ is p-finite. There are unique
algebra maps
Tp, T
−
p : U(χ)→ U(rp(χ))/
(
I+p (rp(χ)), I
−
p (rp(χ))
)
such that1
Tp(Kp) =T
−
p (Kp) = K
−1
p , Tp(Ki) =T
−
p (Ki) = KiK
−cpi
p ,
Tp(Lp) =T
−
p (Lp) = L
−1
p , Tp(Li) =T
−
p (Li) = LiL
−cpi
p ,
Tp(Ep) =F pL
−1
p , Tp(Ei) =E
+
i,−cpi
,
Tp(Fp) =K
−1
p Ep, Tp(Fi) =λi(rp(χ))
−1F+i,−cpi,
T−p (Ep) =K
−1
p F p, T
−
p (Ei) =λi(rp(χ
−1))−1E−i,−cpi,
T−p (Fp) =EpL
−1
p , T
−
p (Fi) =(−1)
cpiF−i,−cpi.
Proof. One has to show the compatibility of the definitions of Tp, T
−
p
with the defining relations of U(χ).
1To avoid confusion in the proof of the lemma, the generators of U(rp(χ)) are
underlined. This convention will be used only in this subsection.
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Let q¯ij = rp(χ)(αi, αj) for all i, j ∈ I. The compatibility of Tp with
the relations (4.18)–(4.21) is ensured (and enforced) by the choice of
rp(χ) ∈ X , see Eq. (3.13). The relation
[Tp(Ep), Tp(Fp)] = Tp(Kp − Lp)
is part of the proof of Prop. 4.9(3). Further, for all i ∈ I \ {p} one gets
[Tp(Ei), Tp(Fp)] = [E
+
i,−cpi
, K−1p Ep] = −K
−1
p E
+
i,1−cpi
∈ I+p (rp(χ))
because of Eqs. (4.33) and (4.42) and Prop. 6.2. Similarly,
[Tp(Ep), Tp(Fi)] =[F pL
−1
p , λi(rp(χ))
−1F+i,−cpi]
=λi(rp(χ))
−1q¯−1ip q¯
cpi
pp F
+
i,1−cpi
∈ I−p (rp(χ))
by Eqs. (4.34) and (4.47).
Assume now that i, j ∈ I \ {p} such that i 6= j. Then
[Tp(Ei), Tp(Fj)] = [E
+
i,−cpi
, λj(rp(χ))
−1F+j,−cpj ] = 0(6.1)
by Lemma 4.28. On the other hand, for all i ∈ I \ {p}
[Tp(Ei), Tp(Fi)] = [E
+
i,−cpi
, λi(rp(χ))
−1F+i,−cpi] = Tp(Ki)− Tp(Li)(6.2)
by Lemma 4.27.
Similarly one can show that T−p is well-defined. The relations
[E−i,−cpi, F
−
j,−cpj
] = (−1)cpiδi,jλi(rp(χ
−1))T−p (Ki − Li),
where i, j ∈ I \ {p}, follow from Eqs. (6.1) and (6.2) by applying the
isomorphism φ2 and using Lemma 4.26. 
Let p ∈ I. Assume that χ is p-finite. In the next lemma and its
proof we use the following abbreviations:
U+(rp(χ))
′ =
(
U+(rp(χ)) + I
+
p (rp(χ))
)
/I+p (rp(χ)),(6.3)
U+ǫp(rp(χ))
′ =
(
U+ǫp(rp(χ)) + I
+
p (rp(χ))
)
/I+p (rp(χ)),(6.4)
where ǫ ∈ {+,−}. By Cor. 4.24 the skew-derivations ∂Kp and ∂
L
p of
U+(rp(χ)) induce well-defined skew-derivations on U
+(rp(χ))
′ which
then will be denoted by the same symbol.
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Lemma 6.7. Let p ∈ I, Tp and T
−
p as in Lemma 6.6. Let q¯ij =
rp(χ)(αi, αj) for all i, j ∈ I.
(a) For all X ∈ U+−p(χ) and Y ∈ U
+
+p(χ)
Tp(EpX − (Lp ·X)Ep) =q¯pp∂
L
p (Tp(X)),
T−p (EpY − (Kp · Y )Ep) =−K
−1
p · ∂
K
p (T
−
p (Y )).
(b) For all i ∈ I \ {p} and t ∈ N0 with t ≤ −cpi
Tp(E
−
i,t) = q¯
t
pp
t−1∏
s=0
(−cpi − s)q¯pp
t∏
s=1
(1− q¯−cpi−spp q¯piq¯ip)E
+
i,−cpi−t
,
T−p (E
+
i,t) =
−cpi−t∏
s=1
(s)−1
q¯−1pp
−cpi−t−1∏
s=0
(q¯−spp q¯
−1
pi q¯
−1
ip − 1)
−1E−i,−cpi−t.
(c) For all i ∈ I \ {p} and t ∈ N0 with t > −cpi
Tp(E
−
i,t) = T
−
p (E
+
i,t) = 0.
(d) The following relations hold.
Tp(U
+
−p(χ)) ⊂ U
+
+p(rp(χ))
′, T−p (U
+
+p(χ)) ⊂ U
+
−p(rp(χ))
′.
Proof. We start with a technical statement.
Step 1. Part (a) holds for all X, Y ∈ U(χ) with Tp(X) ∈ U
+
+p(rp(χ))
′
and T−p (Y ) ∈ U
+
−p(rp(χ))
′. Let X ∈ U(χ). Assume that Tp(X) ∈
U++p(rp(χ))
′. By the remark above the lemma, the expression ∂Lp (Tp(X))
is well-defined. By definition of Tp one gets
Tp(EpX − (Lp ·X)Ep) = F pL
−1
p Tp(X)− (L
−1
p · Tp(X))F pL
−1
p
= −[L−1p · Tp(X), F p]L
−1
p
=
(
− ∂Kp (L
−1
p · Tp(X))Kp + Lp∂
L
p (L
−1
p · Tp(X))
)
L−1p
= q¯pp∂
L
p (Tp(X))− q¯pp(L
−1
p · ∂
K
p (Tp(X)))KpL
−1
p
= q¯pp∂
L
p (Tp(X)),
where the penultimate equation follows from Lemma 4.16 and the last
one from the assumption Tp(X) ∈ U
+
+p(rp(χ))
′ and Lemma 4.30(ii).
This and a similar calculation for T−p (EpY − (Kp · Y )Ep) imply the
statement of step 1.
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Step 2. Proof of parts (b) and (c). We proceed by induction on t.
For t = 0, part (b) is valid by the definitions of Tp and T
−
p . Assume
now that the formulas in part (b) are valid for some t < −cpi, where
i ∈ I \ {p}. In view of Eqs. (4.42), (4.43) one can apply step 1 of
the proof to X = E−i,t and Y = E
+
i,t. Then one obtains part (b) for
Tp(E
−
i,t+1) and T
−
p (E
+
i,t+1) from the induction hypothesis and Cor. 4.24.
Similarly, if t = −cpi, then the analogous induction step shows that
Tp(E
−
i,−cpi+1
) is a multiple of ∂Lp (Ei) = 0 and hence it is zero. This and
a similar argument for T−p (E
+
i,−cpi+1
) imply part (c).
Step 3. Proof of parts (a) and (d). Since Tp and T
−
p are algebra
maps, part (d) follows immediately from the definition of U+±p(χ) and
parts (b) and (c) of the lemma. Finally, part (a) is a direct consequence
of step 1 of the proof and part (d) of the lemma. 
Proposition 6.8. Let p, Tp and T
−
p as in Lemma 6.6.
(i) The maps Tp, T
−
p induce algebra isomorphisms
Tp, T
−
p : U(χ)/
(
I+p (χ), I
−
p (χ)
)
→ U(rp(χ))/
(
I+p (rp(χ)), I
−
p (rp(χ))
)
.
(ii) The isomorphisms Tp, T
−
p in (i) satisfy the equations
TpT
−
p = T
−
p Tp = id,
Tpϕa =ϕbTp, where a ∈ (k
×)I , bi = aia
−cpi
p for all i ∈ I,
T−p ϕa =ϕbT
−
p , where a ∈ (k
×)I , bi = aia
−cpi
p for all i ∈ I,
Tpφ2 =φ2T
−
p ϕa, where ai = (−1)
δi,p for all i ∈ I,
Tpφ3 =φ3Tpϕλ, where λp = q
−1
pp ,
λi = λi(rp(χ))
−1 for all i ∈ I \ {p},
T−p φ3 =φ3T
−
p ϕλ, where λp = q
−1
pp ,
λi = (−1)
cpiλi(rp(χ
−1)) for all i ∈ I \ {p},
Tpφ4 =φ4T
−
p ϕa for some a ∈ (k
×)I .
Note that part (ii) makes only sense if one uses appropriate bicharac-
ters. For example, the equation TpT
−
p = id means that if T
−
p is defined
with respect to χ, then Tp has to be defined with respect to rp(χ).
Similar adaptation has to be performed for the commutation relations
with φ2 and φ3.
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Proof. First check that equation
Tpφ2(X) = φ2T
−
p ϕa(X), where ai = (−1)
δi,p for all i ∈ I,(6.5)
holds for all generators X of U(χ). Since Tp, T
−
p , φ2, and ϕa are algebra
maps, this implies that
Tpφ2 = φ2T
−
p ϕa, where ai = (−1)
δi,p for all i ∈ I.(6.6)
Further, the equations Tpϕa = ϕbTp, T
−
p ϕa = ϕbT
−
p as algebra maps
U(χ) → U(rp(χ))/(I
+
p (rp(χ)), I
−
p (rp(χ))) follow immediately from the
definitions of Tp, T
−
p and ϕa. Using Eq. (6.6) one can easily see with
help of Lemmata 6.6, 6.7 and 4.26 that Tp and T
−
p are well-defined on
the given quotient of U(χ). Again using Lemma 6.7 one gets that
TpT
−
p = T
−
p Tp = id and Tpφ3 = φ3Tpϕλ. The equation T
−
p φ3 =
φ3T
−
p ϕλ follows from equations Tpφ3 = φ3Tpϕλ and Tpφ2 = φ2T
−
p ϕa
by Prop. 4.12. Equation Tpφ4 = φ4T
−
p ϕa can be obtained similarly to
Eq. (6.6). 
6.2. Lusztig isomorphisms for U(χ). We continue to use the nota-
tion from Sects. 5 and 6 and from Prop. 5.6.
Lemma 6.9. Let p ∈ I. Assume that χ is p-finite.
(i) One has I+p (χ) ⊂ S
+(χ).
(ii) Let ǫ ∈ {+,−}. The ideal S+(χ) of U+(χ) is generated by the
subset
(S+(χ) ∩ k[Ep]) ∪ (S
+(χ) ∩ U+ǫp(χ)).
Proof. To part (i). The generators of I+p (χ) are in S
+(χ) because of
Cor. 4.24 and Prop. 5.3(2)⇒(1). This implies the claim.
To (ii). We consider the case ǫ = 1, the proof for the other one is
similar. Let X ∈ S+(χ). By Lemma 4.31 there exists m ∈ N0 and
uniquely determined elements X0, . . . , Xm ∈ U
+
+p(χ) such that X =∑m
i=0XiE
i
p. By Lemma 5.2 it suffices to consider the case when X
is homogeneous with respect to the standard grading. Further, since
(n)!qpp = 0 implies that E
n
p ∈ S
+(χ), see Prop. 5.3, one can assume that
(m)!qpp 6= 0, and that either X = 0 or Xm /∈ S
+(χ). By Lemma 4.15
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and Cor. 4.24 one gets
m∑
i=0
(∂Kp )
m(XiE
i
p) = (m)
!
qppXm.
Thus Prop. 5.3 gives that Xm ∈ S
+(χ). Hence X = 0, and (ii) is
proven. 
Proposition 6.10. Let p, Tp and T
−
p as in Lemma 6.6.
(i) For all i ∈ I \ {p} there exists a ∈ (k×)I such that
∂Li Tp = Tp ◦ (∂
L
p )
−cpi∂Li ϕa(6.7)
as a linear map U+−p(χ)→ U
+
+p(rp(χ))
′, see Eq. (6.4).
(ii) For all i ∈ I \ {p} there exists a ∈ (k×)I such that
∂Ki T
−
p = T
−
p ◦ (∂
K
p )
−cpi∂Ki ϕa
as a linear map U++p(χ)→ U
+
−p(rp(χ))
′.
Proof. We prove part (i) in 3 steps and leave the similar proof of
part (ii) to the reader.
Step 1. Eq. (6.7) holds on the generators of U+−p(χ). Let j ∈ I \ {p}
and m ∈ N0. If m > −cpj , then the evaluations of both sides of
Eq. (6.7) on E−i,m give 0: the left hand side by Lemma 6.7(c) and the
right hand side by Lemmata 4.26 and 6.4 and by Prop. 6.8(i). Assume
now that m ≤ cpj. If j 6= i, then Lemma 6.7(b) and Cor. 4.24 imply
that both sides of Eq. (6.7) are 0. Suppose that j = i. Then
∂Li Tp(E
−
i,m) ∈ k
×∂Li (E
+
i,−cpi−m
) = k×δm,−cpi,
Tp
(
(∂Lp )
−cpi∂Li ϕa(E
−
i,m)
)
∈ k×Tp
(
(∂Lp )
−cpi∂Li (E
−
i,m)
)
=k×Tp
(
(∂Lp )
−cpi(Emp )
)
=k×Tp(δm,−cpi) = k
×δm,−cpi.
Step 2. The map ϑi = (∂
L
p )
−cpi∂Li ϕa ∈ Endk(U
+
−p(χ)) satisfies
ϑi(EE
′) = ϑi(E)E
′ + (Lcpip L
−1
i · E)ϑi(E
′) for all E,E ′ ∈ U+−p(χ).
The statement follows immediately from Eqs. (4.36), (4.38) and from
∂Lp (E) = ∂
L
p (E
′) = 0, see Cor. 4.24.
Step 3. Eq. (6.7) holds on U+−p(χ). In view of step 1 it suffices to
show that if Eq. (6.7) holds on E,E ′ ∈ U+−p(χ), then it also holds on
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EE ′. Since Tp is an algebra map, the latter follows from Eq. (4.36),
step 2 and equation Tp(L
cpi
p L
−1
i ) = L
−1
i . 
Theorem 6.11. Let p, Tp and T
−
p as in Lemma 6.6. The maps Tp,
T−p induce algebra isomorphisms
Tp, T
−
p : U(χ)→ U(rp(χ)).
The analogs of the commutation relations in Prop. 6.8 hold.
Proof. Extend the notation in Eqs. (6.3) and (6.4) by defining
S+(χ)′ =S+(χ)/I+p (χ), S(χ)
′ =S(χ)/(I+p (χ), I
−
p (χ)).
In view of the commutation relations between Tp and φ3 respectively T
−
p
and φ3 it suffices to show that Tp(S
+(χ)) ⊂ S(rp(χ))
′ and T−p (S
+(χ)) ⊂
S(rp(χ))
′. We prove the above relation for Tp. The proof for T
−
p goes
similarly. Further, by Lemma 6.9 it suffices to show that
Tp(S
+(χ) ∩ U+−p(χ)) ⊂ S
+(rp(χ))
′, Tp(S
+(χ) ∩ k[Ep]) ⊂ S(rp(χ))
′,
where the latter relation is obviously true since
S+(χ) ∩ k[Ep]=
0 if hχ(αp) =∞,∑∞
m=h kE
m
p if h = h
χ(αp) <∞.
(6.8)
Since S+(χ) ∩ U+−p(χ) is Z
I-graded, it is sufficient to show that
Tp(X) ∈ S
+(rp(χ))
′ for any homogeneous element X ∈ S+(χ)∩U+−p(χ).
This can be done by induction on |µ|, where Tp(X) ∈ U
+
+p(rp(χ))
′
µ, see
Lemma 6.7(d). The induction hypothesis is fulfilled since Tp(X) ∈
U++p(rp(χ))
′
0 implies X ∈ k1, and hence X ∈ S
+(χ) if and only if
X = 0.
Let now n ∈ N and assume that relations X ∈ S+(χ) ∩ U+−p(χ) and
Tp(X) ∈ U
+
+p(rp(χ))
′
µ with |µ| ≤ n imply that Tp(X) ∈ S
+(rp(χ))
′.
Let Y ∈ S+(χ) ∩ U+−p(χ) such that Tp(Y ) ∈ U
+
+p(rp(χ))
′
µ, where |µ| =
n+ 1. We have to show that Tp(Y ) ∈ S
+(rp(χ))
′
µ. By Prop. 5.3 this is
equivalent to the relations ∂Li (Tp(Y )) ∈ S
+(rp(χ))
′
µ−αi
for all i ∈ I. If
i = p, then one gets from Lemma 6.7 that
∂Lp (Tp(Y )) = q
−1
pp Tp(EpY − (Lp · Y )Ep).
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Since EpY −(Lp ·Y )Ep ∈ S
+(χ)∩U+−p(χ), induction hypothesis implies
that ∂Lp (Tp(Y )) ∈ S
+(rp(χ))
′. On the other hand, if i 6= p, then anal-
ogously Props. 5.3 and 6.10, see also step 2 of the proof of the latter,
imply that ∂Li (Tp(Y )) ∈ S
+(rp(χ))
′. This completes the proof of the
theorem. 
6.3. Coxeter relations between Lusztig isomorphisms. The aim
of this subsection is to prove Thm. 6.19, that is, Lusztig isomorphisms
satisfy Coxeter type relations. Note that a case by case proof as
in [Lus93, Subsect. 33.2] is not reasonable because of the presence of
dozens of different examples of rank 2.
In the following claims we will use the following setting.
Setting 6.12. Let χ ∈ X . Assume that χ′ is p-finite for all p ∈ I,
χ′ ∈ G(χ). Let i, j ∈ I with i 6= j. Let i2n+1 = i and i2n = j for all
n ∈ Z. Let M = |Rχ+ ∩ (N0αi + N0αj)|.
Lemma 6.13. Assume Setting 6.12. Then
M =min{m ∈ N0 | σim · · ·σi2σ
χ
i1
(αj) ∈ −N
I
0}
=1 +min{m ∈ N0 | σim · · ·σi2σ
χ
i1
(αj) = αim+1}.
Proof. See [HY08, Lemma 6]. The right hand side has to be interpreted
as ∞ if the minimum is taken over the empty set. 
The main result in this subsection is based on the following lemma.
Lemma 6.14. Assume Setting 6.12. Let m, r ∈ N0, and assume that
σim · · ·σi2σ
χ
i1
(αi + rαj) = αim+1 .(6.9)
Then there exists t ∈ N0 such that σim · · ·σi2σ
χ
i1
(αj) = αim + tαim+1.
Proof. By the definition of σχ
′
k , where k ∈ I, χ
′ ∈ G(χ), one gets
σim · · ·σi2σ
χ
i1
(αj) = t0αim + tαim+1 for some t0, t ∈ Z. One has to show
that t0 = 1 and t ∈ N0. By Eq. (3.10), det σ
χ′
k |Zαi⊕Zαj = −1 for all
k ∈ I, χ′ ∈ G(χ). Using this, Eq. (6.9) implies that t0 = 1. By
Prop. 3.16(d) and Axioms (R1), (R3) one obtains that t ∈ N0. 
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Proposition 6.15. Assume Setting 6.12. Let m, r ∈ N0. Assume that
m < M, σim · · ·σi2σ
χ
i1
(αi + rαj) ∈ N
I
0.(6.10)
Let w = σim · · ·σi2σ
χ
i1
. Then for E+i,r(j), E
−
i,r(j) ∈ U(χ)
Tim · · ·Ti2Ti1(E
+
i,r(j)) ∈ U
+(w∗χ)w(αi+rαj),(6.11)
T−im · · ·T
−
i2
T−i1 (E
−
i,r(j)) ∈ U
+(w∗χ)w(αi+rαj).(6.12)
In particular, if w(αi + rαj) = αim+1, then
Tim · · ·Ti1(kE
+
i,r(j)) = kEim+1 , T
−
im
· · ·T−i1 (kE
−
i,r(j)) = kEim+1 .(6.13)
Proof. The last statement of the proposition follows at once from the
equation U+(w∗χ)αi = kEi and the fact that the maps Tp, where p ∈
{i, j}, are algebra isomorphisms.
The remaining assertions will be proven by induction onm. Ifm = 0,
then the claim follows from the definition of E±i,r(j). Assume now that
m > 0 and that the lemma holds for all smaller values of m. First we
prove by an indirect proof that r > 0. Assume that r = 0. Then
Rw
∗χ
+ ∋ σim · · ·σi2σ
χ
i1
(αi) = σim · · ·σi3σ
r1(χ)
i2
(−αi) ∈ −N0αi − N0αj ,
where the last relation follows from Lemma 6.13 and the first formula
of assumption (6.10). The obtained relation
Rw
∗χ
+ ∩ −(N0αi + N0αj) 6= ∅
is a contradiction to Rw
∗χ
+ ⊂ N
I
0, and hence r > 0.
Now we perform the induction step by induction on r. One gets
Tim · · ·Ti2Ti1(E
+
i,r(j)) = Tim · · ·Ti2Ti1(EjE
+
i,r−1(j) − (Kj · E
+
i,r−1(j))Ej).
By Thm. 6.11 this is equal to
Tim · · ·Ti2Ti1(Ej)Tim · · ·Ti2Ti1(E
+
i,r−1(j))
− (Tim · · ·Ti2Ti1(Kj) · Tim · · ·Ti2Ti1(E
+
i,r−1(j)))Tim · · ·Ti2Ti1(Ej).
If w(αi + (r − 1)αj) ∈ R
w∗χ
+ , then after replacing Ti1(Ej) = Ti(Ej) by
E+j,−cij(i) in the above formula one can apply the induction hypotheses
for m− 1 respectively r − 1. Thus in this case relation (6.11) holds.
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Assume now that w(αi + (r − 1)αj) /∈ R
w∗χ
+ . In this case, which
covers the case r = 1, we will not use induction hypothesis on r. This
way we ensure that the basis of the induction will be proved.
By [HY08, Lemma 1] there exists n ∈ N0 with n < m such that
σin · · ·σi2σ
χ
i1
(αi + (r − 1)αj) = αin+1 . Therefore induction hypothesis
(on m) gives that
Tim · · ·Ti2Ti1(kE
+
i,r(j)) = k
(
Tim · · ·Ti2Ti1(Ej)Tim · · ·Tin+2Tin+1(Ein+1)
− (Tim · · ·Ti2Ti1(Kj) · Tim · · ·Tin+2Tin+1(Ein+1))Tim · · ·Ti2Ti1(Ej)
)
.
By Lemma 6.14, σin · · ·σi2σ
χ
i1
(αj) = αin + tαin+1 for some t ∈ N0.
Since n < m, the second formula in Eq. (6.13) together with relations
TpT
−
p = id for all p ∈ I imply that
Tim · · ·Ti2Ti1(kE
+
i,r(j)) =kTim · · ·Tin+1
(
E−in,t(in+1)Ein+1
− (KinK
t
in+1
· Ein+1)E
−
in,t(in+1)
)
.
Using Lemma 4.22 and Lemma 6.7 one gets
Tim · · ·Ti2Ti1(kE
+
i,r(j)) = kTim · · ·Tin+1(E
−
in,t+1(in+1)
)
= kTim · · ·Tin+2(E
+
in,t′(in+1)
)
for some t′ ∈ N0. Now one has m − n − 1 < m, and hence induction
hypothesis can be applied to the last formula to obtain the statement
of the lemma for E+i,r(j).
The proof of the induction step for E−i,r(j) goes analogously. 
Corollary 6.16. Assume Setting 6.12. Letm ∈ N0. Let w = σim · · ·σi2σ
χ
i1
.
(i) If m < M , then for Ej ∈ U(χ)
Tim · · ·Ti2Ti1(Ej) ∈ U
+(w∗χ)w(αj),(6.14)
T−im · · ·T
−
i2
T−i1 (Ej) ∈ U
+(w∗χ)w(αj).(6.15)
(ii) If m =M then
kTim · · ·Ti2Ti1(Ej) = kTim−1 · · ·Ti1Ti0(Ej) = kFimL
−1
im
.(6.16)
Proof. For (i) use that
Ti1(Ej) =E
+
j,−cij(i)
, T−i1 (kEj) = kE
−
j,−cij(i)
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and apply Prop. 6.15. For (ii) use (i), equation σim−1 · · ·σi2σ
χ
i1
(αj) =
αim, Prop. 6.8, and the definitions of Ti1 and Tim . 
Lemma 6.17. Assume Setting 6.12. Let k ∈ I \ {i, j} and m ∈ N0.
Let wm = σi1 · · ·σim−1σ
χ
im. If m ≤M , then
Ti1 · · ·Tim(Ek) ∈ U
+
+i(w
∗
mχ) ∩ U
+
+j(w
∗
mχ),
where Ek ∈ U(χ). If m < M , then
Ti1 · · ·Tim(Ek) ∈ U
+
−j(w
∗
mχ).(6.17)
Proof. We proceed by induction on m. For m = 0 the lemma clearly
holds. Let now m > 0. Then the relation
Ti1 · · ·Tim(Ek) = Ti1(Ti2 · · ·Tim(Ek)) ∈ U
+
+i(w
∗
mχ)
follows immediately from Eq. (6.17) and Lemma 6.7(d). According to
Lemma 4.15 and Prop. 5.10 it remains to show that
[Fj , Ti1 · · ·Tim(Ek)] = 0 if m < M,(6.18)
[Fj, Ti1 · · ·Tim(Ek)] ∈LjU
+(w∗mχ) if m =M <∞.(6.19)
By the first equation in Prop. 6.8(ii),
[Fj , Ti1 · · ·Tim(Ek)] = Ti1 · · ·Tim [T
−
im
· · ·T−i1 (Fj), Ek].
If m < M , then Cor. 6.16 and Prop. 6.8 imply that the expression
T−im · · ·T
−
i1
(Fj) lies in the subalgebra of U
−(χ) generated by Fi and Fj.
Thus the above commutator is zero and hence Eq. (6.18) holds. On
the other hand, if m =M , then
T−im · · ·T
−
i1
(kFj) = T
−
im(kFim) = kEimL
−1
im
and hence
k[Fj , Ti1 · · ·Tim(Ek)] = kTi1 · · ·Tim [EimL
−1
im , Ek]
= kTi1 · · ·Tim(L
−1
im )Ti1 · · ·Tim(E
−
k,1(im)
)
= kTi1 · · ·Tim−1(Lim)Ti1 · · ·Tim−1(E
+
k,t(im)
)
for some t ∈ N0. Since σi1 · · ·σim−2σ
rim(χ)
im−1
(αim) = αj, induction hy-
pothesis and Cor. 6.16 imply that Eq. (6.19) holds for m = M . 
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Lemma 6.18. Assume Setting 6.12. Let k ∈ I \ {i, j} and m ∈ N0.
Assume that m < M <∞. Then
T−i1 . . . T
−
imTim+1 · · ·Tim+M (Ek) ∈U
+
+i(ri1 · · · rim+M−1rim+M (χ))
∩ U++j(ri1 · · · rim+M−1rim+M (χ)),
where Ek ∈ U(χ). Further, if m > 0, then
T−i1 . . . T
−
im
Tim+1 · · ·Tim+M (Ek) ∈ U
+
−i(ri1 · · · rim+M−1rim+M (χ)).
Proof. If m = 0, then the lemma holds by Lemma 6.17. Suppose now
that 0 < m < M . Then by Prop. 5.10 and Lemma 4.15 it suffices to
show that the following relations hold.
T−i1 · · ·T
−
im
Tim+1 · · ·Tim+M (Ek) ∈ U
+(ri1 · · · rim+M−1rim+M (χ)),(6.20)
[Fi, T
−
i1
· · ·T−imTim+1 · · ·Tim+M (Ek)] = 0,(6.21)
∂Kj (T
−
i1
· · ·T−imTim+1 · · ·Tim+M (Ek)) = 0.(6.22)
We proceed by induction on m. Induction hypothesis gives that
T−i2 · · ·T
−
im
Tim+1 · · ·Tim+M (Ek) ∈ U
+
+i(ri2 · · · rim+M−1rim+M (χ)).
Thus Lemma 6.7(d) implies Eq. (6.20). For Eq. (6.21) one calculates
k[Fi, T
−
i1
· · ·T−imTim+1 · · ·Tim+M (Ek)]
= kT−i1 · · ·T
−
im
Tim+1 · · ·Tim+M ([T
−
im+M
· · ·T−im+1Tim · · ·Ti1(Fi), Ek])
= kT−i1 · · ·T
−
im
Tim+1 · · ·Tim+M ([T
−
im+M
· · ·T−im+1Tim · · ·Ti2(K
−1
i Ei), Ek]).
Apply Cor. 6.16. One obtains the equations
= kT−i1 · · ·T
−
im
Tim+1 · · ·Tim+M ([T
−
im+M−1
· · ·T−imTim · · ·Ti2(K
−1
i Ei), Ek])
= kT−i1 · · ·T
−
imTim+1 · · ·Tim+M ([T
−
im+M−1
· · ·T−imTim · · ·Ti1(Fi), Ek])
= kT−i1 · · ·T
−
im
Tim+1 · · ·Tim+M ([T
−
iM−m−1
· · ·T−i0 (Fi), Ek]).
Since m ≥ 1, one gets M −m < M . Thus Cor. 6.16 and Prop. 6.8 give
that T−iM−m−1 · · ·T
−
i0
(Fi) is in the subalgebra of U(riM−m−1 · · · ri1ri0(χ))
generated by Fi and Fj. Therefore the above commutator is zero and
Eq. (6.21) is proven.
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Eq. (6.22) can be obtained from Prop. 6.10(ii) as follows.
k∂Kj (T
−
i1
· · ·T−imTim+1 · · ·Tim+M (Ek))
= kT−i
(
(∂Ki )
t∂Kj (T
−
i2
· · ·T−imTim+1 · · ·Tim+M (Ek))
)
= 0,
where t ∈ N0 is an appropriate integer and the last equation follows
from Prop. 5.10 and the induction hypothesis. 
Theorem 6.19. Let χ ∈ X . Assume that χ′ is p-finite for all p ∈ I,
χ′ ∈ G(χ). Let i, j ∈ I with i 6= j. Let i2n+1 = i and i2n = j for all
n ∈ Z. Assume that M = |Rχ+∩(N0αi+N0αj)| <∞. Then there exists
a ∈ (k×)I such that
(6.23) TiM · · ·Ti2Ti1 = TiM−1 · · ·Ti1Ti0ϕa
as algebra isomorphisms U(χ)→ U(riM · · · ri2ri1(χ)).
Proof. By Prop. 6.8 the statement of the theorem is equivalent to
TiM · · ·Ti2Ti1(kEk) = TiM−1 · · ·Ti1Ti0(kEk) for all k ∈ I.(6.24)
By Cor. 6.16 the above equation is fulfilled for k ∈ {i, j}. Suppose
now that k /∈ {i, j}. Then Lemma 6.18 (for m = M − 1 and i, j
interchanged) and Lemma 6.7(d) imply that
T−i1 . . . T
−
iM
TiM+1 · · ·Ti2M (Ek) ∈ U
+(ri1 · · · ri2M−1ri2M (χ)).
By Thm. 3.6, σi1 · · ·σi2M−1σ
χ
i2M
= id. Hence
T−i1 . . . T
−
iM
TiM+1 · · ·Ti2M (Ek) ∈ U
+(χ)αk ,
and therefore T−i1 · · ·T
−
iM
TiM+1 · · ·Ti2M (Ek) ∈ k
×Ek. Using equations
TpT
−
p = id from Prop. 6.8(ii), where p ∈ {i, j}, one gets Eq. (6.24) for
k /∈ {i, j}. 
Theorem 6.20. Let χ ∈ X . Assume that χ′ is i-finite for all i ∈ I,
χ′ ∈ G(χ). Let m ∈ N0 and i1, . . . , im ∈ I such that w = σim · · ·σi2σ
χ
i1
∈
Hom(W(χ)) is a reduced expression. Let p ∈ I. Assume that w(αp) ∈
Rw
∗χ
+ . Then
Tim · · ·Ti1(Ep) ∈ U
+(w∗χ),(6.25)
where Ep ∈ U(χ).
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Proof. We proceed by induction on m. If m = 0, then there is nothing
to prove. If m = 1, then i1 6= p by assumption and hence the theorem
holds by definition of Ti1 .
Assume now that m ≥ 2 and that the theorem is true for all smaller
values of m. Then again p 6= i1 by [HY08, Cor. 3]. Let j2n = p and
j2n+1 = i1 for all n ∈ N0. Let r ∈ N0 be maximal with respect to the
property that ℓ(wr) = m − r, where wr = wσj1σj2 · · ·σjr . Then 1 ≤
r ≤ m, since wσj1 = σim · · ·σi3σ
ri1(χ)
i2
. Further, ℓ(wrσjr+1) = m− r + 1
by the maximality of r and ℓ(wrσjr) = m − r + 1 since wrσjr = wr−1.
Let k1, . . . , km−r ∈ I such that
wr = σkm−r · · ·σk2σ
(w′r)
∗χ
k1
, where w′r = σjr · · ·σj2σ
χ
j1
.
Then w = wrw
′
r, and hence Thm. 6.19 and Matsumoto’s theorem, see
[HY08, Thm. 5], imply that
Tkm−r · · ·Tk1Tjr · · ·Tj1 = Tim · · ·Ti2Ti1ϕa
for some a ∈ (k×)I . Further, the assumption w(αp) ∈ R
w∗χ
+ implies
that σjr · · ·σj2σ
χ
j1
(αp) ∈ R
(w′r)
∗χ
+ , and hence Tjr · · ·Tj1(Ep) lies in the
subalgebra of U+((w′r)
∗χ) generated by Ep and Ei1 . Since m− r < m,
induction hypothesis implies that
Tkm−r · · ·Tk1(Ek0) ∈ U
+(w∗χ) for k0 ∈ {p, i1}.
Since Tkm−r · · ·Tk1 is an algebra map, Eq. (6.25) holds for m. 
Recall the algebra map ϕτ : U(χ) → U(τ
∗χ) defined in Prop. 4.9,
where τ is a permutation of I. Let τˆ be the automorphism of ZI given
by τˆ(αp) = ατ(p) for all p ∈ I. Note that for any χ ∈ X and all i, j ∈ I
one has χ(−αi,−αj) = χ(αi, αj), and hence (− id)
∗χ = χ. Further, if
χ′ is p-finite for all χ′ ∈ G(χ) and p ∈ I, then for each χ′ ∈ G(χ) there
is a unique longest element w0 ∈ Hom(χ
′, ) ⊂ Hom(W(χ)), see [HY08,
Cor. 5].
Corollary 6.21. Let χ ∈ X . Assume that M = |Rχ+| is finite. Let
i1, . . . , iM ∈ I such that w0 = σiM . . . σi2σ
χ
i1
is a longest element of
Hom(W(χ)). Then there exists λ ∈ (k×)I and a permutation τ of I
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such that w0 = −τˆ and
TiM · · ·Ti2Ti1 = φ1 ◦ ϕτ ◦ ϕλ
as algebra maps U(χ)→ U(w∗0χ).
Proof. Since w0(R
χ
+) = −R
w∗0χ
+ , there exists a unique permutation τ of
I such that w0(αi) = −ατ(i) for all i ∈ I.
Let p ∈ I. Since w0 has maximal length, ℓ(σpw0) = M − 1. Let
j1, . . . , jM−1 ∈ I such that σpσjM−1 · · ·σj2σ
χ
j1
= w0. By Thm. 6.19
Tw0 := TiM · · ·Ti1 = TpTjM−1 · · ·Tj1ϕa
for some a ∈ (k×)I . Further, Thm. 6.20 and relation σpw0(ατ−1(p)) = αp
imply that there exists λτ−1(p) ∈ k
× such that
TjM−1 · · ·Tj1ϕa(Eτ−1(p)) = λτ−1(p)Ep.
Thus
Tw0(Eτ−1(p)) =TpTjM−1 · · ·Tj1ϕa(Eτ−1(p))
=λτ−1(p)Tp(Ep) = λτ−1(p)FpL
−1
p .
Put λ = (λi)i∈I . Similarly to the above arguments one can show that
for each i ∈ I there exists µi ∈ k
× such that
Tw0(Ki) = φ1(ϕτ (ϕλ(Ki))), Tw0(Li) = φ1(ϕτ (ϕλ(Li))),
Tw0(Fi) = µiφ1(ϕτ (ϕλ(Fi))).
Since Tw0 is an algebra map, one obtains that µi = 1 for all i ∈ I. This
proves the corollary. 
7. A characterization of Nichols algebras of diagonal
type
The following theorem, which is an application of the Lusztig isomor-
phisms constructed in the previous section, gives a characterization of
Nichols algebras of diagonal type with finite root system.
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Theorem 7.1. Let χ ∈ X . Assume that Rχ+ is finite. For all χ
′ ∈ G(χ)
let J +(χ′) be an ideal of U+(χ′) such that
ε(J +(χ′)) = {0}, X · J +(χ′) ⊂ J +(χ′), I+p (χ
′) ⊂ J +(χ′),
∂Kp (J
+(χ′)) ⊂ J +(χ′), ∂Lp (J
+(χ′)) ⊂ J +(χ′)
for all X ∈ U0(χ′), p ∈ I. For all χ′ ∈ G(χ) let J (χ′) and J˜ (χ′) be
the ideals of U(χ′) generated by J +(χ′) + φ4(J
+(χ′)) and J +(χ′) +
φ4(S
+(χ′)), respectively. The following are equivalent.
(1) U+(χ′)/J +(χ′) = U+(χ′) for all χ′ ∈ G(χ).
(2) J +(χ′) = S+(χ′) for all χ′ ∈ G(χ).
(3) The algebra maps Tp : U(χ
′)→ U(rp(χ
′))/J (rp(χ
′)) satisfy
Tp(J
+(χ′)) = {0} for all χ′ ∈ G(χ), p ∈ I.(7.1)
(4) The algebra maps Tp : U(χ
′)→ U(rp(χ
′))/J˜ (rp(χ
′)) satisfy
Tp(J˜ (χ
′)) = {0} for all χ′ ∈ G(χ), p ∈ I.(7.2)
(5) The algebra maps T−p : U(χ
′)→ U(rp(χ
′))/J (rp(χ
′)) satisfy
T−p (J
+(χ′)) = {0} for all χ′ ∈ G(χ), p ∈ I.(7.3)
(6) The algebra maps T−p : U(χ
′)→ U(rp(χ
′))/J˜ (rp(χ
′)) satisfy
T−p (J˜ (χ
′)) = {0} for all χ′ ∈ G(χ), p ∈ I.(7.4)
If the statements in Thm. 7.1 are fulfilled, then because of Thm. 6.11
the algebra maps Tp, T
−
p in statements (3) and (5) induce isomorphisms
U(χ′)/J (χ′)→ U(rp(χ
′))/J (rp(χ
′)) for all χ′ ∈ G(χ), p ∈ I.
Proof. The equivalence of claims (1) and (2) is the definition of U+(χ′).
The implications (2)⇒(3) and (2)⇒(5) have been proven in Thm. 6.11.
Next we prove the implication (3)⇒(4). Let χ′ ∈ G(χ) and p ∈ I.
Then J +(χ′) ⊂ S+(χ′) by Prop. 5.4. Thus one has to show that the
maps Tp : U(χ
′)→ U(rp(χ
′))/J (rp(χ
′)) satisfy
Tp(φ4(S
+(χ′))) ⊂ (φ4(S
+(rp(χ
′))) + J (rp(χ
′)))/J (rp(χ
′)).(7.5)
Equivalently, since φ4(J (rp(χ
′))) = J (rp(χ
′)), the last equation in
Prop. 6.8(ii) and Lemma 5.2 imply that relation (7.5) is equivalent to
T−p (S
+(χ′)) ⊂ (S+(rp(χ
′)) + J (rp(χ
′)))/J (rp(χ
′)).
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Further, by Lemma 6.9(ii) it suffices to check the following inclusions.
T−p (S
+(χ′) ∩ U++p(χ
′)) ⊂ (S+(rp(χ
′)) + J (rp(χ
′)))/J (rp(χ
′)),(7.6)
T−p (S
+(χ′) ∩ k[Ep]) = {0}.(7.7)
Now relation (7.6) follows from Lemma 6.7(d) and Thm. 6.11. Finally,
Eq. (7.7) is a consequence of Eq. (6.8) and the assumption J +p (χ
′) ⊂
J +(χ′). Thus the implication (3)⇒(4) is proven.
We finish the proof of the theorem with showing the implication
(4)⇒(2). The remaining open implication (6)⇒(2) can be proven in a
similar way.
Let χ′ ∈ G(χ). Since Rχ
′
+ is finite, there exists a longest element
w0 ∈ Hom(χ
′, ) ⊂ Hom(W(χ)). LetM = |Rχ
′
+ | and i1, . . . , iM ∈ I such
that σiM · · ·σi2σ
χ′
i1
is a reduced expression of w0. By the assumption of
statement (4) the map Tw0 := TiM · · ·Ti1 : U(χ
′) → U(w∗0χ
′)/J˜ (w∗0χ
′)
is well-defined and satisfies
Tw0(J˜ (χ
′)) = {0}.
In particular, w0(R
χ′
+ ) = −R
w∗0χ
′
+ implies that
Tw0(φ4(S
+(χ′))) = {0}.(7.8)
Because of the relations I+p (χ
′) + φ4(I
+
p (χ
′)) ⊂ J (χ′) the result of
Cor. 6.21 holds also for Tw0 , namely
Tw0 = φ1 ◦ ϕτ ◦ ϕλ
for some λ ∈ (k×)I and a permutation τ of I. Thus Eq. (7.8) gives that
φ1(ϕτ (ϕλ(φ4(S
+(χ′))))) ⊂ J +(w∗0χ
′)U0(w∗0χ
′),
and hence S+(w∗0χ
′) ⊂ J +(w∗0χ
′) by Prop. 4.12 and Lemma 5.5. This
proves the implication (4)⇒(2). 
We are going to give an application of Thm. 7.1, see Ex. 7.4. Owing
to the fact that the representation theory is not yet developed, for the
proof a couple of technical formulas are used, which can be obtained
by standard techniques.
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Lemma 7.2. Let χ ∈ X , µ ∈ ZI , and p ∈ I. Then for all m ∈ N0 and
all X ∈ U(χ)µ and Y ∈ U(χ) one has
(adEp)
m(XY ) =
m∑
n=0
χ(nαp, µ)
(
m
n
)
qpp
(adEp)
m−nX · (adEp)
nY.
Proof. The algebra U(χ) is a module algebra with respect to the adjoint
action ad of U(χ), and hence
(adZ)(XY ) = (adZ(1))X · (adZ(2))Y for all Z ∈ U(χ).
Then Rem. 4.2, Lemma 4.23(i), and Eqs. (4.20) and (4.21) imply the
claim. 
Corollary 7.3. Let χ ∈ X and p, i ∈ I such that p 6= i and q
−cpi
pp qpiqip =
1. Then for any ZI-homogeneous element Y ∈ (U++p(χ)+I
+
p (χ))/I
+
p (χ)
with (adEp)
r+1Y = 0 for some r ∈ N0 one has
(adEp)
−cpi+r(EiY − (Ki· Y )Ei)
=
(
−cpi + r
r
)
qpp
qrpi
(
E+i,−cpi · (adEp)
rY
− (KiK
−cpi
p · (adEp)
rY )E+i,−cpi
)
.
Proof. The left adjoint action of U(χ) induces an action on the algebra
(U++p(χ) + I
+
p (χ))/I
+
p (χ). Thus Lemma 7.2, Eq. (4.20), and relations
(adEp)
1−cpiEi = (adEp)
r+1Y = 0 give that
(adEp)
−cpi+r(EiY ) =
(
−cpi + r
−cpi
)
qpp
qrpiE
+
i,−cpi
· (adEp)
rY,
(adEp)
−cpi+r((Ki · Y )Ei) =
(
−cpi + r
r
)
qpp
((adEp)
r(K−cpip Ki · Y ))E
+
i,−cpi
.
The condition on χ in the corollary gives the equation qrpiKiK
−cpi
p Erp =
ErpKiK
−cpi
p which implies the claim. 
Example 7.4. It was proven already by Lusztig [Lus93, Thm. 33.1.3]
that for quantized symmetrizable Kac-Moody algebras Uq(g), defined
over the field Q(q), Serre-relations (the generators of the ideals I+p (χ))
are sufficient to define the ideal S+(χ). A careful choice of related re-
sults on Kac-Moody algebras leads to the proof of this statement even
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if q is not a root of 1, see [HK06]. Using twisting of Nichols algebras,
see [AS02, Prop. 3.9, Rem. 3.10] one can show that the analogous state-
ment holds for multiparameter quantizations of Kac-Moody algebras
over fields of characteristic zero. In this example an easy application of
Thm. 7.1 is demonstrated on multiparameter quantizations of semisim-
ple Lie algebras. As an improvement compared to [Lus93] it is allowed
that k is an arbitrary field.
Let χ ∈ X . Assume that Rχ+ is finite, and that (m)qii 6= 0 for all
m ∈ N, i ∈ I. Thus χ is of (finite) Cartan type, that is, there is a
symmetrizable Cartan matrix C = (cij)i,j∈I of finite type such that
q
−cij
ii qijqji = 1(7.9)
for all i, j ∈ I. In this case Cχ
′
= C for all χ′ ∈ G(χ).
Thm. 7.1 characterizes U+(χ) which is the upper triangular part of
the multiparameter version of a Drinfel’d–Jimbo algebra. In the present
setting it can be easily proven that the ideal S+(χ) is generated by the
Serre relations, that is
S+(χ) =
∑
p∈I
I+p (χ).(7.10)
Indeed, by Def. 6.1 and Thm. 7.1(3)⇒(2) one has to check that
Tp((adEi)
1−cijEj) = 0 for all i, j, p ∈ I with i 6= j.(7.11)
If p = i, then Eq. (7.11) follows from Lemmata 4.32 and 6.7(c). If p 6= i
and p 6= j, then one gets
Tp((adEi)
1−cijEj) =
(
a˜dTp(Ei)
)1−cijTp(Ej) = (a˜dE+i,−cpi)1−cijE+j,−cpj ,
where
(a˜dTp(Ei))X = Tp(Ei)X − (KiK
−cpi
p ·X)Tp(Ei).
Thus equations E+i,1−cpi = E
+
j,1−cpj
= 0 and Cor. 7.3, which has to be
applied 1− cij times, imply that
Tp((adEi)
1−cijEj) ∈ k
×(adEp)
−cpi(1−cij)−cpj
(
(adEi)
1−cijEj
)
= {0}.
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It remains to consider the case j = p 6= i. If cij = 0, then in all
algebras U(χ′) with χ′ ∈ G(χ) we have
EiEp − (Ki · Ep)Ei = EiEp − (Li · Ep)Ei ∈ k
×(EpEi − (Kp · Ei)Ep).
This case was considered below Eq. (7.11). Thus, since Rχ+ is finite, it
remains to consider the case
min{cpi, cip} ∈ {−1,−2,−3}, max{cpi, cip} = −1.
We are going to show that
kTp((adEi)
1−cipEp) = k(adEp)
−cpi(1−cip)−2(ad ′Ei)
1−cipEp,(7.12)
where (ad ′Ei)X = EiX − (Li ·X)Ei. In fact, ad
′ can be considered as
the left adjoint action of U(χ) on itself via a second Hopf algebra struc-
ture of U(χ), but we will not use this structure. Further, Lemma 4.32
gives that the above equality finishes the proof of Eq. (7.10).
WARNING!!! Since χ is not symmetric, the structure constants of
χ and rp(χ) do not coincide. Without loss of generality we may assume
that both sides of Eq. (7.12) are in (U++p(χ)+I
+
p (χ))/I
+
p (χ), and hence
in both expressions we may use the structure constants of χ.
On the one hand we have
kTp((adEi)
1−cipEp) = kTp((adEi)
−cipE−i,1)
= k(a˜dE+i,−cpi)
−cipE+i,−cpi−1.
For this we can give an explicit formula by performing in Eq. (4.44)
the following replacements:
Ep 7→E
+
i,−cpi
, Ei 7→E
+
i,−cpi−1
, Kp 7→KiK
−cpi
p ,
qpp 7→qii, qpi 7→qiiqpi, m 7→ − cip.
One obtains that
(7.13)
kTp((adEi)
1−cipEp)
= k
−cip∑
s=0
(−qpi)
sq
s(s+1)/2
ii
(
−cip
s
)
qii
(E+i,−cpi)
−cip−sE+i,−cpi−1(E
+
i,−cpi
)s.
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Let first cip = −1. Then qiiqipqpi = 1, and hence Lemma 7.2 yields that
k(adEp)
−2cpi−2(ad ′Ei)
2Ep
= k(adEp)
−2cpi−2(ad ′Ei)E
+
i,1)
= k(adEp)
−2cpi−2(EiE
+
i,1 − qipE
+
i,1Ei)
= k
((
−2cpi − 2
−cpi − 1
)
qpp
(q
−cpi−1
pi E
+
i,−cpi−1
E+i,−cpi
− qipq
−cpi−1
pi q
−cpi−1
pp E
+
i,−cpi
E+i,−cpi−1)
+
(
−2cpi − 2
−cpi
)
qpp
(q
−cpi−2
pi E
+
i,−cpi
E+i,−cpi−1
− qipq
−cpi
pi q
−cpi
pp E
+
i,−cpi−1
E+i,−cpi)
)
.
Using Lemma 3.1 this gives
= k
(
−2cpi − 2
−cpi − 1
)
qpp
1
(−cpi)qpp
(
q
−cpi−1
pi (−cpi)qppE
+
i,−cpi−1
E+i,−cpi
− qipq
−cpi−1
pi q
−cpi−1
pp (−cpi)qppE
+
i,−cpi
E+i,−cpi−1
+ q
−cpi−2
pi (−cpi − 1)qppE
+
i,−cpi
E+i,−cpi−1
− qipq
−cpi
pi q
−cpi
pp (−cpi − 1)qppE
+
i,−cpi−1
E+i,−cpi
)
.
By Eq. (7.9) one has q
−cpi
pp qipqpi = 1, and hence we conclude that
= k(−q
−cpi−2
pi q
−1
pp E
+
i,−cpi
E+i,−cpi−1 + q
−cpi−1
pi q
−cpi−1
pp E
+
i,−cpi−1
E+i,−cpi).
The latter formula coincides with the one in Eq. (7.13) if cip = −1.
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Let now cpi = −1 and cip = −2. Then
(adEp)(ad
′Ei)
2E+i,1
= (adEp)(ad
′Ei)(EiE
+
i,1 − q
−1
ii q
−1
pi E
+
i,1Ei)
= (adEp)(E
2
iE
+
i,1 − (q
−1
ii + q
−2
ii )q
−1
pi EiE
+
i,1Ei + q
−3
ii q
−2
pi E
+
i,1E
2
i )
= E+i,1EiE
+
i,1 + qpiEi(E
+
i,1)
2
− (q−1ii + q
−2
ii )q
−1
pi (E
+
i,1)
2Ei − (q
−1
ii + q
−2
ii )qpiqppEi(E
+
i,1)
2
+ q−3ii q
−1
pi qpp(E
+
i,1)
2Ei + q
−3
ii qppE
+
i,1EiE
+
i,1
= −q−2ii q
−1
pi (E
+
i,1)
2Ei + (1 + q
−1
ii )E
+
i,1EiE
+
i,1 − qiiqpiEi(E
+
i,1)
2.
Similarly, if cpi = −1 and cip = −3, then
(adEp)
2(ad ′Ei)
3E+i,1
= (adEp)
2
(
E3iE
+
i,1 − (q
−1
ii + q
−2
ii + q
−3
ii )q
−1
pi E
2
iE
+
i,1Ei
+ (q−3ii + q
−4
ii + q
−5
ii )q
−2
pi EiE
+
i,1E
2
i − q
−6
ii q
−3
pi E
+
i,1E
3
i
)
= (adEp)
(
E+i,1E
2
i E
+
i,1 + qpiEiE
+
i,1EiE
+
i,1 + q
2
piE
2
i (E
+
i,1)
2
− (3)qiiq
−3
ii q
−1
pi (E
+
i,1EiE
+
i,1Ei + qpiEi(E
+
i,1)
2Ei + q
3
piqppE
2
i (E
+
i,1)
2)
+ (3)qiiq
−5
ii q
−2
pi ((E
+
i,1)
2E2i + q
2
piqppEi(E
+
i,1)
2Ei + q
3
piqppEiE
+
i,1EiE
+
i,1)
− q−6ii q
−3
pi (qpiqpp(E
+
i,1)
2E2i + q
2
piqppE
+
i,1EiE
+
i,1Ei + q
3
piqppE
+
i,1E
2
iE
+
i,1
)
= (adEp)
(
(2)qiiq
−5
ii q
−2
pi (E
+
i,1)
2E2i − (1 + (3)qii)q
−3
ii q
−1
pi E
+
i,1EiE
+
i,1Ei
+ (1− q−3ii )E
+
i,1E
2
iE
+
i,1 + (1− q
−3
ii )Ei(E
+
i,1)
2Ei
+ (1 + (3)qiiq
−2
ii )qpiEiE
+
i,1EiE
+
i,1 − (2)qiiqiiq
2
piE
2
i (E
+
i,1)
2
)
= (qii + q
2
ii − 2− qii − q
2
ii + 1− q
−3
ii )(E
+
i,1)
3Ei
+ qpi(qii + q
2
ii + q
3
ii − 1 + 2 + q
−1
ii + q
−2
ii )(E
+
i,1)
2EiE
+
i,1
+ q2pi(−2q
3
ii − q
4
ii − q
5
ii + q
3
ii − 1− qii − q
2
ii)E
+
i,1Ei(E
+
i,1)
2
+ q3pi(q
6
ii − q
3
ii + qii + q
2
ii + 2q
3
ii − qii − q
2
ii)Ei(E
+
i,1)
3
= −(1 + q−3ii )
(
(E+i,1)
3Ei − qpi(qii + q
2
ii + q
3
ii)(E
+
i,1)
2EiE
+
i,1
+ q2pi(q
3
ii + q
4
ii + q
5
ii)E
+
i,1Ei(E
+
i,1)
2 − q3piq
6
iiEi(E
+
i,1)
3
)
.
Again, the last expression coincides with the one in Eq. (7.13). This
finishes the proof of Eq. (7.12) and, with it, the proof of Eq. (7.10).
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