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Abstract
For most people, looking for a new job is a chore at best. Picking a career is also a
challenge. And even if one has a job she wishes to pursue, it is often not clear which skills
should be acquired next.
To facilitate these problems we propose a model that is capable of predicting a per-
son’s occupation based on their provided set of skills. Using the estimated parameters of
this model we can suggest the next skill a user may acquire in order to pursue a given
career. Finally, the model allows for an automated grouping of skills into courses. We
derive the steps of a Bayesian Variational Inference algorithm called Supervised Latent
Dirichlet Allocation which extends original Latent Dirichlet Allocation algorithm in or-
der to predict a multi-class label and implement it. We compare our implementation
against multiple out-of-the-box algorithms for multi-class prediction using simulated data
in various simulation settings.
We are able to show that Supervised Latent Dirichlet Allocation is capable of ex-
tracting the innate structure in most of the simulation settings. Finally, we demonstrate
that the latent factors of Supervised Latent Dirichlet Allocation form logically coherent
clusters of skills that are closely related to their respective profession and thus may lend
themselves to the automatic collection of online training videos for online courses.
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For most people looking for jobs is a quite jarring experience. In a conventional career a
worker was expected to change her employer once maybe twice, during her entire lifetime,
thus enjoying a relative level of job security. This is no longer the case. The traditional
career model, of staying employed at one or two firms during ones lifetime, has become
outdated. Changing the working environment has become increasingly more prevalent,
due to firms downsizing their workforce in order to become more flexible with regards
to global competition or in order to respond to technological advancements. Especially
the rapidly changing technological requirements force today’s workers to exchange their
performance for continuous learning opportunities, instead of job security, such that they
can maintain their marketability [27].
All of these developments leave today’s employees in a precarious situation. Since they
are forced to switch their occupation more often, they are spending more and more of their
time looking for a new job. But even if someone is employed, often the further development
of ones career is another problem to be solved. Thankfully, since the advent of the internet
there exists an abundance of job recommendation portals, aiming to connect aspiring job-
seekers and employers. The most advanced job recommendation portals identify the skill
gap between a candidate and her desired new place of work. However, this prospective
new job should not only offer adequate remuneration, ideally it also provides opportunities
for personal growth and advancement, thus facilitating the next job transition as well.
From the firms’ perspective, it is also desirable to maintain a workforce which is
constantly learning and adapting to environmental changes. With a flexible labor pool
like that, firms are able to maintain their profitability both in the short as well as in the
long run. In order to achieve this, many firms offer online training programs to their
employees. Nevertheless, those online courses more often than not cover a specific topic
rather than to try and offer a selection of courses which enable an employee to undergo an
entire professional track. This means that while there is enough supply of single courses,
often there is little guidance as to which course to choose. Growify attempts to bridge
that gap.
1
1.1 Growify 1 INTRODUCTION
1.1 Growify
Growify is a start-up located in Berlin that works on a personnel development platform.
The multi sided platform provides employees with learning content, that is structured
in detailed learning paths. Workers can partake in a selection of learning paths, which
contain learning material, e.g. relevant online job courses. Firms, on the other hand are
able to customize the offered vocational tracks to their specific needs. However, currently
these tracks are curated manually, which means that the process of creating such a track
is arduous and requires extensive domain knowledge of each offered occupation. This
constellation poses serious limitations to the scalability of Growify’s business model.
1.2 Problem Statement
In particular, the problem of job and skill recommendations presents itself from three
sides. First, users might want to change their current occupation out of their own volition,
all the while being employed by the same firm, and are currently left with little or no
guidance as to which job to pursue. That naturally leads to the first problem: which job
is the most suited for a user, given her already acquired set of skills?
Secondly, users might be already steadfast in their choice of occupation. In this situa-
tion the more pressing question would be: how can a user improve her current set of skills
as to be both more fit for her current job and well prepared for her next job transition?
Finally, is it possible to fully, or at least partly automate the generation of courses?
While this question has nothing to do with the user’s utility provided by the system it is
essential from a business perspective. As the start-up grows, it will become increasingly
difficult to continue generating the courses manually, since this requires intricate knowl-
edge about the respective industries. Currently, this knowledge is provided by experts
which have extensive experience in the desired fields. However, having to rely on in-house
experts does not scale and will cause substantial problems in the long run. Mitigating
this bottleneck will be of crucial importance for Growify’s future.
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1.3 Proposed Solution
This work proposes a Supervised Latent Dirichlet Allocation (SLDA) algorithm to tackle
all three of the outlined problems. The main idea of SLDA is to extract latent variables
as features which assist in predicting a target variable. SLDA is an algorithm that was
originally developed in the context of natural language processing. As such it is a re-
finement of the original Latent Dirichlet Allocation algorithm and has found its use in
different fields as well [4, 7].
In the following we will investigate the suitability of SLDA for recommending jobs
and skills to users and for automatically generating contents for courses. If the SLDA
algorithms yields satisfying results we can deploy it directly to answer the first problem,
i.e. to provide direct job recommendations to users using the extracted latent topics.
The answer to the second problem, i.e. which skill to choose in order to improve a
candidate’s suitability for a given job, can be answered through the estimated probabilities
of a skill conditional on the latent topic. I.e. if it is possible to identify the latent topic
that has the highest marginal effect on the probability of a particular job, it is possible
to recommend the skill that has the highest conditional probability and has not yet been
already acquired by the user.
Finally, it may be possible to leverage the latent variables themselves in order to
suggest courses in an automated fashion. These machine generated courses will still
require some extend of human oversight. Nonetheless, it would constitute a substantial
improvement with regards to the currently needed amount of manual maintenance.
The paper is organized as follows: section 2 summarizes the related work and the
current state of the literature. Section 3 explains and derives the algorithm for Supervised
Latent Dirichlet Allocation in a multi-class prediction problem. Section 4 demonstrates
the available data and explains the need to rely on simulations, which are described in




The main way we will compare our algorithm is by evaluating its strength as a job
recommendation engine. Thus it makes sense to examine the current state of the literature
on this topic. Primarily we are interested in the way other recommendation systems frame
their problem as well as what specific methods are employed.
The term recommendation system was coined in 1997 and used to include only Col-
laborative Filtering algorithms [23]. Since their inception recommendation systems have
gathered a great deal of attention. They are ubiquitous and the most important tool
when navigating the abundance of information created by the internet. In this work we
focus our attention mostly on the literature regarding job recommendations.
2.1 Methods
The most common used algorithms are still extensions to the original Collaborative Fil-
tering approach. Despite their age Collaborative Filtering methods are by far the most
popular routines. The first recommendation system, Tapestry, was an experimental mail
system, which enabled users to tag, filter and share documents among each other. The
saved tags were then used to propose suggestions of similar documents for further read-
ing. Thus, in Collaborative Filtering the basic idea is to find similarities across users of a
platform and then to recommend items based on the preferences of the most comparable
other users. In a sense, this is akin to opinion sharing with other people, hence why these
algorithms are considered to be ’collaborative’ [12,23,25].
2.1.1 Extensions to Collaborative Filtering
Collaborative Filtering still plays a big role in the field of career and occupation recommen-
dation. Numerous authors have contributed to the refinement of the method by finding
the most informative attributes for inferring the similarity between two users. Ochirbat
and Shih deployed theoretic concepts from psychology such as Holland’s interest theory
and the Big Five Personality traits to model the similarity across users [20]. Similarly,
Lekakos and Giaglis modeled the personality of users by extracting human factors in both
4
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experimental settings [17] and Mamadou et al. tried the same using social network sites
such as Facebook [10].
Other researchers have focused on the scalability of the Collaborative Filtering ap-
proach, which suffers greatly whenever the number of users or items grows too large.
Deshpande’s and Karypis’ remedy for this problem is to cluster items or users beforehand
and use only the relevant clusters for constructing the recommendations [9].
2.1.2 Latent Variables
The second major branch of the current literature for recommendation systems focuses on
creating predictions using latent factor models. Often these methods involve a dimension-
ality reduction technique via a matrix factorization. The matrix of interest is the so called
user-item matrix, which collects the ratings of each user on the rows and each item on
the columns. This user-item matrix is then decomposed by a product of two fitting, and
considerably smaller, matrices. These matrices are able to encode the data’s column space
into a latent subspace all the while maintaining the data’s key characteristics [13,14,33].
Approaching the problem at hand via a latent variable model is tempting, but it also
has a major flaw. Most of these algorithms try to predict a numerical rating. However,
in this work’s context, casting the prediction task this way is problematic. At best, we
are only able to observe a users current job and no form of rating that is provided by
them. We could assume that the user rates her current job as the best. But how, does
a user rate all other jobs? This question has no satisfying answer since these ratings
are unobservable. Nonetheless, latent variable models are still an option for not only
predicting a rating, but rather a multi-class or binary label directly. A different approach
to estimate latent dimensions is by using neural network architectures from the area of
natural language processing in order to find a latent subspace that is capable of encoding
the data while maintaining its core structure. In particular Nigam et al. were able to
show that a Word2Vec architecture is able to provide a latent embedding space which
can be exploited by a bidirectional Long-Short-Term-Memory Neural Network in order to
predict if a user would interact positively with a suggested job advertisement [19].
5
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2.1.3 Machine Learning
The problem of recommending jobs to users has also found considerable traction within
the machine learning community. Multiple competitions are being held in which teams
of researchers compete against each other in finding the most well performing predictive
algorithms. The most prominent of these challenges, RecSys, is held by the job portal
Xing. In this challenge researchers are provided a historical record of applicant data,
job postings as well as an indication whether users chose to interact with a given job
posting. Armed with this training set the teams are expected to deliver real-time, on-
line predictions for a fraction of the site’s traffic for a short period of time following the
challenge’s deadline. The teams are finally graded based on their performance on the real
data [1].
Naturally, this challenge has drawn a lot of attention. Sato et al. as well as Yagci
and Gurgen used Boosted Trees effectively in this context [24,32]. Furthermore, Carpi et
al. developped ensembles of different algorithms that exploit the cosine similarity of both
users and items and incorporate this information into a mixture of Collaborative Filtering
Approaches and Content Based Algorithms [6].
2.1.4 Graph Based Models
Another fruitful avenue for recommending jobs to users is the use of graphs. Graphs can
be adopted to model the transition between jobs and to predict the future employer of a
given user, given her occupation history [8, 22].
Kutty et al. used bipartite graphs to model the relationship between job-seeker and
employers. A graph is called bipartite if it contains two distinct sets of nodes and all edges
are connect only nodes from the opposite subsets. That is, bipartite graphs contain no
edges between nodes that share the same subgroup. Bipartite graphs between employers
and job-seekers have been proven to provide useful inputs to Support Vector Machines
[16].
Similarly, graphs can be used to model the relationship between the skills, thus forming
a so called skill ontology. A skill ontology is used to structure different skills according
6
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to their properties. A general concept, for example, could be called ’Object Oriented
Programming Languages’ and could be comprised of ’Java’, ’Python’, or ’C++’. Exploit-
ing such skill ontologies enabled Bradley et al. to provide handy features for K-Nearest
Neighbour algorithms [5]. Still, these skill ontologies have to be curated manually again.
For the task at hand this therefore would mean to put the cart before the horse.
2.2 Framing the Problem
In general, most of the literature regarding job recommendation algorithms can be divided
into two parts. The first group tries to predict the ranking a particular user would give
to the entire set of available job offers [6, 9, 13,14,16,17,26,33].
The other major part of the literature tries to formulate the research question as a
binary prediction problem. In this setting each user and each job opening are considered
as a pair and the task is to predict whether the pair will result in a match. That is,
to predict if a user will click or in other ways engage with the particular job offer or
not [5, 10, 11, 15, 19, 24, 29]. One advantage of this formulation is that it reduces the
dimensionality of the prediction problem. We do not follow this approach, since especially
for job recommendations, we are interested in a ranking of different jobs. Thus our
problem requires a formulation as a multi-label prediction task.
3 Supervised Latent Dirichlet Allocation
With a brief but succinct overview of the current state of the literature in place, we can
continue with the three problems at hand. Again, these are job prediction, skill rec-
ommendation and an automated grouping of skills into courses. A promising candidate
solution for overcoming all three obstacles might be Supervised Latent Dirichlet Alloca-
tion (SLDA) [3]. SLDA is an extension to Latent Dirichlet Allocation, a dimensionality
reduction technique developed for the field of natural language processing. The goal of
the original Latent Dirichlet Allocation algorithm is to find a grouping of words inside
a document that share some semantic meaning [4]. If we were to extract some latent
7








Figure 1: Simplified Growify Data Model
relationships between the skills of all relevant employees of a firm, it would be possible to
use this lower dimensional subspace as input to the most common predictive algorithms.
This is, in principle, very similar to running a multinomial regression on the first few
principal components of a given data set’s correlation matrix.
However, when the goal of the analysis lies in prediction, using the standard latent top-
ics that are extracted by Latent Dirichlet Allocation might not be the most efficient route
to pursue [3]. Instead of just finding semantically connected skills, we additionally require
them to contain some predictive power with regards to a target variable. In contrast to its
predecessor, SLDA does exactly that. The first proposition of Supervised Latent Dirichlet
Allocation suggested an Expectation Maximization algorithm for estimating normally and
poisson distributed target variables, i.e. for unconstrained, numerical variables and for
count data [3]. This method has been later extended in order to accommodate multi-class
labels [7]. In our case, we will use this extension to extract latent topic variables that are
indicative of a user’s job title. But why might this be a good idea?
3.1 Growify Data Model
The main reason why we deploy SLDA lies in the way Growify structures the relationship
between skills and jobs. According to Growify’s very own data model, a job title consists
of a selection of, possibly overlapping, sets of skills. These skill sets are so called ’Learning
Profiles’. Job titles are therefore characterized as mixtures of Learning Profiles. In turn,
Learning Profiles are characterized as mixtures of skills. The relationship between jobs,
Learning Profiles and skills is depicted in Figure 1. Note that a particular skill can be an
element of two Learning Profiles, as is skill1 in Figure 1.
This modelling choice for job titles is quite fortunate, as it fits naturally into the
8
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presupposed structure of SLDA. Remember, in SLDA targets are assumed to be traceable
to mixtures of latent topics and latent topics are essentially distributions over words in
a document. For us, the target variable is a user’s job. And what used to play the role
of words in the natural language processing context will be replaced by a user’s skills.
Multiple skills can be collected into Learning Profiles. To solve our problem we assume
that jobs can be expressed as mixtures of Learning Profiles. The Learning Profiles then,
can be thought of as distributions over skills.
3.2 Notation and Terminology
Before we start with a derivation of SLDA it is of importance to define the terms we will
use throughout the entirety of this paper. A skill is the basic unit of discrete data, which
is an item from a vocabulary indexed by {1, . . . , S}, S ∈ N. Skills are modelled as one-hot
encoded unit vectors such that si = 1 and sj = 0 ∀i 6= j, i, j ∈ {1, . . . , S}.
For our purposes a user consists of two parts. A user can have one of J ∈ N jobs,
which constitute her class label y ∈ {1, . . . , J}. Additionally we can describe a user by
her sequence of N ∈ N skills,
s1:N = (s1, . . . , sN) ,
where sn is the nth skill in the sequence. We formally describe a user u as the tuple
u = (s1:N , y).
A pool of users P is a collection of U ∈ N users
P = {u1, . . . , uU} .
3.3 The Generative Process
For fixed parameters K ∈ N, α ∈ RK , β1:K ∈ RS×K and η ∈ RJ×K we could model the
data generating process. Here, K is the number of latent topics in the pool. Unfortunately,
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K is a hyperparameter and as such has to be specified beforehand. As for the other
parameters, α is the K-dimensional parameter to the Dirichlet Distribution. The columns
of the S ×K matrix β1:K contain the probabilities for each skill conditional on the latent
topic. Naturally, this means that each column of β1:K has to sum up to one. Finally η
is a J ×K matrix that stores the parameters that determine the response variable. We
model the generative process for one user in the following way:
1. Draw the proportions of topics θ|α ∼ Dir(α).
2. For each skill in n = 1, . . . , N :
a) Assign a topic zn|θ ∼ Cat(θ).
b) Draw a skill sn|zn, β1:K ∼ Cat(βzn).
3. Draw the response variable y|z1:N , η,
where we make use of a sigmoid for modeling the probability of a given job









Note that here we assume the skills to be conditionally independent of each other, given
their latent topic assignment. Now we can model the joint probability for one user as




p (zn|θ) p (sn|zn, β1:K)
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is the probability density function of the Dirichlet distribution [7]. Next, the probability







which is exploiting that zn is a one hot encoded vector. Thus, the above term is simply
selecting the appropriate index position of θ.
Finally, the probability of a particular skill sn appearing in the context of the kth
latent topic,









is simply selecting the appropriate entry of β1:K , where the skill sn selects the row of β1:K
and the latent topic zn determines the column. That is, both zn and sn are indicator
vectors and as such zn’s only nonzero entry selects the position and all other factors are
set to 1.
With a generative model in place we are still left with four questions. The first is,
how to derive the posterior distribution of the latent variables θ and z1:N . The next two
problems call for ways to estimate parameters and for procedures to obtain predictions.
Finally we wish to find rules for skill recommendations.
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3.4 Posterior Inference
The key inferential problem lies in finding the posterior distribution of the latent variables.
By applying the definition of conditional distributions we get
p(θ, z1:N |s1:N , y, α, β1:K , η)
=
p (θ, z1:N , s1:N , y|α, β1:K , η)






p (zn|θ) p (sn|zn, β1:K)
)
p (y|z1:N , η)∫ ∑
z1:N






p (zn|θ) p (sn|zn, β1:K)
)






p (zn|θ) p (sn|zn, β1:K)
)
p (y|z1:N , η) dθ
Note however, that the integral in θ, which is also called the evidence, is K-dimensional.
Therefore it is not efficiently computable [7]. Standard Bayesian Methods would try to
compute the integral through the use of Markov-Chain-Monte-Carlo Methods, like the
Metropolis-Hastings algorithm or Gibbs-Sampling. These methods however, tend to be
slow and to not scale well to large data. For this reason we will try to approximate the
integral using variational inference, which has been shown to be faster and more capable
of handling large data [2].
3.5 Variational Inference
The idea of Variational Inference is to find the member of a family of densities D, which
minimizes the Kullback-Leibler divergence to the posterior. That is




q(θ, z1:N |γ, φ) || p (θ, z1:N |s1:N , y, α, β1:K , η)
)
.
We define the variational distribution as
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This can be thought of as trying to find a good proxy γ for the latent topic proportions
θ and finding N proxies φn for each skill sn.
Nevertheless, this objective still involves the unobtainable evidence and is thus in-
tractable as well. To make this apparent, consider
KL
(
q(θ, z1:N |γ, φ1:N ) || p (θ, z1:N |s1:N , y, α, β1:K , η)
)
= Eq [log q(θ, z1:N |γ, φ)]− Eq [log p (θ, z1:N |s1:N , y, α, β1:K , η)]




p (θ, z1:N , s1:N , y|α, β1:K , η)
p (s1:N , y, |α, β1:K , η)
)]
= Eq [log q(θ, z1:N |γ, φ1:N )]− Eq [log p (θ, z1:N , s1:N , y|α, β1:K , η)] + p (s1:N , y, |α, β1:K , η) ,
where the subscript of the expectation operator denotes that the expectation is taken
with respect to q . Note that we can drop the expectation operator in the last term, since
it does not depend on the latent variables θ and z1:N . Therefore it is not random with
respect to q either [2].
As we cannot compute the Kullback-Leibler divergence, we optimize an alternative
objective which we obtain by dropping the last term. We define
L (q) = Eq [log p (θ, z1:N , s1:N , y|α, β1:K , η)]− Eq [log q(θ, z1:N |γ, φ)] , (2)
which is the negative Kullback-Leibler divergence from before, minus the evidence. This
means in particular, that maximizing this objective is equivalent to minimizing the
Kullback-Leibler divergence between the variational distribution and the posterior. This
objective is also called the Evidence Lower Bound (ELBO) [4]. To see where this name
stems from consider the log likelihood of the evidence
log p (s1:N , y, |α, β1:K , η) = log
∫ ∑
z1:N




p (θ, z1:N , s1:N , y|α, β1:K , η) q(θ, z1:N |γ, φ)




p (θ, z1:N , s1:N , y|α, β1:K , η)
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Now we can lower bound this term using Jensen’s Inequality




p (θ, z1:N , s1:N , y|α, β1:K , η)




[7]. Note however, that this formulation turned out to be numerically unstable. Especially
for large sigmoid weights η the objective tends to blow up. In order to alleviate that
problem, we introduce additionally one last term λ||η||2, which is a L2-penalty term
whose weight in the objective function is governed by λ [31]. The point of this term is to
discourage further optimization procedures down the line from choosing large values for
η. This effectively solves all numerical issues while, admittedly, weakening the argument
about the KL divergence between the variational density and the posterior distribution.
We can no longer claim directly that maximizing the ELBO is equivalent to minimizing
the KL-divergence. Instead, all we can say is that maximizing this constrained ELBO is
minimizing the KL-divergence subject to the constraint of having small weights.
The ELBO of a single user is
L (q) = Eq [log p (θ|α)] +
N∑
n=1
Eq [log p (zn|θ)] +
N∑
n=1
Eq [log p (sn|zn, β1:K)]
+ Eq [log p (y|z1:N , η)]− Eq [log q (θ|γ)]−
N∑
n=1

































































































































which can be obtained since the Dirich-
14
3.5 Variational Inference 3 SLDA
let distribution is a member of the exponential family. As such it is possible to derive
the expectation of the sufficient statistic θk by computing the first derivative of the log
normalization factor [4].
Here Ψ denotes the digamma function, which is the first derivative of the log-Gamma













is a linear function of φn and can be
written as the scalar product h (η)T φn, where h (η) = [h1, . . . , hK ], is only a function of
all other φi, i 6= n [7]. To demonstrate that, consider the last variational parameter in a



























































For each of the J summands, we can single out a φn, n ∈ {1, . . . , N} and formulate the























= h (η)T φN ,
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where 1J is a J-dimensional vector of ones. In general we can formulate















With all that in place, we are ready to start deriving parameter updates in order to
maximize the ELBO.
3.6 Parameter Estimation
To maximize the ELBO we wish to formulate a Coordinate Ascent Algorithm, where we
maximize one set of parameters while holding all others fixed. We start by maximizing the
ELBO for each user’s vector of skills, that is we maximize each users φ and γ vectors first
and then turn our attention to the model’s parameters α, β1:K and η [7]. The procedure
is summarized in pseudo-code in algorithm 1.
It is also possible to interpret this procedure as an Expectation Maximization Algo-
rithm [4]. The first part, maximizing with respect to the user specific variational pa-
rameters is akin to estimating the expected values of the true topic memberships z1:N by
φ1:N . The second step then tries to maximize the pool level ELBO conditional on the
Algorithm 1 Maximize the Evidence Lower Bound (ELBO)
INPUT: a dataset
OUTPUT: user parameters γu, φu, model parameters α, β, η
INITIALIZE: αk ← 1/K, βks ← 1/S, η ← 1C1TKγku ← 1/K, φkun ← 1/K
while pool elbo has not converged do:
for each user in pool do
maximize user elbo w.r.t its’ variational parameters
⇒ maximize w.r.t and
φ using equation (4) and
γ using equation (5)
end for
maximize pool elbo w.r.t. the model parameters
⇒ maximize w.r.t
α using equation (6)
β1:K using equation (7)
η using equations (8) and (9)
end while
return α, β, η
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expectations of the previous step.
In the following sections we first derive the update equations for the user level vari-
ational parameters φ and γ. After that we derive update equations for the pool level
parameters α, β1:K and η. For each set of parameter we first collect all the relevant terms
of the ELBO, state the first order condition and derive the update equations wherever
possible.
3.6.1 Estimating φ























































Additionally, we require that the K components of φ sum to one. By augmenting the























































However, this objective is still troublesome. Especially, the coupling between h (η)
and φn in the log of the first line is burdensome. We therefore will use the quantity
log(x) ≤ ζ−1x+ log ζ − 1 (3)
to lower bound this term, where we set x = h (η)k φkn and ζ = h (η)
T φoldn [7]. With this
17
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maneuver we approximate log h (η)T φn by a first-order Taylor approximation around the
previous’ iterations value for φ. Therefore, it still constitutes a valid parameter update
and due to the negative sign in front of the term we ensure that the objective we wish
to maximize is made artificially lower. Also note that equation (3) holds with equality if



























































h (η)k − log φkn − 1− ξ
!
= 0,
which yields the update
φn ∝ exp
{







where the proportionality sign means that we normalize the updated φ vector to sum to
one manually, since we dropped some terms for convenience [7].
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3.6.2 Estimating γ













































































































































































it suffices if this part is zero
!
= 0,
which yields the update for γ




which is exactly the same as in the original Latent Dirichlet Allocation algorithm [4].
3.6.3 Estimating α
Next, we want to find an iterative update for α. As this is the first model parameter,
we focus our attention to the pool-level-ELBO, which is the sum of all individual ELBO-
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Due to the structure of the Dirichlet distribution’s Hessian we can find an efficient



































































where Q = diag (−Ψ′(α)) is a diagonal matrix of dimension K, 1 is an appropriate vector






. We can now define the Newton-Raphson step as
αnew = αold −H−1g, (6)
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where








which does not require inverting the Hessian and instead relies on the straightforward
inversion of a diagonal matrix[18]. Note however, that tuning α frequently leads to nu-
merically unstable behavior, which is the reason why it is usually not optimized, but
rather left at its initial value [7].
3.6.4 Estimating β

































































Keep in mind that spn is an indicator vector. This way it is easy to see that the probability
of a skill conditional on a topic is proportional to the estimated membership across the
entire pool [4, 7].
21
3.7 Job Prediction 3 SLDA
3.6.5 Estimating η


























In order to obtain the gradient to this expression we need to consider the product rule






















































where I{yp=c} is an indicator that is unity if the class of the user p is equal to c and
zero else. Thus the first term in equation (9) is a sum of all φ̄ of the particular class.
Unfortunately, setting this to zero and trying to solve for ηc does not yield a closed-form
solution. In order to still get a parameter update for ηc we are forced to fall back to
numerical methods. In this case we use a Conjucate Gradient Algorithm to obtain the
parameter update for ηc [7].
3.7 Job Prediction
Our first and foremost goal with this analysis is to perform prediction. For this, we would
continue the very same way as we set out before. We would first try and maximize the
ELBO on the user’s sequence of skills and then estimate the probability of obtaining the
class label c by replacing the true posterior with the variational approximation. However,
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for a user with an unknown class label we are not able to continue in the exact same way
as before, since we needed the information on the class label in equation (4). Therefore,
we drop all terms in equation (4) that incorporate the information of the class label. This
leaves us with the new update for φprednew :
φprednew ∝ exp
(
Ψ(γ) + log βsk
)
. (10)
In a second step we estimate the probability of label c by making use of the variational
distribution










) q(θ, z1:N |γ, φ1:N )dθ
= Eq
exp


















which leads us to the prediction rule









where we can neglect the second term in the exponential function as it is the same for all
classes [7].
3.8 Skill Recommendation
The second goal is to recommend skills. With a model in place the thought of using it
for skill recommendation comes naturally. If a user is already adamant in her job choice
and wants to extend her skills s1:N , which new skill s
∗ ∈ {1, . . . , S} \ s1:N should she
pursue according to our model? One way of giving an answer to this problem is to look
at the estimated class probability and recommend the novel skill that leads to the highest
increase in probability for that particular class.
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In the generative process the class probability is modeled by the sigmoid









which is not estimable due to the unobservable variable z1:N , instead we estimate the class
probability using φ̄, i. e. the expected values under the variational distribution given by











We first need to find the latent Learning Profile that has the highest marginal effect on
the estimated probability. That is, we need to find the k such that
k∗ = arg max
k∈{1,...,K}























































This leads us to the rule for finding the latent learning profile k∗











Knowing this k∗ enables us to recommend the skill





which is the skill that is associated with the k∗th column of β1:K , that has the highest
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conditional probability and is not inside the user’s set of skills already.
4 Data
With the model firmly established and the mathematical foundations laid we now only
need data to train it with. The ideal data set for this task would consist of a unified
taxonomy of skills and occupation titles. That is, a naming convention that ensures that
each skill and each job is uniquely identified. Additionally, we require a collection of
participants in a survey, which ideally are current or previous incumbents of their specific
occupation title.
Unfortunately, to the best of our knowledge, such a data set does not exist. Or if
it exists, it is not available freely for research purposes. While many companies are
interested in creating a so called ’skill-graph’ of their employees for internal purposes, this
knowledge is usually kept a secret, presumably due to data privacy concerns.
Nonetheless, in the future Growify will collect such data from its customers, but for
the present analysis and for creating a proof of concept, we have to make due with a data
set that is available. One such data set is provided by O∗net.
4.1 O∗net
The Occupational Information Network (O∗net) is sponsored by the U.S. Department of
Labor/Employment and Training Administration and its main goal is to provide infor-
mation about the professional occupation of U.S. citizens. O∗net’s self reported ambition
is to provide valid data which is deemed essential for understanding the quickly changing
nature of work [21].
The heart of the project is the O∗net database, which contains hundreds of standard-
ized occupation-specific descriptors on roughly 950 occupations and around 4400 unique
skills. Along with these skills, O∗net provides both ratings for the importance of these
skills as well as ratings for how frequently the skills are used. Furthermore, O∗net sum-
marizes their skills under six categories: ability, knowledge, skill, style, technology and
25
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Figure 2: Most Frequent Skills by O∗net Category
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tools [21].
O∗net defines abilities as enduring attributes of an individual, that affect performance.
In particular, O∗net discriminates between cognitive, physical, psychomotor and sen-
sory abilities. Cognitive abilities influence the acquisition and application of knowledge.
Physical abilities affect strength, endurance, flexibility, balance and coordination. Psy-
chomotoric abilities are abilities that alter the capacity to manipulate and control objects.
Finally, sensory abilities determine visual, auditory and speech perception [21].
According to O∗net knowledge is an ordered set of principles and facts that applies in
general domains. Most entries in this categories are skills that are traditionally acquired
within an educational institution.
Skills are, as reported by O∗net, developed capacities that ease learning or enable
a faster acquisition of knowledge. Furthermore, complex problem solving skills are ca-
pacities used to solve novel, possibly ill-defined problems in complex real-world settings.
Resource Management Skills facilitate the efficient allocation of resources. Social Skills
are skills which aid in the work with people and in achieving goals. System Skills are
developed capabilities to understand, monitor and improve socio-technical systems like
social media. Finally, Technical Skills are skills used to design, set-up, operate and repair
malfunctions of machines or technological systems.
Styles are personal characteristics that may affect job performance. For example, the
5 most frequent styles, summarized in figure 2, are dependability, cooperation, attention
to detail, self control and integrity. Dependability in this context means the fulfilling
of obligations. Cooperation requires being pleasant with others on the job. Attention to
detail means a thoroughness in completing work tasks. Self control requires an incumbent
to maintain composure, especially in difficult situations. Integrity asks of its holders to
be both honest and ethical.
Technology collects information about information technology and software skills es-
sential to the functions of an occupational role.
Finally, tools are defined as machines, equipment, and tools essential to the perfor-
mance of an occupational role.
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4.2 Problems
The fact that the data provided by O∗net is the only data set available does not mean
that it is perfect. Ideally we would have liked a data set that collects information on
the skills of actual people along with their occupational title. This is decidedly not what
O∗net provides. As do all other providers of such data like the European Union or the
OECD, O∗net also provides only aggregated data. With only aggregate data at hand
the picture one is able to paint can only be very broad. Since the unit of observation in
this data set is not a single person but rather a skill itself, the only conclusion one can
derive is an overview of an idealized version of any given occupation title. For example,
the tool set of programming languages for a statistician consists, according to O∗net
of R, SAS, MATLAB, Python, SQL and Microsoft Access. However, one can be an
exceptional statistician even if one possesses knowledge of only a subset of these tools.
A different avenue of problems lies in the currency of the data. The last update of
O∗net’s database was in 2010. At the time of writing this paper, that was ten years ago.
In an environment where occupational requirements change frequently the relevancy of
this data may be prohibitively outdated.
Figure 3: Distribution of Importance Rating by Category
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Finally, the veracity of the data itself may come into question. Let’s take for example
a closer look at the styles category. The middle right panel of Figure 2 indicates that the
top 5 skills in this category have been reported for any of the 940 occupations. While it
may be true that dependability, cooperation, attention to detail, self control and integrity
are important for a wide variety of jobs, their discriminating power as indicators suffers
greatly if they appear in every occupational title. Which is made worse, as figure 3
indicates, by the fact that styles tend to get, on average and in most of the quantiles, the
highest importance ratings.
On the other hand, the categories for tools and technology did not get a rating at all.
We had to infer a rating based on the number of items per occupational title in both of
the categories. Currently each item in the two categories gets the same weight plus a flat
bonus for all skills. However, this means that an occupational title which is associated
with many tools or technologies will get a lower importance rating for each item. On the
other hand, if an occupational title is associated with few tools or technologies these items
will get a high weight.
Of course the data has its flaws, but the alternative would have been to scrape data
from curriculum vitae off of the internet, which would have brought its own set of prob-
lems. In scraped data one needs to curate a taxonomy of skills by oneself in order to make
sure that one and the same skill is always associated with one unique name. However, for
a proof of concept and a prototype we decided that this would be excessive. So instead
we opted for using the O∗net data set in order to create synthetic data.
5 Simulations
The lack of dependable data necessitates the creation of a synthetic testbed of data. We
will assume that the distribution of skills provided in the O∗net-database is indicative of
the true distribution of skills. Furthermore, we assume that the importance rating of a skill
that has been provided by O∗net is proportional to the true probability of an occupation
title’s holder to have this particular skill. These are, most likely, very strong assumptions.




(A) (B) (C) (D)
λ 15 150 150 150
N 10 10 10 100
noise 0.1 0.1 0.3 0.3
min skills 5 50 50 50
Table 1: Parameter Settings
Due to the synthetic nature of the data
these experiments can only claim to be
valid within the confines of the simulation
setting. However, we can try and mimic
the data we expect to collect in the future.
This way we still can gain valuable insights
into the usefulness of the postulated model.
The way we sample synthetic incum-
bents is as follows. First, for each occu-
pation title and subject we determine her total number of skills n by drawing an integer
from a Poisson distribution with rate λ. Next, we locate the subset of skills in the
O∗net-database that corresponds to the subject’s job. These skills belong to all of the
O∗net-categories and constitute the true distribution of skills for this particular job. Out
of this set of skills we draw n skills without replacement, where the probability of each
skill is calculated to be proportional to its respective O∗net importance rating. Finally,
out of all other skills, which according to O∗net do not belong to that particular occupa-
tion title’s skill set, we sample a fraction of the user’s n skills and add them as noise to
the synthetic subjects skill set. We repeat this process N times for each of the occupation
titles. The procedure is summarized in pseudo code in algorithm 2.
This leaves us with four essential hyperparameters for the simulations. The total
number of subjects N per occupation title that are to be sampled. Their average number
Algorithm 2 Generating synthetic data
INPUT: O∗net dataset, N , λ
OUTPUT: dataset of skills, along with labels
for all job ∈ O∗net dataset do
for 1, . . . , N do
n ∼ Pois(λ)
job skills ← gather all relevant skills for job
noise skills ← {O*NET-skills}\ {job skills}
sample skills from job skills





of reported skills λ. The fraction noise of their total number of skills that is to be
sampled as nuisance skills and a parameter min skills which constitutes a lower bound
to the number of skills that are to be sampled. All parameters of the simulations are
summarized in table 1. With these four hyperparameters we can already cover a large
number of scenarios.
Of these scenarios, setting A is intended to encompass the nascent phase of a start-up.
The total number of incumbents to each job N is assumed to be as low as ten. With
a user base that is not ready to engage with the system, that is the average number of
reported skills is also assumed to be at fifteen which is assumed to be very low. The
saving grace of this scenario is that the fraction of misreported skills is assumed to be
as low as ten percent. This setting should prove challenging to all deployed algorithms.
Unfortunately, we also deem this scenario to be very likely at least in the starting phase
of a newly acquired customer.
Setting B is a juxtaposition to the previous case. If Setting A was to be the worst-case
scenario, then setting B is in many ways the best-case scenario. The number of incumbents
for each position is still very low, but the user’s engagement with the platform is assumed
to have improved sharply. With an average of 150 reported skills and a comparatively low
percentage of misreported skills it should be easy for all deployed algorithms to achieve
good predictive results.
Setting C is very similar to its predecessor in that there are again only a few holders
for each occupation title, who nonetheless choose to engage with the system. The main
difference lies in the fraction of nuisance skills, i.e. skills that do not belong to an incum-
bents’ job’s true skill distribution. We expect all indicators for the predictive performance
of all algorithms to drop.
Next, Setting D is trying to investigate if it is possible to alleviate the possible mis-
reporting of skills by a high number of subjects. That is, the noise parameter is still
chosen to be high, but in response to that we sample more synthetic data points.
Finally, the last concession we had to make due to time and resource constraints was
to limit the number of occupation titles. In order to still choose the selection of jobs that
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proves to be the most challenging prediction task, we ordered all occupation titles by their
skill overlap. To measure the overlap between two sets we use the overlap-metric for sets
which is sometimes called the Szymkiewicz - Simpson coefficient [30]. It is defined as
c(X, Y ) =
|X ∩ Y |
min(|X|, |Y |)
.
We computed all pairwise overlap coefficients between all available occupation titles and
chose the ten pairs with the highest overlap between them. This left us with 16 occu-
pations which between themselves have almost identical skill sets. The only difference
lies in the importance ratings provided by O∗net which propagate down to the respective
sampling probability for each skill conditional on the occupation title.
We claim that this limitation in the number of classes to predict does not compromise
the validity of the results any further. In a real setting it would also be more appropriate
to just include occupation titles that are already part of the organizational structure of
a firm - and subsequently exclude unrelated occupations. For example it would certainly
not make sense to encumber the training data of our models with the skill sets of nurses,
when the future client is a small business specialized in electronics.
6 Results
In order to evaluate the predictive performance of the Supervised Latent Dirichlet Al-
location algorithm we compare it against five alternative out-of-the-box algorithms. We
investigate the algorithm in terms of accuracy, recall and precision in order to enable us
to make an informed decision whether it makes sense to continue developing and refining
the algorithm further or if it is more fruitful to look for alternatives. The accuracy score
is defined as the number of correctly classified cases divided by the total number of cases.
The precision of a particular class c is defined as
P (c) =
number of correctly predicted cases of class c




The recall for a particular class c is defined as
R(c) =
number of correctly predicted cases of class c
total number of cases that belong to class c
[10]. We compare the Supervised Latent Dirichlet Allocation algorithm against a Multiple
Logistic Regression, a feed forward Artificial Neural Network and several algorithms that
are a combination of the classical Latent Dirichlet Allocation (LDA) algorithm whose
output was used as input to a number of traditional classifiers. Those classifiers are a K-
Nearest-Neighbor algorithm (KNN), a Logistic Regression (LR) and another feed forward
Artificial Neural Network (ANN).
We chose the algorithms in order to compare a class of algorithms that operate on
the unaltered space of the data, that is the Logistic Regression and the Artificial Neural
Network use binary inputs where the skill set of each user is represented as a multi-hot
encoded vector of size S. That tantamounts to a matrix X of dimensions N · J × S for
each simulation.
The other algorithms try to find a latent subspace of dimensionality K in the data,
where K is much smaller than S. The key difference is that the classical Latent Dirichlet
Allocation does so in an unsupervised fashion. We hope therefore to see a substantial
improvement using the supervised version.
The hyperparameters for each algorithm have been tuned by a grid search on a train
set, the accuracy has been evaluated on a separate test set. For the Logistic Regressions
the most important parameter was to find the most suitable regularization parameter.
Simulation
(A) (B) (C) (D)
Logistic Regression 0.313 1.000 1.000 1.000
Artificial Neural Network 0.094 0.953 0.984 1.000
LDA + KNN 0.078 0.766 0.203 0.534
LDA + LR 0.203 0.828 0.578 0.694
LDA + ANN 0.156 0.344 0.593 0.687
Supervised LDA 0.219 0.813 0.672 0.516
Table 2: Overall Accuracy across Algorithms
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(a) Recall vs. Precision (b) Confusion Matrix
Figure 4: Results for Simulation A
For the Artificial Neural Networks we tried different architectures, optimization routines,
batch sizes and learning rates. For all Latent Dirichlet Variants, supervised or not, the
most important hyperparameter was K, i.e. the number of latent dimensions that are
to be extracted. The last hyperparamter that was tuned was λ in the Supervised Latent
Dirichlet algorithm, which controls the extend of the L2 penalty, however unless it was
set to zero we noted miniscule changes in the accuracy at best. If λ was set to zero the
algorithm ran into numerical problems due to unstable weights in the sigmoid part of
equation (12).
Table 2 summarizes the total accuracy of each algorithm for each simulation. In broad
strokes we see exactly what we expected in the previous section.
All algorithms struggle with setting A, that is the worst-case scenario with only a
limited pool of users which are not willing to engage with the system. In setting B,
the best-case scenario, almost all algorithms achieve their best results, with a notable
exception being the Neural Network that used the extracted topics of the original Latent
Dirichlet Allocation algorithm. Also as expected the accuracy drops for most algorithms
in the third setting that increased the fraction of nuisance skills for each subject.
In the last setting most algorithms manage to recover from a high fraction of mis-
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(a) Recall vs. Precision (b) Confusion Matrix
Figure 5: Results for Simulation B
reported skills if the number of users is sufficiently high. Unfortunately, this is not the
case for the Supervised Latent Dirichlet Allocation algorithm. Its accuracy cannot quite
bounce back to the previous level, leaving it as the worst algorithm in setting D.
It is worth to note that, overall, the algorithms that do not reduce the dimensionality
of the input space at all tend to fare best. The multiple Logistic Regression for example
achieves the best results across the board, followed by the Artificial Neural Network.
The Supervised Latent Dirichlet algorithm performs for the most part equally well or
even better than its unsupervised variants. Especially in the heavy duty scenarios A and
C it is the most performant of the algorithms that do deploy a dimensionality reduction
technique. While it is not the best algorithm per se, these results are promising and do
warrant further investigation. Especially, as prediction is not the only task. Let us now
investigate the results of the Supervised Latent Dirichlet algorithm in detail.
As expected the results for simulation A are not inspiring. Statisticians get mistaken
for epidemiologists, which seems fair but they also get confused with sales agents and
representatives, which is less understandable. As indicated in the panels a) and b) of
figure 4 in general, most classes do not get accurately predicted at all. Only Human
Resource Specialists and Health Specialties Teachers achieve per class accuracies of 0.75%.
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(a) Recall vs. Precision (b) Confusion Matrix
Figure 6: Results for Simulation C
Nonetheless, in this setting Supervised Latent Dirichlet Allocation performs second best,
showing that it is capable of making the best use out of only very little information.
In simulation B we see a vast improvement. Keep in mind though, that even if 81.3%
of all cases get predicted correctly, the Supervised Latent Dirichlet algorithm is only on
the 4th rank of the six algorithms. Nonetheless, this does still constitute a good result,
especially since the difference to the next best algorithm, a combination of traditional
Latent Dirichlet Allocation and a multiple Logistic Regression, is only at 1.5 percentage
points. Remember, the main problem lies in finding predictive latent structures that can
be re-purposed into Learning Profiles, thus we are willing to make concessions regarding
the accuracy of the Supervised Latent Dirichlet Allocation algorithm. Especially so with
respect to the algorithms that do not offer latent dimensions at all.
Panel a) of figure 5 indicates that most, that is 9 of the 16 classes achieve a perfect
score in both recall and precision. It is also worth looking into the miss-classifications
for this setting. For example, graduate teaching assistants are very likely to get confused
for psychology teachers, which looking at their skill sets according to O∗net is a very
understandable mistake to make. However, the miss-classifications are most endemic
for insurance underwriters which get mostly confused with epidemiologists and graduate
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(a) Recall vs. Precision (b) Confusion Matrix
Figure 7: Results for Simulation D
teaching assistants. It may be possible that this peculiarity is a result from stopping the
algorithm too early. Currently, the algorithm stops if the percentage change of the pool
level ELBO is less than 1% and the accuracy on the train set did not improve with respect
to the previous iteration. It may be that these criteria for early stopping are too lax in
determining the convergence of the algorithm and need a more fine tuning.
For simulation C it is worth noting that, even if the amount of noise skills was increased
substantially, the Supervised Latent Dirichlet Allocation algorithm fared quite admirably
compared to the unsupervised variants. Out of the dimensionality reducing methods it
managed to ignore the nuisance skills and subsequently performed best. Nonetheless, this
does not mean that everything is perfect. Some classes get miss-classified in all of their
respective cases. Again, as figure 6 shows, insurance underwriters and epidemiologists are
the worst offenders. Insurance underwriters get confused with statisticians, epidemiolo-
gists and health educators. On the other hand epidemiologists tend to get confounded
with insurance underwriters, statisticians, social workers and librarians. This is only ex-
plicable by a very unlucky draw in the simulations. In this simulation on average, subjects
tend to report 150 skills which are related to their profession and 50 that are not. Under
these circumstances it may be possible that one and the same nuisance skill appears in
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Figure 8: Model Weights η for each Class
multiple subjects or that the sheer number of noise is obfuscating the skills that are truly
associated with the particular occupation title. In any case, these results demonstrate
that the Supervised Latent Dirichlet Allocation algorithm is capable of extracting the
essential skills for a profession even if only provided with little and messy data.
As indicated before increasing the number of subjects per occupation title did not help
to improve the results at all. If anything it made them worse. Apparently, the algorithm
is not able to make out the core skills for a given profession if the amount of noise is
too high. Especially when comparing the panels a) of figure 7 with figure 6 the drop in
predictive quality becomes apparent. There are more classes clustered around 0% recall
and 0% precision. Also, most classes experience an acute drop in recall, meaning that
as more cases belong to a class the model cannot keep up in predicting them correctly
anymore. Especially human resources specialists, insurance underwriters, epidemiologists,
social workers as well as sales representatives and agents are miss-classified in all their
respective cases.
The most important and most difficult to achieve goal was creating automated courses,




Writing Liquid crystal display projector
Active Learning Graphics or photo imaging software
Medicine and Dentistry Personal digital assistant PDAs or organizers
Public Safety and Security Medical software
Medical picture archiving computer systems PACS Overhead projectors
Adaptability/Flexibility Rate Control
Social Perceptiveness Depth Perception
11 19
Personal computers Object or component oriented development software
Learning Strategies Technology Design
Auditory Attention Dynamic Flexibility
Fluency of Ideas Active Listening
Complex Problem Solving Time Sharing
Speed of Closure Word processing software
Management of Financial Resources Far Vision
25 30
Hand trucks or accessories Word processing software
Personal digital assistant PDAs or organizers Spatial Orientation
Inventory management software Configuration management software
Time accounting software Active Listening
High vacuum equipment Equipment Maintenance
Desktop calculator Negotiation
Materials requirements planning logistics and ... Selective Attention
51 63
Personal digital assistant PDAs or organizers Video creation and editing software
Overhead projectors Mobile phones
Photocopiers Computer aided design CAD software
Liquid crystal display projector Business intelligence and data analysis software
Digital video disk players or recorders Personal computers
Graphics or photo imaging software Financial analysis software
Customer relationship management CRM software Operation Monitoring
65 83
Object or component oriented development software Complex Problem Solving
Enterprise resource planning ERP software Laboratory mixers
Analytical or scientific software Personnel and Human Resources
Equipment Selection Urinalysis analyzers
Glare Sensitivity Posture evaluation kit
Gross Body Equilibrium Philosophy and Theology
Night Vision Fume hoods or cupboards
Table 3: Skills associated with Latent Topics
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asses that, we look closely at simulation B as it provided the best predictive results,
which in turn promises the best extracted latent factors out of all fitted models. Table 3
presents a selection of extracted latent topics and their associated words sorted by each
skill’s estimated probability conditional on the latent topic. The weights associated with
each topic for each profession are visualized using a dot-plot in figure 8. Of course not all
topics allow for a meaningful interpretation. Some topics, for example compare topic 0
with topic 11 and topics 51 and 63, seem to almost be permutations of each other. Most
of their respective first entries are exactly the same and deviations only start to show in
some of their later entries.
Some topics however, carry a serendipitous meaning. The very first topic and topic
83, for example gather some medical terms and also get the two highest weights in the
model for health specialties teachers.
Topic 2 also contains terms associated with medical equipment and display technolo-
gies, such as projectors, imaging and medical software. It is the most impactful topic for
health educators. However, the second most important topic for health educators, topic
51, places the highest probability on very similar skills.
As for statisticians, the most important topic, topic 11, seems to be associated with
analytical skills, such as learning strategies, complex problem solving and speed of clo-
sure (i.e. readiness of mind). As a nice aside, topic 11 appears in many of the other
predominantly analytical professions as insurance underwriters, epidemiologists and sales
representatives. The second most important topic for statisticians, topic 65, places the
three highest values of probability mass on software related skills.
However, the most appealing results are related to general and operations managers.
Their most important latent topic, according to the model, is topic 25. Obviously, hand
trucks and high vacuum equipment need to be ignored, but all of the other skills focus
around time management and accounting software and devices. The second most impor-
tant topic, topic 19, involves a mixture of social skills, such as active listening and time
sharing, and office related software such as word processing editors. Word processing
software also appears in topic 30, which is the third highest ranked topic according to
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the model. Topic 30 also seems to constitute a mixture of soft skills like active listening,
selective attention and negotiation and some technical skills such as word processing soft-
ware and configuration management software. Finally, topic 63 consists of tools of the
everyday office life such as mobile phones, personal computers, financial and data analysis
software.
All in all the topics seem to be very reasonable. Most professions are associated with
related skills and the selection of skills into latent factors seems to be, for the most part,
logically coherent. Even if some methods are consistently better in the prediction task
than the Supervised Latent Dirichlet Allocation algorithm it should not be discounted
prematurely, as the other algorithms do not offer the automated grouping of skills into
learning profiles. The Supervised Latent Dirichlet Allocation is mostly comparable to
it’s unsupervised alternative algorithms or even better. It performs especially well under
duress, that is if users provide only little information or if they provide substantial amounts
of essentially unrelated skills to their profession.
Unfortunately, these results aren’t as decisive as we wished for them to be. As the
goal of the Supervised Latent Dirichlet Allocation algorithm was to provide a roundabout
way of recommending both jobs as well as skills and to aid in the creation of automated
courses. We need to concede that not all of the goals have been met. The consequences
and ramifications of this are discussed in the next section.
7 Conclusion
In this analysis we have set out to provide an algorithmic solution for career recommen-
dations. We identified the problem to be threefold, that is that a unified recommendation
system needs to first, assist in the proper selection of a future profession. Second, it needs
to aid in pursuing the most effective way of improving oneself in a given line of work.
And finally the system needs to expedite the automatic generation of courses that assist
users in achieving their career related goals. These automated courses will, if implemented
well, enable Growify to reduce the required domain knowledge for each profession. Thus
making its business model economically more viable.
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To this effect we formulated a Supervised Latent Dirichlet model that is capable of
providing answers to all three questions. We derived ways of estimating the parameters
of this model as well as how to obtain predictions from it. Additionally, we sketched ways
how to recommend the next skill to be acquired given a trained model. We implemented
this model in the Python programming language [28].
Next we acknowledged that currently there is no suitable data set for estimating this
problem in a credible and valid way. Nonetheless, we managed to construct different
simulation settings. These synthetic data sets can of course not replace real life data,
however these data sets contain an innate structure and we managed to show that the
algorithm is capable of extracting it. The algorithm showed the best results when under
duress, that is it was comparably unaffected by a substantial lack of data and it still
performed rather well when trained with messy data.
Even if the algorithm was outperformed by methods that do not reduce the dimen-
sionality of the feature space this does not mean that these methods will also outperform
the Supervised Latent Dirichlet Allocation on real data. It may even be that the grid
used for hyperparameter tuning was simply too coarse and that a more fine grained search
would lead to better results. But even if the algorithm continues to get outperformed,
there is no reason for not using a multiple logistic regression for the recommendation of
skills and jobs instead.
As for the latent topics that are supposed to be the foundation of automated Learning
Profiles the results are very satisfying so far. Most of the topics do show a coherent
clustering of skills that are relatable to a profession. Thus the most pressing problem
seems to have found an adequate solution. Note however, that these findings also have to
be evaluated against real data.
For the future it is imperative to acquire real world data from Growify’s first customers.
Additionally, it would be helpful to increase the convergence speed of the algorithm. As
it currently was only a prototype whose task was only to provide a proof of concept,
there are still multiple ways of improving the algorithm’s implementation. For example,
it is possible to drop the one-hot encoding of the skills that were used for notational
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convenience in favor of a multi-hot encoding that would facilitate the use of vectorized
operations. Finally, as each users ELBO is independent of all other users this naturally
opens avenues for parallelization, maybe even computation on Graphical Processing Units.
If it is possible to speed up the algorithm due to a more efficient architecture it may be
possible to tune the hyperparameters on a finer grid which subsequently may lead to
better predictive results. However, all of these improvements are out of the scope of this
work.
All in all, the prototype constitutes a decent first step to a unified solution to the
three problems of job- and skill-recommendation as well as the automated generation of
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using random forests and support vector machines, Edbt/icdt workshops, 2018.
[12] David Goldberg, David A. Nichols, Brian M. Oki, and Douglas B. Terry, Using collaborative filtering
to weave an information tapestry, Commun. ACM 35 (1992), 61–70.
[13] Prem Gopalan, Jake Hofman, and David Blei, Scalable recommendation with poisson factorization,
ArXiv (201311).
[14] Prem Gopalan, Jake M. Hofman, and David M. Blei, Scalable recommendation with hierarchical
poisson factorization, Uai, 2015.
44
REFERENCES REFERENCES
[15] Miao Jiang, Yi Fang, Huangming Xie, Jike Chong, and Meng Meng, User click prediction for per-
sonalized job recommendation, World Wide Web 22 (2018), 325–345.
[16] Sangeetha Kutty, Richi Nayak, and Lin Chen, A people-to-people matching system using graph mining
techniques, World Wide Web 17 (2013), 311–349.
[17] Georgios Lekakos and George. M. Giaglis, Improving the prediction accuracy of recommendation
algorithms: Approaches anchored on human factors, Interacting with Computers 18 (2006), 410–
431.
[18] Thomas Minka, Estimating a dirichlet distribution, M.I.T, 2003.
[19] Amber Nigam, Aakash Roy, Hartaran Singh, and Aabhas Tonwer, Job recommendation through
progression of job selection, ArXiv abs/1905.13136 (2019).
[20] Ankhtuya Ochirbat and Timothy K.Shih, Occupation recommendation with major programs for ado-
lescents, Telematics Informatics 35 (201712), 534–550.
[21] ONET, National center for onet development, 2020. https://www.onetonline.org/, Accessed:
2020-03-04.
[22] Ioannis Paparrizos, B. Barla Cambazoglu, and Aristides Gionis, Machine learned job recommenda-
tion, Proceedings of the fifth acm conference on recommender systems, 2011, pp. 325–328.
[23] Paul Resnick and Hal R. Varian, Recommender systems, Commun. ACM 40 (1997), 56–58.
[24] M. Sato, Koki Nagatani, and Takuji Tahara, Exploring an optimal online model for new job recom-
mendation: Solution for recsys challenge 2017, Recsys challenge ’17, 2017.
[25] J. Ben Schafer, Dan Frankowski, Jon Herlocker, and Shilad Sen, Collaborative filtering recommender
systems, The adaptive web: Methods and strategies of web personalization, 2007, pp. 291–324.
[26] Yelong Shen and Ruoming Jin, Learning personal + social latent factor model for social recommen-
dation, Proceedings of the 18th acm sigkdd international conference on knowledge discovery and
data mining, 2012, pp. 1303–1311.
[27] Sherry Sullivan, The changing nature of careers: A review and research agenda, Journal of Manage-
ment - J MANAGE 25 (199906), 457–484.
[28] Guido Van Rossum and Fred L. Drake, Python 3 reference manual, CreateSpace, Scotts Valley, CA,
2009.
[29] C. Vialardi, J. Braver, L. Shaftr, and A. Ortiaosa, Recommendation in higher education using data
mining techniques, EDM’09 - Educational Data Mining 2009: 2nd International Conference on Ed-
ucational Data Mining (200901), 190–199.
45
REFERENCES REFERENCES
[30] M. K. Vijaymeena and K. Kavitha, A survey on similarity measures in text mining, Machine Learning
and Applications: An International Journal 3 (201603), 19–28.
[31] Chong Wang, class-slda/opt.cpp, 2009. https://github.com/blei-lab/class-slda/blob/
master/opt.cpp, Accessed: 2020-03-12.
[32] Murat Yagci and Fikret Gurgen, A ranker ensemble for multi-objective job recommendation in an
item cold start setting, Proceedings of the recommender systems challenge 2017, 2017.
[33] Qing Zhou, Fenglu Liao, Chao Chen, and Liang Ge, Job recommendation algorithm for gradu-
ates based on personalized preference, CCF Transactions on Pervasive Computing and Interaction
(201911).
46
8 DECLARATION OF AUTHORSHIP
8 Declaration of Authorship
I, Thomas Siskos, hereby declare that I have not previously submitted the present work
for other examinations. I wrote this work independently. All sources, including sources
from the Internet, that I have reproduced in either an unaltered or modified form (par-
ticularly sources for texts, graphs, tables and images), have been acknowledged by me as
such. I understand that violations of these principles will result in proceedings regarding
deception or attempted deception.
Berlin, March 30, 2020
47
