To support emerging real-time monitoring and control applications, the timeliness of computation results is of critical importance to mobile-edge computing (MEC) systems. We propose a performance metric called age of task (AoT) based on the concept of age of information (AoI), to evaluate the temporal value of computation tasks. In this paper, we consider a system consisting of a single MEC server and one mobile device running several applications. We study an age minimization problem by jointly considering task scheduling, computation offloading and energy consumption. To solve the problem efficiently, we propose a light-weight task scheduling and computation offloading algorithm. Through performance evaluation, we show that our proposed age-based solution is competitive when compared with traditional strategies.
I. INTRODUCTION
As the deep integration of mobile Internet and Internet of things, new uses of wireless communication are envisioned in real-time monitoring and control applications such as vehicular networks, industrial control, online facial recognition, etc. The transmission and computation resources in wireless networks are employed to realize network monitoring and real-time control decision, thus can provide a paradigm shift for wireless communication from data delivery to intelligence data acquisition. In these applications, status updates about the surroundings such as pictures and videos, need to be processed to reveal the status information embedded in the updates. However, the limited battery capacity and computation ability of mobile devices restrict the performance of systems. To address this, mobile-edge computing (MEC) has emerged as a promising technology to solve the contradiction between computation-intensive applications and limited resources of mobile devices [1] . By offloading the computation from the mobile device to the MEC server, energy consumption and execution time can be reduced.
Apart from the computation-intensive feature, another key requirement of the emerging real-time monitoring and control applications is timely situational awareness. That is, the users rely on the computation results to be aware of the surroundings so that right decisions can be made in time.
In these applications, stale information is disturbing or even deleterious, therefore the freshness of computation tasks is of critical importance to the performance of MEC systems.
The conventional task scheduling and computation offloading strategies are delay-oriented [2] , [3] . Every computation task is treated independently and the value of each task does not change over time. Therefore, the traditional delay-oriented strategies cannot satisfy the requirements of evaluating the freshness of computation tasks and ensure the timeliness of computation results.
Recently, age of information (AoI) is proposed as a metric to measure the freshness of information [4] , [5] , [6] . The age of a piece of information is defined as the time elapsed since the last received packet is generated at the source. Previous researches reported that AoI has been further employed to measure the estimation error of collected information in remote estimation systems [7] , and effective age of a sample is used to evaluate the time difference between the ideal sample and the actual sample [8] .
Inspired by AoI, in this paper, we employ the concept of age of task (AoT) to evaluate the temporal value of computation tasks that can be revealed through the computation of tasks. In real-time monitoring and control applications, computation tasks are generated on demand. That is, the generation of tasks is event triggered and captures a change of status. Therefore, for the sequence of tasks generated by an application, each processed task reveals knowledge of the system only for a short period of time. Similarly, each unprocessed task left in the queue represents something unknown that have happened in the past. Therefore, AoT is defined as the time elapsed since the head-of-line unprocessed task left in the queue is generated. It represents the uncertainty of knowledge about the surroundings. To obtain the full awareness of the change of status brought by the passage of time, the computation tasks should be processed in a timely manner.
Task scheduling and computation offloading problems have been widely studied in MEC systems. In [9] , Zhang et al. proposed an energy-efficient binary offloading policy under stochastic wireless channel. In [10] , Zhao et al. proposed a task scheduling and computational resource allocation policy in heterogeneous networks. In [11] , Liu et al. utilize the queueing theory to analyze energy consumption, execution delay, and payment cost of task offloading in MEC systems. In [12] , Tao et al. investigated the optimal computation offloading algorithm when the channel the CPU of helper are opportunistic. Different from these existing works, in this paper, we focus on the relationship between the generation time and the temporal value of computation tasks. Therefore, we aim to explore an age-based task scheduling and offloading strategy under energy consumption constraints.
The main contributions of this paper can be summarized as follows: 1) Based on the concept of AoI, we employ a new performance metric called AoT to evaluate the temporal value of computation tasks. 2) We study an age minimization problem by jointly considering task scheduling, computation offloading and energy consumption. The formulated problem falls in the form of an integer nonlinear program (INLP). 3) To solve the problem efficiently, we propose a lightweight age-based task scheduling and computation offloading algorithm. 4) We perform numerical studies to show that our proposed solution is competitive when compared with traditional strategies.
The remainder of this paper is organized as follows. In Section II, we present the system architecture for the MEC system, and describe the proposed age minimization problem. In Section III, we propose a light-weight task scheduling and computation offloading algorithm. In Section IV, we show the simulation results and analyze the results. Section V concludes this paper.
II. SYSTEM MODEL AND PROBLEM FORMULATION
In this section, we describe a system architecture consisting of a single MEC server and one mobile device running several applications. We study an age minimization problem and develop the mathematical model for task scheduling and computation offloading.
A. System Architecture
We consider a status monitoring and control MEC system consisting of a single MEC server and one mobile device as shown in Fig. 1 . The mobile device runs N applications to monitor several physical phenomena. A computation task is generated by application only when a change of status occurs. The status information embedded in the updates can be obtained by processing the tasks. Given a set of tasks for each application, this paper focuses on the task scheduling and computation offloading strategy under energy consumption constraints.
B. Mathematical Modeling
We denote N = {1, 2, . . . , N} as the set of applications with N = |N | as the total number of applications. We denote K n = {1, 2, . . . , K n } as the set of tasks of application n with K n = |K n | as the total number of tasks in each application. We consider a time slotted system and the time slot length is τ . We denote T as the total number of time slots. We employ a centralized control architecture, where the MEC server will select one task in each time slot and further partition the data for local computing and computation offloading to the MEC server.
1) Task Scheduling Constraints: We denote u nk (t) as a binary variable to indicate whether or not task k in application n is selected in time slot t. When the task is selected, u nk (t) = 1, otherwise, u nk (t) = 0. In each time slot, at most one task can be selected to be processed. Then we have:
For task scheduling in each application, the processing order of tasks fulfills the first-come-first-served (FCFS) discipline. Task k + 1 can be selected until the previous task k is completed. We denote L nk as the data size of task k in application n. Denote L nk (t) as the remaining data size of task k in application n at the beginning time slot t. Then, when the task is completed, L nk (t) = 0, otherwise L nk (t) > 0. We denote K n as the set of tasks of application n except the last task. Then we have:
If task k in application n is completed, the value of the terms in the right side of inequalities (2) equals to 1, otherwise the value is less than 1.
For task scheduling among different applications, if task k is selected to be processed, consecutive time slots will be allocated to this task until it is completed. After completing this task, time slot will be released for other tasks. When the task is being processed, 0 < L nk (t)
L nk = 0 . Then we have:
If task k in application n is being processed, the value of the terms in the right side of inequalities (3) is a positive number, otherwise the value is 0.
2) Computation Offloading Constraints:
In each time slot, the computation offloading strategy will decide the data size processed at the mobile device, and the data size offloaded to the MEC server. We denote D loc (t) and D of f (t) as the data size processed by local CPU and the MEC server respectively. Obviously, the sum of data size processed in time slot t does not exceed the remaining data size of the selected task. Then we have:
Then at the beginning of next time slot, the remaining data size is
(5) 3) Energy Consumption Constraints: For local computing, the major energy consumption of the mobile device is the operation of CPU. We denote ω as the number of CPU cycles required for computing one-bit data at the mobile device. For local computing, CPU operation at a constant CPU-cycle frequency is most energy-efficient. We denote f (t) as the CPU frequency of the mobile device in time slot t. Then, f (t) can be expressed as
In particular, according to the model in [13] , the energy consumption per CPU cycle is proportional to the square of the frequency of CPU. The energy consumption per CPU cycle can be modeled by E cyc = γf 2 (t), where γ is a constant related to chip architecture. Therefore, the energy consumption for local computing can be given by
For computation offloading, the major energy consumption of the mobile device includes the energy consumption for task offloading, and the energy consumption for downloading the computational results back to the mobile device. We assume that the computational results are relatively small compared to the input data, therefore the energy consumption for downloading the computational results back to the mobile device can be neglected.
We denote h(t) as the channel gain between the mobile device and the MEC server in time slot t. Denote P of f (t) as the transmitted signal power of the mobile device. Following the empirical model in [9] , [12] , the transmitted power consumed by reliable transmitting is a convex monomial function with respect to the achievable data rate. Then the energy consumption for task computation offloading is
λ 0 is the energy coefficient incorporating the efforts of bandwidth and noise power. m is the monomial order determined by the modulation-and-coding scheme and takes on values in the typical range of 2 ≤ m ≤ 5.
We assume that the energy consumed by the mobile device for processing all tasks does not exceed the upper energy consumption limit E max , then we have:
4) AoT Constraints: In real-time monitoring and control applications, users rely on timely situational awareness to make the right decisions. It is important to obtain timely knowledge of the surroundings, so that the uncertainty of the system can be reduced. The sample strategy of this system is sample-at-change, in which the generation of task is event triggered and captures a change of status. The uncertainty of knowledge about the surroundings appears when a new task is generated, and becomes more severe over time if the task is not processed. When the task is completed, the corresponding knowledge of the specific time interval is revealed by the computation results, and the uncertainty of knowledge about the surroundings is reduced to the time elapsed since the headof-line unprocessed task left in the queue is generated. When all tasks have been processed, the uncertainty of knowledge about the surroundings becomes zero.
We employ the concept of AoT to evaluate the temporal value of computation tasks that can be revealed through the computation of tasks. Numerically, AoT is the time elapsed since the head-of-line unprocessed task left in the queue is generated. Fig. 2 shows the evolution of AoT in application n. For each application, AoT increases by one per time slot if no task is completed. AoT drops to a smaller value when a task of this application is completed. AoT is reset to zero after all tasks of this application are completed.
As shown in Fig. 2 , we denote τ 0 as the start time of the task scheduling and a n0 as the initial age of application n. We assume that task k in application n is generated at time τ nk and completed at time τ nk . The initial AoT of application n is the time interval between start time of the task scheduling and generation time of the first task, a n0 = τ 0 − τ n1 . Denote a n (t) as the instantaneous AoT of application n at time slot t. It represents the time elapsed since the head-of-line unprocessed task left in the queue is generated. Then a n (t) can be calculated as follows:
if task k in application n is completed in time slot (t − 1). 0, if all tasks in application n are completed. (10) Let A n denotes the overall AoT of application n. The overall AoT is the area under the finite-length sawtooth ladderlike function in Fig.2 , and equals to A n = τ n,Kn −τ0 t=1 a n (t), n ∈ N .
As shown in Fig. 2 , the area under this curve can be decomposed into a sum of disjoint geometric parts. The area can be seen as the concatenation of the parallelogram-like area Q nk for 1 ≤ k ≤ K n −1 and trapezoid-like areaQ n,Kn . This decomposition yields
We denote Δ nk as the time interval between the generation of tasks k + 1 and k in application n. It follows that
Then the parallelogram-like area Q nk is:
The trapezoid-like areaQ n,Kn is:
Therefore, the overall AoT of application n can be calculated as follows:
C. Problem Formulation
To ensure the timely situational awareness about the surroundings, we aim to minimize the sum AoT of all applications under energy consumption constraints. The problem can be formulated as follows: In this formulation, D loc (t) and D of f (t) are integer variables. u nk (t) is binary variable. N , K n , L nk , τ nk and h(t) are constants. The formulated problem is an INLP, which is intractable. To remove the nonlinear terms in constraint (7) and (8), we employ the piecewise linear approximation technique. Then the problem is transformed into an integer linear program, which can be solved by a commercial solver such as Gurobi [14] . Algorithm 1 An efficient task scheduling algorithm 1: empty(n) ← 0, num(n) ← 1, order ← ∅, i ← 1, n ∈ N 2: while sum(empty) ≤ N − 1 do 3: for n ∈ N do 4: Compute δ n 5: end for 6:
Perform task computation offloading, update AoT of each application. 8 :
if num(c) ≤ K n − 1 then 
repeat lines 7 -13 21:
end while 22: end for
III. AN EFFICIENT SOLUTION
In this section, we present a light-weight age-based task scheduling and computation offloading algorithm. The basic idea is as follows. For task scheduling, we should select the task which reveals the most knowledge about the surroundings and least waiting time for other tasks. For computation offloading, we should decide the data size processed in each time slot as well as the exact portions for local computing and computation offloading to minimize the processing time of the selected task under energy consumption constraints.
For task scheduling, if a task is selected for processing, the change of sum AoT of all applications consists of two parts: 1) the age reduction caused by completing this task, 2) the age increment caused by waiting for the processing of this task. We denote δ n as the change of the sum AoT of all applications after completing a task in application n. Denote δ r n as the age reduction by completing this task and δ i n as the age increment caused by waiting for the processing of this task, then we have δ n = δ r n − δ i n . First, we investigate the details of age reduction caused by completing task k in application n. For the set of tasks except the last task, δ r n equals to Δ nk , which is a constant determined by the task generation interval time defined in constraint (13). For the last task, δ r n equals to a n (τ n,Kn −τ 0 )+1 because AoT is reset to zero after this task is completed, where a n (τ n,Kn − τ 0 ) is the AoT of application n at time slot τ n,Kn − τ 0 . Then, we investigate the details of age increment. We denote N as the number of applications that have unprocessed task and s nk as the number of time slots needed to process task k in application n. Then the total age increment caused by waiting for the processing of task k in application n is s nk N .
For computation offloading, we aim at finding the optimal data size for local computing and offloading to minimize the processing time under energy consumption constraints. We denote E nk as the energy assigned to task k in application n. We assign an initial energy to each task, which is proportional to the cube of the task length. Then we have:
We denote t s nk as the time when task k in application n starts to be processed. The computation offloading problem is formulated as follows:
The computation offloading problem includes two parts: How many bits can be processed in each time slot? Within each time slot, how many bits should be processed locally and offloaded to MEC server, respectively? If the data size can be processed in time slot t is fixed, we aim to find an offloading scheme to minimize the energy consumption based on channel condition. We denote D(t) as the data size processed in time slot t. The energy consumption in a single time slot is
Notably, Equation (18) is a convex function. Similar to [15] , for a coding scheme with targeting bit error probability less than 10 −6 , the monomial order m = 3 can fairly approximate the transmission power. Using the Lagrangian method, the optimal data allocation for local execution and MEC server execution, D loc (t) and D of f (t), are given by
Then the minimum energy consumption for process D(t) bits data in a single time slot t can be obtained as
To obtain the value of D(t), we apply feasibility test to find the minimum number of time slots needed to process the task under energy constraints. We first fix the task completion time as one time slot and D(t) = L nk to calculate the energy consumption E nk based on Equation (20) . If E nk ≤ E nk , the solution is feasible. Otherwise, we increase the task completion time by one slot and calculate the date sizes processed in each time slot interactively until the resulting energy consumption meet the energy consumption constraint. Note that the data partition among different time slots can be obtained by using Lagrange method for Equation (20) .
After determining the processing order of tasks, if there is energy left, we assign the rest energy to previous tasks to further reduce the age increment caused by task waiting.
IV. PERFORMANCE EVALUATION
In this section, we present simulation results to first answer the following question: Is there a difference between age-based task scheduling and traditional delay-based task scheduling? Moreover, we evaluate the performance of our proposed algorithm and compare the performance between age-optimal strategy and delay-optimal strategy. As for delayoptimal strategy, the completion time of all tasks is minimized. As a performance benchmark, we also simulate the MEConly strategy where each task is offloaded to MEC server for computing using round-robin task scheduling. Note that the optimal solutions in these three strategies are obtained using a commercial solver Gurobi.
We show that age-optimal strategy outperforms delayoptimal strategy in minimizing the sum AoT of all applications, while it also offers competitive solution in minimizing completion time of all tasks when compared with delayoptimal strategy. We also notice that the MEC-only strategy offers poor performance in terms of both sum age and completion time of tasks. This shows that judicious design of task scheduling and computation offloading strategy is critical.
A. Simulation Settings
We consider the mobile device runs 3 applications and each application has 3 tasks that are randomly generated. The time stamp of each task follows the uniform distribution with [1, 8] .
The starting time of the scheduling horizon is τ 0 = 10. The length of each time slot is set as 10 ms. The data size of each task follows the uniform distribution with [400, 600] (bits). For local computing, the effective energy coefficient of the CPU at the mobile device is set as γ = 10 −28 . Computing one-bit data at the mobile device require ω = 10 5 CPU cycles. For MEC computation offloading, the channel gain in each time slot follows the uniform distribution with [10 −5 , 10 −3 ]. The energy coefficient and the monomial order are set as λ 0 = 10 −17 and m = 3, respectively. For each comparison study, we generate 50 random instances and take the average from the results.
B. Results
We first compare the achievable sum AoT of all applications obtained by the four strategies for different energy consumption limits. Fig. 3 shows the trend of sum AoT of all applications as the energy consumption limit increases from 0.12 J to 0.18 J. Each point on the curve is averaged over results from 50 randomly generated instances. As shown in Fig. 3 , the objective values obtained by the four strategies decrease as the energy consumption limit increases, as expected. It shows that (i) MEC-only strategy yields the worst performance; (ii) the age-optimal strategy and the proposed algorithm outperform the delay-optimal strategy (with an average gap of 18.2 slots and 5.7 slots, respectively); (iii) the average ratio between the objective values obtained by the proposed algorithm and those from Gurobi is 93.2%. We also compare the completion time of all tasks obtained by the four strategies for different energy consumption limits. Fig. 4 shows the trend of completion time of all tasks as the energy consumption limit increases from 0.12 J to 0.18 J. Each point on the curve is averaged over results from 50 randomly generated instances. As shown in Fig. 4 , the completion time needed by the four strategies decreases as the energy consumption limit increases, as expected. It shows that (i) MEC-only strategy yields the worst performance; (ii) the performance of both age-optimal strategy and the proposed algorithm are competitive when compared with the delayoptimal strategy (with an average gap of 0.07 slots and 0.43 slots, respectively); (iii) the average ratio between the objective values obtained by the proposed algorithm and those by delayoptimal strategy is 95.6%.
V. CONCLUSIONS
The emerging real-time monitoring and control applications require timely situational awareness. Therefore, evaluating the temporal value of computation tasks is urgently needed when designing task scheduling strategy. In this paper, we employed the concept of AoT to evaluate the temporal value of computation tasks. We studied an age minimization problem in a MEC system consisting of a single MEC server and one mobile device running several applications. The problem formulation involves task scheduling constraints, computation offloading constraints, energy consumption constraints, and falls in the form of an INLP. To solve the problem efficiently, we proposed a light-weight task scheduling and computation offloading algorithm. Simulation results showed that the performance of our proposed age-based scheduling strategy is competitive when compared with traditional strategies.
