We report interferometric measurements of the temperature coefficient of the refractive index (dn/dT ) and the coefficient of thermal expansion (α) of a praseodymium-doped yttrium lithium fluoride (Pr:YLF) crystal and of a fused silica reference sample. Our phase-resolved interferometric method yields a large number of data points and thus allows a precise measurement and a good error estimation. Furthermore, both dn/dT and α are obtained simultaneously from a single measurement which reduces errors that can occur in separate measurements. Over the temperature range from 20°C to 80°C, the value of dn/dT of Pr:YLF decreases from −5.2 × 10 −6 /K to −6.2 × 10 −6 /K for the ordinary refractive index and from −7.6 × 10 −6 /K to −8.6 × 10 −6 /K for the extraordinary refractive index. The coefficient of thermal expansion for the a-axis of Pr:YLF increases from 16.4 ×10 −6 /K to 17.8 ×10 −6 /K over the same temperature range.
Introduction
The trivalent praseodymium (Pr 3+ ) is a very attractive laser ion, offering many transitions in the visible spectrum. Its most common host is the yttrium lithium fluoride crystal (LiYF 4 , abbreviated as YLF) because it has a low effective phonon energy [1] . The first Pr:YLF laser was realized in 1977, when Esterowitz et al. reported blue light emission at room temperature [2] , making possible the direct generation of short wavelengths with solid state lasers. Laser operation of Pr:YLF has been reported at various wavelengths from the deep ultraviolet wavelength 261.3 nm by intracavity second-harmonic generation [3] up to the visible wavelength range (e.g. 523 nm, 545 nm, 604 nm, 607 nm, 640 nm, 698 nm, and 720 nm), pumped either by gas lasers [4] , frequency-doubled optically pumped semiconductor lasers, or blue laser diodes [5] [6] [7] . Exact values of the temperature coefficient of the refractive index (dn/dT ) and the coefficient of thermal expansion (α) are necessary in order to calculate thermal lensing and design new laser concepts. Books, e.g. [8, 9] , and laser companies, e.g. [10, 11] , often quote values for dn/dT of YLF or Nd:YLF from an early publication on undoped YLF from 1980 [12] . These values were obtained by measuring the absolute refractive index at room temperature and at the temperature of liquid nitrogen. The measurement thus yields average values of dn/dT over a large temperature range. In 2005, Aggarwal et al. measured dn/dT and α of undoped YLF from 80 K to 300 K [13] , and this is the only published measurement until now extending to room temperature. For an air-cooled laser operating at room temperature, the temperature inside the laser crystal can be significantly above room temperature. One would, therefore, like to have material data at elevated temperatures. We measured dn/dT and α as a function of temperature for the interval from 20°C to 80°C.
Recently, the difference in dn/dT between the ordinary and the extraordinary refractive index of MgF 2 has been used for temperature measurements with nK resolution in whispering gallery mode resonators [14] . The difference between the two dn/dT values is 5 times larger for YLF than for MgF 2 , which would translate into a 5 times stronger signal for YLF in such a measurement, rendering YLF a good material for nK-temperature measurements.
Experiment
Common methods to measure dn/dT of solid state materials are the prism method and the interferometric methods. In the prism method, the absolute refractive index is measured at a few discrete temperatures and dn/dT is calculated from these values [12, 15, 16] . The interferometric methods require knowledge of α in order to calculate dn/dT from the measured change in optical path length [17, 18] . Several authors performed an additional, independent measurement to obtain the required value of α [13, [19] [20] [21] [22] [23] [24] . In order to increase the accuracy, some studies presented combined measurements that give both α and dn/dT [25] [26] [27] [28] [29] . We used the latter approach but extended it by continuously resolving the phase of the interferogram. This gives us much more data points and lets us detect changes of dn/dT with temperature over small temperature intervals. It also gives insight into statistical errors of our measurement.
Experimental setup
We measure simultaneously the change of the physical length and the change of the optical path length of a crystal as it heats up or cools down in the temperature range from 22°C to 80°C. In order to do so, two substrates fabricated from UV fused silica are optically contacted to two opposing surfaces of the crystal. The substrates are simply pressed onto the crystal by hand until optical contact is achieved. No adhesive is used and the crystal can be reused for other experiments. The substrates have a diameter larger than the transverse dimension of the crystal and a hole in their center which is smaller than the crystal. Figure 1 shows the assembly of the two substrates and the laser crystal. This assembly forms two Fabry-Pérot interferometers. One interferometer is formed by the gap between the inner, uncoated surfaces of the substrates and is used to measure the change of the physical length of the crystal. We call this the "substrate interferometer". Another interferometer is formed by the two opposing surfaces of the crystal, with optical access through the holes of the substrates. This interferometer, which we call the "crystal interferometer", is used to measure the change of the optical path length of the crystal. The substrates have a small wedge and their outer surfaces are AR-coated in order to prevent spurious reflections. The standing waves of these two interferometers are indicated in Fig. 1 by sets of parallel green and blue lines. Approximately one fringe is visible in each interferometer due to the finite surface figure and the wedge of the crystal surfaces. The area of optical contact between the crystal and the substrates appears black, because the nearly identical indices prevent Fresnel reflection. The assembly of the two substrates and the crystal is placed into a vacuum chamber in order to avoid any change of the optical path length of the substrate interferometer due to changing air temperature and pressure. In the Appendix, we discuss the variation of the refractive index of the residual air in the vacuum chamber.
The complete experimental setup is shown in Fig. 2 . It includes the following recording devices: a "sample" camera to record the interferograms, a "displacement" camera placed at the focal length of a lens to track any undesired angular movement of the assembly with respect to the incident laser beam, a photodiode to track power fluctuations of the laser, and two temperature sensors inside the vacuum chamber.
A linearly polarized He-Ne laser with a wavelength of 633 nm is used. The direction of the polarization can be adjusted by a half-wave plate to match the different principal axes of the Pr:YLF crystal. We checked that the beam splitters did not depolarize the beam. The beam is expanded by a telescope to a diameter slightly larger than the diameter of the substrates.
The tetragonal Pr:YLF crystal lattice has two identical a-axes and one c-axis, which is the optical axis of this uniaxial crystal. The two polished surfaces of our crystal were perpendicular to one a-axis, which is commonly called "a-cut". Consequently, we measured the coefficient of thermal expansion (α) for the a-axis. The temperature coefficient of the refractive index (dn/dT ) was measured for the ordinary polarization, i.e. light polarized parallel to the a-axis, and for the extraordinary polarization, i.e. parallel to the c-axis. In Fig. 3(a) , the angle θ of the incident electric field is drawn in the crystallographic coordinate system (aac). Unless the crystal length is such that the crystal is a (multiple-order) λ -waveplate, we can find the orientation of the principal axes by a simple experiment. When θ is different from 0°or 90°, the interferogram of the crystal interferometer is a combined image of two interferograms, one from the ordinary polarization component and another from the extraordinary. This results in reduced contrast. Rotating the polarization of the incident beam changes the contrast and shifts the fringe. The fringe reverses its direction of movement when the incident light is polarized exactly parallel to the a-axis or c-axis. This allows us to determine the directions of the principal axes of the crystal. In assigning the a-axis and the c-axis to the two principal axes, we assume that the previous publications are correct and that the absolute value of dn/dT is larger for light polarized parallel to the c-axis [12] . There is another simple check to ensure that the incident beam is polarized exactly parallel to the a-axis or the c-axis: if this is not the case, a beat will be observed in the plot of the pixel intensity of the sample camera with respect to the temperature, as shown in Fig. 3 (b). Temperature control was achieved by an electrically heated coil surrounding the assembly of the substrates and the crystal. Due to the vacuum, heat was exchanged primarily by radiation. The longitudinal dimension of the coil was much larger than the height of the assembly (about 5 times) and the assembly was placed on a Teflon mount, approximately in the middle of the coil. In this way, we can assume uniform heating of the crystal. During the experiment, we varied the temperature from 22°C to 80°C with a 0.1°C nominal step. For each step, the temperature of both the coil and the sample were measured at a rate of 1 Hz with the temperature sensors shown in Fig. 2 . We assumed that sufficient thermalization was achieved when the standard deviation of the last 20 temperature measurements of both sensors is less than 0.02 K. Once thermalization was achieved, we recorded the data from the two cameras, averaged over 10 frames. We also recorded the data from the photodiode and the pressure sensor. The mean duration of an experiment was about 11 hours, which corresponds to a heating or cooling rate smaller than 0.1 K/min.
The setup can be characterized as a modified vacuum interferometric dilatometer. The idea of simultaneously measuring thermal expansion and change in optical path length has already been used by Foster and Osterink [25] , Waxler et al. [26] and Jewell et al. [28] . A fundamental difference from their setups is that we use the crystal as it is, without requiring special processing or drilling holes into it. Our method was first implemented by Büdenbender [29] . The final state of our setup resembles to the one used in the study by Izumitani and Toratani [27] , which came to our knowledge during the preparation of this paper. Their publication gives little information about experimental details. One important difference to our method is that they evaluated the interferograms using only fringe counting, while we performed a phase-sensitive evaluation.
Samples
In order to test the setup with a well-known material we ran a preliminary series of measurements with a fused silica calibration sample manufactured by Netzsch [30] . The dimensions and the refractive index of this sample are given in Table 1 . The Pr:YLF crystal that was measured was grown by FEE [31] . It was uncoated, the doping concentration was 0.42 at% and its dimensions and refractive indices are also given in Table 1 .
The substrates were made of UV fused silica and manufactured by Thorlabs (type BSF10-A) [32] . They have a diameter of 12.7 mm, a center thickness of 3 mm, a wedge angle of (30 ± 10) arcmin and a single-side AR-coating for the wavelength range 350 nm -700 nm. We bored holes of 4 mm diameter into the substrates for use with the fused silica sample, and holes of 2 mm diameter for use with the Pr:YLF crystal.
Both the substrate interferometer and the crystal interferometer are set up by the pure Fresnel reflectivity of the uncoated surfaces, which leads to two low-finesse interferometers. The refractive indices given in Table 1 were interpolated for a wavelength of 633 nm using Sellmeier equations valid for room temperature. The Sellmeier coefficients for fused silica are from [15] and the ones for Pr:YLF are from a measurement of undoped YLF which is cited by Barnes and Gettemy as a private communication [12] . These values agree with the common literature (e.g. [33] ). 
Method
The intensity reflected from a Fabry-Pérot interferometer in the case of perpendicular incidence is [34] :
In our case of low-finesse interferometers, Eq. (1) can be simplified:
In the above equations I min is the minimum intensity of the interferogram, which is zero for perfectly identical reflectivities of the two surfaces of the interferometer, F is the coefficient of finesse defined by the formula F = 4R · (1 − R) −2 with R being the common reflectivity of the two surfaces of the interferometer, and φ is the phase difference of the waves reflected by the two surfaces of the interferometer:
where λ 0 is the vacuum wavelength of the light. n(T ) is the refractive index, L(T ) is the physical length, and they both depend on the temperature. Consequently, φ (T ) is a function of temperature. The coefficient of thermal expansion (α) and the temperature coefficient of the optical path length (γ) of the crystal are defined as follows:
with n 0 and L 0 being the refractive index and the physical length of the crystal at room temperature. The temperature coefficient of the refractive index can then be calculated as:
For the case of our a-cut Pr:YLF crystal, we have the following equations for light polarized parallel to the a-axis (ordinary ray, o) and for light polarized parallel to the c-axis (extraordinary ray, eo) respectively:
For the evaluation, we arbitrarily choose 100 camera pixels from the interferogram of the crystal interferometer and 100 pixels from the substrate interferogram as recorded by the sample camera. We track the phase φ of the intensity variation of these pixels as a function of the temperature in order to measure α and γ. This gives us many more data points than we would have by only counting fringes.
Equation (2) allows us to approximate the data for each pixel by a trigonometric function with varying frequency. We describe both the physical length (L) and the optical path length (n · L) of the crystal using second-degree polynomials of the temperature. Consequently, the phase φ of the intensity variation for both interferograms, defined in Eq. (3), becomes a second-degree polynomial of the temperature, as well:
where f 2 , f 1 and f 0 are the polynomial coefficients of a fit to the experimental data. A different fit is used for each interferogram. Using Eqs. (4) and (5), both α and γ become first-degree polynomials of the temperature. From Eq. (6) it follows that dn/dT becomes a first-degree polynomial of the temperature, as well. The use of first-degree polynomials describes linear changes of α and dn/dT with temperature and is appropriate because our temperature range was only extending from 22°C to 80°C. Figure 4 presents data from the two interferometers for the Pr:YLF crystal with respect to temperature together with the fitted curves. The correlation coefficient for the fit (R corr ) is above 0.95 for both interferometers. The strongest deviation between the fit and the data points occurs at the maxima of the intensity modulation. This variation of the maxima stimulated tracking the laser power using the photodiode. However, the variation of the maxima is not explained by the relatively small variation of the laser power, for which we subsequently corrected the data (also the data shown in Fig. 4 ). Since the amplitude of the intensity modulation has very small effect on the phase, this is not a serious concern.
Results and discussion
Using the method described in Section 2.3, we find a fit for each of the 100 pixels of the two interferometers. The mean value of all fits with R corr > 0.9 is used to derive the coefficients α and γ. In this Section we report the resulting polynomials for α and dn/dT as a function of temperature for fused silica and Pr:YLF.
For each sample we ran several experiments, occasionally even breaking the vacuum in between and establishing new optical contact between the substrates and the crystal. The minimum temperature of our measurement interval varied between 20°C and 23°C and the maximum temperature varied between 75°C and 78°C. This was due to the automatic temperature control of the experiment and variations in laboratory temperature. We, therefore, extrapolated all results to the temperature range from 20°C to 80°C for direct comparison. Having data for both heating and cooling cycles, we were able to detect hysteresis which would be an indication of a measurement error, e.g. due to insufficient thermalization. However, no hysteresis larger than the standard deviation of our measurements was detected for α and dn/dT of fused silica or Pr:YLF. 
Fused silica
Fused silica is a material for which many measurements can be found in the literature. It has a relatively small coefficient of thermal expansion and, therefore, we considered it to be a good sample to test the resolution of our method. The substrate interferometer showed only one fringe for a temperature change from 20°C to 80°C. In order to increase the accuracy of the fit, we used Eq. (1) for the reflected intensity from a Fabry-Pérot interferometer and not the approximate Eq. (2). We also only fitted a first-degree polynomial to the physical length of the sample. We thus obtained a constant value for α for our whole temperature range. Figure 5 shows an example of the measured intensity for the substrate interferometer together with the fitted curve. In the "crystal" interferometer (which of course, in these experiments, does not contain a crystal but fused silica) we detected about 24 fringes and the evaluation was made as described in Section 2.3, meaning that we used the approximate Eq. (2) and a second degree polynomial for the optical path length.
We performed in total 13 experiments. The mean value for α is 0.64 ×10 −6 /K. The error was estimated to be ± 0.04 ×10 −6 /K (see Appendix). Our fused silica sample was a calibration sample for a dilatometer. From the calibration curve provided by the manufacturer we obtained an α of 0.57 ×10 −6 /K [30] , meaning that our measurement is in fairly good agreement with this value.
Using Eq. (6) the polynomial for dn/dT is:
where T should be in K. The polynomial is valid for the temperature range from 20°C to 80°C and for a wavelength of 633 nm. The error was estimated to be ± 0.2 ×10 −6 /K (see Appendix). Using the prism method, Malitson measured the refractive index of fused silica at various wavelengths at 20°C and 30°C [15] . The derived value for dn/dT of about 10 ×10 −6 /K at 633 nm is close to our value of (9.7 ± 0.2) ×10 −6 /K at 25°C. Toyoda and Yabe also used the prism method and measured the refractive index at various wavelengths, from room temperature to 400°C [35] . Their dn/dT value can thus be assigned to the average of the two temperature extremes, i.e. 210°C. Extrapolating our polynomial for dn/dT to 210°C we come up with a value of 12.4 ×10 −6 /K, which is close to their reported average value of almost 12.7 ×10 −6 /K. More recent studies report smaller values for dn/dT . The publication of Dupouy et al. sums up some recent results and presents their own interferometric data [18] . They calculated dn/dT from their measurements by using a value for the coefficient of thermal expansion which they obtained via private communication. They reported a single value of (9.18 ± 0.18) ×10 −6 /K at 47.5°C, which is near the middle of their temperature range. Our value of (10.1 ± 0.2) ×10 −6 /K for this temperature is 9% higher. This deviation can be attributed to the different methods and the different synthesis of the fused silica samples. Table 2 presents our value for α and values for dn/dT at a few discrete temperatures obtained from our measurement and calculated by Eq. (10) . dn/dT increases about 10% from 20°C to 80°C. The reported standard deviation for dn/dT is derived from the standard deviation of γ, which was directly measured. The value for dn/dT was calculated using Eq. (6) . For the error analysis, we refer the reader to the Appendix. The measured values of α and dn/dT for fused silica. For each temperature, the mean value of the experiments is given together with their standard deviation (SD). All values are in 10 −6 /K. The error is estimated to be ± 0.04 ×10 −6 /K for α and ± 0.2 ×10 −6 /K for dn/dT . 
Pr:YLF
Pr:YLF has a coefficient of thermal expansion almost 20 times larger than fused silica. Therefore, the substrate interferometer showed about 16 fringes and we could use the approximate Eq. (2). The crystal interferometer showed from 14 to 16 fringes, depending on the crystallographic axis.
The reported results are the mean values of 27 experiments for α, 12 experiments for dn o /dT for light polarized parallel to the a-axis (ordinary ray) and 21 experiments for dn eo /dT for light polarized parallel to the c-axis (extraordinary ray).
The polynomial for α for the a-axis obtained from the measurements is:
where T should be in K. The polynomial is valid for the temperature range from 20°C to 80°C. The error was estimated to be ± 0.2 ×10 −6 /K (see Appendix) . Measured values for α of Pr:YLF crystals have not yet been reported. At least for the small dopant density of our crystal, it is expected that it is similar to those of YLF or (low-doped) Nd:YLF crystals. Koechner [8] and Bass [9] present data for Nd:YLF and YLF respectively without quoting any source. Their value of 13.3 ×10 −6 /K for the a-axis corresponds to a temperature of about −110°C for the polynomial presented by our study. We consider it highly probable that the value of 13.3 ×10 −6 /K was indeed measured at a cryogenic temperature. Aggarwal et al. [13] investigated YLF in the temperature range from 80 K to 300 K, which just reaches the lower limit of our temperature range. They used a double Michelson laser interferometer and reported a value of 14.31 ×10 −6 /K for α for the a-axis of YLF at 27°C, averaged over four temperature cycles. At this temperature, our value of (16.5 ± 0.2) ×10 −6 /K, averaged over 27 temperature cycles, is 15% larger. Figure 6 (a) presents our polynomial plotted together with the polynomial by Aggarwal et al.
Using Eqs. (7) and (8), the polynomials for dn o /dT and dn eo /dT are:
where T should be in K. The polynomials are valid for the temperature range from 20°C to 80°C and for a wavelength of 633 nm. The error was estimated to be ± 0.3 ×10 −6 /K (see Appendix).
As in the case of α, no measured values for dn/dT of Pr:YLF have been reported and we can only compare our results with the values for undoped YLF or Nd:YLF crystals. We already mentioned that the majority of the published data for dn/dT of YLF and Nd:YLF go back to the same publication from 1980, when Barnes and Gettemy [12] used the prism method to measure the absolute refractive index of undoped YLF at three wavelengths, at room temperature and at liquid-nitrogen temperature. At a wavelength of 578 nm, which is the closest to our wavelength of 633 nm, they reported values of −0.91 ×10 −6 /K for the ordinary refractive index and −2.86 × 10 −6 /K for the extraordinary refractive index. These values can be assigned to the average of the two temperatures at which n was measured, i.e. about −90°C as shown in Fig. 6(b) , and are not directly comparable with our results, because of the different wavelengths and temperatures.
Pollak et al. quoted −0.8 × 10 −6 /K for the ordinary refractive index and −3.0 × 10 −6 /K for the extraordinary refractive index of YLF at a wavelength of 442 nm [36] . Later, the group of Pollak et al. quoted −2.0 × 10 −6 /K for the ordinary refractive index and −4.3 × 10 −6 /K for the extraordinary refractive index of Nd:YLF at a wavelength of 1064 nm [37] . Both publications refer to results of measurements given by private communications and provide no information about the temperature. Payne et al. quoted the latter values for YLF, without reference to the wavelength or the temperature [38] .
Finally, Aggarwal et al. interferometrically measured γ for light polarized parallel to the a-axis and to the c-axis of YLF at 1064 nm [13] . Out of these data, they calculated dn/dT for the ordinary and the extraordinary axis in the temperature range from 80 K to 300 K. Their results are not directly comparable to ours because of the different wavelength, but show the same tendency (decrease of dn/dT for both axes with increasing temperature) and have a similar difference between the two axes. Our polynomials for dn o /dT and dn eo /dT are plotted together with the polynomials by Aggarwal et al. in Fig. 6(b) . dn/dT depends on both the temperature and the wavelength. From our results and the cited literature it is not clear whether dn/dT of Pr:YLF should be a monotonic function of the wavelength. The study of Barnes and Gettemy at three different wavelengths (435.8 nm, 546.1 nm and 578.0 nm) shows a tendency of dn/dT of undoped YLF to decrease with increasing wavelength for both axes at a cryogenic temperature [12] . It is not clear to us whether this tendency should also be expected for Pr:YLF at longer wavelengths and room temperature. Table 3 presents the values for α and dn/dT at a few discrete temperatures obtained from our measurement and calculated using the polynomials of Eqs. (11)- (13) . α increases by 9% and the absolute value of dn/dT increases by about 20% for the ordinary axis and 13% for the extraordinary axis from 20°C to 80°C. dn/dT for both axes is negative over the whole temperature range, with a larger absolute value for the extraordinary axis. The reported standard deviation for dn/dT is derived from the standard deviation of γ, which was directly measured. The values for dn/dT were calculated using Eqs. (7) and (8) . For the error analysis, we refer the reader to the Appendix. 
Conclusions
We reported a phase-sensitive evaluation of simultaneous interferometric measurements of thermal expansion and thermal change of the refractive index of fused silica and Pr:YLF. Our method gives very reproducible results. The relative standard deviation of repeated measurements is below 1.5% for α and dn/dT of Pr:YLF (see Table 3 ).
We have chosen fused silica as a reference because it is a fairly well-characterized material with a small coefficient of thermal expansion, thus providing a challenging test of our measurement method. The small thermal expansion resulted in a relative standard deviation of 7.8%, almost 5 times larger than for Pr:YLF. Our short, 12 mm-long, fused silica sample expands by less than 0.5 µm for our temperature change from 20°C to 80°C. Our result for α measured on this short sample deviates by 12% from the calibration data provided by the manufacturer [30] , indicating that our phase measurement has an absolute accuracy of about λ /10.
To our knowledge this is the first publication reporting α and dn/dT of Pr:YLF. There is a difference of 15% for α between our values and published values for undoped YLF. The values for dn/dT differ by 13%, but can not be directly compared because different wavelengths were used.
Appendix: Error analysis
The refractive index of air Our vacuum chamber has a residual initial pressure (typically 18 mbar -20 mbar) and a pressure increase during the experiments, attributed to a leakage and the temperature increase. The small α of fused silica allowed us to investigate this influence by deliberately changing the pressure. The influence is in the order of the standard deviation of α of fused silica (0.05 ×10 −6 /K) and can be neglected for the measurement of γ of fused silica and α and γ of Pr:YLF, whose third significant digit is already in the order of 0.1 ×10 −6 /K.
Error estimation
The random error for each data set is calculated using the standard error of the mean (SEM), which is defined as:
where SD m is the maximum standard deviation of the measured values of α and γ, and NoE is the Number of Experiments. The random error for 99.7% confidence limits is then ±3 · SEM.
The results for SEM and 3 · SEM are presented in Table 4 , where the data are rounded up to two significant digits. α of fused silica is at the lower limit of our measurement capability. Consequently, the partial agreement with the manufacturer data allows us to use its random error as an estimation for the systematic error of the setup. The measurement error given in the last row of Table 4 is the sum of the systematic and random error for each data set. An accuracy of 0.01 mm is assumed for the length of the interferometers (0.08% for the fused silica sample and 0.20% for the Pr:YLF crystal). The error for the used values of the laser wavelength and the refractive indices is negligible. The overall error estimation is reported in Table 5 . This estimation originates from the above analysis, taking into account the error propagation from the measurement of α and γ to the evaluation of dn/dT , which leads to a larger absolute error for dn/dT . The errors are rounded to one significant digit. 
