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Abstract
Having developed a description of indefinite extrinsic symmetric spaces by corre-
sponding infinitesimal objects in the preceding paper we now study the classifica-
tion problem for these algebraic objects. In most cases the transvection group of
an indefinite extrinsic symmetric space is not semisimple, which makes the classifi-
cation difficult. We use the recently developed method of quadratic extensions for
(h,K)-invariant metric Lie algebras to tackle this problem. We obtain a one-to-one
correspondence between isometry classes of extrinsic symmetric spaces and a cer-
tain cohomology set. This allows a systematic construction of extrinsic symmetric
spaces and explicit classification results, e.g., if the metric of the embedded mani-
fold or the ambient space has a small index. We will illustrate this by classifying
all Lorentzian extrinsic symmetric spaces.
MSC 2010: 53C50, 53C35, 53C40
1 Introduction
We study special embeddings of symmetric spaces in pseudo-Euclidean spaces. Recall
that a non-degenerate submanifoldM of a pseudo-Euclidean space V is called extrinsic
symmetric if it is invariant under the reflection at each of its affine normal spaces. In
particular, M is an abstract symmetric space. Extrinsic symmetric spaces can also
be characterised as those connected complete submanifolds whose second fundamental
form is parallel. Two extrinsic symmetric spaces M →֒ V and M ′ →֒ V ′ are called
isometric, if there is an isometry V → V ′ that maps M to M ′. In the present paper we
continue to discuss the classification of extrinsic symmetric spaces up to isometry. The
first step was done in [K], were we gave an algebraic description of extrinsic symmetric
spaces. Now we want to classify these algebraic objects.
Let us shortly summarise the algebraic description developed in [K]. It generalises
Ferus’ construction [F1, F2, EH] to the pseudo-Riemannian situation. An extrinsic
symmetric space M →֒ V is called full if it is not contained in a proper subspace of
V . We proved that full extrinsic symmetric spaces correspond to so-called full extrinsic
symmetric triples. Roughly speaking, an extrinsic symmetric triple (g,Φ, 〈· , ·〉) consists
of a Lie algebra g, a (non-degenerate) g-invariant scalar product 〈· , ·〉 and a pair Φ =
(D, θ), where θ is an isometric involution on g and D is an antisymmetric derivation
satisfying D3 = −D and certain further conditions, see Section 2 for an exact definition.
Obviously, we cannot assume without loss of generality that M →֒ V is full since the
minimal subspace that contains M can be degenerate. Therefore, as an intermediate
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step, we allow V to be degenerate, while M remains non-degenerate. Then we can
confine to full submanifolds. Now full extrinsic symmetric spaces correspond to so-
called full weak extrinsic symmetric triples, where weak means that V+ ⊂ g can be
degenerate. In [K] we have seen that if (g˜,Φ, 〈· , ·〉) is a full weak extrinsic symmetric
triple and R = g˜ ∩ g˜⊥ is its metric radical, then R is central and g := g˜/R is a full
extrinsic symmetric triple. Isomorphism classes of full weak extrinsic symmetric triples
that arise in this way as a central extension of (g,Φ, 〈· , ·〉) by a vector space R can be
described by a suitable subset of H2(g, R)/(Aut(g,Φ, 〈· , ·〉) × GL(R)), see Section 5.4
for more details. This reduces the classification of extrinsic symmetric spaces to the
following
Problem: Determine all full extrinsic symmetric triples (g,Φ, 〈· , ·〉) up to isomor-
phisms.
As in the case of ordinary symmetric spaces the semisimple situation is well studied.
Naitoh [Nai] classified all extrinsic symmetric triples (g,Φ, 〈· , ·〉) with semisimple g.
His results are based on the classification of non-degenerate Jordan triple systems due
to Neher [Ne1, Ne2, Ne3]. The non-semisimple case is much more involved. Recall
that it is impossible to give an explicit classification of all non-semisimple pseudo-
Riemannian symmetric spaces. We will see that the same is true for extrinsic symmetric
spaces. Therefore we are looking for methods that allow a systematic study also in this
situation. This will be the main goal of the present paper. In the first part of the paper
we present a structure theory for non-semisimple extrinsic symmetric triples, which
relies on the more general theory for (h,K)-equivariant metric Lie algebras developed
in [KO3]. This will lead to a description of the set of isomorphism classes of extrinsic
symmetric triples by means of a certain cohomology set. More exactly, using the
method of quadratic extensions we will prove that isomorphism classes of full extrinsic
symmetric triples without simple ideals correspond to elements of
∐
H2Q(l,Φl, a)♯/Gl,Φl,a ,
where the union is taken over a set of representatives of isomorphism classes of pairs
((l,Φl), a) consisting of an (R,Z2)-equivariant Lie algebra (l,Φl) and a semi-simple
orthogonal (l,Φl)-module a. Under suitable additional conditions this cohomology set
can be computed, which leads to explicit classification results. A typical example of
such a suitable condition is the restriction to small dimensions or to a small index
of the metric of the embedded or the ambient space. Furthermore, this description
of isomorphism classes gives a method for a systematic construction of examples of
extrinsic symmetric spaces.
In the second part of the present paper we will illustrate this method by classifying ex-
trinsic symmetric spaces for which the embedded space has Lorentzian signature. The
result is known for surfaces in the four-dimensional Minkowski space [CV]. Here we
will consider the general case. We will be mainly interested in indecomposable extrinsic
symmetric spaces. Here decomposable means that not only the embedded manifold M
is a product of symmetric spaces but also the embedding M →֒ V itself decomposes
into a product of embeddings. Recall that each indecomposable (ordinary) Lorentzian
symmetric space is either a space of constant curvature or it has a solvable transvec-
tion group and is covered by a Cahen-Wallach space [CW]. The extrinsic symmetric
spaces of nonzero constant curvature can be read from Naitoh’s list. Besides the natural
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embeddings of the Lorentzian spheres S1,n−1 and the Lorentzian hyperboloids H1,n−1
embeddings of products Sk × S1,l and Hk ×H1,l appear, which are not decomposable
as extrinsic symmetric spaces. The classification of flat Lorentzian extrinsic spaces and
those which are covered by a Cahen-Wallach space is the difficult part of our task. To
solve it we will apply the structure theory developed in the first part of the paper. Let
us first consider full and indecomposable flat Lorentzian extrinsic symmetric spaces.
We will see that minimal and non-minimal ones exist, where as usual a submanifold
is called minimal if its mean curvature vector vanishes. As minimal embeddings the
identity map R1,0 → R1,0 and certain embeddings R1,1 →֒ R1,2, R1,1 →֒ R2,1, and
R
1,2 →֒ R2,3 occur. In the non-minimal case we have embeddings of flat Lorentzian
manifolds of dimension 2 + l into R2,2+2l or into R2+l,2+l for l ∈ N. Now let us turn
to the case where M is (covered by) a Cahen-Wallach space. We will see that only
(quotients of) Cahen-Wallach spaces with very special parameters can be embedded
extrinsically symmetric. This is in contrast to the Riemannian case, where almost all
symmetric spaces have realisations as extrinsic symmetric spaces. The precise clas-
sification result for the full case is formulated in Theorem 5.6. For all isomorphism
classes of full and indecomposable Lorentzian extrinsic symmetric spaces we will also
give explicit realisations. Moreover we will describe all extensions to weak extrinsic
symmetric triples, which gives a classification also in the non-full case. For the result
see Theorem 5.33.
I would like to thank Jost-Hinrich Eschenburg and Martin Olbrich for many helpful
discussions.
2 Extrinsic symmetric triples
We want to recall the definition of an extrinsic symmetric triple from [K]. Here we
will use the language of (h,K)-equivariant metric Lie algebra in the sense of [KO3].
Later on this will allow us to apply the classification machinery developed in [KO3].
We do not want to explain the general notion of an (h,K)-equivariant Lie algebra but
confine the definition to the special case h = R, K = Z2. Let Z2 = {1,−1} act on R by
multiplication.
Definition 2.1 An (R,Z2)-equivariant Lie algebra in the sense of [KO3] is a pair
(l,Φl), where l is a Lie algebra and Φl is a pair (Dl, θl) consisting of a semisimple
derivation Dl : l → l and an involution θl : l → l satisfying Dl ◦ θl = −θl ◦Dl.
We will say that an (R,Z2)-equivariant Lie algebra (l,Φ), Φ = (D, θ) is h-graded if
D3 = −D holds. In this case we define τ := exp(πD) and
l+ := {X ∈ l | θ(X) = X}, l− := {X ∈ l | θ(X) = −X}
and
l
+ := {X ∈ l | τ(X) = X}, l− := {X ∈ l | τ(X) = −X}.
Furthermore,
l
−
+ := l+ ∩ l−, l++ := l+ ∩ l+, l−− := l− ∩ l−, l+− := l− ∩ l+.
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Then it is easy to show that
D|l+ = 0, D(l−+) = l−−, (D|l−)2 = −id. (1)
Definition 2.2 An (R,Z2)-equivariant metric Lie algebra is a triple (g,Φ, 〈· , ·〉) such
that
(i) (g, 〈· , ·〉) is a metric Lie algebra,
(ii) (g,Φ) is an (R,Z2)-equivariant Lie algebra,
(iii) D is antisymmetric and θ is an isometry.
In particular, D|
g
−
+
: g−+ → g−− is an isometry.
Definition 2.3 An extrinsic symmetric triple is an (R,Z2)-equivariant metric Lie al-
gebra (g,Φ, 〈· , ·〉) that is h-graded and satisfies [g−+, g−+] = g++.
An extrinsic symmetric triple is called full if it satisfies [g−+, g
−
−] = g
+
−. We can formulate
this equivalently in the following way.
Lemma 2.4 A full extrinsic symmetric triple is an h-graded (R,Z2)-equivariant metric
Lie algebra (g,Φ, 〈· , ·〉) that satisfies [g−, g−] = g+.
Proof. We have to prove that the conditions [g−+, g
−
+] = g
+
+ and [g
−
+, g
−
−] = g
+
− together
are equivalent to [g−, g−] = g+. Obviously, [g−+, g
−
+] = g
+
+ and [g
−
+, g
−
−] = g
+
− imply
[g−, g−] = g+. Now assume that [g−, g−] = g+ holds. Note that (1) implies [g−+, g
−
+] =
[Dg−−,Dg
−
−] = [g
−
−, g
−
−]. Hence it follows from [g
−, g−] = g+ that g++ = [g
−
+, g
−
+] +
[g−−, g
−
−] = [g
−
+, g
−
+]. Moreover, [g
−, g−] = g+ yields [g−+, g
−
−] = g
+
−, hence the triple is
full. ✷
Weak extrinsic symmetric triples (g,Φ, 〈· , ·〉) are defined in the same way as extrinsic
symmetric triples, except that 〈· , ·〉 is allowed to be degenerate on g+−.
A (weak) extrinsic symmetric triple is called decomposable if it is the direct sum of
two non-trivial (weak) extrinsic symmetric triples. Otherwise it is called indecompos-
able. An extrinsic symmetric triple decomposes if and only if the associated extrinsic
symmetric space M →֒ V is decomposable, i.e., if it decomposes into a product of non-
trivial embeddings M1 →֒ V1 and M2 →֒ V2, where V = V1 ⊕ V2. Obviously, to reach
our aim of a classification of all full extrinsic symmetric triples it will be sufficient to
consider indecomposable ones.
Definition 2.5 Let (l,Φl) be an (R,Z2)-equivariant Lie algebra. An orthogonal (l,Φl)-
module (ρ, a, 〈· , ·〉
a
,Φa) (often abbreviated to a) consists of
• a pseudo-Euclidean vector space (a, 〈· , ·〉
a
),
• a pair Φa = (Da, θa), where θa ∈ O(a, 〈· , ·〉a) is an involution and Da ∈ so(a, 〈· , ·〉a)
is a semisimple map satisfying Da ◦ θa = −θa ◦Da,
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• an orthogonal representation ρ : l→ so(a, 〈· , ·〉) that satisfies
ρ(θl(L)) = θa ◦ ρ(L) ◦ θ−1a , ρ(Dl(L)) = [Da, ρ(L)] (2)
for all L ∈ l.
We will say that a is h-graded if D3a = −Da. In this case we define a+, a−, a+, a− etc. as
usual.
Homomorphisms of (metric) (R,Z2)-equivariant Lie algebras are defined in the obvious
way. Let (li,Φli), i = 1, 2, be two (R,Z2)-equivariant Lie algebras and let (ρi, ai),
i = 1, 2, be orthogonal (li,Φli)-modules. Let S : l1 → l2 be a homomorphism of
(R,Z2)-equivariant Lie algebras and let U : a2 → a1 be an (R,Z2)-equivariant isometric
embedding. Suppose that
U ◦ ρ2(S(L)) = ρ1(L) ◦ U
holds for all L ∈ l. Then we call (S,U) a morphism of pairs. We will write this as
(S,U) : ((l1,Φl1), a1)→ ((l2,Φl2), a2).
3 Quadratic cohomology and quadratic extensions
In this section we recall some facts on quadratic cohomology from [KO3], where we
specialise again to the case (h,K) = (R,Z2). Let (l,Φl) be an (R,Z2)-equivariant Lie
algebra and a an orthogonal (l,Φl)-module. As usual, (C
∗(l, a), d) denotes the standard
complex for Lie algebra cohomology with coefficients in a. If a = R is the trivial (l,Φl)-
module, then we abbreviate this to (C∗(l), d). Let Cp(l, a)(D,θ) be the space of cocycles
in Cp(l, a) that are invariant under D and θ. In the general case of an (h,K)-action on
a and l considered in [KO3] this space is denoted by Cp(l, a)(h,K). The set of quadratic
1−cochains is defined as
C1Q(l,Φl, a) = C1(l, a)(D,θ) ⊕ C2(l)(D,θ).
This set is a group with group operation defined by
(τ1, σ1) ∗ (τ2, σ2) = (τ1 + τ2, σ1 + σ2 + 12〈τ1 ∧ τ2〉) ,
where 〈· , ·〉 denotes the usual wedge product followed by the inner product on a. Let
us consider the set
Z2Q(l,Φl, a) = {(α, γ) ∈ C2(l, a)(D,θ) ⊕ C3(l)(D,θ) | dα = 0, dγ = 12〈α ∧ α〉}
whose elements are called quadratic 2-cocycles. The group C1Q(l,Φl, a) acts from the
right on Z2Q(l,Φl, a) by
(α, γ)(τ, σ) =
(
α+ dτ, γ + dσ + 〈(α + 12dτ) ∧ τ〉
)
.
The quadratic cohomology set is defined as the orbit space
H2Q(l,Φl, a) := Z2Q(l,Φl, a)/C1Q(l,Φl, a).
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The equivalence class of (α, γ) ∈ Z2Q(l,Φl, a) in H2Q(l,Φl, a) is denoted by [α, γ].
Each morphism of pairs (S,U) : ((l1,Φl1), a1)→ ((l2,Φl2), a2) induces maps
(S,U)∗ : Ck(l2, a2)→ Ck(l1, a1), (S,U)∗(ω) = U ◦ S∗ω
(S,U)∗ : H2Q(l2,Φl2 , a2)→H2Q(l1,Φl1 , a1), (S,U)∗(α, γ) := (U ◦ S∗α, S∗γ).
Given an (R,Z2)-equivariant Lie algebra (l,Φl), an orthogonal (l,Φl)-module a and a
quadratic 2-cocycle (α, γ) we now construct an (R,Z2)-equivariant metric Lie algebra.
We consider the vector space d := l∗ ⊕ a⊕ l and define an inner product 〈· , ·〉 on d by
〈Z1 +A1 + L1, Z2 +A2 + L2〉 := 〈A1, A2〉a + Z1(L2) + Z2(L1)
for Z1, Z2 ∈ l∗, A1, A2 ∈ a and L1, L2 ∈ l. The antisymmetric bilinear map [· , ·] :
d× d → d defined by [l∗, l∗ ⊕ a] = 0 and
[L1, L2] = γ(L1, L2, ·) + α(L1, L2) + [L1, L2]l
[L,A] = −〈A,α(L, ·)〉 + L(A)
[A1, A2] = 〈ρ(·)A1, A2〉
[L,Z] = ad∗(L)(Z)
for L,L1, L2 ∈ l, A,A1, A2 ∈ a and Z ∈ l∗ is a Lie bracket. The scalar product 〈· , ·〉 is
invariant with respect to this bracket [KO1]. Moreover, we define a pair Φ = (D, θ) by
D(Z +A+ L) = −D∗l (Z) +Da(A) +Dl(L)
θ(Z +A+ L) = θ∗l (Z) + θa(A) + θl(L).
Then dα,γ(l,Φl, a) := (d,Φ, 〈· , ·〉) is an (R,Z2)-equivariant metric Lie algebra. It is
called quadratic extension of (l,Φl) by a associated with the cocycle (α, γ) ∈ Z2Q(l,Φl, a).
Obviously, dα,γ(l,Φl, a) is h-graded if and only if (l,Φl) and a are so.
4 Structure theory for extrinsic symmetric triples
First we will show that we can decompose any extrinsic symmetric triple into a semisim-
ple one and one that does not have simple ideals. As remarked in the introduction,
semisimple extrinsic symmetric triples are classified [Nai]. Hence we may concentrate
on extrinsic symmetric triples without simple ideals, which we will do in the second
part of this section.
4.1 Splitting into semisimple part and remainder
Lemma 4.1 Each extrinsic symmetric triple (g,Φ, 〈· , ·〉) decomposes into a direct sum
(g,Φ, 〈· , ·〉) = (g1,Φ1, 〈· , ·〉1) ⊕ (g2,Φ2, 〈· , ·〉2) of extrinsic symmetric triples, where g1
is semisimple or zero and g2 does not have simple ideals.
Proof. Let (g,Φ, 〈· , ·〉) be an extrinsic symmetric triple. Since the sum of two semisimple
ideals is semisimple g has a unique semisimple ideal s. This must be invariant under
automorphisms and derivations of g. In particular, s is Φ-invariant. Let r = s ∩ s⊥ be
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the metric radical of 〈· , ·〉|s×s. Assume that r 6= 0. Then r is semisimple, hence r = [r, r].
Thus 〈r, g〉 = 〈[r, r], g〉 = 〈r, [r, g]〉 = 0 since [r, g] ⊂ r. This gives r = 0. Thus s is a
nondegenerate extrinsic symmetric triple and we can decompose g into s⊕ s⊥. Since s
is maximal semisimple s⊥ does not contain simple ideals. ✷
4.2 Extrinsic symmetric triples without simple ideals
In Section 3 we constructed (R,Z2)-equivariant metric Lie algebras dα,γ(l,Φl, a) by a
certain extension procedure. One can prove that one can obtain in this way each
(R,Z2)-equivariant metric Lie algebra g that does not contain simple ideals (see [KO3]).
Moreover, in g = dα,γ(l,Φl, a) the data (l,Φl) and a can be choosen in such a way that
the representation of l on a is semisimple. The proof is based on the existence of
the so-called canonical isotropic ideal. The construction of this ideal goes back to
an idea of L. Be´rard-Bergery. Let us recall briefly the definition and the properties
of this ideal. For more detailed explanations see [KO1, KO3]. Let (g,Φ, 〈· , ·〉) be an
(R,Z2)-equivariant metric Lie algebra. There is a chain of Φ-invariant ideals
g = R0(g) ⊃ R1(g) ⊃ R2(g) ⊃ . . . ⊃ Rl(g) = 0
which is defined by the condition that Rk(g) is the smallest ideal of g contained in
Rk−1(g) such that the g-module Rk−1(g)/Rk(g) is semisimple. The canonical ideal
i(g) ⊂ g is defined by
i(g) :=
l∑
k=1
Rk(g) ∩Rk(g)⊥.
It has the following properties.
Proposition 4.2 [KO1, KO3] If (g,Φ, 〈· , ·〉) is an (R,Z2)-equivariant metric Lie alge-
bra, then i(g) is a Φ-invariant isotropic ideal and the g-module i(g)⊥/i(g) is semisimple.
If g does not contain simple ideals, then the Lie algebra i(g)⊥/i(g) is abelian.
We put l := g/i(g)⊥ and a := i(g)⊥/i(g). Let Φl, Φa and 〈· , ·〉a be the structures induced
by Φ and 〈· , ·〉, respectively. Then i(g) can be identified with the abelian Lie algebra
l∗. It follows that (g,Φ, 〈· , ·〉) is a quadratic extension of (l,Φl) by a associated with a
suitable (α, γ) ∈ Z2Q(l,Φl, a).
Similar to the situation of ordinary extensions of l by a, which are classified by H2(l, a)
equivalence classes of quadratic extensions of (l,Φl) by a are in bijection to H2Q(l,Φl, a).
In general, an (R,Z2)-equivariant metric Lie algebra (g,Φ, 〈· , ·〉) without simple ideals
can be isomorphic to different quadratic extensions dα,γ(l,Φl, a) and dαˆ,γˆ (ˆl,Φlˆ, aˆ), where
l 6∼= lˆ or a 6∼= aˆ. This ambiguity vanishes if we only consider quadratic extensions
dα,γ(l,Φl, a) for which the canonical isotropic ideal equals l
∗ ⊂ l∗⊕a⊕l. These extensions
are called balanced. Cocycles (α, γ) ∈ Z2Q(l,Φl, a) for which dα,γ(l,Φl, a) is balanced
are called balanced. In [KO3] we gave the following conditions which allow to decide
whether a cocycle is balanced or not. Note that the above considerations show that
the (l,Φl)-module a is semisimple if dα,γ(l,Φl, a) is balanced.
Proposition 4.3 Let (ρ, a) be a semisimple orthogonal (l,Φl)-module and take (α, γ) ∈
Z2Q(l,Φl, a). Since ρ is semisimple we have a decomposition a = al ⊕ ρ(l)a and a cor-
responding decomposition α = α0 + α1. Let m be such that Rm+1(l) = 0. Then
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(α, γ) ∈ Z2Q(l,Φl, a) is balanced if and only if it satisfies the following conditions (Ak)
and (Bk) for 0 ≤ k ≤ m.
(A0) Let L0 ∈ z(l)∩ker ρ be such that there exist elements A0 ∈ a and Z0 ∈ l∗ satisfying
for all L ∈ l
(i) α(L,L0) = ρ(L)A0,
(ii) γ(L,L0, ·) = −〈A0, α(L, ·)〉a + 〈Z0, [L, ·]l〉 as an element of l∗,
then L0 = 0.
(B0) The subspace α0(ker [· , ·]l) ⊂ al is non-degenerate.
(Ak) (k ≥ 1)
Let k ⊂ S(l) ∩ Rk(l) be an l-ideal such that there exist elements Φ1 ∈ Hom(k, a)
and Φ2 ∈ Hom(k, Rk(l)∗) satisfying for all L ∈ l and K ∈ k
(i) α(L,K) = ρ(L)Φ1(K)− Φ1([L,K]l),
(ii) γ(L,K, ·) = −〈Φ1(K), α(L, ·)〉a + 〈Φ2(K), [L, ·]l〉+ 〈Φ2([L,K]l), ·〉 as an ele-
ment of Rk(l)
∗,
then k = 0.
(Bk) (k ≥ 1)
Let bk ⊂ a be the maximal submodule such that the system of equations
〈α(L,K), B〉a = 〈ρ(L)Φ(K)− Φ([L,K]l), B〉a , L ∈ l,K ∈ Rk(l), B ∈ bk,
has a solution Φ ∈ Hom(Rk(l), a). Then bk is non-degenerate.
The property of a cocycle to be balanced only depends on its cohomology class. This
yields the notion of a balanced cohomology class. We denote the set of balanced
cohomology classes in H2Q(l,Φl, a) by H2Q(l,Φl, a)b.
Let (l,Φl) be an (R,Z2)-equivariant Lie algebra. We consider the category M
ss
l,Φl
of
semisimple orthogonal (l,Φl)-modules, where the morphisms between two modules
a1, a2 are morphism of pairs (S,U) : ((l,Φl), a1) → ((l,Φl), a2). We denote the au-
tomorphism group of an object a of M ssl,Φl by Gl,Φl,a. The natural right action of Gl,Φl,a
on H2Q(l,Φl, a) leaves H2Q(l,Φl, a)b invariant.
Now we can formulate the following structure theorem. Let L be a complete set of
representatives of isomorphism classes of (R,Z2)-equivariant Lie algebras. For each
(l,Φl) ∈ L we choose a complete set of representatives Al,Φl of isomorphism classes of
objects in M ssl,Φl .
Theorem 4.4 There is bijective map from the union of orbit spaces
∐
(l,Φl)∈L
∐
a∈Al,Φl
H2Q(l,Φl, a)b/Gl,Φl,a .
to the set of isomorphism classes of (R,Z2)-equivariant metric Lie algebras without
simple ideals. This map sends the orbit of [α, γ] ∈ H2Q(l,Φl, a)b to the isomorphism
class of dα,γ(l,Φl, a).
8
We want to specialise this result to full extrinsic symmetric triples. We already noted
that dα,γ(l,Φl, a) is h-graded if and only if (l,Φl) and a are so. Furthermore, if d :=
dα,γ(l,Φl, a) is balanced, then [d
−, d−] = d+ holds if and only if the conditions
(T1) [l
−, l−] = l+ and
(T2) (a
l)+ = α0(ker [· , ·]l−)
are satisfied, see [KO2], Lemma 5.5. and Lemma 5.6. Here α0 denotes the orthogonal
projection of α to al.
Let (l,Φl) be an h-graded (R,Z2)-equivariant Lie algebra satisfying [l
−, l−] = l+ and let
a be an h-graded orthogonal (l,Φl)-module. We define
H2Q(l,Φl, a)♯ := {[α, γ] ∈ H2Q(l,Φl, a)b | α satisfies (T2)}.
Then H2Q(l,Φl, a)♯ is invariant under Gl,Φl,a. Let L♯ ⊂ L be the subset consisting of
those h-graded (l,Φl) ∈ L with [l−, l−] = l+. Furthermore, we denote by A♯l,Φl ⊂ Al,Φl
the set consisting of those orthogonal (l,Φl)-modules in Al,Φl that are h-graded. We
conclude from Theorem 4.4:
Theorem 4.5 The map Z2Q(l,Φl, a) ∋ (α, γ) 7→ dα,γ(l,Φl, a) induces a bijective map
from the union of orbit spaces
∐
(l,Φl)∈L♯
∐
a∈A
♯
l,Φl
H2Q(l,Φl, a)♯/Gl,Φl,a .
to the set of isomorphism classes of full extrinsic symmetric triples without simple
ideals.
Let us modify the cohomology set H2Q(l,Φl, a)♯ used above to obtain an analogous
result for indecomposable full extrinsic symmetric triples. A non-trivial decomposition
of a pair ((l,Φl), a) consists of two non-zero morphisms of pairs (qi, ji) : ((l,Φl), a) −→
((li,Φli), ai), i = 1, 2, such that (q1⊕q2, j1⊕j2) : ((l,Φl), a)→ ((l1,Φl1)⊕(l2,Φl2), a1⊕a2)
is an isomorphism. We will say that a cohomology class ϕ ∈ H2Q(l,Φl, a) is decomposable
if it can be written as a sum
ϕ = (q1, j1)
∗ϕ1 + (q2, j2)
∗ϕ2
for a non-trivial decomposition (qi, ji) of ((l,Φl), a) and certain ϕi ∈ H2Q(li,Φli , ai),
i = 1, 2. Here addition is induced by addition in the vector space C2(l, a)⊕ C3(l). For
[α, γ] ∈ H2Q(l,Φl, a)♯ the extrinsic symmetric triple dα,γ(l,Φl, a) is decomposable if and
only if [α, γ] is decomposable [KO3]. Hence, if we replace H2Q(l,Φl, a)♯ in Theorem 4.5
by the set H2Q(l,Φl, a)0 of all indecomposable elements of H2Q(l,Φl, a)♯, then we get a
bijection onto the set of isomorphism classes of indecomposable full extrinsic symmetric
triples without simple ideals.
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4.3 The automorphism group
Next we calculate the automorphism group of an extrinsic symmetric triple (g,Φ, 〈· , ·〉)
in the case where g = dα,γ(l,Φl, a) is a balanced quadratic extension.
Proposition 4.6 Let dα,γ(l,Φl, a) be balanced. Then F : dα,γ(l,Φl, a)→ dα,γ(l,Φl, a) is
an automorphism of the extrinsic symmetric triple dα,γ(l,Φl, a) if and only if
F =


(S−1)∗ 0 0
0 U−1 0
0 0 S

 ·


id −τ∗ σ¯ − 12τ∗τ
0 id τ
0 0 id

 : l∗ ⊕ a⊕ l −→ l∗ ⊕ a⊕ l (3)
and
(i) (S,U) : ((l,Φl), a)→ ((l,Φl), a) is an isomorphism of pairs;
(ii) the bilinear map σ : l⊗ l→ R defined by σ(L1, L2) := σ¯(L1)(L2) is antisymmetric
and satisfies (τ, σ) ∈ C1Q(l,Φl, a); and
(iii) (S,U)∗(α, γ) = (α, γ)(τ, σ)−1.
Proof. Suppose that F : d := dα,γ(l,Φl, a) → d is an isomorphism. Since d is balanced
F maps i(d) = l∗ to i(d) = l∗ and i⊥(d) = l∗⊕a to i⊥(d) = l∗⊕a. We define S := prl◦F |l
and U := (pra ◦ F |a)−1. Then (S,U) : ((l,Φl), a) → ((l,Φl), a) is a morphism of pairs
and the map F1 given by the first matrix in the proposition is an isomorphism from
d(S,U)∗(α,γ)(l,Φl, a) to d. Moreover, F
−1
1 ◦ F : d → d(S,U)∗(α,γ)(l,Φl, a) is an equivalence
of quadratic extensions. Any such equivalence is given by a matrix that has the form of
the second matrix in the proposition, where σ and τ satisfy Conditions (ii) and (iii).
These facts are explained in [KO3]. A detailed proof in the non-equivariant case can
be found in [KO1].
Conversely, if (S,U) : ((l,Φl), a)→ ((l,Φl), a) is an isomorphism of pairs, then the map
defined by the first matrix in the proposition is an isomorphism from d(S,U)∗(α,γ)(l,Φl, a)
to d. If σ and τ satisfy Conditions (ii) and (iii), then the map defined by the second
matrix is an equivalence from d to d(S,U)∗(α,γ)(l,Φl, a). ✷
Definition 4.7 Let be given an isomorphism S : l → l, an isometry U : a → a, a linear
map τ : l → a, a cochain σ ∈ C2(l) and define σ¯ : l → l∗ by σ¯(L1)(L2) := σ(L1, L2) for
L1, L2 ∈ l. Then we can define a linear map F : l∗ ⊕ a⊕ l → l∗ ⊕ a⊕ l by (3). We will
denote this map by F (S,U, τ, σ).
5 Classification of Lorentzian extrinsic symmetric spaces
5.1 Some known results
Before classifying Lorentzian extrinsic symmetric spaces let us first recall some known
results. The case of parallel surfaces, i.e., of surfaces with parallel second fundamental
form was considered by Chen, Dillen and Van der Veken. They classified parallel
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surfaces in 4-dimensional Lorentzian space forms [CV] and parallel Lorentzian surfaces
in Lorentzian complex space forms [CDV].
Let us turn to the case of arbitrary dimension. If the associated extrinsic symmetric
triple is semisimple, then we get a classification from Naitoh’s list [Nai], see Section 5.2
for details. The main problem will be to classify extrinsic symmetric embeddings of
non-semisimple symmetric spaces. Here as usual a symmetric space is called semisimple
if its transvection group is semisimple. Let us recall the classification of (ordinary)
non-semisimple Lorentzian symmetric spaces due to Cahen and Wallach [CW]. Let
(z, a1, . . . , ap, a
′
1, . . . , a
′
q, l) be the coordinates in R⊕Rp+q ⊕R and consider the metric
gλ,µ := 2dzdl +
p∑
i=1
da2i +
q∑
j=1
da′j
2
+


p∑
i=1
λ2i a
2
i −
q∑
j=1
µ2ja
′2
j

 dl2,
where λ = (λ1, . . . , λp) ∈ (R>0)p and µ = (µ1, . . . , µq) ∈ (R>0)q. Then M(p, q;λ, µ) :=
(Rp+q+2, gλ,µ) is a Lorentzian symmetric space. In this notation we will omit λ if p = 0
and µ if q = 0. Here these spaces are called Cahen-Wallach spaces. Conversely, every
simply-connected indecomposable non-semisimple Lorentzian symmetric space is either
one-dimensional or isometric to one of the spaces M(p, q;λ, µ). Moreover, M(p, q;λ, µ)
is isometric to M(p′, q′;λ′, µ′) if and only if p = p′, q = q′ and (λ, µ) = r(λ′, µ′) for
some r > 0.
Every n-dimensional Cahen-Wallach space can be isometrically embedded into R2,n.
This was claimed in [CW] and proven in detail by Blau, Figueroa-O’Farrill and Pa-
padopoulos [BFP], who explicitly described the embedding as an intersection of two
quadrics. It is easy to check that the embedding given in [BFP] is extrinsic symmetric
exactly for the Cahen-Wallach spaces M(0, q;µ) for µ = (1, . . . , 1).
We want to end this section with explaining the relationship between full extrinsic
symmetric triples and hermitian symmetric triples. Recall that a symmetric triple
(g, θ, 〈· , ·〉) is the infinitesimal object that is associated with a pseudo-Riemannian sym-
metric space. It consists of a metric Lie algebra (g, 〈· , ·〉) and an isometric involution
θ whose eigenspaces g+ and g− satisfy [g−, g−] = g+. The index of 〈· , ·〉|g− is called
index of the symmetric triple. It equals the index of the metric of any symmetric space
associated with this triple. A hermitian symmetric triple (g,D, 〈· , ·〉) is the infinitesi-
mal object that is associated with a pseudo-hermitian symmetric space. It consists of
a metric Lie algebra (g, 〈· , ·〉) and an antisymmetric derivation D satisfying D3 = −D
and a condition concerning the eigenspaces g+ and g− of τD = exp(πD). This condition
is [g−, g−] = g+. In particular, (g, τD, 〈· , ·〉) is a symmetric triple and the almost com-
plex structure D|g− defines a hermitian structure on the associated symmetric space.
We obtain the following relation between extrinsic and hermitian symmetric triples.
Proposition 5.1 If (g,Φ, 〈· , ·〉), Φ = (D, θ) is a full extrinsic symmetric triple, then
(g,D, 〈· , ·〉) is a hermitian symmetric triple.
We will say that an extrinsic symmetric triple (g,Φ, 〈· , ·〉) is Lorentzian or of Lorentz
type if the associated extrinsic symmetric space has Lorentz signature. If (g,Φ, 〈· , ·〉)
is Lorentzian, then the hermitian symmetric triple (g,D, 〈· , ·〉) has index two. Such
hermitian triples were classified in [KO2] and [KO3]. In order to determine all non-
semisimple full extrinsic symmetric triples of Lorentz type we could first check the
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list in [KO2] and determine all hermitian symmetric triples (g,D, 〈· , ·〉) that admit an
isometric involution θ anticommuting with D and, second, classify these involutions.
However, instead of checking lists we prefer to give a direct proof.
Now let us start the classification of extrinsic symmetric triples and weak extrinsic
symmetric triples of Lorentz type. Obviously, if such a triple is decomposable, then it
decomposes into an indecomposable triple of Lorentz type and several indecomposable
triples of Riemannian type, i.e., triples for which the associated extrinsic symmetric
spaces are Riemannian ones. Thus to classify all full extrinsic symmetric triples of
Lorentzian type we have to classify indecomposable ones of Lorentzian and Riemannian
type. In both cases we have to distinguish between semisimple triples and those without
simple ideals as shown in Section 4.1. This will be done in the following two sections.
In Section 5.4 we will extend the classification to weak extrinsic symmetric triples.
5.2 Classification of semisimple extrinsic symmetric triples
Semisimple extrinsic symmetric triples were classified by Naitoh [Nai]. More exactly,
Naitoh studied so-called semisimple symmetric graded Lie algebras, which are in a
one-to-one correspondence with semisimple extrinsic symmetric triples. Let us briefly
explain this correspondence. Roughly speaking, a semisimple symmetric graded Lie
algebra is a semisimple graded Lie algebra g¯ = g¯−1⊕g¯0⊕g¯1 together with an involution θ¯
satisfying θ¯(g¯µ) = g¯−µ. The gradation of g¯ defines a derivation D¯, which anticommutes
with θ¯. Let g¯ = g¯+ ⊕ g¯− denote the decompositon of g¯ defined by θ¯. The above
mentioned correspondence sends g¯ to g = g¯+ ⊕ ig¯− ⊂ gC. Moreover, Φ = (D, θ) is
defined by D = iD¯ and g+ = g¯+, g− = ig¯−. On the other hand, semisimple symmetric
graded Lie algebras correspond to non-degenerate Jordan triple systems, which were
classified by Neher [Ne1, Ne2, Ne3]. Using this classification Naitoh gave a list of all
semisimple symmetric graded Lie algebras. In particular we can read from this list all
semisimple extrinsic symmetric triples of Lorentz type. We obtain four infinite series,
for which we give g, g+, g
+ and g++ in the following table.
g g+ g
+ g
+
+
su(1, n) so(1, n) u(1, n − 1) so(1, n − 1)
su(2, n) so(2, n) u(1, n) so(1, n)
so(3, k + l) so(1, k) ⊕ so(2, l) so(2)⊕ so(1, k + l) so(0, k) ⊕ so(1, l)
so(1, k + l + 2) so(0, k + 1)⊕ so(1, l + 1) so(1, k + l)⊕ so(2) so(0, k) ⊕ so(1, l)
A classification of all non-compact symmetric graded Lie algebras for which the invo-
lution is a Cartan involution was already achieved by Kobayashi and Nagano [KoNa].
Under the map g¯ 7→ g = g¯+ ⊕ ig¯− these symmetric graded Lie algebras correspond
exactly to those extrinsic symmetric triples that are associated with embeddings of
Riemannian symmetric spaces into Euclidean spaces.
Semisimple extrinsic symmetric triples (gˆ, Φˆ, 〈· , ·〉ˆ) that are associated with embeddings
of Riemannian symmetric spaces into pseudo-Euclidean spaces can be obtained from
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those associated with embeddings into Euclidean spaces by the correspondence
g = g+ ⊕ g− 7−→ gˆ = g+ ⊕ ig− ⊂ gC.
The involution θˆ is given by the decomposition gˆ = gˆ+ ⊕ gˆ−, where gˆ+ = g++ ⊕ ig−+ and
gˆ− = g
+
−⊕ ig−−. The derivation D on g is inner, i.e., D = ad(ξ). Then on gˆ we also have
Dˆ = ad(ξ). In particular, the hermitian symmetric triple defined by (gˆ, 〈· , ·〉ˆ, Φˆ) is the
non-compact dual of the hermitian symmetric triple g = g+ ⊕ g−.
Each semisimple extrinsic symmetric triple is automatically full. Indeed, if g is semisim-
ple, then g = [g, g]. In particular, g+− = [g
−
+, g
−
−]⊕[g++, g+−]. Since g++ = [g−+, g−+] the second
summand is contained in [[g−+, g
−
+], g
+
−] = [g
−
+, g
−
−]. Thus g
+
− = [g
−
+, g
−
−].
5.3 Classification of non-semisimple full extrinsic symmetric triples
Now we consider extrinsic symmetric triples (g,Φ, 〈· , ·〉) for which the Lie algebra g does
not have simple ideals. From Section 4 we know that every such triple is a quadratic
extension of an (R,Z2)-equivariant Lie algebra (l,Φl) by an orthogonal (l,Φl)-module
(ρ, a, 〈· , ·〉
a
,Φa). This gives immediately a classification in the case where the associated
extrinsic symmetric space is full and Riemannian.
Proposition 5.2 Any full Riemannian extrinsic symmetric triple (g,Φ, 〈· , ·〉), Φ =
(D, θ), that does not have simple ideals is abelian. More exactly, g is an abelian Lie
algebra, 〈· , ·〉 is positive definite and D satisfies D2 = −id.
Proof. As explained above (g,Φ, 〈· , ·〉) is isomorphic to a quadratic extension d :=
dα,γ(l,Φl, a). Since the associated extrinsic symmetric space is Riemannian we have
l− = 0. Recall from Lemma 2.4 that g+ = [g−, g−] holds. This implies l+ = [l−, l−] = 0.
Hence l = 0 and d = a. Moreover, g+ = [g−, g−] implies a = a−. ✷
Let us turn to Lorentzian triples (g,Φ, 〈· , ·〉). First we want to determine all (l,Φl)
that can occur in the quadratic extension g ∼= dα,γ(l,Φl, a). Let h(1) denote the 3-
dimensional Heisenberg algebra. This is a Lie algebra spanned by linearly independent
vectors X,Y,Z satisfying the relation [X,Y ] = Z. We will use the notation h(1) =
{[X,Y ] = Z}. Similarly we write
su(2) = {[H,X] = 2Y, [H,Y ] = −2X, [X,Y ] = 2H},
sl(2,R) = {[H,X] = 2Y, [H,Y ] = 2X, [X,Y ] = 2H}.
For l ∈ {su(2), sl(2,R)} we denote by σX , σY , σH the basis of l∗ that is dual to to the
basis X,Y,H of l. Similarly, we write σX , σY , σZ for this basis if l = h(1).
Proposition 5.3 Let d := dα,γ(l,Φl, a) be a full Lorentzian extrinsic symmetric triple.
Then either l = 0 or (l,Φl) is isomorphic to one of the following (R,Z2)-equivariant
Lie algebras:
1. l = R2 = span{X,Y },
Φl = (Dl, θl) given by Dl(X) = Y , Dl(Y ) = −X, l+ = R ·X, l− = R · Y ;
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2. l = h(1) = {[X,Y ] = Z},
Φl = (Dl, θl) given by l+ = R ·X, l− = span{Y,Z},
Dl(X) = Y , Dl(Y ) = −X, Dl(Z) = 0;
3. l = su(2) = {[H,X] = 2Y, [H,Y ] = −2X, [X,Y ] = 2H},
Φl = (Dl, θl) given by l+ = R ·H, l− = span{X,Y }, Dl = 12ad(X);
4. l = sl(2,R) = {[H,X] = 2Y, [H,Y ] = 2X, [X,Y ] = 2H},
Φl = (Dl, θl) as in 3.
Proof. Since the associated extrinsic symmetric space has Lorentzian signature we have
dim l−+ = dim l
−
− ≤ 1. Now [d−, d−] = d+ gives l+ = [l−, l−] = [l−+, l−−] = l+−.
If l− = 0 or l− is two-dimensional and abelian, this implies l+ = 0. Hence l = l−, which
yields l = 0 or l ∼= R2.
Now let us consider the case where l− is two-dimensional and non-abelian. We choose
L−+, L
−
− ∈ l such that l−+ = R · L−+, l−− = R · L−− and L−− = Dl(L−+). Then [L−+, L−−] =:
L+− 6= 0 and Dl(L+−) = 0. Moreover, we have [L+−, L−+] = λL−−, λ ∈ R and
[L+−, L
−
−] = [L
+
−,Dl(L
−
+)] = Dl[L
+
−, L
−
+] = λDl(L
−
−) = −λL−+.
If λ = 0 we put X := L−+, Y = L
−
−, Z = L
+
−, from which we see that l
∼= h(1) and Dl is
given as in 1. If λ 6= 0 we put
X = (2/λ) · L+−, Y = −(2/
√|λ|) · L−−, H = (2/
√|λ|) · L−+.
For λ > 0 we obtain l ∼= su(2) and Dl as given in 3. For λ < 0 we have l ∼= sl(2,R). ✷
The next question will be which semisimple representations of (l,Φl) can appear in the
quadratic extension g ∼= dα,γ(l,Φl, a) for those (l,Φl) determined in Prop. 5.3.
Proposition 5.4 If d := dα,γ(l,Φl, a) is a full Lorentzian extrinsic symmetric triple
with l ∼= R2 or l ∼= h(1) and if (ρ, a) is semisimple, then ρ = 0.
Proof. If l is solvable, then d is also solvable. Now we use that (d,D, 〈· , ·〉) is a hermitian
symmetric triple by Prop. 5.1. If the transvection group of a pseudo-hermitian sym-
metric space is solvable, then it is nilpotent [KO2], Prop.7.11. Hence, if ρ is semisimple,
then ρ = 0. ✷
Now assume l ∈ {su(2), sl(2,R)}. We put κ = 1 if l = sl(2,R) and κ = −1 if l =
su(2). We consider the adjoint representation on a3 := l and define Φa = (Dl,−θl),
Φˆa = (Dl, θl). Let Bl be the Killing form on l and put 〈· , ·〉a = κBl. Then a3 =
(ad, l, 〈· , ·〉
a
,Φa) and aˆ3 = (ad, l, 〈· , ·〉a, Φˆa) are orthogonal (l,Φl)-modules.
Furthermore, we consider the standard representation of l. For l = su(2) we have the
standard representation ρ2 on C
2. Let (ρ4, a4) be the realification of (ρ2,C
2). The real
part of the standard scalar product on C2 gives us a scalar product 〈· , ·〉
a
on a4. For
l = sl(2,R) we have the standard representation (ρ2, v2) on v2 = R
2. Using the dual
representation (ρ∗2, v
∗
2) we define (ρ4, a4) := (ρ2 ⊕ ρ∗2, v2 ⊕ v∗2). In this case the dual
pairing between v2 and v
∗
2 gives us an inner product 〈· , ·〉a on a4.
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With respect to a suitable basis a1, . . . , a4 of a4 the representation ρ4 of l is given by
X(a1) = −a3, X(a2) = −a4, X(a3) = a1, X(a4) = a2,
Y (a1) = a4, Y (a2) = κa3, Y (a3) = a2, Y (a4) = κa1,
H(a1) = a2, H(a2) = κa1, H(a3) = −a4, H(a4) = −κa3.
and 〈· , ·〉
a
has the form diag(−κ, 1,−κ, 1). Moreover, we define Φa = (Da, θa) by
kerDa = span{a1, a3}, Da(a2) = −a4, (a4)+ = span{a1, a2}, (a4)− = span{a3, a4}.
Then (ρ4, a4, 〈· , ·〉a,Φa) is an orthogonal (l,Φl)-module.
Proposition 5.5 Let dα,γ(l,Φl, a) be an indecomposable full Lorentzian extrinsic sym-
metric triple with l ∈ {sl(2,R), su(2)}. Then, as an object of M ssl,Φl, a is isomorphic to
(a3)
k ⊕ (aˆ3)l ⊕ (a4)m for exactly one triple (k, l,m) ∈ N3.
Proof. We note that ρ cannot have a trivial subrepresentation in a. Indeed, the maximal
trivial subrepresentation al is non-degenerate and invariant under Φa. Moreover, a
l is an
ideal in dα,γ(l,Φl, a) since [α] ∈ H2(a, l) = 0. Hence al = 0 since otherwise dα,γ(l,Φl, a)
would be decomposable.
Let aC be the complexification of a. We extend 〈· , ·〉a to a hermitian inner product on
aC. In the following we will denote both a given linear map on a and its complex linear
extension to aC by the same symbol. We consider the map
B := Da − 12ρ(X)
on aC. By assumption Da is diagonalisable. Moreover, ρ(X) is also diagonalisable since
X acts semi-simply on l. Both maps commute since [Da, ρ(X)] = ρ(Dl(X)) = 0 by (2).
Hence, as maps on aC they have a common eigenspace decomposition. In particular, B
is diagonalisable. The eigenvalues of B are purely imaginary since the eigenvalues of
Da and ρ(X) are so.
Let Eλ ⊂ aC denote the eigenspace with eigenvalue λ. The involution θa maps Eλ to
E−λ and complex conjugation also maps Eλ to E−λ.
We now determine the eigenvalues of B. Each eigenspace Eλ is an l-submodule since
[B, ρ(L)] = [Da − 12ρ(X), ρ(L)] = ρ(Dl(L))− ρ([12X,L]) = ρ(Dl(L))− ρ(Dl(L)) = 0
for all L ∈ l. The maximal and the minimal eigenvalue of ρ(X)|Eλ have the form
±ki for some k ∈ N, where we can exclude k = 0 because a does not contain trivial
subrepresentations. Since Da has only eigenvalues in {0, i,−i} the condition B|Eλ =
λ · idEλ yields
−(ki/2) + x1 = (ki/2) + x2 = λ
for suitable x1, x2 ∈ {0, i,−i}. Hence k ∈ {1, 2}. If k = 1, then λ = ±i/2, if k = 2,
then λ = 0.
Let us study the case l = su(2). Take some Eλ 6= 0. Then also E−λ 6= 0. By the above
considerations λ = ±i/2 or λ = 0. If λ = ±i/2, then k = 1. Thus we can choose
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a submodule of Ei/2 that is isomorphic to the standard representation (ρ2,C
2). Let
v+, v− be a basis of this submodule such that
X(v±) = ∓v∓, Y (v±) = iv∓, H(v±) = ±iv±.
Then (Da − 12ρ(X))v± = i2v± implies
Dav+ =
i
2v+ − 12v−, Dav− = i2v− + 12v+ .
We define
v1 := v+ − v− + θv+ − θv− , v2 := i(v+ + v− + θv+ + θv−) ,
v3 := v+ + v− − θv+ − θv− , v4 := −i(v+ − v− − θv+ + θv−) .
Since v1 6= 0 at least one of the vectors Re v1, Im v1 is not zero. If Re v1 6= 0 we put
bi := Re vi, otherwise bi := Im vi. Then the real vector spaceW := span{b1, . . . , b4} ⊂ a
is invariant under ρ and Φa. Moreover, W is non-degenerate since 〈· , ·〉a is positive
definite on a. We may assume that |b1| = . . . = |b4| =
√
2. If U : W → a4 is the
linear map defined by b1 7→ a1 + a2, b2 7→ a2 − a1, b3 7→ a3 + a4, b4 7→ a4 − a3, then
(id, U) : ((l,Φl), a4)→ ((l,Φl),W ) is an isomorphism of pairs.
Now suppose that λ = 0. Then k = 2 and ρ|Eλ contains a multiple of the adjoint
representation. Hence n := ker(ρ(X)) ∩ E0 6= 0. In particular, at least one of the
eigenspaces n+, n− of θ|n is not the zero space. Suppose n+ 6= 0 and choose an element
aX ∈ n+. Then
W := span{aX , aY := (1/2) ·H(aX), aH := −(1/2) · Y (aX)}
is a three-dimensional subspace, which is invariant under ρ and Φ. Since 〈· , ·〉
a
is
positive definite we may assume 〈aX , aX〉a = 8. Let U : W → a3 be the linear map
defined by aX 7→ X, aY 7→ Y , aH 7→ H. Then (id, U) : ((l,Φl), a3) → ((l,Φl),W ) is
an isomorphism of pairs. Analogously, for aX ∈ n− we get an isomorphism (id, U) :
((l,Φl), aˆ3)→ ((l,Φl),W ).
We proceed with W⊥ instead of a, etc. The case l = sl(2,R) is treated in the same way.
In this case we use that 〈· , ·〉
a
is positive definite on a− to show that 〈· , ·〉
a
resticted to
W is non-degenerate. ✷
Theorem 5.6 If (g,Φ, 〈· , ·〉), Φ = (D, θ) is a non-semisimple indecomposable full ex-
trinsic symmetric triple of Lorentz type, then it is isomorphic to exactly one quadratic
extension dα,γ(l,Φl, a) associated with the data from the following list
1. l = 0, a = R2,0, Da(A1) = A2, Da(A2) = −A1, a+ = span{A1}, a− = span{A2},
where A1, A2 is the standard basis of R
2,0
2. l = R2 = span{X,Y }, Dl(X) = Y , Dl(Y ) = −X, l+ = R ·X, l− = R · Y,
(a) a = R0,1, Da = 0, a = a−, ρ = 0,
α(X,Y ) = A0, where A0 is the standard basis of R
0,1, γ = 0;
(b) a = R1,0, Da = 0, a = a−, ρ = 0,
α(X,Y ) = A0, where A0 is the standard basis of R
1,0, γ = 0;
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3. l = h(1) = {[X,Y ] = Z}, Dl(X) = Y , Dl(Y ) = −X, Dl(Z) = 0
l+ = R ·X, l− = span{Y,Z},
a = R2, Da(A1) = A2, Da(A2) = −A1, a+ = R · A2, a− = R · A1, where
A1, A2 is the standard basis of R
2, ρ = 0,
α(X,Z) = A1, α(Y,Z) = A2, α(X,Y ) = 0, γ = 0;
4. l = su(2) = {[H,X] = 2Y, [H,Y ] = −2X, [X,Y ] = 2H}, Dl = 12ad(X),
l+ = R ·H, l− = span{X,Y },
a = (a3)
k ⊕ (aˆ3)l ⊕ (a4)m, k, l,m ∈ N,
α = 0, γ(H,X, Y ) = 4c, c ∈ R;
5. l = sl(2,R) = {[H,X] = 2Y, [H,Y ] = 2X, [X,Y ] = 2H}, Φl = (Dl, θl) as in 3.,
a = (a3)
k ⊕ (aˆ3)l ⊕ (a4)m, k, l,m ∈ N,
α = 0, γ(H,X, Y ) = 4c, c ∈ R.
Proof. We already know that g ∼= dα,γ(l,Φl, a) for an (R,Z2)-equivariant Lie algebra
(l,Φl), an orthogonal (l,Φl)-module a and an indecompoable cohomology class [α, γ] ∈
H2Q(l,Φl, a)0/Gl,Φl,a, where all these data are uniquely determined. In Propositions 5.3,
5.4 and 5.5 we determined all candidates for (l,Φl) and a. Let us compute H2Q(l,Φl, a)0
for these (l,Φl) and a. All these cohomologies can be easily computed directly. Here
we will use our computations in [KO1]. The case l = 0 is trivial. Suppose l = R2. By
Prop. 5.4 the l-module a is trivial. Since g is indecomposable a is in the image of α,
thus either a = 0 or a is one-dimensional and a = a+−. Then [KO1], Lemma 6.8. implies
that
C2(l, a) \ {0} ∋ α 7−→ [α, 0] ∈ H2Q(l,Φl, a)0
is a bijection. Hence a 6= 0 and H2Q(l,Φl, a)0/Gl,Φl,a consists of exactly one element.
Now take l = h(1). Again a is a trivial l-module by Prop. 5.4. Define
Zl := {α ∈ C2(l, a) | α(X,Y ) = 0, α(X,Z) ∈ a−−, D(α(X,Z)) = α(Y,Z)}
By [KO1], Lemma 6.7.
{α ∈ Zl | α 6= 0, α(l, l) = a} −→ H2Q(l,Φ, a)0, α 7−→ [α, 0]
is a bijection. In particular, a is two-dimensional and H2Q(l,Φl, a)0/Gl,Φl,a consists of
one element.
For l ∈ {sl(2,R), su(2)} we determined all possible (l,Φl)-modules in Prop. 5.5. Let a be
such a module. Since l is semisimple we have H2(l, a)=0. Furthermore, C3(l) = R · γ0
for γ0 := Bl([· , ·], ·), where Bl is the Killing form of l. Now one easily shows that
C3(l) −→ H2Q(l,Φ, a)0, γ 7−→ [0, γ]
is a bijection. Since in this case Gl,Φl,a acts trivially onH2Q(l,Φ, a)0 the assertion follows.
✷
If we integrate these triples, i.e., if we determine the associated extrinsic symmetric
space Mg,Φ →֒ g− for each triple (g,Φ, 〈· , ·〉) occuring in Theorem 5.6 we obtain the
following classification result.
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Corollary 5.7 If M →֒ V is a non-semisimple indecomposable full extrinsic symmetric
space of Lorentz type, then it is isometric to exactly one of the following spaces:
1. M = V = R1,0.
2. V ∈ {R1,2,R2,1}, where 〈· , ·〉V = 2dx1dx3 ± dx22;
M ∼= R1,1 is the image of
R
2 −→ V, (r, s) 7−→ (r, s2, s).
3. V = R2,3, where 〈· , ·〉V = 2dx1dx4 + 2dx2dx5 + dx23;
M ∼= R1,2 is the image of
R
3 −→ V, (r, s, t) 7−→ (s,−rt+ r4/4, t, r, r2).
4. V = R2,2+k+2l+2m with coordinates (w1, w2, x, y, yˆ, z, zˆ, w3, w4), x ∈ Rk, y, yˆ ∈
R
l, z, zˆ ∈ Rm and 〈· , ·〉V = 2dw1dw3 + 2dw2dw4 + dx2 + dy2 + dyˆ2 + dz2 + dzˆ2;
M is the image of
R
2+k+l+m −→ V
(r, t, s, v, u) 7−→
(
−(|s|2 + |v|2 + 12 |u|2 + c) cos r − (rc+ t) sin r + c,
−(|s|2 + |v|2 + 12 |u|2 + c) sin r + (rc+ t) cos r, −s,
v cos r, −v sin r, u cos r2 , u sin r2 , 12(cos r − 1), 12 sin r
)
,
where r, t ∈ R, s ∈ Rk, v ∈ Rl, u ∈ Rm.
M has signature (1, 1 + k + l +m) and is isometric to a product Rl × M¯ (k,m),
where M¯(k,m) is covered by the Cahen-Wallach space
M(0, k +m; (1, . . . , 1︸ ︷︷ ︸
m times
, 2, . . . , 2︸ ︷︷ ︸
k times
)).
5. V = R2+l+m,2+k+l+m with coordinates (w1, w2, x, y, yˆ, z, zˆ, w3, w4), x ∈ Rk, y, yˆ ∈
R
l, z, zˆ ∈ Rm and 〈· , ·〉V = 2dw1dw3 + 2dw2dw4 + dx2 + dy2 − dyˆ2 + dz2 − dzˆ2;
M is the image of
R
2+k+l+m −→ V
(r, t, s, v, u) 7−→
(
−(|s|2 + |v|2 + 12 |u|2 − c) cosh r − (rc+ t) sinh r − c,
(|s|2 + |v|2 + 12 |u|2 − c) sinh r + (rc+ t) cosh r, −s, v cosh r,
v sinh r, u cosh r2 , −u sinh r2 , 12 (cosh r − 1), 12 sinh r
)
,
where r, t ∈ R, s ∈ Rk, v ∈ Rl, u ∈ Rm.
M has signature (1, 1 + k + l +m) and is isometric to the product
M(l, k,m) := Rl ×M(k +m, 0; (1, . . . , 1︸ ︷︷ ︸
m times
, 2, . . . , 2︸ ︷︷ ︸
k times
)).
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Remark 5.8 Note that in item 4 the Lorentzian manifold Rl × M¯(0,m) (with its
intrinsic metric) is a two-fold Riemannian covering of Rl × M¯(m, 0). In item 5 the
manifold M(l, 0,m) is even isometric to M(l,m, 0) (but not extrinsic isometric for
m 6= 0). Choosing k = m = 0 in items 4 and 5 we get indecomposable embeddings of
flat spaces R1,1+l →֒ R2,2+2l and R1,1+l →֒ R2+l,2+l, respectively.
Proof of Corollary 5.7. Recall from [K] that Mg,Φ →֒ g− is the submanifold G+(0),
where
G+ := 〈 exp(φ(X)) | X ∈ g+ 〉
with φ(X) = ((adX)|g− ,−D(X)) ∈ so(g−) ⋉ g−. The computation of items 1, 2 and
3 from Thm. 5.6, 1 – 3 is easy. Let us consider the cases 4 and 5. Let G˜+ be the
simply connected Lie group associated with g+. This group is the transvection group
of a Cahen-Wallach space. Cahen and Wallach [CW] proved that G˜+ can be identified
with g+ = l
∗
+ ⊕ a+ ⊕ l+ with group multiplication
(Z,A,L)(Z¯ , A¯, L¯) = (Z + Z¯ +
1
2
[
e−adL¯(A), A¯
]
, e−adL¯(A) + A¯, L+ L¯)
where [· , ·] and ad are the operations in g+. See also [Neu] for a detailed proof or [KO3]
for a proof using the same notation as the present paper. Note that G˜++
∼= a++ ⊂ G˜+ ∼=
l∗+ ⊕ a+ ⊕ l+ is the connected subgroup with Lie algebra g++ ⊂ g. Moreover,
s : G˜+/G˜
+
+ −→ G˜+, (Z,A+ +A−, L) · G˜++ 7−→ (Z + 12 [A+, A−], A−, L),
with A+ ∈ a++, A− ∈ a−+ is a global section of the projection G˜+ → G˜+/G˜++. The image
of s equals g−+ ⊂ G˜+. Note that (Z,A,L) = (0, 0, L)(Z,A, 0) = exp(L) exp(Z+A) holds
in G˜+. Hence l
∗
+ ⊕ a−+ ⊕ l+ ∋ Z + A− + L 7→ exp(L) exp(Z + A) ∈ G˜+ is a bijection
from the subspace g−+ of the Lie algebra g+ onto the image of s. Since G˜+ is a covering
of G+ we obtain M as the image of
ι : l∗+ ⊕ a−+ ⊕ l+ −→ g−, Z +A− + L 7−→ (expΦ(L) · expΦ(Z +A))(0).
Now let us compute the image of ι. Take an orthonormal basis a1, . . . , ak of (a3
−
+)
k,
an orthonormal basis aˆ1, . . . , aˆl of (aˆ3
−
+)
l and an orthonormal basis b1, . . . , bm of (a4
−
+)
m.
Then σX , σY ,
1
2Xa1, . . . ,
1
2Xak,
1
2Xaˆ1, . . . ,
1
2Xaˆl,
κ
2Y aˆ1, . . . ,
κ
2Y aˆl,−Xb1, . . . ,−Xbm,
κY b1, . . . , κY bm,X, Y is an orthonormal basis of g−. Using this basis we identify
(g−, 〈· , ·〉|g−) with (V, 〈· , ·〉V ). We compute
(
expΦ(
r
2
H) · expΦ(tσH +
k∑
i=1
siai +
l∑
i=1
viaˆi +
m∑
i=1
uibi)
)
(0)
with respect to the chosen basis and obtain the formulas claimed in items 4 and 5. ✷
Remark 5.9 A direct calculation shows that the mean curvature vector h satisfies
1. h = 0 for all manifolds in Cor. 5.7, 1–3, and
2. h = C · σX with C = −(4 + 2(k + l) +m))/(2 + k + l +m) for all manifolds in
Cor. 5.7, 4–5, including the flat ones.
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5.4 Extensions to full weak triples
5.4.1 The problem
In Section 5.3 we classified all Lorentzian extrinsic symmetric spaces that are full in
some pseudo-Euclidean space. Now we want to extend this classification to the case
of Lorentzian extrinsic symmetric spaces M →֒ Rp,q for which the minimal affine sub-
space V containing M can be degenerate. As explained in [K] it suffices to classify full
Lorentzian extrinsic symmetric spaces in (possibly degenerate) inner product spaces.
This classification problem is equivalent to the classification of full weak extrinsic sym-
metric triples of Lorentz type. In the following we will often denote a weak extrinsic
symmetric triple just by the symbol of the underlying Lie algebra. Let us recall the
relation of extrinsic symmetric triples and weak extrinsic symmetric triples from [K].
Let R be a finite-dimensional real vector space. We consider R as an abelian Lie algebra.
Then R together with the trivial inner product 〈· , ·〉 = 0, the trivial derivation D = 0
and the involution θ = −id can be understood as a weak extrinsic symmetric triple.
A normal extension of an extrinsic symmetric triple (g,Φ, 〈· , ·〉) by R is a short exact
sequence of weak extrinsic symmetric triples
0 −→ R −→ g˜ −→ g −→ 0.
Each such sequence is a central extension of the underlying Lie algebras. In partic-
ular, equivalence classes of normal extensions of (g,Φ, 〈· , ·〉) by R are classified by
H2(g, R)D− := {a ∈ H2(g, R) | θ(a) = −a, Da = 0}, where R is considered as a trivial
g-module. The weak extrinsic symmetric triple g˜ is full if and only if g is full and if the
associated cohomology class [ω] satisfies ω(ker [· , ·]|
g
−
−
∧g−
+
) = R.
If (g˜, Φ˜, 〈· , ·〉˜ ) is a weak extrinsic symmetric triple and R := g˜⊥ is its metric radical,
then g˜/R together with the structure (Φ, 〈· , ·〉) induced by (Φ˜, 〈· , ·〉˜ ) is an extrinsic
symmetric triple and (g˜, Φ˜, , 〈· , ·〉˜ ) is a normal extension of (g,Φ, 〈· , ·〉) by R. In partic-
ular, isomorphism classes of weak extrinsic symmetric triples (g˜, Φ˜, 〈· , ·〉˜ ) with metric
radical R and g˜/R ∼= g (as extrinsic symmetric triples) correspond bijectively to the
elements of H2(g, R)D−/(Aut(g,Φ, 〈· , ·〉)×GL(R)).
The latter result together with Lemma 4.1 shows that each weak extrinsic symmet-
ric triple (g,Φ, 〈· , ·〉) decomposes into a direct sum (g, 〈· , ·〉,Φ) = (g1,Φ1, 〈· , ·〉1) ⊕
(g2,Φ2, 〈· , ·〉2), where (g1,Φ1, 〈· , ·〉1) is a semisimple extrinsic symmetric triple or zero
and (g2,Φ2, 〈· , ·〉2) is a weak extrinsic symmetric triple which arises as a central exten-
sion of an extrinsic symmetric triple without simple ideals.
5.4.2 Second cohomology and derivations
We denote by Der(g) the Lie algebra of antisymmetric derivations of the metric Lie
algebra (g, 〈· , ·〉). Moreover, we consider
Der(g)D− := {ϕ ∈ Der(g) | ϕ ◦D = D ◦ ϕ, θ ◦ ϕ = −ϕ ◦ θ}
and the Lie algebra of outer derivations
Out(g)D− := Der(g)
D
−/ad(g
+
−).
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Lemma 5.10 There is an isomorphism H2(g,R)D−
∼= Out(g)D− .
Proof. We consider the map
ι : Der(g) ∋ ϕ 7−→ ωϕ := 〈ϕ(·), · 〉 ∈ Z2(g,R). (4)
Since 〈· , ·〉 is non-degenerate this map is an isomorphism. Moreover,
ω ∈ B2(g,R) ⇔ ∃ η ∈ C1(g,R) : ω = dη ⇔ ∃ η ∈ C1(g,R) : ω = −η([· , ·])
⇔ ∃X ∈ g : ω = 〈X, [· , ·]〉 ⇔ ∃X ∈ g : ω = 〈ad(X)(·), · 〉
⇔ ω ∈ ι(ad(g))
The conditionsD◦ϕ = ϕ◦D and θ◦ϕ = −ϕ◦θ translate intoDωϕ = 0 and θ∗ωϕ = −ωϕ,
which completes the proof of the proposition. ✷
Proposition 5.11 Let g = dα,γ(l,Φl, a) be balanced. Then ϕ : g → g is an element of
Der(g)D− if and only if
ϕ =


−Sˆ∗ −τˆ∗ σˆ
0 −Uˆ τˆ
0 0 Sˆ

 : l
∗ ⊕ a⊕ l −→ l∗ ⊕ a⊕ l (5)
and
(i) Sˆ : l → l is a derivation satisfying Dl ◦ Sˆ = Sˆ ◦Dl and θl ◦ Sˆ = −Sˆ ◦ θl,
Uˆ : a → a is a linear antisymmetric map that satisfies Da ◦ Uˆ = Uˆ ◦ Da and
θa ◦ Uˆ = −Uˆ ◦ θa, and, moreover
ρ(Sˆ(L)) = [ρ(L), Uˆ ]
holds for all L ∈ l;
(ii) the bilinear map σˆ : l⊗ l→ R defined by σˆ(L1, L2) := σˆ(L1)(L2) is antisymmetric
and τˆ ∈ C1(l, a), σˆ ∈ C2(l, a) satisfy
(θl, θa)
∗τˆ = −τˆ , θ∗l σˆ = −σˆ, (etDl , e−tDa)∗τˆ = τˆ , (etDl)∗σˆ = σˆ,
for all t ∈ R; and
(iii) the equations
Uˆ(α(L1, L2)) + α(SˆL1, L2) + α(L1, SˆL2) = −dτˆ(L1, L2)
γ(SˆL1, L2, L3) + γ(L1, SˆL2, L3) + γ(L1, L2, SˆL3) = −(dσˆ + 〈α ∧ τˆ〉)(L1, L2, L3)
hold for all L1, L2, L3 ∈ l.
Proof. Roughly speaking, Der(g)D− differs from the Lie algebra of the automorphism
group Aut(g) of the extrinsic symmetric triple g just by the commutation rule for θ.
Hence we can determine Der(g)D− by differentiating Equation (3) and the Conditions
(i), (ii), (iii) in Prop. 4.6 and by changing the sign in all corresponding commutation
rules for θl and θa. Of course, the assertion can also be easily verified by a direct
computation. ✷
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Definition 5.12 Let be given a derivation Sˆ : l → l, an antisymmetric linear map
Uˆ : a → a, a linear map τˆ : l → a, a cochain σˆ ∈ C2(l) and define σˆ : l → l∗ by
σˆ(L1)(L2) := σˆ(L1, L2) for L1, L2 ∈ l. Then we can define a linear map ϕ : l∗⊕ a⊕ l→
l∗ ⊕ a⊕ l by (5). We will denote this map by ϕ(Sˆ, Uˆ , τˆ , σˆ).
The action of Aut(g) on Z2(g,R) translates into the adjoint action on Der(g). More
exactly, the map ι defined in (4) has the property
F ∗(ι(ϕ)) = ι(F−1ϕF )
for all F ∈ Aut(g) and ϕ ∈ Der(g).
5.4.3 Decomposability
A weak extrinsic symmetric triple is called decomposable if it is the direct sum of two
non-trivial weak extrinsic symmetric triples. Otherwise it is called indecomposable.
Any weak extrinsic symmetric triple of Lorentz type decomposes into an indecompos-
able weak extrinsic symmetric triple of Lorentz type and a (possibly trivial) Riemannian
weak extrinsic symmetric triple. Obviously, the triple is full if and only if both sum-
mands are full. Since our aim is the classification of all full weak extrinsic symmetric
triples of Lorentzian type we have to classify all indecomposable and full weak extrinsic
symmetric triples which have Lorentzian or Riemannian type.
Let g˜ be an indecomposable and full weak extrinsic symmetric triple of Lorentzian or
Riemannian type. As above we define R := g˜⊥. Then the extrinsic symmetric triple
g˜/R is not necessarily indecomposable. However, the following holds.
Proposition 5.13 A weak extrinsic symmetric triple (g˜, Φ˜, 〈· , ·〉˜ ) of Riemannian type
is full and indecomposable if and only if
1. g˜ is an indecomposable semisimple extrinsic symmetric triple; or
2. g := g˜/R = a0 = a
−
0 is abelian and and has a positive definite scalar product; and
the cohomology class [ω] ∈ H2(g, R)D− defined by the sequence 0→ R→ g˜→ g→ 0
does not decompose as a sum [ω′] + [ω′′] for which
ω′(a′0, a
′
0) ⊂ R′, ω′(a′′0, a0) = 0, ω′′(a′′0 , a′′0) ⊂ R′′, ω′′(a′0, a0) = 0
for some decompositions a0 = a
′
0 ⊕ a′′0, R = R′ ⊕ R′′ with a′0 ⊕ R′ 6= 0 and
a′′0 ⊕R′′ 6= 0. ✷
Proposition 5.14 A weak extrinsic symmetric triple (g˜, Φ˜, 〈· , ·〉˜ ) of Lorentz type is
full and indecomposable if and only if
1. g := g˜/R = g1 ⊕ a0 (direct sum of extrinsic symmetric triples), where g1 is
indecomposable of Lorentz type and a0 = a
−
0 is abelian and positive definite; and
2. the cohomology class [ω] ∈ H2(g, R)D− defined by the sequence 0→ R→ g˜→ g→ 0
is not in the Aut(g1 ⊕ a0)-orbit of a class [ω′] + [ω′′] satisfying
ω′(g1 ⊕ a′0, g1 ⊕ a′0) ⊂ R′, ω′(a′′0 , g) = 0, ω′′(a′′0, a′′0) ⊂ R′′, ω′′(g1 ⊕ a′0, g) = 0
for some decompositions a0 = a
′
0 ⊕ a′′0, R = R′ ⊕R′′ with a′′0 ⊕R′′ 6= 0; and
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3. g1 is full.
Proof. Let (g˜, Φ˜, 〈· , ·〉˜ ) be full and indecomposable. As explained in Section 5.1 we
have g˜/R = g1 ⊕ g2, where g1 is a full and indecomposable extrinsic symmetric triple
of Lorentzian type and g2 is a full extrinsic symmetric triple of Riemannian type. The
Riemannian part g2 cannot contain simple ideals. Indeed, otherwise g2 = g
′
2⊕g′′2, where
g′′2 is semisimple. In particular, H
1(g′′2 , R) = H
2(g′′2 , R) = 0. This would imply that g˜
is decomposable since under these assumptions H2(g˜/R,R) = H2(g1 ⊕ g′2, R) by the
Ku¨nneth formula. Hence g˜ would be decomposable into g′′2 and an extension of g1⊕ g′2.
Thus g2 does not contain simple ideals, hence g2 =: a0 is abelian by Prop. 5.2. If [ω]
were in the Aut(g1⊕a0)-orbit of a class [ω′]+[ω′′] as in 2., there would exist a morphism
of short exact sequences
0 → R → g˜ → g1 ⊕ a0 → 0
↓ ↓ ↓
0 → R′ ⊕R′′ → g˜′ ⊕ g˜′′ → (g1 ⊕ a′0)⊕ a′′0 → 0 ,
(6)
where all vertical maps are isomorphisms. Hence g˜ would be decomposable.
Now let g˜ be decomposable or not full and assume that the conditions 1. and 3. hold.
We have to show that condition 2. cannot be satisfied. If g˜ is decomposable, then
g˜ = g˜′⊕ g˜′′, where g˜′ is a weak extrinsic symmetric triple of Lorentzian type and g˜′′ is a
weak extrinsic symmetric triple of Riemannian type. Let R = g˜∩ g˜⊥, R′ = g˜′∩(g˜′)⊥ and
R′′ = g˜′′ ∩ (g˜′′)⊥ be the metric radicals of g˜, g˜′ and g˜′′, respectively. Then R = R′ ⊕R′′
and g1 ⊕ a0 = g˜′/R′ ⊕ g˜′′/R′′. Since the summands of any decomposition of g1 ⊕ a0
into indecomposable extrinsic symmetric triples are unique up to isomorphisms we get
g˜′/R′ ∼= g1 ⊕ a′0 and g˜′′/R′′ ∼= a′′0, where a0 = a′0 ⊕ a′′0. Hence there exists a morphism
of short exact sequences as in (6). In particular, [ω] is in the Aut(g1 ⊕ a0)-orbit of
a class [ω′] + [ω′′], where ω′(g1 ⊕ a′0, g1 ⊕ a′0) ⊂ R′, ω′(a′′0, g) = 0, ω′′(a′′0 , a′′0) ⊂ R′′,
ω′′(g1 ⊕ a′0, g) = 0. Now suppose that g˜ is not full and assume that the conditions 1.
and 3. hold. We will show that in this case g˜ is decomposable, which will finish the
proof. If g˜ is not full, then there exists an element X ∈ g˜+− such that X 6∈ [g˜−+, g˜−−]. Since
g˜/R is full there is an element r ∈ R such that X + r ∈ [g˜−+, g˜−−] thus r 6∈ [g˜−+, g˜−−]. Now
choose a subspace U ⊂ g˜ that is complementary to R·r in g˜+− and that contains [g˜−+, g˜−−].
Then g2 := g˜+ ⊕U ⊕ g˜−− is a weak extrinsic symmetric triple. Hence g˜ = g2 ⊕R · r is a
direct sum of non-trivial weak extrinsic symmetric triples. ✷
Next we determine H2(g1 ⊕ a0, R) for all relevant cases in Prop. 5.13 and Prop. 5.14.
5.4.4 Riemannian type
As in the previous section let a0 = a
−
0 be abelian and let the scalar product on a0
be positive definite. Let S2(V,W ) denote the space of symmetric bilinear maps from
V × V to W .
Proposition 5.15 We have H2(a0, R)
D
−
∼= S2((a0)−, R).
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Proof. Obviously, Out(a0)
D
− = so(a0)
D
− := {ϕ ∈ so(a0) | ϕ ◦ θ = −θ ◦ ϕ, ϕ ◦D = D ◦ ϕ}
and
so(a0)
D
− −→ Sym2((a0)∗−), ϕ 7−→ 〈ϕ ◦D(·), · 〉 (7)
is an isomorphism. This gives H2(a0, R)
D
−
∼= Out(a0)D− ⊗ R ∼= Sym2((a0)∗−) ⊗ R ∼=
S2((a0)−, R). ✷
This immediately implies:
Proposition 5.16 There is a bijection from H2(a0, R)
D
−/(Aut(a0)×GL(R)) to
S2((a0)−, R)/(O((a0)−)×GL(R)),
where O((a0)−)×GL(R) acts in the natural way.
Definition 5.17 An element B ∈ S2((a0)−, R) is called decomposable if there are de-
compositions R = R′⊕R′′ and (a0)− = a′⊕a′′, a′ ⊥ a′′ with a′⊕R′ 6= 0 and a′′⊕R′′ 6= 0
such that
B(a′, a′) ⊂ R′, B(a′′, a′′) ⊂ R′′, B(a′, a′′) = 0.
Obviously, decomposability of B only depends on the Aut(a0)×GL(R)-orbit [B] of B,
hence we can speak of decomposable and indecomposable orbits. Prop. 5.13 now gives:
Proposition 5.18 The weak extrinsic symmetric triple corresponding to the orbit
[B] is full and indecomposable if and only if [B] is indecomposable.
5.4.5 Lorentz type
We have to determine H2(g, R)D− for all g = g1 ⊕ a0 with g1 = dα,γ(l,Φl, a) as listed in
Thm. 5.6. Since dα,γ(l,Φl, a) is balanced we can understand g as a balanced quadratic
extension dα,γ(l,Φl, a⊕ a0), where a0 is considered as trivial (l,Φl)-module.
The case l = 0 Here g is isomorphic to the abelian metric Lie algebra a2,0 := R2,0
with Da and θa determined by a
2,0 = (a2,0)−. Thus the problem reduces to determine
H2(a0)
D
− for an abelian Lie algebra a0 = a
−
0 with scalar product of index two. The
result is exactly the same as in Section 5.4.4 including indecomposability.
The case l = R2 Let g1 := dα,γ(l,Φl, a) be as defined in Thm. 5.6, 2. (a) or (b).
Lemma 5.19 For l = R2 and g = g1 ⊕ a0 with g1 := dα,γ(l,Φl, a) as considered above
H2(g, R)D−
∼= R ⊕ S2((a0)−, R) ⊕ (a0)− ⊗R.
Proof. We first compute ad(g+−). Let σX , σY be the basis of l
∗ that is dual to the basis
X,Y of l. We have g+− = R ·A0 and
[A0, l
∗ ⊕ a⊕ a0] = 0, [A0,X] = ±σY , [A0, Y ] = ∓σX ,
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where the sign depends on the choice of the scalar product on a according to Thm. 5.6,
2. (a) or (b). Hence
ad(g+−) = {ϕ ∈ Der(g)D− | ϕ = ϕ(0, 0, 0, σˆ)}
and, consequently,
Out(g)D−
∼= {ϕ(Sˆ, Uˆ , τˆ , σˆ) ∈ Der(g)D− | σˆ = 0}.
Let us check which ϕ(Sˆ, Uˆ , τˆ , 0ˆ) are in Der(g)D− . The linear map Sˆ : l→ l is a derivation
satisfying Dl ◦ Sˆ = Sˆ ◦ Dl and θl ◦ Sˆ = −Sˆ ◦ θl if and only if Sˆ(X) = µY and
Sˆ(Y ) = −µX for some µ ∈ R. Furthermore, Uˆ : a ⊕ a0 → a ⊕ a0 is antisymmetric
and satisfies Da ◦ Uˆ = Uˆ ◦ Da and θa ◦ Uˆ = −Uˆ ◦ θa if and only if Uˆ(A0) = 0 and
Uˆ |a0 ∈ so(a0)D− . As in (7) we have so(a0)D− ∼= Sym2((a0)∗−). Let b ∈ Sym2((a0)∗−) be
the element corresponding to Uˆ under this isomorphism. The cochain τˆ ∈ C1(l, a)
satisfies Condition (ii) in Prop. 5.11 if and only if τˆ(X) = aˆ and τˆ(Y ) = Da(aˆ) for
some aˆ ∈ (a0)−. The remaining conditions in Prop. 5.11 are trivially satisfied. This
gives us an isomorphism
Out(g)D− −→ R⊕ Sym2((a0)∗−)⊕ (a0)−
ϕ(Sˆ, Uˆ , τˆ , 0) 7−→ (µ, b, aˆ). (8)
Tensoring by R gives the assertion of the proposition. ✷
Abbreviating our notation we will write Aut(g) for the automorphism group of the
extrinsic symmetric triple g. In the following proposition we use the notation from
Definition 4.7 for g = dα,γ(l,Φl, a ⊕ a0).
Proposition 5.20 The automorphism group Aut(g) equals

F (S,U, τ, σ)
∣∣∣∣∣∣∣
U(A0) = A0, U((a0)−) = (a0)−, U |(a0)+ = −DaU |(a0)−Da,
S = ±id, τ(Y ) =: a¯ ∈ (a0)−, τ(X) = −Da(a¯), σ = 0

 .
In particular, it is isomorphic to the semidirect product (Z2 ×O((a0)−)) ⋉ (a0)−.
Proof. Let F (S,U, τ, σ) be an automorphism of dα,γ(l,Φl, a⊕ a0). Since θlS = Sθl, the
isomorphism S : l → l must satisfy S(X) = λX, S(Y ) = µY . The condition DlS = SDl
now implies λ = µ. Because of DaU = UDa we have U(A0) = κA0, κ = ±1. Thus
also U(a0) = a0, which implies U((a0)−) = (a0)− and U |(a0)+ = −DaU |(a0)−Da by
Da-invariance of U . Moreover, dτ = 0 implies
A0 = α(X,Y ) = (U ◦ S∗α)(X,Y ) = κλ2A0,
thus 1 = κλ2 = κ. Finally, σ(X,Y ) = (θ∗l σ)(X,Y ) = −σ(X,Y ) implies σ = 0.
Conversely, if S,U, τ, σ are given as in the proposition, then one easily checks that
F (S,U, τ, σ) is an automorphism.
Since U is defined by U¯ := U |(a0)− and τ is defined by τ(Y ) =: a¯ ∈ (a0)− the map
Aut(g) −→ (Z2 ×O((a0)−)) ⋉ (a0)−
F (λ · id, U−1, λU−1 ◦ τ, 0) 7−→ (λ, U¯ , a¯) (9)
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is bijective. Moreover, denoting the preimage F (λ · id, U−1, λU−1 ◦ τ, 0) of (λ, U¯ , a¯) by
f(λ, U¯ , a¯) we obtain
f(λ1, U¯1, a¯1) · f(λ2, U¯2, a¯2) = f(λ1λ2, U¯1U¯2, a¯1 + λ1U¯1a¯2).
✷
We consider (a0)− as a Euclidean space and denote by Iso((a0)−) := O((a0)−) ⋉ (a0)−
its affine isometry group. Elements of this group are denoted by (U¯ , a¯), where U¯ ∈
O((a0)−) and a¯ ∈ (a0)−. As usual (·)♯ : a∗0 ⊗ R → a0 ⊗ R will denote the isomorphism
defined by 〈· , ·〉
a
.
Proposition 5.21 There is a bijection from H2(g, R)D−/(Aut(g)×GL(R)) to
(
R⊕ S2((a0)−, R)⊕ (a0)− ⊗R
)
/(Iso((a0)−)×GL(R)),
where (U¯ , a¯) ∈ Iso((a0)−) acts by
(r0, B, η) ∗ (U¯ , a¯) =
(
r0, U¯
∗B, U¯−1(η −B(a¯, · )♯ − a¯⊗ r0)
)
,
and g ∈ GL(R) acts on each summand in a natural way.
Proof. First we determine the action of Aut(g) on H2(g,R)D−
∼= Out(g)D− . Let φ(µ, b, aˆ)
be the preimage of (µ, b, aˆ) under the map (8). Then
f(λ, U¯ , a¯)−1 · φ(µ, b, aˆ) · f(λ, U¯ , a¯) ≡ φ(µ, U¯∗b, λU¯−1(aˆ− b(a¯, · )♯ − µa¯)) mod ad(g+−).
Now tensoring by R gives the asserted formula for the action.
In particular, the element (−1,−id, 0) ∈ (Z2×O((a0)−))⋉(a0)− acts as identity. Hence
the orbits of (Z2 × O((a0)−)) ⋉ (a0)− are equal to the orbits of O((a0)−) ⋉ (a0)− =
Iso((a0)−). ✷
Definition 5.22 An element (r0, B, η) ∈ R ⊕ S2((a0)−, R) ⊕ (a0)− ⊗ R is called de-
composable if and only if there are decompositions R = R′ ⊕ R′′ and (a0)− = a′ ⊕ a′′,
a′ ⊥ a′′ with a′′ ⊕R′′ 6= 0 such that
(i) r0 ∈ R′;
(ii) B(a′, a′) ⊂ R′, B(a′′, a′′) ⊂ R′′, B(a′, a′′) = 0;
(iii) ∃ η′ ∈ a′ ⊗R′ ∃ a′′ ∈ a′′ : η = η′ + a′′ ⊗ r0 +B(a′′, · )♯.
Otherwise (r0, B, η) is called indecomposable.
Decomposability of (r0, B, η) only depends on the Aut(a0) × GL(R)-orbit [r0, B, η]
of (r0, B, η), hence we can speak of decomposable and indecomposable orbits.
Proposition 5.23 The weak extrinsic symmetric triple corresponding to the orbit
[r0, B, η] is full and indecomposable if and only if [r0, B, η] is indecomposable.
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Proof. We apply Prop. 5.14. In our situation the first and the third condition of
Prop. 5.14 are obviously satisfied. Let us turn to the second condition. We reformulate
decomposability for [ω] ∈ H2(g, R)D− in terms of the element (r0, B, η) corresponding to
[ω] under the isomorphism H2(g, R)D−
∼= R⊕S2((a0)−, R)⊕(a0)−⊗R. The cohomology
class [ω] is in the Aut(g)-orbit of a class [ω′] + [ω′′] as described in the second conditon
of Prop. 5.14 if and only if
(r0, B, η) = (r,B
′ +B′′, η′) ∗ (U¯ , a¯)
=
(
r, U¯∗(B′ +B′′), U¯−1(η′ − (B′ +B′′)(a¯, · )♯ − a¯⊗ r)
)
, (10)
where r ∈ R′, η′ ⊂ a′ ⊗R′ and
B′(a′, a′) ⊂ R′, B′(a′′, (a0)−) = 0, B′′(a′′, a′′) ⊂ R′′, B′′(a′, (a0)−) = 0
for a′ := (a′0)− and a
′′ := (a′′0)−. Assume that g is decomposable. Then Conditions (i)
– (iii) of Def. 5.22 hold for the decompositions R = R′ ⊕ R′′ and (a0)− = U¯−1(a′) ⊕
U¯−1(a′′). Indeed, by (10)
r0 = r ∈ R′
B(U¯−1(a′), U¯−1(a′)) = (B′ +B′′)(a′, a′) ⊂ R′
B(U¯−1(a′′), U¯−1(a′′)) = (B′ +B′′)(a′′, a′′) ⊂ R′′
B(U¯−1(a′), U¯−1(a′′)) = (B′ +B′′)(a′, a′′) = 0.
Furthermore, if we decompose a¯ = a¯′ + a¯′′ with respect to a′ ⊕ a′′, then
U¯−1(η′ − (B′ +B′′)(a¯, · )♯ − a¯⊗ r) = U¯−1(η′ −B′(a¯, · )♯ − a¯′ ⊗ r)− U¯−1(a¯′′)⊗ r
−B(U¯−1(a¯′′), · )♯
and U¯−1(η′ −B′(a¯, · )♯ − a¯′ ⊗ r) ⊂ U¯−1(a′)⊗R′.
Conversely, let (r0, B, η) satisfy Conditions (i) – (iii) of Def. 5.22 for decompositions
R = R′ ⊕R′′ and a = a′ ⊕ a′′. Define B′ := B ◦ pra′ , B′′ := B ◦ pra′′ . Then
(r0, B, η) = (r0, B
′ +B′′, η′ + a′′ ⊗ r0 + (B′ +B′′)(a′′, ·)♯)
= (r0, B
′ +B′′, η′) ∗ (id,−a′′),
hence (r0, B, η) satisfies (10). Thus g is decomposable. ✷
The case l = h(1) Let g1 := dα,γ(l,Φl, a) be as in Thm. 5.6, 3. defined.
Lemma 5.24 For l = h(1) and g = g1 ⊕ a0 with g1 := dα,γ(l,Φl, a) as considered above
H2(g, R)D−
∼= R ⊕ S2((a0)−, R) ⊕ (a0)− ⊗R.
Proof. First let us check which ϕ(Sˆ, Uˆ , τˆ , σˆ) are in Der(g)D− . The linear map Sˆ : l → l
is a derivation satisfying Dl ◦ Sˆ = Sˆ ◦Dl and θl ◦ Sˆ = −Sˆ ◦ θl if and only if Sˆ(X) = µY ,
Sˆ(Y ) = −µX and S(Z) = 0 for some µ ∈ R. The cochain τˆ ∈ C1(l, a) satisfies
Condition (ii) in Prop. 5.11 if and only if τˆ(X) = aˆ, τˆ(Y ) = Da(aˆ) and τˆ(Z) = 0 for
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some aˆ ∈ R ·A1⊕ (a0)−. Furthermore, Uˆ : a⊕a0 → a⊕a0 is antisymmetric and satisfies
Da ◦ Uˆ = Uˆ ◦Da and θa ◦ Uˆ = −Uˆ ◦ θa as well as
Uˆ(α(L1, L2)) + α(SˆL1, L2) + α(L1, SˆL2) = −dτˆ(L1, L2) = 0
for all L1, L2 ∈ l if and only if Uˆ(A1) = −µA2, Uˆ(A2) = µA1 and Uˆ |a0 ∈ so(a0)D− . As in
(7) we have so(a0)
D
−
∼= Sym2((a0)∗−). Let b ∈ Sym2((a0)∗−) be the element corresponding
to Uˆ under this isomorphism. Now we consider σˆ : l → l∗. Then σˆ satisfies Condition
(ii) in Prop. 5.11 if and only if σˆ(X) = sσY , σˆ(Y ) = −sσX and σˆ(Z) = 0 for some
s ∈ R. The remaining conditions in Prop. 5.11 are trivially satisfied.
Now we determine ad(g+−). Here we have g
+
− = span{Z, σZ} and
[Z,X] = −A1, [Z, Y ] = −A2, [σZ ,X] = σY , [σZ , Y ] = −σX .
This gives an isomorphism
Out(g)D− −→ R⊕ Sym2((a0)∗−)⊕ (a0)−
ϕ(Sˆ, Uˆ , τˆ , σˆ) + ad(g+−) 7−→ (µ, b,pra0 aˆ).
Tensoring by R gives the assertion of the proposition. ✷
Proposition 5.25 The automorphism group Aut(g) of the extrinsic symmetric triple
g = g1 ⊕ a0 equals


F (S,U, τ, σ)
∣∣∣∣∣∣∣∣∣∣∣∣∣
S(X) = λX, S(Y ) = λY, S(Z) = Z,
U(A1) = λA1, U(A2) = λA2, λ = ±1,
U((a0)−) = (a0)−, U |(a0)+ = −DaU |(a0)−Da,
τ(Y ) =: a¯ ∈ (a0)−, τ(X) = −Da(a¯), τ(Z) = 0, σ = 0


.
In particular, it is isomorphic to the semidirect product (Z2 ×O((a0)−)) ⋉ (a0)−.
Proof. Let F (S,U, τ, σ) be an automorphism of dα,γ(l,Φl, a ⊕ a0). Since θlS = Sθl
and DlS = SDl, the isomorphism S : l → l must satisfy S(X) = λX, S(Y ) = λY
and S(Z) = µ(Z) for some µ, λ ∈ R. Because of [SX,SY ] = S[X,Y ] we get µ = λ2.
Condition (iii) of Prop. 4.6 gives
λ3U(A1) = (U ◦ S∗α)(X,Z) = α(X,Z) − dτ(X,Z) = A1.
Since U is an isometry we get λ = ±1. Moreover, DaU = UDa implies U(A2) = λA2.
Now we see U((a0)−) = (a0)− and U |(a0)+ = −DaU |(a0)−Da. Finally,
0 = (U ◦ S∗α)(X,Y ) = α(X,Y )− dτ(X,Y ) = −dτ(X,Y ) = τ([X,Y ]) = τ(Z)
and σ = 0 because of σ(X,Y ) = (θ∗l σ)(X,Y ) = −σ(X,Y ) and 0 = σ(DlL,Z) +
σ(L,DlZ) = σ(DlL,Z) for L ∈ {X,Y }.
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For λ = ±1 let the isomorphism Sλ : l → l be defined by Sλ(X) = λX, Sλ(Y ) = λY ,
Sλ(Z) = Z. As in the case l = R
2 we identify Aut(g) with (Z2 × O((a0)−)) ⋉ (a0)−.
Here we use the bijection
Aut(g) −→ (Z2 ×O((a0)−)) ⋉ (a0)−
F (Sλ, U
−1, λU−1 ◦ τ, 0) 7−→ (λ, U¯ , τ(Y )), (11)
where U¯ := U |(a0)− . ✷
In the same way as for l = R2 we obtain:
Proposition 5.26 There is a bijection between H2(g, R)D−/(Aut(g)×GL(R)) and
(
R⊕ S2((a0)−, R)⊕ (a0)− ⊗R
)
/(Iso((a0)−)×GL(R)),
where Iso((a0)−)×GL(R) acts on R⊕S2((a0)−, R)⊕(a0)−⊗R as defined in Prop. 5.21.
In particular, we have the same condition for decomposabiltity as for l = R2.
Proposition 5.27 The weak extrinsic symmetric triple corresponding to the orbit
(r0, η,B) · (Iso((a0)−)×GL(R)) is indecomposable if and only if (r0, η,B) is indecom-
posable in the sense of Definition 5.22.
The case l ∈ {sl(2,R), su(2)} Let g1 := dα,γ(l,Φl, a) be as in Thm. 5.6, 4. or 5. defined.
We introduce the notation
V := (a3)
k, Vˆ := (aˆ3)
l, W := (a4)
m.
Moreover, V := V ∩ a−−, Vˆ := Vˆ ∩ a−−, W := W ∩ a−−.
Lemma 5.28 For l ∈ {sl(2,R), su(2)} and g = g1 ⊕ a0 with g1 := dα,γ(l,Φl, a) as
considered above we have
H2(g, R)D−
∼= Hom(V ⊗ Vˆ , R)⊕ S2(W,R) ⊕ S2((a0)−, R).
Proof. Note first that in this case Condition (iii) in Prop. 5.11 reduces to the equation
dτˆ = 0, which is equivalent to τˆ = dA for some A ∈ a ⊕ a0 since l is semisimple.
Therefore we will assume that τˆ = dA holds and then confine ourselves to conditions
(i) and (ii).
Now we show that we can identify
Out(g)D−
∼= {ϕ(Sˆ, Uˆ , τˆ , σˆ) ∈ Der(g)D− | Sˆ = 0, τˆ = 0, σˆ = 0}.
Any derivation of l that satisfies the conditions in (i) is a multiple of ad(X). Hence for
any such Sˆ there is an inner derivation ϕ ∈ ad(g+−) such that ϕ = ϕ(Sˆ, Uˆ , 0, σˆ) for some
Uˆ and σˆ. The map τˆ = dA satisties the conditions in (ii) if and only if A ∈ a+−. For
τˆ = dA with A ∈ a+− there is a derivation ϕ ∈ ad(g+−) such that ϕ = ϕ(0, 0, τˆ , 0), namely
ϕ = −ad(A). The only linear maps σˆ : l → l∗ that satisfy the conditions in (ii) are
multiples of ad(σX)|l. Thus for all σˆ satisfying (ii) there exists a derivation ϕ ∈ ad(g+−)
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with ϕ = ϕ(0, 0, 0, σˆ). We conclude, that any outer derivation can be represented by a
map ϕ(0, Uˆ , 0, 0). Moreover, if ϕ = ϕ(0, Uˆ , 0, 0) is in ad(g−+), then ϕ = 0.
It remains to check which ϕ(0, Uˆ , 0, 0) are in Der(g)D− . This is equivalent to check which
Uˆ ∈ so(a ⊕ a0) commute with Da, anticommute with θa and satisfy [ρ(L), Uˆ ] = 0 for
all L ∈ l. The latter equation implies Uˆ(V⊕ Vˆ) ⊂ V⊕ Vˆ, Uˆ(W) ⊂ W and Uˆ(a0) ⊂ a0.
Moreover, it yields
U1 := Uˆ |V : V = V ∩ kerH −→ (V ∩ Vˆ) ∩ kerH.
Since Da ◦ Uˆ = Uˆ ◦Da and θa ◦ Uˆ = −Uˆ ◦ θa we get on the other hand
U1 : V = V ∩ a−− −→ (V⊕ Vˆ) ∩ a−+,
thus U1(V ) ⊂ Vˆ ∩ a−+ because of V ∩ kerH ∩ a−+ = 0. Conversely, if there is given a
linear map U1 : V → Vˆ ∩ a−+, then we can extend U1 in a unique way to a linear map
Uˆ : V → Vˆ such that [ρ(L)|V, Uˆ ] = 0 holds for all L ∈ l. Moreover, we can Uˆ further
extend to an antisymmetric map Uˆ ∈ so(V ⊕ Vˆ). This extension is also unique. It
automatically satisfies Da ◦ Uˆ = Uˆ ◦Da and θa ◦ Uˆ = −Uˆ ◦ θa. In particular, Uˆ |V⊕Vˆ
can be identified with the bilinear map b1 := 〈U1(·),D(·)〉 ∈ V ∗ ⊗ Vˆ ∗.
In a similar way we treat Uˆ |W. This map is completely determined by U2 := Uˆ |W :
W →W ∩ a−+. The antisymmetry of Uˆ implies
〈U2w1,Dw2〉 = 〈U2w2,Dw1〉 (12)
for all w1, w2 ∈ W . Conversely, any linear map U2 : W → W ∩ a−+ that satisfies (12)
defines uniquely an antisymmetric map Uˆ : W→W for which [ρ(L)|W, Uˆ ] = 0 holds for
all L ∈ l. This map automatically satisfies Da◦Uˆ = Uˆ ◦Da and θa◦Uˆ = −Uˆ ◦θa. Hence
Uˆ |W can be identified with the symmetric bilinear map b2 = 〈U2(·),D(·)〉 ∈ Sym2(W ∗).
Finally, as we already know, Uˆ |a0 ∈ so(a0) corresponds to an element b ∈ Sym2((a0)∗−).
This gives us an isomorphism
Out(g)D− −→ (V ∗ ⊗ Vˆ ∗)⊗ Sym2(W ∗)⊗ Sym2((a0)∗−)
ϕ = ϕ(0, Uˆ , 0, 0) 7−→ ( b1, b2, b ) .
Tensoring by R yields the assertion. ✷
Proposition 5.29 The automorphism group of the extrinsic symmetric triple g ⊕ a0
consists of all F (S,U, τ, σ) satisfying
S(X) = X, S(Y ) = λY, S(H) = λH, λ = ±1,
U((a0)−) = (a0)−, U |(a0)+ = −DaU |(a0)−Da,
U(V ) = V, U(Vˆ ) = Vˆ , U(W ) =W,
U |
a
−
+
= DaU |a−
−
D−1a , U |a+
+
= λY ◦ U |
a
−
−
◦ Y −1, U |
a
+
−
= λH ◦ U |
a
−
−
◦H−1,
τ = dA for some fixed A ∈ a++, and σ = 0.
In particular, it is isomorphic to
(
(Z2 ×O(V )×O(Vˆ )×O(W )) ⋉ a++
)
×O((a0)−).
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Proof. First note that S(X) = µ(X), S(Y ) = λY , S(H) = λ(H) holds for some
µ, λ ∈ R since S commutes with Dl and θl. Since S is a Lie algebra isomorphism
µ = λ2 must hold. We define the linear map Sλ : l→ l by Sλ(X) = X, Sλ(Y ) = λY and
Sλ(H) = λH. If U : a⊕ a0 → a⊕ a0 is an isometry that satisfies ρ(Sλ(·)) ◦U = U ◦ρ(·),
then U must respect the decomposition a = V ⊕ Vˆ ⊕W ⊕ a0. Moreover, if we take
into account that U commutes with D and θ, we see that U must have the properties
claimed in the proposition. Conversely, if U satisfies the conditions in the proposition,
then (Sλ, U
−1) : ((l,Φl), a⊕ a0)→ ((l,Φl), a ⊕ a0) is an isomorphism of pairs.
Since α = 0 we have dτ = 0. Because of H1(l, a⊕ a0) = 0 this implies τ = dA for some
A ∈ a. Now τ ∈ C1(l, a)(D,θ) yields A ∈ a++. Moreover, σ = 0 since C2(l)(D,θ) = 0.
Obviously, (Sλ, U)
∗(0, γ) = (0, γ)(τ, 0)−1 holds for any Sλ, U, τ as chosen above.
For any automorphism of pairs (Sλ, U
−1) : ((l,Φl), a⊕ a0)→ ((l,Φl), a ⊕ a0) we define
U¯1 := U |a−
−
∈ O(V )×O(Vˆ )×O(W ) ⊂ O(a−−), U¯2 := U |(a0)− ∈ O((a0)−).
Then
Aut(g⊕ a0) −→
(
(Z2 ×O(V )×O(Vˆ )×O(W )) ⋉ a++
)
×O((a0)−)
F (U−1, U−1dA ◦ Sλ, Sλ, 0) 7−→ (λ, U¯1, A, U¯2) (13)
is a group isomorphism. Here (λ, U¯1) ∈ Z2 × O(V ) × O(Vˆ ) × O(W ) acts on a++ by
λY ◦ U¯1 ◦ Y −1. ✷
Proposition 5.30 There is a bijection from H2(g, R)D−/(Aut(g)×GL(R)) to
(
Hom(V ⊗ Vˆ , R)/
O(V )×O(Vˆ ) ⊕
S2(W,R)/O(W ) ⊕ S
2((a0)−, R)/O((a0)−)
)
/GL(R),
where GL(R) and all orthogonal groups act in the natural way.
Proof. Take (b1, b2, b) ∈ (V ∗⊗ Vˆ ∗)⊗ Sym2(W ∗)⊗ Sym2((a0)∗−) and consider the corre-
sponding ϕ = ϕ(0, Uˆ , 0, 0) ∈ Out(g+−). Then the automorphism F := F (U−1, U−1dA ◦
Sλ, Sλ, 0) that corresponds to (λ, U¯1, A, U¯2) according to (13) acts by conjugation on
ϕ. One easily computes F−1ϕF ≡ ϕ(0, U−1UˆU, 0, 0)mod ad(g+−), which translates into
(b1, b2, b) ∗ (λ, U¯1, A, U¯2) = (U¯∗1 b1, U¯∗1 b2, U¯∗2 b)
Taking the tensor product by R gives the assertion. ✷
Definition 5.31 An element (B1, B2, B) ∈ Hom(V ⊗ Vˆ , R)×S2(W,R)×S2((a0)−, R)
is called decomposable if there are decompositions R = R′ ⊕ R′′ and (a0)− = a′ ⊕ a′′,
a′ ⊥ a′′ with a′′ ⊕R′′ 6= 0 such that
(i) B1(V, Vˆ ) ⊂ R′, B2(W,W ) ⊂ R′; and
(ii) B(a′, a′) ⊂ R′, B(a′′, a′′) ⊂ R′′, B(a′, a′′) = 0.
Decomposability of B only depends on the Aut(a0)×GL(R)-orbit of B, hence we can
speak of decomposable and indecomposable orbits.
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Proposition 5.32 The weak extrinsic symmetric associated to the orbit of (B1, B2, B)
is full and indecomposable if and only if (B1, B2, B) is indecomposable.
Summarizing the results of this section we obtain a classification of extrinsic symmetric
spaces of Lorentz type. Recall that a0 denotes an abelian extrinsic symmetric triple
(a0,Φa, 〈· , ·〉a), Φa = (Da, θa), for which 〈· , ·〉a is positive definite and D2a = −id.
Theorem 5.33 Each full weak extrinsic symmetric triple of Lorentz type that does not
have simple ideals is isomorphic to a normal extension of an extrinsic symmetric triple
dα,γ(l,Φl, a) ⊕ a0 by a vector space R, where dα,γ(l,Φl, a) is one of the full Lorentzian
extrinsic symmetric triples from Thm. 5.6. More exactly:
(i) Full and indecomposable weak extrinsic symmetric triples of Lorentz type that
are normal extensions of a˜ := R2,0 ⊕ a0 by R are in bijection to indecomposable
elements of the orbit space
S2(a˜−, R)/(O(a˜−)×GL(R)).
(ii) Full and indecomposable weak extrinsic symmetric triples of Lorentz type that are
normal extensions by R of dα,γ(l,Φl, a)⊕ a0 for dα,γ(l,Φl, a) as in Thm. 5.6, case
2 or case 3, are in bijection to indecomposable elements of the orbit space
(
R⊕ S2((a0)−, R)⊕ (a0)− ⊗R
)
/(Iso((a0)−)×GL(R)).
(iii) Full and indecomposable weak extrinsic symmetric triples of Lorentz type that are
normal extensions by R of dα,γ(l,Φl, a)⊕ a0 for dα,γ(l,Φl, a) as in Thm. 5.6, case
4 or case 5, are in bijection to indecomposable elements of the orbit space
(
Hom(V ⊗ Vˆ , R)/
O(V )×O(Vˆ ) ⊕
S2(W,R)/O(W ) ⊕ S
2((a0)−, R)/O((a0)−)
)
/GL(R).
Here V = (a3)
k ∩ a−−, Vˆ = (aˆ3)l ∩ a−−, W = (a4)m ∩ a−−.
Example 5.34 We want to compare our classification of extrinsic symmetric spaces
M →֒ V in the case dimM = 2, V = R1,3 with the classification of parallel surfaces in
R
1,3 from [CV]. Any non-degenerate surface is full either in a non-degenerate subspace
or in the orthogonal sum R2 ⊕ R of R2 with the standard scalar product and a one-
dimensional isotropic space R, where the latter case can only occur in the case of a
spacelike surface.
First let M be spacelike. If M is full in a non-degenerate subspace, then Prop. 5.2
shows that the associated extrinsic symmetric triple must be reductive. All suchM are
listed in [CV], Thm. 7.1., (1) – (6). If M is full in R2 ⊕ R, then the associated weak
extrinsic symmetric triple is a normal extension of the four-dimensional abelian extrinsic
symmetric triple a associated with the embedding R2 →֒ R2 by the one-dimensional
space R. By Prop. 5.16 the possible isometry classes of M →֒ R2 ⊕ R correspond to
the elements of
S2(a−, R)/(O(a−)×GL(R)) =



 1 0
0 λ


∣∣∣∣∣∣∣
λ ∈ R, λ = 0 or |λ| > 1

 .
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The associated surfaces have the parametrisation (u, v) 7→ (u, v, u2 + λv2) ∈ R2 ⊕ R.
For λ = −1 this is case (7) in [CV], λ = 1 corresponds to case (8) and for the remaining
λ we are in case (9). Note that in [CV], case (9) one should replace b ∈ R by b > 0 to
ensure uniqueness.
Now let M be timelike. Then M is full in some non-degenerate subspace of R1,3. If the
associated extrinsic symmetric triple is reductive then M must be one of the spaces in
[CV], (1) – (5). Otherwise it is the space in Corollary 5.7, (2), which corresponds to
[CV], (6).
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