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Résumé
Dans de nombreuses applications industrielles, les structures en vibration à dimensionnersont en contact avec un fluide (fluide autour des coques des bateaux, réservoirs, échan-
geurs de chaleur dans les centrales, l’industrie automobile, etc). Cependant, le comportement
dynamique de la structure peut être modifié de façon importante par la présence du fluide. Le
dimensionnement doit donc prendre en compte les effets de l’interaction fluide-structure.
Ces applications nécessitent un couplage efficace. En outre, l’analyse dynamique des sys-
tèmes industriels est souvent coûteuse du point de vue numérique. Pour les modèles éléments
finis des problèmes couplés fluide-structure, l’importance de la réduction de la taille devient
évidente car les degrés de liberté du fluide seront ajoutés à ceux de la structure. Des méthodes
de réduction du modèle seront utilisées pour réduire la taille des matrices obtenues.
Traditionnellement, l’étude de ces systèmes couplés est fondée sur une démarche détermi-
niste dans laquelle l’ensemble des paramètres utilisés dans le modèle prennent une valeur fixe.
Par contre, il suffit d’avoir procédé à quelques expérimentations pour se rendre compte des li-
mites d’une telle modélisation, d’où la nécessité de la prise en compte des incertitudes sur les
paramètres du système couplé.
Ce travail de thèse s’articule autour de trois études principales. La première consiste à mener
une étude déterministe numérique et analytique des problèmes vibro-acoustiques sans réduction
de modèles. Cette dernière est basée sur une formulation non symétrique déplacement/pression
et une formulation symétrique déplacement/pression et potentiel des vitesses. Dans la deuxième
étude, on propose deux méthodes de réduction du modèle : analyse et synthèse modales pour la
résolution des problèmes vibro-acoustiques des grandes tailles des systèmes couplés modélisés
par la méthode des éléments finis. La méthode de synthèse modale développée couple une
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méthode de sous-structuration dynamique de type Craig et Bampton et une méthode de sous-
domaines acoustiques.
Enfin, pour tenir compte des incertitudes sur les paramètres du système couplé, on a déve-
loppé dans la troisième étude une méthode numérique stochastique de synthèse modale étendue
à une étude de fiabilité basée sur les approches FORM et SORM pour la résolution de ces pro-
blèmes. Ces démarches vont nous permettre de résoudre les problèmes vibro-acoustiques, sans
utiliser les méthodes classiques, qui consistent à faire un calcul modal direct allié à la simulation
de Monte Carlo demandant un coup de temps très élevé.
Plusieurs exemples académiques et industriels ont été traités pour valider les approches pro-
posées. L’étude numérique est conduite en utilisant un code élaboré sous MATLAB couplé au
code commercial ANSYS afin d’évaluer la fiabilité du système couplé. La confrontation des ré-
sultats numériques, analytiques et expérimentaux nous permet de valider conjointement le pro-
cessus de calcul et les méthodes proposées dans le domaine de l’analyse fréquentielle et l’étude
fiabiliste des structures immergées. D’un point de vue industriel, ces méthodes visent à promou-
voir l’introduction de la culture de l’incertain dans les métiers de la conception et encouragent
la construction d’un modèle fiable et robuste pour les problèmes d’interaction fluide-structure.
Mots clés : Interaction fluide-structure, Vibro-acoustique, Réduction du modèle, Simulation
numérique, Eléments finis, Fiabilité.
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Abstract
In several industrial applications, the vibrating structures are in contact with a fluid (fluidaround the hulls of a boats, reservoirs, heat exchangers in power plants, ...), but the dynamic
behavior of the structure can be significantly modified by the presence of the fluid. The sizing
must take into account the effects of fluid-structure interaction. These applications require an
effective coupling. In addition, the dynamic analysis of the industrial systems is often expensive
from the numerical point of view. For the coupling fluid structure finite elements models, the
importance of the size reduction becomes obvious because the fluid’s freedom degrees will be
added to those of the structure. A proposed condensation method will be used to reduce the ma-
trixes size. Traditionally, the study of the fluid-structure interaction is based on a deterministic
approach where all the parameters used in the model have a fixed value. But it suffices having
conducted a few experimentations to realize the limitations of such modeling. Hence it need to
take into accounts the uncertainty on the parameters of mechanical systems.
In this thesis, we deal with the simulation of vibro-acoustic problems. The first part pre-
sents a numerical and analytical study of deterministic problems without model’s reduction,
based on a non-symmetric formulation displacement/pressure and on a symmetric formulation
displacement/pressure and velocity potential.
In the second part of this work, two methods are proposed to reduce the model : modal ana-
lysis and modal synthesis for solving vibro-acoustic problems of large sizes modeled by finite
elements method. The developed modal synthesis method is coupling dynamic substructure of
Craig and Bampton type and acoustic subdomain based on a pressure formulation.
To take into account the parameter’s uncertainties of the coupled system, we have developed
a numerical stochastic method of the modal synthesis and modal analysis extended to reliability
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study, based on the FORM and SORM approaches. These approaches will allow us to solve the
vibro-acoustic problems without using classical procedure. It may become prohibitive in terms
of computation time.
Several academic and industrial examples are studied to validate the proposed methods. The
numerical study is performed using a code developed with MATLAB coupled with the commer-
cial code ANSYS in order to evaluate the reliability of systems. The comparison of numerical,
analytical and experimental results enables us to jointly validate the calculation process and the
proposed methods in the domain of frequency analysis and reliability study of submerged struc-
tures. From the industrial point of view, our research work aim is to promote the introduction
of the uncertainty’s culture during modeling in the context of design processes.
Keywords : Interaction fluid-structure, Vibro-acoustic problem, Reduction of the model,
Numerical simulation, FEM, Reliability analysis.
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Introduction générale
L’interaction fluide-structure concerne l’étude du comportement d’un solide en contact avecun fluide, dont la réponse peut être fortement affectée par l’action du fluide. Ces phéno-
mènes sont courants et sont parfois à l’origine du fonctionnement de certains systèmes, ou au
contraire manifestent un dysfonctionnement. Les vibrations altèrent l’intégrité des structures et
doivent pouvoir être prédites afin d’éviter l’usure accélérée du système par fatigue du maté-
riau, voire sa destruction lorsque les vibrations dépassent un certain seuil. On comprend bien
alors l’importance d’établir au préalable de toute réalisation des modèles fiables permettant de
prédire de tels comportements.
Actuellement, de multiples problèmes de couplage fluide-structure [2, 97, 105, 128, 129]
se posent, par exemple, en génie environnemental dans le cas du transport de produits toxiques
fluides, dans le cas de l’écoulement autour des pales d’éolienne, dans l’industrie automobile,
dans le domaine aéronautique et aéro-acoustique, dans l’industrie de transport, et en industrie
navale où l’étude de la réponse des systèmes couplés reste un sujet délicat et encore peu maîtrisé.
L’étude de ces phénomènes nécessite des analyses vibro-acoustiques, ce qui a engendré des
recherches scientifiques spécifiques sur le comportement des structures à moyennes et hautes
fréquences [42, 46, 51, 91, 127, 130].
Le traitement analytique des problèmes de couplage fluide-structure n’est possible que pour
des géométries simples, omniprésentes dans les cas académiques et rarement observées dans
la réalité, telles que les carrés [104], les cylindres [87], les sphères [50], etc. En effet, pour
ces géométries, la résolution se fait habituellement à partir de familles de fonctions sphériques
ou cylindriques. A titre d’exemple, on mentionne les travaux de Felippa et Geers [50], dans
le cas des vibrations d’une structure axisymétrique en interaction avec un fluide parfait, où la
solution se fait par une décomposition en série des polynômes de Legendre de chacune des va-
riables associée à la structure et l’utilisation des fonctions de Bessel. Ensuite, en relation avec
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Figure A1.1 – Fonctionnement de certains systèmes par l’interaction fluide-structure
Figure A1.2 – Dysfonctionnement de certains systèmes par l’interaction fluide-structure
les conditions de continuité à l’interface fluide-structure, on obtient une formulation algébrique
dont la solution permet d’accéder aux variables physiques. Par contre, la résolution analytique
des cas réels est très difficile voire impossible. Dans ce cas, la résolution se fait par des mé-
thodes numériques tellesque la méthode des éléments finis. L’outil numérique, longtemps bridé
par le manque de puissance des ordinateurs, est maintenant couramment utilisé et les modèles
qui y sont implémentés sont de plus en plus performants. Ces modèles numériques permettent
pour une configuration donnée de déterminer, par exemple, les déformations d’un solide et la
physique de l’écoulement. L’intérêt dans un contexte industriel est de pouvoir ainsi optimiser la
forme et la structure des matériaux à utiliser à partir des résultats numériques, ou effectuer un
contrôle actif.
xx
Dans le cadre des études vibro-acoustiques des systèmes couplés fluide-structure modélisés
par la méthode des éléments finis [9, 49, 71, 92, 128], on doit ajouter tous les degrés de liberté du
domaine fluide à ceux de la structure. Cependant, la complexité des phénomènes étudiés se ré-
percute par des coûts de calculs prohibitifs. Donc, il est envisageable de construire des modèles
d’ordre réduit pour ces problèmes en s’appuyant sur les techniques de réduction développées
dans chacun des deux domaines (structure et fluide). Ce qui nous amène à rechercher des mo-
dèles réduits dont le temps du calcul serait plus réaliste [46, 106, 124, 125]. Par modèle réduit,
on entend l’écriture des systèmes de faibles dimensions obtenus à partir de l’analyse d’une for-
mulation numérique classique. De plus, l’obtention des systèmes de faibles dimensions, dont
le temps du calcul est alors rapide, permet d’effectuer un contrôle actif, ce qui n’est pas le cas
avec une modélisation numérique classique. La construction de ces modèles réduits permettra
aussi l’étude des phénomènes physiques des instabilités de couplage qui sont souvent difficiles
à prédire. Ce problème est stratégique et intéresse de nombreux secteurs. C’est pour celà que
l’on souhaite, dans le cadre de ce travail de thèse, consacrer un thème sur les modèles d’ordre
réduit, où on présente les différents aspects de l’interaction fluide-structure dans le contexte
vibro-acoustique. La réduction du modèle sera présentée dans un nouveau cadre d’analyse et de
synthèse modale.
Traditionnellement, le dimensionnement des systèmes mécaniques couplés est fondé sur
une démarche déterministe dans laquelle l’ensemble des paramètres géométriques et méca-
niques prennent une valeur fixe. Cette approche utilise, par conséquent, une marge volontai-
rement péssimiste conduisant le plus souvent à un surdimensionnement injustifié. Précisément,
les paramètres incertains sont décrits par une valeur caractéristique défavorable. Associée à des
cœfficients de sécurité, l’analyse conduit alors à une réponse binaire (sûreté ou défaillance) vis-
à-vis d’un critère donné, qui traduit d’une certaine manière la confiance que l’on peut accorder
à ce dimensionnement précis [4, 42, 43, 52, 84]. La prise en compte de l’incertain dans les ana-
lyses mécaniques est en effet une condition indispensable pour un dimensionnement optimal et
robuste. Coupler modèles mécaniques et données incertaines permet d’étudier d’une part la fia-
bilité de composants ou de systèmes et, d’autre part, l’influence de la variabilité des paramètres
sur leur comportement.
La nature incertaine des phénomènes mis en jeu sur les systèmes mécaniques considérée
(variabilités des propriétés des matériaux, imprécisions géométriques, aléas des chargements
appliqués,..), a un impact significatif sur les performances du système. Aussi, il est indispen-
sable d’intégrer ces incertitudes de façon à travailler sur des modélisations réalistes. Dans la
démarche probabiliste en revanche, on construit une modélisation stochastique dans laquelle
les données incertaines sont représentées par des variables aléatoires [19, 52, 126, 137]. On
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peut, ensuite, évaluer la probabilité de défaillance de la structure (aspect quantitatif) ainsi que
mesurer la sensibilité de cette probabilité par rapport à chacune des variables aléatoires intro-
duites (aspect qualitatif).
Dans le cadre de cette thèse, on se focalisera sur la fiabilité des systèmes d’interaction fluide-
structure entre une structure élastique et un fluide compressible, auxquels sont associés deux
matériaux [88–90]. Dans ce contexte, l’analyse fiabiliste se décline en trois étapes :
i) en premier lieu, la sélection des variables aléatoires de base, qui vont intégrer les incertitudes
mises en jeu à travers leur loi de distribution,
ii) dans un second temps, le choix d’une fonction de performance définissant la défaillance du
système,
iii) enfin, le calcul des indicateurs de fiabilité, qui vont fournir une évaluation quantitative et
qualitative de la fiabilité de celui-ci.
Ce travail de thèse est composé de quatre chapitres.
Le premier chapitre est consacré à un rappel sur les équations aux dérivées partielles qui
gouvernent le milieu fluide (supposé parfait) et le milieu solide (supposé élastique homogène et
isotrope) ainsi que les équations qui régissent les conditions initiales et aux limites. Pour l’écri-
ture théorique des équations gouvernant le problème couplé en vibro-acoustique, on considère
un régime harmonique et toutes les grandeurs physiques et géométriques qui caractérisent le
système fluide-structure sont linéarisées. L’application de la méthode des éléments finis (géo-
métrie et choix des approximations physique et géométrique), nous permet d’avoir une forme
discrète de chacun des deux fonctionnelles, fluide et structure. Leur assemblage aboutit au sys-
tème algébrique gouvernant le problème vibro-acoustique. La résolution de ce problème est
menée sur des exemples en deux dimensions et en trois dimensions avec deux formulations
déplacement/pression non symétrique et déplacement/(pression, potentiel des vitesses) symé-
trique. Enfin, une résolution analytique d’un problème couplé est réalisée, et la comparaison
des résultats trouvés avec les résultats numériques montre l’efficacité de la méthode proposée.
Le second chapitre repose essentiellement sur la réduction du modèle du problème vibro-
acoustique, en mettant au point deux techniques de réduction de modèle pour les problèmes
couplés : la superposition modale et la synthèse modale. En s’appuyant sur les techniques de
réduction développées dans chacun des deux domaines (structure et cavité acoustique), par
projection sur les bases modales de la structure dans le vide d’une part et de la cavité acoustique
à parois rigides découplée, d’autre part. Nous débutons par la description de la méthode de
superposition modale appliquée au domaine couplé. Puis, nous présentons la synthèse modale
qui utilise les techniques classiques de sous-structuration pour la structure et sous-domaine
pour le fluide. Pour illustrer ces méthodes, on met en œuvre la première sur le cas des plaques
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immergées pour des cas bidimensionnelle et tridimensionnelle et la deuxième méthode sur un
cas industriel dans le domaine navale qui est une hélice de bateau à quatre pales.
Le troisième chapitre, présente les méthodes du calcul de la probabilité de défaillance à
savoir les méthodes de simulations tellesque la simulation de Monte Carlo et la surface de
réponse, et les méthodes approchées d’analyse de fiabilité et d’estimation de l’indice de fiabilité
par FORM et SORM.
Le quatrième chapitre, présente des applications numériques complexes élaborées sous MAT-
LAB faisant appel au code de calcul éléments finis ANSYS. Cette méthode couple la réduction
du modèle des problèmes vibro-acoustiques développés dans le premier et le deuxième cha-
pitres aux études mécano-fiabilistes développées dans le troisième chapitre, en considérant une
fonction d’état limite implicite en se basant sur les résultats obtenus dans les calculs détermi-
nistes et expérimentaux. Ce chapitre montre aussi une analyse stochastique par la méthode de
Monte Carlo et par la méthode de surfaces de réponse.
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Chapitre I
Présentation des problèmes vibro-acoustiques
1 Introduction
L
a vibro-acoustique vise à étudier un ou plusieurs fluides compressibles en contact avec
un solide élastique dont la réponse peut être fortement affectée par l’action du fluide.
L’étude de ce type d’interaction est motivée par le fait que les phénomènes résultants sont
parfois catastrophiques pour les structures mécaniques ou constituent dans la majorité des cas
un facteur dimensionnant important. Le fluide est caractérisé par son champ de pression et de
vitesse. Il exerce des forces (aérodynamiques ou hydrodynamiques) sur l’interface du solide qui
se déplace et/ou se déforme sous leurs actions. Le déplacement et/ou la déformation du solide
affecte, au moins localement, le champ de l’écoulement et ainsi les charges aérodynamiques.
Ce cycle d’interactions entre le fluide et le solide caractérise le couplage entre les deux milieux.
La nature de ce couplage dépend des systèmes et, dans certains cas, on ne peut considérer que
l’action du fluide sur le solide (ou l’inverse). On parle alors du couplage faible. Dans le cas
contraire, les deux actions sont significatives et le couplage est dit fort. Cela se traduit par le fait
que la modification d’un seul des paramètres déstabilise le cycle entier qui doit converger vers
un nouvel état d’équilibre [20, 36, 89, 118].
Actuellement, multiples problèmes vibro-acoustiques se posent, par exemple, en génie en-
vironnemental dans le cas du transport de produits toxiques fluides, dans le cas de l’écoule-
ment autour des pales d’éolienne, dans l’industrie automobile, dans le domaine aéronautique
et aéroacoustique, dans l’industrie de transport, et en industrie navale où l’étude de la réponse
des systèmes couplés reste un sujet délicat et encore peu maîtrisé [78, 109, 136]. L’étude de
1
Présentation des problèmes vibro-acoustiques
ces phénomènes nécessite des analyses vibro-acoustiques, ce qui a engendré des recherches
scientifiques spécifiques sur le comportement des structures à moyennes et hautes fréquences
[42, 46, 51, 127, 130].
L’objectif de ce chapitre est de présenter le modèle déterministe du système vibro-acoustique
et de donner les équations discrétisées du problème. Après un rappel rapide des équations gé-
nérales qui traduisent le comportement du fluide et de la structure que nous analyserons dans
le cadre des hypothèses classiques des petits mouvements et des petites déformations. La for-
mulation du problème est abordée en trois parties, pour la structure, pour la cavité acoustique,
puis pour le système vibro-acoustique couplé. Pour chaque partie, on présente le problème aux
limites, sa formulation faible, puis sa discrétisation par la méthode des éléments finis.
Pour la résolution du problème couplé, nous adoptons une méthode numérique couplée, élé-
ments finis/éléments finis, méthode adaptée à la résolution du problème vibro-acoustique, et
une méthode analytique qui ne peut être mise en œuvre que pour des types de problèmes très
particuliers, c’est-à-dire presque exclusivement pour les problèmes à symétrie de révolution.
Nous illustrerons complètement ces différentes méthodes respectivement pour l’étude du com-
portement dynamique d’une plaque en 2D et en 3D et d’une poutre immergées dans un fluide
compressible et ceci avec une formulation en déplacement/pression (u, p) non-symétrique et
une formulation en déplacement/pression, potentiel des vitesses et potentiel des déplacements
(u, p,Φ) symétrique [88].
2 Equation du problème acoustique
Le fluide est considéré compressible occupe un domaine Ω f et limité par deux frontières Σ f
et Γ f , voir figure (A1.1). Le fluide est analysé en variables eulériennes et il est décrit par deux
équations locales :
Equation de continuité ou conservation de la masse
∂ρ f
∂t
+∇ρ f v= 0 dans Ω f (I.1)
où ρ f est la masse volumique du fluide et v le vecteur vitesse des particules ;
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Figure A1.1 – Fluide compressible et conditions aux limites
Equation de conservation de la quantité de mouvement
ρ f
(
∂v
∂t
+
1
2
∇v∧ v
)
= f +∇σ dans Ω f (I.2)
Le tenseur des contraintes s’exprime en fonction de la pression p, de la viscosité et du tenseur
gradient des taux de déformations D=
1
2
(∇v+∇tv) :
σ = pI+2µD (I.3)
Nous considérons les hypothèses suivantes :
– fluide parfait, donc à viscosité nulle : σ = pI ;
– mouvement irrotationnel rotv = 0, donc il existe un potentiel des vitesses Φ tel que v =
∇Φ ;
– hypothèse des petits mouvements du fluide, par conséquent, en négligeant le terme en v2
devant les autres termes, on aura : p=−ρ f ∂Φ
∂t
;
– fluide compressible : on supposera un comportement adiabatique, on obtient l’équation
de Helmholtz (équation des ondes) :
∆p− 1
c2
∂2p
∂t2
= 0 dans Ω f (I.4)
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soit en terme de potentiel des vitesses :
∆Φ− 1
c2
∂2Φ
∂t2
= 0 dans Ω f (I.5)
avec c est la célérité du son dans le fluide.
Conditions aux limites du problème acoustique
– Condition de type accélération normale des parois imposées : on suppose que sur la sur-
face Σ f et on impose une accélération normale u¨n,
∂p
∂n
=−ρ f u¨n sur Σ f (I.6)
avec : n=−n f et n f est la normale extérieure au domaine fluide.
– Condition de surface libre :
p= 0 et Φ = 0 (I.7)
3 Equation du problème dynamique
On se place dans l’hypothèse des petites perturbations en élasticité linéaire. Les équations
locales, sont obtenues en écrivant dans un repère galiléen (absolu), à chaque instant t, que pour
toute partie Ωs d’un système matériel Ω (figure A1.2), le torseur dynamique de Ωs est égal au
torseur des forces extérieures s’exerçant sur Ωs et les équations d’équilibre s’écrivent :
∇σs+ f = ρsu¨ dans Ωs (I.8)
où :
– σs est le tenseur symétrique des contraintes de Cauchy ;
– f est le vecteur des répartitions volumiques de force ;
– u¨ est l’accélération au point M, où le champ des déplacements est u.
Le vecteur des déformations associé au tenseur des petites déformations est tel que :
εt =
〈
εxx εyy εzz 2εxy 2εyz 2εzx
〉
(I.9)
La relation contraintes déformations donnée par la loi de Hooke généralisée, s’écrit :
σ = D ε (I.10)
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où :
– D est la matrice d’élasticité ;
– σ est le vecteur contrainte associé au tenseur des contraintes de Cauchy σs, dont les
composantes sont :
σt =
〈
σxx σyy σzz σxy σyz σzx
〉
(I.11)
Figure A1.2 – Structure élastique et conditions aux limites
Conditions aux limites du problème structure
Les conditions aux limites appliquées sur la frontière du domaine structure sont de deux types :
– les conditions aux limites naturelles :
σn= P¯ sur Γs (I.12)
– les conditions aux limites géométriques (ou cinématiques) :
u= u0 sur Γ0 (I.13)
avec : Γs∩Γ0 = /0 et Γs∪Γ0 = Σs
4 Equations du problème vibro-acoustique
Il existe deux procédures de traiter les problèmes couplés fluide-structure. La première
consiste à résoudre de façon simultanée toutes les équations couplées en combinant l’ensemble
des degrés de liberté associés à chaque modèle au sein d’une seule et même matrice de réso-
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lution. Un tel couplage est alors qualifié de fort. La seconde consiste à résoudre les équations
de manière séquentielle, en fixant à tour de rôle l’ensemble des paramètres d’un modèle, du-
rant l’itération de l’autre modèle. C’est ce que l’on appelle un couplage faible. L’avantage de
la première méthode est qu’elle est susceptible de fournir des résultats plus précis, mais au prix
de temps du calcul trop élevé. La seconde méthode, quant à elle, elle permet de bénéficier de la
vitesse du calcul des solveurs spécialisés, mais avec des risques d’instabilité plus grands ainsi
avec une précision sur les résultats [2, 129]. Pour modéliser ce problème, plusieurs formulations
ont été proposées dans la littérature. Parmi ces formulations nous trouvons :
1. La formulation variationnelle classique en terme de déplacement u pour la structure et
en terme de pression p pour le fluide (l’intérêt de cette formulation est d’avoir une seule
inconnue par nœud mais conduit à un système matriciel non symétrique) [49, 77, 89,
136] ;
2. La formulation variationnelle en terme de déplacement u pour la structure et en terme
de pression moyenne pm pour le fluide (l’avantage de ce modèle numérique consiste à
simuler la cavité fluide à une surface et donc à la mailler par des éléments finis bidimen-
sionnels. En revanche, ce modèle est utilisable seulement aux cavités d’épaisseur faible
devant la longueur d’onde acoustique) ;
3. La formulation variationnelle en (u,γ, p), elle repose sur la description de la structure
par deux champs vectoriels (le déplacement u et l’accélération γ de la structure, pour un
problème harmonique en temps γ = −ω2.u) et le fluide par un seul champ scalaire (la
pression p de la cavité du fluide), l’intérêt de l’utilisation de cette formulation est d’avoir
un système symétrique. En revanche, elle présente l’inconvénient d’avoir un système de
grande taille ;
4. La formulation variationnelle en (u, p,φ), elle repose sur la description de la structure
par son champ de déplacement u et le fluide par deux champs scalaires (pression p et le
potentiel des vitesses φ). Cette formulation présente l’intérêt d’avoir un système matriciel
symétrique de grande taille, après discrétisation par éléments finis [89, 90, 128, 129] ;
5. La formulation variationnelle en (u, p,φ), elle repose sur la description de la structure
par son champ de déplacements u et le fluide par deux champs scalaires (pression p et
le potentiel des déplacements φ). Cette formulation présente l’intérêt d’avoir un système
matriciel symétrique contenant tous les degrés de liberté du problème [88, 128, 132].
Dans cette section, nous présentons un modèle numérique pour le calcul des variables d’un sys-
tème couplé fluide-structure, basé sur la première formulation et les deux dernières. Ce modèle
nécessite le passage par les différentes étapes suivantes :
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• l’écriture des équations du mouvement de la structure couplée avec une cavité fluide afin
d’établir la forme variationnelle associée au système couplé vibro-acoustique,
• l’utilisation de la méthode des éléments finis pour la discrétisation de la structure et la
cavité fluide. En effet, cette discrétisation amène à l’écriture de l’équation matricielle
gouvernant le mouvement du fluide et le mouvement de la structure et en regroupant
ces équations en une seule en tenant compte des conditions de couplage, on aboutit à
un système algébrique gouvernant le mouvement du système vibro-acoustique [26, 105,
106].
4.1 Présentation du problème
Le problème vibro-acoustique consiste en une structure en contact avec une cavité acous-
tique. Le système est modélisé par un domaine Ωs de la structure constituée d’un matériau
élastique et par un domaine Ω f contenant un milieu acoustique modélisé par un fluide parfait,
non pesant, compressible en évolution, isentropique. On désigne par Σ = Σ f ∩Σs, leur surface
commune (interface fluide-structure).
Le système est décrit dans le repère cartésien (o,x1,x2,x3). La normale extérieure à Ωs est notée
ns = (ns1 ,ns2 ,ns3) et extérieure à Ω f est notée n f = (n f1 ,n f2 ,n f3). La normale à Σ extérieure à
Ω f est notée ns. Le champ de déplacement u en chaque point du domaine Ωs et à une fréquence
Figure A1.3 – Schéma du couplage fluide-structure
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ω donnée est u(x,ω) = (u1(x,ω),u2(x,ω),u3(x,ω)). La structure est bloquée sur une partie de
la frontière Γ0 empêchant ainsi le déplacement de corps rigide de la structure (voir la figure
A1.3).
Afin d’obtenir les équations discrétisées du système vibro-acoustique couplé, on doit dans
un premier temps faire la modélisation de chacune des deux parties de ce système, à savoir la
structure et la cavité acoustique.
L’étude est menée dans le domaine fréquentiel sur une plage de fréquences [ωmin ωmax] avec
0< ωmin < ωmax.
Le problème vibro-acoustique consiste alors à résoudre simultanément deux problèmes :
• l’un dans la structure soumise, sur Σ, à un champ de pression p imposé par le fluide ;
• l’autre dans le fluide soumis à un champ de déplacement u de la paroi Σ.
4.2 Conditions aux limites et du couplage
A l’interface Σ entre le fluide et la structure, comme le fluide n’est pas visqueux il n’adhère
pas à la paroi, par conséquent il y a une continuité des contraintes normales et des vitesses
normales à la paroi, et nullité de la contrainte tangentielle (absence de frottement visqueux).
Ces conditions aux limites s’écrivent :
• La continuité des contraintes normales est :
σ.n = −p.n sur Σ (I.14)
• La continuité des vitesses normales est :
∂u f
∂t
n =
∂u
∂t
n sur Σ (I.15)
• La continuité du déplacement normal :
u f .n = u.n sur Σ (I.16)
• Si on impose une accélération normale sur la surface d’interaction Σ, une condition
s’ajoute :
∂p
∂n
+ρ f u¨n = 0 sur Σ (I.17)
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qu’on peut écrire sous la forme suivante :
∂p
∂n
−ρ fω2u.n= 0 sur Σ (I.18)
u= u0 = 0 sur Γs (I.19)
Avec : n = ns = −n f , où ns est la normale extérieure au domaine structure, n f est la normale
extérieure au domaine fluide et u¨n est l’accélération normale de la structure.
4.3 Formulation du problème couplé fluide-structure non symétrique
L’objectif est de déterminer les équations du problème vibro-acoustique de la structure cou-
plée avec sa cavité acoustique externe. Par commodité, on suppose que les maillages de la
structure et de la cavité acoustique sont compatibles sur l’interface de couplage Σ. Dans le cas
d’un maillage incompatible, la discrétisation de forme sesquilinéaire de couplage peut être trou-
vée dans la référence [56].
Equation du problème
Le problème couplé fluide acoustique-structure élastique est décrit par les équations suivantes :
en prenant p comme variable décrivant le champ de pression dans le fluide et u le champ de
déplacement dans la structure [98, 136], soit :
∂σ(u)
∂xi
+ρsω
2u = 0 dans Ωs (I.20)
∂2p
∂x2i
+
ω2
c2
p = 0 dans Ω f (I.21)
Formulation variationnelle du problème dynamique
La résolution du problème relatif à la structure revient à chercher une solution faible sa-
tisfaisant une formulation intégrale (ou formulation variationnelle), équivalente au problème
initial. La formulation faible du problème est obtenue en utilisant la méthode des fonctions tests
[3, 129]. On considère un vecteur déplacement v arbitraire et régulier dans le domaine Ωs appelé
champ de déplacement virtuel vérifiant la condition v|Γs = 0. La pondération de l’équation du
mouvement de la structure (I.20) par v conduit après intégration sur le domaine Ωs à l’équation
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suivante :
−ω2
∫
Ωs
ρsuvdV −
∫
Ωs
∂σ(u)
∂x j
vdV = 0 (I.22)
on utilise alors la formule d’intégration par partie généralisée, décrite comme suit :
∫
Ωs
∂σ(u)
∂x j
vdV = −
∫
Ωs
σ(u)
∂
∂x j
(v)dV +
∫
Σs
σ(u)n jvdS, (I.23)
et d’après l’équation de compatibilité sur le tenseur de déformation, on peut écrire :
∫
Ωs
∂σ(u)
∂x j
vdV = −
∫
Ωs
σ(u)εi j(v)dV +
∫
Σs
σ(u)n jvdS (I.24)
En utilisant la propriété de symétrie des tenseurs des déformations et des contraintes, et en
tenant compte des conditions aux limites, la formulation variationnelle du problème structure
est alors :
−ω2
∫
Ωs
ρsuvdV +
∫
Ωs
σ(u)εi j(v)dV =
∫
Σs
σ(u)n jvdS (I.25)
La fonctionnelle de la structure s’écrit alors :
F(u) =
1
2
∫
Ωs
(σ(u)εi j(u)−ρsω2 〈u,u〉)dV −
∫
Σs
ρudS (I.26)
Formulation variationnelle du problème cavité acoustique
Soit q une fonction arbitraire et suffisamment régulière dans le domaine Ω f du fluide, la
pondération de l’équation des ondes acoustiques par q conduit après intégration à l’équation
suivante :
∫
Ω f
(∆p+ k2p)qdV = 0 (I.27)
avec : k =
ω
c
est le vecteur d’onde.
L’intégration par parties de cette équation aboutit à :
∫
Ω f
(−∇p∇q+ k2pq)dV +∫
S
q
∂p
∂n
dS = 0 avec S= (Σ f +Γ f ) (I.28)
en choisissant q nulle sur Γ f , et en tenant compte des conditions aux limites sur Σ f , l’équation
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variationnelle s’écrit :
∫
Ω f
(
∇p∇q− k2pq)dV = ∫
Σ f
ρ f c
2k2unqdΣ (I.29)
On constate que le premier membre B est une forme bilinéaire symétrique en (p,q) et que le
second membre L est une forme linéaire en q.
Formellement pour tout q statiquement admissible, on peut écrire :
B(p,q) = L(q) (I.30)
Etant donnée la symétrie de la forme bilinéaire (B(p,q) = B(q, p)), la solution p de l’équation
variationnelle rend stationnaire la fonctionnelle :
F(p) =
1
2
B(p,q)−L(p) (I.31)
δF(p) =
1
2
(B(p,δp)+B(δp, p))−L(δp) (I.32)
La condition de stationnarité de F(p) fait que : δF(p) = 0, ce qui donne :
B(p,δp) = L(δp) (I.33)
cette relation est équivalente à la précédente où q joue le rôle de δp qui est aussi identiquement
nulle sur Γ puisque p est imposée sur Γ, on a :
B(p,q) = 4ρ fω
2(H(p,q)−Q(p,q)) (I.34)
avec
H(p,q) =
1
4ρ fω2
∫
V f
∇p∇qdV (I.35)
et
Q(p,q) =
1
4
∫
V f
pq
ρ f c2
dV (I.36)
La fonctionnelle du problème fluide s’écrit :
F(p) =
1
2
∫
V f
(
∇p∇p− k2pp)dV −∫
Σ
ρ f c
2k2unpdΣ (I.37)
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où, p= pΓ sur Γ, c’est-à-dire : δp= 0 sur Γ.
Formulation variationnelle du problème vibro-acoustique
La formulation variationnelle du système couplé est la somme des deux équations variation-
nelles (I.26) et (I.37). La solution (u, p) rend stationnaire la fonctionnelle du problème couplé :
F(u, p) =
1
2
∫
Ωs
(
σ(u)εi j(u)−ρsω2(u,u)
)
dV −
∫
Σ
pudΣ (I.38)
− 1
2ρ fω2
∫
V f
[(
∂p
∂xi
,
∂p
∂xi
)
+ k2p2
]
dV
La solution (u, p) est donnée par l’équation variationnelle δF(u, p) = 0.
4.4 Formulation du problème couplé fluide-structure symétrique
Pour symétriser le système obtenu du problème couplé après discrétisation par éléments
finis, on introduit une variable supplémentaire pour le fluide (donc des degrés de libertés sup-
plémentaires pour le problème discret) qui est le potentiel des vitesses ou le potentiel des dépla-
cements notés φ [48, 89, 132].
4.4.1 Formulation en potentiel des vitesses
Le potentiel des vitesses vérifie la relation :
v = ∇φ où v représente la vitesse, (I.39)
on obtient alors, une formulation variationnelle en (u, p,φ) qui présente l’intérêt d’avoir un sys-
tème matriciel, après discrétisation par éléments finis, symétrique mais de grande taille.
Formulation du problème fluide
On considère des petites perturbations en évolution adiabatique d’un fluide parfait autour de
sa position de repos. Le potentiel des vitesses acoustiques est défini par l’équation (I.39). La
pression et le potentiel sont liés par la relation de Bernoulli suivante :
p = −ρ f ∂φ
∂t
(I.40)
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D’autre part, l’équation acoustique du fluide est :
∇
(
1
ρ f
∇p
)
− 1
ρ f c2
p¨ = 0 (I.41)
Si ρ f est constante, on trouve
∆p− 1
c2
p¨ = 0 (I.42)
à partir des deux équations (I.40) et (I.41), on déduit :
1
ρ f
∆φ− 1
ρ f c2
φ¨ = 0 dans Ω f (I.43)
C’est l’équation des ondes qui vérifie le potentiel des vitesses.
Les conditions aux limites du domaine fluide :
φ = φ¯ et
∂φ
∂n
= V¯ sur Σ (I.44)
On note :
• v : la vitesse acoustique,
• p : la pression acoustique,
• ρ f : la masse volumique,
• c : la célérité du son du domaine V f ,
• φ : le potentiel des vitesses acoustiques.
Formulation du problème structure
On suppose que la structure est linéaire isotrope, sans contrainte ni déformation initiale et en
absence de source volumique (abscence d’excitations), l’équation qui gouverne leurs compor-
tements vibratoires est donnée par :
∇σ−ρsu¨ = 0 dans Ωs (I.45)
On note :
• ρs : la masse volumique de la structure,
• σ : le tenseur des contraintes de la structure,
• u : le champ de déplacement de la structure.
13
Présentation des problèmes vibro-acoustiques
Les conditions aux limites associées à la structure s’écrivent :
u= u0 et σn= p sur Σ (I.46)
Conditions de couplage à l’interface fluide structure
Si le fluide et la structure sont en contact par la surface Σ, alors les conditions de couplage
sur l’interface Σ correspondant à la continuité de la vitesse normale et à la continuité de la
composante normale du tenseur des contraintes s’écrivent :
∂φ
∂n
= u˙n et σn= φ˙n sur Σ (I.47)
Formulation variationnelle associée au fluide
Soit ψ un champ test quelconque suffisamment régulier sur le domaine Ω f . Intégrons l’équation
(I.43), en la multipliant par ψ, on obtient :
∫
V f
1
ρ f
∆φψdV −
∫
V f
1
ρ f c2
φ¨ψdV = 0 ∀ψ (c.a) (I.48)
En appliquant la formule d’intégration par partie généralisée :
∫
V f
1
ρ f
∆φψdV = −
∫
V f
1
ρ f
∂φ
∂xi
∂ψ
∂xi
dV +
∫
Σ
1
ρ f
∂φ
∂xi
n fψdS (I.49)
On trouve :
−
∫
V f
1
ρ f
∂φ
∂xi
∂ψ
∂xi
dV +
∫
Σ
1
ρ f
∂φ
∂xi
n fψdS−
∫
V f
1
ρ f c2
φ¨ψdV = 0 (I.50)
En tenant compte des conditions aux limites (I.44) et (I.47), l’équation (I.50) devient alors :
∫
V f
1
ρ f
∂φ
∂xi
∂ψ
∂xi
dV +
∫
V f
1
ρ f c2
φ¨ψdV −
∫
Σ
u˙sn fψdS =
∫
Σ
u˙sn fψdS
−
∫
Ω f
V¯ψdV ∀ψ c.a. (I.51)
Formulation variationnelle associée à la structure
Soit v un champ test quelconque suffisamment régulier sur le domaine Ωs. Intégrons l’équation
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(I.45), en la multipliant par v, on obtient :
∫
Ωs
∇σvdV −
∫
Ωs
ρsu¨vdV = 0 sur Ωs (I.52)
Soit :
∫
Ωs
∂σ(u)
∂xi
vdV −
∫
Ωs
ρsu¨vdV = 0 (I.53)
D’après la formule d’intégration par partie généralisée, on a :
∫
Ωs
∂σ(u)
∂xi
vdV =−
∫
Ωs
σ(u)εi j(v)dV +
∫
Σ
σ(u)nsjvdS (I.54)
En reportant dans l’équation (I.53), et en tenant compte des conditions aux limites (I.46), on
trouve :
∫
Ωs
ρsu¨vdV +
∫
Ωs
σ(u)εi j(v)dV −
∫
Σ
σ(u)nsjvdS =
∫
S
vp¯dS (I.55)
En tenant compte des conditions aux limites (I.47), l’équation (I.55) devient :
∫
Ωs
ρsu¨vdV +
∫
Ωs
σ(u)ε(v)dV −
∫
Σ
φ˙nvdS =
∫
S
vp¯dS (I.56)
4.4.2 Formulation en potentiel des déplacements
Toujours dans le même but qui est de symétriser le système obtenu après discrétisation par élé-
ments finis, une forme symétrique du problème élasto-acoustique peut être obtenue en utilisant
une formulation couplée, basée sur une représentation du problème structure en termes de dé-
placement u et le problème fluide en termes de pression p et le potentiel des déplacements, noté
φ qui est donné par la relation :
u = ∇φ (I.57)
Formulation du problème fluide
le potentiel des déplacements φ est relié à la pression par la relation :
p = −ρ fω2φ (I.58)
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l’équation de l’acoustique du fluide est :
∆p+ k2p = 0 dans Ω f avec k
2 =
ω2
c2
(I.59)
d’après les deux équations (I.58) et (I.59), on peut écrire :
∆
(
ρ fω
2φ
)
+
ω2
c2
p = 0 (I.60)
si ρ f est constante, on peut écrire :
∆φ+
p
ρ f c2
= 0 (I.61)
Soit
p
ρ f c2
− ω
2
c2
φ = 0 dans Ω f (I.62)
donc les équations du fluide sont :
p−ρ fω2φ = 0 (I.63)
∆φ+
p
ρ f c2
= 0 (I.64)
Formulation du problème structure
l’équation du mouvement de la structure est :
∂σ(u)
∂x j
+ρsω
2u = 0 dans Ωs (I.65)
si on suppose que la structure est chargée sur sa surface extérieure, on aura :
σn j+ p¯n = 0 (I.66)
Les conditions de couplage
Les conditions de couplage fluide-structure sont :
σnsj = ρ fω
2φn sur Σ, (I.67)
∂φ
∂xi
n j = u jn j sur Σ, (I.68)
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soit :
∂φ
∂n
= usn sur Σ, (I.69)
ces conditions expriment la continuité de la composante normale du tenseur des contraintes et
de la composante normale du déplacement à l’interface fluide-structure.
Formulation variationnelle du fluide
La formulation variationnelle du fluide est obtenue en multipliant respectivement les équations
(I.63) par un champ de pression virtuel q et un champ de potentiel de déplacement virtuel ψ.
Après intégration par parties sur le domaine fluide Vf et prise en compte des termes de condi-
tions aux limites, on écrit les formes intégrales suivantes :
1
ρ f c2
{∫
Ω f
pqdV −
∫
Ω f
ρ fω
2φqdV
}
= 0, (I.70)
soit
1
ρ f c2
∫
V f
(
p−ρ fω2φ
)
qdV = 0 (I.71)
et
ρ f
∫
Ω f
∂φ
∂xi
∂ψ
∂xi
dV −
∫
Ω f
pψ
c2
dV −ρ f
∫
Σ
unψdΣ = 0 (I.72)
Formulation variationnelle de la structure
la formulation variationnelle du problème structure est obtenue en multipliant l’équation (I.65)
par un champ de déplacement virtuel v. Après intégration par parties sur le domaine Ωs et prise
en compte des conditions aux limites (I.66) et (I.69), on écrit la forme intégrale suivante :
∫
Ωs
σ(u)εi j(v)−ρsω2uvdV =
∫
Σ
ρ fω
2φvdΣ+
∫
S
ρ f p¯vdS (I.73)
Formulation variationnelle du problème couplé
En sommant les trois équations (I.71, (I.72) et (I.73), on obtient l’égalité variationnelle suivante :
L((u, p,φ),(v,q,ψ)) = L(v), ∀(v,q,ψ), (I.74)
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avec L la forme bilinéaire symétrique donnée par :
L((u, p,φ),(v,q,ψ)) =
∫
V f
(
ρ fω
2 ∂φ
∂xi
∂ψ
∂xi
− k2(φq+ pψ)+ 1
ρ f c2
pq
)
dV
+
∫
Ωs
σ(u)εi j(v)−ρsω2(u,v)dV −ρ fω2
∫
Σ
(φv+uψ)dΣ (I.75)
et L la forme linéaire associé au chargement externe qui est supposé connu :
L(v) =
∫
S
p¯vdS (I.76)
la fonctionnelle du problème couplé fluide-structure s’écrit :
F (u, p,φ) =
1
2
∫
V f
(
ρ fω
2 ∂φ
∂xi
∂φ
∂xi
−2k2φp+ 1
ρ f c2
pp
)
dV (I.77)
+
1
2
∫
Ωs
σ(u)εi j(v)−ρsω2(u.u)dV −2ρ fω2
∫
Σ
φudΣ−
∫
S
p¯udS
(u, p,φ) rend stationnaire la fonctionnelle , c’est à dire δF(u, p,φ) = 0
5 Approximation par la méthode des éléments finis
5.1 Discrétisation du problème couplé non symétrique
5.1.1 Discrétisation du problème structure
La méthode des éléments finis est adoptée d’une façon classique pour la résolution de la formu-
lation variationnelle (I.73).
On cherche une solution discrète approchée de la solution exacte du problème continu, en tra-
vaillant sur un domaine géométrique discret sur lequel les équations intégrales continues sont
approchées à l’aide de relations algébriques. Le domaine Ωs est ainsi approché par Ns volumes
élémentaires Ωse de forme polygonale de sorte qu’on puisse écrire :
Ωs ∼
e=Ns⋃
e=1
ΩSe .
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On réalise ainsi un maillage de la structure étudiée, les intégrales de la formule (I.73) sont alors
approchées comme suit :
∫
Ωs
ρsuvdV ∼
e=Ns
∑
e=1
∫
Ωse
ρsuvdV
∫
Ωs
σ(u)εi j(v)dV ∼
e=Ns
∑
e=1
∫
Ωs
σ(u)εi j(v)dVe
∫
∂Ωs
pvpdS ∼
e=Ns
∑
e=1
∫
∂Ωs
pvpdS (I.78)
Calculons donc, les termes de masse et de raideur sur chaque élément fini Ωse suivants :
∫
Ωse
ρsuvdVe et
∫
Ωse
σ(u)εi j(v)dVe (I.79)
Principe de discrétisation
On calcule le champ de déplacement u|∂Ωse sur chaque élément fini Ωse à partir d’un nombre
fini de valeurs en des points (nœuds) donnés sur l’élément fini, par interpolation polynomiale.
On écrit ainsi sur l’élément Ωse fini une relation linéaire de type :
U|∂Ωse (x, t) = N
e
s (x)Ue(t),
où :
– Ue est le vecteur des inconnues nodales en déplacement sur l’élément fini Ωse ;
– Nes est la matrice des fonctions de forme (polynômes d’interpolation) pour l’élément fini
Ωse .
Le passage du vecteur des inconnus globales du problème U au vecteur des inconnues locales
Ue sur l’élément fini Ωse est réalisé formellement au moyen de la relation matricielle :
Ue = A
e
sU
où Aes est la matrice de localisation des degrés de liberté de l’élément fini Ωse dans l’ensemble
des degrés de liberté du problème. On utilise une relation similaire pour les champs virtuels,
c’est à dire V|∂Ωse = N
e
sVe, et on calcule alors les termes de masses et de raideur de la façon
suivante :
Calcul du terme de masse
On approche le produit scalaire u.v sur un élément fini structure, puis on le calcule en utilisant
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les interpolations des champs u et v, soit :
u.v=V Te N
e
s
TNesUe,
et on déduit le terme de masse :
∫
Ωse
ρsuvdVe = V
T
e
(∫
Ωse
ρsN
e
s
TNes dVe
)
Ue, (I.80)
et on pose :
[Mes ] =
∫
Ωse
ρsN
e
s
TNes dVe,
est la matrice de masse élémentaire. on trouve :
∫
Ωse
ρsuvdVe = V
T
e [M
e
s ]Ue. (I.81)
Calcul du terme raideur
On approche le produit scalaire σ(u)εi j(v) sur l’élément fini Ωse . On se place sans perte de
généralité dans un système de coordonnées cartésiennes. Le produit scalaire précédent s’écrit
comme suit :
σεi j = ε
Tσ,
où ε et σ sont des vecteurs à six composantes données par :
σT =
〈
σxx,σyy,σzz,σxy,σxz,σyz
〉
(I.82)
εT =
〈
εxx,εyy,σzz,2εxy,2εxz,2εyz
〉
(I.83)
Puisque les tenseurs σ(u) et ε(u) sont symétriques. La relation de liaison s’écrit :
ε = HUe,
où : la matrice : H =

1 0 0
0 1 0
0 0 1
1 1 0
1 0 1
0 1 1

.G, avec : G =

∂
∂x
∂
∂y
∂
∂z
 est l’opérateur gradient.
Ainsi, on a : εe = BesUe avec B
e
s = HN
e
s ,
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où Be est la matrice des dérivées des fonctions de l’interpolation.
D’après la loi de comportement (Loi de Hooke) pour un corps élastique linéaire, on peut
écrire :
σ = Eε avec E =
(
L 0
0 M
)
où L et M sont données par :
L=


λ+2µ λ λ
λ λ+2µ λ
λ λ λ+2µ

 et M =


µ 0 0
0 µ 0
0 0 µ


On peut écrire donc :
σ = EBesUe
et on calcule alors le terme raideur sur un élément fini comme suit :
∫
Ωse
σ(u)εi j(v)dVe = V
T
e
(∫
Ωse
Bes
TEBesdVe
)
Ue (I.84)
= V Te
(∫
Ωse
Nes
THTEHNes dVe
)
Ue,
on pose : [Kes ] =
∫
Ωse
Nes
THTEHNes dVe est la matrice de raideur élémentaire.
On trouve :
∫
Ωse
σ(u)εi j(v)dVe = V
T
e [K
e
s ]Ue (I.85)
Pour généraliser sur toute la structure, il suffit d’assembler les matrices de rigidités élémentaires,
et les matrices masses élémentaires :
[Ks] = ∑
e
[Kes ] (I.86)
[Ms] = ∑
e
[Mes ] (I.87)
[u] = ∑
e
[ue] (I.88)
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Donc, le système global à résoudre est le suivant :
{
[Ks]−ρsω2[Ms]
}
[u] = [P] (I.89)
5.1.2 Discrétisation du problème cavité acoustique
La discrétisation par élément finis de la formulation variationnelle (I.37) du fluide donne :
H(p,q) =
1
4ρ fω2
{q}T [H]{p} (I.90)
Q(p,q) =
1
4ρ f c2
{q}T [Q]{p} (I.91)
L(q) = ρ f c
2k2{q}T{u¨n} (I.92)
- [H] et [Q] sont les matrices globales du fluide ;
- {p} est la pression nodale du fluide ;
- {u¨n} est le vecteur nodal second membre.
La fonctionnelle du fluide peut s’écrire sous la forme :
F(p) =
1
2
{p}T ([H]− k2[Q]){p}−ρ f c2k2{p}T{u¨n} (I.93)
L’équation matricielle dynamique du fluide s’écrit :
([H]− k2[Q]){p} = ρ f c2k2{u¨n} (I.94)
Pour la détermination des modes acoustiques d’une cavité fluide, il suffit de résoudre l’équation
matricielle suivante :
([H]− k2[Q]){p} = {0} (I.95)
5.1.3 Discrétisation du problème vibro-acoustique
L’intégrale de surface apparaissant dans la formulation (I.38), peut être approchée de la façon
suivante :
∫
Σ
pvdΣ ∼
e=Ee
∑
e=1
∫
Σe
pevedΣe (I.96)
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On peut écrire :
∫
Σe
pevedΣe = Q
T
e
(∫
Σe
Nes
TNes dΣe
)
Pe (I.97)
= QTe [C
e]Pe (I.98)
Et, en sommant sur toute la surface Σ, on obtient :
∫
Σ
pvdΣ = {QT}[C]{P} (I.99)
[C] est la matrice de couplage.
La discrétisation de la formulation faible (I.38) du problème couplé, par éléments finis en
utilisant les opérateurs Ms,Ks,M f ,K f etC, conduit au système algébrique suivant : [Ks]−ω2[Ms] −[C]
−[C]T 1
ρ fω2
[M f ]− 1
ρ f c2
[K f ]
( u
p
)
=
(
0
0
)
(I.100)
- [Ks] et [Ms] sont les matrices de rigidité et de masse de la structure ;
- [K f ] et [M f ] sont les matrices globales du fluide ;
- [C] est la matrice de couplage ;
- u est le vecteur déplacement nodal de la structure ;
- p est le vecteur de la pression nodale dans la cavité fluide.
Remarque
Le recours à une formulation symétrique permet de traiter le problème couplé avec les outils
classiques de l’analyse vibratoire des structures. Plusieurs formulations variationnelles pour la
modélisation de ce problème ont été proposées dans la littérature. Nous avons choisis, parmi
ces formulations, la formulation en (u, p,φ) qui repose sur une description de la structure par le
champ de déplacement vectoriel u et la description du fluide par deux champs scalaires (la pres-
sion du fluide p et le potentiel des vitesses φ ou bien le potentiel des déplacements). Toutefois,
la symétrisation est possible aussi via des processus telsque celui basé sur un découplage sur la
raideur proposé par Iron [68, 109].
5.2 Discrétisation du problème couplé symétrique
5.2.1 Discrétisation du problème en formulation potentiel des vitesses
La discrétisation des termes masse et raideur des problèmes fluide et structure avec la méthode
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des éléments finis permet de calculer les matrices M f , Ms, K f , Ks. La formulation (I.56) fait
apparaitre des termes supplémentaires qui peuvent être discrétisé avec les opérateurs définis
précédemment :
∫
V f
1
ρ f
φ¨ψdV →֒ ψT [M f ]
{
Φ¨
}
(I.101)
∫
V f
1
ρ f
∂φ
∂xi
∂ψ
∂xi
dV →֒ ψT [K f ]{Φ} (I.102)
La discrétisation du terme décrivant l’action de la structure sur le fluide donne :
∫
Σ
u˙n fψdS →֒ ψT [C]T {U˙} (I.103)
∫
Σ
v¯ψdS →֒ ψT
{
V f
}
(I.104)
La discrétisation de la formulation (I.56), donne :
ψT
{
[M f ] Φ¨ +[K f ] Φ +[C] U˙
}
= ψT
{
V f
}
(I.105)
La formulation (I.56) fait apparaître des termes supplémentaires qui peuvent être discrétisé avec
les opérateurs définis précédemment comme suit :
∫
Ωs
ρsu¨vdV →֒ V T [Ms]
{
U¨
}
(I.106)
∫
Ωs
σ(u)ε(v)dV →֒ V T [Ks]{U} (I.107)
La discrétisation du terme décrivant l’action du fluide sur la structure donne :
∫
Σ
φ˙nvdS →֒ V T [C]{Φ˙} (I.108)
∫
S
VP¯dS →֒ V T {Ps} (I.109)
La discrétisation de la formulation (I.56), donne :
V T
{
[Ms] U¨ +[Ks]U +[C] Φ˙
}
= V T {P} (I.110)
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On assemble le domaine structure et le domaine acoustique selon un vecteur global contenant
tous les degrés de liberté, structure et fluide organisé selon la forme suivante :
U = (u,φ) (I.111)
Alors, en tenant compte du fait que le vecteur test (v,ψ) est quelconque, on montre que l’as-
semblage des formulations (I.105) et (I.110) aboutit au système algébrique suivant :
[M] U¨ +[C] U˙ +[K]U = { f} (I.112)
où :
[M] =
(
[Ms] 0
0 [M f ]
)
, [K] =
(
[Ms] 0
0 [M f ]
)
[C] =
(
0 [C]
[C]T 0
)
, { f}=
{
P
Vf
}
Remarques
- Les matrices [M], [K] et [C] sont symétriques ;
- Pour des problèmes vibro-acoustiques de grande taille la résolution du système globale assem-
blé (I.112) peut devenir très coûteuse en terme d’espace mémoire et de temps du calcul, voire
impossible.
5.2.2 Discrétisation du problème en formulation potentiel des déplacements
La discrétisation des termes de masse et raideur des problèmes fluide et structure avec la mé-
thode des élément finis permet du calculer les matrices Ms, M f , Ks et K f . La formulation (I.77)
fait apparaitre des termes supplémentaires qui peuvent être discrétisés avec les opérateurs sui-
vants :
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∫
V f
∇φ∇ψψdV →֒ ΨT [K f ]Φ (I.113)
∫
V f
pψ
c2
dV →֒ ΨT [M f ]P (I.114)
∫
V f
φq
c2
dV →֒ QT [M f ]Φ (I.115)
∫
Σ
φnqidS →֒ QT [C]Φ (I.116)∫
Σ
unψdS →֒ ΨT [C]TU (I.117)
∫
Ωs
σ(u)εi j(v)dV →֒ V T [Ms]U (I.118)
∫
Ωs
uvdV →֒ V T [Ks]U (I.119)
∫
S
vp¯dS →֒ V T { f} (I.120)
On déduit de ce qui précède les équations suivantes :
−ω2V T [Ms]U+V T [Ks]U+ρ fV T [C]Φ = 0 (I.121)
1
ρ f
QT [M f ]P−ω2ΨT [M f ]Φ = 0 (I.122)
−ρ fΨT [K f ]Φ+ΨT [M f ]P+ρ fΨT [C]TU = 0 (I.123)
Ces équations sont valables pour tout v, q et ψ.
En multipliant la dernière équation par (−ω2), on obtient le système matriciel symétrique sui-
vant :
[Ks] 0 0
0
1
ρ f
[M f ] 0
0 0 0


U
P
Φ
−ω2
 [Ms] 0 ρ f [C]0 0 [M f ]
ρ f [C]
T [M f ] −ρ f [K f ]


U
P
Φ
=

F
0
0

(I.124)
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En l’absence des charges, le système (I.124) se réduit à :
[Ks] 0 0
0
1
ρ f
[M f ] 0
0 0 0


U
P
Φ
−ω2
 [Ms] 0 ρ f [C]0 0 [M f ]
ρ f [C]
T [M f ] −ρ f [K f ]


U
P
Φ
=

0
0
0

(I.125)
A partir de la dernière ligne du système (I.125), on déduit :
Φ =
1
ρ f
[K f ]
−1[M f ][P]+ [K f ]−1[C]T [U ] (I.126)
En reportant l’équation (I.126) dans les deux dernières lignes du système (I.125) on peut élimi-
ner la variable φ, et le système devient :
(
[Ks] 0
0 1ρ f
[M f ]
){
U
P
}
−ω2
(
[Ms]+ρ f [e][C]
T [e][M f ]
[m][C]T 1ρ f [m][M f ]
){
U
P
}
=
{
0
0
}
(I.127)
Avec : [e] = [C][K f ]
−1 et [m] = [M f ][K f ]−1
Remarques
- les formulations précédentes font intervenir des matrices de masse et de raideur symétriques,
écrites uniquement en fonction des opérateurs utilisés pour la formulation non symétrique ;
- Dans la formulation (I.124), la taille du problème fluide est doublée par rapport à la formula-
tion (I.127), mais les matrices sont symétriques et creuses ;
- Dans la formulation (I.127), les matrices sont symétriques mais pleines, cette formulation né-
cessite également une opération d’inversion matricielle (la qualité du calcul dépend donc du
conditionnement de la matrice K f ) ;
- Dans la pratique les codes du calcul mettant en œuvre la formulation symétrique (u, p,φ),
utilisent les matrices données par l’équation (I.124) ;
- Les fonctions :U,P et φ sont des fonctions de ω.
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6 Application aux plaques immergées
6.1 Etude du comportement vibro-acoustique d’une plaque élastique au
sein d’une cavité acoustique
Cette section est consacré à l’étude du comportement vibro-acoustique d’une plaque élas-
tique couplée avec une cavité fluide (voir figure A1.4). On considère une plaque mince simple-
Figure A1.4 – Plaque élastique couplée avec une cavité fluide
ment supportée sur ses quatre bords. e est sont épaisseur. Les hypothèses de ce travail sont les
suivantes :
– On travaille dans le cadre de l’élasticité linéaire et de l’acoustique linéaire,
– On considère un régime permanent (harmonique en temps).
Dans cette étude, l’excitation mécanique est modélisée par une force ponctuelle au point M0
appliquée sur la plaque élastique. Cette force peut s’écrire sous la forme :
F(M, t) = Fx(M, t) = F0δ(M−M0)eiωt (I.128)
avec, δ(M−M0) est la fonction Dirac.
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6.1.1 Equations du problème couplé fluide-structure
L’équation de mouvement de la plaque mince élastique s’écrit :
D∆∆w−ρsω2w = F0δ(M−M0)+ p dans (Σ) (I.129)
avec,
- D est le module de flexion de la plaque ;
- ρs est la masse surfacique de la plaque ;
- p(x,y,z) est la pression du fluide ;
- w(y,z) est le déplacement normal (flèche) de la plaque élastique.
Les conditions aux limites sur tous les bords de la plaque s’écrivent :
w = 0 (I.130)
L’équation de mouvement de la cavité fluide s’écrit :
(∆+ k2)p = 0 dans (Ω f ) (I.131)
avec, k est le nombre d’ondes acoustiques : k =
ω
c
, c est la célérité du son dans le fluide.
Les conditions aux limites sur toutes les facettes rigides de la cavité fluide sont les suivantes :
∂p
∂n
= 0 (I.132)
Les conditions de couplage fluide - structure au niveau de la surface d’interaction sont :
∂p
∂n
−ρ fω2w = 0 sur (Σ) (I.133)
σn j+ pn = 0 sur (Σ) (I.134)
ρ f est la masse volumique du fluide. n est la normale sortante à la surface Σ.
6.1.2 Formulation variationnelle du fluide
Dans cette formulation, on utilisera une présentation modale afin d’écrire l’équation matri-
cielle du mouvement de la plaque couplée avec la cavité fluide sur la base modale de la structure
et la base modale acoustique.
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La pression du fluide se décompose sur sa base modale comme suit :
p(x,y,z) = Σnαnqn = Σi jlαi jlqi jl (I.135)
avec,
qi jl = cos
ipi
a
xcos
jpi
b
ycos
lpi
c
z (I.136)
Quel que soit qm fonction test, on peut écrire :
∫
Ω f
qm(∆+ k
2)pdΩ f = 0 dans (Ω f ) (I.137)
qm est le vecteur généralisé qui correspond au mode acoustique m.
L’intégration par parties de cette équation donne :
∫
Ω f
(−(∇qm,∇p)+ k2qmp)dΩ f +
∫
∂Ω f
qm∇pnd∂Ω f = 0 (I.138)
∂Ω f correspond aux frontières de la cavité fluide Ω f .
En appliquant les conditions aux limites et les conditions de couplage fluide - structure, on a :
∫
Ω f
(−(∇qm,∇p)+ k2qmp)dΩ f +ρ fω2
∫
Σ
qmwdΣ = 0 (I.139)
Le déplacement normal de la plaque élastique se décompose sur sa base modale comme suit :
w(y,z) = ΣrβrWr = ΣpqβpqWpq (I.140)
avec,
Wpq = sin
ppi
b
ysin
qpi
c
z (I.141)
L’équation variationnelle devient :
∫
Ω f
(−(∇qm,∇Sigmanαnqn)+ k2qmΣnαnqn)dΩ f
+ρ fω
2
∫
Σ
qmΣrβrWrdΣ = 0 (I.142)
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Cette équation peut s’écrire sous la forme :
Σnαn
∫
Ω f
(−∇qm,∇qn)+ k2qmqn)dΩ f +ρ fω2Σrβr
∫
Σ
qmWrdΣ = 0 (I.143)
On sait que :
∫
Ω f
(∇qm,∇qn)dΩ f =
∫
∂Ω f
div(qm∇qn)d∂Ω f −
∫
Ω f
qm∆qndΩ f (I.144)
D’après l’équation de Helmotz, on peut écrire :
∆qn = −k2nqn (I.145)
d’où,
Σnαn
∫
∂Ω f
−div(qm∂qn
∂n
)d∂Ω f +Σnαn
∫
Ω f
qm∆qndΩ f +Σnαn
∫
Ω f
k2qmqndΩ f
+ρ fω
2Σrβr
∫
Σ
qmWrdΣ = 0(I.146)
Cette équation peut s’écrire aussi sous la forme :
Σnαn
∫
Ω f
(k2− k2n)qmqndΩ f +ρ fω2Σrβr
∫
Σ
qmWrdΣ = 0 (I.147)
avec,
∫
Ω f
qmqndΩ f = δmn.Cte (I.148)
Cte est une constante qui dépend de i,j et l et δmn est le symbole de Kronecker,
δmn =
{
0 si m 6= n
1 si m= n
Calcul de la constante : Cte
• i= j = l = 0
∫
Ω f
q2(x,y,z)dΩ f = abc=V (I.149)
V est le volume de la cavité fluide,
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• i= j = 0, l 6= 0 ou, i= l = 0, j 6= 0 ou,l = j = 0, i 6= 0
∫
Ω f
q2(x,y,z)dΩ f =
abc
2
=
V
2
(I.150)
• i= 0, j 6= 0, l 6= 0 ou, j = 0, i 6= 0, l 6= 0 ou,l = 0, i 6= 0, j 6= 0
∫
Ω f
q2(x,y,z)dΩ f =
abc
4
=
V
4
(I.151)
• i 6= 0, j 6= 0, l 6= 0
∫
Ω f
q2(x,y,z)dΩ f =
abc
8
=
V
8
(I.152)
L’équation (I.147) s’écrit de nouveau sous la forme :
(k2− k2n)αnCte+ρ fω2ΣrβrCnr = 0 (I.153)
avec,
Cnr =
∫
Σ
qnWrdΣ (I.154)
Calcul de la matrice modale du couplageCnr
Pour x= 0, on a :
qi jl = cos
jpi
b
ycos
lpi
c
z (I.155)
d’où,
Cnr =
∫
Σ
sin
ppi
b
ycos
jpi
b
ysin
qpi
c
zcos
lpi
c
zdydz (I.156)
La matrice modale du couplage est donnée par la relation suivante :
Cnr =
bcpq
pi2(p2− j2)(q2− l2)y[(1− (−1)
p+ j(1− (−1)q+l))] (I.157)
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Pour p= j ou q= l ce qui entraîne que Cnr = 0.
6.1.3 Formulation variationnelle de la plaque
Quel que soit wm fonction test cinématiquement admissible, on peut écrire :
∫
Σ
wm
(
D∆∆w−σω2w)dΣ = wm(X0)F0+∫
Σ
wmpdΣ (I.158)
wm est le vecteur déplacement généralisé qui correspond au mode structure m.
En utilisant la formule de Green, on a :
∫
Σ
Dwm∆∆wdΣ = −
∫
Σ
D∇wm∇∆wdΣ+
∫
∂Σ
Dwm∇∆wd∂Σ (I.159)
et,
∫
Σ
D∇wm∇∆wdΣ = −
∫
Σ
D∆wm∆wdΣ+
∫
∂Σ
D∇wm∆wd∂Σ (I.160)
Ce qui donne,
∫
Σ
Dwm∆∆wdΣ =
∫
Σ
D∆wm∆wdΣ (I.161)
L’équation (I.158) devient,
∫
Σ
D∆wm∆wdΣ−
∫
Σ
wmσω
2wdΣ = wm(X0)F0+
∫
Σ
wmpdΣ (I.162)
En remplaçant le vecteur déplacement de la plaque et la pression de la cavité fluide par leurs
expressions, on peut écrire,
∫
Σ
D∆wm∆(∑
r
βrwr)dΣ−
∫
Σ
wmσω
2∑
r
βrwrdΣ = (I.163)
wm(X0)F0+
∫
Σ
wm∑
n
αnqndΣ
Pour m= r, on a :
βr
∫
Σ
(D∆wm∆wr−σω2wrwr)dΣ = wr(X0)F0+
∫
Σ
wr∑
n
αnqndΣ (I.164)
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En remplaçant le vecteur déplacement modal de la plaque par son expression, on peut écrire :
βr
∫
Σ
(
D(
p2pi2
b2
+
q2pi2
c2
)wrwr−σω2wrwr
)
dΣ = (I.165)
wr(X0)F0+
∫
Σ
wr∑
n
αnqndΣ
En posant :
ω2r =
D
σ
(
p2pi2
b2
+
q2pi2
c2
)
(I.166)
On a alors,
βr
∫
Σ
(
(ω2r −ω2)wrwr
)
dΣ = wr(X0)
F0
σ
+
1
σ ∑n
αn
∫
Σ
wrqndΣ (I.167)
On sait que,
∫
Σ
wrwrdΣ =
bc
4
= Σp (I.168)
Σp est la surface de la plaque.
On a finalement,
(ω2r −ω2)βr−
4
σΣp
∑
n
αnCm = wr(X0)
4F0
σΣp
(I.169)
6.1.4 Formulation du problème couplé
En utilisant les équations (I.165 et I.168), l’équation du mouvement modal de la plaque
couplée avec la cavité fluide s’écrit : ω
2
r −ω2
−4
σΣp
Cm
−4
σΣp
Cnr (k
2
n− k2)
4Cte
ρ fω2σΣp

{
βr
αn
}
=
{
Fs
0
}
(I.170)
avec Fs = wr(X0)
4F0
σΣp
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6.2 Résultats numériques
6.2.1 Pour la plaque 2D
Cet exemple illustre un problème d’état stable d’interaction vibro-acoustique, et l’utilisation
du couplage à petite déformation structurelle linéaire. Il s’agit d’une plaque élastique : son
module d’Young E = 2.11× 1011, sa masse volumique ρs = 7860Kg.m−3 et son cœfficient
de poisson ν = 0.3 en immersion complète dans un fluide compressible qui est au repos (de
masse volumique ρ f = 1000Kg.m
−3 et vitesse du son c= 1500ms−1. Le but du problème est de
déterminer les fréquences propres de la structure couplée avec l’eau et l’effet du couplage sur la
vibration du système sans réduction du modèle [89, 91]. La structure est supposée encastrée de
son côté supérieur, et n’est soumis à aucun chargement, ainsi le fluide est supposé immobile aux
bords et la pression est nulle aux bords aussi sauf sa partie supérieure qui est supposée libre.
Pour le calcul éléments finis par ANSYS, le fluide et la structure ont été maillés avec un élé-
ment rectangulaire à quatre nœuds respectivement FLUID29 et PLANE42 [88]. Le maillage
choisi est un maillage compatible où les nœuds des deux domaines se coïncident à l’interface
fluide-structure, à 600 éléments 100 pour la structure et 500 pour le fluide, chaque élément a
quatre nœuds et chaque nœud a trois degrés de libertésUx etUy (les déplacements suivants x et
y) et P la pression pour l’interface. La figure (A1.5) montre le modèle du problème couplé et sa
discrétisation en éléments finis. Les résultats obtenus pour la structure sèche et immergée sont
Figure A1.5 – Modèle éléments finis du système
illustrés dans les tableaux (A1.1 et A1.2) : On remarque que les résultats trouvés par les deux
méthodes sont bien en concordance mais avec un temps du calcul très élevé.
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TABLE A1.1 – Les cinq premières fréquences propres de la structure 2D sèche et immergée
sans réduction du modèle avec une formulation (u, p).
Mode structure sèche structure immergée
R1 1122 890.12
R2 2743.9 998.16
R3 3016 1312.9
R4 4850.1 1595.7
R5 5108.6 1930.9
TABLE A1.2 – Les cinq premières fréquences propres de la structure 2D sèche et immergée
sans réduction du modèle avec une formulation (u, p,Φ).
Mode structure sèche structure immergée
R1 1122,1 890.14
R2 2743.93 998.15
R3 3016,15 1312.92
R4 4850.16 1595.73
R5 5108.66 1930.94
6.2.2 Pour la plaque 3D
Dans cette section nous proposons l’étude d’une structure 3D de faible épaisseur que l’on peut
considérer comme une membrane. La structure est encastrée de son coté supérieur (suivant sa
largeur), et n’est soumis à aucun chargement. Ce problème illustre l’utilisation du couplage à
petite déformation structurelle linéaire. Il s’agit d’une plaque d’épaisseur faible de 1 mm en im-
mersion complète dans l’eau qui est au repos. L’objectif est la détermination des cinq premières
fréquences propres.
L’étude numérique est conduite en utilisant le code du calcul éléments finis ANSYS. Une mé-
thode de couplage éléments finis/éléments finis est proposée pour modéliser le système couplé
fluide-structure, avec une formulation non symétrique en pression/déplacement. Une compa-
raison des résultats numériques et expérimentaux est alors proposée [89, 91]. L’étude expé-
rimentale a été réalisé en utilisant un dispositif basé sur la mesure optique interférométrique
de champs, qui offre l’avantage d’une haute résolution spatiale, mesure en temps réel et sans
contact mécanique avec la structure analysée [13].
Les paramètres géométriques et les propriétés des matériaux des deux domaines sont les sui-
vants :
– Pour la structure : densité = 7800 kg.m−3 ; module d’Young = 2.1× 1011 Pa ; cœfficient
de Poisson = 0.3 ; longueur= 9.6 cm ; largeur = 7.2 cm ; hauteur = 1 mm.
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– Pour le fluide : densité = 1000 kg.m−3 ; vitesse du son = 1500 m.s−1 ; longueur = 28.5
cm ; largeur = 14 cm ; hauteur = 19 cm.
Le maillage choisi est un maillage tétraédrique, à 800 éléments, chaque élément a quatre nœuds
et chaque nœud a six degrés de libertésUx ,Uy etUz ( les déplacements suivants x, y et z), θx,θy
et θz ( les rotations suivants x, y et z).
La figure (A1.6) montre le schéma du modèle et sa discrétisation en éléments finis : Les résultats
Figure A1.6 – Discrétisation en éléments finis de la palque 3D sèche et immergée
obtenus pour la structure sèche et immergée sans réduction du modèle sont illustrés dans les
tableaux (A1.3 et A1.4) :
TABLE A1.3 – Les cinq premières fréquences propres de la structure 3D sèche sans réduction.
Mode Numérique Expérimental
R1 90.12 87.9
R2 279.64 280
R3 552.38 548
R4 960.93 −−−
R5 1162.74 1184
7 Application à l’étude d’un barrage
Le but de cette section est de mettre en œuvre les techniques de couplage vibro-acoustique
sur un exemple académique. Il ne faut pas chercher la réalité physique sur ce petit modèle,
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TABLE A1.4 – Les cinq premières fréquences propres de la structure 3D immergée sans réduc-
tion.
Mode Numérique Expérimental
R1 45.56 38
R2 147.63 152
R3 277.25 260
R4 488.74 −−−
R5 694.14 703
mais seulement en profiter pour démystifier les stratégies de couplage. Il s’agit de l’étude d’un
barrage assimilé à une poutre cantilever, encastrée à sa base et libre à son extrémité supérieure.
7.1 Présentation du problème
On considère la poutre de la figure (A1.7), d’axe (oz), de section S circulaire de rayon R, de
longueur L et d’épaisseur e, de masse volumique ρs, de module d’Young E et de moment qua-
dratique de la section droite par rapport à un diamètre I. Immergée dans un fluide compressible
de hauteur h, limité par une surface libre et un fond rigide parallèle à la surface libre et illimité
dans les autres directions, ses caractéristiques physiques étant notées ρ f etC (masse volumique
et célérité des ondes acoustiques).
Figure A1.7 – Schéma de la poutre immergée dans l’eau
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7.2 Formulation du problème couplé
On s’intéresse au cas générale où le fluide apporte une énergie potentielle instationnaire (ou
fluctuante). C’est le cas en particulier d’un fluide compressible (potentiel élastique). Les deux
entités fluide et structure possèdent tous les deux leurs degrés de liberté propres et le système
dynamique est régi par les équations vibratoires de la structure et du fluide, couplées entre elles.
On présente les formulations couplées non symétriques, basées sur les équations proposées dans
les deux premières sections pour les systèmes découplés (en pression pour le fluide et le dépla-
cement pour la structure).
7.2.1 Comportement de la poutre
a - Equation du mouvement
Pour analyser le comportement de la poutre, on se place dans le cadre classique de l’hypothèse
de Bernoulli, ce qui conduit dans le domaine fréquentiel, en notant u(z,ω) la flèche comptée
suivant (ox), aux équations du mouvement suivantes :
−ω2ρsSu+EI ∂
4u
∂Z4
= fh (z,ω) sur (z,ω) ∈]0,L[×]ωmin,ωmax[ (I.171)
avec fh(z,ω) est la résultante linéaique suivant ex des pressions hydrodynamiques, c’est à dire :
fh(z,ω) =−
∫ 2pi
0
p(R,θ,z,ω)Rcosθdθ, pour z ∈ [0,h] (I.172)
fh(z,ω) = 0, pourz ∈ [h,L] (I.173)
b - Les conditions aux limites et de couplage
u(z, t) = 0
∂u
∂z
(0, t) = 0
∂2u
∂z2
(L, t) = 0 (I.174)
∂3u
∂z3
(L, t) = 0
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pour t ∈]0,T [
c - Formulation variationnelle
Soit Cu l’espace des champs de déplacements de la structure, définie sur Ωs et suffisament
différentiables. Soit C0u ⊂Cu, le sous-espace de Cu constitué des champs de déplacements qui
sont nuls sur Γs. L’espaceC
0
u est donc l’ensemble des champs de déplacements cinématiquement
admissibles de la structure.
Soit v une fonction de l’espace C0u , on multiplie l’équation (I.171) par v, on intégre sur Ωs puis
on utlise la formulation de Green. En tenant compte des conditions aux limites et de couplage
(I.174), la forme faible du problème structure s’écrit donc pour tout v dansC0u ,
−ω2
∫ h
0
ρsSuvdz+
∫ h
0
EI
∂2u
∂z2
∂2v
∂z2
dz= vqz=h−
∫ 2pi
0
∫ h
0
pr=RvRcosθdθdz
7.2.2 Comportement de la cavité acoustique
a - Equation du mouvement
Nous adoptons la modélisation fournie par l’équation des ondes classique :
∆p+
ω2
C2
p= 0 (I.175)
b - Les conditions aux limites
Condition sur le fond pour tout r et tout θ :
∂p
∂z
|z=0 = 0 (I.176)
Condition de surface libre pour tout r et tout θ :
∂p
∂z
|z=h = 0 (I.177)
Condition au bord du fluide pour tout h et tout θ :
∂p
∂z
|r=R′ = 0 (I.178)
Condition sur l’interface fluide-structure :
∂p
∂z
∣∣
r=R = ρsω
2ucosθ (I.179)
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où ucosθ est le déplacement normal en un point M de la surface latérale de la poutre (surface
d’interface fluide-structure).
c - Formulation variationnelle
Soit Cp l’espace admissible des champs de pression de la cavité acoustique, définis sur Ω f et
suffisamment différentiables. Il est à noter que l’espaceCp contient des champs x 7−→ p(x,ω) =
p0(ω) à pression constante dans Ω f .
Soit q de l’espace Cp, on multiplie l’équation (I.175) par q et on intègre sur Ω f puis on utilise
la formule de Green. En tenant compte des conditions aux limites et de couplage (I.176, I.177,
I.178 et I.179), on en déduit que :
−ω2
∫ R′
R
∫ 2pi
0
∫ h
0
pq
C2
rdrdθdz+
∫ R′
R
∫ 2pi
0
∫ h
0
∇p∇qrdrdθdz=
−ρ fω2
∫ 2pi
0
∫ h
0
uq |r=RRcosθdθdz (I.180)
Compte tenu de la géométrie à symétrie de révolution d’axe (oz), la pression est déterminée en
utilisant un développement en série de Fourier soit :
p(r,θ,z,ω) =
n=∞
∑
n=0
pn(r,z,ω)cos(nθ)︸ ︷︷ ︸
modes symtriques
+
m=∞
∑
m=0
pm(r,z,ω)sin(mθ)︸ ︷︷ ︸
modes anti−symtriques
(I.181)
Cette repésentation permet de ramener l’étude du problème tridimensionnel à un problème bi-
dimentionnel. La dépendance en θ est décrite par les fonctions trigonométriques cos(nθ) et
sin(mθ). L’orthogonalité des fonctions trigonométriques conduit au découplage des différents
systèmes.
En effet, pour les fonctions cosinus, on a :
∫ 2pi
0
cos(nθ)cos(n′θ)dθ =

0sin 6= n′
2pi si n= n′ = 0
pi si n= n′ 6= 0
pour les fonctions sinus, on a :
∫ 2pi
0
sin(mθ)sin(m′θ)dθ =
{
0sim 6= m′
pi si m= m′
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et pour les fonctions croisées, on a :
∫ 2pi
0
cos(nθ)sin(n′θ)dθ =
∫ 2pi
0
cos(nθ)dθ =
∫ 2pi
0
sin(n′θ)dθ = 0
La formulation du problème acoustique devient :
−ω2
∫ R′
R
∫ h
0
pmqm
C2
rdrdz+
∫ R′
R
∫ h
0
∇pm∇qmrdrdz= 0 (I.182)
où :
∇pm∇qm =
∂pm
∂r
∂qm
∂r
+
m2
r2
pmqm+
∂pm
∂z
∂qm
∂z
(I.183)
7.3 Résolution numérique par la méthode des éléments finis
7.3.1 Discrétisation en éléments finis de la poutre
La poutre est discrétisée en éléments finis type poutre à deux nœuds de numéros courants j, j+1
de coordonnées z j,z j+1 et de longueur l j. Sur un élément fini j, la flèche u(z,ω) est interpolée
Figure A1.8 – Elément fini de la poutre
de façon classique en choisissant une approximation cubique (polynôme d’Hermite cubique)
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soit,
u(z,ω) = NTs (z)U
e(ω) (I.184)
avec :
Ue(ω) =
[
u j, j ,u j+1,θ j+1
]
, est le vecteur des valeurs modales en déplacement de l’élément,
NTs =
[
1−3s2+2s3, l j(s−2s2+ s3),(3s2−2s3), l j(−s2+ s3)
]
, est le vecteur des fonctions de
forme,
où :
s =
z− z j
l j
∈ [0,1] , l j = z j+1− z j et θ = ∂u
∂z
, désigne la rotation d’une section droite de la
poutre.
Le choix des fonctions de forme de l’élément fini poutre est guidé par la formulation varia-
tionnelle du problème. Celle-ci est en effet constituée d’un terme intégral faisant intervenir les
dérivées secondes du champ de déplacement u(z), ce qui nécessite d’utiliser une fonction poly-
nômiale de degré deux au moins, ceci impose également le recours à deux inconnues nodales
par nœud.
Pour un élément fini à deux nœuds, un total de quatre inconnues nodales est à considérer. Le
chois réalisé ici est de considérer la valeur au nœud du déplacement et de sa dérivée première
soit u j et u
′
j. La fonction de forme retenue est donc un polynôme de degré trois, défini par quatre
paramètres, qui sont calculés de façon à assurer la continuité des valeurs nodales interpolées.
Soit, par exemple, Nu(s) la fonction de forme associée au degré de liberté en déplacement u du
nœud j ; Nu(s) doit vérifier :
Nu(0) = 1 ; N
′
u(0) = 0 ; Nu(0) = 0 ; N
′
u(1) = 0.
En posant Nu(s) = a3s
3+a2s
2+a1s+a0 ; les relations précédentes conduisent à écrire :
a0 = 1
a1 = 0
a3+a2+a1+a0 = 0
3a2+2a2+a1 = 0
d’où : a0 = 1 ; a1 = 0 ; a2 =−3 ; a3 = 2 ;
soit Nu(s) = 1−3s2+2s3.
Un raisonnement similaire permet de déterminer les fonctions de forme associées aux degrés de
liberté de l’élément fini.
On utilise les mêmes fonctions de forme pour le calcul de v et on discrétise les termes de la
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formulation variationnelle comme suit :
∫ z j+1
z j
ρsSuvdz=V
T
j
(∫ z j+1
z j
N jTs N
j
s dz
)
U j =V
TAsTj m
s
jA
s
jU (I.185)
avec Asj la matrice de localisation des degrés de liberté élémentaires U j dans l’ensemble des
degrés de libertéU du problème.
De la même façon, on écrit :
∫ z j+1
z j
EI
∂2u
∂z2
∂2v
∂z2
dz=V Tj
(∫ z j+1
z j
d2N
jT
s
∂z2
d2N
j
s
∂z2
dz
)
U j =V
TAsTj k
s
jA
s
jU (I.186)
Les matrices Ms et Ks sont assemblées à partir des matrices élémentaires m
j
u et k
j
u selon les
relations :
Ms = ∑
j=NEs
j=1 A
sT
j m
s
jA
s
j ; K
s = ∑
j=NEs
j=1 A
sT
j k
s
jA
s
j.
où : NEs est le nombre d’éléments de la structure.
La matrice de localisation Asj est une matrice de dimension 4×2(NEs+1) qui permet d’établir
la correspondance entre les degrés de liberté locaux et globaux.
Avec les fonctions de forme choisies, les matrices élémentaires ont pour expression :
m
j
u =
ρsSl j
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

156 22l j 54 −13l j
22l j 4l
2
j 13l j −3l2j
54 13l j 156 −22l j
−13l j −3l2j −22l j 4l2j

 k ju =
EI
l3j


12 6l j −12 6l j
6l j 4l
2
j −6l j 2l2j
−12 −6l j 12 −6l j
6l j 2l j −6l j 4l2j


Le problème finale devient : (
Ks−ω2Ms)U = F (I.187)
où les matrices Ms et Ks sont obtenues à partir des matrices globales, dont on a retiré les deux
premières lignes et les deux premières colonnes, afin de prendre en compte les conditions aux
limites en z= 0.
7.3.2 Discrétisation en éléments finis de la cavité acoustique
On discrétise le problème fluide dans le plan (x,z), dans lequel le domaine fluide est
[R,R′]× [0,h]. Ce domaine est divisé en élément fini bidimensionnel [ri,ri+1]×
[
z j,z j+1
]
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avec (i, j) ∈ [1,NEs]× [1,NE f ], de façon à écrire :
∫ R′
R
∫ h
0
( pmqm
C2
+∇pm∇qm
)
rdrdz=
i=NE f
∑
i=1
j=NEs
∑
j=1
∫ ri+1
ri
∫ z j+1
z j
( pmqm
C2
+∇pm∇qm
)
rdrdz
(I.188)
où NE f est le nombre d’éléments du fluide et NEs est le nombre d’éléments de la structure.
On utilise des éléments à quatre nœuds, un degré de liberté par nœud. Les composantes (pn)n≥1
Figure A1.9 – Elément fini du fluide
du développement (I.181) se calcule sur chaque élément de la façon suivante :
(pn)|[ri,ri+1]×[z j,z j+1] = N
F
i, jp
n
i, j ∀n≥ 1 (I.189)
avec :
– pni, j le vecteur des valeurs nodales en pression de l’élément : p
nT
i, j =(p
m
i, j, p
m
i, j+1, p
m
i+1, j+1, p
m
i+1, j)
– NFi, j le vecteur des fonctions de forme.
Les fonctions de forme pour l’élément de dimension li× l j sont choisies linéaires. En posant r=
r0+αli pour r ∈ [ri,ri+1] et z= z0+βl j pour z ∈
[
z j,z j+1
]
; avec li = ri+1− ri et l j = z j+1− z j,
la fonction de forme associée au nœud k ∈ [1,4] s’écrit sous la forme :
NFk (α,β) =
1
4
(1+αkα)(1+βkβ) (I.190)
avec αk =±1, βk =±1 et (α,β) ∈ [−1,1]× [−1,1].
De même pour les termes de pression anti-symétriques pm et on utilise des interpolations iden-
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tiques pour qn/m, on discrétise les termes de la formulation variationnelle comme suit :
∫ ri+1
ri
∫ z j+1
z j
pmqm
C2
rdrdz= QnTi, j
(∫ ri+1
ri
∫ z j+1
z j
N
f T
i, j N
f
i, jrdrdz
)
Pni, j = Q
T
nA
f T
i, j m
f
i, jA
f
i, jPn (I.191)
avec AFi, j la matrice de localisation des degrés de liberté élémentaires P
n
i, j dans l’ensemble des
degrés de liberté Pn du problème. On écrit de même :
∫ ri+1
ri
∫ z j+1
z j
∇pm∇qmrdrdz=Q
nT
i, j
(∫ ri+1
ri
∫ z j+1
z j
G
f T
i, j G
f
i, jrdrdz
)
Pni, j =Q
T
nA
f T
i, j k
f
i, jA
f
i, jPn (I.192)
Les matrices M f et K f sont assemblées à partir des matrices élémentaires m
f
i, j et k
f
i, j selon les
relations :
M f = ∑i=NE
f
i=1 ∑
j=NEs
j=1 A
f T
i, j m
f
i, jA
f
i, j ; K
f = ∑i=NE
f
i=1 ∑
j=NEs
j=1 A
f T
i, j k
f
i, jA
f
i, j.
où NEs est le nombre d’éléments de la structure, et NE f est le nombre d’éléments du fluide
La matrice de localisation A
f
j est une matrice de dimension 4×2(NEs+1)×2(NE f +1), qui
permet d’établir la correspondance entre les degrés de liberté locaux et globaux.
Finalement, le problème acoustique s’écrit :(
K f −ω2M f
)
P= 0 (I.193)
7.3.3 Discrétisation par éléments finis du problème vibro-acoustique
On utilise un maillage dans le plan (x,z) en discrétisant la poutre et le fluide respectivement
en NEs et NE f éléments, le principe de ce maillage est schématisé par la figure (A1.10). En
tenant compte des conditions aux limites et de couplage sur l’interface Σ de contact des deux
dommaines fluide et structure, on calcule le terme de couplage, en écrivant la pression sous
forme p(r,θ,z) = p(r,z)cosθ (composante symétrique d’ordre un dans le développement en
série de Fourier (I.181) :
∫ h
0
∫ 2pi
0
p|r=RvRcosθdθ = R
∫ 2pi
0
cos2 θdθ
∫ h
0
p|r=Rvdz= piR
∫ h
0
p|r=Rvdz (I.194)
En utilisant un couplage compatible entre les éléments poutre monodimensionnels et les élé-
ments fluides bidimensionnels, la discrétisation du terme de couplage est :
∫ h
0
p|r=Rvdz=V
T
j=NEs
∑
j=1
AsTj
∫ z j+1
z j
NsTj N
f
i, jdzA
f
i, jP (I.195)
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Figure A1.10 – Principe du maillage du système couplé
Cette expression met en évidence une matrice élémentaire d’interaction fluide-structure, notée
C j dont les composantes se calculent par l’équation suivante :
C j(k, l) = piR
∫ z j+1
z j
Nsk(z)N
f
l (z)dz= piR
∫ 1
0
Nsk(s)N
′ f
l (s)ds (I.196)
avec :
N
′ f
l (s) =
(1−α)(1−β+2βs)
4
.
En tenant compte du changement de variable (β =−1+2s) introduit pour réaliser le couplage
conforme entre l’élément poutre et l’élément fluide et faire coincider les variables locales des
deux éléments couplés suivant z, la matrice élémentaireC j est donnée explicitement par :
C j =
piRl j
20

7 0 0 3
l j 0 0
2
3
l j
3 0 0 7
−2
3
l j 0 0 −l j

L’assemblage des matrices élémentaires C j permet d’obtenir la matrice d’interaction pour le
problème couplé, cette matrice est notéeC. Les termes de couplage se calculent à partir de cette
matrice comme suit : ∫ h
0
∫ 2pi
0
p|r=RvRcosθdθdz=V
TCP (I.197)
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−ρ fω2
∫ h
0
∫ 2pi
0
q|r=RuRcosθdθdz= ρ fω
2QTCTU (I.198)
Le problème discret s’écrit :
– pour la structure (
Ks−ω2Ms)U =−CP (I.199)
– pour le fluide (
K f −ω2M f
)
P=−ρ fω2CTU (I.200)
– pour le problème vibro-acoustique
Soit en regroupant les deux équations en une seule :
−ω2
([
Ms 0
ρ fC
T M f
]
+
[
Ks −C
0 K f
]){
U(ω)
P(ω)
}
=
{
H(ω)
0
}
(I.201)
7.4 Résolution analytique
7.4.1 Fluide incompressible
L’équation locale du fluide dans ce cas est l’équation de Laplace.
a - Détermination du potentiel des vitesses
Le potentiel des vitesses Φ(M, t) = φ(M) f (t) est cherché en coordonnées cylindriques (r,θ,z)
sous la forme d’une solution à variables séparées :
φ(r,θ,z) = A(r)B(θ)C(z) (I.202)
Il est solution de l’équation de Laplace qui est en coordonnées cylindriques s’écrit :
1
r
∂
∂r
(
r
∂φ
∂r
)
+
1
r2
∂2φ
∂θ2
+
∂2φ
∂z2
= 0 (I.203)
En posant : A′ =
dA
dr
; A′′ =
d2A
dr2
; B′ =
dB
dθ
; B′′ =
d2B
dθ2
; C′ =
dC
dz
; C′′ =
d2C
dz2
;
l’équation (I.203) s’écrit :
A′′
A
+
1
r
A′
A
+
1
r2
B′′
B
+
C′′
C
= 0 (I.204)
On en déduit :
B′′
B
= β et
C′′
C
= γ (I.205)
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où β et γ sont des cœfficients constants et on cherche A(r) solution de :
r2A′′(r)+ rA′(r)+(γr2+β)A(r) = 0 (I.206)
D’autre part, la fonction B(θ) est périodique de période 2pi de la forme :
B(θ) = ak coskθ+bk sinkθ (I.207)
ce qui fixe la valeur de la constante β =−k2. Les valeurs, que peut prendre la constante, fixent
la forme de la fonctionC(z) :
γ = 0 C(z) = a0z+b0
γ = q2 C(z) = a1e
qz+b1e
−qz (I.208)
γ =−q2 C(z) = a2 cos(qz)+b2 sin(qz)
et dans ces conditions, l’équation (I.206) devient :
r2A′′(r)+ rA′(r)+(γr2− k2)A(r) = 0 o : γ =±q2 (I.209)
Le potentiel φ s’annule quand r → ∞ (pas d’écoulement à l’infini) donc A(r) doit s’annuler
quand r→ ∞, on obtient :
γ = 0 A(r) = mkr
−k
γ = q2 A(r) = dkJk(qr)+ ekYk(qr) (I.210)
γ =−q2 A(r) = fkKk(qr)
Les termes Jk et Yk sont les fonctions de Bessel de 1
re et 2e espèce d’ordre entier k, et Kk , les
fonctions de Bessel modifiées. La fonction potentiel φ(r,θ,z) est donc une combinaison linéaire
des trois solutions φ1, φ2 et φ3 :
φ1(r,θ,z) =
∞
∑
k=1
(ak coskθ+bk sinkθ)mkr
−k(a0z+b0) (I.211)
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φ2(r,θ,z) =
∞
∑
k=1
(ak coskθ+bk sinkθ)mkr
−k(a0z+b0)(dkJk(qr)+ ekYk(qr))(a1eqz+b1e−qz)
(I.212)
φ3(r,θ,z) =
∞
∑
k=1
(ak coskθ+bk sinkθ)( fkKk(qr))(a2 cos(qz)+b2 sin(qz)) (I.213)
La condition de glissement sur le fond
∂φ
∂n
= 0 pour z = 0 et pour tous r et θ se traduit par
a0 = a1−b1 = b2 = 0. La condition de surface libre φ = 0 en z= h et pour tous r et θ implique :
b1 = 0
a1 cosh(qh) = 0=⇒ a1 = 0 (I.214)
a2 cos(qh) = 0=⇒ q= qn = 2n−1
2h
pi; n= 1,2, · · ·
Finalement, la solution cherchée est de la forme :
φ = φ3(r,θ,z) =
∞
∑
n=1
∞
∑
k=1
(ak coskθ+bk sinkθ)( fknKk(qnr))cos(qnz)) (I.215)
La condition de glissement sur la surface latérale mouillée de la poutre :(
∂φ
∂r
)
f (t) = cosθ (I.216)
implique B(θ) = cosθ donc k= 1 et bk = 0 et, par conséquent, la solution générale du potentiel
est de la forme :
φ = φ3(r,θ,z) =
∞
∑
n=1
FnK1(qnr)cos(qnz)cosθ (I.217)
avec : qn =
2n−1
2h
pi
D’autre part en cherchant u(z, t) sous la forme u(z, t) =U(z)g(t), avec g(t) fonction périodique,
la condition de glissement sur la surface latérale de la poutre entraîne f (t) = g˙(t) et :
∞
∑
n=1
FnqnK1,qr(qna)cos(qnz) =U(z) (I.218)
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Avec : qn =
2n−1
2h
pi
Les cœfficients Fn sont explicités en prémultipliant l’équation (I.215) par cos(pz), avec p =
(2m−1)/2h, puis en intégrant entre 0 et h. On obtient alors, en notant K′1 = K1,qr (il s’agit ici
de la dérivée du terme K1 par rapport au produit qr, comme défini dans l’équation (I.218)).
Fn =
4
(2n−1)piK′1(
2n−1
2h
pia)
∫ h
0
U(z)cos(
2n−1
2h
piz))dz (I.219)
du fait des conditions d’orthogonalité suivantes :
∫ h
0
cos(
2m+1
2h
piz)cos(
2n+1
2h
piz)dz=
h
2
δmn (I.220)
Le potentiel des vitesses s’exprime alors par la relation :
Φ(r,θ,z, t) =
∞
∑
n=1
4
(2n−1)pi
K1(qnr)
K′1(qna)
(∫ h
0
U(z)cos(qnz)dz
)
cos(qnz)g¨(t) (I.221)
et le calcul de fh(z, t) donne :
fh(z, t) =
∞
∑
n=1
4
(2n−1)ρ f a
K1(qna)
K′1(qna)
(∫ h
0
U(z)cos(qnz)dz
)
cos(qnz)cosθ f (t) (I.222)
b - Développement de la flèche sur les modes propres de la poutre sèche
Les pulsations et les modes propres de la poutre dans l’air sont déterminés en cherchant u(z, t)
solution des équations (I.171) où fh(z, t) = 0. En posant Ω
4 =
ρsS
EI
.ω2, la solution générale de
l’équation différentielle est :
U(z) = AcosΩz+BsinΩz+CcoshΩz+DsinhΩz (I.223)
La prise en compte des conditions aux limites permet de trouver l’équation donnant les pulsa-
tions propres et de déterminer les constantes d’intégration fixant la forme des modes propres,
soit : cosΩl coshΩl+1= 0 soit Ωr ∼= (2r−1)pi
2l
pour r > 2 et
Ur(z) =
1√
l
(cosΩrz− coshΩrz+Cr(sinhΩrz− sinΩrz)) (I.224)
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Avec :Cr =
cosΩrl+ coshΩrl
sinΩrl+ sinhΩrl
Cette base des modes propres est utilisée pour développer la flèche réelle de la poutre immer-
gée :
u(z, t) =
∞
∑
i=1
Ui(z)ηi(t) ηi(t) = ai cosλit+bi sinλit (I.225)
La résultante hydrodynamique fh(z, t) de l’équation (I.222) a alors pour expression :
fh(z, t) =
∞
∑
n=1
∞
∑
j=1
4ρ f a
2n−1
K1(qna)
K′1(qna)
(∫ h
0
U j(z)cos(qnz)dz
)
cos(qnz)η¨i(t) (I.226)
En reportant cette approximation de la flèche et de la résultante hydrodynamique dans l’équation
locale de (I.171) et en utilisant les propriétés d’orthogonalité des modes propres de la poutre
dans l’air, les équations aux pulsations propres de la poutre immergée sont données, pour la ie
pulsation propre de la poutre sèche, par :
η¨i+ω
2
i ηi =
1
ρsS
∞
∑
n=1
∞
∑
j=1
4ρ f a
2n−1
K1(qna)
K′1(qna)
(∫ h
0
Ui(z)cos(qnz)dz
)(∫ h
0
U j(z)cos(qnz)dz
)
η¨ j(t)
(I.227)
La résolution se fait en choisissant une base des modes propres tronquée à l’ordre m. On obtient
le problème aux valeurs propres donnant les pulsations propres et modes propres de la poutre
immergée :
(I+Ma) η¨+diag(ω
2
i )η = 0 (I.228)
avec Ma, matrice masse ajoutée dont le terme général s’écrit :
(Ma)i j =−ρ f a
ρsS
∞
∑
n=1
4
2n−1
K1(qna)
K′1(qna)
(∫ h
0
Ui(z)cos(qnz)dz
)(∫ h
0
U j(z)cos(qnz)dz
)
(I.229)
soit également :
(Ma)i j =−ρ f a
ρsS
∞
∑
n=1
4
2n−1
K1(qna)
K′1(qna)
AniAn j (I.230)
avec :
* qn 6= Ωi :
Ani =
1
q2n−Ω2i
[
(−1)n+1qn(cosΩih−Ci sinΩih)+CiΩi
]
+
1
q2n+Ω
2
i
[
(−1)n+1qn(−coshΩih+Ci sinhΩih)−CiΩi
]
(I.231)
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* qn = Ωi :
Ani =
1
q2n−Ω2i
[
(−1)n+1qn(cosΩih−Ci sinΩih)+CiΩi
]
+
h
2
− Cih
(2n−1)pi +
1
q2n+Ω
2
i
[
(−1)n+1qn(−coshΩih+Ci sinhΩih)−CiΩi
]
(I.232)
7.4.2 Fluide compressible
Comme précédemment, le potentiel des vitesses Φ(M, t) = φ(M) f (t) est cherché en coordon-
nées cylindriques (r,θ,z) sous la forme d’une solution à variables séparées :
φ(M) f (t) = A(r)B(θ)C(z) (I.233)
et en réponse forcée. Si ω est la pulsation d’excitation, on note le nombre d’ondes k =
ω
c
et φ
est solution de l’équation de Helmholtz :
∆φ+ k2φ = 0 (I.234)
La même démarche que celle qui a été détaillée pour le fluide incompressible conduit à la
solution, qui s’exprime cette fois en fonction de la fonction de Hankel H1 :
φ = φ3(r,θ,z) =
∞
∑
n=1
FnH1(βnr)cos(qnz)cosθ (I.235)
avec : qn =
2n−1
2h
pi et βn = k
2−q2n
La détermination de Fn et le calcul de la résultante hydrodynamique fh(z, t) conduisent à :
fh(z, t) =
∞
∑
n=1
2pi
(βnh)
ρ f a
H1(βna)
H ′1(βna)
(∫ h
0
U(z)cos(qnz)dz
)
cos(qnz)g¨(t) (I.236)
et en projetant la flèche u(z, t) de la poutre sur la base modale, on obtient :
fh(z, t) =
∞
∑
n=1
∞
∑
j=1
2pi
(βnh)
ρ f a
H1(βna)
H ′1(βna)
(∫ h
0
U j(z)cos(qnz)dz
)
cos(qnz)η¨ j(t) (I.237)
En reportant cette approximation de la flèche et de la résultante hydrodynamique dans l’équation
locale de (I.171) et en utilisant les propriétés d’orthogonalité des modes propres de la poutre
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dans l’air, les équations aux pulsations propres de la poutre immergée sont données par :
η¨i+ω
2
i ηi =
ρ f a
ρsS
∞
∑
n=1
∞
∑
j=1
2pi
(βnh)
H1(qna)
H ′1(qna)
(∫ h
0
Ui(z)cos(qnz)dz
)(∫ h
0
U j(z)cos(qnz)dz
)
η¨ j(t)
(I.238)
pour la ie pulsation propre de la poutre sèche.
Comme précédemment, la résolution se fait en choisissant une base de modes propres tronquée
à l’ordre m, et en effectuant un balayage en fréquence, puisque les cœfficients du système sont
des fonctions du nombre d’ondes k, on résout alors :
(I+Ma) η¨+diag(ω
2
i )η = 0 (I.239)
où Ma est la matrice masse ajoutée dont le terme général s’écrit cette fois :
(Ma)i j =−ρ f a
ρsS
∞
∑
n=1
2pi
βnh
H1(βna)
H ′1(βna)
(∫ h
0
Ui(z)cos(qnz)dz
)(∫ h
0
U j(z)cos(qnz)dz
)
(I.240)
soit également :
(Ma)i j =−ρ f a
ρsS
∞
∑
n=1
2pi
βnh
H1(βna)
H ′1(βna)
AniAn j (I.241)
avec :
* βn 6= Ωi :
Ani =
1
β2n−Ω2i
[
(−1)n+1βn(cosΩih−Ci sinΩih)+CiΩi
]
+
1
β2n+Ω
2
i
[
(−1)n+1βn(−coshΩih+Ci sinhΩih)−CiΩi
]
(I.242)
* βn = Ωi :
Ani =
1
q2n−Ω2i
[
(−1)n+1qn(cosΩih−Ci sinΩih)+CiΩi
]
+
h
2
− Cih
(2n−1)pi +
1
β2n+Ω
2
i
[
(−1)n+1βn(−coshΩih+Ci sinhΩih)−CiΩi
]
(I.243)
7.5 Comparaison des résultats
Les paramètres géométriques et physiques du problème étudié sont les suivants :
– Pour la structure : densité = 7800 kg.m−3 ; module d’Young = 2.1× 1011 Pa ; cœfficient
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de Poisson = 0.3 ; longueur= 30 m ; rayon = 0.5 m ; hauteur d’immersion = 20 m.
– Pour le fluide : densité = 1000 kg.m−3 ; vitesse du son = 1500m.s−1 ; rayon = 2 m ; hauteur
= 20 cm.
Les résultats obtenus pour la poutre sèche et immergée sont illustrés dans les tableaux (A1.5 et
A1.6) :
TABLE A1.5 – Les cinq premières fréquences propres de la poutre sèche.
Calcul direct Calcul par superposition modale
Mode Analytique Ansys Ansys
R1 2,19 2.18 2.178
R2 13,72 13.72 13.71
R3 38,44 38,46 38,43
R4 75,47 75,463 75,45
R5 124,8 124,82 124,77
TABLE A1.6 – Les cinq premières fréquences propres de la poutre immergée.
Calcul direct Calcul par superposition modale
Mode Analytique Ansys Ansys
R1 1,89 1,89 1.873
R2 9,43 9,35 9,312
R3 25,56 26,5 27,32
R4 53,9 54,2 55,27
R5 87,7 89,1 90,21
8 Conclusion
Dans ce chapitre, on a présenté le problème vibro-acoustique. On a commencé par exposer
les équations aux dérivées partielles qui gouvernent le milieu fluide et la structure ainsi que les
équations qui régissent les conditions initiales et aux limites. Ensuite, en se situant dans le cadre
des faibles perturbations des variables physiques autour de leur état d’équilibre, on a transformé
le problème initial en un problème faible en utilisant les espaces tests suffisamment réguliers.
Par la suite on a élaboré un modèle discrétisé par éléments finis, pour l’analyse du problème
couplé. Finalement, on a validé la formulation pour les cas suivants : les modes de vibration
d’une plaque 2D et 3D et un barrage rempli d’eau modélisé par une poutre. Enfin une résolution
numérique par ANSYS est menée sur les cas précédents et les résultats trouvés sont comparés
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à quelques résultats expérimentaux. Et on a proposé une résolution analytique d’un modèle
simplifié de la poutre immergée dans l’eau. Les résultats trouvés affirment les potentialités des
démarches proposées.
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Chapitre II
Réduction de modèles par analyse et synthèse
modales
1 Introduction
D
ans le cadre des études vibro-acoustiques des systèmes couplés fluide-structure modélisés
par la méthode des éléments finis. La plupart des structures ont des géométries impo-
santes, leur maillage entraîne plus d’éléments, donnant lieu à des matrices très larges car on
doit ajouter tous les degrés de liberté du domaine fluide à ceux de la structure. Ce qui pénalise
considérablement l’étude dynamique qui devient très gourmande en temps CPU à cause des ma-
nipulations répétitives de matrices de grandes dimensions. La réduction de la taille du problème
devient évidente [27, 28].
Dans le contexte industriel, l’intérêt est de pouvoir ainsi optimiser la forme et la structure
des matériaux à utiliser à partir des résultats numériques. Cependant, la complexité des phéno-
mènes étudiés se répercute par des coûts de calculs prohibitifs, ce qui nous amène à rechercher
des modèles réduits dont le temps du calcul serait plus réaliste. Par modèle réduit, on entend
l’écriture de systèmes de faibles dimensions obtenus à partir de l’analyse d’une formulation
numérique classique. Cette réduction a donc un coût initial, mais ce coût peut être largement
compensé par la suite si le modèle réduit est utilisable pour une gamme de paramètres diffé-
rents de ceux de la formulation initiale. De plus l’obtention des systèmes de faibles dimensions,
permet d’effectuer un contrôle actif, ce qui n’est pas le cas avec une modélisation numérique
classique.
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Aussi, il est actuellement envisageable de construire des modèles d’ordre réduit pour les
problèmes d’interaction fluide-structure en s’appuyant sur les techniques de réduction déve-
loppées dans chacun des deux domaines (vibration des structures et écoulement des fluides).
Plusieurs méthodes ont été développées dans la littérature par des auteurs de différentes spécia-
lités [25, 68, 74, 106, 129, 137–139].
La construction de ces modèles réduits permettra d’envisager le développement du calcul en
temps réel. Il permet aussi l’étude des phénomènes physiques des instabilités de couplage qui
sont souvent difficile à prédire. Ce problème est stratégique et intéresse de nombreux secteurs.
C’est pour cela qu’on propose dans ce chapitre des modèles d’ordre réduit où il est envisagé
de mettre en commun les compétences acquis dans les techniques d’analyse modale et syn-
thèse modale, dans cette dernière technique, on adopte la méthode de sous-structuration de type
Craig et Bampton pour la structure et la méthode des sous-domaines pour la cavité acoustique.
Dans un premier temps, la résolution numérique est menée sur les plaques 2D et 3D sèches et
immergées en appliquant la technique de superposition modale. Dans un deuxième temps, elle
est menée sur une hélice de bateau sèche et immergée en proposant une réduction de modèle
[89, 90].
Le problème discrétisé est décrit par le système d’équations différentielles suivant :
Pour la structure
Msu¨+Ksu= f s(u, t) (II.1)
où u(x, t) est le déplacement de la structure,Ms est la matrice de masse, Ks est la matrice raideur
et f s sont les excitations extérieures.
Pour le fluide
M f p¨+K f p= a f (p, t) (II.2)
où p(x, t) est la pression du fluide, M f est la matrice de masse, K f est la matrice raideur et a f
sont les accélérations extérieures imposées sur le fluide.
On présente par la suite deux méthodes fortement liés de la réduction de modèle en méca-
nique :
- La première est basée sur une analyse modale du système étudié ;
- La deuxième méthode utilise la première en décomposant le fluide en sous-domaines et la
structure en sous-structures comportant chacune une base modale différente et couplés par leurs
interfaces communes.
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2 Réduction de modèle par analyse modale
On peut dénombrer quatre méthodes principales de réduction de modèle par analyse mo-
dale :
La première méthode est dénommée méthode modale et regroupe les approches utilisant comme
base réduite les modes du système dynamique (II.1) en considérant que le terme f est nul. Les
plus répandues sont l’analyse modale en déplacement qui consiste à prendre comme base spa-
tiale les vecteurs propres du système dynamique sans amortissement, l’analyse en accélération
dont la base contient au premier ordre la base modale en déplacement et la troisième méthode
la plus répandue, utilise la base modale en accélération au premier ordre auquel est rajouté un
terme à l’ordre 2.
La deuxième classe des méthodes utilisent une base de Ritz [134].
Tandis que pour la troisième catégorie, la base réduite est calculée par la méthode de Lanczos
[103].
La dernière méthode consiste à combiner les méthodes précédentes [22] par superposition mo-
dales.
Dans les références [94, 95] on trouve respectivement une comparaison dans le cas d’une struc-
ture encastrée à ses extrémités et dans le cas où elles sont entièrement libres. Nour-Omid et
Clough [103] ont montré que la base de Ritz et Lanczos sont identiques. Dans le cas des pro-
blèmes non linéaires plusieurs variantes ont été proposées. Un recensement de ces méthodes a
été effectué par Kapiana [75]. Dans le cadre de ce travail, la méthode de réduction de modèle
par projection sur les bases modales de la structure dans le vide d’une part et de la cavité interne
à parois rigides découplée d’autre part sont utilisées.
Dans cette méthode de réduction de modèle, les équations discrétisées du modèle vibro-acoustique
sont projetées sur les ms modes élastiques de la structure ne contenant pas les modes de corps
rigides (structure fixée sur Γ0) et sur les m f modes acoustiques de la cavité contenant le mode
de pression constante à valeur propre nulle [88–90].
Soient ms << ns et m f << n f , avec ns et n f sont respectivement les degrés de liberté de la
structure et la cavité acoustique. Cette réduction de modèle est décrite dans ce qui suit.
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2.1 Condensation par superposition modale du problème dynamique
Les modes élastiques de la structure sont obtenus en calculant les solutions µs > 0 et φs dans
R
ns du problème généralisé aux valeurs propres de la structure dans le vide tel que :
(Ks−µsMs)φs = 0, (II.3)
où 0< µs1 ≤ µs2 ≤ ...≤ µsms sont les valeurs propres associées aux vecteurs propres φs1,φs2, ...,φsms
qui vérifient les propriétés d’orthogonalité :
[φsi ]
T
Ms
[
φsj
]
= δi j (II.4)
[φsi ]
T
Ks
[
φsj
]
= µsiδi j (II.5)
où δi j est le symbole de Krœnecker (δi j = 1 si i= j et δi j = 0 si i 6= j).
Les déplacements physiques peuvent être décrits par la superposition des ms premiers modes
propres de la structure, soit :
{u}= [φ]{v} (II.6)
où :
[φ] = φs1,φ
s
2, ...,φ
s
ms
est la matrice des ms premiers modes propres de la structure ;
{v} est le vecteur des variables modales de la structure.
Après projection, l’équation du mouvement de la structure devient :
Msr {v¨}+Ksr {v}= φT { f s} (II.7)
avec : Msr = φ
TMsφ ; Ksr = φ
TKsφ ; f sr = φ
T f s
Msr et K
s
r sont les matrices généralisées condensées de masse et de raideur modales dont la
dimension n’est que (ms×ms).
2.2 Condensation par superposition modale du problème acoustique
La méthode de superposition modale peut être aussi utilisé en acoustique. En négligeant
l’effet de la pesanteur sur la surface libre du fluide, les modes acoustiques de la cavité sont
obtenus en calculant les solutions µ f > 0 et ψ dans Rn f du problème généralisé aux valeurs
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propres de la cavité à paroi rigide telles que :(
K f −µsM f
)
ψ = 0 (II.8)
où 0= µ
f
1 < µ
f
2 ≤ . . .≤ µ fm f sont les valeurs propres associées aux vecteurs propres ψ1,ψ2, . . . ,ψm f
qui vérifient aussi les propriétés d’orthogonalité :
[ψi]
T
M f
[
ψ j
]
= δi j (II.9)
[ψi]
T
K f
[
ψ j
]
= µ
f
i δi j (II.10)
où δi j est le symbole de Krœnecker (δi j = 1 si i= j et δi j = 0 si i 6= j). Alors la cavité acoustique
possède un premier mode de pression constant associé à la première valeur propre nulle et
m f −1 modes acoustiques à paroi rigide.
Les pressions nodales peuvent être décrites par la superposition des m f premiers modes propres
de la cavité, soit :
{p}= [ψ]{q} (II.11)
où :
- [ψ] = ψ1,φ2, ...,φm f est la matrice des m f premiers modes propres du fluide ;
- {q} est le vecteur des variables modales du fluide.
Après projection, on peut écrire le système (II.8) comme suit :
M fr {q¨}+K fr {q}= ψT
{
f fr
}
(II.12)
avec : M
f
r = ψTM fψ ; K
f
r = ψTK fψ ; f
f
r = ψT f f
M
f
r et K
f
r sont les matrices généralisées condensées de masse et de raideur modales dont la
dimension n’est que (m f ×m f ). L’analyse acoustique sur la base du modèle réduit mène à un
gain considérable en temps de CPU sans dégradation de la solution.
2.3 Condensation par superpositionmodale du problème vibro-acoustique
En regroupant les équations (II.7 et II.12 ) en une seule, on obtient :{
u
p
}
=
[
φ
ψ
]
×
{
v
q
}
(II.13)
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Le problème vibro-acoustique réduit s’écrit comme suit :[
Msr 0
ρ fC
t M
f
r
]{
v¨
q¨
}
+
[
Ksr −C
0 K
f
r
]{
v
q
}
=
{
f sr
f
f
r
}
(II.14)
Ainsi pour tout ω ∈ [ωmin,ωmax], la solution de l’équation (II.14) du modèle matriciel vibro-
acoustique réduit est cherchée sous la forme,
u(ω) = [φ]v(ω) (II.15)
p(ω) = [ψ]q(ω) (II.16)
où les vecteurs v(ω) et q(ω) sont les coordoonnées généralisées associées respectivement aux
ms premiers modes élastiques de la structure constituant la matrice [φ] et auxm f premiers modes
acoustiques incluant le mode constant de la cavité constituant la matrice [ψ] et la matrice [C] est
la matrice généralisée de couplage vibro-acoustique.
Les coordonnées généralisées vérifient alors l’équation matricielle réduite suivante :
(
−ω2
[
Msr 0
ρ fC
t M
f
r
]
+
[
Ksr −C
0 K
f
r
]){
v(ω)
q(ω)
}
=
{
f sr (ω)
f
f
r (ω)
}
(II.17)
où les vecteurs f sr (ω) et f
f
r (ω) sont respectivement les vecteurs des forces généralisées appli-
quées à la structure et des sources acoustiques généralisées, définis par :
f s(ω) = [φ] f sr (ω) (II.18)
f f (ω) = [ψ] f fr (ω) (II.19)
3 Calcul des modes vibro-acoustiques par superposition mo-
dale
Dans cette section, nous présentons un modèle numérique réduit par l’analyse modale pour
le calcul des modes élasto-acoustiques d’un système couplé fluide-structure. Ce modèle néces-
site le passage par les différentes étapes suivantes :
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- l’écriture des équations du mouvement de la structure couplée avec une cavité fluide afin d’éta-
blir la forme variationnelle associée au système couplé élasto-acoustique,
- l’utilisation d’une méthode couplée éléments finis/éléments finis pour la discrétisation de la
structure et de la cavité fluide. En effet, cette discrétisation amène à l’écriture de l’équation
matricielle gouvernant le mouvement du système élasto-acoustique,
- l’utilisation d’une méthode modale pour le déplacement de la structure d’une part, et la dé-
composition de la pression modale en une pression modale statique et d’une pression modale
dynamique d’autre part, nous aboutissons à un système matriciel symétrique de petite taille
facile à mettre en œuvre numérique pour le calcul des modes élasto-acoustiques.
3.1 Mise en équation
Le déplacement de la structure u(M, t) et la pression de la cavité fluide sont considérés
harmonique par rapport au temps,
u(M, t) = Re(u(M, t)e−i.ω.t) (II.20)
p(M, t) = Re(p(M, t)e−i.ω.t) (II.21)
Re désigne la partie réelle. ω est la pulsation.
L’équation du mouvement de la structure s’écrit,
σi j−ρs.ω2.ui = 0 dans (Vs) (II.22)
où σ est le tenseur des contraintes et ρs est la masse volumique de la structure.
La loi de comportement de la structure élastique s’écrit :
σi j = Ci jkl.uk,l avec C est le tenseur d’élasticité (II.23)
La pression dans la cavité obéit à l’équation de Helmholtz :
∆p+ k2.p = 0 dans (Vf ) (II.24)
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Les deux équations de couplage au niveau de la surface d’intéraction fluide-structure sont les
suivantes :
σi j.n j+ p.ni = Ti j.ni = 0 sur (Σ) (II.25)
∂p
∂n
−ρ f .ω2.un = 0 sur (Σ) (II.26)
3.2 Formulation variationnelle du problème élasto-acoustique
En tenant compte de la condition aux limites (II.25), l’équation variationnelle de la structure
en termes de déplacement, pour tout v cinématiquement admissible, s’écrit :
∫
Vs
(Ci jkl.uk,l.vi, j−ρs.ω2.ui.vi)dV =
∫
Σ
p.v.dΣ (II.27)
En tenant compte de la condition aux limites (II.26), l’équation variationnelle du fluide, pour
tout q statiquement admissible, s’écrit :
1
ρ f .ω2
.
∫
V f
(∇p,∇q)− k2.p.q).dV =
∫
Σ
.u.q.dΣ (II.28)
La formulation variationnelle du système couplé est la somme des deux équations variation-
nelles (II.12) et (II.13). La solution (u, p) rend stationnaire la fonctionnelle du problème cou-
plé :
F(u, p) =
1
2
.
∫
Vs
(Ci jkl.uk,l.ui, j−ρs.ω2.(u,u))dV −
∫
Σ
p.u.dΣ
− 1
2.ρ f .ω2
.
∫
V f
((grad(p),grad(p))+ k2.p2).dV (II.29)
La solution (u, p) est donnée par l’équation variationnelle : δF(us, p) = 0.
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3.3 Discrétisation par éléments finis
La discrétisation par éléments finis de la fonctionnelle (II.29) du problème couplé conduit
au système algébrique, [K]−ω2[M] −[C]
−[C]T 1
ρ f .ω2
.[H]− 1
ρ f .c2
.[Q]
( u
p
)
=
(
0
0
)
(II.30)
• [K] et [M] sont les matrices de rigidité et de masse de la structure.
• [H] et [Q] sont les matrices globales du fluide ;
• [C] est la matrice du couplage ;
• u est le vecteur déplacement nodal de la structure ;
• p est le vecteur de la pression nodale dans la cavité.
La projection de ce système matriciel (II.30) sur les deux bases modales de la structure et du
fluide non couplés conduit à,

 [Kr]−ω2[Mr] −[Cr]
−[Cr]T 1
ρ f .ω2
.[Hr]− 1
ρ f .c2
.[Qr]

( v
q
)
=
(
0
0
)
(II.31)
où v est le vecteur des composantes modales du déplacement,
{u} = [φ]{v} (II.32)
et q est le vecteur des composantes modales de la pression,
{p} = [ψ]{v} (II.33)
[φ] et [ψ] sont respectivement les bases modales propre de la structure et de la cavité. On a :
[Mr] = [φ]
t [M] [φ]
[Kr] = [φ]
t [K] [φ]
[Cr] = [φ]
t [C] [ψ] (II.34)
[Qr] = [ψ]
t [Q] [ψ]
[Hr] = [ψ]
t [H] [ψ]
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Les matrices modales condensées [Mr] et [Kr] sont diagonales et de dimension (ms×ms), où ms
est le nombre des modes propres de la structure très inférieur au nombre de degré de liberté.
Les matrices modales condensées [Qr] et [Hr] sont diagonales et de dimension (m
f ×m f ), où
m f est le nombre des modes propres de la cavité fluide très inférieur au nombre de degré de
liberté. La matrice modale condensée de couplage [Cr] est pleine de dimension (m
s×m f ).
3.4 Calcul des modes élasto-acoustiques
Le premier terme de la matrice modale [Hr] correspond à un mode fluide de la cavité à pres-
sion constante. Nous isolons l’équation correspondante à ce mode fluide. Les matrices relatives
au fluide et du couplage s’écrivent alors comme suit :
[Hr] =
[
0
H ′r
]
[Qr] =
[
Q′0
Q′r
]
(II.35)
[Cr] =
[{C′0},{C′r}]
Le vecteur modal de la pression dans la cavité fluide s’écrit :
{q} =
(
q0
qr
)
(II.36)
Pour mettre le système algébrique sous forme d’un problème aux valeurs propres, on utilise une
transformation proposée par B.M. Irons [68],
{qr} = ρ f .ω2.[H ′r]−1([C′r]t .{v}+
1
ρ f .c2
[Q′r]{qr}) (II.37)
Dans le cas où les vecteurs propres de la structure sont normés par rapport à la matrice masse [M]
de la structure et ceux de la cavité fluide par rapport à la matrice du fluide [Q], et en considérant
le changement de variables ci-dessous (II.38), on obtient le système final (II.39) :
{qr} =
√
ρ f .c4.[H
′
r]
1
2 .{r} (II.38)
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
Ω2s −C′0 0
0
−1
ρ f .c2
0
−C′0t 0 Ω2f


v
q0
r
 =
ω2
 I+ρ f .c
2.C′r.Ω
−2
f .C
′
r
t 0
√
ρ f .c2.Ω
−1
f .C
′
r
0 0 0√
ρ f .c2.Ω
−1
f .C
′
r
t 0 I


v
q0
r
 (II.39)
Ωs correspond à une matrice diagonale qui contient les pulsations propres de la structure,
Ω f contient les (m f − 1) pulsations propres de la cavité fluide, m f est le nombre de modes
fluide, c est la vitesse du son dans la cavité fluide, I est la matrice d’identité.
L’avantage de cette transformation est d’avoir un système matriciel symétrique. La détermi-
nation des fréquences et des modes vibro-acoustiques d’une structure couplée avec une cavité
fluide se fait par la résolution de ce système modal.
3.5 Résultats numériques
3.5.1 Analyse modale numérique d’une plaque 2D immergée dans l’eau
Cet exemple illustre un problème d’état stable d’interaction vibro-acoustique, et l’utilisa-
tion du couplage à petite déformation structurelle linéaire. Il s’agit d’une plaque élastique en
immersion complète dans un fluide compressible qui est au repos. Le but du problème est de
déterminer les fréquences propres de la structure couplée avec l’eau et l’effet du couplage sur
la vibration du système avec réduction de modèle et sans réduction [89, 91].
La structure est supposée encastrée de son côté supérieur, et n’est soumise à aucun chargement,
ainsi le fluide est supposé immobile aux bords et la pression est nulle aux bords aussi sauf sa
partie supérieure qui est supposée libre.
Dans le calcul numérique par le code commercial ANSYS, La solution en boucle fluide-structure
a été exécutée jusqu’à ce que les critères de convergence ont été respectés. Une tolérance de
convergence de 0,5 pour cent a été utilisée. Pour l’analyse de la structure sèche, 40 itéra-
tions globales étaient suffisantes pour converger la solution. Dans la boucle d’interaction fluide-
structure, la convergence est atteint en 100 itérations.
Les dimensions géométriques et propriétés des matériaux sont illustrées dans les tableaux (A1.1
et A1.2) :
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TABLE A1.1 – Dimensions géométriques et propriétés des matériaux pour la structure.
Module d’Young (Pa) cœfficient de Poisson Densité (kg.m−3) Longueur (m) Largeur (m)
2.1×1011 0.3 7800 0.5 0.5
TABLE A1.2 – Dimensions géométriques et propriétés des matériaux pour le fluide.
Densité (kg.m−3) Vitesse du son (m.s−1) Longueur (m) Largeur (m)
1000 1500 1.5 1
Pour le calcul éléments finis, le fluide et la structure ont été maillés avec un élément rec-
tangulaire à quatre nœuds respectivement FLUID29 et PLANE42. Le maillage choisi est un
maillage compatible où les nœuds des deux domaines se coïncident à l’interface fluide-structure,
à 600 éléments 100 pour la structure et 500 pour le fluide, chaque élément a quatre nœuds et
chaque nœud a trois degrés de libertésUx etUy (les déplacements suivants x et y) et P la pression
pour l’interface. La figure (A1.2) montre la discrétisation du système couplé en éléments finis.
Les résultats obtenus pour la structure sèche et immergée sont illustrés dans les tableaux (A1.3
Figure A1.1 – Modèle éléments finis du système
et A1.4).
D’après les résultats affichés dans les tableax (A1.3 et A1.4) et la figure (A1.2), on constate une
baisse considérable des fréquences propres de la structure après son immersion dans le fluide
ce qui change son comportement vibratoire.
Les premiers modes propres de la structure et les modes propres acoustiques sont illustrés dans
les figures (A1.3 et A1.4).
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TABLE A1.3 – Les cinq premières fréquences propres de la structure 2D sèche et immergée
sans réduction.
Mode structure sèche structure immergée
R1 1122 890.12
R2 2743.9 998.16
R3 3016 1312.9
R4 4850.1 1595.7
R5 5108.6 1930.9
TABLE A1.4 – Les cinq premières fréquences propres de la structure 2D sèche et immergée
avec réduction.
Mode structure sèche structure immergée
R1 1121.9 888.32
R2 2743.4 997.07
R3 3015.85 1312.17
R4 4850.36 1595.6
R5 5107.61 1929.87
Figure A1.2 – L’impact du couplage sur la pression
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Figure A1.3 – Les cinq premiers modes propres de la structure
Figure A1.4 – Les cinq premiers modes acoustiques
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3.5.2 Analyse modale numérique d’une plaque 3D immergée dans l’eau
Dans cette section, nous proposons l’étude déterministe d’une structure 3D de faible épais-
seur que l’on peut considérée comme une membrane. La structure est encastrée de son côté
supérieur (suivant sa largeur), et n’est soumis à aucun chargement. Ce problème illustre l’utili-
sation du couplage à petite déformation structurelle linéaire. Il s’agit d’une plaque d’épaisseur
faible de 1 mm en immersion complète dans l’eau qui est au repos. L’objectif est la détermina-
tion des cinq premières fréquences propres numériques et expérimentales [88, 90].
L’étude numérique est conduite en utilisant le code de calcul éléments finis ANSYS. Une mé-
thode de couplage éléments finis/éléments finis est proposée pour modéliser le système couplé
fluide-structure, avec une formulation non symétrique en pression/déplacement. Une comparai-
son des résultats numériques et expérimentaux est alors proposée.
Les paramètres géométriques et les propriétés des matériaux des deux domaines sont les
suivants :
– Pour la structure : densité = 7800 kg.m−3 ; module d’Young = 2.1× 1011 Pa ; cœfficient
de Poisson = 0.3 ; longueur= 9.6 cm ; largeur = 7.2 cm ; hauteur = 1 mm.
– Pour le fluide : densité = 1000 kg.m−3 ; vitesse du son = 1500 m.s−1 ; longueur = 28.5
cm ; largeur = 14 cm ; hauteur = 19 cm.
Le maillage choisi est un maillage tétraédrique, à 800 éléments, chaque élément a quatre nœuds
et chaque nœud a six degrés de libertésUx ,Uy etUz (les déplacements suivants x, y et z), θx, θy
et θz (les rotations suivants x, y et z).
Les figures (A1.5 et A1.6) montre le schéma du modèle et sa discrétisation en éléments finis.
Figure A1.5 – Modèle de la plaque 3D immergée dans l’eau
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Figure A1.6 – Discrétisation en éléments finis du système
Les résultats obtenus pour la structure sèche et immergée sont illustrés dans les tableaux (A1.5)
et (A1.6).
TABLE A1.5 – Les cinq premières fréquences propres de la structure 3D sèche avec réduction.
Mode Numérique Expérimental
R1 90.666 87.9
R2 279.30 280
R3 554.54 548
R4 961.26 −−−
R5 1153.8 1184
TABLE A1.6 – Les cinq premières fréquences propres de la structure 3D immergée avec réduc-
tion.
Mode Ansys Expérimental
R1 46.677 38
R2 143.21 152
R3 289.72 260
R4 492.25 −−−
R5 691.28 703
Les figures (A1.7 et A1.8) montrent respectivement les cinq premiers modes propres numé-
riques et expérimentaux de la structure immergée. On note que le quatrième mode propre expé-
rimental n’est pas obtenu.
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3 Calcul des modes vibro-acoustiques par superposition modale
Figure A1.7 – Les cinq premiers modes propres numériques
Figure A1.8 – Les cinq premiers modes propres expérimentaux
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3.5.3 Analyse modale numérique d’un solide 3D immergé dans l’eau
Nous présentons dans cette étude, une analyse modale numérique d’un solide immergé dans
l’eau afin de simuler la réponse du système et de tester l’efficacité de la méthode proposée en
3D, en moyennes fréquences. L’approche numérique consiste à proposer un modèle éléments
finis de la structure en eau et a permis de valider le calcul numérique par ANSYS pour la mo-
délisation numérique de problèmes couplés fluide-structure. La méthode est illustrée par un
exemple d’un solide élastique 3D immergé dans l’eau dont les propriétés des matériaux sont :
– Pour la structure : densité = 7860 kg.m−3 ; module d’Young = 2.1× 1011 Pa ; cœfficient
de Poisson = 0.3 ; longueur= 2 m ; largeur = 1 m ; hauteur = 0.2 m.
– Pour le fluide : densité = 1000 kg.m−3 ; vitesse du son = 1500 m.s−1 ; longueur = 20 m ;
largeur = 10 m ; hauteur = 10 m.
En ce qui concerne le calcul éléments finis, l’élément SOLID45 est utilisé pour la modélisa-
tion de la structure en 3D. Cet élément est défini par huit nœuds ayant trois degrés de liberté
à chaque nœud, les déplacements suivant x, y et z. Et l’élément FLUID30 est utilisé pour la
modélisation du milieu fluide et l’interface dans le problème vibro-acoustique. L’équation ré-
gissant l’acoustique, à savoir l’équation d’onde en 3D, a été discrétisée en tenant compte du
couplage de pression acoustique et le mouvement structurel à l’interface. L’élément de l’inter-
face a huit nœuds et quatre degrés de liberté par nœud (x,y,z, p). Les déplacements, cependant,
ne sont applicables que dans les nœuds qui sont sur l’interface.
La figure (A1.9) montre un schéma des types d’éléments utilisés dans cette étude et la dis-
crétisation par éléments finis de cette structure immergée. Les résultats numériques trouvés avec
Figure A1.9 – Les types d’éléments et modèle éléments finis
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réduction de modèle sont donnés dans le tableau (A1.7) suivant :
TABLE A1.7 – Les cinq premières fréquences propres du bloc 3D sèche et immergé avec réduc-
tion.
Mode structure sèche structure immergée
R1 42.734 23.395
R2 167.442 67.646
R3 180.851 91.626
R4 260.761 131.76
R5 535.856 210.458
4 Réduction de modèle par synthèse modale
4.1 Introduction
La réduction de modèle par sous-structuration ou par décomposition du domaine consiste
à diviser le domaine en plusieurs sous-structures [36, 37, 44]. Pour chaque sous-structure, on
garde une base réduite constituée par les vecteurs de Ritz incluant les modes propres de la
structure. Les méthodes diffèrent par le choix de la base de Ritz utilisée et des techniques
d’assemblage des sous-structures. On peut distinguer en premier lieu la méthode de Hurty [65]
et Craig-Bampton [23–25], ou méthode à interface bloquée. Elle consiste à utiliser comme
base les vecteurs correspondants à une réponse statique de la sous-structure à un déplacement
unité pour un des degrés de libertés de l’interface et les vecteurs propres de la structure lorsque
l’interface est bloquée. Les méthodes à interface libre [85, 120] utilisent les modes propres
des sous-structures sans contraintes à l’interface, et traitent les liaisons entre les sous-structures
soit en introduisant des éléments déformables entre elles, soit une sous-structure de liaison est
introduite. Les méthodes mixtes ou de substitution modales [12, 37, 55, 131] consistent à diviser
le domaine en une sous-structure principale pour laquelle on recherche les modes propres à
interface libre, et plusieurs sous-structures secondaires pour lesquelles on applique la méthode
de Craig-Bampton voir (annexe 2).
Devant la complexité des systèmes mécaniques d’interaction fluide-structure, les méthodes
numériques ou expérimentales classiques de la mécanique vibratoire se révèlent coûteuses, par-
foismême inutilisables. En parfaite cohérence avec l’organisation modulaire des grands projets,
les méthodes de sous-structuration et sous-domaines apparaissent comme le moyen le plus ef-
ficace de réaliser l’étude vibratoire de l’ensemble à partir du comportement dynamique des
75
Réduction de modèles par analyse et synthèse modales
domaines constituant le système [5, 7, 11]. Cependant, l’application d’une méthode de synthèse
modale à un problème vibro-acoustique couplé soulève deux problèmes cruciaux, liés d’une
part au choix de la formulation acoustique et d’autre part au choix de la méthode des sous
domaines associée. La synthèse modale impose d’étudier d’abord séparément chaque compo-
sant, afin de déterminer leur base de projection. Chaque sous-structure est représentée par une
base de projection composée de modes propres dynamiques et de déformées statiques aux in-
terfaces. Dans ce travail, nous adoptons la technique du calcul par sous-structuration classique,
de Craig-Bampton pour la structure et la méthode de sous-domaines pour la cavité acoustique.
Les mérites respectifs de cette approche seront comparés et illustrés par un exemple issu de
l’industrie marine de mise en œuvre sur un problème industriel d’interaction fluide-structure en
vibro-acoustique [92].
4.2 Position du problème
Nous considérons un fluide acoustique dans une cavité rigide, en contact avec une structure
élastique. Les variables utilisés pour décrire la structure Ω et la cavité acoustique Ω′ sont res-
pectivement le déplacement u et la fluctuation de pression p. On note ρ f la masse volumique
du fluide, c la célérité du son dans le fluide, et ρ f , E et ν sont respectivement : la masse volu-
mique, le module d’Young et le cœfficient de Poisson de la structure. Dans toute la suite, les
exposants (et indices) s et f désigneront respectivement les numéros de sous-structures et de
sous-domaines fluide.
Chaque sous-structure occupe un volume noté Ωs et chaque sous-domaine fluide occupe un
volume Ω f . La structure Ω est composée de NS sous-structures Ωs (s = 1, ...,NS) et le fluide
acoustique Ω′ est constitué de N f sous-domaines acoustiques Ω f ( f = 1, ...,N f ). On distingue
trois sortes d’interface, définies de la manière suivante :
Lss
′
= Ωs∩Ωs′ , L f f ′ = Ω f ∩Ω f ′ , Ls f = Ωs∩Ω f (II.40)
Lss
′
désigne ainsi l’interface (ou jonction) entre la sous-structure ss et la sous-structure ss’
(Lss
′
=∅ si ces deux domaines ne sont pas en contact). L f f
′
représente l’interface fluide-fluide
entre les sous-domaines fluides Ω f f et Ω f f
′
(L f f
′
= ∅ en l’absence de contact entre les deux
sous-domaines fluide). Ls f est l’interface fluide-structure entre la sous-structure Ωss et le sous-
domaine fluide Ω f f (Ls f =∅ si Ωs et Ω f ne sont pas en contact).
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4.3 Mise en équations du problème
* Pour la sous-structure :
σsi j, j(u)+ω
2ρsu
s = Fse +F
s′
L dans Ω
S s= 1, ...,Ns (II.41)
us = 0 sur Lss (II.42)
σssi j(u)n
ss
j = F
ss
e n
ss
i sur
Lss
Ls f
(II.43)
* Pour le sous-domaine acoustique :
∆p f +
ω2
C2
p f = a fe +a
f ′
L dans Ω
f f = 1, ...,N f (II.44)
p f = 0 sur L f f (II.45)
* Les conditions du couplage
σsi j(u)n
s
j = p
f n
f
i sur L
s f (II.46)
∂p f
∂n f
= ω2ρ f u
sn f sur Ls f (II.47)
où :
- ns est la normale sortante de la sous-structure ΩS ;
- n f est la normale sortante du sous-domaine acoustique Ω f ;
- Lss est la frontière de la sous-structure, f se est le vecteur des forces extérieures exercées sur la
sous-structure ;
- f s
′
L est le vecteur des forces de liaison exercées par les sous-structures Ω
S′ adjacentes à ΩS.
4.4 Les formulations variationnelles
En introduisant les espaces des fonctions tests suffisamment régulières et indépendantes du
temps C∗u = {us tel que us = 0 sur Lss} et C∗p =
{
p f tel que p f = 0 sur L f f
}
, et en tenant
compte des conditions de couplage(II.46 et II.47), les formulations variationnelles associées
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aux sous-structure et sous-domaine fluide sont tel que : us ∈ C∗u et p f ∈ C∗p sachant que pour
tout ν ∈C∗u et pour tout q ∈C∗p, on a :
la formulation variationnelle de la sous-structure est :
∫
Ωs
σsi jui jε
s
i jνdΩ−ω2
∫
Ωs
ρSu
svdΩ =
∫
Lss/Ls f
Fse vdL+
∫
Lss
′ F
s′
L vdL+
∫
Ls f
p f n f vdL (II.48)
la formulation variationnelle du sous-domaine acoustique est :
∫
Ω f
p f
∂xi
∂q
∂xi
dΩ−ω2
∫
Ω f
1
c2
p f qdΩ = ω2
∫
Ls f
ussn f qdL (II.49)
4.5 Approximation par éléments finis
Après discrétisation en éléments finis de la formulation variationnelle (II.48) et dans le cas
du calcul modal [9, 136], nous pouvons écrire :
Msu¨s+Ksus = Fse +
Ns
∑
s′=1
{
Fs
′
L
}
, s= 1, ...,Ns (II.50)
avec {us}=
{
usj
usi
}
, [Ms] =
[
Msii M
s
i j
Msji M
s
j j
]
, [Ks] =
[
Ksii K
s
i j
Ksji K
s
j j
]
us vecteur déplacement de chaque sous-structure,
usi vecteur des degrés de liberté interne,
usj vecteur des degrés de liberté de jonction.
En notation complexe, on peut écrire :
- Le champ des forces de liaison : Fs
′
L (t) = F
s′
L e
jwt
- Le champ des forces équivalentes extérieures incluant les excitations de type déplacement im-
posé : Fse (t) = F
s
e e
jwt
- Le champ des déplacements : us(t) = use jwt
- Les champs de vitesse et d’accélération s’écrivent : u˙s(t) = jwuse jwt u¨s(t) =−ω2use jwt
Finalement, la sous-structure Ωs vérifie l’équation suivante :
(Ks−ω2Ms)us = Fse +
Ns
∑
s′=1s′s
Fs
′
L (II.51)
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Après discrétisation en éléments finis de la formulation variationnelle (II.49) et dans le cas du
calcul modal nous pouvons écrire :
E f P¨ f +H fP f = a fe +
N f
∑
f ′=1 f ′ f
a
f ′
L f = 1, ...,N
f (II.52)
Soit :
(H f −ω2E f )P f = a fe +
N f
∑
f ′=1 f ′ f
a
f ′
L (II.53)
Le vecteur P f contient tous les degrés de liberté inconnus associé à la pression (les degrés de
liberté sur les frontières Γ
f
pp de pression imposée, connu ne sont pas contenus dans ces vecteurs).
Avec :
- [H f ] la matrice masse du sous-domaine fluide Ω f ,
- [E f ] la matrice de rigidité du sous-domaine fluide Ω f ,
- a f le vecteur des pressions équivalentes extérieures (incluant les excitations inhérentes à la
frontière Γ
f
p, de type pression imposé),
- a
f ′
L représente physiquement les accélérations aux nivaux de l’interface entre le sous-domaine
fluide Ω f et le sous-domaine fluide Ω f
′
.
L’assemblage des équations (II.51) et (II.53) donne le système algébrique décrivant le problème
vibro-acoustique sous-structure /sous-domaine suivant :
−ω2
[
Ms 0
ρ fL
s f t E f
]
+
[
Ks −Ls f
0 H f
]{
us
p f
}
=
{
Fse
a
f
e
}
+
{
∑N
s
s′=1{Fs
′
L }
∑N
f
f ′=1{a f
′
L }
}
(II.54)
où [Ls f ] est la matrice de couplage entre la sous-structure Ωs et le sous-domaine fluide Ω f .
4.6 Synthèse modale
* Pour la structure
La méthode de synthèse modale consiste à rechercher le champ de déplacement inconnu, issue
de la modélisation éléments finis, sur un espace approprié, de dimension réduite (transformation
de Ritz). Pour chaque sous-structure, cet espace est composé de modes propres dynamiques et
de déformées statiques :
us =
[
ϕsi ψ
s
j
]{ vsi
vsj
}
= φsvs (II.55)
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où :
- ϕsi sont les vecteurs modaux associés aux modes propres dynamiques de la sous-structure Ω
s,
- ψsj sont les vecteurs modaux associés aux déformées statiques de la sous-structure Ω
s,
- vsi est le vecteur des coordonnées généralisées associées aux modes propres de la sous-structure
Ωs,
- vsj est le vecteur des coordonnées généralisées associées aux déformées statiques de la sous-
structure Ωs,
- vs est le vecteur des coordonnées généralisées de la sous-structure Ωs.
La projection de l’équation (II.51) sur la base de la sous-structure Ωs en tenant compte de
l’équation (II.55), nous permet d’écrire :
(K¯s−ω2M¯s)vs = F¯se +
Ns
∑
s′=1s′s
F¯s
′
L (II.56)
En supposant que les modes propres dynamiques et les déformées statiques sont organisées
comme le montre la formule (II.55) et en considérant que les vecteurs propres associés aux
modes dynamiques sont normés par rapport à la masse modale unitaire, les matrices de masse
et de rigidité généralisées prennent la forme suivante :
M¯s =
[
I ϕSMSψS
ψsMSϕS ψsMSψS
]
K¯s =
[
µS ϕSKSψS
ψsKSϕS ψsKSψS
]
(II.57)
avec I est la matrice identité,
µs est la matrice diagonale des carrés des pulsations propres de la base. On démontre, dans le
cas de la méthode de Craig-Bampton, que les modes normaux et les modes contraints sont or-
thogonaux vis-à-vis de la matrice de rigidité dont les termes extra-diagonaux sont, dès lors, nuls.
L’équation dumouvement de la structure entière est obtenue en regroupant lesNs sous-structures
selon un seul vecteur global contenant tous les degrés de liberté de la structure : 〈u〉= 〈u1 u2 ...uNs〉
et en projetant sur l’équation suivante :
{u}= [ϕ]{v} (II.58)
avec :
[ϕ] =
[
ϕ1 0
0 ϕN
s
]
, {v}=

v1
...
vN
s

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L’assemblage des équations (II.56) aboutit au système algébrique suivant :
(K¯−ω2M¯){v}= {F¯}+{F¯L} (II.59)
où :
[M¯] =

M¯1 · · · 0
...
. . .
...
0 · · · M¯Ns
 , [K¯] =

K¯1 · · · 0
...
. . .
...
0 · · · K¯Ns
 (II.60)
{F¯}=

F¯1
...
F¯N
s
 , {F¯L}=

∑S′ 6=1 F¯1S
′
L
...
∑S′ 6=Ns F¯N
SS′
L
 (II.61)
Les matrices [M¯] et [K¯] sont symétriques. Et en tenant compte des conditions de compatibilités
à l’interface, continuité des déplacements entre sous-structure (équation (II.60)) et l’équilibre
de l’interface (équation (II.61)), le dernier terme de l’équation (II.57) disparaîtra.
{v j}1 = {v j}2 = · · ·= {v j}Ns = {vJ} (II.62)
Ns
∑
s=1
{Fj}Ns = 0 (II.63)
En effet, les degrés de liberté v ne sont pas linéairement indépendants. Les relations linéaires
entre ces degrés de liberté sont issues de l’égalité des déplacements aux interfaces sous-structure/sous-
structure. Elles peuvent s’exprimer par une matrice globale de connectivité [S] :
{v}= [S]{w} (II.64)
{w} ne contient que les degrés de liberté linéairement indépendants.
Pour une méthode de Graig et Bampton, la matrice [S] est booléenne et facile à exprimer puisque
les degrés de liberté physiques de jonction font partie explicitement des inconnus généralisés
{v}. D’après l’équation (II.60), il est facile de montrer que cette équation implique :
[S]t [ϕ]t {FL}= {0} (II.65)
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Ainsi, le système suivant est obtenu après projections de l’équation (II.62) sur l’équation (II.58) :
([
¯¯K
]
−ω2
[
¯¯M
])
{w}=
{
¯¯F
}
(II.66)
avec : [
¯¯K
]
= [S]t [K¯],
[
¯¯M
]
= [S]t [M¯],
{
¯¯F
}
= {F¯}
A ce stade, la taille des matrices correspond au nombre total des modes locaux orthogonaux
retenus après troncature, auquel il faut ajouter le nombre total de degrés de liberté de jonction.
* Pour le fluide
La stratégie du choix du nombre des modes retenus est la même utilisée pour la structure. Les
degrés de liberté physique de chaque sous-domaine fluide peuvent maintenant être composés
sur leur base modale locale comme suit :
{P f }=
[
ψ f
]
{q f }, f = 1, ...,N f (II.67)
où :
- [ψ f ] est la matrice des modes à interfaces complaisantes retenus après troncature et qui sont
disposés en colonnes,
- q f est le vecteur des coordonnés généralisés associés au sous-domaine Ω f , contenant les cœf-
ficients associés aux modes à interfaces complaisantes ainsi que les degrés de liberté physiques
(c-à-dire les potentiels nodaux) de jonction fluide.
La projection de l’équation (II.53) sur la base du sous-domaine Ω f permet d’écrire :
(
H¯ f −ω2E¯ f
)
{q f }= {a¯ fe}+
[
ψ f
]t NS
∑
f ′=1; f ′
{a f ′L } (II.68)
avec : [
E¯ f
]
=
[
ψ f
]t [
E f
]{ψ f }, [H¯ f ]= [ψ f ]t [H f ]{ψ f }, {a¯ fe}= [ψ]t {a fe}
En assemblant les N f sous-domaines fluide selon un vecteur global contenant tous les degrés
de liberté fluide, organisé selon la forme suivante :
〈p〉=
〈
p1 p2 ...pN
f
〉
L’assemblage des équations (II.67) aboutit au système algébrique suivant :
(H−ω2E){p}= {ae}+{aL} (II.69)
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Où :
[E] =

E1 · · · 0
...
. . .
...
0 · · · EN f
 , [H] =

H1 · · · 0
...
. . .
...
0 · · · HN f
 (II.70)
{a¯}=

a1
...
aN
S
 , {F¯L}=

∑ f 6=1 a
1 f ′
L
...
∑ f ′ 6=N f F
f f ′
L
 (II.71)
Les matrices [E] et [H] sont symétriques. Le dernier terme de l’équation (II.68) disparaîtra
par la suite lorsque la continuité des pressions entre les sous-domaines fluide sera forcée. La
décomposition locale de l’équation (II.65) peut être assemblée comme suit :
{p}= [ψ]{q} (II.72)
avec : [ψ] =

ψ1 · · · 0
...
. . .
...
0 · · · ψN f
 , {q}=

q1
...
qN
f

[ψ] est la matrice rassemblant les bases modales réduites de tous les sous-domaines fluide.
La projection de l’équation (II.69) sur (II.68) aboutit au système algébrique suivant :
([
H¯−ω2 [E¯){q}= {a¯e}+{aL}(II.73)
avec :
[E¯] = [ψ]t [E] [ψ], [H¯] = [ψ]t [H] [ψ], {a¯e}= [ψ]t {ae}
La prise en compte des conditions de continuité aux interfaces fluide/fluide (égalité des accélé-
rations sur ces interfaces) sera assurée par la matrice [T ] tel que :
{q}= [T ]{r} (II.74)
où r ne contient que des degrés de liberté linéairement indépendants. La matrice [T ] caractérise
la connectivité des sous-domaines fluide entre eux, et de plus elle est booléenne et facile à
exprimer (comme c’est le cas pour la structure).
Et en tenant compte des conditions de compatibilités à l’interface (II.64), le dernier terme de
l’équation (II.70) disparaitra :
{a f ′L }+{a fL}= {0} (II.75)
83
Réduction de modèles par analyse et synthèse modales
On peut alors montrer que cette équation implique : [T ]t [ψ]t{aL}= {0} Ainsi, le système final
à résoudre pour le domaine s’écrit :([
¯¯H
]
−ω2
[
¯¯E
])
{r}= { ¯¯ar} (II.76)
avec : [
¯¯E
]
= [T ]t [E¯] [T ],
[
¯¯H
]
= [T ]t [H¯] [T ], { ¯¯ar}= [T ]t{a¯e}
Comparé au système (II.68), ce modèle est considérablement réduit en pratique puisque sa taille
correspond au nombre local des modes locaux orthogonaux retenus après troncature, auquel il
faut ajouter le nombre total des degrés de liberté de jonction. Comme pour les structures, ce
dernier modèle pourra être condensé par la suite avec la méthode de superposition modale.
* Pour le problème vibro-acoustique
Les degrés de liberté structuraux et fluides sont regroupés selon un vecteur global :
〈u p〉=
〈
u1 u2 ...uN
s
P1 P2 ...PN
f
〉
En tenant compte de l’interaction entre la sous-structure Ωs et le sous-domaine fluide Ω f , la
matrice globale d’interaction fluide-structure s’écrit :
[L] =

L11 · · · L1N f
...
. . .
...
LN
s1 · · · LNsN f

Dans cette expression, [Ls f ] sont implicitement nulles lorsqu’il n’ya pas d’interface entre la
sous-structure Ωs et le sous-domaine fluide Ω f .
Les équations (II.75) ci-dessous peuvent être assemblées en une seule (II.76) :
{u}= [S] [ϕ]{w}, {p}= [T ] [ψ]{r} (II.77)
{
u
p
}
= [C][R]
(
w
r
)
(II.78)
où :
[C] =
[
S 0
0 T
]
et [R] =
[
ϕ 0
0 ψ
]
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Finalement, l’équation à résoudre du modèle vibro-acoustique réduit par synthèse modale est :
[C]t [R]t
(
−ω2
[
M 0
ρ fL
t E
]
+
[
K −L
0 H
])
[C][R]
{
w
r
}
=
{
0
0
}
(II.79)
5 Application numérique à une hélice de bateau
5.1 Hélice du bateau à quatre pales
5.1.1 Introduction
De nos jours, le principe de l’hélice trouve de nombreuses applications dans différents do-
maines, comme la marine (qui d’ailleurs l’employa avant l’aviation), l’éolien ou le nucléaire (le
principe de la turbine étant dérivé de l’hélice). Mais c’est en aéronautique qu’elle est le plus
présente, sous différentes formes : hélices classiques, turbopropulseurs ou turboréacteurs (com-
posés d’une série de compresseurs et de turbines, dérivés des hélices). C’est autour de l’hélice
que l’eau se trouve propulsée du bord d’attaque vers le bord de fuite, créant ainsi un effet de vis
sans fin. Les molécules d’eau comprimées alors sur elles mêmes retranscrivent cette force par
l’avancement du bateau. Depuis les débuts de la construction navale, les hommes ont toujours
cherché à améliorer les performances et la sécurité de leurs navires. Cette volonté a motivé, il
y a maintenant un siècle, la construction chez les principales nations maritimes des premiers
moyens d’études hydrodynamiques et bassins océaniques ont permis de réaliser des avancées
spectaculaires dans les domaines respectifs de la prévision de la puissance, de la manuvrabilité,
de l’hydroacoustique et de la tenue à la mer. L’hélice est l’élément technique le plus important
sur un bateau. Sa conception et ses caractéristiques ont une influence directe sur le rendement
énergétique. Un mauvais type d’hélice contribue très souvent à une inefficacité énergétique. Il
est important de comprendre que la conception d’une hélice n’est pas chose simple, surtout dans
le cas des chalutiers où la spécification technique doit être confiée à un professionnel qualifié
et expérimenté. Un tel appui peut être trouvé chez les agents des fabricants d’hélices et de mo-
teurs ou, dans certains cas, auprès des services techniques des programmes gouvernementaux
de développement des pêches. A quoi sert une hélice ? Cela semble une question évidente - une
hélice transforme la puissance fournie par le moteur en une poussée propulsant le bateau sur
l’eau. En concevant une hélice, on doit s’assurer qu’elle propulsera efficacement le bateau.
5.1.2 Facteurs de rendement de l’hélice
Il y a plusieurs paramètres à prendre en compte (outre le moteur) :
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Diamètre. est le facteur essentiel pour déterminer l’efficacité de l’hélice. Ainsi le diamètre de
l’hélice devrait toujours être aussi grand que possible, compte tenu de l’espace disponible
entre les pales et la coque, de sorte que la plus grande quantité possible d’eau passe à
travers l’hélice.
Vitesse de l’arbre (tr/min). Plus le diamètre de l’hélice est important et plus l’arbre tournera
lentement pour absorber la même puissance. Par conséquent, pour avoir une hélice effi-
cace, non seulement son diamètre devra être aussi important que possible mais, en consé-
quence, la vitesse de rotation de l’arbre devra être lente.
Cavitation. est un problème résultant d’une hélice mal conçue et, bien qu’elle n’affecte pas
directement le rendement en carburant, elle indique que le choix de l’hélice installée n’est
pas bon et que, dans le temps, les effets de la cavitation conduiront à une consommation
accrue de carburant.
Nombre de pales. En général, pour une vitesse donnée de l’arbre porte-hélice (tr/min) moins
l’hélice a de pales et mieux cela vaut. Cependant, on en déduit que, avec moins de pales,
chacune subit une plus forte charge. Cela peut entraîner de nombreuses vibrations (en
particulier avec une hélice à deux pales) et contribue à la cavitation.
Surface de pales. Une hélice avec des pales est plus efficace qu’une hélice à pales larges. Ce-
pendant, une hélice avec un taux faible de surface de pale est plus sujette à cavitation car
la poussée produite par l’hélice est répartie sur une plus petite surface de pale.
Section de pales. L’épaisseur des pales d’une hélice a peu d’influence sur son rendement,
compte tenu des normes exigées pour conserver une résistance suffisante des pales.
Moyeu. La dimension du moyeu d’hélice affecte directement le rendement de celle-ci. Cela est
particulièrement vrai quand on envisage l’installation d’une hélice à pas variable qui a un
moyeu nettement plus important que celui d’une hélice à pas fixe équivalente.
Espaces libres et cage d’hélice. Les distances entre l’hélice et la coque déterminent l’effica-
cité de l’hélice dans l’eau qui s’écoule le long de la coque et l’intensité des vibrations
produites par l’hélice. D’une manière générale, on peut dire que, plus l’hélice est déga-
gée, mieux cela vaut.
Inclinaison. L’inclinaison d’une pale d’hélice n’a pas d’effet direct sur l’efficacité de l’hélice,
mais les effets d’interaction entre l’hélice et la coque sont importants. Souvent la forme
de la cage dans la coque est telle que plus les pales sont inclinées vers l’arrière et plus
le diamètre de l’hélice qui peut être installée est important, et l’inclinaison se révèle très
utile.
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Etat des pales. Un mauvais état des pales d’hélice dû à des chocs, des salissures, la corrosion
ou l’érosion réduit le rendement de l’hélice. Cet état de la surface des pales influe sur le
rendement de l’hélice en fonction de la vitesse et de la charge de l’hélice - les hélices
fortement chargées sont plus sensibles à l’état de surface.
La forme de l’hélice. Une hélice en rotation exerce une poussée dans l’axe de l’hélice. En
complément elle exerce d’autres forces sur le bateau. Sur une bipale, la pale montante a
tendance à enfoncer l’arrière du bateau et la pale descendante à relever l’arrière du bateau.
5.1.3 Définition de la géométrie d’une hélice
Les pales ont des formes variées (A1.10). En général, vue de l’arrière, la forme d’une pale
n’est pas symétrique par rapport à un rayon. Vue par le travers, la pale est, en général, également
inclinée vers l’arrière. La géométrie de la pale est définie à partir d’une courbe rencontrant l’axe
Figure A1.10 – Forme générale d’une hélice
appelée génératrice. Cette courbe définit généralement le milieu des sections de la pale (mais ce
n’est pas une règle), sections qui sont empilées les unes sur les autres suivant la loi définissant
la valeur du pas P(r) fonction du rayon r. Compte tenu du mouvement de rotation de l’hélice,
une section de pale est définie par le développement de l’intersection de la pale par un cylindre
de rayon r centré sur l’axe. Chaque section développée a la forme d’un profil d’aile dont la
longueur C(r) est définie par sa corde, droite joignant le bord d’attaque au bord de fuite du
profil (A1.11). L’angle Φ0(r) de cette corde avec le plan perpendiculaire à l’axe de l’hélice
définit l’angle de pas hydrodynamique. Le pas géométrique est alors défini par la relation :
p(r) = 2pir tanΦ0(r) (II.80)
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Figure A1.11 – Définition de la géométrie d’une pale
La forme de la section de pale est elle-même définie par :
– la loi d’épaisseur e(s) en fonction de l’abscisse s de la corde (E entrée ou bord d’attaque,
S sortie ou bord de fuite) ;
– la ligne moyenne, courbe passant à mi-épaisseur qui définit la cambrure de la section
f (s) : f0 = fmax/C.
En définitive, la forme géométrique d’une pale d’hélice est donc définie à chaque rayon r :
– par la génératrice fixant les angles de devers δ et d’inclinaison i ;
– par la longueur de cordeC(r) ;
– par le profil de la section définie par la loi d’épaisseur e(s) et la loi de cambrure f (s).
Enfin, les caractéristiques générales de l’hélice sont définies par :
– le nombre de pales N ;
– le diamètre D (rayon R0) ;
– le diamètre du moyeu dh (rayon rh) ;
– le pas géométrique moyen :
p¯=
p(r)dr
(R0rh)
(II.81)
– le pas géométrique réduit :
p¯0 =
p¯
D
(II.82)
– la fraction de surface :
Ae
A0
=
1
pi(R20− r2h)
∫ 0
R0
C(r)dr (II.83)
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Le diamètre D d’une hélice peut varier dans de grandes proportions de D= 0,20 à 0,40m pour
les bateaux de plaisance à D = 10 à 11m (poids 65t) pour les pétroliers géants. Le pas réduit
P/D varie de 0,6 à 1,4 et la fraction de surface est en moyenne de 0,6 à 0,8. Quant au nombre
de pales, il est le plus souvent égal à 4 ou 5, mais peut atteindre 7 lorsque des problèmes de
vibrations excitées par l’hélice sont à craindre. Enfin, la vitesse de rotation des hélices (nombre
de tours) varie comme l’inverse du diamètre, la vitesse tangentielle pinD en bout de pales étant
de 30 à 5m/s dans les conditions normales d’utilisation.
5.1.4 Cavitation
La cavitation se produit quand la pression sur la face avant de la pale d’hélice devient si
faible que des bulles gazeuses se forment et que l’eau bouillonne. Quand les bulles gazeuses
dépassent la face de la pale et quittent la zone de dépression, elles éclatent et se condensent en
eau. Généralement, les bulles se forment près du bord d’attaque de la face avant de la pale de
l’hélice et elles s’écrasent près du bord de fuite avec un effet souvent plus net près de la pointe
de la pale. L’éclatement des bulles peut paraître sans importance, mais c’est en réalité un mou-
vement très violent produisant une érosion et des piqûres à la surface de la pale d’hélice allant
jusqu’à la fissuration du matériau des pales. La photo (A1.12) montre comment la cavitation
apparaît d’abord en extrémité de pales, puis recouvre l’ensemble des pales. Les micros bulles
Figure A1.12 – Phénomène de cavitation (Harry Turner)
d’air éclatent et creusent la matière de la pale sous forme d’impacts, au moment de leur détona-
tion. La cavitation se distingue donc visuellement sur les pales par des bords de fuite dentelés
ou un revêtement de surface (peinture) érodé. Lorsque la cavitation est plus généralisée, c’est
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tout un film de gaz qui entoure la palme ou une partie d’une des faces de la pale c’est une hélice
supercavitante.
5.2 Résultats numériques
Pour montrer les potentialités de la méthode proposée, nous avons considéré un exemple
concret issu de la mécanique : une hélice à quatre pâles immergée dans l’eau. Les figures
(A1.13) et (A1.14) présentent le modèle éléments finis de la structure.
Les développements numériques ont été réalisés par ANSYS. Et la méthode de réduction
proposée est appliquée à un modèle simplifié de l’hélice constitué de quatre sous-structures,
contenant chacune approximativement le même nombre d’éléments voir figure (A1.13) et (A1.14)
et la cavité acoustique est décomposée en quatre sous-domaines acoustiques [92]. Les propriétés
des matériaux des deux domaines sont les suivants :
– Pour la structure : densité = 9200 kg.m−3 ; module d’Young = 9.6× 1010 Pa ; cœfficient
de Poisson = 0.3.
– Pour le fluide : densité = 1000 kg.m−3 ; vitesse du son = 1500 m.s−1.
Figure A1.13 – Modèle éléments finis pour l’hélice entière
Les calculs numériques déterministes sont effectués sur la structure entière et ensuite sur une
seule pale en air et en eau, les résultats sont illustrés dans les tableaux (A1.8, A1.9 et A1.10) et
sont comparés aux résultats expérimentaux [128]. La figure (A1.15) montre les trois premiers
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Figure A1.14 – Modèle éléments finis pour les sous-structures
TABLE A1.8 – Les trois premières fréquences propres de l’hélice entière en air.
Mode Numérique Expérimental
R1 75.534 73
R2 121.46 117
R3 209.17 201
TABLE A1.9 – Les trois premières fréquences propres de l’hélice entière en eau.
Mode Numérique Expérimental
R1 37 .581 36
R2 68.629 65
R3 127.46 123
TABLE A1.10 – Les trois premières fréquences propres de la pale en air et en eau.
Mode Pale en air Pale en eau
R1 74.863 37.71
R2 119.82 67.54
R3 205.58 126.32
modes propres d’une seule pale en air et en eau et la figure (A1.16) montre les trois premiers
modes de la structure entière en air et en eau.
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Figure A1.15 – Les trois premiers modes de la pale en air et en eau
Figure A1.16 – Les trois premiers modes de l’hélice en air et en eau
L’observation d’une baisse en fréquences de l’hélice en eau montre que les effets des ondes
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acoustiques sur la structure sont correctement décrits par le calcul numérique. Les tableaux
(A1.1 et A1.2) donnent les résultats du calcul et de la mesure en air et en eau réalisés sur
l’hélice complète et le tableau (A1.3) illustre les résultats du calcul en air et en eau pour une
seule pale d’hélice. Le calcul numérique donnent des résultats comparables à ceux obtenus
par l’expérimentation, avec une incertitude de comparaison à celle donné par d’autres auteurs
[20, 128]. La réduction de modèle pour le calcul numérique de notre problème est un enjeu
important. En effet, nous avons obtenu un modèle à faible degré de liberté qui est capable de
reproduire les principaux caractéristiques du problème complet.
6 Conclusion
Dans ce chapitre on a proposé une méthode de réduction modale associée pour la résolu-
tion des problèmes de grande taille d’interaction fluide-structure. La formulation du problème
est abordée en trois parties, pour la structure, pour la cavité acoustique, puis pour le système
vibro-acoustique couplé. Ce chapitre est divisé en deux parties où on a proposé deux techniques
de réduction, la superposition pour réduire les problèmes d’interaction du fluide avec les struc-
tures constituées d’une seule entité tel que les plaques immergées et la synthèse modale pour
réduire les problèmes comportant les structures complexes constituées de plusieurs parties tel
que l’hélice du bateau.
Dans la première partie, on a proposé un modèle numérique réduit par l’analyse modale
pour le calcul des modes vibro-acoustiques d’un système couplé fluide-structure. Et ce à travers
l’écriture des équations du mouvement de la structure couplée avec la cavité acoustique. Puis on
a établit la forme variationnelle associée au système couplé. L’utilisation d’une méthode couplée
éléments finis/éléments finis pour la discrétisation de la structure et de la cavité fluide, a amené
à l’écriture de l’équation matricielle gouvernant le mouvement du système vibro-acoustique.
Par la suite, l’utilisation d’une méthode modale pour le déplacement de la structure d’une
part, et la décomposition de la pression modale en une pression modale statique et d’une pres-
sion modale dynamique d’autre part, a donné un système matriciel symétrique de petite taille
facile à mettre en œuvre numériquement pour le calcul des modes élasto-acoustiques.
Les résultats obtenus dans le cas d’analyse numérique d’une plaque 2D et 3D couplée à un
fluide montrent la validité et les potentialités de la méthode proposée, qui présente plusieurs
intérêts. Tout d’abord, elle s’avère relativement facile à implémenter dans un code du calcul
existant puisque le traitement local de la structure et du fluide est indifférencié. D’autre part,
la matrice globale du couplage fluidestructure est susceptible d’inclure directement les effets
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d’amortissement (structural et acoustique) sans aucune modification notable de la méthode, ce
qui permet a priori d’aboutir aux modes amortis du système couplé (une éventuelle corrélation
essaiscalculs s’en trouve alors facilitée).
La deuxième partie du chapitre est consacrée à la réduction de modèle par la synthèse mo-
dale. La méthode développée couple une méthode de sous-structuration dynamique de type
Craig et Bampton et une méthode de sous-domaines acoustiques basée sur une formulation
acoustique en pression. Dans un premier temps on a établi les équations de base de problème
vibro-acoustique en utilisant une formulation déplacement/ pression pour une sous-structure et
un sous-domaine et en considérant les espaces tests réguliers on a construit les formulations
variationnelles correspondantes. Après une discrétisation en éléments finis, on a aboutit à un
système algébrique décrivant le problème couplé sous-structure/sous-domaine. Et en regroupant
les degrés de liberté structuraux et fluides selon un vecteur global, on a aboutit à un système
algébrique décrivant le problème vibro-acoustique mais de grande taille, qui a été réduit par la
méthode de synthèse modale. L’application de la méthode proposée est réalisée sur une hélice
de Bateau à quatre pâles, en air et en eau. La comparaison de nos résultats numériques à ceux
issus de l’expérimentation permet de valider conjointement le processus de calcul et la méthode
proposée dans le domaine de l’analyse fréquentielle des structures immergées, pour construire
un modèle fiable et robuste pour les problèmes d’interaction fluide-structure. L’application de
la méthode de réduction par synthèse modale sur ce cas réel montre l’efficacité de cette mé-
thode de réduction dans les problèmes vibro-acoustique d’une structure complexe. Le modèle
proposé, dont les choix ont été dictés par les phénomènes physiques mis en jeu et les données
expérimentales disponibles, a permis d’apporter un éclairage sur l’effet du couplage et l’utilité
de la réduction du problème.
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Chapitre III
Fiabilité des systèmes
1 Introduction
L
a prise en compte de l’incertain dans les analyses mécaniques est nécessaire pour un dimen-
sionnement optimal et robuste des structures. C’est avec cet objectif que les approches
probabilistes pour la mécanique des structures sont développées depuis plusieurs décennies
[1, 69, 99]. Ces méthodes permettent en effet d’étudier d’une part la fiabilité des composants
ou des systèmes, et d’autre part l’influence de la variabilité des paramètres sur le comportement
du composant ou du système. Les modèles mécaniques sont souvent complexes (comportement
non-linéaire, dynamique, fatigue, mécanique de la rupture, etc) nécessitant, pour leurs résolu-
tions, l’utilisation des codes éléments finis [38, 64, 110, 111, 135]. Cette complexité doit être
prise en compte par les méthodes de couplage mécano-fiabiliste si l’on veut que l’analyse de
fiabilité présente un sens. Cette prise en compte requiert un effort supplémentaire sur les res-
sources informatiques nécessaires. En effet, les méthodes de couplage nécessitent un appel au
calcul déterministe du modèle mécanique pour des tirages judicieux de variables aléatoires. Ce
nombre d’appels augmente généralement avec le nombre de variables aléatoires, ainsi le temps
du calcul devient rapidement prohibitif par les méthodes traditionnelles.
La fiabilité des systèmes est donc plus que jamais, un enjeu majeur pour les entreprises indus-
trielles. Celles-ci doivent répondre à des exigences de plus en plus fortes des donneurs d’ordre,
dont le non-respect entraîne des pénalités ou des extensions de garantie, et d’importants coûts
de non-qualité lorsqu’il s’agit de remédier à des défauts, voir une insatisfaction clients de noto-
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riété internationale compromettant des marchés futurs [10, 35, 47, 111, 123].
L’un des enjeux clé de la fiabilité des systèmes est également de pouvoir établir une surveillance
rigoureuse capable de prédire et de détecter les modes de défaillances du système, dans les
phases de développement afin d’éviter tout impact significatif sur le comportement et la sécu-
rité du système en question. Dans ce cas, les techniques de diagnostic et de détection de défauts
peuvent être combinées pour garantir une performance optimale du processus et des systèmes
[21, 29, 30, 45, 79, 80]. L’objectif principal est donc de minimiser le nombre de calculs à effec-
tuer tout en conservant une robustesse et une confiance satisfaisante du résultat : la probabilité
de défaillance et ses facteurs d’importance. Le présent chapitre a pour objectif de donner les
éléments de base pour le calcul de la probabilité de défaillances des systèmes mécaniques et
d’analyser leurs fiabilités [112, 113].
2 Problématique
La sécurité offerte par une structure est considérée comme suffisante dès lors qu’une éven-
tuelle défaillance exposerait les personnes, les biens et l’environnement à un risque inférieur à
une limite acceptable. La fiabilité d’une structure se caractérise quant à elle par la performance
de celle-ci à remplir une fonction définie sous des conditions données, pendant une durée fixée
et en respectant le niveau de sécurité exigé. La difficulté dans l’évaluation de la fiabilité pro-
vient de la nature incertaine des phénomènes mis en jeu sur la structure considérée (variabilités
des propriétés des matériaux, imprécisions géométriques, aléas des chargements appliqués, ect),
qui vont avoir un impact significatif sur les performances du système. Aussi il est indispensable
d’intégrer ces incertitudes de façon à travailler sur des modélisations réalistes.
Traditionnellement, le dimensionnement des structures est fondé sur une démarche détermi-
niste dans laquelle l’ensemble des paramètres précités prennent une valeur fixe. Précisément,
les paramètres incertains sont décrits par une valeur caractéristique défavorable. Associée à des
cœfficients de sécurité, l’analyse conduit alors à une réponse binaire (sûreté ou défaillance) vis-
à-vis d’un critère donné, qui traduit d’une certaine manière la confiance que l’on peut accorder
à ce dimensionnement précis. L’approche déterministe utilise par conséquent une marge vo-
lontairement pessimiste conduisant le plus souvent à un surdimensionnement injustifié. Dans la
démarche probabiliste en revanche, on construit une modélisation stochastique dans laquelle les
données incertaines sont représentées par des variables aléatoires [6]. On peut ensuite évaluer
96
2 Problématique
la probabilité de défaillance de la structure (aspect quantitatif) ainsi que mesurer la sensibilité
de cette probabilité par rapport à chacune des variables aléatoires introduites (aspect qualita-
tif). Deux applications sont envisageables : soit on connaît les caractéristiques de la structure
et on vérifie que sa fiabilité est satisfaisante ; soit on optimise le dimensionnement de celle-ci
de façon à respecter un niveau de fiabilité donné. Par un traitement plus rationnel des incer-
titudes, l’approche fiabiliste permet donc une meilleure appréciation des marges de sécurité à
l’aide d’indicateurs de confiance objectifs, et constitue en ce sens un outil adéquat pour l’aide
à la décision en phases de conception et de maintenance. On se focalisera par la suite sur la
fiabilité d’un composant d’un système mécanique, auquel est associé un seul matériau. Dans ce
contexte, l’analyse fiabiliste se décline en trois étapes :
- En premier lieu, la sélection des variables aléatoires de base, qui vont intégrer les incertitudes
mises en jeu au travers de leur loi de distribution,
- Dans un second temps, le choix d’une fonction de performance définissant la défaillance du
système,
- Enfin, le calcul des indicateurs de fiabilité, qui vont fournir une évaluation quantitative et qua-
litative de la fiabilité de celui-ci.
L’apparition et l’influence d’aléas en mécanique des structures sont évidentes dès lors qu’on
étudie un système « réel » (aléas atmosphériques sur des ponts [38], usure des tuyauteries de
centrales nucléaires [21], ect). Bien souvent, on connaît la loi d’apparition des événements et les
limites à partir desquelles un état est modifié. On cherche alors à connaître la loi de probabilité
pour que, soumise à l’aléa, la structure ne dépasse pas cet état limite. Ce problème se ramène
essentiellement à l’étude de l’intégrale :
P f =
∫
D={x|G(x)≥0}
fX(x)dx (III.1)
- X vecteur aléatoire de Rn de densité fX ,
- la fonction G modélise le phénomène physique : G est appelée fonction d’état,
- le domaine D caractérise le domaine de défaillance.
Il est très rare qu’une telle intégrale puisse être étudiée analytiquement. Généralement nous
sommes conduits à utiliser des méthodes numériques en fonction du problème proposé. La
distribution de X et les propriétés de G guident notre choix vers l’algorithme le mieux adapté.
Nous portons une attention particulière aux intégrales multinormales : souvent, les paramètres
aléatoires peuvent être modélisés par des lois gaussiennes. Dans le cas contraire, il existe des
transformations Tqui permettent d’obtenir, à partir d’un vecteur aléatoire quelconque X , un
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vecteur aléatoire U = T (X) de loi gaussienne centrée réduite (Figure A1.1) tel que toutes ses
composantes sont indépendantes deux à deux [102, 116]. L’intégrale se présente alors sous la
forme :
P f =
1
(2pi)k/2
∫
G(y)≥0
e−
−‖y‖2
2
2 dy (III.2)
Figure A1.1 – Fonction de répartition gaussienne, centrée, réduite
3 Position d’un problème de fiabilité des structures
Une structure est réalisée pour répondre à un ensemble de besoins clairement identifiés. La
fiabilité des structures a pour objectif d’évaluer la probabilité qu’une structure, soumise à des
aléas (vibrations, température, chocs, fatigue, etc.), soit capable de satisfaire l’intégralité de ces
besoins et ce pour une durée de vie donnée. Cependant, le calcul de cette probabilité impose
une méthodologie d’étude rigoureuse en quatre étapes :
1. Définir un modèle mécanique déterministe adapté au problème traité ;
2. Identifier les paramètres aléatoires de ce modèle et les modéliser par un outil probabiliste
adéquat ;
3. définir les modes et scénarios de défaillance du problème ;
4. Evaluer les probabilités d’occurrence de ces modes de défaillance.
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La précision, l’exactitude du résultat et la probabilité de défaillance de la structure, sont ainsi
conditionnées par un ensemble de facteurs experts, expérimentaux, mathématiques, numériques
et pratiques intervenant à chaque étape de l’étude fiabiliste.
3.1 Modélisation d’un problème de fiabilité des structures
La défaillance d’une structure n’est rarement due qu’à un seul événement. En général, le
dysfonctionnement d’un système mécanique est le résultat d’un enchaînement ou d’une combi-
naison d’événements de défaillance élémentaires. Dans ces cas complexes, une méthodologie
rigoureuse doit être suivie. Dans un premier temps, chaque mode de défaillance potentiel du
problème doit être identifié. Dans un second temps, un scénario de défaillance, décrivant pré-
cisément l’enchaînement des événements élémentaires conduisant à la défaillance, est alors
construit. On introduit la notion de composant. Un composant i est défini par un mode de dé-
faillance et une fonction d’état limite Gi(X) où X est le vecteur aléatoire de dimension m du
problème. Le composant i est dit :
– défaillant si sa fonction d’état limite est inférieure ou égale à zéro, soit Ei = {Gi(X)≤ 0},
– sûr si sa fonction d’état limite est supérieure à zéro, soit E¯i = {Gi(X)> 0}.
Chaque composant intervient donc dans la fiabilité ou la défaillance de la structure et la com-
binaison d’événements de succès ou de défaillance conduit au bon fonctionnement ou à la dé-
faillance du système résultant.
3.2 Modèle mécanique déterministe
La première étape d’une étude de fiabilité est d’identifier le problème de mécanique traité.
Un modèle mécanique déterministe adapté est alors défini. Celui-ci intègre la géométrie de la
structure, les propriétés mécaniques des matériaux et les conditions aux limites.
3.3 Aléas et modélisation probabiliste
Parmi les différents paramètres intervenant dans ce modèle, certains ne sont connus que
d’une manière aléatoire. Les aléas portant sur les propriétés physiques des matériaux et les
caractéristiques géométriques des pièces de la structure sont appelés aléas internes. Ces incerti-
tudes dépendent de la qualité et de la précision de fabrication et de caractérisation des matériaux
et des éléments structuraux. Les aléas portant sur les actions s’exerçant sur la structure sont ap-
pelés aléas externes. L’origine de ces incertitudes provient souvent de la difficulté d’évaluer
précisément la valeur d’une sollicitation non-maîtrisée, l’action de la houle, du vent ou du trafic
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routier sur un pont par exemple.
Une identification des paramètres est réalisée et des tests statistiques d’adéquation valident
ou non les hypothèses posées. Si le problème possède m variables aléatoires Xi, on définit le
vecteur aléatoire :
X = (X1,X2, . . . ,Xm)
T (III.3)
Notons que certaines actions, accidentelles ou catastrophiques notamment, relèvent difficile-
ment d’un modèle probabiliste. Le choc d’un navire sur une pile de pont ou l’écrasement d’un
avion sur une construction sensible n’obéissent par nature à aucune loi du hasard. Toutefois, ce
type d’événements, extrêmement rares, ne peut être pris en compte de manière réaliste dans le
dimensionnement d’une structure.
3.4 Variables aléatoires de base
L’enjeu à ce stade est de préciser les paramètres incertains pouvant jouer un rôle significatif
sur la fiabilité de la structure, appelés variables aléatoires de base ou variables de conception, et
de quantifier leur variabilité.
3.4.1 Description des incertitudes
La sélection des variables aléatoires est une étape cruciale pour le modèle fiabiliste qui
nécessite une connaissance fine du matériau étudié (origine, microstructure, comportement mé-
canique) et de la structure considérée (fabrication, actions). Les sources d’incertitudes sont glo-
balement de deux ordres :
• microscopique, i.e. se rapportant à la microstructure du matériau : les propriétés mécaniques
des constituants, leur répartition (position spatiale, fractions volumiques, orientation), la
nature des interfaces, l’impact des défauts divers (porosité, microfissuration, etc.), causes
du (ou des) mode(s) de défaillance.
• macroscopique : représentativité de la modélisation, propriétés mécaniques macroscopiques
du matériau, géométrie de la structure, couplage, chargement appliqué, causes du (ou
des) mode(s) de défaillance. Ces incertitudes proviennent le plus souvent de variabilités
liées au processus de fabrication, aux imperfections des conditions d’essais de caractéri-
sation (non reproductibilité des résultats, base de données limitée, effets d’échelle entre
éprouvettes d’expérimentation et structure réelle,..), à des facteurs incontrôlés tels que les
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fluctuations du chargement ou simplement de la difficulté d’accéder à certaines données
ou informations [59, 115].
De la même façon que les variables d’état d’une modélisation, le choix des variables aléatoires
est guidé par plusieurs critères :
– l’objectif de l’étude fiabiliste : par exemple, l’utilisation des propriétés mécaniques ma-
croscopiques suffira à évaluer la probabilité de défaillance d’un matériau donné ; en revanche,
pour la conception d’un nouveau matériau, le recours à des données microstructurales sera
plus pertinent,
– l’explication physique des aspects du comportement mécanique du matériau, notamment
le mode de défaillance et les causes de sa mise en place : dans le cas des systèmes vibro-
acoustiques, on s’intéressera ainsi à différents paramètres (propriétés de la cavité acoustique
, conditions à l’interface) suivant le couplage envisagé,
– la disponibilité des résultats expérimentaux : les modèles probabilistes associés aux va-
riables aléatoires doivent effectivement être physiquement justifiés pour conduire à une re-
présentation réaliste.
3.4.2 Description des variabilités
Lorsque l’identification ou le contrôle de propriétés physiques amènent à l’acquisition de
mesures non strictement reproductibles, il est indispensable en vue du calcul de structures de
définir un outil à la fois représentatif des variabilités enregistrées et dont la formulation de-
meure adaptée à l’intégration dans les codes de simulation. L’enjeu est en effet de modéliser ces
multiples informations à l’aide de lois mathématiques qui fourniront notamment les fréquences
d’apparition de chaque résultat, leur valeur moyenne et les oscillations autour de cette moyenne.
La modélisation des distributions nécessite de connaître un nombre suffisant de données, le plus
important possible de façon à travailler sur un faisceau représentatif d’informations. Consi-
dérons donc une variable aléatoire réelle et continue X dont on connaît par expérimentation
un certain nombre N de valeurs (ou réalisations) indépendantes {xi}i∈[1,...,N] de X constituant
un échantillon. Un traitement statistique de ce faisceau d’informations permet en premier lieu
d’analyser la variabilité de cette donnée : la répartition des valeurs (à l’aide des fréquences rela-
tives et cumulées) ainsi que les caractéristiques de tendance centrale (moyenne) et de dispersion
(écart type). Il s’agit ensuite de modéliser l’incertitude observée par une fonction mathématique
qui précisera les issues pour X et associera à chacune d’elles ses chances de réalisation. Dans
ce contexte, on peut recourir soit à la fonction de densité de probabilité f (x) : R→ R, soit à la
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fonction de répartition FX : R→ [0,1] associées à X telles que (P la probabilité) :
f (x)dx= P(x≤ X < x+dx) (III.4)
FX(x)dx= P(X < x) (III.5)
avec les liens :
∀x,FX(x)dx=
∫ x
−∞
fX(x)dx et
dFX(x)
dx
= fX(x) (III.6)
et vérifiant les propriétés :
∀x, fX(x)≥ 0; FX est non décroissante (III.7)
FX(−∞) = 0; FX(+∞) =
∫ +∞
−∞
fX(u)du= 1; (III.8)
La probabilité que la variable aléatoire X soit inférieure à une valeur donnée a, soit :
P(X < a) = FX(a) =
∫ a
−∞
fX(u)du (III.9)
correspond donc graphiquement à l’aire sous la courbe de fX entre x = −∞ et x = a, et la
probabilité que X soit comprise entre deux valeurs données a et b, soit :
P(a< b) = FX(b)−FX(a) =
∫ a
b
fX(u)du (III.10)
représente quant à elle l’aire sous la courbe fX comprise entre x = a et x = b (cf. figure A1.2).
La probabilité d’un évènement étant naturellement reliée à la notion de fréquence statistique
pour des échantillons de grande taille, on détermine donc par une procédure d’ajustement les
fonctions fX et F qui représentent au mieux les variabilités expérimentales. Dans le cas des
études fiabilistes, on introduit généralement plus d’un paramètre aléatoire. L’ensemble des k
variables Xi du problème constitue dans ce cas un vecteur {X} = {Xi}i=1,...,k de Rk dont les
probabilités d’occurrence sont décrites par une densité de probabilité conjointe F{X} : Rk →
[0,1] telles que :
f{X}({x})
k
∏
i=1
dxi = P(xi ≤ Xi< xi+dxi) ; ∀i= 1, ...,k (III.11)
102
3 Position d’un problème de fiabilité des structures
Figure A1.2 – Interprétation graphique des fonctions de densité et de répartition d’une variable
aléatoire X.
F{X}({x}) = P(Xi < xi) ; ∀i= 1...k (III.12)
où : {x}= {xi}i=1,...,k est un vecteur de Rk, avec :
∫
Rk
f{X}({x})
k
∏
i=1
dxi = 1 (III.13)
A titre illustratif, la figure (A1.3) présente l’allure d’une fonction fX dans le cas de deux va-
riables aléatoires.
Lorsque les k variables aléatoires Xi sont indépendantes, l’expression de la densité conjointe se
ramène au produit des densités marginales fXi de chaque variable :
f{X}({x}) =
k
∏
i=1
fXi(xi); ∀{x}= {xi}i=1...k (III.14)
Dans le cas contraire, il y a lieu de préciser absolument la nature de leur dépendance pour
le calcul des indicateurs de fiabilité. C’est pourquoi est introduite une matrice de corrélation
[ρ] =
[
ρi j
]2
(i j)=[1...k]
dont les composantes ρi j mesurent la dépendance linéaire entre chaque
couple de variables aléatoires Xi et X j de la façon suivante :
ρi j = ρ(Xi,X j) =
Cov(Xi,X j)
(Si,S j)
; ∀(i, j) ∈ [1...k]2 (III.15)
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Figure A1.3 – Fonction de densité de probabilité conjointe dans le cas de deux variables aléa-
toires X = X1,X2 : (a) représentation 3D, (b) isovaleurs de fX .
où : Cov(Xi,X j) représente la covariance de ces deux variables, SXi et SX j désignant leur écart
type respectif [70]. Chaque composante ρi j est un nombre appartenant à l’intervalle [−1,+1] :
• si ρi j = 0, les variables Xi et X j ne sont pas reliées linéairement entre elles (mais peuvent
l’être d’une autre manière) ;
• si ρi j > 0 (resp. ρi j < 0), Xi et X j ont tendance à varier dans le même sens (resp. dans le sens
contraire) ;
• lorsque ρi j > 0.9, la liaison linéaire est considérée comme forte.
Précisons enfin que pour des variables Xii=1,...,k indépendantes, la matrice de corrélation
se réduit à la matrice identité d’ordre k.
3.5 Fonction de performance
Il s’agit dans cette partie de construire le scénario de défaillance de la structure, i.e. de pré-
ciser l’état limite au-delà duquel celle-ci n’est plus considérée comme fiable. Ces états limites
correspondent principalement à des exigences en termes de tenue mécanique (la défaillance
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est associée à la rupture du matériau ou la ruine de la structure) ou d’aptitude au service (la
défaillance est associée à des déformations ou un endommagement excessifs). Une campagne
AMDEC (Analyse des Modes de Défaillances, des Effets et des Criticités) permet par exemple
d’identifier les modes de défaillance possibles, leurs causes ainsi que leurs conséquences sur le
fonctionnement de la structure [83].
La notion de fiabilité étant posée, un critère de défaillance est défini à l’aide d’une fonction dite
de performance (ou d’état limite), notéeG, et qui dépend des variables aléatoires du modèle. Par
convention, on définit le domaine de sûreté Ds et le domaine de défaillance D f de Rk comme
suit :
Ds =
{
{X} ∈ Rk, G({X})> 0
}
(III.16)
D f =
{
{X} ∈ Rk, G({X})≤ 0
}
(III.17)
La frontière
{{X} ∈ Rk, G({X}) = 0} est la surface d’état limite. La figure (A1.4) illustre cette
définition sur le cas de deux variables aléatoires de base.
Les points importants concernant le critère de défaillance sont les suivants :
• le choix de la fonction de performance se doit d’être dicté par la cause physique de la dé-
faillance de façon à en obtenir une représentation réaliste ; son expression peut alors por-
ter sur des données microscopiques (dans le cas par exemple d’une défaillance par rupture
locale) ou macroscopique (dans le cas par exemple d’une défaillance par instabilité struc-
turale) ;
• si la forme du critère est généralement du type G = R− S avec R une caractéristique de
résistance et S une donnée relative à la sollicitation appliquée, la fonction G n’est pas
forcément une fonction explicite des variables de base X , elle peut dépendre en effet de
la réponse de la structure (par exemple contraintes ou déformations) et son évaluation
nécessite alors un calcul mécanique préalable (le plus souvent par éléments finis) faisant
intervenir une loi de comportement (couplage mécano-fiabiliste) ;
• certaines considérations d’ordre pratique peuvent enfin influer sur son choix : la complexité
du couplage précité ou encore les propriétés mathématiques de la fonction G qui vont
conditionner les calculs de probabilité de défaillance exposés par la suite.
105
Fiabilité des systèmes
Figure A1.4 – Domaines de sûreté et de défaillance dans le cas de deux variables aléatoires
X = X1,X2.
3.6 Point de conception
Appelé aussi le point de défaillance le plus probable ou point critique (point P∗ de la figure
A1.5), il est le point de la zone de défaillance qui a la plus grande probabilité d’occurrence
lors d’une réalisation des variables aléatoires. Il est le point de la frontière entre le domaine de
sécurité et le domaine de défaillance, le plus proche de l’origine dans l’espace des variables
centrées réduites [41, 45]. Les trois voies principales du calcul de la probabilité de ruine Pf
sont :
– Technique de simulation directe par la méthode de Monte Carlo. Cette méthode est la plus
précise mais elle aussi est la plus coûteuse. Le calcul d’une probabilité de ruine approchée
P˜f se fait en mesurant la taille de l’échantillon (composé de N tirages de variables de base)
des réalisations situées à l’intérieur du domaine de défaillance. Notons qu’on faisant tendre
la taille de l’échantillon vers l’infini, la probabilité de défaillance approchée P˜f tend vers la
probabilité de défaillance réelle Pf ;
– Calcul par l’intermédiaire de l’indice de fiabilité β. Les méthodes FORM et SORM sont
utilisées pour permettre d’évaluer β ;
– Echantillonnage par tirage d’importance, elle permet de cibler les tirages des variables de
base Xi autour du point de conception P
∗. Cela permet de réaliser de meilleures approxima-
tions de P˜f pour des échantillons de taille limitée.
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3.7 Transformation des variables de base
Pour la plupart des méthodes du calcul, le préalable au calcul de la probabilité de défaillance
consiste à se placer, non pas dans l’espace des variables physiques, mais dans un espace dit stan-
dard. Le vecteur des variables de base X , défini par sa fonction de densité conjointe est trans-
formé en un vecteur de variables normales centrées, normées et indépendantes U , défini dans
l’espace standard. Les transformations classiques utilisées sont celles de Nataf et Rosenblatt
[39, 40, 79]. La transformation de Nataf consiste en particulier à passer de variables aléatoires
xi de lois marginales quelconques et éventuellement corrélées à des lois normales centrées ré-
duites non corrélées (indépendantes) ui, par l’expression suivante :
ui = Ti(xk) = Γi jΦ
−1 [FX j(x j)] (III.18)
où Γi j est l’inverse de la triangularisation de Choleski de la matrice de corrélation équivalente,
FX j(x j) est la fonction de répartition de la variable x j et Φ
−1 est l’inverse de la loi de répartition
gaussienne standard. Une méthode du calcul de la transformation où des détails sont donnés sur
un calcul approché de la matrice de corrélation équivalente est disponible dans [34].
Figure A1.5 – Transformation des variables de base.
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3.8 Modes de défaillance d’une structure
Pour assurer l’intégrité de la structure face aux risques envisagés, des règles de bon fonction-
nement sont établies. Le non-respect de l’un de ces critères provoque alors un mode élémentaire
de défaillance de la structure. L’enchaînement d’événements entraînant une défaillance consti-
tue un scénario de défaillance. Les modes ou scénarios de défaillance sont établis en fonction
des risques potentiels : la présence de contraintes ou des déformations excessives dans un élé-
ment structural, la rupture d’une pièce, etc.
Plusieurs phénomènes physiques peuvent être à l’origine d’une défaillance : la plastification, la
fatigue, le fluage, la présence de fissures, de grandes déformations, etc. Chacun ou la combi-
naison de ces phénomènes entraîne un mode ou un scénario de défaillance. Pour simplifier les
notations, nous nous plaçons dorénavant dans le cas d’une structure ne possédant qu’un seul
mode de défaillance. La modélisation probabiliste d’un mode de défaillance se fait par la défi-
nition d’une fonction G(X) appelée fonction d’état limite ou fonction de performance. Notons
que par construction la fonction G(X) est elle-même une variable aléatoire. Ainsi, on a :
– G(X)> 0 définit le domaine de sécurité de la structure ;
– G(X)< 0 définit le domaine de défaillance de la structure ;
– G(X) = 0 définit la surface d’état limite.
La structure possède donc deux états possibles : un état de bon fonctionnement et un état de dé-
faillance, séparés par une frontière dite d’état limite. Notons toutefois que la réalité est souvent
bien plus complexe que cette modélisation binaire.
3.9 Probabilité de défaillance d’une structure
La probabilité de défaillance de la structure est alors égale à :
Pf = P(G(X)≤ 0) (III.19)
soit :
Pf =
∫
G(X)≤0
fX(x)dx (III.20)
fX est la densité de probabilité conjointe du vecteur aléatoire X . La fiabilité de la structure est
définie par :
Ps = 1−Pf (III.21)
Si la formulation de Pf est simple, son calcul peut s’avérer extrêmement complexe. La difficulté
de connaître fX explicitement et l’expression souvent non-linéaire de la frontière de D f rendent
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en général un calcul analytique impossible.
4 Calcul de la probabilité de défaillance
La fiabilité R (en anglais, reliability) d’une structure est conventionnellement définie de la
façon suivante :
R= 1−Pf (III.22)
où la probabilité de défaillance Pf (en anglais, probability of failure) correspond a la probabilité
d’occurrence de l’événement G(X)≤ 0 :
Pf = P(G({X})≤ 0) (III.23)
Cet indicateur de confiance constitue le résultat essentiel d’un calcul fiabiliste. Si l’on introduit
la densité de probabilité conjointe f X des variables aléatoires X du modèle, la probabilité de
défaillance s’écrit alors comme suit :
Pf =
∫
D f
fX(x)
k
∏
i=1
dxi (III.24)
Il est très rare que cette intégrale puisse être étudiée analytiquement voire numériquement. Dans
la pratique, on ne dispose pas en général de la densité de probabilité conjointe du vecteur X , on
doit se contenter le plus souvent des lois marginales relatives à chaque variable Xi et à certaines
informations sur leur corrélation. De plus, le domaine d’intégration D f peut être défini de façon
implicite et complexe selon le modèle mécanique retenu.
Diverses méthodes de résolution ont ainsi été développées pour pallier ces difficultés [79, 93].
On distingue deux grandes familles : les méthodes basées sur des simulations et celles recourant
à une approximation. On se propose de présenter ici les grandes lignes des trois méthodes
utilisées dans le cadre de cette étude.
4.1 Calcul de la probabilité de défaillance par les méthodes de simulation
Les méthodes de simulation sont basées sur le calcul de la fonction de performance pour
un échantillon représentatif (et souvent de grande taille) de la population. Ces méthodes sont
les plus coûteuses en temps du calcul, mais restent la référence sur le résultat en probabilité de
défaillance. Certaines variantes permettent de diminuer les nombres d’appels à la fonction de
performance. Le temps du calcul est ainsi diminué, mais reste trop important pour s’en contenter
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dans le cadre du calculs industriels, dans lesquels le temps du calcul de la fonction de perfor-
mance est non négligeable et le nombre de variables aléatoires important. De multiples travaux
sont toutefois réalisés sur ces méthodes, car elles sont robustes et qu’elles peuvent être utilisées
sur des substituts de la fonction de performance où l’évaluation de l’état-limite devient alors
très rapide. Après quelques données sur la simulation de Monte-Carlo originale, les variantes
les plus courantes sont détaillées. Les illustrations sont inspirées du manuel de Phimeca Soft-
warec [107] et [80].
Monte Carlo directe
La méthode numérique dite de Monte-Carlo peut être décrite globalement comme une méthode
de simulation statistique qui utilise une séquence de nombres aléatoires pour la réaliser. Elle est
utilisée aujourd’hui dans des champs d’applications aussi variés et complexes que les transferts
radiatifs dans l’atmosphère, les processus sub-nucléaires, l’interaction de la lumière avec la ma-
tière vivante ou les phénomènes de turbulence. La méthode de Monte-Carlo doit être opposée
aux méthodes conventionnelles de simulation par éléments finis qui utilisent le système d’équa-
tions différentielles décrivant le système physique ou mathématique sous-jacent. Dans biens des
applications, le processus physique est simulé directement par la méthode de Monte- Carlo et il
n’y a pas besoin d’écrire le système d’équations différentielles qui décrivent le comportement
du système. La seule hypothèse nécessaire est que le système physique ou mathématique peut
être décrit par des fonctions de densité de probabilité p(x) ou x est un ensemble de variables
aléatoires. La méthode de Monte-Carlo présente deux énormes avantages sur les méthodes par
éléments finis.
- En procédant par échantillonnage, le nombre des calculs élémentaires nécessaires pour obtenir
un résultat donné est considérablement plus petit. Les simulations Monte Carlo sont les seules
méthodes probabilistes adaptées à des fins d’analyse comparative et de validation.
- Il est extrêmement simple d’utiliser des processeurs en parallèle, par exemple un réseau d’or-
dinateurs, car chaque "réalisation" se fait par un calcul identique et peut se faire simultanément.
Les boucles de simulations individuelles sont intrinsèquement indépendantes ; les boucles de
simulation individuelle ne dépendent pas des résultats de toutes les boucles de simulation. Cela
rend les techniques de simulation de Monte Carlo des candidats idéaux pour le traitement pa-
rallèle [17].
Il s’agit de la technique la plus ancienne et la plus intuitive d’évaluation de la probabilité de dé-
faillance. Cette méthode est basée sur l’application de la loi des grands nombres, elle consiste
à déterminer un estimateur de Pf par succession de tirages aléatoires indépendants. Le but est
110
4 Calcul de la probabilité de défaillance
Figure A1.6 – Calcul en parallèle des processus
alors d’estimer l’intégrale suivante :
Pf =
∫
G(x)≤0
fX(x)dx (III.25)
Cette intégrale limitée au domaine de défaillance peut être ramenée à une intégrale sur l’espace
entier en introduisant la fonction indicatrice :
I f (x) =
{
1siG(x) ≤ 0
0siG(x) ≻ 0 (III.26)
Les réalisations sont générées autour de l’origine suivant la distribution de la multinormale
centrée réduite.
L’expression de la probabilité de défaillance prend alors la forme suivante :
Pf =
∫
I f (x) fX(x)dx (III.27)
La probabilité de défaillance est alors estimée par l’expression suivante :
p˜ f =
1
N
N
∑
i=1
I f (xi) = E
[
I f (xi)
]
(III.28)
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Figure A1.7 – Illustration de la simulation de Monte Carlo dans l’espace standard.
en utilisant N réalisations du vecteur X, sachant que pour obtenir un bon estimateur de la pro-
babilité de défaillance, il faut un grand nombre N de simulations. Dans le cas de la fiabilité des
structures, ceci est d’autant plus vrai que les probabilités recherchées sont faibles (les structures
sont fiables). Pour estimer une probabilité de défaillance de l’ordre de 10−n, il faut classique-
ment un échantillon de 10n+2 voire 10n+3. Cette méthode est extrêmement coûteuse en temps
du calcul. Elle reste cependant l’une des plus robustes.
Les simulations de Monte-Carlo sont considérées comme les réponses de référence au problème
de la fiabilité. Il faut préciser que seuls les tirages dans le domaine de défaillance contribuent à
l’amélioration de l’estimateur de la probabilité de défaillance. Les variantes de la méthode ba-
sique de Monte-Carlo utilisent cette propriété et tentent de rendre les tirages plus performants.
L’objectif est de réduire la variance de l’estimation de la probabilité de défaillance, à nombre
de simulations identiques, ou de réduire le nombre de simulations pour atteindre une variance
donnée sur cette probabilité de défaillance.
En conclusion, pour les probabilités moyennes à grandes (> 10−2), la méthode de Monte Carlo
Directe est performante car un nombre restreint de tirages permet d’obtenir une précision sa-
tisfaisante. En revanche dès que les probabilités recherchées diminuent, le nombre important
de tirages cumulé aux limites numériques, en font une méthode à proscrire. Cette configuration
est précisément celle dans laquelle s’inscrit notre étude. De nombreuses méthodes dérivées de
la méthode Directe [53, 96, 122] existent. Celles-ci apportent un complément à la méthode de
base et tentent d’améliorer ses résultats. Cependant, aucune ne se généralise aussi facilement
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que la méthode de Monte Carlo Directe. Ces méthodes sont développées pour répondre à des
problèmes particuliers : réduction de la variance, meilleures précisions à nombre de tirages égal,
meilleure répartition et économie des tirages au détriment de la précision, optimisation du rap-
port coût/précision, etc. Nous présentons dans les trois paragraphes suivants quelques-unes de
ces méthodes.
Monte Carlo échantillonnée
Son principe, simple, se déduit de la méthode Directe de Monte Carlo : réduire le nombre de
tirages en conservant une précision équivalente. On partitionne l’espace d’étude en secteurs
disjoints. On limite les tirages à un seul des secteurs. Considérons une partition sous forme
d’hypercubes imbriqués les uns dans les autres (figure A1.7). Ici, le tirage est effectué dans le
plus grand cube et n’appartient à aucun autre cube. Ensuite, par des opérations géométriques
(rotations, translations, homothéties ou affinités), on adapte le tirage initial aux secteurs in-
férieurs. Dans l’exemple proposé, en notant R le rapport constant entre les surfaces de deux
secteurs successifs, une affinité de rapport 1/R du tirage initial nous place dans une configura-
tion permettant de valider le tirage dans le second cube uniquement. Il ne reste qu’à répéter ce
procédé autant de fois qu’il y a de secteurs. Le nombre de secteurs ne doit pas être trop élevé
afin que les tirages initiaux puissent bénéficier d’un espace de liberté suffisant. Il ne reste qu’à
déterminer l’estimateur en fonction du nombre d’expériences. Celui-ci est calculé par le même
rapport que dans la méthode de Monte Carlo Directe.
Les carrés correspondent aux domaines successifs. Les tirages initiaux sont marqués par le
Figure A1.8 – Exemple de Monte Carlo échantillonné à deux paramètres.
symbole *, ceux obtenus après une transformation sont indiqués par le symbole o.
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L’estimateur que l’on obtient par cette méthode est non biaisé, et sa variance reste contrôlée
par le nombre de simulations. L’opération de stratification permet de corriger certains défauts
rencontrés avec la méthode directe. En premier lieu le nombre de tirages à effectuer est limité
à ceux du plus grand cube. La répartition des points testés est plus homogène que dans le cas
direct. Cette méthode s’adapte à différents critères par un choix de stratification en fonction du
problème.
Cependant, on rencontre encore certains problèmes inhérents aux méthodes de simulations. Le
temps du calcul reste important et dépend du nombre de tirages initiaux. A ceci s’ajoute un autre
inconvénient : la recherche du point vers lequel va converger le procédé itératif sur les tirages
(centre de la série d’hypercubes). Un bon choix est le point de conception défini au paragraphe
(3.6). En conclusion, on peut définir à partir de cette méthode échantillonnée de nombreuses
variantes qui répondent à différents problèmes. On peut remplacer le découpage en hypercubes
par un quadrillage stratifié ou créer des cellules à l’intérieur du découpage pour une meilleure
répartition des simulations. Il est également possible de contrôler l’évolution du nombre de ti-
rages reportés entre chaque étape ou leur nombre initial.
Simulations d’importance
Le principe est de produire les échantillons dans les régions qui contribuent le plus à la mesure
de l’intégrale. Les points ayant le plus de poids dans la probabilité de défaillance sont générale-
ment situés autour du point de conception si celui-ci est unique. Par conséquent, l’essentiel des
tirages est situé autour de P∗.
Deux étapes sont nécessaires : il s’agit de chercher d’abord le point de défaillance le plus pro-
bable et de réaliser ensuite une simulation centrée sur ce point. La probabilité de défaillance est
alors estimée par l’expression suivante :
p˜ f =
1
N
N
∑
i=1
I f (xi)
ϕN(ui)
fN(ui−u∗) (III.29)
où ϕN est la densité multi-normale et fN dépend du choix de la densité utilisée pour la simula-
tion.
Les réalisations sont générées autour du point de défaillance le plus probable.
L’intérêt du tirage d’importance repose essentiellement sur la réduction du nombre de simula-
tions, par leur concentration vers les zones les plus informatives. La densité d’échantillonnage
est définie à partir de ces secteurs et de la loi initiale des variables aléatoires. Nous verrons par
la suite que cette technique peut compléter avantageusement les méthodes approchées.
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Figure A1.9 – Illustration de la simulation d’importance dans l’espace standard.
Simulations directionnelles
Les simulations directionnelles sont basées sur le concept de probabilité conditionnelle et uti-
lisent la symétrie de l’espace standard. Les simulations sont alors réalisées de maniére radiale.
Des directions dans l’espace sont généralement générées aléatoirement et la probabilité de dé-
faillance est calculée conditionnellement à la direction. La probabilité de défaillance est alors
estimée par l’expression suivante :
p˜ f =
1
N
N
∑
i=1
[
1−d2N(ρi)
]
(III.30)
Où d2N est la loi de répartition du d
2 à N degrés de liberté.
Il est nécessaire de déterminer les intersections des directions avec l’état-limite de manière ité-
rative.
Pour conclure, on note que cette méthode donne des résultats très corrects si le domaine véri-
fie de bonnes conditions. Cependant, la qualité des résultats se dégrade rapidement dès que la
géométrie se modifie. Comme toutes les méthodes de tirages, le nombre d’expériences influe
sur la qualité des résultats. Néanmoins, comparativement aux méthodes de Monte Carlo, les
défaillances pour les petites probabilités sont atténuées. Le choix de directions pertinentes reste
un frein important. Certaines correspondent à des simulations échouées et n’apportent pas de
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Figure A1.10 – Illustration de la simulation directionnelle.
précision supplémentaire à l’estimateur, bien qu’elles soient prises en compte. Pour corriger ce
dernier point, une alternative est mise en œuvre : les tirages d’importance.
Carré Latin
Dans cette méthode de simulation, les tirages sont effectués de manière uniforme dans un pavé
autour du point de conception. La fonction de densité uniforme s’écrit :
fUk(uk) =
1
V (p) , où V (p) est le volume du pavé.
La probabilité de défaillance s’estime par l’intégrale suivante :
Figure A1.11 – Illustration des simulations par hypercube latin.
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p˜ f =
V (p)
N
N
∑
i=1
I f (xi)
ϕN(ui)
fN(ui)
(III.31)
4.2 Calcul de la probabilité de défaillance à partir d’un indice de fiabilité
Plusieurs auteurs ont proposé des indices ou index de fiabilité. Les plus connus sont ceux de
Rjanitzyne-Cornell et de Hasofer-Lind.
4.2.1 Indice de Rjanitzyne-Cornell
L’indice de Rjanitzyne-Cornell βc est obtenu à partir de la moyenne µG et l’écart type σG de
la fonction de performance G :
βc =
µG
σG
(III.32)
On peut voir sur la figure (A1.12) que cet indice multiplié par l’écart type σG représente l’écart
Figure A1.12 – Représentation graphique de l’indice de Rjanitzyne-Cornell.
entre le point moyen µG et l’état limite (G= 0). L’inconvénient majeur de cette indice est qu’il
donne des valeurs différentes pour différentes expressions de la fonction d’état limite.
4.2.2 Indice de Hasofer et Lind
Pour lever le risque de dépendance de l’indice de fiabilité vis-à-vis de l’état limite, Hasofer
et Lind ont proposé d’effectuer le calcul de β dans l’espace des variables aléatoires normales
centrées réduites et statistiquement indépendantes [61, 72]. Pour cela, le vecteur aléatoire X est
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transformé en vecteur aléatoireU, avec :
Ui = T (Xi) (III.33)
Les variables aléatoires suivent une loi normale centrée réduite et ∀i 6= j,Ui etU j sont mutuel-
lement indépendantes. Cette transformation probabiliste T impose de connaître les distributions
statistiques de chacune des variables aléatoires. La fonction d’état limite devient après transfor-
mation :
H(U) = G[X(U)] (III.34)
La probabilité de défaillance est alors égale à :
Pf = P(H(U)≤ 0) (III.35)
soit,
Pf =
∫
H(u)≤0
Φm(u)du (III.36)
Φm est la fonction de densité de la loi multinormale centrée réduite. L’indice de fiabilité βHL
est défini comme étant la distance euclidienne de l’origine de l’espace normal standard à la
surface d’état limite H(u) = 0 (figure A1.13). u est une réalisation du vecteur aléatoire U,
soit u = (u1,u2, . . . ,um)
T . H(u) est une réalisation de la variable aléatoire H(U). Il faut donc
résoudre le problème de minimisation sous contrainte suivant :
βHL =min
√
uT .u
u ∈ Rm, vérifiant :
H(u) = 0
(III.37)
Ce problème est équivalent à 
βHL =min f (u)
u ∈ Rm, vérifiant :
H(u) = 0
(III.38)
avec
f (u) =
1
2
uT .u (III.39)
L’indice de fiabilité est donc le minimum de la fonction f sous la contrainte H(u) = 0. Le
calcul analytique de βHL n’est réalisable que dans un nombre limité de cas particuliers et une
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Figure A1.13 – Représentation géométrique de βHL pour un problème à deux variables aléatoires
résolution numérique est généralement nécessaire. La fonction objectif f est une forme quadra-
tique, convexe, deux fois continûment différentiables par rapport aux variables ui. En revanche,
la fonction de contrainte H(u) est rarement convexe. De plus, la fonction H(u) est parfois com-
plexe, implicite et non continûment différentiable par rapport aux variables ui.
Soient u∗ le vecteur solution du problème (III.38) et P∗ le point de la surface d’état limite tel
que OP∗ = u∗. P∗ est appelé point de conception ou point de défaillance le plus probable (voir
figure A1.13). Par ailleurs :
u∗ =−βHLα (III.40)
α est le vecteur normal à la surface H(u) = 0 au point u∗, soit son gradient normalisé. L’objectif
est alors de relier βHL à la probabilité de défaillance de la structure. Plusieurs méthodes existent
et apportent une valeur plus ou moins fine de Pf .
4.3 Méthode FORM
La méthode FORM (First Order Reliability Method), consiste à remplacer la surface d’état
limite par l’hyperplan tangent au point de conception P∗, Z(u) = 0, approximation linéaire de
H(u) = 0 (Figure A1.15) [8, 38, 41]. Le principe général de la méthode FORM est le suivant :
Etape 1 : Définition de la transformation probabiliste T entre l’espace physique initial et l’es-
pace gaussien standard.
Etape 2 : Transformation de la surface de défaillance G(u) = 0 dans l’espace initial en la sur-
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Figure A1.14 – Point le plus probable dans l’espace physique.
face de défaillance H(u) = 0 dans l’espace gaussien standard.
Etape 3 : Calcul de l’indice de fiabilité βHL solution du problème (III.38).
Etape 4 : Calcul de P∗f , valeur approchée de Pf , définie par :
P∗f =
∫
Z(u)≤0
Φm(u)du (III.41)
soit,
P∗f = Φ(−βHL) (III.42)
Φ est la fonction de répartition de la loi normale centrée réduite et D∗f le domaine de R
m
tel que Z(u)≤ 0 avec :
Z(u) = αT .u+βHL (III.43)
Si la surface d’état limite est :
– convexe alors P∗f > Pf ,
– concave alors P∗f < Pf ,
– un hyperplan alors P∗f = Pf .
La précision de l’approximation FORM dépend fortement de la courbure de la surface d’état
limite au point de conception et donc de la non-linéarité de la fonction H(u) = 0 [8, 38, 61]. Un
des inconvénients majeurs de la méthode FORM est la difficulté d’estimer l’erreur du calcul de
la probabilité de défaillance. Une solution de validation est alors de faire appel aux simulations
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Figure A1.15 – Principe de la méthode FORM.
de Monte Carlo présentées précédemment. Le nombre des calculs nécessaires dépend directe-
ment du nombre de variables aléatoires du problème.
Grâce à la méthode FORM, on procure un ensemble de résultats particulièrement riche. Ainsi,
on a une estimation de Pf , le point de défaillance le plus probable P
∗ (MPFP : Most Probable
Failure Point) dans l’espace normé et potentiellement la sensibilité de la probabilité de dé-
faillance aux différents aléas du problème. En effet, en utilisant l’équation (III.40), les cosinus
directeurs sont définis par :
αi =− 1
βHL
u∗i (III.44)
Ces cosinus directeurs mesurent l’importance des variables aléatoiresUi dans la fonction
√
uT .u
au point de défaillance le plus probable u∗. Un cosinus directeur αi ≈ 0 signifie que u∗i ≈ 0 et
x∗i ≈ E[Xi]. L’importance de u∗i dans la valeur de βHL est donc quasi nulle. Or Pf = Φ(−βHL),
ainsi, la distribution statistique de la variable Xi n’influence pas la valeur de la probabilité de
défaillance et ce paramètre peut être considéré comme déterministe. Inversement, un cosinus
directeur αi ayant une valeur absolue élevée caractérise l’importance stochastique de la variable
aléatoire Ui dans la probabilité de défaillance de la structure. Les paramètres α
2
i sont appelés
facteurs d’importance des variables aléatoiresUi. Par ailleurs, par la transformation probabiliste
T qui relie U à X , ils reflètent l’importance des variables aléatoires dans l’espace physique si
celles-ci sont mutuellement indépendantes.
De plus, ces cosinus directeurs indiquent la sensibilité de l’indice de fiabilité à de petites varia-
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tions de la valeur moyenne u¯i deUi. En effet :
αi ≈−∂βHL
∂u¯i
(III.45)
si le cosinus directeur d’une variable aléatoireUi est positif, la variable est dite de “résistance".
En effet, l’augmentation de sa valeur moyenne entraînerait une diminution de la probabilité de
défaillance. Si le cosinus directeur d’une variable aléatoireUi est négatif, la variable est dite de
“sollicitation".
4.4 Méthode SORM
Si la fonction d’état limite est fortement non-linéaire, l’approximation de la surface d’état
limite par un hyperplan peut conduire à une probabilité de défaillance erronée. Les méthodes
SORM (Second Order Reliability Method), consistent à remplacer la surface d’état limite au
point de défaillance le plus probable par une surface quadratique. Ainsi [8, 31–33, 38], la fonc-
tion d’état limite est approchée au point u∗ par un développement de Taylor à l’ordre deux. Sous
Figure A1.16 – Principe de la méthode SORM pour un problème à deux variables aléatoires.
les hypothèses que le point u∗ soit unique, que la fonction d’état limite admette des dérivées se-
condes au point u∗ et que les courbures principales κi, i= 1 à m−1, de la surface d’état limite
au point u∗ vérifient : κiβHL ≥−1, avecβHL→+∞, la probabilité de défaillance de la structure
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est égale à :
Pf = Φ(−βHL)
m−1
∏
i=1
1√
1+κiβHL
(III.46)
Les courbures principales κi, i= 1, . . . ,m−1 au point u∗ sont les valeurs propres de la matrice
A de dimension (m−1)× (m−1) dont les composantes sont définies par :
ai j =−(Q.∇
2
uH(u
∗).QT )i j
‖∇uH(u∗)‖ , i, j = 1, . . . ,m−1 (III.47)
Q est la matrice orthogonale de rotation dans l’espace Gaussien telle que dans le nouveau repère,
le point u∗ appartient à l’axe de première coordonnée et ∇2uH(u∗) est la matrice Hessienne de la
fonction d’état limite H(u) au point u∗.
La probabilité de défaillance exacte n’est obtenue que lorsque l’indice de fiabilité βHL devient
infini. La méthode est donc asymptotiquement exacte. Si un rayon de courbure κi, i= 1, . . . ,m−
1 est égal à − 1βHL , la méthode est mise en défaut. Par ailleurs, si βHL ≈ 0, le résultat trouvé par
la méthode SORM est égal au résultat trouvé par la méthode FORM.
Un calcul par la méthode SORM nécessite l’évaluation de la matrice Hessienne de la fonction
d’état limite au point u∗ et le calcul des valeurs propres d’une matrice de dimensions (m−
1)× (m− 1), en imposant une fonction d’état limite deux fois différentiable. Si le nombre de
variables aléatoires est élevé, le temps du calcul devient prohibitif.
Ces méthodes approchées sont nettement moins onéreuses en temps du calcul que l’estimation
de Monte Carlo, FORM étant évidemment la plus économique des deux. Par ailleurs, elles sont
d’autant plus précises que le point de conception est éloigne de l’origine dans l’espace norme,
i.e. dans le domaine des petites probabilités de défaillance (Pf ≤ 10−2), et fournissent en plus
de Pf des renseignements sur la sensibilité de la fiabilité. Notons pour finir qu’une vérification
de leur résultat à l’aide de quelques simulations de type Monte Carlo est recommandée pour
valider l’approximation sur laquelle elle reposent.
4.5 Méthode des surfaces de réponse
La méthode de surface de réponse est largement utilisée en mécanique probabiliste qui est
une extension de l’approche déterministe. Elle est un outil de dimensionnement des structures
sollicitées par des chargements aléatoires comme c’est le cas pour les structures marines, où la
prise en compte des incertitudes et des aléas en terme de modélisation est nécessaire. La mé-
thode de surfaces de réponse permet une approche rationnelle des études de sensibilité et fournit
des outils d’aide à la décision qui intègrent le risque structural et le risque socio-économique
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[114, 117].
4.5.1 Principe et définition
Dans le cas général, on appelle surface de réponse, la représentation géométrique de la ré-
ponse d’un processus physique spatio-temporel aléatoire à des variables stimuli. La propriété
étudiée, ou réponse Y , résulte alors du transfert par une fonction de réponse explicite, ou fonc-
tion de transfert, des variables d’entrée du système, le changement de valeurs de ces variables
entraînant un changement de la valeur de la fonction de réponse. Les modèles expérimentaux
des surfaces de réponse prennent en considération le choix des variables stimuli, la définition
des périodes d’observation et le calcul d’erreur. Les variables d’entrée, stimuli représentatifs du
phénomène, sont notées Xi(i= 1, . . . ,n), et sont appelées aussi variables de base du phénomène.
Elles sont caractérisées par un ensemble d’informations statistiques notées θ j( j = 1, . . . , p)
(fonctions de distribution indépendantes ou corrélées, moments normalisés, etc.). Dans le cas
général, les variables Xi sont des processus spatio-temporels, dits stochastiques ramenés à des
vecteurs aléatoires lorsqu’on fixe les indices de temps et d’espace. Ce transfert des variables
stimuli peut être représenté par le schéma de la figure (A1.17). En général, la forme explicite
Figure A1.17 – Schéma d’une fonction de transfert
de cette fonction de transfert en fonction des variables de base est inconnue, et la recherche
d’une approximation, appelée fonction de réponse, devient nécessaire. Le plus souvent, elle ap-
partient à une famille de fonctions usuelles linéaires ou non, caractérisées par des paramètres
χk(k = 1; ...;m), aléatoires ou déterministes. L’ajustement de la réponse, basée sur une base de
données expérimentales (expérimentation physique ou numérique) et une métrique pour le cal-
cul d’erreur, permet de déduire les paramètres χk. La représentation géométrique de la fonction
de réponse sous la forme d’une courbe, d’une surface ou d’une hypersurface est appelée surface
de réponse. En terme de fiabilité, l’introduction d’outils géométriques comme les lignes de ni-
veau relatives à cette surface est très utile et traduit la frontière entre le domaine de défaillance
et le domaine de sécurité.
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La fonction de réponse peut donc s’écrire formellement comme indiquée dans la figure (A1.18).
Pour construire une surface de réponse, il faut donc fournir :
Figure A1.18 – Expression formelle de la fonction de réponse
X = {X1; ...;Xn}, ensemble représentatif et ordonné des variables de base ;
θ =
{
θ1; ...;θp
}
, ensemble d’informations statistiques sur le vecteur X (fonctions de distribu-
tions indépendantes ou corrélées, moments normalisés, . . . ) ;
ψ(X/θ), approximation de la réponse Y , formulée explicitement en fonction de X sachant les
données statistiques θ, et obtenue soit par ajustement des paramètres χ(surface de réponse ana-
lytique), soit par modèles physiques successifs (surface de réponse physique) ;
|.|, une métrique dans l’espace des variables de base et de la réponse. Cette métrique permet de
mesurer la qualité de l’ajustement de l’approximation ψ à la réponse Y .
La mise en œuvre de la méthode SRSM repose sur les étapes suivantes :
- Expression des variables aléatoires d’entrée en termes d’un ensemble de variables normales
standard ;
- Expansion spécifique pour la variable de sortie aléatoire ;
- Détermination des paramètres de l’expansion.
Les variables aléatoires standards sont choisies dans un ensemble de variables normales, aléa-
toires qui sont indépendantes et identiquement distribuées notées ξni i=1,...,n, où n est le nombre
de variables d’entrées indépendantes, et chaque ξi est de moyenne nulle et de variance égale à
1. Quand les variables d’entrée aléatoires sont indépendantes, l’incertitude sur la ième entrée Xi
est exprimée directement en fonction de la ième variable aléatoire standard ξi. Une telle trans-
formation est utile pour la représentation standard des entrées aléatoires, dont chacune pourrait
avoir des propriétés de distribution très différentes. La figure (A1.19) donne les étapes néces-
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saires pour mener une analyse des incertitudes en employant la méthode de surfaces de réponse.
Figure A1.19 – Etapes de génération de la méthode de surfaces de réponse
4.5.2 Enjeux des surfaces de réponse en fiabilité
Les algorithmes du calcul de l’indice de fiabilité de Hasofer et Lind β supposent que la
fonction d’état G(X) est disponible sous forme explicite dans l’espace des variables aléatoires
de base Xi. Généralement, cette condition est satisfaite uniquement pour quelques problèmes
mécaniques linéaires ou si des approximations sont faites. Dans les autres cas, les expressions
analytiques des fonctions d’état limite en fonction des variables Xi sont indisponibles. La marge
de sécurité ne peut donc être obtenue que sous forme implicite. C’est le cas en particulier des
calculs aux éléments finis dans les cas de non linéarité géométrique ou mécanique. Comme
on l’a mentionné, une alternative est la technique de simulation directe. Son défaut principal
est le coût du calcul. Cela peut être réglé en procédant à une parallélisation des calculs, tech-
nique largement répandue aujourd’hui. Une autre alternative est la méthode d’échantillonnage
par tirage d’importance, qui constitue une possibilité de réduire significativement le temps du
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calcul. Elle est généralement utilisée pour comparer les résultats provenant d’autres méthodes.
On peut aussi évaluer l’indice de fiabilité βHL associé à différents types de fonctions d’état
limite en utilisant les méthodes FORM et SORM dans une voie implicite [100] en la liant au
modèlemécanique et en utilisant des dérivations numériques. Toutefois, d’une part à cause d’un
grand nombre d’appels au modèle mécanique, le temps du calcul nécessaire pour cette méthode
itérative est significatif (il est fonction du nombre de variables aléatoires) et d’autre part, les
dérivations numériques peuvent amener à des erreurs appréciables. Une troisième voie est l’uti-
lisation d’une approximation de la fonction d’état limite par surface de réponse. Il faut alors
souligner l’importance du domaine de validité des SR et les risques associés à une extension de
ce domaine. La figure (A1.20) indique notamment les perturbations engendrées par des SR aux
tendances asymptotiques mal contrôlées.
Figure A1.20 – Comparaison d’une réponse mécanique et de sa surface de réponse.
4.5.3 Stratégies de construction des surfaces de réponse
Les surfaces de réponse analytiques
L’illustration proposée ici concerne l’approximation par surface de réponse de la fonction d’état
pour un calcul en fiabilité. Il faut savoir que d’autres utilisations sont possibles (approximation
d’une réponse de type contrainte) et reposent sur une méthode de construction identique. La
méthode des surfaces de réponse est basée sur le remplacement de la fonction d’état implicite
par une fonction explicite construite à partir de valeurs numériques obtenues à partir de simu-
lations sur des modèles mécaniques. Cela permet l’utilisation des algorithmes classiques pour
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le calcul de l’indice de fiabilité β qui demande une forme explicite de la fonction d’état limite.
Pour limiter le temps du calcul, on a recours à la méthode des surfaces de réponse quadratiques.
Ici ψ est noté Q pour une fonction quadratique complète Q(X), elle est adoptée comme base
de l’approximation [18, 54, 62, 76, 81, 101], ect. Ce degré d’interpolation est reconnu comme
le plus performant dans le couplage avec la méthode des éléments finis. Il permet également
d’éviter les problèmes d’oscillation dans les approximations et le nombre de réalisations reste
ainsi limité. Une première approximation de Q(X) est construite pour un premier ensemble de
réalisations, ce qui conduit à déterminer un premier point de défaillance le plus probable. Au
voisinage de ce point une nouvelle approximation de Q(X) est construite pour améliorer la po-
sition du point de conception. Un processus itératif est ainsi conduit pour contrôler et améliorer
la précision des résultats. Ainsi, dans l’espace des n variables aléatoires Xi, une approximation
de la fonction d’état limite G(X) à la kme itération possède la forme générale suivante :
G(X)≈ Qk(X) = c+
n
∑
i=1
aiXi+
n
∑
i=1
biiX
2
i +
n−1
∑
i=1
n
∑
j=i+1
bi jXiX j (III.48)
où c, ai et bi j sont des cœfficients constants à déterminer. Parfois les termes croisés bi jXiX j
ne sont pas pris en compte. La fonction d’approximation Qk(X), définie par (3.48), est prise
comme une fonction d’interpolation de l’hypersurface de l’état limite G(Xm) dans l’espace des
n variables aléatoires. La détermination des cœfficients nécessite un nombre minimum Rmin de
réalisations indépendantes :
Rmin = L=
(n+1)(n+2)
2
(III.49)
où L est le nombre de cœfficients de (III.49) à déterminer. Le nombre de réalisations R plus
grand que L, associé à la méthode des moindres carrés, stabilise la solution du calcul des cœffi-
cients de l’expression de Qk(X). Ainsi,
R
∑
r=1
∣∣∣qk(xr)−g(xr)∣∣∣2 (III.50)
où g(xr) est une réalisation de la fonction d’état et qk(xr) est son approximation. La figure
(A1.21) illustre les points où les calculs sont réalisés dans un espace de dimension 2 des va-
riables aléatoires de base. La minimisation de l’équation (1.9) mène à la solution du système
suivant de L équations à L inconnues :
[P]{C}= {H (III.51)
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où [P] est une fonction matrice des réalisations xr, {C} le vecteur des L cœfficients inconnus
[aibi jc] et {H} une fonction vectorielle des réalisations g(xr) de la fonction d’état limite. La
Figure A1.21 – Définition des points du calcul pour le cas de deux variables.
solution de l’équation (III.51) permet d’obtenir les cœfficients de la fonction q(X). L’équation
cartésienne approximative de la fonction d’état limite est obtenue par l’intersection de l’hyper-
surface q(X) avec l’hyperplan des variables Xi ; elle est définie par q(X) = 0. La forme explicite
de q(X) peut être utilisée dans un algorithme classique pour calculer une approximation βk et
un point de défaillance le plus probable P∗k d’ordre k, de coordonnées x∗k. Pour construire le
système linéaire à partir de (III.51), on considère la formulation suivante du vecteur transposé
〈C〉 des cœfficients inconnus :
〈C〉= 〈c,ai(i=1,...,n);bii(i=1,...,n),bi j(i=1,...,n−1; j=i+1,...,n)〉 (III.52)
et 〈xr〉 le vecteur transposé des combinaisons des réalisations des variables aléatoires :
〈xr〉= 〈1,xi(i=1,...,n);x2i (i=1,...,n),xix j(i=1,...,n−1; j=i+1,...,n)〉 (III.53)
L’expression vectorielle de q(xr) est donc :
q(xr) = qr = 〈xr〉{C} (III.54)
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La relation à minimiser par rapport à {C} (équation (III.50)) est :
R
∑
r=1
(qr−gr)2 (III.55)
La condition de minimisation est la suivante :
R
∑
r=1
(qr−gr)
〈
r
∂{C}
〉
d {C}= 0 (III.56)
Elle peut être réécrite sous la forme :
R
∑
r=1
({xr}〈xr〉){C}=
R
∑
r=1
(gr {xr}) (III.57)
La sélection de l’ensemble des points du calcul xr doit être choisie soigneusement pour per-
mettre une convergence rapide. L’itération k commence avec un nouveau système de points xk
sélectionné dans le domaine de sécurité calculé lors de l’itération précédente (k−1), mais trié
de telle manière qu’il reste dans le domaine de sécurité de G(X) (défini par G(X)> 0). Pour la
première itération (k= 1) le point de départ x1(1) peut être pris comme le point correspondant à
X¯ , la valeur moyenne de X , seul point connu à priori est localisé à distance raisonnable de la sur-
face de défaillance, dans le domaine de sécurité. Ainsi, l’ensemble des points xrk est déterminé
à partir d’incréments réalisés par rapport à x1k selon différentes directions. Les coordonnées des
différents points sont obtenues par la relation suivante (avec r = 2, ...,R) :
xrki = λd
k
i j∆x
k
j+ x
1k
i (III.58)
où λ est un entier et dki j est une matrice diagonale définissant les directions des pas ∆x
k
j (figure
A1.21), et ses valeurs sont telles que :
– si i 6= j : di j = 0
– si
∂g(xi)
∂xi
> 0 : di j =−1 ou 0
– si
∂g(xi)
∂xi
< 0 : di j =+1 ou 0
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où le choix de dii entre −1 et 0 ou 0 et +1 est conditionné par le fait que les incréments
∆xkj doivent être dirigés suivant le sens décroissant des réalisations g(x j). Des considérations
physiques et réalistes à propos de la nature de la variable aléatoire Xi permettent souvent la
connaissance du signe du gradient a priori.
– λ est un entier lié au nombre de points R : 1< λ > 10
– pour une itération k, le point de départ est choisi proche du point de défaillance le plus
probable calculé pour l’itération (k−1) :
x1ki = (1−µ)x1(k−1)i +µx∗(k−1)i ; (0≤ µ≤ 1) (III.59)
– ∆xi est l’incrément, choisi égal à νx
1(1) quand k = 1, avec 0 < ν < 1 et, généralement,
ν = 0,1.
Pour l’itération d’ordre k, il devient :
∆xki = ν(x
∗(k−1)
i − x1ki ); (0≤ ν ≤ 1) (III.60)
La répétition de cette procédure itérative permet une bonne approximation de la solution du
problème de fiabilité.
Les surfaces de réponse analytiques par chaos polynômial
Une approche basée sur la méthode du chaos polynômial est présentée dans [82, 86], son intérêt
réside dans la décomposition spectrale du champ aléatoire. Cela permet de prendre en compte
la variabilité spatiale à travers ses modes. L’orthogonalité de cette méthode simplifie le calcul
des moments statistiques. Le chaos polynômial¡ Γp(ξ1(ω),ξ2(ω), ...,ξp(ω), ...) d’ordre p est
l’ensemble des polynômes formés par une combinaison d’une infinité de variables gaussiennes
indépendantes ξi(ω) à une puissance n’excédant pas p. Toute réponse ψ(ω) de l’espace Ω des
variables aléatoires peut s’exprimer par la relation :
ψ(ω)= a0Γ0+
∞
∑
i=1
aiΓ1(ξi(ω))+
∞
∑
i=1
i
∑
j=1
ai jΓ2(ξi(ω),ξ j(ω))+
∞
∑
i=1
i
∑
j=1
j
∑
k=1
ai jkΓ3(ξi(ω),ξ j(ω),ξk(ω))+...
(III.61)
La réponse ψ(ω) peut s’écrire sous une forme condensée pour i= 1, ...,n :
ψ(ω) =
J=J(n,p)
∑
j=0
jψ j [ξ1(ω), ...,ξn(ω)] (III.62)
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Les développements détaillés de la méthode sont présentés dans [58]. Cette méthode est de
plus en plus utilisée et généralisée au cas de variables non gaussiennes. Une augmentation du
nombre de variables et du degré des polynômes conduit à une amélioration de la qualité de la
réponse. Une mesure de cette qualité doit alors être proposée. Toutefois son inconvénient ma-
jeur réside dans le fait que l’on perd les variables aléatoires d’entrée au profit d’un ensemble
de variables aléatoires sans signification physique. Les études de sensibilité et d’incertitudes, si
utiles au calcul de fiabilité, sont alors beaucoup plus délicates.
Les surfaces de réponse physiques
La construction d’une surface de réponse n’est pas unique et le choix de la solution retenue
résulte d’une optimisation sous contraintes. Les critères considérés comme majeurs dans le cas
de constructions de surfaces de réponse en mécanique sont les suivants :
respect du sens physique ;
effets des distributions ;
réduction du niveau de complexité et adaptation au calcul numérique.
La compréhension du sens physique sous-jacent au phénomène étudié est fondamentale pour le
choix de l’ensemble des variables stimuli et de la fonction d’approximation. Ce critère peut être
particulièrement bien respecté si l’on utilise une formulation de la fonction de réponse basée sur
des lois déterministes. La variabilité intrinsèque s’exprime par l’introduction de variables aléa-
toires et l’incertitude sur le modèle est prise en compte par des paramètres aléatoires. L’analyse
de sensibilité, permettant de déterminer le poids des variables aléatoires de base sur la variance
de la réponse, est menée en utilisant deux méthodes : méthode de Monte Carlo et analyse dif-
férentielle utilisée généralement pour des structures peu complexes pour lesquelles on a des
surfaces de réponse explicites des variables de base. L’analyse de sensibilité peut conduire à
réduire le nombre de variables et d’affiner la modélisation de certaines d’entre-elles en concen-
trant les coûts d’investigation.
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Chapitre IV
Etude numérique du couplage
mécano-fiabiliste
1 Introduction
La théorie des probabilités est utilisée en Mécanique depuis plusieurs décennies. Elle estaujourd’hui de plus en plus utilisée pour modéliser, d’une part les phénomènes aléatoires
(couplage, turbulence, onde sismique, houle, charges mobiles, etc) qui interviennent comme
excitation des systèmes mécaniques, et d’autre part, les milieux aléatoires (matériaux compo-
sites, bétons, sols, structures multicouches, etc). L’approche probabiliste prend en compte les
incertitudes aléatoires sur les données de ces modèles en vue d’améliorer la robustesse des pré-
visions et de l’optimisation. Elle permet aussi d’effectuer des études de sensibilité en prenant en
compte tout le domaine de variation de l’ensemble des paramètres influents en un seul calcul,
ce qui n’est pas le cas de l’approche déterministe.
Dans le cadre de notre étude, nous nous sommes intéressés particulièrement à la modélisa-
tion et simulation probabiliste des problèmes d’interaction fluide-structure mécanique notam-
ment les problèmes vibro-acoustiques. Les difficultés principales associées à ce problème pro-
viennent des conditions aux limites à l’interface. De plus, les non-linéarités physiques s’ajoutent
aux non-linéarités géométriques et matérielles, augmentant ainsi la complexité du problème à
résoudre. Les conditions aux limites à l’interface, la géométrie des deux domaines fluide et so-
lide, les propriétés des matériaux ainsi que les sollicitations constituent des paramètres de grand
intérêt dans l’établissement d’un modèle probabiliste d’interaction fluide -structure.
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On note, dans le cas de ce problème, la présence de plusieurs paramètres à caractères aléa-
toires et qui présentent souvent une grande variabilité. On entend par grandes variabilités, des
variations excédant(10 pour cent)de la valeur moyenne. Des valeurs de variabilité supérieures
à cette limite mènent inévitablement à une perte de précision importante [123]. Ce caractère
aléatoire est particulièrement dû à la complexité des différents phénomènes physiques et/ou
géométriques intervenant dans le problème du couplage vibro-acoustique. Une meilleure maî-
trise de ces paramètres est ainsi basée sur l’utilisation des méthodes stochastiques dont l’objectif
principal est d’améliorer la qualité ainsi que la réinterprétation des résultats issus des simula-
tions. Pour ce faire, une bonne compréhension et une formulation des principaux phénomènes
intervenant dans le problème du couplage sont nécessaires.
Toutes les méthodes du calcul font généralement appel à un solveur numérique (le code élé-
ments finis) pour obtenir une évaluation de la réponse, ou à un substitut adéquat de la fonction
de performance. Dans le cas de structures complexes, la fonction de performance est définie de
manière implicite par l’intermédiaire d’un code éléments finis. Dans ce cas, il y a un intérêt non
négligeable à approximer de manière simple mais cependant précise la fonction d’état-limite,
afin d’éviter un nombre d’appels trop important au code du calcul. La construction d’un approxi-
mant de la fonction d’état-limite constitue, ces dernières années, une des voies de développe-
ment des méthodes de la fiabilité. Les méthodes telles que les méthodes approchées FORM et
SORM relèvent de cette optique. D’autres méthodes basées sur ce même principe sont égale-
ment utilisées par les équipes de recherche, par exemple des méthodes utilisant les techniques
et outils issus de l’Apprentissage Statistique (Statistical Learning) tels que les réseaux de neu-
rones (Neural Networks), ou encore plus récemment, les machines à vecteurs supports (Support
Vector Machine - SVM).
Ce travail s’attache à trois objectifs principaux. Le premier consiste à mener une étude aléa-
toire du problème vibro-acoustique à l’aide du code du calcul commercial ANSYS ; cette étude
a la particularité de prendre en considération l’aspect aléatoire des paramètres qui interviennent
dans les équations régissant le problème. L’utilisation d’un outil informatique générique, sera
notre deuxième objectif. Cette tâche consiste à intégrer cet outil dans le noyau du calcul par
éléments finis à l’aide de l’utilisation d’une interface entre le logiciel MATLAB et le code du
calcul ANSYS. Quant au troisième objectif, il vise l’analyse de la fiabilité et la robustesse des
méthodes utilisées. Plus particulièrement, il consiste à quantifier l’influence de l’incertitude des
variables aléatoires sur les prédictions des résultats sélectionnés.
Dans le système de conception probabiliste, Nous avons sélectionné deux méthodes princi-
pales, la simulation de Monte-Carlo et la méthode de la surface de réponse, proposées par le
programme ANSYS qui peuvent être utilisés pour améliorer l’efficacité du processus de concep-
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tion probabiliste. Pour les simulations de Monte Carlo, avec ANSYS nous avons choisi la mé-
thode d’échantillonnage hypercube latin(Latin Hypercube Sampling LHS). Cette méthode est
une technique plus avancée et efficace pour les méthodes de simulation deMonte Carlo. La seule
différence entre LHS et la technique d’échantillonnage directe de Monte Carlo est que LHS a un
échantillon "mémoire", ce qui signifie qu’il évite de répéter les échantillons qui ont été évalués
avant (il évite le regroupement des échantillons). Elle oblige aussi les queues d’une distribu-
tion à participer au processus d’échantillonnage. Généralement, la technique d’échantillonnage
hypercube latin nécessite moins de 20 pour cent à 40 pour cent des boucles de simulations
que la technique de simulation de Monte Carlo directe pour offrir les mêmes résultats avec la
même précision. Pour la méthode de surface de réponse, nous avons choisi la méthode "Design
Composite centrale(CCD)", car elle permet de maintenir le nombre de boucles de simulation
raisonnable, et garantit une précision suffisante pour l’évaluation des cœfficients des termes du
second ordre.
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2 Description de l’algorithme proposé
Figure A1.1 – Algorithme de corrélation entre Matlab et Ansys.
Dans le schéma du couplage mécano-fiabiliste, un protocole de dialogue doit se mettre en
place entre le code éléments finis et le code fiabiliste. Le pilotage doit se faire par le module
fiabiliste. A chaque itération de recherche du point de conception, le transfert d’informations
est nécessaire entre les deux modules : le code fiabiliste transmet au code éléments finis les
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réalisations des variables aléatoires avec lesquelles l’analyse mécanique doit se faire et à la fin
du calcul éléments finis, la réponse est intégrée dans le code fiabiliste pour le calcul de la fonc-
tion de performance. Cette interactivité est indispensable pour permettre au module fiabiliste de
définir sa stratégie de recherche de l’indice β. Dans cette étude, nous avons utilisé un couplage
externe avec un code éléments finis commercial ANSYS ; le protocole de dialogue est automa-
tisé grâce à un code élaboré sous MATLAB.
La méthodologie d’analyse de fiabilité utilisée dans notre étude numérique est d’intégrer un
ensemble d’outils d’analyse de fiabilité basé sur les méthodes FORM et SORM développées
sous MATLAB et ANSYS appliquée à un ensemble de cas académiques pour bien comprendre
le mécanisme et par la suite elle sera appliquée à un cas industriel.
Pour comprendre la terminologie impliqués dans la conception probabiliste et fiabiliste,
Nous réalisons une conception probabiliste (PDS) des exemples étudiés précédemment dans
le cas déterministe pour voir l’influence de l’incertitude sur les résultats avec la méthode de
Monte Carlo et celle de la surface de réponse, le problème est donc trouvons la dispersion des
fréquences propres de la structure en considérant son module d’Young et sa densités comme
variables aléatoires dans le cas de la structure seule, et le module d’Young , la densité de la
structure et la densité du fluide comme variables aléatoires dans le cas de la structure immergée
dans le fluide.
3 Plaque 2D sèche et immergée
Cette étude numérique concerne une plaque 2D immergée dans un fluide compressible qui
a été modélisé en utilisant MATLAB. Cette application vise à illustrer la méthodologie proposée
[89, 91].
TABLE A1.1 – Caractéristiques Mécaniques et dimensions géométriques de la plaque 2D.
Module d’Young Cœfficient de Poisson Densité Longueur Largeur
2.1×1011 0.3 7800 0.5 0.5
TABLE A1.2 – Caractéristiques Mécaniques et dimensions géométriques du fluide 2D
Densité Vitesse du son Longueur Largeur
1000 1500 1.5 1
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Pour le calcul éléments finis, le fluide et la plaque ont été modélisé par des éléments rectan-
gulaires à quatre nœuds, FLUID29 pour le fluide et PLANE42 pour la plaque. Les résultats
obtenus dans les deux cas (sèche et immergée) pour le cas déterministe sont illustrés dans les
tableau (A1.1 et A1.2).
Figure A1.2 – Interface fluide structure
3.1 Calcul probabiliste
les variables aléatoires choisies sont regroupés dans le tableau (A1.3) :
TABLE A1.3 – les variables aléatoires
Paramètres Moyennes Ecart-type Distribution
module d’Young 2.1×1011 0.021×1011 m gaussienne
densité de la structure 7800 786 uniforme
densité du fluide 1000 100 uniforme
Le calcul stochastique a été réalisé en utilisant un code élaboré avec MATLAB et le système de
conception probabiliste de ANSYS basé sur un calcul avec simulation de Monte Carlo (pour 100
échantillons) et la méthode de surface de réponse (pour 40 échantillons). Les tableaux (A1.4 et
A1.5) regroupent les résultats trouvés :
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TABLE A1.4 – Moyennes et écarts-types des fréquences pour la plaque 2D sèche
Mode Cas déterministe M C Ecart-type RSM Ecart-type
R1 1122 1142.86 139.48 1127.95 142.47
R2 2743.9 2794.87 367.22 2758.39 372.324
R3 3016 3072.01 403.26 3031.92 411.49
R4 4850.1 4940.16 651.63 4875.69 663.07
R5 5108.6 5203.41 695.69 5135.505 709.53
FORM Ecart-type SORM Ecart-type
1125.86 148.72 1125.22 156.9
2755.01 365.94 2755.01 383.71
3026.83 418.92 3026.31 421.76
4870.5 659.35 4870.44 678.24
5129.41 687.71 5129.17 692.51
TABLE A1.5 – Moyennes et écarts-types des fréquences pour la plaque 2D immergée
Mode Cas déterministe M C Ecart-type RSM Ecart-type
R1 890.12 888.50 10.68 891.45 10.79
R2 998.16 992.84 17.47 896.78 17.84
R3 1312.9 1211.35 150.91 1297.91 164.23
R4 1595.7 1496.06 211.32 1537.82 223.44
R5 1930.9 1791.68 261.26 1883.94 273.51
FORM Ecart-type SORM Ecart-type
890.11 11.23 890.11 11.41
998.15 18.78 998.15 19.17
1312.86 194.89 1312.86 217.12
1595.66 238.62 1595.66 243.08
1930.86 294.81 1930.86 301.18
Remarque
La méthode de la surface de réponse (RSM) avait donné des meilleurs résultats au niveau du
temps du calcul que celle de Monte-Carlo (MC).
3.2 Calcul de fiabilité
Pour l’analyse de fiabilité, Comme il est difficile de trouver une fonction d’état limite ex-
plicite, on a proposé une fonction d’état limite implicite unique sur la première fréquence de la
structure (R1) pour les deux cas sèche et immergée.
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La fonction d’état limite pour la structure 2D sèche est :
G(E,ρs) = R1−R0 avec R0 = 1123.5Hz (IV.1)
La fonction d’état limite pour la structure 2D immergée est :
G(E,ρs,ρ f ) = R1−R0 avec R0 = 892Hz (IV.2)
Les paramètres de conception et leurs moments statistiques pris en compte dans la structure
découplée et couplée pour cet exemple sont présentés dans le tableau (A1.6).
TABLE A1.6 – Les paramètres de conception et leurs moments statistiques pris en compte dans
la plaque 2D sèche
Paramètres FORM SORM
Module d’Young (pa) 0.5 ·1011 0.5 ·1011
Densité de la structure (Kg/m3) 7780 7780
Indice de fiabilité β 3.223 3.487
Probabilité p f 0.03 0.008
Fiabilité 99.970 99.992
TABLE A1.7 – Les paramètres de conception et leurs moments statistiques pris en compte dans
la plaque 2D immergée
Paramètres FORM SORM
Module d’Young (pa) 0.49 ·1011 0.49 ·1011
Densité de la structure (Kg/m3) 7560 7560
Densité du fluide (Kg/m3) 920 920
Indice de fiabilité β 3.788 3.981
Probabilité p f 0.88 0.07
Fiabilité 99.12 99.93
Remarque
D’après les résultats obtenus à partir des méthodes FORM et SORM. De toute évidence, la
deuxième présente des meilleurs résultats. Ces résultats sont jugés satisfaisants et démontrent
l’applicabilité des techniques proposés pour résoudre les problèmes de fiabilité pour les struc-
tures immergées.
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4 Plaque 3D sèche et immergée
Cette étude numérique concerne une plaque 3D immergée dans un fluide compressible mo-
délisée par MATLAB et ANSYS. Cette application vise à illustrer la méthodologie proposée en
trois dimension.
TABLE A1.8 – Caractéristiques Mécaniques et dimensions géométriques de la plaque 3D
Module d’Young Cœfficient de Poisson Densité Longueur Largeur Hauteur
2.1×1011 0.3 7800 0.096 0.072 0.001
TABLE A1.9 – Caractéristiques Mécaniques et dimensions géométriques du fluide
Densité Vitesse du son Longueur Largeur Hauteur
1000 1500 0.285 0.14 0.19
Figure A1.3 – Discrétisation de la plaque 3D immergée
4.1 Calcul probabiliste
les variables aléatoires choisies sont regroupés dans le tableau A1.10. Le calcul stochastique
a été réalisé en utilisant un code élaboré avec MATLAB et le système de conception probabiliste
de ANSYS basé sur un calcul avec simulation de Monte Carlo et la méthode de surface de
réponse. Les tableaux (A1.11 et A1.12) regroupent les résultats trouvés :
141
Etude numérique du couplage mécano-fiabiliste
TABLE A1.10 – Variables aléatoires
Paramètres Moyennes Ecart-type Distribution
Module d’Young 2.1×1011 0.08×1011 gaussienne
Densité de la structure 6450 345 uniforme
Densité du fluide 1000 150 uniforme
TABLE A1.11 – Moyennes et écarts-types des fréquences pour la plaque 3D sèche
Mode Cas déterministe M C Ecart-type RSM Ecart-type
R1 90.12 90.22 8.59 90.64 9.72
R2 279.64 275.47 12.63 278.85 13.92
R3 552.38 550.30 14.91 549.53 15.41
R4 960.93 951.18 17.59 948.36 18.81
R5 1162.74 1147.67 24.51 1144.05 25.27
FORM Ecart-type SORM Ecart-type
91.15 9.85 91.15 10.13
275.01 13.98 275.01 14.84
552.43 16.77 552 17.89
954.88 18.44 954.88 20.35
1147.67 28.56 1147.67 30.23
TABLE A1.12 – Moyennes et écarts-types des fréquences pour la plaque 3D immergée
Mode Cas déterministe M C Ecart-type RSM Ecart-type
R1 45.56 43.61 5.33 41.53 5.76
R2 147.63 141.16 8.27 140.48 8.49
R3 277.25 273.11 9.97 272.29 10.86
R4 488.74 485.37 14.49 482.52 15.45
R5 694.14 691.55 19.27 689.28 20.66
FORM Ecart-type SORM Ecart-type
44.34 6.88 44.341 6.23
142.16 9.98 142.16 9.44
273.37 11.14 273.37 10.85
484.61 14.78 484.61 14.93
690.77 17.02 690.77 18.65
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4.2 Calcul de fiabilité
Pour l’étude de fiabilité on a choisi la même fonction d’état limite (IV.1 et IV.2) respective-
ment pour le cas sèche et immergée. Avec R0 = 90.12Hz pour la structure sèche et R0 = 45.56Hz
pour la structure immergée. Les paramètres de conception et leurs moments statistiques pris en
compte dans la structure découplée et couplée pour cet exemple sont présentés dans les tableaux
(A1.13 et A1.14).
TABLE A1.13 – Les paramètres de conception et leurs moments statistiques pris en compte dans
la plaque 3D sèche
Paramètres FORM SORM
Module d’Young (pa) 0.1×1011 0.1×1011
Densité de la structure (Kg/m3) 6458 6458
Indice de fiabilité β 3.02 3.23
Probabilité p f 0.065 0.011
TABLE A1.14 – Les paramètres de conception et leurs moments statistiques pris en compte dans
la plaque 3D immergée
Paramètres FORM SORM
Module d’Young (pa) 9.88×1010 9.88×1010
Densité de la structure (Kg/m3) 5830 5830
Densité du fluide (Kg/m3) 876 876
Indice de fiabilité β 2.726 2.984
Probabilité p f 0.91 0.085
Remarque
D’après les résultats obtenus à partir des méthodes FORM et SORM. De toute évidence, la
deuxième présente des meilleurs résultats. Ces résultats sont jugés satisfaisants et démontrent
l’applicabilité des techniques proposées pour résoudre les problèmes de fiabilité pour les struc-
tures immergées.
5 Bloc 3D immergé dans l’eau
Nous continuons dans cet exemple la validation de la méthode proposée en 3D en proposant
une méthode de corrélation ANSYS/MATLAB dans le cadre d’une analyse modale d’un solide
3D immergé dans l’eau [90].
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Les propriétés géométriques et mécaniques du système étudié sont les suivantes :
– Pour la structure : densité = 7860 kg.m−3 ; module d’Young = 2.1× 1011 Pa ; cœfficient
de Poisson = 0.3 ; longueur= 2 m ; largeur = 1 m ; hauteur = 0.2 m.
– Pour le fluide : densité = 1000 kg.m−3 ; vitesse du son = 1500 m.s−1 ; longueur = 20 m ;
largeur = 10 m ; hauteur = 10 m.
La figure ci-dessous montre le modèle éléments finis de la structure et la cavité acoustique
étudiées,
Figure A1.4 – Modèle élément finis du solide 3D couplé avec la cavité acoustique
5.1 Calcul probabiliste
Le choix des variables aléatoires est basé sur les calculs déterministes, et sont mentionnés
dans le tableau (A1.15).
TABLE A1.15 – Moyennes des paramètres et leurs écart-types et les lois de distribution pour le
solide 3D
Paramètres Moyennes Ecart-type Distribution
Module d’Young (Pa) 2.1×1011 0.05×1011 gaussienne
Densité de la structure (Kg/m3) 7860 250 uniforme
Densité du fluide (Kg/m3) 1000 40 uniforme
Le tableau (A1.16) illustre les valeurs des cinq premières fréquences propres par les différentes
méthodes du calcul déterministe et stochastique :
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TABLE A1.16 – Valeurs moyennes et les écart-types des cinq premières fréquences propres du
solide 3D immergé
Mode Déterministe M C Ecart-type RSM Ecart-type
R1 23.39 21.21 2.16 22.14 2.3
R2 67.64 70.51 3.47 68.13 4.1
R3 91.62 90.98 5.06 91.01 6.55
R4 131.76 129.23 6.88 130.87 8.17
R5 210.45 215.43 9.54 211.99 11.8
FORM Ecart-type SORM Ecart-type
22.78 2.23 22.78 2.63
67.04 3.15 67.04 3.24
91.11 4.43 91.11 4.15
131.52 5.98 131.52 6.07
212.62 10.22 212.62 10.68
5.2 Calcul de fiabilité
Dans cette étude on considère toujours la même fonction d’état limite implicite(IV.2)basée
sur la première fréquence propre R1 du système couplé avec R0 = 24Hz.
Le tableau (A1.17) montre la comparaison des résultats trouvés par les deux approches FORM
et SORM. Ces résultats sont considérés satisfaisants et montrent l’efficacité de la technique
proposée pour la résolution des problèmes de fiabilité pour les systèmes vibro-acoustiques.
TABLE A1.17 – Les paramètres de conception et leurs moments statistiques considérés dans le
solide 3D immergé
Paramètres FORM SORM
Module d’Young (Pa) 2.165×1011 2.165×1011
Densité de la structure (Kg/m3) 7389.76 7389.76
Densité du fluide (Kg/m3) 947.93 947.93
Indice de fiabilité β 2.83 3.41
Probabilité P f (
0/0) 0.92 0.13
6 Hélice du bateau à quatre pales
Suite à l’étude déterministe de l’hélice du bateau en air et en eau [91, 92]. Nous avons re-
marqué une variation des résultats par rapport aux résultats expérimentaux. Pour remédier à ce
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problème nous avons pensé à étendre la présente étude à une étude stochastique et fiabiliste pour
tenir compte des incertitudes des variables d’entrées. La figure (A1.5) présente le modèle élé-
ments finis de la structure. Le fluide et l’hélice, sont définis par leurs propriétés illustrées dans
les tableaux (A1.18 et A1.19). Pour vérifier la fiabilité de cette structure la première fréquence
propre R1 est analysée. L’objet de cette étude est la démonstration de l’intérêt de la méthode
proposée pour les structures complexes (hélice de bateau) [91, 92]. Les développements numé-
riques ont été réalisés sous MATLAB et ANSYS. Les méthodes d’apprentissage sont validées par
rapport à différents critères : La valeur de la probabilité de défaillance et le calcul de l’indice
de fiabilité. La méthode de réduction par synthèse modale proposée est appliquée à un modèle
simplifié de l’hélice constitué de quatre sous-structures et la cavité acoustique est décomposée
en quatre sous-domaines contenant chacune approximativement le même nombre d’éléments
voir figure (A1.5). Les calculs numériques déterministes sont effectués sur la structure entière
et puis sur une seule pale et sont comparés aux résultats expérimentaux [20, 128].
TABLE A1.18 – Caractéristiques Mécaniques de l’hélice
Module d’Young Cœfficient de Poisson Densité
9.6×1010 0.3 9200
TABLE A1.19 – Caractéristiques Mécaniques du fluide
Densité Vitesse du son
1000 1500
Figure A1.5 – Modèle élément finis de l’hélice
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6.1 Calcul probabiliste
La mise en évidence de l’importante dispersion des propriétés des matériaux des problèmes
vibro-acoustiques nous a incité à se tourner vers les méthodes stochastiques pour les analyser.
Devant la complexité du problème, nous avons choisi de ne prendre en compte dans ce travail
que des sources d’incertitudes liées aux propriétés des matériaux et nous allons se limiter à
l’étude d’une seule pale en air et en eau. De fait, les aléas concernant les autres éléments de
la structure (géométrie, conditions aux limites ou comportement mécanique) n’ont pas été pris
en compte dans une optique de simplification. Le choix des écarts types et des moyennes des
variables aléatoires choisies a été basé sur les analyses déterministes et expérimentales [20, 91,
128]. Les écarts type considérés ont été également ajustés afin de maintenir des plages réalistes
des matériaux en cause.
Le tableau (A1.20) contient les moyennes des variables aléatoires et leurs écarts type utilisées
dans cette étude et les lois de distributions choisies.
TABLE A1.20 – Variables aléatoires
Paramètres Moyennes Ecart-type Distribution
Module d’Young 9.6×1010 0.5×1010 m gaussienne
Densité de la structure 9200 2669.6 uniforme
Densité du fluide 1000 295.72 uniforme
Le calcul stochastique a été réalisé en utilisant un code élaboré avec MATLAB et le système de
conception probabiliste de ANSYS basé sur un calcul avec simulation de Monte Carlo (pour 100
échantillons) et la méthode de surface de réponse (pour 40 échantillons). Les tableaux (A1.21,
A1.23, A1.26 et A1.24) regroupent les résultats trouvés :
TABLE A1.21 – Moyennes et écarts-types des fréquences de l’hélice en air
Mode Déterministe MC Ecart-type RSM Ecart-type
R1 74.863 72.465 12.503 73.583 15.28
R2 119.82 115.88 23.56 118.58 28.793
R3 205.58 199.60 37.119 194.70 45.364
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TABLE A1.22 – Modes propres de l’hélice en air calculé par FORM et SORM
Mode FORM Ecart-type SORM Ecart-type
R1 70.35 3.44 69.87 3.18
R2 116.44 5.78 115.63 5.36
R3 201.24 7.39 201.09 7.21
TABLE A1.23 – Moyennes et écarts-types des fréquences de l’hélice en eau
Mode Déterministe MC Ecart-type RSM Ecart-type
R1 37.71 35.671 5.62 34.22 7.15
R2 67.54 66.34 11.16 67.45 14.462
R3 126.32 124.12 25.87 121.93 27.738
TABLE A1.24 – Modes propres de l’hélice en eau calculé par FORM et SORM
Mode FORM Ecart-type SORM Ecart-type
R1 36.56 1.48 35.671 1.56
R2 65.73 3.65 65.58 3.83
R3 123.49 4.18 123.24 4.21
Une étude de sensibilité des fréquences propres par rapport à chacune des variables aléa-
toires est effectuée. La simulation de Monte-Carlo est utilisée dans cet objectif. L’étude de
sensibilité par la méthode de Monte-Carlo consiste à analyser les statistiques d’une réponse en
fixant alternativement une des variables à une valeur déterministe, en général sa moyenne. On
construit alors les échantillons pour la simulation pour toutes les autres variables aléatoires.
Pour des réponses non gaussiennes et un transfert non linéaire, une bonne description nécessite
en général un nombre de réalisations élevé. La méthode hypercube latin [67, 121] nous permet
de nous limiter ici à un hypercube d’arête 1000. L’influence de la variable prise comme déter-
ministe sur la variation de la réponse est obtenue en comparant son cœfficient de variation à
celui obtenu en prenant toutes les variables aléatoires. Il est à noter que cette méthode induit en
général un biais sur l’estimation de l’espérance de la réponse.
Du fait que les cinq premières fréquences propres varient de la même manière en fonction
du module d’Young et la densité, on montre seulement la sensibilité de la première fréquence
sur la quelle une étude de fiabilité sera menée par la suite. Les diagrammes (1) et (2) illustrent
la sensibilité de la première fréquence propre en fonction du module d’Young et de la densité.
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Figure A1.6 – Sensibilité de la première fréquence en fonction du module d’Young
Figure A1.7 – Sensibilité de la première fréquence en fonction de la densité
6.2 Calcul de fiabilité
Le code du calcul par éléments finis ANSYS présent des modules probabilistes mais il ne
permet cependant pas un accès à ces fichiers sources, ce qui représente un handicap majeur
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dans la perspective d’implémentation du modèle couplé. Afin de pallier cette difficulté, nous
avons choisi de mettre en place un couplage direct entre un code fiabiliste élaboré sous MAT-
LAB et le code par éléments finis ANSYS. Ces deux codes répondent en effet à nos besoins
en termes de capacité du calcul et de possibilité de dialogue. La première étape consiste en la
déclaration au sein du code MATLAB des variables aléatoires du modèle (lois de distribution et
paramètres associés), de la fonction de défaillance G et de tous les paramètres indispensables à
la résolution du calcul fiabiliste. A partir de ces informations, ce code probabiliste peut générer
les réalisations du vecteur X des variables aléatoires. Faisant appel à ANSYS, on déduit via le
calcul par éléments finis les premières fréquences propres de l’hélice induites dans les diffé-
rents éléments de la structure pour le tirage X . Le code MATLAB dispose alors de l’ensemble
des informations pour évaluer la quantité G(X). Ces différentes étapes sont répétées jusqu’à la
convergence de l’algorithme d’optimisation pour l’obtention de l’indice de fiabilité et la proba-
bilité de défaillance. Dans cette étude numérique, l’analyse de la fiabilité de l’hélice en air et en
eau s’appuyait sur une fonction d’état limite G implicite basée sur la première fréquence propre
R1.
La fonction d’état limite pour l’hélice en air
G(E,ρs) = 1− R1
R0
avec R0 = 73Hz (IV.3)
La fonction d’état limite pour l’hélice en eau
G(E,ρs,ρ f ) = 1− R1
R0
avec R0 = 73Hz (IV.4)
Les valeurs moyennes des variables aléatoires et leurs écart-types, ainsi que les distributions
choisies pour cette étude sont illustrés dans le tableau (A1.20). Les tableaux (A1.25 et A1.26)
résument les paramètres de conception et les moments statistiques considérés dans la struc-
ture couplée et découplée pour cet exemple, et ils illustrent une comparaison entre les résultats
trouvés par les approches FORM et SORM.
TABLE A1.25 – Paramètres de conception et leurs moments statistiques pris en compte dans
l’hélice en air
Paramètres FORM SORM
Module d’Young (pa) 8.5×1010 8.5×1010
Densité de la structure (Kg/m3) 9030 9030
Indice de fiabilité β 3.68 3.68
Probabilité p f 0.083 0.012
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TABLE A1.26 – Paramètres de conception et leurs moments statistiques pris en compte dans
l’hélice en eau
Paramètres FORM SORM
Module d’Young (pa) 8.37×1010 8.37×1010
Densité de la structure (Kg/m3) 8980 8980
Densité du fluide (Kg/m3) 890 890
Indice de fiabilité β 3.54 3.54
Probabilité p f 0.11 0.087
7 Interprétation et discussion
Dans le cas déterministe les résultats obtenus par les calculs numériques demeurent un peu
proches de ceux obtenus par l’expérimentation, avec une incertitude de comparaison à celle
donné par d’autres auteurs [128]. Pour pallier à ce problème nous avons étendu notre étude à
une étude stochastique qui consiste, dans un premier temps, à mettre en place une technique de
simulation basée sur la méthode de Monte Carlo et la méthode de surface de réponse puis, dans
un deuxième temps, à procéder à une analyse de caractère fiabiliste. Cette technique implique
un traitement particulier des variables aléatoires d’entrées et de sorties dans le but de construire
un domaine de confiance sur les paramètres du système étudié.
Sur la base de l’étude déterministe préalable, l’analyse fiabiliste basée sur les méthodes
approchées FORM et SORM a été menée. Précisément, étant données les faibles valeurs de
probabilité de défaillance Pf , il nous est apparu plus commode de raisonner en terme d’indice
de fiabilité β. dans le but de construire un domaine de confiance sur les paramètres d’entrées
choisis. En comparant les probabilités de défaillances et l’indice de fiabilité calculés, avec les
gammes de valeurs de probabilité de défaillance et d’indice de fiabilité β correspondant acceptés
dans divers secteurs industriels notamment pour les structures marines (Pf ∈ [10−2 , 10−4] et
β ∈ [2.33 , 3.72]) nous trouvons qu’il y’a un niveau de fiabilité très important des structures
étudiées.
Par la suite une étude de sensibilité sur les paramètres matériaux a été menée afin de relever
les paramètres dominant le comportement des matériaux et d’après les diagrammes (1) et (2)
nous constatons que les fréquences propres dépendent du module d’Young plus que la densité.
Par un traitement plus rationnel des incertitudes, l’approche fiabiliste permet donc une meilleure
appréciation des marges de sécurité à l’aide d’indicateurs de confiance objectifs, et constitue en
ce sens un outil adéquat pour l’aide à la décision en phases de conception et de maintenance.
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8 Conclusion
Ce travail propose une méthode numérique probabiliste étendu à une étude mécano-fiabiliste
basée sur les approches FORM et SORM pour la résolution des problèmes vibro-acoustique de
grande taille des systèmes couplés fluide-structure modélisés par la méthode des éléments finis,
pour prendre en compte des incertitudes liées aux paramètres des deux domaines. A cet effet,
une approche intégrée associant les méthodes de fiabilité et la modélisation par éléments finis a
été proposée pour rendre compte de la défaillance de structures immergées. Du point de vue des
concepteurs, cette démarche offre un cadre adéquat pour l’analyse de la fiabilité des structures
en contact avec les fluides, qui confère notamment une signification physique aux incertitudes
introduites.
Pour l’analyse fiabiliste, on a proposé une fonction d’état limite basée sur la première fré-
quence propre permettant d’évaluer l’indice de fiabilité et la probabilité de défaillance des sys-
tèmes couplés fluide-structure. Ce qui a prouvé que la prise en compte de l’incertitude dans
les analyses mécaniques est en effet une condition indispensable pour un dimensionnement op-
timal et robuste. Coupler modèles mécaniques et données incertaines permet d’étudier d’une
part la fiabilité des composants ou des systèmes et, d’autre part, l’influence de la variabilité des
paramètres sur leur comportement.
La méthode numérique utilisée tient compte des incertitudes des paramètres d’entrées à
savoir les propriétés des deux domaines fluide et solide. L’application réalisée sur des cas aca-
démiques tel que les plaques immergées en deux et trois dimensions a montré la validité et la
potentionnalité de la méthode proposée. Ce qui a encouragé l’application de cette méthode sur
un cas réel (l’hélice d’un bateau à quatre pales), en air et en eau. L’étude numérique est conduite
en utilisant un code élaboré sous MATLAB couplé au code commercial ANSYS afin d’évaluer
la fiabilité de la structure. La confrontation des résultats numériques nous permet de valider
conjointement le processus du calcul et la méthode proposée dans le domaine de l’analyse fré-
quentielle et la fiabilité des structures immergées, pour construire un modèle fiable et robuste
pour les problèmes d’interaction fluide.
Les résultats obtenus à travers l’étude des hélices sont très encourageants. Le modèle pro-
posé, dont les choix ont été dictés par les phénomènes physiques mis en jeu, les résultats déter-
ministes et les données expérimentales disponibles, semblent en effet aptes à rendre compte de
la fiabilité de ces structures immergées à différentes échelles. Si l’étude déterministe a permis
d’apporter un éclairage sur l’effet du couplage, l’étude stochastique a démontré la pertinence
de cette approche dans une optique d’améliorer la robustesse des prévisions des résultats dans
l’approche probabiliste.
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L’objectif principal de cette thèse est le développement des outils analytiques et numériquespour étudier le couplage vibro-acoustique dans le cadre d’interaction fluide-structure et
faire de l’analyse mécano-fiabiliste de ces systèmes complexes. Ce travail a été réalisé en colla-
boration avec le Laboratoire "LOFIMS" «Laboratoire d’Optimisation et Fiabilité en Mécanique
des Structures» de l’INSA de Rouen en tant que thèse en cotutelle.
On a commencé par exposer les équations aux dérivées partielles qui gouvernent la cavité
acoustique et la structure et ensuite le problème couplé vibro-acoustique en formulation dépla-
cement/pression (u, p) et déplacement/pression, potentiel des vitesses (u, p,φ). Dans le cadre
des petites perturbations des variables physiques autour de leur état d’équilibre, on a transformé
le problème fort en un problème faible. En utilisant la discrétisation en éléments finis du pro-
blème faible, on a aboutit, à un système algébrique non-symétrique pour la première formulation
et un système symétrique pour la deuxième formulation. Finalement, on a validé la formulation
pour les cas suivants : les plaques immergées en 2D et 3D et pour un barrage modélisé par une
poutre immergée dans l’eau.
Par la suite, on a présenté la réduction du modèle pour le problème vibro-acoustique. Les
travaux utilisant la superposition modale comme outil de réduction du modèle ont donné de
bons résultats et ont permis de réduire la taille du problème de manière drastique pour les
plaques immergées. La superposition modale semble une technique adaptée pour construire
des modèles réduits en interaction fluide-structure pour les structures constituées d’une seule
entité. Par contre, pour les structures constituées de plusieurs parties, on a remarqué que la
synthèse modale est la méthode la plus adaptée pour la résolution des problèmes couplés. Cette
méthode est illustrée en faisant l’étude d’une hélice de bateau immergée dans l’eau et a donné
des résultats satisfaisants comparés aux résultats expérimentaux.
Pour les systèmes vibro-acoustiques complexes, la taille des modèles numériques ne cesse
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d’augmenter. Les incertitudes de modélisation, les incertitudes sur les paramètres du modèle,
doivent être prises en compte dans le processus de conception en vibro-acoustique. Afin de trai-
ter ce problème tout en prenant en compte les incertitudes, on a proposé une approche fiabiliste
pour calculer l’indice de fiabilité.
En présentant l’état de l’art, nous avons d’abord identifié les approches généralement uti-
lisées dans le cadre de l’analyse de fiabilité. Leur hiérarchisation par rapport à leur impact sur
le processus de conception des systèmes mécaniques, dont on exploite une décomposition sys-
tématique classique, a été réalisée. On a d’abord modélisé le système vibro-acoustique par un
modèle numérique déterministe. Ce modèle numérique est réduit classiquement par projection
modale pour obtenir le modèle réduit. Ensuite, on a effectué la modélisation probabiliste des in-
certitudes en utilisant les méthodes de simulation et les méthodes approchées de fiabilité. Cette
approche prend en compte les deux sources d’incertitudes, les incertitudes de modélisation et
les incertitudes sur les paramètres du modèle.
L’industrie mécanique, en particulier sa composante navale, est confrontée au problème
déterminant de la conception de systèmes innovants, aux exigences de fiabilité toujours plus
ambitieuses et cruciales. L’évaluation et l’élaboration de la fiabilité au cours de leur processus
de conception constituent donc des enjeux majeurs. Les challenges qu’ils suscitent, nécessitent
la mise en œuvre de démarches multidisciplinaires. Elles visent à assurer, dès les premières
phases et jusqu’à la fin du développement d’un nouveau produit, que les différents choix de
conception permettent bien la convergence du produit final vers un niveau de fiabilité élevé.
Ensuite, On a proposé l’évaluation d’un tel modèle de fiabilité au moyen des outils clas-
siques du couplage mécano-fiabiliste. On a défini plusieurs stratégies d’analyse et introduit le
concept d’analyse FORM et SORM. D’une part, on a évalué les probabilités d’occurrences
marginales des modes de défaillance (probabilité de défaillance) potentiellement générés par
les scénarios examinés, leurs corrélations et leurs probabilités d’occurrence conditionnelles.
D’autre part, on a construit des chaînes de facteurs d’importance. Elles ont pour intérêt de ca-
ractériser l’influence de chaque variable du modèle sur la réalisation des phénomènes physiques
qu’elle induit et sur la fiabilité du système : à n’importe quel niveau des scénarios de défaillance
physico-probabilistes, à travers n’importe quelle branche dans laquelle elle intervient.
Enfin, à partir de l’étude d’un système de l’hélice de bateau, on a souligné la capacité de
ces approches à guider l’activité de conception, ainsi que la création de plans de validations ou
d’améliorations de la fiabilité adéquate. Du point de vue industriel, la première retombée de
nos travaux de recherche est l’introduction de la culture de l’incertain dans les métiers de la
conception industrielle pour les problèmes vibro-acoustiques. A l’origine, la conception s’est
intéressée à la recherche des quantités optimales, c’est-à-dire des meilleures valeurs nominales.
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Aujourd’hui, il est également nécessaire de prendre en compte l’incertain car un niveau de
performance, a priori moins bon, peut être une meilleure solution s’il diminue la variabilité et
engendre, de ce fait, une meilleure appréciation de la fiabilité ou de la durée de vie des systèmes
mécaniques.
Un autre apport de nos travaux de recherche se situe au niveau du développement d’une
plateforme logicielle implémentée sous MATLAB et ANSYS, support de l’approche par la mo-
délisation système et physique du problème de fiabilité suggérée. Celle-ci a été motivée par
deux objectifs essentiels :
i) automatiser la réalisation et le traitement des modèles systèmes et physiques de fiabilité qui
deviennent vite lourds et fastidieux à mettre en œuvre à la main et surtout pour les problèmes
d’interaction fluide-structure ;
ii) assurer la vulgarisation de l’analyse de fiabilité proposée afin de convaincre les acteurs de la
conception industrielle ainsi que les décideurs de son potentiel.
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9 Comportement acoustique d’un fluide compressible
L’acoustique est une composante de la physique qui contient l’étude de la dynamique des
petites perturbations d’un fluide compressible. Cette étude permet l’analyse de la propagation
d’onde dans ce milieu (l’équation des ondes) et des caractéristiques sur la surface de la cavité
(conditions aux limites). On considere une onde acoustique se propageant sans amortissement
dans ce milieu compressible homogene isotrope, de densite ρ f et vitesse du son c. Le fluide
est suppose ideal, barotrope, irrotationnel, de vitesse d’écoulement nulle. La dependance tem-
porelle des variables, dans tout le document et sauf precision contraire, est suivant eiωt ou ω
designe la pulsation du regime harmonique.Les grandeurs physiques qui sont manipulées dé-
pendent de la position du point M dans le domaine fluide et de la variable temps t.
Dans cette partie, on s’intéresse d’une part à l’écriture des équations du problème acous-
tique. D’autre part, on va établir la formulation variationnelle d’un problème fluide. La dis-
crétisation par éléments finis de cette forme variationnelle aboutit à l’écriture d’une équation
matricielle qui traduit le comportement dynamique d’un fluide compressible.
9.1 Energie potentielle de déformation
Pour un fluide parfait, le tenseur des contraintes s’écrit :
[T ] = −p.[I] (IV.1)
[I] est la matrice d’identité,
p est la pression fluctuante au sein du fluide au point M,
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Le comportement acoustique du fluide est caractérisé par une relation contrainte-déformation
qui s’écrit :
p = −ρ f .c2.div(u) (IV.2)
u est le déplacement acoustique au point du domaine fluide. ρ f et c sont respectivement la masse
volumique du flluide et la célérité du son dans le domaine fluide.
L’énergie potentielle de déformation s’écrit :
Ep f =
1
2
∫
V f
ρ f .c
2.(∇(u))2dV (IV.3)
En utilisant la relation(IV.2), l’expression de l’energie potentielle de déformation s’écrit sous la
forme suivante :
Ep f =
1
2
∫
V f
1
ρ f .c2
.p2dV (IV.4)
9.2 Energie cinétique et travail des forces extérieures
L’expression de l’energie cinétique du fluide s’écrit :
Ec f =
1
2
∫
V f
ρ f .(u˙)
2dV (IV.5)
est la vitesse acoustique au pointM du domaine fluide. On suppose qu’on exerce seulement une
pression pΓ sur la surface Γ limitant le domaine fluide. Le travail des forces extérieurs s’écrit :
We f = −
∫
Γ
pΓ.u.n.dΓ (IV.6)
n est la normale sortante (extérieure) du domaine fluide.
9.3 Equation des petits mouvements du fluide
L’application du principe des travaux virtuels donne pour un déplacement δuarbitraire :
δEp f +δEc f +δWe f = 0 (IV.7)
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avec :
δEp f =
∫
V f
ρ f .c
2.∇(u)∇(δu)dV (IV.8)
δEp f =
∫
Γ
ρ f .c
2.∇(u)δu.ndΓ−
∫
V f
∇(ρ f .c
2.∇(u)).δudV (IV.9)
δEc f =
∫
V f
ρ f .u¨.δudV (IV.10)
δWe f = −
∫
Γ
pΓ.δu.ndΓ (IV.11)
(IV.12)
Ce qui donne :
∫
V f
(−∇(ρ f .c2.∇(u))+ρ f .u¨)δudV +
∫
Γ
(ρ f .c
2.∇(u)− pΓ)δu.ndΓ = 0 (IV.13)
L’équation d’équilibre dynamique s’écrit alors :
∇(ρ f .c
2.∇(u))−ρ f .u¨ = 0 dans (V f ) (IV.14)
Cette équation s’écrit aussi sous la forme :
∇(p)+ρ f .u¨ = 0 dans (Vf ) (IV.15)
Les conditions aux limites sur la surface Γ s’écrivent :
pΓ = −ρ f .c2.∇(u) sur Γ (IV.16)
En utilisant les équations (IV.2) et (IV.15), on peut écrire :
∇
(
1
ρ f
.∇(p)
)
− 1
ρ f .c2
p¨ = 0 dans (Vf ) (IV.17)
Dans le cas où la masse volumique du fluide ne dépend pas de la position du pointM du domaine
fluide (masse volumique constante), on obtient l’équation classique de l’acoustique : :
∆p− 1
c2
.p¨ = 0 dans Vf (IV.18)
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9.4 Conditions aux limites de types accélération normale des parois im-
posées
Le problème aux limites pour les petits mouvements autour de d’une configuration d’équi-
libre statique prise comme configuration de référence pour la cavité acoustique : On suppose
que sur la surface (Σ), on impose une accélération normale :
1
ρ f
.∇(p).n = u¨.n sur Σ (IV.19)
On peut écrire également :
∂p
∂n
= −ρ f .γn sur Σ (IV.20)
γn est l’accélération normale.
La fonctionnelle, pour ce type de problème, s’écrit alors :
F(p) =
1
2
∫
V f
1
ρ f
.(∇(p))2 dV +
1
2
∫
V f
1
ρ f .c2
.(p˙)2dV +
∫
Σ
γn.p.dΣ (IV.21)
La solution du problème p est donnée en minimisant la fonctionnelle F(p) :
δF(p) =
∫
V f
1
ρ f
.(∇(p).∇(δp))dV +
∫
V f
1
ρ f .c2
.p¨.δpdV +
∫
Σ
γn.δp.dΣ (IV.22)
=
∫
V f
(−div( 1
ρ f
.∇(p))+
1
ρ f .c2
.p¨).δp.dV +
∫
Σ
(
1
ρ f
.∇(p).n+ γn).δp.dΣ(IV.23)
Ce qui donne :
div
(
1
ρ f
.∇(p)
)
− 1
ρ f .c2
. p¨ = 0 dans Vf (IV.24)
et,
1
ρ f
.∇(p).n+ γn = 0 sur Σ (IV.25)
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9.5 Equation du problème acoustique en régime harmonique
Il s’agit d’un état de vibrations entretenues pour une pulsation d’excitation donnée. La dé-
pendance temporelle est alors harmonique :
p(M, t) = Re(p(M)).e−iwt (IV.26)
Re désigne la partie réelle.
L’équation des ondes acoustiques entretenues s’écrit alors :
∇
(
1
ρ f
.∇(p)
)
+
ω2
ρ f .c2
. p¨ = 0 dans Vf (IV.27)
1
ρ f
.
∂p
∂n
= −γn = ω2.u.n sur Σ, (IV.28)
On peut écrire aussi :
∆p+ k2.p = 0 dans Vf (IV.29)
et,
∂p
∂n
= ρ f .ω
2.un sur Σ (IV.30)
avec : un = u.n, et k =
ω
c
est le nombre d’ondes acoustiques. la fonctionnelle associée est :
F(p) =
1
2
∫
V f
1
ρ f
.(∇(p))2 dV − ω
2
2
∫
V f
1
ρ f .c2
.(p)2dV −ω2.
∫
Σ
un.p.dΣ. (IV.31)
Les trois termes de cette équation correspondent respectivement à l’énergie cinétique du fluide,
l’énergie de compressibilité du fluide et du travail des forces à la frontière Σ.
10 Comportement vibratoire d’une structure élastique
Soit une structure linéaire et isotrope, sans contraintes ni déformations initiales, définie dans
un domaine Ωs.
On considère un domaine ΩA du domaine Ωs, soumis à l’action des forces extérieures suivantes :
• force volumique fv ;
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• force surfacique t.
L’état de la structure est définie par son champ de déplacementU,U = u(u0 = 0).
10.1 Loi de comportement en élasticité linéaire isotrope
Par la loi de comportement, nous entendons la manière dont le matériau s’oppose à la solli-
citation, cette loi peut être linéaire ou non. En un point donné, elle peut dépendre de la position
de ce point sur le matériau considéré, de la température et du temps.
Dans cette section nous définissons pour les solides élastiques isotropes (dans le cadre de
l’élasticité linéaire isotrope) les relations contraintes-déformations en notation indicielle sui-
vantes :
σi j = Ci jkl.εkl (IV.32)
où : Ci jkl est la matrice des constantes élastiques caractérisant le matériau (les modules d’élas-
ticités). La condition de symétrie des tenseurs de déformations et de contraintes conduit aux
égalités suivantes :
Ci jkl = C jikl =Ci jlk =C jilk (IV.33)
Le nombre total de cœfficients élastiques formant le tenseur Ci jkl dépend de la symétrie du
cristal formant le matériau élastique.
la loi de comportement peut s’écrire sous la loi de Hooke comme suit :
σi j(u) = λ.εkk(u).δi j+2.µ.εi j(u) (IV.34)
où λ et µ sont les coefficients de Lamé de la structure, supposés connus. Ces coefficients
peuvent être calculés à partir du module d’Young (E) et du coefficient de Poisson (ν) de la
structure selon les équations suivantes :
λ =
E
(1+ν)(1−2ν) et µ=
E
2(1+ν)
, (IV.35)
10.2 Tenseurs de déformations
Soit u le champ de déplacement que subissent les points d’un milieu continu lors de sa
déformation, ses composantes dans un repère orthonormé, seront désignées par ui(i= 1,2,3).
161
Annexe 1
La déformation d’un milieu est caractérisée par le tenseur symétrique des déformations
suivant :
[ε] = εi j =
 ε11 ε12 ε13ε21 ε22 ε23
ε31 ε32 ε33
 (IV.36)
Les composantes du tenseur précité sont :
εi j =
1
2
(
∂ui
∂x j
+
∂u j
∂xi
+
∂2uk
∂xix j
)
(IV.37)
où xi(i= 1,2,3) sont les coordonnées cartésiennes des points du milieu continu.
avec l’hypothèse des petites déformations, les composantes εi j sont petites en module par rap-
port à l’unité. Si, on outre les angles de rotations des éléments d’un corps l’un par rapport à
l’autre s’avèrent suffisamment petits, on peut alors négliger les termes du second ordre et par
conséquent les composantes du tenseur de déformation prennent les formes suivantes :
εi j =
1
2
(
∂ui
∂x j
+
∂u j
∂xi
)
(IV.38)
10.3 Conditions de compatibilité
Ainsi que nous l’avons constaté, les différents tenseurs de déformations sont issus de la
donnée d’un champ vectoriel, le champ de déplacement. Les relations permettent sans ambiguité
de calculer, dans un repère quelconque, les composantes de chacun de ces tenseurs dès lors que
l’on connait les composantes du vecteur déplacement.
Par contre la démarche inverse n’est pas immédiate. On conçoit en effet qu’il soit délicat de
remonter à un champ de déplacement à partir de la connaissance d’un tenseur de déformation.
Nous allons raisonner sur la forme linéaire des déformations, donc à partir du tenseur de défor-
mation ¯¯ε. Ce tenseur symétrique est déterminé par six composantes. Il est clair que les relations
doivent exister entre ces six composantes si le tenseur représente un état de déformation obtenu
à partir d’un champ vectoriel ayant trois composantes.
Ces relations s’appellent les conditions de compatibilité et elle ne sont en effet que les
conditions d’intégrabilités au sens de Cauchy pour un système d’équations différentielles. Dans
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un système de coordonnées cartésiennes, nous avons les relations suivantes :
εi j =
1
2
(
∂ui
∂x j
+
∂u j
∂xi
)
ωi j =
1
2
( ∂ui∂x j −
∂u j
∂xi
)
(IV.39)
Nous pouvons écrire :
∂ωi j
∂xk
=
1
2
.
(
∂2ui
∂x jxk
− ∂
2u j
∂xixk
)
, (IV.40)
∂ωi j
∂xk
=
1
2
.
(
∂2ui
∂x jxk
+
∂2uk
∂x jxi
− ∂
2uk
∂x jxi
− ∂
2u j
∂xixk
)
, (IV.41)
∂ωi j
∂xk
=
1
2
.
(
∂
∂x j
(
∂ui
∂xk
+
∂uk
∂xi
)− ∂
∂xi
(
∂uk
∂x j
+
∂u j
∂xk
)
)
, (IV.42)
∂ωi j
∂xk
=
∂εik
∂x j
− ∂εk j
∂xi
. (IV.43)
Nous venons ainsi de montrer que nous sommes capables de calculer les composantes de ωi j.
Toutefois nous obtiendrons effectivement un vecteur si le rotationnel est nul, c’est à dire si nous
pouvons vérifier les relations suivantes :
∂
∂xl
(
∂ωi j
∂xk
)− ∂
∂xk
(
∂ωi j
∂xl
) = 0=
∂2ωi j
∂xl∂xk
− ∂
2ωi j
∂xk∂xl
.
Ce sont en fait les conditions d’intégrabilité de Cauchy de la différentielle :
dωi j =
∂ωi j
∂xm
dxm
exprimées en fonction des composantes du tenseur de déformations, ces conditions nous donnent
un système de six équations :
∂2εik
∂xl∂x j
− ∂
2εk j
∂xl∂xi
− ∂
2εil
∂xk∂x j
+
∂2εl j
∂xk∂xi
= 0, (IV.44)
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soit sous forme développée :
∂2ε11
∂x22
+
∂2ε22
∂x21
−2. ∂
2ε12
∂x1∂x2
= 0, (IV.45)
∂2ε22
∂x23
+
∂2ε33
∂x22
−2. ∂
2ε23
∂x2∂x3
= 0, (IV.46)
∂2ε33
∂x21
+
∂2ε11
∂x23
−2. ∂
2ε31
∂x3∂x1
= 0, (IV.47)
∂2ε11
∂x2∂x3
+
∂
∂x1
(
∂ε23
∂x1
− ∂ε31
∂x2
− ∂ε12
∂x3
)
= 0, (IV.48)
∂2ε22
∂x3∂x1
+
∂
∂x2
(
∂ε31
∂x2
− ∂ε12
∂x3
− ∂ε23
∂x1
)
= 0, (IV.49)
∂2ε33
∂x1∂x2
+
∂
∂x3
(
∂ε12
∂x3
− ∂ε23
∂x1
− ∂ε31
∂x2
)
= 0. (IV.50)
On peut démontrer aussi que ces conditions de compatibilité prennent la forme intrinsèque
suivante :
∇(
−−−→
∇
(
¯¯ε))+∇(
−−−→
∇
(
¯¯ε))T −∇(−−−−−→∇(tr( ¯¯ε)))−∆ ¯¯ε = 0. (IV.51)
Donc, si ces conditions sont vérifiées, il est possible de déterminer le champ de déplacement.
La méthode consiste à calculer les composantes du tenseur antisymétrique à l’aide des différen-
tielles totales exactes :
dωi j =
∂ωi j
∂xk
dxk = (
∂εik
∂x j
− ∂εk j
∂xi
).dxk (IV.52)
Puis de déterminer les composantes du champ déplacement à l’aide des trois autres différen-
tielles totales exactes :
dui = (εi j+ωi j).dx j (IV.53)
Le champ de déplacement ainsi obtenu est défini à un champ de déplacement de solide indéfor-
mable près.
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10.4 Conservation de la quantité du mouvement
L’équilibre des forces extérieures (∑Fext = m.γ), du domaine ΩA de la structure, s’écrit en
égalant la somme des forces extérieures agissant sur le domaine ΩA à la variation de la quantité
de mouvement de cette partie du solide .
∫
ΩA
fv(M)dV +
∫
∂ΩA
t(M.n)dS =
d
dt
(
∫
ΩA
ρs.v.dV ) =
∫
ΩA
ρs.v.dV (IV.54)
On sait que :
∫
∂ΩA
t(M.n)dS =
∫
∂ΩA
σ(M).n.dS (IV.55)
La transformation de Green-Ostrogradsky (théorème de la divergence), appliquée au vecteur
contrainte dans l’équation précédente donne :
∫
∂ΩA
σ(M).n.dS =
∫
ΩA
∇σ.dV (IV.56)
En reportant cette équation dans l’équation globale précédente, on obtient l’intégrale volumique
suivante, qui doit être nulle sur tout le domaine ΩA :
∫
ΩA
(∇σ+ fv−ρs.γ).dV = 0. (IV.57)
Il s’en suit que la quantité intégrée doit être nulle dans le domaine ΩA, ce qui fournit l’équation
locale de la dynamique :
∀M ∈ ΩA, ∇σ+ fv−ρs.γ = 0. (IV.58)
En l’abscence des forces volumiques fv, on trouve :
∇σ−ρs.γ = 0 (IV.59)
∇σ−ρs.u¨ = 0 (IV.60)
avec :
σs : le tenseur des contraintes de la structure,
ρs : la masse volumique de la structure,
γn =−u¨n : l’accélération de la structure,
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u : le champ de déplacement de la structure.
Soit en notation indicielle :
σi j, j−ρs.d
2ui
dt2
= 0. (IV.61)
10.5 Les conditions aux limites
Les conditions aux limites de la structure sont :
ui = u0 dans ∂Ωs (IV.62)
σi j(u).n j = p¯ dans ∂Ωs
n j est la normale sortante de ∂Ωs.
10.6 Equation du mouvement de la strucutre en régime harmonique
En régime harmonique les équation du mouvement de la structure en l’absence des forces
volumiques autres que les forces d’inerties, s’écrit sous la forme suivante :
∂σi j(u)
∂x j
+ρs.ω
2.ui = 0 dans Ωs, (IV.63)
ui = u0 dans ∂Ωs (IV.64)
σi j(u).n j = p¯ dans ∂Ωs
n j est la normale sortante de ∂Ωs.
Dans le cas général, il n’est pas possible de déterminer une solution forte au problème posé,
c’est à dire de trouver une solution u satisfaisant l’équation (IV.63), avec les conditions aux
limites (IV.64) et les relations (IV.34) et (IV.38).
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1 Problèmes dynamiques linéaires
La résolution du système d’équation d’équilibre dynamique d’une structure peut être réali-
sée en utilisant l’une des deux stratégies classiques [66]. La stratégie de résolution la plus cou-
rante est la superposition modale, qui convient aux structures linéaires dont seuls les premiers
modes propres sont excités. Par contre les méthodes de résolution directes, font l’intégration
des équations du mouvement, afin de traiter les structures non linéaires ou bien si le contenu
fréquentiel de l’excitation couvre un grand nombre de modes de la structure.
1.1 Equations du mouvement
La méthode des éléments finis appliquée au calcul dynamique d’une structure à N degrés de
liberté (d.d.l), conduit au système d’équations suivant :
[M]{y¨(t)}+ ⌊C⌋{y˙(t)}+ ⌊K⌋{y(t)}= {F(t)} (IV.1)
Où : [M], [C] et [K] sont respectivement les matrices de masse, d’amortissement visqueux et de
rigidité. Elles sont carrées d’ordre N. La matrice [M] est symétrique définie positive ; la matrice
[K] est symétrique définie non négative.
La matrice d’amortissement n’est pas calculable en pratique. En général l’amortissement est
introduit dans les modèles sous forme d’un amortissement modal. Dans ce cas le système des
équations du mouvement (IV.1), se ramène à des équations différentielles découplées de second
ordre :
η¨i(t)+2ξiωiη˙i(t)+ω
2
i ηi(t) = fi(t) (IV.2)
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1.2 Résolution en régime transitoire
La solution des équations différentielles classiques précédentes peut s’écrire sous la forme
de produits de convolution de la fonction d’excitation et la réponse impulsionnelle hi(t) du
mode i :
ηi(t) =
∫ t
0
hi(t− τ) fi(τ)dτ+ηi(0)gi(t)+ η˙i(0)hi(t) (IV.3)
Si le mode i a un amortissement sous-critique ξ1 < 1 on a :
hi(t) =
e−ξiωitsin
√
1−ξ2i ωit√
1−ξ2i ωi
(IV.4)
gi(t) = e
−ξiωit
cos√1−ξ2i ωit+ ξisin
√
1−ξ2i ωit√
1−ξ2i
 (IV.5)
Dans le cas d’amortissement sur-critique ξ1 = 1 on a :
hi(t) = te
iωit (IV.6)
gi(t) = (1−ωit)e−ωit (IV.7)
Dans le cas d’amortissement sur-critique ξ1 > 1 on a :
hi(t) =
e−ξiωitsh
√
ξ2i −1ωit√
ξ2i −1ωi
(IV.8)
gi(t) = e
−ξiωit
[
ch
√
ξ2i−1ωit+
ξish
√
ξ2
i
−1ωit√
ξ2
i
−1
]
(IV.9)
On évalue alors numériquement l’intégrale de Duhamel.
1.3 Résolution en régime harmonique
Considérons le cas d’une excitation sinusoïdale de pulsation ω, on a :
F(t) = Feiωt (IV.10)
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La solution harmonique sera donc :
y(t) = yeiωt (IV.11)
L’équation du mouvement (IV.1) devient :
(−ω2[M]+ iω[C]+ [K])y= F (IV.12)
La fonction de transfert Hi j(ω) est définie comme :
yi = Hi jFj (IV.13)
La fonction de réponse en fréquence Hi j(ω) peut ne pas exister pour certaines valeurs de ω (cas
d’instabilité, résonance non amortie).
1.4 Calcul direct
Le calcul direct consiste à inverser pour chaque valeur de pulsation cherchée le système
matriciel :
[H] =
(−ω2[M]+ iω[C]+ [K])−1 (IV.14)
Lorsque la taille des matrices est importante, ce type de calcul peut devenir très coûteux. Une
autre méthode consiste à utiliser les modes propres de la structure.
1.5 Calcul par superposition modale
En utilisant la base modale tronquée (m< n), on a l’expression fondamentale suivante :
y(t) =
m
∑
i=1
φiηi(t) = [ϕ]η (IV.15)
En pré-multipliant par φ j , on obtient les contributions modales grâce aux propriétés d’orthogo-
nalité des modes propres :
y j =
φiF
ω2j −ω2+2iξ jωω j
(IV.16)
La fonction de transfert est alors donnée par :
Hi j(ω =
M
∑
m=1
φmiφm j
ω2m−ω2+2iξmωωm
(IV.17)
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1.6 Intégration directe
Il y a de très nombreuses méthodes d’intégration des équations du mouvement. Le procédé
général est de discrétiser le temps et de formuler ce qui se passe à l’instant t+∆t en fonction de
ce qui se passe à l’instant t à partir de développement limité des déplacements, vitesses et /ou
accélération, plus ou moins proche des développements de Taylor. La principale interrogation
sur ces méthodes c’est leur stabilité en relation avec leur précision.
Supposons qu’on cherchera la solution de l’équation entre l’instant t = 0 et l’instant T ,
l’intervalle de temps sera divisé en n intervalles de même longueur ∆t = T
n
.
On va chercher les vecteurs y(t), y˙(t), y¨(t) aux instants ∆t,2∆t, ..., t, t+∆t, ...,T ,sachant que
les conditions initiales sont données.
1.7 Méthode de Newmark
Les développements des déplacements et les vitesses sont donnés par [73] :
y˙(t+∆t = y˙(t) + [(1−δ) y¨(t) +δ y¨(t+∆t) ∆t(IV.18)
{y(t+∆t)}= {y(t)}+{y˙(t)}∆t+[(0.5−α){y¨(t)+α{y¨(t+∆t)}}] ()2 (IV.19)
α et δ sont deux paramètres qui assurent la précision et la stabilité de la solution. Lorsque
δ ≥ 0.5 et la méthode de Newmark est inconditionnellement stable. A partir équations (IV.18)
et (IV.19) on peut trouver {y˙(t+θ∆t)} et {y¨(t+θ∆t)} en fonction seulement de l’inconnue
{y(t+θ∆t)} et la solution à l’instant t :
y¨(t+∆t) = a0 [y(t+∆t − y(t) ]−a2 y˙(t) −a3 y¨(t) (IV.20)
y˙(t+∆t) = y˙(t) +a6 y¨(t) +a7 y¨(t+∆t) (IV.21)
Dans lesquelles :
a0 =
1
α∆t2
a1 =
δ
α∆t
a2 =
1
α∆t
a3 =
1
2α −1 a4 = δα −1 a5 = ∆t2
(
δ
α −2
)
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a6 = ∆t(1− δ) a7 = δ∆t(IV.22)L’équation du mouvement (IV.1) est donnée à l’instant
t+∆t par :
[M] y¨(t+∆t) + [C] y˙(t+∆t) + [K] y(t+∆t) = F(t+∆t) (IV.23)
Remplaçons les équations (IV.20) et (IV.21) dans l’équation (IV.23), on obtient les équations
suivantes :
()
[
Keq
]
y(t+∆t) = Feq (IV.24)
[
Keq
]
= [K]+a0[M]+a1[C] (IV.25)
Feq = le f tF(t+∆t)+ [M] (a0 y(t) +a2 y˙(t) +a3 y¨(t))+ [C] (a1 y(t) +a4 y˙(t) +a5 y¨(t))
(IV.26)
Une fois le déplacement {y(t+θ∆t)} est déterminé à partir de l’équation (IV.24), les vecteurs
vitesses {y˙(t+θ∆t)} et accélération {y¨(t+θ∆t)} seront obtenus à partir des équations (IV.20)
et (IV.21).
1.8 Méthode Wilson
Il s’agit de l’extension d’une méthode dans laquelle l’accélération est supposée varier li-
néairement durant l’intervalle [n∆t,(n+1)∆t] ; Wilson [73] suppose que cette variation linéaire
s’effectue sur l’intervalle [n∆t,(n+θ)∆t]. θ est un paramètre (la valeur 1.4 est recommandée
par Wilson). Si τ désigne le temps dans l’intervalle [0,θ∆t] alors l’accélération dans l’intervalle
[t, t+θ∆t] est écrite :
{y¨(t+ τ)}= {y¨(t)}+ τ
θ∆t
({y¨(t+θ∆t)}−{y¨(t)}) (IV.27)
La vitesse et le déplacement sont obtenus par intégrations successives :
{y˙(t+ τ)}= {y˙(t)}+ τ{y¨}+ t
2
2θ∆t
({y¨(t+θ∆t)}− y¨(t)}) (IV.28)
{y(t+ τ)}= {y(t)}+ τ{y˙(t)}+ 1
2
τ2 {y¨}+ t
3
6θ∆t
({y¨(t+θ∆t)}−{y¨(t)}) (IV.29)
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Posons t = θ∆t, les équations permettent de déterminer {y˙(t+θ∆t)} et {y˙(t+θ∆t)} sont :
{y¨(t+θ∆t)}= 6
(θ∆t)2
({y(t+θ∆t)}−{y(t)})− 6
θ∆t
{y˙(t)}−2{y¨(t)} (IV.30)
{y˙(t+θ∆t)}= 3
θ∆t
({y(t+θ∆t)}−{y(t)})−2{y˙(t)}− θ∆t
2
{y¨(t)} (IV.31)
Remplaçons les équations (IV.28) et (IV.29) dans l’équation du mouvement (IV.1) à l’instant ,
on obtient les équations suivantes pour déterminer {y(t+θ∆t)} :
[Keq]{y(t+θ∆t)}= Feq (IV.32)
[Keq] = [K]+
6
(θ∆t)2
[M]+
3
θ∆t
[C] (IV.33)
Feq = F(t) +θ [{F(t+∆t}−{F(t)}]+ [M]
(
6
(θ∆t)2
{y(t)}+ 6
θ∆t
{y(t)}+2{y(t)}
)
+[C]
(
6
θ∆t
{y(t)}+2{y˙(t)}+ θ∆t
2
{y¨(t)}
)
(IV.34)
Une fois le déplacement {y(t+θ∆t)} est déterminé à partir de l’équation (IV.32), les vecteurs
vitesses {y˙(t+θ∆t)} et accélération {y¨(t+θ∆t)} seront obtenus à partir des équations (IV.30)
et (IV.31)
2 Méthodes de synthèse modale
2.1 Introduction
L’un des problèmes posés en dynamique des structures est de déterminer un nombre suffi-
sant de solutions propres (fréquences et modes propres, car ils sont la base de la prédiction du
comportement vibratoire. Pour atteindre cet objectif, des méthodes reposant sur une discrétisa-
tion de la structure considérée (méthode des éléments finis) ont été développées.
Toute fois la précision nécessaire à la description d’une structure industrielle nécessite généra-
lement une modélisation avec un grand nombre d’éléments. En conséquence, il en résulte, pour
la grande structure, une taille de modèle prohibitive. Pour faire face à ce genre de problème
furent développées de méthodes de sous-structuration dynamique [24, 65, 85, 120] considérées
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comme les meilleures et souvent les seules stratégies d’analyse dynamique des structures com-
plexes.
La structure globale est divisée en plusieurs sous-structures SS(s)(s = 1, ...,S) liées par leurs
interfaces. S est le nombre de sous-structures. On procède ensuite à la condensation de chacune
des sous-structures séparément à l’aide d’un nombre réduit de paramètres. A partir de ces ca-
ractéristiques, on obtient un système correspondant à la structure complète de taille beaucoup
plus réduite que celle du système original.
Toutes les matrices sont affectées de l’indice supérieur (s) relatif à la sous-structure SSs.Levecteurdplacement pourchaquesous
structureestlesuivant : {y}s =
{
yi
yj
}s
(IV.35)
-
{
y j
}s
( j×1) : sous vecteur des degrés de liberté de jonction ;
- {yi}s (i×1) : sous vecteur des degrés de liberté interne.
De même pour le vecteur des forces appliquées :
{ f}s = { f j}s+{ fe}s (IV.36)
-
{
f j
}s
: vecteur effort à l’interface ;
- { fe}s : vecteur effort extérieur.
Nous avons la partition correspondante des matrices de rigidité et de masse :
[K] =
[
Kii Kij
Kji Kjj
]
[M] =
[
Mii Mij
Mji Mjj
]
(IV.37)
Le principe de la sous-structuration est basé sur le choix des modes de représentation des dé-
placements de chaque sous-structure.
Le vecteur déplacement de chaque sous-structure peut s’exprimer :
{y}s = [Q]s
{
ysj
ηsp
}
= [Q]s {yc}s (IV.38)
où
{
ηp
}s
: vecteur des coordonnées généralisées
La matrice [Q] sera définie selon la méthode de sous-structuration utilisée.
Remarque : Cette formulation n’est pas applicable à la méthode de MacNeal présentée ulté-
rieurement.
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L’énergie cinétique de chaque sous-structure SS(s) devient en utilisant l’équation (IV.38) :
T s =
1
2
{y˙c}s [Mc]s {y˙c}s (IV.39)
avec :
[Mc]
s = [Q]s [M]s [Q]s (IV.40)
De même pour l’énergie potentielle de chaque sous-structure SS(s) est de la forme :
U s =
1
2
{y˙c}s [Kc]s {yc}s (IV.41)
avec :
[Kc]
s = [Q]s [K]s [Q]s (IV.42)
2.2 Technique d’assemblage des sous-structures
L’équation du mouvement de la structure assemblée est obtenue en exprimant les conditions
de compatibilité à l’interface :
- Continuité de déplacement,
{
y j
}1
=
{
y j
}2
= ...=
{
y j
}S
=
{
y j
}
(IV.43)
- L’équilibre de l’interface,
S
∑
s=1
{
f j
}s
= 0 (IV.44)
Deux approches peuvent être utilisées :
1. Assemblage par la méthode des équations de Lagrange avec contraintes [15] : l’équation
du mouvement de la structure assemblée est obtenue à partir des équations de Lagrange avec
multiplicateurs introduisant les relations de liaison.
2. Méthode d’assemblage des superéléments : la conservation des d.d.l de jonction dans les
méthodes de sous-structuration dynamique permet d’assembler ces matrices comme des élé-
ments finis ordinaires. Soit le vecteur des déplacements indépendants de la structure assemblée :
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{yc}=

η1p
.
.
.
ηSp
y j

(IV.45)
La compatibilité des déplacements de jonctions de la structure assemblée est obtenue en écrivant
pour chaque sous-structure SS(s) la relation matricielle suivante :
{yc}s = [β]s {yc} (IV.46)
[β]s : matrice de localisation ou de connectivité géométrique de la sous-structure SS(s). Elle
permet de localiser ou de repérer les d.d.l de chaque sous-structure SS(s) dans l’ensemble des
d.d.l de la structure assemblée. sont des matrices booléennes dont les éléments sont des 0 ou
des 1.
On définit alors une matrice de transformation pour chaque sous-structure :
[Z]s = [Q]s [β]s (IV.47)
Les matrices condensées de masse et de rigidité sont alors données par :
[Mc] =
S
∑
s=1
[Z]s [M]s [Z]s (IV.48)
[Kc] =
S
∑
s=1
[Z]s [K]s [Z]s (IV.49)
2.3 Méthode à interface fixe
Le mouvement de chaque sous-structure peut être caractérisé par ses modes à interface fixe
ainsi que les modes statiques de liaison [24], l’indice (s) a été omis dans les équations (IV.50-
IV.65) :
{y}= [Y ]{η}+[ψc]
{
y j
}
(IV.50)
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Dans ce cas, la matrice [Q]] est donnée alors par :
[Q] =
[
ψc Y
]
(IV.51)
[Y ] : base modale tronquée de la sous-structure à interface fixe c’est-à-dire
{
y j
}
= {0} qu’on
peut l’écrire sous la forme :
[Y ] =
[
ϕip
0
]
(IV.52)
avec :
[ϕip] =
[
{xi}1 ......{xi}p ......
]
(IV.53)
telle que x
(p)
i solution propre du système homogène :
[Kii]{xi}= λ [Mii]{xi} (IV.54)
[Ψc] : matrice des modes statiques de liaison obtenue en calculant les déplacements correspon-
dant à un déplacement unité en un d.d.l de jonction en supposant que les autres d.d.l de jonction
sont fixes, obtenue par : [
Kii Ki j
K ji K j j
][
φi j
I j
]
=
[
0
Fj
]
(IV.55)
En développant les équations relatives au premier groupe de lignes, on obtient :
φi j =−K−1ii Ki j (IV.56)
La matrice [Ψc] devient alors :
[ψc] =
[
−K−1ii Ki j
I j
]
(IV.57)
La matrice de masse condensée pour chaque sous-structure définie en (IV.40) :
[Mc] =
[
Ip M¯p j
M¯p j M¯ j j
]
(IV.58)
Expression dans laquelle on trouve les sous-matrices suivantes :
- Matrice de masse condensée aux interfaces,
M¯ j j = [ψc] [M] [ψc] (IV.59)
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- Matrice de couplage de masse entre les modes statiques d’interface et les modes propres à
frontière fixe,
M¯ jp = [ψc] [M] [Y ] (IV.60)
De même pour la matrice de rigidité condensée pour chaque sous-structure définie en (IV.42) :
[Kc] =
[
Ωp 0
0 K¯ j j
]
(IV.61)
Expression dans laquelle on trouve les sous matrices suivantes : - Matrice de rigidité statique-
ment condensée aux d.d.l d’interface,
K¯ j j = [ψc] [K] [ψc] = K j j−Ki jK−1ii Ki j (IV.62)
- Matrice diagonale des rigidités généralisées des modes propres encastrés,
[Ωp] = ϕipKiiϕi j (IV.63)
Pour faire l’assemblage, on définit pour chaque sous-structure (s) une matrice de localisation
des d.d.l de jonction telle que : {
y j
}s
=
[
β j
]s{
y j
}
(IV.64)
Les matrices [Mc] et [Kc] définies dans les équations (IV.48) et (IV.49) sont données dans ce cas
par :
[Mc] =

I1p M¯
1
p j
. . .
ISp M¯
S
p j
M¯ j j
 [Kc] =

Ω1p
. . .
ΩSp
K¯ j j
 (IV.65)
avec :
M¯ j j =
S
∑
s=1
[
β j
]s
M¯sj j
[
β j
]s
(IV.66)
M¯sjp =
[
β j
]s
M¯sjp (IV.67)
K¯ j j =
S
∑
s=1
[
β j
]s
K¯sj j
[
β j
]s
(IV.68)
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Soient [Y ] et [η] la matrice modale, et le vecteur des coordonnées modales correspondant au
problème aux valeurs propres du système complet, on a :
η1p
...
ηSp
y j
=

Y 1p
...
Y Sp
Yj
{η} (IV.69)
d’où pour chaque sous-structure, en utilisant la relation (IV.50), on obtient les relations de sub-
stitutions suivantes : {
y j
}s
=
[
β j
]s [
Yj
]{η} (IV.70)
{
ηp
}s
= [Yp]{η} (IV.71)
{yi}s =
[
φsi jβ
s
jYj+ϕ
s
ipY
s
p
]{η} (IV.72)
L’avantage principal de cette méthode réside dans sa précision. Sa formulation est tout à fait
compatible avec l’organisation des logiciels d’analyse des structures. Les inconvénients sont
les suivants :
* Dans le vecteur d’état du système les d.d.l d’interface peuvent être élevés dans le cas de struc-
tures complexes.
* cette méthode n’est pratiquement pas compatible avec l’utilisation de données de sous-structures
d’origine expérimentale [66].
2.4 Méthode à interface libre de MacNeal
La méthode de synthèse modale la plus usuelle à interfaces libres est celle de MacNeal.
Soit l’équation modale du mouvement de chaque sous-structure (s) prise séparément sans amor-
tissement :
([K]−λ [M]){y}= { f} (IV.73)
Le mouvement de chaque sous-structure peut être caractérisé par ses modes avec interfaces
libres, soit pour les d.d.l d’interface :
{y}= [Y ]{η} (IV.74)
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[Y ] : est la base modale tronquée de la sous-structure à interface libre.
L’utilisation d’une matrice modale tronquée peut induire des erreurs inacceptables sur le com-
portement dynamique des sous-structures. Ceci motive la nécessité de prise en compte de l’effet
statique des modes supérieures tronqués par une correction de flexibilité résiduelle. D’où la re-
lation de base de chaque sous-structure :
{y}= [Y ]{η}+[R]{ f} (IV.75)
[R] : matrice de flexibilité résiduelle. Elle représente la contribution des modes non retenues.
Compte tenu de l’orthogonalité des matrices [Y ] et [R] par rapport aux matrices de masse [M] et
de rigidité [K] :
[Y ] [M] [R] = [0] [Y ] [K] [R] = [0] (IV.76)
La pré multiplication par [tY ] et la relation (IV.76) permettent de réécrire l’équation (IV.73) sous
la forme :
([Ω]s−λ [I]s){η}s = [Y ]s { f}s (IV.77)
La répartition du vecteur {Y} en {Yi} et
{
Yj
}
décrite précédemment permet d’avoir les matrices
[Y ] et [R] de la manière suivante :
[Y ]s =
[
Y si
Y sj
]
[R]s =
[
Rsii R
s
i j
Rsi j R
s
i j
]
(IV.78)
Par ailleurs les équations modales du mouvement de chaque sous-structure pris isolément sans
amortissement et sans force extérieure ({ fe}(s) = 0) s’écrivent :
([Ω]s−λ [I]s){η}s = [Yj]s{ f j}s (IV.79)
L’équation du mouvement correspondant aux d.d.l de jonction :
{
y j
}
=
[
Yj
]s {η}s+ [R j j]s{ f j}s (IV.80)
On obtient en substituant les deux équations (IV.80) pour les deux sous-structures dans l’équa-
tion (IV.79) : {
f j
}1
=
[
R1j j+R
2
j j
]−1 [
Y 2j {η}2−Y 1j {η}1
]
(IV.81)
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On tire de l’équation (IV.77) et des deux équations (IV.79) les équations suivantes :
[−λI1+Ω1]{η}1 =−Y 1j [R1j j+R2j j]−1 [Y 2j {η}2−[Y 1j {η}1] (IV.82)
[−λI2+Ω2]{η}2 =−Y 2j [R1j j+R2j j]−1 [Y 1j {η}1−[Y 2j {η}2] (IV.83)
D’où le problème aux valeurs propres pour l’étude du système couplé :[
K¯11 K¯12
K¯21 K¯22
][
η1
η2
]
= λ
[
I1 0
0 I2
][
η1
η2
]
(IV.84)
Avec :
K¯11 = Ω
1+Y 1j
[
k j j
]
Y 1j K¯22 = Ω
2+Y 2j
[
k j j
]
Y 2j (IV.85)
K¯12 = K¯21 = Y
1
j
[
k j j
]
Y 2j
[
k j j
]
=
[
R1j j+R
2
j j
]−1
(IV.86)
Ce type de méthode a des avantages par rapport à la méthode à interfaces fixes. En effet la ré-
solution du problème condensé donne une précision supérieure avec une efficacité numérique
plutôt meilleure (rapidité de la résolution). De plus, elle est compatible avec des données ana-
lytiques et expérimentales.
Toutefois, le problème condensé final de cette méthode est fonction des seules coordonnées gé-
néralisées. Cette propriété est pénalisante d’une part, dans le cas où l’on s’intéresse à quelques
d.d.l physiques imposés dans le modèle condensé, et d’autre part si l’on veut faire du calcul
des réponses forcées. En effet, il faut remonter des coordonnées généralisées aux d.d.l phy-
siques. L’autre difficulté majeure apparaît lors de l’assemblage de plus de deux sous-structures.
En effet, le problème condensé n’est pas de la forme ([Lc] =
t [Z][L][Z] = [K], [M]), ce qui en-
traîne des difficultés d’exploitation de cette méthode dans les procédures de recalage de modèle
et d’optimisation. Dans ce cas, les techniques d’assemblage présentées précédemment ne sont
plus applicables et par conséquent, seules les procédures manuelles, qui peuvent être longues et
coûteuses, sont envisagées pour le calcul explicite des matrices condensées assemblées.
Dans la suite, on peut utiliser une méthode de condensation par multiplication dynamique utili-
sant les modes à interfaces libres des sous-structures [131]. Cette technique présente par rapport
à la méthode de MacNeal l’avantage qu’on conserve les d.d.l de jonction permettant d’assem-
bler les sous-structures d’une manière simple et systématique.
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2.5 Méthode à interface libre
Dans ce cas le mouvement de chaque sous-structure peut être caractérisé par ses modes
à interface libre, ses modes de corps rigide dans le cas où ils existent et ses modes d’attache
[131].
D’où la relation de base de chaque sous-structure l’indice (s) a été omise dans les équations
(IV.84-IV.103) :
{y}= [Y ]{η}+[ψr]{ξr}+[ψa]{ξa} (IV.87)
où :
- [Y ] : Base modale tronquée de la sous-structure à interface libre ;
- [Ψr] : Matrice des modes de corps rigide ;
- [Ψa] : Matrice des modes d’attache obtenue en calculant les déplacements produits par des
forces unité appliquées aux à d.d.l de jonction en supposant que les autres d.d.l de jonction sont
fixe obtenue par la relation :
[ψa] = [G]
[
Fj
]
(IV.88)
avec : [
Fj
]
=
(
0
I j
)
(IV.89)
L’expression de la matrice [G] dépend de la nature de la structure [15], dans le cas d’une struc-
ture qui ne contient pas de modes de corps rigides :
[G] = [K]−1 (IV.90)
Dans le cas d’une structure comportant des modes de corps rigide cette matrice devient :
[G] = [A] [Kc]
−1 [A] (IV.91)
avec :
[A] = [I]− [ϕr]t [ϕr] [M] (IV.92)
[
tψr
]
[M] [ψr] = [I] (IV.93)
[Kc] : matrice de rigidité obtenue en fixant des d.d.l arbitraires pour rendre la structure isosta-
tique. C’est-à-dire en remplaçant la partie correspondante de la matrice de rigidité de la structure
initiale par zéro.
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Pour conserver les d.d.l de jonction, nous utilisons le découpage suivant :
[Y ] =
[
Yi
Yj
]
[ψr] =
[
ψri
ψr j
]
[ψa] =
[
ψai
ψa j
]
(IV.94)
On peut réécrire l’équation (IV.84) sous la forme :[
yi
y j
]
=
[
Yi
Yj
]
{η}+
[
ψri
ψr j
]
{ξr}+
[
ψai
ψa j
]
{ξa} (IV.95)
En développant les équations relatives au premier groupe de lignes, on obtient :
{ξa}= ψ−1a j
{
y j
}−ψ−1a j Yj {η}+ψ−1a j ψr j {ξr} (IV.96)
En remplaçant {ξa} dans l’équation (IV.84), on obtient :
{y}= ψaψ−1a j
{
y j
}
+
(
ψr−ψaψ−1a j ψr j
)
{ξr}+
(
Y −ψaψ−1a j Yj
)
{η} (IV.97)
La matrice [Q] devient alors dans ce cas :
[Q] =
[
ψaψ
−1
a ψr−ψaψ−1a j ψr j Y −ψaψ−1a j Yj
]
(IV.98)
Les modes d’attaches résiduelles sont obtenus en enlevant des modes d’attache des modes à
interface libre déjà retenus dans la base modale tronquée de la sous-structure à interface libre
dans ce cas :
{y}= [Y ]{η}+[ψr]{{ξr}}+[ψar]{ξar} (IV.99)
[ψar] : matrice des modes d’attache résiduelle obtenue par :
[ψar] = [R]
[
Fj
]
(IV.100)
avec :
[R] = [G]− [Y ] [Ω]−1 [Y ] (IV.101)
[Ω] est la matrice des valeurs propres retenues.
La matrice [Q] devient alors :
[Q] =
[
ψaψ
−1
a j ψr−ψaψ−1a j ψr j Y −ψaψ−1a j Yj
]
(IV.102)
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2.6 Méthode hybride
Dans ce cas l’interface est divisée en une interface fixe et une interface libre [131]. Le
mouvement de chaque sous-structure peut être caractérisé par ses modes propres, ses modes
statiques de liaison et ses modes d’attaches.
D’où la relation de base de chaque sous-structure est donnée par :
{y}= [Y ]{η}+ [ψc j]{{y j f}}+ [ψa j]{ξ jl} (IV.103)
[Y ] : Base modale tronquée de la sous-structure SS(s);[
ψc j
]
: Matrice des modes statiques de liaison obtenue en calculant les déplacements correspon-
dant à un déplacement unité en un d.d.l d’interface fixe en supposant que les d.d.l d’interface
libre sont libres ;[
ψa j
]
: Matrice des modes d’attache obtenue en calculant les déplacements produits par des
forces unité appliquées aux d.d.l d’interface libre en supposant que les d.d.l d’interface sont
fixes.
La matrice [Q] dans ce cas devient :
[Q] =
[
ψaψ
−1
a j ψc j−ψaψ−1a j ψc j Y −ψaψ−1a j Yj
]
(IV.104)
Si on utilise les modes d’attache résiduelles, cette matrice devient :
[Q] =
[
ψarψ
−1
ar j ψc−ψarψ−1ar jψc j Y −ψarψ−1ar jYj
]
(IV.105)
2.7 Réduction des d.d.l de jonction
L’un des problèmes posé pour les méthodes de multiplication à interface fixe ou à interface
libre est que l’on conserve tous les d.d.l de jonction entre les sous-structures. Ce qui augmente
considérablement la taille du modèle condensé. Les méthodes de multiplication dynamique
restent parfois insuffisantes pour réduire l’ordre du système condensé final, et la condensation
des d.d.l de jonction devient nécessaire [14, 15, 131].
Nous proposons dans ce paragraphe une méthode de réduction des d.d.l de jonction basée sur
l’utilisation des modes de l’interface. Ces modes sont obtenus à partir de la condensation aux
interfaces de Guyan de la structure complète.
Le vecteur du déplacement de la structure globale est le suivant :
-
{
Yj
}
( j×1) : sous-vecteur des d.d.l de jonction, maîtres à conserver ;
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- {Yi} (i×1) : sous-vecteur des d.d.l internes esclave à éliminer.
L’équation modale du mouvement du système complet devient :
([
Kii Ki j
Ki j K j j
]
−λ
[
Mii Mi j
Mi j M j j
]){
yi
y j
}
=
{
0
f j
}
(IV.106)
On suppose qu’il n’y a pas de forces extérieures sur les d.d.l internes.
En développant les équations relatives aux premier groupe de lignes, on obtient une relation
entre
{
Yj
}
et {Yi} du type :
{yi}=
[
ti j (λ)
]{
y j
}
(IV.107)
avec : [
ti j (λ)
]
=−(Kii−λMii)−1
(
Ki j−λMi j
)
(IV.108)
La méthode proposée par Guyan [60] largement utilisée en analyse dynamique des structures,
elle utilise uniquement la transformation statique (λ = 0) suivant :
[
ti j
]
=−K−1ii Ki j (IV.109)
L’équation de transformation est exprimée uniquement en termes de d.d.l de jonction (maîtres) :
{yi}=
{
yi
y j
}
=
[
ti j
I j
]
{y j}= [Ti j]{y j} (IV.110)
Cette transformation appliquée au problème initiale de la structure globale permet d’aboutir à
un problème condensé de la forme :
([
Kc j
]−λ[Mc j]){y j}= 0 (IV.111)
avec : [
Kc j
]
=
[
Ti j
]
[K]
[
Ti j
][
Mc j
]
=
[
Ti j
]
[M]
[
Ti j
]
(IV.112)
Le vecteur déplacement de l’interface peut s’exprimer par :
[
y j
]
=
[
ϕ j
]{
η j
}
(IV.113)
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où
[
ϕ j
]
est la matrice tronquée des modes propres de l’interface.
Le vecteur condensé des déplacements de la structure assemblée devient :
{yc}=

η1p
...
ηKp
y j

=

I1 · · · 0 0
...
. . .
0 · · · IK
0 · · · ϕ j


η1p
...
ηKp
η j

(IV.114)
Dans ce cas, la matrice de transformation pour chaque sous-structure devient :
[Z]k = [Q]k [β]k [T ] (IV.115)
avec :
[T ] =

I1 · · · 0 0
...
. . .
0 · · · IK
0 · · · ϕ j
 (IV.116)
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