Abstract-Media production networks connect different actors such as production houses, broadcasters and advertisers over a large geographical area. The substrate network in a media production process can be shared among many users simultaneously. These networks often have predictable traffic, meaning that the timing and bandwidth requirements of data transfers are generally known at least hours or even days in advance. Using this knowledge, an efficient advance reservation mechanism can be deployed to improve the performance in terms of resource utilization and cost. In such mechanisms, to improve the performance, defining strategies to deal with unforeseen failures in the network is required. In this paper, we propose a resilient advance bandwidth reservation algorithm for media production networks. To enable a quick response to sudden changes such as failures in the network, we rely on a protection mechanism, which means that backup paths are found in advance, before any failure happens in the network. The proposed scheme aims at minimizing the resource usage of backups, while it guarantees 100% recovery against any single link failure. We have performed an availability analysis of the proposed scheme considering an optical transport network and compared it with the non-resilient approach. The results show that the proposed scheme performs reasonably well and enhances the availability significantly compared to the nonresilient approach.
I. INTRODUCTION
There are several geographically distributed actors involved in the media production process producing and processing different content, music, commentary, etc. These actors include production houses, facility providers, broadcasters and advertisers. These individual elements can be used over a shared network to generate the final product. Since bandwidth is a valuable resource in computer networks, especially in multimedia transfers, it is significant to have an efficient bandwidth reservation mechanism to fulfill QoS requirements and deadlines in the media production networks.
A main characteristic in such networks is the predictability of the traffic. This means that bandwidth requirements, timing (i.e. the start and the deadline of the data transfer) and locality of the data transfers are known at least hours or even days in advance. Using such knowledge, advance bandwidth reservation techniques [1] can improve the performance significantly in terms of bandwidth utilization and cost. In advance reservation algorithms, the resource reservation for requested data transfer happens before the actual time of the transfer.
In addition to efficient bandwidth management, reliability of the data transport in media production process is of great importance. Therefore, strategies to deal with network dynamics such as failures should be defined to enable reliable transmission of accepted requests without any loss in QoS upon occurrence of a failure.
Our contribution. In this paper, we propose a resilient advance bandwidth reservation algorithm. In order to have a quick response to sudden changes such as failures in the network, we use a protection mechanism which finds backup paths for connections in advance, before the occurrence of any failure. The objective is to minimize the resource usage by the protection paths of all traffic demands while 100% recovery is guaranteed against any single link failure in the network. In this scheme, first the primary paths for a given request are determined using an advance reservation algorithm which we presented in [2] . Then disjoint backup paths are found corresponding to these primary paths. Since some networks might have bridge links (links which their removal disconnects the network), we extend the proposed scheme to support segment protection in addition to path protection. With this extension, any single non-bridge link failure can be recovered in the network. Note that in the proposed schemes, the user can indicate the amount of required backup for each request. This way, the higher priority requests can be protected while the ones with lower priority can remain unprotected. The algorithms are optimized for media production networks, as such networks impose requirements which are not supported by other advance reservation techniques. Concretely, the start time of the requests in these networks are generally flexible while the deadline is fixed and the reserved bandwidth may change during the lifetime of the reservation. This combination has not been addressed by the existing works. Another important fact in media production networks is that requests might be dependent on each other and one cannot start before another request is finished. Finally the scheme should enable path splitting in order to increase bandwidth utilization.
We provide a thorough evaluation of the proposed scheme through simulation experiments. Since availability is an important performance assessment factor for protection schemes, we perform an availability analysis of the proposed algorithm over optical transport network and compare it with the non-resilient approach. In this evaluation the reliability characteristics of physical components and a well-known availability model are used. To the best of our knowledge, the availability analysis of resilient advance reservation algorithms remained unexplored.
The rest of the paper is organized as follows. Section II explains the existing work. The proposed resilient algorithms are detailed in Section III. Section IV describes the reliability performance parameters used for the performance evaluation of the protection scheme. Section V includes the performance evaluation of the proposed scheme and finally Section VI concludes the paper and discusses future work.
II. RELATED WORK Advance reservation is a recent topic which has gained interest in the area of optical networks with WDM. In [1] , the authors survey the advance reservation algorithms focusing on WDM networks and provide a novel taxonomy for classifying these algorithms.
There are two approaches to provide resiliency against failures: i) protection techniques and ii) restoration techniques. In protection, backup resources are reserved in advance before any failure happens in the network while in case of restoration backup resources are found upon failure detection. The former results in more resource consumption but the recovery time is quite fast. In [3] , the authors propose a restoration technique to deal with link failures. In their work, the active requests and the scheduled requests for future which are affected by a failure are restored. Several types of fixed, adaptive and unlimited time interval were evaluated in their work. Authors in [4] , [5] provide resiliency through shared path protection. A user specifies a delay tolerance which indicates how long the user can wait for a response. If the request cannot be served immediately, it is added to a queue. In this work different priorities for queue are considered.
There exist several works in the literature providing resilient advance reservation for offline procedures. This means that it is assumed that all the requests are known at the beginning of the scheduling. In [6] , the authors provide two heuristics based on simulated annealing to find link-disjoint backup paths. In one of the approaches backup-multiplexing is considered. ILPbased solutions were proposed in [7] , [8] to provide shared and dedicated path protection.
This work is the extension of our previous works [2] , [9] , in which advance bandwidth reservation algorithms with no support for failure recovery were presented. In [9] ILP-based solutions for online and offline procedures were presented and [2] extended that work with a heuristic-based approach to solve the scalability limitation of the ILP solutions.
This work differs from the existing works in the sense that an efficient advance reservation algorithm is proposed which is optimized for media production networks and thus enables variable bandwidth reservation and flexible start time of the requests. It guarantees 100% recovery against any single link failure while trying to minimize the resource consumption of the backup paths. Additionally, it improves the scheme's availability compared to the non-resilient approach.
III. RESILIENT ADVANCE BANDWIDTH RESERVATION

ALGORITHMS
In this section, we first explain a heuristic-based algorithm to provide a scheduling which is referred to as Advance Bandwidth Reservation algorithm (ABR). Then we detail the proposed resilient schemes which are the extension of ABR to have a resilient scheduling. The ABR algorithm supports both 'offline' and 'online' procedures. In the 'offline' procedure, all the requests are known in advance. In practice, some requests might not be known from the start of the scheduling, in which case an 'online' procedure should be considered. In the latter, upon arrival of new requests to the reservation system, ABR (re)schedules all the requests (i.e., both existing and new requests) to have a close to optimal scheduling. However, to ensure that the requests which were admitted before are not rejected, the new requests are assigned a lower priority.
This algorithm can be used to schedule sets of requests including several interdependent and deadline-constrained network transfers. In this work, the network is represented as a graph composed of nodes and edges. Two types of requests are considered: i) video file transfers and ii) video streaming. In the former, the reserved resources may change over time, as long as the delivery deadline is satisfied. However, in video streaming the reserved resources are fixed during the request lifetime. In both cases, if the deadline of a request cannot be guaranteed, it is rejected. Requests are grouped into scenarios which should be executed in their entirety. When a scenario is accepted all the related requests must be executed and in case of rejection, none of the requests are executed. The requests within a scenario can be dependent on each other and each request should have: i) a source node, ii) a destination node, iii) the start time (for video streams) or the time when the data is ready to be transferred (for file-based request), iv) the deadline (for file-based request) or fixed end-time (for video streams), v) the duration and vi) the bandwidth requirement.
A. Advance Bandwidth Reservation algorithm (ABR)
In [9] an ABR framework for media production networks was proposed and ILP-based solutions were presented for the scheduling problem taking into account the specific characteristics of media production networks. In order to solve the scalability limitation of the ILP solutions a heuristic approach was presented in [2] which is detailed in this section.
This algorithm iteratively processes time slots which are fixed amounts of time during which the scheduled network paths and transmission speed remain the same. In this algorithm, the scenarios are sequentially accepted and scheduled.
There are different blocks in the ABR algorithm which are presented in Figure 1 . New scenarios enter the scheduler through an API which can be transformed using the Input Transformation block. An example of this transformation involves updating of the admitted scenarios' demands upon arrival of new scenarios. In the next steps, first the requests within the scenario are prioritized and in each time slot the network allocation algorithm is called for each request. If the algorithm is successful in allocating bandwidth to all the requests of that scenario, it is admitted and the schedule is updated. Otherwise, the previous scheduling does not change. In this algorithm, first the scenarios are sorted based on the earliest average start time of the scenario's requests. If two scenarios have the same value, the one with higher demands is selected. Note that for each scenario, the network resource usage, the requests information and the current scheduling are maintained which is depicted in Algorithm 1. The Prioritization algorithm is responsible for assigning priorities to the requests within a scenario. This prioritization is based on two factors: i) the estimated hard deadline and ii) the demand. The deadline for all the requests might not be specified and thus, the hard deadline (i.e., the latest possible deadline) for the requests with no deadline is considered. We estimate this time by assuming that all the requests on which the request with no deadline depends use the whole network at once. This gives an upper bound for the possible deadline of that request. In the prioritization algorithm, the first factor plays the main role i.e., the sooner the deadline, the higher the priority. The second factor is basically a tie breaker, meaning that when the hard deadlines are equal, the higher demand leads to higher priority. The requests of the scenario are given to the TimeSlot algorithm to decide the acceptance or rejection of the scenario. If a feasible schedule is found, the previous schedule is updated, otherwise the algorithm backtracks to the previous feasible schedule.
The TimeSlot algorithm shown in Algorithm 2 is composed of 5 sub-modules and it iterates over the time slots.
• TimeSlotRequests: This algorithm determines the eligible requests which can be served at the current time slot. There are two possibilities: i) independent requests and ii) requests with start time dependencies. In the former, it is checked whether the current interval is greater or equal to the request start time. In case of the latter, it is checked whether the other requests which this request depends on are finished. Only if all those requests are finished, this one is eligible to start.
• Limit: This module defines a limitation for each request.
For the video streams this limit is equal to their demand which is fixed and for file-based requests the residual demand (updated according to the transferred part of the video file) is considered as the limit.
• Sorting: This module sorts the requests based on their assigned priority (using prioritization algorithm).
• BWallocation: This is the main module of the TimeSlot which is based on two different algorithms for video streams and video files respectively. This module is responsible for bandwidth allocation to the requests depending on their type.
• Update and check for feasibility: Once the required demands are allocated to the requests, it is checked whether they are feasible or not. If the hard deadline of a request is reached but part of the request is not transferred yet, this scheduling is infeasible.
The BWallocation algorithm is shown in Algorithm 3. In this algorithm, first a cost is assigned to each network link using a cost allocation module. This cost is calculated based on the popularity of the link. In this module, the most desired paths for the requests are found. The cost of each link is the sum of the popularity of this link for all requests. To determine how important a link is for a request, the maximum flow from the source to the sink of each request is determined. The popularity of the link is measured by dividing the link utilization by the maximum flow. The Edmonds-Karp algorithm [10] is used for maximum flow calculation.
There are two algorithms for bandwidth allocation depending on the type of the request, BWallocationFB and 
on maximum flow and least-cost path algorithms. In this algorithm, first the maximum flow based on Edmonds-Karp approach is calculated and if it is lower than the request's limit, all the paths used to achieve the maximum flow are reserved for this request. Otherwise, the algorithm constructs a graph out of the maximum flow paths and repeatedly finds the least-cost path until the demand of the request is fulfilled. The least-cost paths are calculated based on a modified version of the Dijkstra algorithm [11] , in which the calculated costs are used instead of path length. The video streams are handled by the BWallocationVS algorithm which is similar to the second part of the BWallocationFB when the maximum flow is higher than the request's limit. It repeatedly finds the least-cost path on the whole graph until the demand of that request is fulfilled. If there is not enough capacity to allocate to the request it can not be served and thus the feasibility is set to false.
In order to support 'online' procedures, the ABR algorithm is invoked whenever there is a new scenario submitted to the scheduler. Upon arrival of new scenarios, the demands of the previously accepted requests should be updated to allow for re-scheduling of the residual demands.
B. ABR with Path protection (ABRP)
We extend the explained ABR algorithm to have a robust and resilient scheduling. The proposed algorithm is proactive which means that scheduling is made robust through a protection mechanism. We try to find backup paths for the scheduled requests in advance, before any failure happens in the network. This enables a fast reaction upon occurrence of a failure.
The steps of the proposed algorithm are almost identical to the ABR algorithm except that in the resilient approach, when bandwidth is allocated to a request, we look for a (multiple) disjoint path(s) to be reserved as backup path(s) for that request. This means that the resilient algorithm differs from the ABR algorithm only in the BWallocation module. Note that similar to BWallocation, the modified module uses two different approaches for serving video streams and video files which are shown in Algorithms 6 and 7.
In BWallocationVSResilient, first we schedule the request using BWallocationVS. We refer to the paths found by this algorithm as 'primary paths'. Then the links used in the primary paths are removed from the network and the BWallocationVS is reused on the residual network to find the backup paths for that request. These backup paths are disjoint from the primary paths but they can share links among themselves. Note that for the backup paths, it is not required to allocate the exact amount of bandwidth as in the primary paths. Since the protection scheme guarantees a single link failure recovery, it is enough to find the maximum bandwidth (maxBW) allocated on the links of the primary paths and find backup paths to fulfill the maxBW. This way, if any link in the primary paths fails, there is enough capacity in the backup paths for the recovery of the affected paths. In practice, a request may not ask for 100% recovery of bandwidth demand upon occurrence of a Data: an FB request currentState ← Save the current network state currentLimit ← Limit(req); while currentLimit > 0.1 do reservation ← BWallocationFB(req, currentLimit, graph); maxBW ← max Bandwidth(reservation); graphReduced ← remove the links in reservation from the network graph; backupLimit ← min(maxBW, requestedBackup(req)); backupReservation ← BWallocationFB(req, backupLimit, graphReduced); if !backupReservation then set current network state to currentState; currentLimit ← currentLimit/2; else return reservation, backupReservation; end end Algorithm 7: BWallocationFBResilient for video files failure and it is sufficient that a portion of the request demand is transmitted to the destination. Therefore, we compare the found maxBW and the amount of requested backup and select the smaller value as the limit to be fulfilled by the backups. If a feasible scheduling is not found the request is rejected.
The steps in BWallocationFBResilient are partially identical to the BWallocationVSResilient. This means that first primary paths are found using BWallocationFB and then the used links are removed and disjoint backup paths are found in the residual network. The difference is that if a feasible scheduling is not found, it backtracks to the initial state and retries the bandwidth allocation with a lower bandwidth demand.
C. ABR with Segment protection (ABRS)
An issue with ABRP is that if there is a bridge link (i.e., links which their removal disconnects the network) in the primary paths of a request, the algorithm is not capable of finding a backup path for that request and thus the request is rejected. Therefore, we extend the proposed resilient algorithm to support segment protection. In this scheme, the bridge links are used in both primary and backup paths. However, the rest of the backup paths are link-disjoint from the primary paths. With this extension, the algorithm is capable of protecting the primary paths only if the failure occurs in the non-bridge links.
The steps of this algorithm are partially identical to the BWallocationResilient, with the difference that the bridge links are not removed after the primary paths are found, and the capacity of the bridge links is shared between both primary and backup paths. The experimental results in Section V identify the impact of this extension on the percentage of the accepted requests in the proposed scheme.
IV. RELIABILITY PERFORMANCE PARAMETERS
In this section, we detail the performance parameters used for the evaluation of ABRP/ABRS for single link failure.
WDM Line System
WDM Line System OA OA 80km 80km 100km Fig. 2 . Example of a bidirectional line [12] .
A. Component availability
The probability that a component is functional at any arbitrary moment is referred to as availability of that component which can be calculated based on the components mean time to repair (MTTR) and the mean time between failures (MTBF). MTTR is the time needed to restore a component and MTBF is defined as the time between two consecutive failures of the component [12] . The availability A is defined as:
B. Protected/unprotected connection availability
In order to calculate the availability of a connection in a network, we rely on the availability of the components in the network. Considering an unprotected connection, all the nodes and links along that connection should be available to have an available connection. This is expressed as:
A i represents the availability of the ith component along the path. Note that recovery schemes improve the availability of a connection because a protected connection is available if the primary path or the backup path is available.
A p and A p represent the availability and unavailability of the primary path respectively. A b is the availability of the backup path.
To present the availability of a system, A system , the above formula can be extended. Considering more than one connection and single failure, we have:
M is the number of working connections in the system.
C. Network availability model
In order to model the network availability we relied on the model presented in [12] . In this model a node is composed of one optical cross connect (OXC) and a bidirectional line (link) which connects two optical nodes consists of a several components such as pieces of physical cable, a few bidirectional optical amplifiers (OA) and a line system at each side of the line (see Figure 2 ). This line is available if all the components are available. Assuming that failures are statistically independent, the availability of a bidirectional line is expressed as:
N represents the number of OAs which is dependent on the length of the line (assuming an OA every 100 Km) [12] . We evaluate the connection availability of the proposed resilient algorithm over optical transport network based on the reliability characteristics of the components along the paths and the model presented in formula (3) . In this evaluation, for every request, the primary paths are calculated and the availability of the unprotected paths is calculated based on formula (2) . Then links along the primary paths are considered failing, one at a time, the availability of the backup paths and the unaffected primary paths are calculated and the sum of all is considered as the availability of the protected connection.
V. PERFORMANCE EVALUATION
We first evaluate the performance of ABRP, determining the impact of available bandwidth, percentage of requested backup and percentage of the requests known in advance on the requests acceptance rate. Then we evaluate the impact of segment protection (ABRS) on the acceptance rate and finally, we perform the availability analysis on this scheme.
A. Evaluation Setup
For the performance evaluation of the proposed scheme, we defined a set of use case scenarios relying on the information gathered from several Belgian media production actors, including a broadcaster, service provider and recording facility provider. Use case 1 is a soccer after-game discussion program composed of 5 different file transfer requests. Use case 2 is a 30 minute infotainment show comprising 18 file transfer requests. The last use case is a news broadcast which includes 4 file transfer and 4 video streaming requests. We have generated several instances of each use case with randomized input parameters. We refer interested readers for more detailed explanation of these use cases to [9] .
Two different topologies are used for the evaluation of media production network reservation system. The first topology is the well-known ATT North America topology from the Internet Topology Zoo links. Since this topology does not have bridge links, we use the second topology with several bridge links to evaluate the impact of segment protection on the performance of the proposed algorithm. This topology is depicted in Figure 3 . It is composed of 12 nodes and 14 links and as we see, there are 8 bridge links in this topology. All the experiments are performed on the ATT North America topology except the ones which evaluate the performance of ABRS algorithm. Each simulation run covers a 24 hour period. It is assumed that some use case instances are known only throughout the day, at least one hour before start time of its earliest request. In all the evaluations a time slot size of 3600 seconds is used. The number of use case instances are 20 (209 requests in total) and 50 (519 requests in total) for the experiments in the small and larger topologies respectively. Each experiment is repeated 10 times and the average values are reported.
We have implemented all the algorithms in Java 1.7.
B. Impact of available bandwidth
In this section, we evaluate the impact of physical network capacity on the performance of the ABRP algorithm. Figure  4 compares the percentage of the accepted requests for ABRP where different percentage of the use case instances are known in advance. The capacity of the links in the network ranges between 100 up to 500 Mbps. In this experiment we assume that each request asks for 100% backup (i.e., the backup capacity is equal to the actual demand). As we see, knowing the requests in advance (at the start time of the scheduling) can improve the acceptance rate of the scheme compared to the case where none of the requests are known (0% known).
Note that although 100% backup per request is considered, the acceptance rate is a lot higher than 50% (more than 90%) for bandwidth of 500 Mbps (when no backup is considered, the acceptance rate is 100% for the 500 Mbps capacity). The reason is that in our scheme, we do not reserve the exact requested bandwidth for the backups. It is enough to have backup capacity equal to the maximum bandwidth on the links allocated to the primary paths. This reduces the reserved bandwidth for the backups.
C. Impact of backup requirement
As explained before, the requests can ask for different backup capacity. In the following experiment, we evaluate the impact of different backup requirements on the acceptance rate of ABRP. We assumed that network links have 300 Mbps capacity which was enough for ABR algorithm to have 100% acceptance rate. Figure 5 compares the percentage of accepted requests for ABRP where different percentage of the use case instances are known in advance. Note that in this graph, the 0% backup requirement refers to ABR where no backup paths are found for the requests. The acceptance rate for different backup requirement ranging from 0 to 100% is depicted. As we see, when large backup capacity is requested (above 60%) more decrease in the acceptance rate is visible.
D. Impact of segment protection
In this section, we evaluate the performance of ABRS. As the ATT North America topology does not have bridge links the impact of segment protection is not visible. Therefore, we perform our evaluation on another topology depicted in Figure 3 with 8 bridge links. Note that applying ABRP on this topology resulted in 0% acceptance rate. Figure 6 compares the percentage of accepted requests for ABRS where different percentage of the use case instances are known in advance. The acceptance rate vs. different percentage of requested backup is depicted. As we see, the decrease in the acceptance rate while the backup requirement increases is not very large. This is explained by the fact that the capacity of the bridge links (8 out of 14 links) is shared between backup and primary paths. This enables accepting more requests even though the requested backup increases compared to ABRP algorithm in which no capacity is shared. This graph illustrates the impact of knowing the use case instances in advance on the performance of the scheme as well.
E. Availability analysis
In order to evaluate the performance of ABRP algorithm in terms of availability, we made a small modification in the algorithm to accept or reject a request based on the availability analysis of that request. Assuming certain availability is required for each request, included in the Service-Level Agreement (SLA), if the achieved availability after calculating the primary and backup paths, using ABRP, is less than the requested one in the SLA, the request is rejected. In order to accept a request, the achieved availability should be equal or higher than the requested one while the deadline corresponding to that request is not passed.
The MTTR and MTBF of different physical components are based on the values proposed in [12] and are reported in Tables I and II . The nodes are considered to be reliable enough and their availability is assumed to be 1.
In order to evaluate the availability of each connection, we need to know the length of each link along that connection. In the ATT North America topology, nodes are annotated with their coordinates (latitude and longitude). We used these coordinates to calculate the length of each link in the network. The length of the links in this network is in the range of o(100)-o(1000) km.
Considering the availability model of a bidirectional line presented in formula (5), fiber optic cable is the dominant component in this model due to frequent cable cuts and very long repair times. Therefore, the availability of a line is dependent on its length.
In this experiment, we evaluate the acceptance rate of ABRP vs. different requested availability ranging from 0.9 to 0.99999. As mentioned before, required availability is asked for each request individually. Figure 7 compares the percentage of the accepted requests for ABRP where different percentage of backup capacity is requested. The bandwidth of the links is equal to 500 Mbps.
As we see, when no backup is considered, the achieved availability of the requests does not reach 0.999 and thus all the requests are rejected when 0.999 availability and higher is requested (leading to 0% acceptance rate). However, the availability of the requests is improved significantly when backup paths are used and it reaches up to 0.9999.
To see the impact of the links length on the availability of the connections, we repeated the same experiment on the same topology but with shorter links length. Figure 8 illustrates the same results as in Figure 7 but the length of the links are in the range of o(10)-o(100) km. As we see, the improvement in the performance is significant when shorter links are considered in the network. The availability of the protected connections reaches up to 0.99999 and even the unprotected connections achieve higher availability of 0.999. As expected, in both figures, the higher the backup capacity, the lower the acceptance rate. Additionally, in both figures, we see that the unprotected scheme leads to higher acceptance rate compared to ABRP for very low requested availability. The reason is that the requested availability is low enough that even unprotected connections can fulfill that, and because no capacity is reserved for backups more requests can be accepted while for the protected connections, although the requested availability is very low and the achieved availability fulfill the requirement, there is not enough capacity to accept more requests.
VI. CONCLUSION
In this work, we proposed a resilient advance bandwidth reservation algorithm. This algorithm is optimized for media production networks, as these networks impose requirements which are not supported by other advance reservation techniques. The proposed scheme addresses: i) multi-path routing, ii) time-variable bandwidth reservation, iii) flexible start times, and iv) request dependencies. The scheme is based on a protection mechanism which minimizes the backup capacity of the requests while guaranteeing 100% single link failure recovery (if feasible) in the media protection networks. Using backup paths, the scheme is capable of quickly adapting to network failures and the transmission of accepted requests are unaffected without any loss in the QoS. The experimental results indicated the successful operation of the proposed scheme in these networks and confirmed that if a significant part of the requests are known in advance, a good performance in terms of bandwidth utilization and requests acceptance rate is achieved. Additionally, we performed an availability analysis of the proposed protection scheme which was significantly improved compared to the non-resilient approach. As future work, we plan to extend this resilient scheme to have an online scheduler using the backup capacities (in case of no failure) to improve the bandwidth utilization in the network.
ACKNOWLEDGMENT
This work was partly funded by the UGent BOF/GOA project 'Autonomic Networked Multimedia Systems' and by ICON MECaNO which is a project co-funded by iMinds, a digital research institute founded by the Flemish Government. Project partners are SDNsquare, Limecraft, VideoHouse, Alcatel-Lucent, and VRT, with project support from IWT under grant agreement no. 130646.
