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Abstract
It is known that the geometric invariants of a group G (which contain information on finiteness properties of certain submonoids
and normal subgroups of G) have a description in terms of the vanishing of group homology of G with Novikov-ring-coefficients
[see J.-C. Sikorav, Homologie de Novikov associe´e a` une classe de cohomologie re´elle de degre´ un, The`se Orsay, 1987; R. Bieri,
The geometric invariants of a group, in: G.A. Niblo, M.A. Roller (Eds.), Geometric Group Theory, in: London Math. Soc. Lecture
Notes Series, vol. 181, Cambridge University Press, Cambridge, 1993; R. Bieri, R. Strebel, Geometric invariants for discrete
groups, manuscript-preprint of a monograph (in preparation)], and [R. Bieri, R. Geoghegan, Kernels of actions on non-positively
curved spaces, in: P.H. Kropholler, G. Niblo, R. Sto¨hr (Eds.), Geometry and Cohomology in Group Theory, in: London Math.
Soc. Lecture Notes Series, vol. 252, Cambridge University Press, Cambridge, 1998, pp. 24–38]. In a recent paper Kochloukova
[D. Kochloukova, Some Novikov rings that are von Neumann finite and knot-like groups (submitted for publication)] uses this to
prove a conjecture of E. Rapaport-Strasser on knot-like groups. We extend her approach to establish a rather general relationship
between deficiency and the geometric invariants of a group.
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MSC: 20J05; 20F65
1. Introduction
1.1. Deficiency
If a group G has a finite presentation in terms of d generators subject to r defining relations then the difference
d − r satisfies the inequality d − r ≤ Z-rank of G/G ′. The maximal value of d − r over all finite presentations of G
is the deficiency def(G) of the group G.
1.2. The geometric invariants
Recall that a group (or a monoid) G is of type FPm , if the trivial G-module Z admits a ZG-free resolution which is
finitely generated in all dimensions ≤m. A group G is finitely generated if and only if G is of type FP1; and G finitely
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presented implies type FP2, but not vice versa. The geometric invariants Σm(G;Z), introduced in [4] for m = 1 and
in [5] for m > 1, are defined when G is a group of type FPm . For simplicity, let us assume that G is finitely generated.
By characters of G we mean homomorphisms χ : G → R into the additive group of the real numbers. For each
character χ we consider the submonoid of G,
Gχ = {g ∈ G | χ(g) ≥ 0},
and put
Σm(G;Z) = {χ | the submonoid Gχ is of type FPm}.
Note that the set of characters is a finite dimensional real vector space and that the geometric invariants form a
descending chain of conical subsets
Hom(G,R) = Rn = Σ 0(G;Z) ⊇ Σ 1(G;Z) ⊇ Σ 2(G;Z) ⊇ · · · ⊇ Σm(G; Z).
1.3. The main result
The main result of this note is
Theorem A. Let G be a finitely presented group.
(a) If Σ 1(G;Z) 6= {0} then def(G) ≤ 1.
(b) If def(G) = 1 then Σ 1(G;Z) = Σ 2(G;Z).
(c) If def(G) = 1 and Σ 1(G;Z) 6= {0} then G is of cohomological dimension cd(G) ≤ 2.
1.4. Remarks
(a) The first assertion is already contained in the manuscript [6]. The second assertion is new.
(b) The idea to prove the theorem was triggered by Kouchlokova’s proof of the Rapaport–Strasser Conjecture on knot-
like groups [8,9]. In particular, we are extending and using her result on von Neuman finiteness of the Novikov
ring of G with respect to a discrete character χ : G → R i.e., a character whose image is discrete in R.
2. Applications
2.1. An immediate application
An immediate application results, as usually, from the fact that the geometric invariants contain full information on
the FPm-type of normal subgroups with Abelian factor group. In fact, one of the main results of [4] and [5] asserts.
Theorem 1. Let G be a group of type FPm, k an integer with m ≥ k ≥ 1, and N a normal subgroup of G with G/N
Abelian. Then N is of type FPk if and only if the geometric invariant Σ k(G;Z) contains all characters χ : G → R
with χ(N ) = 0.
Thus, the existence of a finitely generated normal subgroup N with infinite Abelian quotient implies non-vanishing
of Σ 1(G;Z), and such normal subgroups are of type FP2, if the first two geometric invariants coincide. Moreover,
by [1] normal subgroups N of type FP2 in finitely generated groups G with cd(G) ≤ 2 are known to be free or of
finite index. This proves
Corollary B. Let G be a finitely presented group.
(a) If G contains a finitely generated normal subgroup N with G/N infinite Abelian then def(G) ≤ 1,
(b) If def(G) = 1 then every finitely generated normal subgroup N with G/N Abelian is of type FP2; in fact, if G/N
is infinite then N is free of finite rank and rkZ (G/N ) = 1.
2.2. Remark
(a) The first assertion of the corollary is contained in the result of Lu¨ck [10], asserting the conclusion def(G) ≤ 1
even when the assumption “G/N infinite Abelian” is replaced by “G/N contains an element of infinite order”. The
second assertion seems to be new.
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(b) It would be interesting to get complete understanding of the groups with def(G) = 1 and Σ 1(G;Z) 6= {0}.
By [4] we know that, for any group G,Σ 1(G;Z) 6= {0} if and only if G is an ascending HNN-extension over a
finitely generated base group B. Freeness of B would, of course, imply def(G) = 1 and cd(G) ≤ 2. And, conversely,
def(G) = 1 together with Σ 1(G;Z) 6= {0}, implies cd(G) ≤ 2, by Theorem A. Hence the picture would be complete
could we prove
Conjecture. A finitely presented group G with def(G) = 1 and Σ 1(G;Z) 6= {0} (hence cd(G) ≤ 2) is an ascending
HNN-group over a finitely generated free base group.
Note that Corollary B settles the conjecture in the situation when Σ 1(G;Z) contains a pair of antipodes.
3. The strategy of the proof
3.1. The Novikov ring
Let G be a group and χ : G → R a character. We consider formal (infinite) sums λ = ∑ ngg, where g runs
through all elements of G and ng ∈ Z. The support of λ is the subset supp(λ) = {g ∈ G | ng 6= 0} of G. The
Novikov ring of G with respect to χ , denoted ẐGχ , consists of all such formal sums λ, having the property that the
set {g ∈ supp(λ) | χ(g) < r} is finite, for each real number r . The Novikov ring carries the obvious formal addition
and multiplication. Moreover, it contains the group ring as a subring and thus has also a natural G-module structure.
The following result is essentially due to Sikorav [12].
Theorem 2. Let G be a group of type FPm . A character χ : G → R is in Σm(G;Z) if and only if Hk(G; ẐGχ ) = 0
for all k = 0, 1, . . . ,m.
Remark. The theorem holds in greater generality: geometric invariants Σm(G; A) can be defined with an arbitrary
G-module A replacing the trivial G-module Z; the homology of G with Novikov-ring-coefficients in Theorem 2 is
to be replaced by TorZGk (A, ẐGλ). A proof of this is sketched in [2] and [6], see also [3]. For the convenience of the
reader we supply the full arguments in Appendix A; they are taken from the Diploma Thesis of Pascal Schweitzer [11].
3.2. Von Neumann finiteness
One can expect that Theorem 2 will lead to insight and applications, given a good understanding of the Novikov
rings ẐGχ . Indeed, Sikorav [12] has already observed that ẐGχ admits a nontrivial ring-homomorphism into a
field, with the consequence that finitely generated free modules have a well defined rank. This, in turn, enabled him
to deduce certain Morse inequalities. Kochloukova’s above mentioned recent papers [8,9] add to this by establishing,
for certain Novikov rings, a rather stronger property:
Definition. A ring Λ is von Neumann finite, if every surjective endomorphism of a finitely generated free Λ-module
is injective.
Kochloukova [9] proves that ẐG is von Neumann finite, if χ is a discrete character. Here we use and improve this,
by showing
Theorem 3. The Novikov ring ẐG is von Neumann finite for every character χ .
The proof of Theorem 3 is given in Section 4 below.
3.3. Proof of Theorem A
Let χ : G → R be a character in Σ 1(G;Z). Let
F2
∂2→ F1 ∂1→ZG → Z→ 0
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be the Lyndon resolution of a presentation of G on d generators and r defining relations. By Theorem 2, taking the
tensor product over ZG with ẐGχ yields the exact sequence,
Fˆ2χ
∂ˆ2→ Fˆ1χ ∂ˆ1→ ẐGχ → 0,
where M̂χ stands for M
⊗
ZG ẐGχ with M an arbitrary G-Module; note that these are the free ẐGχ -Modules
of rank d or r , if M is F1 or F2, respectively. Since ẐGχ is a free ẐGχ -module this sequence splits, showing
Fˆ1χ ∼= im(∂ˆ2)⊕ ẐGχ , and Fˆ2χ ∼= ker(∂ˆ2)⊕ im(∂ˆ2). Thus we find an epimorphism
Fˆ2χ ⊕ ẐGχ → Fˆ1χ → 0,
and, using the unique rank property, deduce that r + 1 ≥ d. This proves def(G) ≤ 1, and hence Assertion (a) of
Theorem A.
To prove Assertion (b), we assume now that G is given in terms of a presentation with d generators subject
to r = d + 1 defining relations. Then the epimorphism found above can be interpreted as an endomorphism of
(ẐGχ )d , and then von Neumann finiteness of ẐGχ implies that its kernel, ker(∂ˆ2), is zero. But if one now computes
H2(G; ẐGχ ) in terms of any resolution extending the Lyndon resolution, the vanishing of the 2-cycles will, of course,
imply that H2(G; ẐGχ ) = 0. Thus we have proved that Σ 1(G;Z) is contained in Σ 2(G;Z). The converse is trivial;
hence the proof of Theorem A is complete.
Since Fi embeds in Fˆiχ , injectivity of ∂ˆ2 implies injectivity of ∂2, hence Assertion (c).
4. The proof of Theorem 3
4.1. Grading and valuation
Let χ : G → R be an arbitrary non-zero character. The Novikov ring is endowed with an R-valued grading and a
valuation vχ : ẐGχ → R as follows. Each λ ∈ ẐGχ has a well defined expansion λ =∑ λr , with r running through
the real numbers and where the homogeneous component λr ∈ ZG collects all monomials ng of λ with n ∈ Z, g ∈ G,
and χ(g) = r . We write λχ ∈ ZG for the initial homogeneous component, and
vχ (λ) = infχ (supp(λ)) ∈ R ∪ {+∞}
for its degree, where infχ (φ) has to be interpreted as +∞, so that vχ (0) = +∞.
4.2. ẐGχ as a topological ring
The Novikov ring ẐGχ is not just a ring, but carries a natural topology. A basis for the neighbourhoods of the zero
element is given by
Ur = {λ ∈ ẐGχ | vχ(λ) > r}.
ẐGχ is, in fact, the completion of the group ring ZG with respect to the filtration (Ur ∩ ZG | r ∈ R). A sequence
(λm | m ∈ N) of elements of ẐGχ converges towards λ ∈ ẐGχ , in symbols: (λm) → λ, if the real sequence
(vχ (λm − λ) | m ∈ N) converges to +∞. In particular, if we write
λ[m] =
∑
r≤m
λr ∈ ZG
for the partial sum of the homogeneous components of degree ≤ m then (λ[m]) → λ, showing that the group ring
ZG is dense in ẐGχ .
4.3. Matrices over ẐGχ
Let Mχ = MnẐGχ denote the ring of all n × n-matrices with entries in the Novikov ring ẐGχ . The matrices
A ∈ Mχ inherit the notion of grading, (initial) homogeneous components, degree and valuation from the ring of
entries. Thus
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• supp(A) is the union of the supports of the entries of A,
• vχ (A) = infχ (supp(A)) ∈ R ∪ {+∞},
• the homogeneous component Ar of A is the matrix whose entries are the homogeneous components of degree r of
the entries of A,
• Aχ stands for the initial homogeneous component of A, and its degree is vχ (A),
• Mχ is a topological ring; the neighbourhood basis of 0 given by {A ∈Mχ | vχ (A) > r},
• a sequence of matrices converges towards the matrix A if all sequences of entries converges towards the
corresponding entry of A.
• Given a matrix A ∈ Mχ and a real number p we write A in the decomposition A = A[p] + A∗[p], where
A[p] stands for the partial sum over the homogeneous components of degree ≤ p, and A∗[p] ∈ Mχ , with
vχ (A∗[p]) > p. Thus A[p] → A, as p →+∞.
4.4. We embark on the proof of Theorem 3
Let A and B be matrices in Mχ with AB = E the unit matrix. We put a = vχ (A) and b = vχ (B), and write
A = A[p] + A∗[p] and B = B[q] + B∗[q]. Then
AB = A[p]B[q] + A[p]B∗[q] + A∗[p]B[q] + A∗[p]B∗[q].
Note that
χ(supp(A[p]B[q])) ⊆ [a + b, p + q],
while vχ (A[p]B∗[q]) ≥ a + q, vχ (A∗[p]B[q]) ≥ p + b, and vχ (A∗[p]B∗[q]) ≥ p + q , so that
vχ (A[p]B∗[q] + A∗[p]B[q] + A∗[p]B∗[q]) ≥ min(a + q, p + b).
For each natural number m we make the specific choice p = m − b and q = m − a. This leads to the decomposition
E = AB = A[m − b]B[m − a] + C(m), with vχ (C(m)) ≥ m,
showing that
A[m − b]B[m − a] → E, as m →+∞.
4.5. Now we fix the number m
We write C as shorthand for C(m) and observe that A[m − b]B[m − a] − E , and hence C = C(m), is a matrix
over the group ring ZG. As vχ (C) ≥ 1, the matrix E − C has a formal inverse
(E − C)−1 = E + C2 + C3 + · · · + Ck + · · · ,
and this holds not only in ẐGχ , but also in every Novikov ring ẐGχ with respect to any character ψ with vψ (C) > 0.
Since supp(C) is a finite subset of G, vψ (C) > 0 holds true for an open neighbourhood Ω(χ) of χ (depending on m)
in Hom(G,R). In fact, (E − C) is invertible in the subring
ẐGΩ(χ) = ∩{ẐGψ | ψ ∈ Ω(χ)},
and the inverse is, of course, always the same. Since the set of all discrete characters is dense in Hom(G, R), we find
a discrete character φ : G → R in Ω(χ), and for that one we consider the product
A[m − b]B[m − a](E − C)−1 = E .
By Kochloukova’s result [9] we know that the Novikov ring with respect to φ is von Neumann finite; hence
B[m − a](E − C)−1A[m − b] = E,
which we want to interpret in the Novikov ring ẐGχ .
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4.6. Now we let m →+∞
The expansion of (E −C)−1 shows that (E −C(m))−1 → E , provided the expansion has an interpretation for all
natural numbers m. In the Novikov ring ẐGχ this is indeed the case; hence pushing the last product formula to the
limit yields BA = E . This establishes von Neumann finiteness of ẐGχ and hence Theorem 3.
Appendix A. Homology with coefficients in the Novikov ring — An appendix by Pascal Schweitzer
The purpose of this short appendix is to give an explicit proof of the known connection between Tor(ẐGχ ; A) of
the Novikov-completion ẐGχ and the property of χ being in the homological geometric invariant Σm(G; A). This
proof has been outlined in [2] and [6] and is similar to the homotopical analogue also proven in that work.
A.1. Introduction
In Appendix A.4 we will prove the following theorem:
Theorem A.1. Let A be G-module of type FPm and χ : G → R∞ a non-trivial character. Then the following two
statements are equivalent:
1. [χ ] ∈ Σm(G; A),
2. ∀i ≤ m, TorZGi (ẐGχ , A) = 0.
To make this possible, we first give several definitions in Appendix A.2. In Appendix A.3 we will review the proof
of the Sigma-Criterion since we will need details of the proof in Appendix A.4.
A.2. Definitions
Let G be a group of type FPm and let S(G) be the character-sphere of G. Let F  A be a free resolution, with
finite m-skeleton and basis X . Let F˜ be the augmented chain complex F → A → 0. Let χ : G → R be a character.
Every map v : X → R can be extended to a map v : F→ R ∪ {∞} as follows:
v(c) = inf{v(x)+ χ(g) | g · x ∈ supp(c)}.
A map arising in this way having the additional property that v(∂c) ≥ v(c) is called a naive (centerless) valuation
on F. We want to describe some properties of naive valuations. The first lemma holds for every valuation and justifies
the terminology, while the second is the actual reason why we limit ourselves to naive valuations.
Lemma A.1. 1. ∀a, b ∈ F, v(a + b) ≥ min{v(a), v(b)},
2. ∀g ∈ G, a ∈ F, v(ga) = χ(g)+ v(a),
3. v(a) 6= v(b)⇒ v(a + b) = min{v(a), v(b)}.
Lemma A.2. Let F and F′ be two free valuations of G modules A, v and v′ be two naive resolutions to the bases X
and X ′ and ϕ : F→ F′ be a G-homomorphism. Then, for every f ∈ F we have:
v′(ϕ( f )) ≥ v( f )+ inf
x∈X
{v′(ϕ(x))− v(x)}.
One should consult [5] for further details on valuations on resolutions and their properties.
Let C be a G chain complex. An R filtration of C is a family {Cr | r ∈ R} of G subcomplexes such that
C = ⋃r∈R Cr and Cr ⊆ Cr ′ when r ≤ r ′. As in [7] we call {Cr } essentially m-acyclic if there exists D ∈ R
such that for all i ≤ m the inclusions ι : Cr → Cr+D induce trivial maps Hi (Cr )→ Hi (Cr+D).
Σm(G, A) ⊆ S(G) is the set of all equivalence classes of nontrivial group characters [χ ] for which there is a naive
valuation v extending χ such that the filtered chain-complex {(v−1(−r)) | r ∈ R} is essentially (m − 1)-acyclic. In
our case it will always suffice to show the property for r = 0. Let F˜v := v−1(0). By definition F˜v is essentially (m−1)
acyclic if this property holds for r = 0.
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By Fˆ we denote the set of all infinite chains that are finite below every height. These are all formal sums
c =∑x∈X ∑g∈G ng,x · g · x with the property that
∀r ∈ R, {ng,x 6= 0 | v(g · x) ≤ r} is finite.
Following [6] we call F horo-k-acyclic with respect to the valuation v if ∀i ≤ k, Hi (̂F) = 0
A.3. The Σ -invariant and resolutions
Theorem A.2. Let A be a G-module of type FPm and χ : G → R be a non-trivial character. If F  A is a free
resolution with finitely generated m-skeleton F(m), and v : F :→ R∞ is a naive valuation of F(m) that extends χ then
the following statements are equivalent:
1. F˜v is essentially (m − 1)-acyclic.
2. F is horo-m-acyclic with respect to v.
3. (Σm-criterion): there is a G-equivariant chain homomorphism ϕ : F→ F, lifting the identity if A such that:
∀ f ∈ F(m), v(ϕ( f )) > v( f ).
Proof. (1) ⇒ (3). Let F˜v be essentially (m − 1)-acyclic. Let D be a real number such that for all i-cycles
z ∈ Zi ∈ F˜(m−1)v there is an i + 1 chain c with v(c) ≥ v(z)− D and ∂c = z.
Let Xm be a G-basis of F(m). We construct G-equivariant chain homomorphism ϕ : F → F by induction. We
show: for all j ≤ m there is a chain map ϕ : F( j) → F( j), such that
∀c ∈ F( j), v(ϕ(c)) > v(c)+ (m − j) · D.
Basis: Let g ∈ G be chosen such that χ(g) ≥ D · (m + 1). (We will shift the 0-skeleton up by an amount such that
even a lag of m · D will not fall back to the original level.) For every x ∈ X0 choose cx such that ∂cx = g−1∂x
and v(cx ) ≥ −D. We define ϕ on the 0-skeleton of F by setting ϕ(x) = gcx and extending G-equivariantly. By
Lemma A.2 we know that for all chains c ∈ F0 we have:
v(ϕ(c)) ≥ v(c)+ min
x∈X0
{v(ϕ(x))− v(x)} > v(c)+ m · D.
Step: Let ϕ : F( j−1) → F( j−1) be constructed by induction such that
∀c ∈ F( j−1), v(ϕ(c)) > v(c)+ (m − ( j − 1)) · D.
Let further X j ⊆ Xm be a finite generating set of F j . Since ϕ maps cycles to cycles, for all x ∈ X j there is a cx ,
such that ∂cx = ϕ(∂x) and v(cx ) ≥ v(ϕ(∂x)) − D. Set ϕ(x) = cx and extend G-equivariantly to F j , then again by
Lemma A.2 we get a map ϕ : F( j) → F( j) with the property:
∀c ∈ F( j), v(ϕ(c)) > v(c)+ (m − ( j − 1)) · D − D ≥ v(c)+ (m − j) · D.
(3) ⇒ (2). Before proving this we need an observation concerning chain maps of G-complexes. Let F  A and
E  B be free resolutions and v,w be valuations on these resolutions with respect to the same character. Further let
h : F → E be a G-chain map of any degree. If F(m) is finitely generated by X , then h extends to a G-chain-map
hˆ : Fˆ(m) → Gˆ by setting hˆ(∑x∈X gx x) =∑x∈X h(gx x).
Since ϕ lifts the identity, there is a G-equivariant homotopy h : F → F, such that ∂h + h∂ = idP − ϕ. Now h
extends to a G-equivariant map hˆ : Fˆ(m) → Fˆ(m+1). Since F(m) is finitely generated there is a constant D ∈ R such
that for all cycles k ∈ Z(Fˆ(m)) we have v(hˆ(k)) ≥ v(k)+ D.
For the extension ϕˆ of ϕ to Fˆ we observe there even is a positive real k > 0 such that for all chains c ∈ (Fˆ(m)) we
have v(ϕˆ(c)) ≥ v(c)+ k.
We want to show that F is horo-m-acyclic, so let z be an i-cycle in Fˆ, with i ≤ m. To show that z is a boundary we
construct an i + 1-chain using ϕˆ and hˆ. Consider r = hˆ(z)+ hˆ(ϕˆ(z))+ hˆ(ϕˆ2(z))+ · · ·.
Then r is a i + 1 chain in Fˆ(m+1), because: v(hˆ(ϕˆi (z))) ≥ v(ϕˆi (z)) + D ≥ v(z) · i · k + D. So for every number
n ∈ N there are only finitely many i with v(hˆ(ϕˆi (z))) < n. Further we get: ∂r = ∂(hˆ(z)) + ∂(hˆ(ϕˆ(z))) + · · · =
(z − ϕˆ(z))+ (ϕˆ(z)− ϕˆ2(z))+ · · · = z.
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(2) ⇒ (1). We prove the last implication by induction on m. We assume the theorem holds for k < m. So the
Σ -criterion holds for m − 1 and there is a chain homomorphism ϕ on the m − 1 skeleton lifting the identity as well as
a chain homotopy h and a positive real number D with v(h(k)) ≥ v(k)− D.
From F being horo-m-acyclic we want to deduce that F˜v is essentially (m − 1)-acyclic. So let zm−1 be a (m − 1)
cycle in F˜v . We show there is dm ∈ Fm with ∂(dm) = zm−1 and v(dm) ≥ −D. Since F is acyclic there is some
m-chain cm with ∂cm = zm−1. We already know that for the (m − 1)-skeleton there is a G-chain-homomorphism ϕ,
that lifts the identity and increases height. From this we can construct a horo-chain z∞m = cm + c∞m in Fˆ
m
by setting
z∞m = cm − h(zm−1) − h(ϕ(zm−1)) − h(ϕ2(zm−1)) − · · ·. By assumption this horo-m-cycle is the boundary of a
m + 1 chain c∞m+1, so ∂c∞m+1 = z∞m . We cut this (m + 1)-cycle at height 0 and consider the boundary. This means
for c∞m+1 =
∑
i∈I nigi fi we set cm+1 =
∑
i∈I δinigi fi , where δi =
{
0 if v(gi fi ) > 0
1 otherwise . Now set dm = cm − ∂cm+1. We
claim v(dm) ≥ −D and ∂dm = zm−1.
Indeed we easily obtain ∂(dm) = ∂cm − ∂∂cm+1 = zm−1 − 0 = zm−1 and v(dm) = v(cm − ∂(cm+1)) ≥
min{v(cm − ∂(c∞m+1)), 0} ≥ min{v(h(zm−1)+ h(ϕ(zm−1))+ h(ϕ2(zm−1))+ · · ·), 0} ≥ −D. 
A.4. The Novikov-completion and the Σ -invariant
Let A be a G-module of type FPm and χ : G → R∞ a non-trivial character. Let F  A be a free resolution
with finitely generated m-skeleton F(m). Let v : F→ R∞ be a valuation extending χ that is naive with respect to the
basis X ⊆ F. As above, let Fˆ be the chain-complex consisting of all infinite chains that are only infinite in positive
direction.
If we consider the group ring ZG as a chain-complex concentrated in dimension 0 we can supply it with the naive
valuation vχ : ZG → R∞, vχ (λ) := inf({χ(g) | g ∈ supp(λ)}), λ ∈ ZG. The resulting complex ẐG = ẐGχ is the
Novikov-completion of ZG defined in 3.1.
We are now in a position to prove Theorem A.1.
Proof of Theorem A.1. Let F  A be a free resolution with finitely generated m-skeleton F(m). Let v : F→ R∞ be
a naive valuation extending χ with respect to the basis X ⊆ F such that F˜v is essentially (m − 1)-acyclic.
We use Theorem A.2 and show that ∀i ≤ m, TorZGi (ẐGχ , A) = 0 is equivalent to F being horo-m-acyclic.
The statement ∀i ≤ m, TorZGi (ẐGχ , A) = 0 is equivalent by definition to the statement ẐGχ
⊗
ZG F is exact up
to dimension m. It suffices to show: ẐGχ
⊗
ZG F is exact in dimension i ≤ m, if and only if Fˆ is exact in dimension
i ≤ m. To show this we consider the natural ẐG-homomorphism
ι : ẐGχ
⊗
ZG
F→ Fˆ
given by∑
g∈G
ngg ⊗ f 7→
∑
ngg f.
Observe that Fˆ is a ẐGχ -module.
We show that ι is one to one: this will follow from the fact that infinite chains behave like finite chains after being
cut off at a certain height:
It is easy to see that: v(ι(
∑
g∈G ngg ⊗ f ) ≥ v(
∑
g∈G ngg)+ v( f )) and by that we get:
Let D ∈ R. Every element λ ∈ ẐGχ can be written as λ = λ0 + λ∞, such that v(λ∞) > D + v(λ) and λ0 ∈ ZG.
Now F(m) is a finitely generated G-module so we can chose a basis X of F(m). To show that ι is one to one it now
suffices to show that if there is a x ∈ X such that ι(λ⊗ x) = 0 then λ0 = 0. Otherwise we can deduce by ι(λ⊗ x) =
ι(λ0+λ∞⊗ x) = λ0 · x +λ∞ · x and v(λ0 · x) 6= v(λ∞ · x) that v(λ0 · x +λ∞ · x) = min{v(λ0 · x), v(λ∞ · x)} 6= ∞.
We now study the image of the map ι. We convince ourselves that the m-skeleton of ẐGχ
⊗
ZG F maps onto the
m-skeleton of Fˆ. Let X be a finite basis of F(m). Every element f ∈ Fˆ can be written as f = ∑x∈X ∑g∈G nxgx .
Since X is finite we only need to show that for x ∈ X every element of the form∑g∈G nxgx ∈ Fˆ(m) is in the image
of ι. And this is true since ι(
∑
g∈G nxg ⊗ x) =
∑
g∈G nxgx .
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Therefore ι is an isomorphism on the m-skeleton. On the m + 1-skeleton it is at least one to one and so we already
know: if ẐGχ
⊗
ZG F is exact in dimension i ≤ m, then so is Fˆ.
For the converse we need to look closer at the actual image of ι. We only need to show: for every m-cycle in Fˆ
there is m + 1 chain r in ι(ẐGχ⊗ZG F) with ∂(r) = z.
Now recall that in the proof of Theorem A.2(3)⇒ (2) we constructed a chain homotopy hˆ : Fˆ(m) → Fˆ(m+1) such
that for every cycle z the cycle r = hˆ(z) + hˆ(ϕˆ(z)) + hˆ(ϕˆ2(z)) + · · · = hˆ(z + ϕˆ(z) + ϕˆ2(z) + · · ·) has the property
that ∂(r) = z. It remains to be shown that hˆ(Fˆm) ⊆ ι(ẐGχ⊗ZG F).
Let Y = { f1, . . . , fk} ⊆ F be a finite set, then the ẐGχ -subcomplex generated by Y is in the image of ι. This
means ẐGχ · Y ⊆ ι(ẐGχ⊗ZG F).
Since hˆ arises from a map h defined on the complex F we know that hˆ(Fˆ
(m)
) is generated by h(Xm) ⊆ F(m+1) as a
ẐGχ -module. So hˆ(Fˆ
(m)
) = ẐGχ · h(X ) ⊆ ι(ẐGχ⊗ZG F). This completes the proof. 
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