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Abstract 
Recent improvements in 3D laser scanning technology allow to reliably and accurately digitize the external shape of many 
physical objects with high definition and accuracy. Moreover the resulting 3D models can be used for digital documentation as 
well as to perform different analysis such as measurements, conservation monitoring, feature extractions and possibly virtual 
restoration.  
In recent years, the number of range scanners has been growing rapidly and surface reconstruction algorithms have been 
developing by the open-source community. This diffusion among  cultural heritage institutions gives the scientific society a wide 
range of 3D hardware capturing devices and software solutions.  
Many researchers, however, do not have access to scanning facilities or dense polygonal models. 
In this paper is presented the whole pipeline from the creation of a high resolution 3D model of an “Acquasantiera” to its Remote 
Rendering on the world wide web without any loss of details or accuracy. 
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1. Introduction 
Today distributing a high definition 3D model on the Internet means: 
x Either to give the model itself to the user who needs to download the whole file, have sufficiently 
powerful hardware and appropriate navigation software as well as a high-speed Internet connection; 
x Or to accept a compromise solution where the resolution during the navigation and interaction with 
virtual object is blurred and fuzzy. 
In this study we present the pipeline from the creation of a high resolution 3D model of a statue, the basement of 
a so called “Acquasantiera” (the place where the holy water is usually stored) to its Remote Rendering on the world 
wide web. 
The Remote Rendering is powered by ARK3D hardware and software architecture [1] which uses the ICT 
infrastructure of the ENEA-GRID and in particular the graphic cluster of HPC CRESCO [2] infrastructure,  placed 
in the ENEA Research Centre of Portici (Napoli). ARK3D uses the geographical file system AFS to implement a 
repository of high definition 3D models, uploaded by users due to registration and verification of the content. 
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2. 3D Modeling Pipeline 
The survey was performed at the Medieval Museum of the city of Bologna where the “Acquasantiera” is today 
placed. [3] 
2.1. Data Capturing 
The equipment used was the Next Engine Desktop 3D Scanner [4] mounted over a tripod.  
The Next Engine Desktop 3D Scanner is based on multi-stripe laser triangulation (MLT): the device projects a 
multiple laser-stripes and register the point’s position with a CCD camera. The scanner consists in a compact box of 
22x28x9 cm size, provided with twin arrays of four solid state lasers (red, 650nm) and twin 3.0 Megapixel  CMOS 
image sensors. It  is also equipped with a rotary motion stage, which in the case of the present study  wasn’t used 
because the weight of the object.  
The next Engine 3D Desktop Scanner uses a proprietary platform, called Scan Studio which runs on Windows 
OS. This software, although necessary for the acquisition, is not suitable for the alignment of the meshes of complex 
objects. 
More than sixty range maps were acquired due to the topological complexity of the statue, moving the scanner in 
different position around the object. The wide objective was used.  
The average distance between the scanner and the object's surface was 45-50 cm approximately in order to 
acquire properly the highest percentage of the scanned object. 
2.2. Post Processing 
The scan data have been processed in Meshlab v1.3.0 beta open source software [5, 6, 7] developed by the Visit 
Computing Lab, ISTI, Italian National Research Council. 
A wide range of filters were applied to clean and repair each range map (Remove duplicated face, Remove 
duplicated vertex, Remove isolated pieces, Self Intersecting face, etc.). 
A semi automatic approach was used for the alignment of all the sixty range maps in order to transform them in 
the same coordinate system using an ICP algorithm. 
A semi automatic alignment is mostly characterized by two main steps: the first one consists in the identification 
of  homologues  points  (at  least  4  in  Meshlab)  in  the  superimposed  area  of  the  two  range  maps.  In  this  step  the  
operator’s intervention is massive and time consuming.; the second step is represented by the automatic alignment, 
until the average distance between the two range maps is minimized (ICP- Iterative Closest Point) [8]. 
The ICP algorithm is widely used for geometric alignment of three-dimensional models when an initial estimate 
of the relative pose is known. The algorithm is conceptually simple and is commonly used in real-time. It iteratively 
revises the transformation (translation, rotation) needed to minimize the distance between the points of two raw 
scans.  
Finally the Poisson Surface Reconstruction [9] was applied with an Octree Depth and  a Solver Divide values of 
9. The Poisson Surface Reconstruction can reconstruct high quality surfaces through a global optimization.  
It was then exported and saved in obj  (Alias Wavefront Object) file format. (Fig.1) 
Fig.1. The “Acquasantiera” model after the Poisson Surface Reconstruction           Fig.2. Triangulated visualization of the “Acquasantiera” model  
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The model was texturized using the UVW UNwrap modifier of 3D Studio Max 9 software. This method uses 
UVW coordinates to attach texture to a model. These coordinates are used as a reference that controls how a flat 2D 
texture image will be wrapped around the model. The pictures used as textures were acquired with a traditional 
camera. The NextEngine 3D Desktop Laser Scanner indeed has an internal camera but, due to the change of the 
environment light, the pictures are not always suitable for texturing. 
The texturized model was once again imported in Meshlab. It was then applied a filter in order to transfer the 
color information from the texture directly to the vertex of the 3D object (Transfer Color: Texture to Vertex). 
The model was finally exported in ply (Stanford Polygon) file format for the visualization through a remote 
rendering parallel application and in ive file formats for the standard viewer. Within this project the standard viewer 
was implemented using Open Scene Graph libraries [10]. 
After all the post processing steps the 3D High definition model of the “Acquasantiera” consists of 1.2 million of 
triangles plus, in ply format, the color information attached to each vertex. 
Although it was possible to decimate the model significantly, the big amount of triangles was preserved in order 
to save the high quality and details of the object. (Fig.2) 
3. Remote Rendering Approach 
Eventually the “Acquasantiera” was rendered on the world wide web exploiting the ARK3D architecture. 
Today it should be possible for an end-user to take advantage of web resources to view high-definition 3D 
models of cultural heritage artefacts and monuments and to query relational databases to access metadata and 
documentation related to them. Ideally, this should be possible online and in real time without a browser plug-in.  
3.1. Goals
The study performed by ENEA [11], within the project CRESCO, concerns the implementation of a hardware 
and software architecture (ARK3D) that allows remote access to a repository of three-dimensional models (high 
resolution, multi-disciplinary, available via the internet, and provided and uploaded by registered users).  
The technology developed for the remote visualization frees the user from the need of specific hardware and 
software resources, and protects the intellectual property related to the 3D model, since it is not downloaded locally. 
The user interacts with the virtual environment using the remote hardware and software resources (Remote 3D).  
3.2. Infrastructure 
This project uses the ICT infrastructure of ENEA-GRID and in particular the graphic cluster built up for 
CRESCO project and available at the ENEA Centre of Portici (Napoli). CRESCO HPC infrastructure is equipped 
with a cluster divided into sections based on hardware features (CPU, RAM, graphics cards), and has a total peak of 
28 TFLOPS. The graphics section consists of 12 workstations (nodes) for a total of 68 cores. Graphics cards used 
are the NVidia Quadro FX. The storage system provides direct access both to the geographic file system AFS and 
GPFS (General Parallel File Systems - High speed storage 2 GByte/s and160 TByte) and has a centralized system 
for backup. The internet connection is provided via the GARR network (The Italian Academic & Research 
Network) with two lines of 1 Gbits. 
3.3. Architecture 
The project uses the geographic file system AFS [12] to 
implement a repository of 3D models. These can be uploaded 
by  users,  after  due  to  registration  and  verification  of  the  
content. The database is queried via web by free search 
keywords. The result will contain the textual data available, 
and a link for displaying an high-resolution three-dimensional 
version of the model (3D Remote). The Remote 3D is done 
using a dedicated graphic cluster, which guarantees the 
Fig.3. ARK3D Architecture 
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protection of the data. The whole architecture is scalable, both in the number of models uploaded and in the number 
of simultaneous users log in. (Fig.3)  
3.4. Repository 
Repository means a storage system of three-dimensional models organized in a tree structured file system 
(directory) on Unix/Linux OS and accessible through distributed and heterogeneous workstations. In ENEA-GRID 
the AFS file system is used for this purpose, installed in different sites, distributed all over the national territory, and 
divided into clusters. The cell reference is enea.it.  
Advantages of the Repository architecture in a GRID and AFS environment:  
• effective ways to share large amounts of data;  
• centralized backup management, security, access control and recovery from errors;  
• easy to add new subsystems;  
• ability to access the repository more efficiently from separate machines, even geographically distributed.  
3.5. Database Query 
The database is queried via a web page. The result contain all the available documentation on selected models. 
For not registered users, together with the metadata, there will be a link to images (screenshots) of the model. For 
registered users, in addition to the documentation, there will be a link to run the remote applications which allows 
the visualization of three dimensional models.     
3.6. 3D Visualization 
The display can be made through any graphics application, both proprietary and Open Source, that uses OpenGL 
on Linux operating systems. The application runs on the remote machine (server), using the hardware resources 
including the graphics card for Remote Rendering (Fig.4). Nowadays, the graphic cluster dedicated to the project 
consists of 4 workstations with AMD dual-core processors, 16GB of RAM and an NVidia Quadro FX. 
3.7. Client 
The  user,  through  the  dedicated  web  page,  has  to  run  a  
Java applet which installs and automatically configures the 
client to access the graphics application. It is not required to 
the user to know any configuration features or install other 
kind of applications. Between the client and the server the 
data transfer is exclusively represented by a stream of 
compressed images, generated remotely by the application, 
together with the functions of keyboard and mouse 
interactions. Operations delegated to the client are limited to 
decompression of the images and keyboard and mouse input 
management. With this kind of technology the user can utilize hardware tools such as netbook or PDA, even despite 
the limited bandwidth connection, to access the platform. 
4. Conclusion 
  Many sharing platforms are currently developing thanks to users contribution. The ability to share their work 
and ideas with a large audience of users is an incentive to create and add new content. A key aspect, especially in the 
professional field, however, is the quality with which the content is "distributed", and, at the same time, the certainty 
of copyright protection. In the field of three-dimensional modeling these two aspects are considered essential. The 
platform implemented allows efficient and effective sharing of high quality 3D models without the need for the end 
user to download it to the local PC. The possibility for the "creators" and for "clients" to have an easy access to all 
Fig.4. Remote 3D Rendering based on CRESCO Graphic Section 
Fig.4. ARK3D Workflow 
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