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We theoretically study Josephson junctions with a transition metal dichalcogenide zigzag ribbon
as a weak link. We demonstrate that the spatial profile of the supercurrent carried by the edge
modes determines the critical current dependence on the perpendicular magnetic field. We explore
this finding and analyze the impact of Zeeman interaction and the orbital effects of the magnetic
field on the Andreev bound states energies. We show that the unequal Fermi velocities of the spin-
opposite edge modes lead to an anomalous shift of the Andreev bound states in the magnetic field.
This is manifested in a pronounced modification of the SQUID critical current oscillations when two
opposite edges of the ribbon are conducting and can be exploited in order to reveal the anomalous
phase shift of the Andreev bound states in a single Josephson junction device.
I. INTRODUCTION
In a Josephson junction created by linking two su-
perconductors with a piece of normal (e.g. semicon-
ducting) material supercurrent can be carried over con-
siderable distance by Andreev bound states (ABS)1.
Electrical tunability of the transport properties of the
normal part allows to tailor the supercurrent2 and
its spatial distribution as demonstrated by adjusting
the Fraunhofer3 or SQUID4 interference patterns in
2DEG or graphene5–7 based superconductor-normal-
superconductor (SNS) junctions.
Probing the maximal supercurrent carried through the
junction—the critical current—in an external magnetic
field enables to determine the supercurrent density pro-
file and consequently reveals the nature of the transport
in the weak link8. This is exploited in the search of a
combination of superconductivity with quantum Hall9–11
or spin Hall phases12,13 as well as for distinguishing14
the topologically protected15 from trivial edge states as
present in 2DEG SNS junctions16. The study of the crit-
ical current in SNS junctions realized on atom-thick, lay-
ered materials becomes of particular importance for un-
veiling the conducting edge modes present due to spe-
cific atomic edge termination, as demonstrated recently
for Bi2O2Se
17.
In this paper we investigate properties of Joseph-
son junctions realized on a newly emerging class of
2D semiconductors—Transition Metal Dichalcogenides
(TMDCs)—serving as a weak link between two super-
conductors. TMDCs can be tailored into narrow single-
layer ribbons18–20 and already have been used to create
gated structures as field-effect transistors21 and quan-
tum point contacts22,23. As predicted by density func-
tional theory calculations24–26 and tight-binding27 mod-
eling, zigzag ribbons conduct through the edge states
in the energy gap of the bulk material. The presence
of the edge modes can be visualized by spatial current
mapping28,29 or scanning tunneling microscopy measure-
ments30,31.
Here we show that in a TMDC SNS junction the criti-
cal current dependence on the external magnetic field re-
flects the number of occupied edges. Most importantly,
the critical current patterns reveal unusual dispersion at
the edges which induces an anomalous shift of the ABS
in the presence of the magnetic field.
The anomalous ABS structure with Ei(φ) 6= Ei(−φ)
(where Ei are the ABS energies and φ is the supercon-
ducting phase difference between the leads), is obtained
when both time-reversal and chiral symmetries are bro-
ken32. The first one is violated due to the presence of
the magnetic field. Breaking of the second one—the
symmetry of leftward and rightward transport process in
each spin band—has been predicted as due to the com-
bined effects of band mixing and strong Rashba spin-orbit
(SO) coupling in multimode nanowires33–35 or in quan-
tum dots36–38. Here we show that this effect appears
inherently in TMDC nanoribbons as a result of strongly
non-parabolic edge bands and intrinsic SO coupling.
Experimentally the measurement of the anomalous
ABS spectrum is realized by combining two Josephson
junctions: anomalous and normal one into a SQUID
loop39,40. We show that the anomalous shift can be de-
tected by probing the perturbation of the SQUID pattern
in a single TMDC SNS junction thanks to the simultane-
ous population of the two edges of the ribbon. Further-
more, we show that in TMDCs the anomalous shift of
the ABS is driven not only by Zeeman splitting but also
by orbital effects of the perpendicular magnetic field.
This paper is organized as follows. In Section II we
outline the numerical model. In Section III A we ex-
plain the magnetic field effects on the ABS spectrum and
the resulting critical current pattern, focusing on the re-
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2gion where the edge states have an almost parabolic dis-
persion. In Section III B we show how the presence of
the non-parabolic bands reveals itself in critical current
maps. The conclusions are given in Section IV.
II. NUMERICAL MODEL
Figure 1. Illustration of the considered SNS junction. A
TMDC zigzag nanowire connected with two superconducting
electrodes (gray-pink) is threaded by the magnetic flux Φ =
BWL. Edge current density is denoted by orange colors.
A. Normal scattering region
The normal part of the considered SNS junction [Fig.
1] is a TMDC MX2 monolayer shaped into a zigzag
nanoribbon. To describe the ribbon we exploit the
tight-binding model that contains contributions from
d and p orbitals of the metal M and chalcogen X
atoms, respectively41,42. Owing to the system symme-
try in the z direction, we perform transformation of
the basis that casts the p orbitals of the X layers into
symmetric and antisymmetric combinations43,44. The
Hilbert space of the final model is spanned by the vector
(d3z2−r2 , dx2−y2 , dxy, pSx , p
S
y , p
A
z ), where S and A indices
of p orbitals correspond to symmetric and antisymmet-
ric combinations with respect to the z-axis, i.e., pSi =
1/
√
2(pti + p
b
i ), p
A
i = 1/
√
2(pti − pbi ). The index i refers
to the spatial directions: x, y, z and superscripts t and b
indicate the top or bottom chalcogen plane. The mono-
layer is spanned by a hexagonal lattice [see Fig. 1] with
the spacing a = 0.319 nm.
The Hamiltonian for each spin component of the sys-
tem reads,
H =
∑
i,µν
εMi,µνc
†
i,µci,ν + ε
X
i,µνb
†
i,µbi,ν
+
∑
ij,µν
(tMMij,µνc
†
i,µcj,ν + t
XX
ij,µνb
†
i,µbj,ν)
+
∑
ij,µν
tMXij,µνc
†
i,µbj,ν + H.c.,
(1)
where i, j iterate over lattice sites and µ, v, over atomic
orbitals. The creation operators c† and b† are associated
to M and X orbitals, respectively. The first term of the
Hamiltonian corresponds to the onsite energies with ma-
trix elements
M =
 0 0 00 2 −iλMsz
0 iλMsz 2
+ 1(szEz − µ), (2)
and
X =
 p + txx −iλX2 sz 0iλX2 sz p + tyy 0
0 0 z − tzz
+1(szEz−µ). (3)
where sz equals 1 (−1) for spin up (down) component.
The second and third sum in Eq. (1) correspond to
the hopping elements between intra- and inter-atomic or-
bitals, respectively. They are given in Ref. [45]. In the
following we take parameters that correspond to MoS2
compound42, but the same model can be applied to other
TMDCs as MoSe2, WS2, WSe2. We adopt SO coupling
constants λM = −0.086 eV and λS = 0.013 eV which pro-
duce a SO splitting in the conduction band minimum of
3 meV and the crossing of the conduction bands, as found
in Ref. [46]. For the numerical calculations we adopt the
ribbon geometry (L,W) = (200,10.8) nm.
We consider a perpendicular magnetic field. The Zee-
man splitting is included as EZ = gµBB/2, (with Bohr
magneton, µB , and g-factor g = 2). The orbital ef-
fects of the magnetic field are incorporated using the
Peierls substitution of the hopping elements tnm →
tnm exp
[−ie ∫ Adl/~] with the vector potential in the
Lorentz gauge A = (−yB, 0, 0). The range of the ap-
plied magnetic field is bounded by the critical magnetic
field of the superconductors, however, as already shown,
high magnetic fields are achievable in planar Josephson
junctions47. We calculate the scattering matrix of the
normal region in Kwant package48 for T = 0.
B. Andreev bound states and supercurrent
calculation
In a SNS junction, the particles and holes in the normal
region are Andreev reflected from the superconducting
leads when their energy lies within the superconducting
gap |E| < ∆. In the semiclassical limit, the reflected elec-
trons and holes form periodic trajectories, giving rise to
bound states within the superconducting gap ∆, when1:
SA(E)SN (E)Ψin = Ψin, (4)
where Ψin = (Ψ
e
in,Ψ
h
in) describes a wave incident in the
junction with electron (e) and hole (h) components and
SA (SN ) is the scattering matrix describing Andreev re-
flections (scattering in the normal part of the junction).
The pairing potential ∆ vanishes in the normal re-
gion and therefore taking the hole modes as particle-hole
3counterparts of the electron modes we can write the scat-
tering matrix of the normal part as
SN (E) =
(
S(E) 0
0 S∗(−E)
)
, (5)
which is block diagonal in the electron-hole space and
where S(E) describes electronic scattering properties. At
the leads, Andreev reflection couples the electron and
hole modes and hence the Andreev scattering matrix SA
is off-diagonal
SA(E) = α(E)
(
0 r∗A
rA 0
)
, (6)
where α(E) =
√
1− E2/∆2 + iE/∆ is the phase fac-
tor resulting from matching the wave functions at the
normal-superconductor interface.
The Andreev reflection matrix is written in the basis
where the outgoing modes are time reversed partners of
the incoming modes,
rA =
(
ieiφ/21 0
0 ie−iφ/21
)
, (7)
and φ is the superconducting phase difference. The An-
dreev reflection process does not mix the modes in the
ribbon which is accounted by the presence of the identity
matrix 1.
We assume the short-junction limit, when the super-
conducting coherence length is much larger than the nor-
mal channel length ξ = ~v/∆  L, with v the Fermi
velocity of the modes. This allows us to approximate
S(E) ' S(−E) ' S(E = 0) ≡ s. Substituting Eqs. (5
and 6) into Eq. (4), we obtain the eigenproblem for α:(
s† 0
0 sT
)(
0 r∗A
rA 0
)
Ψin = αΨin, (8)
whose solution yields the discrete set of Andreev levels
with energies Ei [49].
The complete set of the ABS energies determine the
supercurrent through the junction:
I = − e
~
∑
Ei>0
tanh
(
Ei
2kBT
)
dEi
dφ
. (9)
Note that we don’t assume spin degeneracy for modes
and therefore there is no overall factor 2 in the current
expression.
Numerically the supercurrent is efficiently calculated
following the procedure developed in Ref. 50. Eq. (8) is
equivalently written as(
0 −iA†
iA 0
)
Ψin =
E
∆
Ψin, (10)
with
A ≡ 1
2
(rAs− sT rA). (11)
Squaring the above equation leads to an eigenproblem for
the ABS energies
A†AΨein =
E2
∆2
Ψein. (12)
Therefore the ABS energy variation with the phase dif-
ference φ in Eq (9) follows readily,
dEi
dφ
=
∆2
2Ei
〈
Ψein
∣∣∣d(A†A)
dφ
∣∣Ψein〉 , (13)
where d(A†A)/dφ is determined analytically from
Eqs. (7) and (11).
The critical current maps are obtained with the use of
Adaptive package51.
III. RESULTS
In Fig. 2(a) we plot the dispersion relation of a 10.8 nm
normal ribbon with zigzag edges in the absence of the
magnetic field. In the top and bottom part of the plot
we observe a dense sets of bands that correspond to the
states in the conduction and valence bands, respectively.
In between, there are six bands of the modes located at
Mo and S edges of the ribbon. Each edge band is split in
momentum by strong intrinsic SO coupling that polarizes
the spins in a direction perpendicular to the ribbon.
In the map of Fig. 2(b) we plot the critical current of
the nanoribbon Josephson junction Ic = maxφ[I(φ)] as
a function of the chemical potential and the magnetic
field piercing the system area LW and inducing the flux
Φ = BLW . Comparing the critical current pattern with
the band structure plotted in panel (a) we see that the
character of the supercurrent dependence on the mag-
netic field is clearly related to the number and type of
bands. When only a single edge is populated, the critical
current is almost constant in B. In contrast, when the
chemical potential is set such the Fermi level is crossed
by two edge bands the supercurrent exhibits a SQUID-
like pattern. Finally, when the chemical potential sets
the Fermi level in the bulk spectrum of the conduction
band, the current exhibits Fraunhofer-like oscillations.
A. Theory of supercurrent carried by the edge
modes
Let us first analyze the ABS energies and the critical
current for the chemical potential µ close to zero. In
Fig. 3 we present a zoom of the relevant part of the dis-
persion relation where the bands of the modes located at
Mo- (bottom) and S-terminated (top) edges intersect.
1. Effective model for edge modes and the ABS spectrum
We construct an effective one-dimensional model to
capture the physics of SO split edge modes under the ex-
4Figure 2. (a) Dispersion relation of a 10.8 nm wide zigzag MoS2 nanoribbon. (b) Critical current in the Josephson junction
embedding the nanoribbon as a function of the external magnetic field and the chemical potential.
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Figure 3. The energy dispersion from the tight-binding model
Eq. (1) (black curve) and from the one-dimensional continuum
approximation of Eq. (14) (red curves).
ternal magnetic field B. The effective Hamiltonian reads
H =
(
Ht 0
0 Hb
)
− 1µ, (14)
which acts on the wave function Ψ = (ψ↑t , ψ
↓
t , ψ
↑
b , ψ
↓
b )
and where Ht,b corresponds (t) top and (b) bottom edge
modes respectively,
Ht,b = σ0
(
~2k2x
2mt,b
− µt,b
)
+ σzαt,bkx + σzEZ, (15)
with spin Pauli matrices σ. The Hamiltonian parame-
ters are the Zeeman energy EZ, the effective masses mt,b,
band offsets µt,b, and the SO amplitudes αt,b. The canon-
ical momentum operator in the presence of the magnetic
field B reads kx = −i∂x + eAx/~, in a gauge where
A = (−yB, 0, 0).
To find numerically the ABS and supercurrents, we
discretize the Hamiltonian Eq. (14) on a lattice with
spacing δx. The effect of the vector potential is in-
cluded through the Peierls substitution as a phase on
hopping amplitudes tnm between adjacent sites n and m,
tt,bnm 7→ tt,bnm exp[ieδxWt(b)B/~] and Wt(b) = +(−)W/2
for the mode located at the top (bottom) of the rib-
bon. We fit the Hamiltonian parameters to reproduce the
bands at µ = 0, obtaining mt = 0.49m0, mb = −0.3m0,
αt = 10 meVnm, αb = 30 meVnm, µt = 348 meV,
µb = −27 meV, with m0, the electron rest mass. The dis-
persion relation of the full tight-binding and discretized
continuum model is shown with black and red curves in
Fig. 3.
The continuum model admits analytical solutions for
the ABS in the short-junction limit. Following Ref. 52,
the positive ABS energies of Eq. (14) are
Esσ = ∆
∣∣∣∣cos(φ2 − seBLW2~ + σEZL~vsσ
)∣∣∣∣ , (16)
where s = + or t (s = − or b) for top (bottom) edge,
and the spin index σ = + (σ = −) for spin ↑ (↓) of
right-moving modes. The positive Fermi velocities vsσ
are evaluated at zero magnetic field and are in general
different for the top or bottom right-moving edge modes
vsσ =
√
2(µs + µ)/ms + α2s/~2. (17)
The independence of Fermi velocities on the spin σ is a
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Figure 4. ABS spectrum at µ = 0 for top (t) and bottom
(b) edge modes of spin projection up (↑) and down (↓). Panel
(a) shows only Zeeman interaction effects which spin-split the
ABS. Panel (b) shows the effects due to orbital effects alone.
Numerical results (dashed line, ”num”) from the discretized
continuum model follow perfectly the analytical dispersion.
The magnetic flux is Φ/Φ0 = 2.1. The panels share the leg-
end.
peculiarity of the parabolic spectrum, therefore we de-
note in this section vs ≡ vsσ. As we show in next sec-
tions, away from the energy windows near µ = 0, where
the edge states no longer have a parabolic dispersion, the
Fermi velocity of right moving modes depends on spin
projection and is determined numerically.
The ABS energies Eq. (16) depend on the supercon-
ducting phase difference (φ), shifted by the magnetic field
through orbital and, respectively, Zeeman effects. Note
that the orbital effects produce shifts proportional to the
normal system area LW pierced by the magnetic field
eBLW/~ = piΦ/Φ0, where Φ0 is the magnetic flux quan-
tum. In contrast, the Zeeman effect produces shifts pro-
portional to the length of the edge channel and lifts the
edge degeneracy of the ABS. To illustrate the two dif-
ferent magnetic field effects, we show in Fig. 4 the ABS
spectrum in the presence of either Zeeman, or orbital ef-
fects. The analytical solution Eq. (16) is also checked
against the numerical solutions obtained from the dis-
cretized continuum model using the methods of Sec. II B.
2. Josephson and critical current
In this section we focus on the Josephson current
through the junction and its maximum value, the crit-
ical current. Under the effect of the magnetic field, the
critical current exhibits multiperiodic oscillations due to
the shifts in the ABS dispersion, induced by the both or-
bital and Zeeman effects in the junction.52 To understand
separately the two effects, we first calculate numerically
the critical currents from the effective model Eq. (14) for
chemical potentials in its region of validity (see Fig. 5).
In Fig. 5(a), under orbital effects alone, we see that the
critical current develops SQUID-like oscillations with pe-
riod Φ0 in the region of energetic overlap for the edge dis-
persion. Outside that region, the supercurrent is carried
by a single edge, and since no magnetic flux is enclosed
between the spin up and down modes, the critical current
shows no oscillations, and Ic = e∆/~.
In contrast, under the Zeeman interaction effect alone
Fig. 5(b), the current displays a slow decay from its max-
imum value at zero magnetic field. At much higher mag-
netic fields than shown, Ic displays a beating pattern
with long periods in flux. Noticeably, the critical current
varies with the chemical potential, since the ABS depend
in this case on µ through the edge mode Fermi velocities.
Outside the overlap region, when only one edge carries
the current, one can still observe a slight deviation of
Ic from e∆/~ due the Zeeman interaction effect on the
Fermi velocity. Finally, the total Ic versus B is shown in
Fig. 5(c) when both Zeeman and the orbital effects are
included.
To get analytic insight into the numerical results, we
compute the Josephson current Eq. (9) given by positive-
energy subgap states from Eq. (16),
I = − e
~
∑
sσ
tanh
( Esσ
2kBT
)dEsσ
dφ
. (18)
In the zero-temperature limit of the tight-binding sim-
ulations, the current reduces to
I =
e∆
2~
∑
sσ
sgn[cos(xsσ)] sin(xsσ), (19)
where
xsσ =
φ
2
− spiΦ
2Φ0
+
σEZL
~vs
. (20)
Each of the four right-moving edge modes contributes to
carrying a maximum critical current of e∆/2~.53
To get better insight into the numerical results, it is
useful to Fourier analyze the zero-temperature current,
I =
e∆
~
∞∑
n=1
(−1)n+1
pi
8n
4n2 − 1
×
∑
s
sin
(
nφ− snpiΦ
Φ0
)
cos
(
2nEZL
~vs
)
. (21)
The first harmonic n = 1 is dominant and gives the lead-
ing behavior of the supercurrent. The analysis of the
first harmonic is also useful since it is directly propor-
tional to the high-temperature current obtained in the
limit kBT > ∆,
I = 2I0
∑
s
sin
(
φ− spiΦ
Φ0
)
cos
(
2EZL
~vs
)
, (22)
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Figure 5. Critical current obtained in the effective mass model
of the edge states in the presence of (a) only orbital effects,
(b) only Zeeman interaction, and (c) both effects.
with I0 = e∆
2/8~kBT , the maximal critical current car-
ried by a single spin-resolved edge mode.
In order to make further analytical progress, we will
focus in the following on the dominant harmonic of the
zero-temperature current, or equivalently, on the high-
temperature current. We investigate the effect of the
magnetic field on the critical supercurrent in two limit
cases, when only orbital effect is present, and when only
the Zeeman effect is present.
When the Zeeman interaction is absent in the model,
and only the orbital effect are present, the Andreev en-
ergies are degenerate in spin. The critical supercurrent
0 1 2 3 4 5
 [ 0]
0
1
2
3
4
I c 
[e
/2
]
fh
th
num
Figure 6. Critical current in units of e∆/2~ at µ = 0 as a func-
tion of magnetic flux in units of Φ0. The blue line (th) that
represents Ic computed from the analytical solution to contin-
uum model is overlapped with the dashed red line (num) that
depicts Ic computed numerically from the discretized contin-
uum model. The dotted green line denotes the first harmonic
(fh) of the zero-temperature Ic, and it is proportional to the
high-temperature Ic.
determined from Eq. (22) reads
Ic = 4I0
∣∣∣∣cos(piΦΦ0
)∣∣∣∣ . (23)
The critical current has a characteristic SQUID pattern
seen in numerics in Fig. 5(a), with a period Φ0.
If only Zeeman effect is present in the model (no orbital
magnetic effects), then the critical current obtained from
Eq. (22) reads
Ic = 2I0
∣∣∣∣∣∑
s
cos
(
2EZL
~vs
)∣∣∣∣∣ , (24)
= 4I0
∣∣∣∣cos(EZL~
(
1
vt
+
1
vb
))
cos
(
EZL
~
(
1
vt
− 1
vb
))∣∣∣∣ .
The critical current exhibits a beating pattern seen only
for very large magnetic fields. As expected from numer-
ical solutions shown in Fig. 5(b), the critical current de-
pends on the chemical potential in the region of overlap
for the edge states through the Fermi velocities vb,t.
When both Zeeman and orbital effects are present, we
plot in Fig. 6 a cross-section at µ = 0 of the critical
current map from Fig. 5. The analytical result shown
on the same plot captures perfectly the behavior seen in
numerics. Also we plot the first harmonic of the current,
which captures only qualitatively the pattern of the full
zero-temperature current.
B. Anomalous effects due to the presence of
strongly non-parabolic bands
Let us now focus on the energy regime close to the
conduction band minimum—see Fig. 7—where the edge
modes have a dispersion deviating strongly from the
70.5
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Figure 7. Black curves show the dispersion relation of MoS2
ribbon close to the conduction band. Panel (a) with the red
curves shows the bands obtained in the presence of Zeeman
interaction while panel (b) shows bands in the presence of
orbital effects of the magnetic field.
parabolic character. In this energy window there is again
current carried on both top edge, through orbitals lo-
calized on S atoms, and bottom edge, through orbitals
localized on Mo atoms. In contrast to the case studied
in the previous section, the Mo edge band has electron
character, and its modes can show a large difference in
velocities depending on spin projection.
1. Zeeman interaction
In Fig. 7(a) we plot zoom-ins on the band structure
without (black curves) and with the Zeeman interaction
included (red dashed curves). As the edge modes have
well-defined spins in z direction, the perpendicular mag-
netic field increases (decreases) energies of spin up (down)
states by EZ.
In the dispersion relation we observe a set of bands cor-
responding to the states localized on the Mo edge that
have strongly non-parabolic character. When the chem-
ical potential is tuned such the bands cross the Fermi
level in the non-parabolic regime, the two spin-opposite
modes on one edge will significantly differ in Fermi veloc-
ity for each direction of propagation [see the dashed line
in Fig. 7(a), vb↑ 6= vb↓]. The different velocities for outer
and inner branches of the Mo edge modes will result in
unequal phase shifts of the two ABS corresponding to
this edge as introduced by the Zeeman term in Eq. (16).
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Figure 8. Andreev bound states calculated in the tight-
binding model (black dots) overlapping the evaluation of
Eq. (16) (blue curves) and the supercurrent (red) in the pres-
ence of Zeeman interaction for B = 400 mT and µ = 0.66 eV.
The ABS energies follow from Eq. (16), which remains
valid near the Fermi level, since the edge modes have the
same geometrical localization, while details of the en-
ergy dispersion enter through a modification of the mode
Fermi velocity. The Fermi velocities are extracted numer-
ically from the band structure of Fig. 7 at µ = 0.66 eV,
and the resulting ABS spectrum is plotted in Fig. 8 with
blue curves. In Fig. 8 we also plot with black dots the
ABS spectrum obtained completely numerically using
methods of Sec. II B, without any of the above analyti-
cal approximations, and find perfect agreement with the
theoretical prediction. Note that due to small g-factor
in TMDCs, for B = 400 mT there is only a single ABS
that is shifted in phase by a considerable amount. The
other three (the other ABS of Mo edge and two ABS on
S edge) remain to a good approximation insensitive to
the Zeeman interaction, which results in an anomalous
ABS structure, Ei(φ) 6= Ei(−φ).
The general expression for the high-temperature cur-
rent in the absence of the orbital effects, when all
the Fermi velocities are different, reads from Eqs. (16)
and (18),
I = 2I0
∑
s
sin
(
φ+
EZL
~
(
1
vs↑
− 1
vs↓
))
× cos
(
EZL
~
(
1
vs↑
+
1
vs↓
))
, (25)
with I0 = e∆
2/8~kBT . In our case, a further ap-
proximation is possible for velocities at µ = 0.66 eV,
vb↓ ' vt↑ ' vt↓. We find that as a result of the anoma-
lous ABS structure, there is finite supercurrent at zero
phase difference carried by the non-parabolic band. We
plot the supercurrent obtained in the tight-binding cal-
culation with red curves in Fig. 8.
The dependence of the anomalous current carried by
the non-parabolic band on the magnetic field and the
chemical potential as calculated in the tight-binding
8Figure 9. Supercurrent at φ = 0 carried by the non-parabolic
band in the presence of Zeeman interaction as a function of
the chemical potential and the magnetic field.
model is shown in Fig. 9. We observe that for the chemi-
cal potential values for which the Fermi energy is crossed
by non-parabolic bands there is a considerable current
for φ = 0 present already in a small magnetic field.
Due to the phase shift of the ABS localized on the Mo
edge with respect to the remaining three states the max-
imal supercurrent in the junction will change when the
magnetic field is increased. This effect is demonstrated
in Fig. 10 where we plot the critical current map as a
function of the magnetic field and the chemical potential.
We observe pronounced variation of the critical current
whenever the spin opposite Mo bands differ in the Fermi
velocity and the anomalous phase shift occurs.
2. Orbital effects of the magnetic field
Let us now focus on the case where the magnetic field
is introduced solely through the orbital effects. In Fig.
7(b) we observe that the bands corresponding to the op-
posite edge modes are shifted apart towards opposite val-
ues of the wave vector. This results in SQUID oscillations
in the critical current. Most importantly, we also find
that the orbital effect leads to the valley Zeeman effect
that alters the energies of the bulk bands polarized in
K and K ′46,54. For a bulk monolayer, the valley split-
ting due to orbital part of the magnetic field results from
non-zero magnetic moment of the conduction bands44.
As the modes in the ribbon belonging to the bulk con-
duction band are also valley polarized we observe band
splitting also for the considered wire. Surprisingly, de-
spite the lack of valley polarization of the edge modes45,
we also observe Zeeman-like lifting of their energies in-
duced by the orbital effects. This happens whenever the
Figure 10. Critical current versus the magnetic field and the
chemical potential with only Zeeman interaction included.
edge mode wave vector lies in the regime in the disper-
sion for which the bulk magnetic moment is nonzero, i.e.
kx ' 2pi/3a, 4pi/3a.
Taking into account the above mentioned effect, the
Eq. (16) now reads
Esσ = ∆
∣∣∣∣cos(φ2 − seBLW2~ + φV + EV sσL~vsσ
)∣∣∣∣ . (26)
The similarity of lifting of the energies of the edge modes
by the orbital effects to the ordinary Zeeman splitting
is reflected by inclusion of EV sσ. This term will act in
the same manner as the Zeeman term in Eq. (16) and
introduce the anomalous shift of non-parabolic bands—
see Fig. 11.
It is important to note that the gauge choice for the
vector potential A is arbitrary as long as the magnetic
field B = ∇ ×A does not change. Let us then express
the vector potential in a more general form by shifting it
with an arbitrary y′:
A→ A′ = [−(y − y′)B, 0, 0]. (27)
Inclusion of the general form of the vector potential into
canonical momentum operator results in a wave vector
change55 of eBy′/~ and yields the phase factor for all
the ABS φV = eBLy
′/~ in Eq. (26).
It becomes obvious that, in the presence of the or-
bital effect, the specific choice of the vector potential
leads to an arbitrary phase shift of the whole ABS struc-
ture. This however cannot change any of the observables.
The anomalous current measurements are performed by
putting two Josephson junctions in a loop39,40 to create
a SQUID interferometer, where only the relative shift of
the ABS is recorded, and the common, arbitrary phase
of the ABS φV due to the vector potential is irrelevant.
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Figure 11. ABS spectrum (black) and the supercurrent
(red) versus the phase difference between the superconduct-
ing leads. The results of are obtained for µ = 0.66 eV,
B = 500 mT.
Figure 12. Critical current as a function of external magnetic
field and chemical potential calculated in the TB model in the
presence of only orbital effects of the magnetic field.
We take advantage of the fact that a TMDC junction
can realize a SQUID interferometer in a single device due
to the occupation of the opposite edges of the sample. In
the map of Fig. 12 we plot the critical current versus the
magnetic field and the chemical potential. We find that
the critical current exhibits SQUID oscillations which
are strongly perturbed due to presence of non-parabolic
bands. Note that since there is no Fermi velocity de-
pendent term in the SQUID component of Eq. (26), the
deviation from the SQUID pattern results entirely from
the Zeeman-like effect that induces the anomalous shift
of the ABS due to the presence of non-parabolic edge
bands.
3. Critical current patterns disclosing the anomalously
shifted ABS
Figure 13. Critical current as a function of magnetic flux and
chemical potential calculated in the TB model in the presence
of both orbital effects and Zeeman interaction.
We turn our attention to a realistic case when both
Zeeman interaction and the orbital effects are present for
the magnetic field normal to the TMDC nanoribbon. In
Fig. 13 we show the critical current versus the field and
chemical potential in the junction. We clearly see that
the strong deviation of the SQUID pattern is a hallmark
of the states with a strong non-parabolic dispersion that
results in anomalous ABS structure under combined Zee-
man and orbital effects of the magnetic field.
Finally, in Fig. 14(a) we show cross-sections of the map
Fig. 13 for two values of the chemical potential. For
µ = 0.75 eV, when there is no anomalous shift, we ob-
serve the regular SQUID pattern with the period Φ0,
due to the flux piercing the ribbon. When µ = 0.66 eV
the Fermi energy is crossed by non-parabolic Mo bands
and we observe a disruption in the SQUID pattern—new
maxima develop at Φmax = ±039Φ0 [see the black verti-
cal lines in Fig. 14(a)].
In Fig. 14(b) we consider the case just before the
critical current reaches the first maximum, i.e. Φ =
0.81Φmax. We observe that the anomalous ABS corre-
sponding to the Mo modes with smaller velocity is shifted
in phase by φa = (EVb↑ + EZ)L/~vb↑ from the other
Mo ABS which has φn = eBLW/2~ shift due to the
orbital effects. The two other ABS shifted towards pos-
itive φ by φn correspond to the modes located at the S
edge. Note that for the estimation of the above phase
shifts we neglected the impact of the Zeeman interaction
on the normal ABS since its effects is minute [see the
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Figure 14. (a) Critical current cross-section of the map of
Fig. 13 for two values of the chemical potential. (b) ABS
spectrum for Φ = 0.81Φmax and supercurrent versus the su-
perconducting phase difference.
two almost degenerate ABS in Fig. 14(b)]. When the
anomalously shifting ABS overlaps with the states lo-
cated on the opposite edge, i.e. when φa +φn = 2pi−φn,
the critical current reaches the first maximum and ac-
cordingly the anomalous phase shift can be evaluated as
φa = 2pi − eBLW/~.
IV. SUMMARY AND CONCLUSIONS
We have studied Josephson junctions formed by a tran-
sition metal dichalcogenide nanoribbon placed between
two superconducting leads. Using tight-binding model
calculations and an analytical approach, we determined
the ABS structure and supercurrent in the presence of a
perpendicular magnetic field. We explained the separate
effects of Zeeman interaction and the magnetic orbital
effects on the ABS structure and supercurrent carried by
the edge modes of the ribbon. We found that the unusual
dispersion relation of the edge modes—with the regimes
in which the chiral symmetry is broken—results in the
appearance of anomalously shifted ABS in the presence
of Zeeman interaction and the orbital effects of the mag-
netic field. This phenomenon leads to a strong disrup-
tion of the SQUID oscillations in the junction when the
chemical potential is set such two edges of the ribbon
are populated. We point out that this phenomenon can
be used experimentally to reveal the presence of non-
parabolic edge bands in transition metal dichalcogenide
ribbons and to uncover the anomalous phase shift of the
ABS in a single SNS junction.
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