Abstract. Contemporary workflow management systems offer workitems to users through specific work-lists. Users select the work-items they will perform without having a specific schedule in mind. However, in many environments work needs to be scheduled and performed at particular times. For example, in hospitals many work-items are linked to appointments, e.g., a doctor cannot perform surgery without reserving an operating theater and making sure that the patient is present. One of the problems when applying workflow technology in such domains is the lack of calendar-based scheduling support. In this paper, we present an approach that supports the seamless integration of unscheduled (flow) and scheduled (schedule) tasks. Using CPN Tools we have developed a specification and simulation model for schedule-aware workflow management systems. Based on this a system has been realized that uses YAWL, Microsoft Exchange Server 2007, Outlook, and a dedicated scheduling service. The approach is illustrated using a real-life case study at the AMC hospital in the Netherlands.
Introduction
Healthcare is a prime example of a domain where the effective execution of tasks is often tied to the availability of multiple scarce resources, e.g. doctors. In order to maximize the effectiveness of individual resources and minimize process throughput times, typically an appointment-based approach is utilized for scheduling the tasks performed by these resources. However, the scheduling of these appointments is often undertaken on a manual basis and its effectiveness is critically dependent on preceding tasks being performed on-time in order to prevent the need for rescheduling.
To illustrate the importance of the afore-mentioned issue, consider the small hospital process for diagnosing a patient shown in Figure 1 . As a first step, the patient is registered. Next, a physical examination (task "physical examination") of the patient takes place which is done by an assistant and a nurse. In parallel, a nurse prepares the documents for the patient (task "make documents"). When these tasks have been completed, a doctor evaluates the result of the test (task indicates the average time needed for performing the task and prefix "r:" indicates which roles are necessary to perform the task. From each associated role, exactly one person needs to be assigned to the task. For both schedule tasks, indicated by the character "P" in the top-right corner of the task, the patient is also required to be present.
"consultation") and decides about the information and brochures that need to be provided by the nurse (task "give brochures and information"). Figure 1 also shows the corresponding organizational model which specifies the roles being played by people in the organization.
From this example, it can be seen that a distinction can be made between two kinds of tasks. The tasks annotated with an "F" in the figure, can be performed at an arbitrary point in time when a resource becomes available and are called flow tasks. However, the tasks "physical examination" and "consultation", annotated with an "S" in the figure, can only be performed when the required room is reserved, the patient is present, and the necessary medical staff are present for performing the specific task, i.e. these tasks need to be scheduled and performed at particular times. Therefore, we call these kinds of tasks schedule tasks as they are performed by one or more resources at a specified time.
For the consultation task in the figure, it is often the case that a doctor finds out at the actual appointment that some results from required diagnostic tests are missing. Consequently, this leads to wasted time for the doctor as a new appointment needs to be scheduled. Therefore, for the effective performance of schedule tasks it is vital that the whole workflow is taken into account in order to guarantee that preceding tasks are performed on-time thereby preventing the need for rescheduling and avoiding unproductive time for resources as a result of canceled appointments.
Workflow technology presents an interesting vehicle with which to support healthcare processes. Based on a corresponding process definition, Workflow Management Systems (WfMSs) support processes by managing the flow of work such that individual work-items are done at the right time by the proper person [2] . Contemporary WfMSs offer work-items through so-called work-lists. At an arbitrary point in time, a user can pick a work-item from this list and perform the associated task.
If we consider the implementation of this process in the context of a WfMS, we find that a significant dichotomy exists in that people are used to working in a scheduled way, but this is not supported by current WfMSs. In contrast to administrative processes, healthcare processes invoke the coordination of expensive resources which have scarce availability. Therefore, it is of the utmost importance that the scheduling of appointments for these resources is done in an efficient way, that is suitable both for the medical staff and also for the patients being treated. To summarize, there is a need to integrate workflow management systems with scheduling facilities.
In this paper, we present the design and implementation of a WfMS supporting both schedule and flow tasks. In addition to the classical work-list functionality generally associated with workflow systems, the concept of a calendar is also introduced in order to present appointments for scheduled work-items to the people involved. Unlike traditional workflow implementations, our focus is on how WfMSs can be integrated with scheduling facilities rather than simply extending the functionality of a WfMS or a scheduling system (e.g. a scheduling algorithm). In other words, we investigate how scheduling facilities can be added to workflow systems in general.
An interesting problem in this context lies in the actual development approach taken to extending a WfMS with scheduling facilities. Our strategy for this is based on the use of CPN Tools, a widely used modeling and execution tool for Colored Petri Nets (CP Nets) [18] , with which we developed a comprehensive conceptual model capable of serving both as a specification and simulation model for the application domain. Formalizing such a system using CP Nets offers several benefits. First of all, building such a net allows for experimentation. So, the model or parts of it can be executed, simulated, and analyzed which leads to important insights about the design and implementation of the system. Second, the hierarchical structuring mechanism of CP Nets allows for the modeling of large complex systems at different levels of abstraction. That is, CP Nets can be structured into a set of components which interact with each other through a set of well-defined interfaces, in a similar way to the components in a modular software architecture.
In this way, we were able to use the conceptual model as a specification for the subsequent realization of the system. In order to realize the functionality contained in the conceptual model, we incrementally mapped it to an operational system based on widely available open-source and commercial-off-the-shelf (COTS) software. Although the conceptual model is detailed, it remains abstract enough, such that its components can be concretized in many different ways. We choose an approach based on the reuse of existing software. In total, the conceptual model consists of 30 nets, 238 transitions, 625 places, and in excess of 1000 lines of ML-code illustrating the overall complexity of the system. For the concrete realization of the system we used the open-source, service-oriented architecture of YAWL and Microsoft Exchange Server 2007 as the implementation platform.
The remainder of the paper is organized as follows. In Section 2 we explain how a workflow language can be augmented with information relevant for scheduling. In Section 3 we present the design of a WfMS integrated with schedul-ing facilities, together with a concrete implementation. In Section 4 a concrete application of the realized system is presented. Section 5 discusses related work and finally Section 6 concludes the paper.
Flow and Schedule Tasks
In order to allow for the extension of a WfMS with scheduling functionality some concepts need to be introduced. It is assumed that the reader is familiar with basic workflow management concepts, like case, role, and so on [2] . Using the process shown in Figure 1 , we will elaborate on how a workflow language can be integrated with scheduling functionality.
Concepts
We can distinguish between two distinct types of tasks. Flow tasks are performed at an arbitrary point in time when a resource becomes available. As only one resource is needed, it is sufficient to define only one role for each of them 3 . Consequently, these tasks can be presented in an ordinary work-list. For example, for the flow task "make documents" the work may either be performed by "Sue" or "Rose".
Conversely, schedule tasks are performed by one or more resources at a specified time. As multiple resources can be involved, with different capabilities, it is necessary to specify which kinds of resources are allowed to participate in completing the task. To this end, multiple resources may be defined for a schedule task where for each role specified, only one resource may be involved in the actual performance of the task. For example, in Figure 1 , the schedule task "physical examination" may be performed by "Jane" and "Rose", but not by "Sue" and "Rose". Note that a resource involved in the performance of a schedule task may also be a physical resource such as medical equipment or a room. Furthermore, for the schedule tasks the patient may also be involved which means that the patient is also a required resource for these tasks. Note that the patient is not involved in the actual execution of the task but is a passive resource who needs to be present whilst it is completed. For this reason, the patient is not added to any of the roles for the task, nor are they defined in terms of a separate role. Instead, it is necessary to identify for which schedule tasks the patient needs to be present.
For presenting the appointments made for schedule tasks to users, the concept of a calendar will be used. More specifically, each resource will have its own calendar in which appointments can be booked. Note that each patient also has his / her own calendar. An appointment either refers to a schedule task which needs to be performed for a specific case or to an activity which is not workflow related. So, an appointment appears in the calendars of all resources that are involved in the actual performance of the task. An appointment for a schedule task, for which a work-item does not yet exist, can be booked into the calendar of a resource. However, when the work-item becomes available it has already been determined when it will be performed and by whom. Note that sometimes work-items need to be rescheduled because of anticipated delays in preceding tasks.
In order to be able to determine at runtime the earliest time that a schedule task can be started, information about the duration of every task needs to be known. For example, in Figure 1 , for each task the average duration is indicated by prefix "d:". For example, one block represents one minute, which means that the task "physical examination" takes 60 minutes on average.
Formalization
Based on the informal discussion in the previous section, we now formalize the augmented workflow language. The definition of our language is based on WFnets [2] . Note that our results are in no way limited to WF-nets and can be applied to more complex notations (BPM, EPCs, BPEL, etc). Note that WFnets are the most widely used formal representation of workflows. A WF-net is a tuple N = (P, T, F ) defined in the following way:
-P is a non-empty finite set of places; -T is a non-empty finite set of tasks (P ∩ T = ∅); -F ⊆ (P × T ) ∪ (T × P ) is a set of arcs (flow relation); -There is one initial place i ∈ P and one final place o ∈ P such that every place or transition is on a directed path from i to o.
A WF-net can be extended in the following way, called a scheduling WF-net (sWF-net). A sWF -net is a tuple N = (P, T f , T s , F, CR, Res, Role, R, Rtf, Rts, D), where:
-T f is a finite set of flow tasks; -T s is a finite set of schedule tasks; -T f ∪ T s = T and T f ∩ T s = ∅, i.e., T s and T f partition T . So, a task is either a flow task or a schedule task, but not both; -(P, T, F ) is a WF-net; -CR ⊆ T s is the set of schedule tasks for which the human resource for whom the case is being performed is also required to be present. -Res is a non-empty finite set of resources; -Role is a non-empty finite set of roles; -R: Res → P(Role) is a function which maps resources on to sets of roles;
Role is a partial function which maps flow tasks on to roles; -Rts: T s → P(Role)\{∅} is a function which maps schedule tasks on to at least one role; -D: T → N 0 is a function which maps tasks onto the number of blocks that are needed for the execution of the task.
Note that Figure 1 fully defines a particular sWF-net.
Design
In this section, we present the design and implementation of a WfMS integrated with scheduling facilities. First of all, we explain the approach followed for developing a conceptual model of the proposed system, followed by a description of its implementation. Second, the conceptual model is discussed in more detail in Section 3.2. Third, in Section 3.3, we introduce the architecture of the system. Finally, for each component identified in Section 3.3, a detailed (functional) description is provided in sections 3.4 to 3.7. Finally, in Section 3.8, we focus on the analysis of the conceptual model and the realized system.
Approach
Contemporary WfMSs provide a wide range of functions. In order to determine before the implementation phase, how such a system can be integrated with scheduling facilities one needs to identify how the new scheduling functionality being added should be incorporated with existing functionality. To this end, Colored Petri Nets (CP Nets) have been chosen as the mechanism to identify and formalize the behavior of the system. CP Nets provide a well-established and well-proven language suitable for describing the behavior of systems exhibiting characteristics such as concurrency, resource sharing, and synchronization. Formalizing a system using CP Nets offers several benefits. First of all, building such a net allows for experimentation. So, the model or parts of it can be executed, simulated and analyzed which leads to insights about the design and implementation of the system. Additionally, it provides valuable insights that assist in understanding the problem domain. Second, a complete model of the system allows for testing parts of the system that are implemented. Given that a CP Net consists of several components, we can "replace" one or more components in the CP Net by the concrete implementation of these components. This replacement is realized by making connections between the CP Net model and components in the actual system. As the CP Net is an executable model we can easily test numerous scenarios facilitating the discovery of potential flaws in both the architecture and the implementation.
Another important benefit of having a CP Net consisting of several components, is that it provides precise guidance in the configuration of software products, thereby allowing for the use of existing software. As will become clear below, whilst the specification model is detailed, it remains abstract enough, such that it allows components to be concretized in various ways.
Conceptual model
The complete conceptual model, defining the precise behavior of a workflow management system augmented with scheduling facilities, consists of a series of CP Nets in which several layers can be distinguished. Figure 2 shows the hierarchy of CP Nets in the CP Net model, together with the relationships between them. In total, there are 30 distinct CP Nets. An indication of the complexity of each net is expressed by the p and t value included for each them, showing the number of places and transitions they contain. In total, the whole CP Net consists of 238 transitions, 625 places and in excess of 1000 lines of ML code. The construction of the whole model required more than three months of work. This underscores the fact that it is a complex system. In order to illustrate the use of CP Nets in the development approach, the blocks in Figure 2 which are colored grey will be discussed in more detail. Figure 3 shows the topmost net in the CP Net model and gives an idea of the main components in the system and the interfaces between them. As can be seen in the figure, there are four substitution transitions. They represent the major functional units in the system which are explained in detail in the next section. Each place which is connecting two substitution transitions forms part of the interface between the corresponding two components. Additionally, for each place, being part of such an interface, the direction of the arcs between the place and the two components specifies the sending (tail) and the receiving component (head) of a specific message.
Architecture
Now, we give a more detailed overview of the architecture of a WfMS integrated with scheduling facilities. As Figure 3 only provides a snippet of the whole conceptual model (it only shows 22 places of the 57 places that are part of an interface), Figure 4a shows the architecture of the conceptual model together with an illustration of the interfaces between the components (shown as clouds). Note the correspondence between Figure 4 and the top level CP Net model ( Figure 3) . The concrete implementation of the systems architecture is shown in Figure 4b . Both architectures illustrate the main components and the system is defined in a service oriented way. The components are loosely coupled and the interfaces are kept as compact and simple as possible. As the interfaces share the same numbering, it is easy to compare both sets of interfaces.
The architecture consists of four components. First of all, the workflow engine routes cases through the organization. Based on the business process definition for a case, tasks are carried out in the right order and by the right people. Once a task in a case becomes available for execution, the corresponding work-item is communicated to users via the workflow client application allowing it to be selected and performed by one of them. The scheduling service and the workflow client application communicate with the Calendar component in order to obtain a view on users' calendars and to manipulate their contents. Note that users can add /remove appointments that are possibly unrelated to the workflow.
As our focus is on how a WfMS can be integrated with scheduling facilities, we want to completely separate the scheduling facilities provided by the system from the engine. As a consequence, we have a separate scheduling service component which is responsible for providing scheduling facilities to the system (e.g. (re)scheduling of tasks). In order for the scheduling service to function correctly, all scheduling constraints imposed by the engine (which might be relevant to a scheduling decision) need to be sent to the scheduling service. To be more precise, the scheduling service receives a scheduling problem, which contains all relevant constraints for one case only. Based on these constraints, the scheduling service makes decisions with regard to the scheduling of schedule tasks for the case.
Informally, the scheduling problem is formulated as a graph which has nodes and arcs between nodes. Nodes, arcs and the graph itself may have properties represented as name-value attributes. The rationale for representing the scheduling problem using this data structure is that any information in the graph can be included which is deemed relevant. For a case, which is in a given state, we map the process definition, defined in terms of the formal definition given in Section 2.2, to the graph (e.g. tasks, duration, split/join semantics of a node, roles). Where a work-item exists for a given node, a property is added to that node indicating the state the work-item is currently in. For a user to reschedule an appointment, additional information is added, such as the name of the requester. Moreover, if the human resource for which the case is being performed is also required in order to perform any task, then the name of the calendar for this resource is included together with the names of the relevant schedule tasks. An example of a scheduling graph is given in Figure 5 . In this figure, we see how the process definition shown in Figure 1 is mapped to the graph. In order to simplify the graph, the figure only shows the properties of the "consultation" node. For this node it indicates that the average duration is 45 minutes, only a doctor is allowed to perform the task, the task is a schedule task, the node has XOR-split semantics, AND-join semantics, and a work-item exists for it which is in the enabled state.
In sections 3.4 to 3.7 the individual components are discussed in more detail. For each component a description of the main functionality is provided together with a discussion on its interaction with other components. Note that, due to space limitations, only the most important interface methods will be discussed.
Workflow Engine
A workflow engine is responsible for the routing of cases. In addition to the standard facilities an engine should provide [2] , the following facilities are added in order to integrate scheduling capabilities.
The engine is responsible for sending a scheduling problem to the scheduling service in order to determine whether appointments need to be (re)scheduled, or if limited time remains in which to finish work-items for preceding tasks of an appointment. As a consequence of our choice to completely separate the scheduling facilities from the engine, a scheduling problem for a case is sent when the following situations occur: (1) a case is started; (2) a work-item is finished; (3) a user wants to reschedule an appointment; and (4) at regular time intervals. The fourth option is necessary as it may be the case that no workitems are completed in a given period, but that some appointments need to be rescheduled due to the fact that time has passed. Obviously, the graph is sent the least number of times possible. As a consequence of the execution of the scheduling service, the engine is informed about appointments for which limited time is left in which to finish work-items of preceding tasks. For these work-items, a warning is sent to the workflow client to indicate that limited time remains in which to finish the work-item.
Model.
The complete CP Net for the workflow engine component is depicted in Figure 6 . The places tagged with an input or output port tag (shown by a rectangle with the text "In" or "Out" respectively) are part of the interface of the engine with other components. More specifically, the white colored places with a thick black line are part of the interface of the workflow client application. The white colored places with a tin black line are part of the interface of the scheduling service and the black colored places are places which keep internal engine information.
The substitution transitions have been defined such that each of them specifies a specific functionality provided by the engine. For example, the "cancel case" substitution transition models the actions taken by the engine in case of cancelation of a case. A cancelation request is received via the "cancel case user" place. In that case, the corresponding case information is removed from the "state cases" place which contains the state information for all cases. Afterwards, the scheduling service is informed, via place "cancel case", so that appointments made for the case are deleted. As an indication of the complexity of the engine it is worth mentioning that the flattened substitution transition comprises 63 transitions and 151 places. Implementation. The Engine component in the CP Net model can be replaced by a concrete implementation which allows it to be tested. The workflow component is realized (see Figure 4b ) using the open-source WfMS YAWL [1] and a service which acts as an adaptor in between YAWL and the workflow client application. The adaptor service communicates with YAWL via "Interface B" [1] . The adaptor also communicates with the scheduling service using SOAP messages. However, the adaptor and the YAWL system are tightly coupled as large volumes of workitem and process related information are exchanged.
Workflow client application
Users working with the WfMS do so via the workflow client application which delivers the basic facilities that should be provided by this facility [2] . The component consists of a GUI and a work-list management component. The work-list management component serves as a layer between the engine and the GUI and takes care of the communication between them. The GUI component consists of a "worktray" and a "calendar" component where the "worktray" provides the same facilities as a classical worktray. The appointments that are created for schedule tasks are advertised via the calendar. Once a work-item becomes available for such an appointment, it can be performed via the calendar. In our approach, only one user can interact with the WfMS with respect to the completion of the work-item. This prevents concurrency issues where multiple users want to complete the same work-item.
With regard to the appointments that are made for schedule tasks, users can express their dissatisfaction with the nominated scheduling by requesting: (1) the rescheduling of the appointment, (2) the rescheduling of the appointment to a specified date and time, or (3) the reassignment of the appointment to another employee. Such a user request can be done as a single action and is the only supported means for the rescheduling of appointments by users. In addition, the workflow client also indicates whether limited time is left in which to undertake work-items in order to meet the schedule. Moreover, users are also allowed to add appointments to the calendar which are not workflow related (e.g. having dinner with friends).
As can be seen in Figure 4a , two interfaces are defined for the communication between the workflow client application and the engine. The interface with number "1" defines the standard communication that takes place between an engine and a workflow client application. The interface with number "2" defines methods added as a consequence of the scheduling facilities developed for the system. For this interface, nothing is stored in the engine when these methods are called.
Model.
The corresponding CP Net model for the work-list management component is fairly complex (and is not shown here): the component's model contains 109 transitions and 239 places. However, in order to allow for experimentation, we also had to include some user behavior, like selecting a workitem and so on, which has nothing to do with the actual behavior of the system. Implementation. Similarly, the workflow client application component of the CP Net can be replaced by a concrete implementation. Once the Exchange Server was in place we could easily use the Microsoft Outlook 2003 client to obtain a view of a user's calendar. Furthermore, the Outlook client can be configured in such a way that it can act as a full workflow client application which can communicate with the WfMS via an adaptor service via the exchange of SOAP messages.
Scheduling Service
The scheduling service is responsible for providing scheduling facilities to the WfMS. Scheduling is done sequentially on a case-by-case base. Once a scheduling problem is received, the scheduling service needs to determine whether some of the schedule tasks need to be (re)scheduled. Moreover, several distinct issues need to be addressed of which we mention the most important ones.
First of all, the final scheduling of tasks needs to occur in the same order as the sequence of schedule tasks in the accompanying process definition for the case. Moreover, there should be sufficient time between two scheduled tasks. Also, when rescheduling appointments, the preceding constraints need to be satisfied. For example, in Figure 1 , it needs to be guaranteed that first the "physical examination" is scheduled, followed by the "consultation" which needs to occur at a later time.
Second, for the actual scheduling of an appointment multiple roles can be specified for a schedule task. For each role specified a resource needs to be selected, i.e., the number of roles determines the number of resources involved in the actual performance of the task. If the patient for which the case is performed also needs to be present at an appointment, then this is also taken into account. The scheduling service only books an appointment in the calendars of these resources who need to be present during the performance of the task (i.e. the performers of the task and the patient (if needed)).
Third, the scheduling service is also responsible for determining whether limited time is left for performing preceding work-items for scheduled tasks. In such a situation, the engine needs to be informed. Moreover, the scheduling service is also informed about the cancelation of a case, so that all appointments related to the case can be removed. When too little time is left for performing preceding work-items for a scheduled schedule task, the corresponding appointment is automatically rescheduled which in this context can be seen as the most straight-forward recovery action. However, different strategies can also be conceived for dealing with such situations. Potential solutions can be found in [4] .
In this paper, we focus on integration aspects instead on devising new scheduling algorithms. Nevertheless, to demonstrate the approach that is used for the scheduling of appointments, we will briefly examine the implemented 'naive' scheduling algorithm. Of course it can be envisaged that more advanced scheduling strategies are possible.
The (re)scheduling of appointments is done automatically, which means that there is no user involvement. Starting with the tasks in the graph for which a work-item exists, it is determined which schedule tasks need to be (re)scheduled. Once we know that tasks are able to be scheduled, they are scheduled. Moreover, these tasks are scheduled on a sequential basis in order to avoid conflicts involving shared resources. However, we do not schedule any tasks which occur after a choice in the process as this can lead to unnecessary usage of available slots in the calendar. Moreover, we do not take loops into account.
For the actual scheduling of an appointment, a search is started for the first opportunity where one of the resources of a role can be booked for the respective work-item. If found, an appointment is booked in the calendar of the resource. If the patient for which the case is performed also needs to be present at the appointment, then this is also taken into account. For example, for Figure 1 , if a case is started, an appointment is created for task "physical examination" in the calendars of "Jane", "Sue", and the patient, or "Jane", "Rose" and the patient.
Model.
The CP Net model which models the scheduling service consists of 49 transitions and 150 places. Moreover, modeling the scheduling behavior necessitated writing many lines of ML code. Implementation. The concrete implementation of this component of the CP Net is shown in Figure  4b . Here we see that the component is implemented in Java as a service which communicates with the WfMS via SOAP messages. However, in order to get a view of and to manipulate the calendar, the service also communicates via a Java interface with the Exchange Server which in turn exchanges information via SOAP messages.
Calendar
The Calendar component is responsible for providing a view on the calendars of users and for manipulating their contents. It is possible to create / delete appointments or to get information about the appointments that have been made. Moreover, the interface contains some convenience methods for deleting cases and finding the first available slot for a schedule task. Otherwise, large volumes of low-level information need to be exchanged whereas now only one call is necessary. Model. The CP Net model which models the scheduling service consists of 13 transitions and 28 places. Note that this model is relatively simple.
Implementation.
For the Calendar component we selected Microsoft Exchange Server 2007 as the system for storing the calendars of users. The big advantages of this system are its widespread use and the fact that it offers several interfaces for viewing and manipulating calendars.
Analysis
A serious drawback that we faced was that no meaningful verification of the CP Net was possible due to its size and complexity. Even more, as an unlimited number of business process models and users can be represented, state space analysis is impossible for the general case. Therefore, in [22] , we present an approach in which one or more components in the CP Net are "replaced" by the concrete implementation of these components by making connections between the CP Net model and components in the actual system. As the CP Net is an executable model this made it easy to test numerous scenarios in a systematic manner. In this way, a multitude of flaws, ranging from small ones to serious design flaws, have been discovered and fixed in both the conceptual model and components in the actual system.
In the design and the implementation of the system, a naive algorithm has been used for the scheduling of appointments. This naive approach can lead to inefficient use of resources. In [21, 22] , the conceptual model is used for simulationbased performance analysis in order to evaluate various scheduling approaches and to investigate the effects of our calendar-based approach on performance indicators such as the average waiting time for an appointment.
In total, these approaches lead to an increased confidence in the design, reliability, and correct operation of the resultant system.
Application
In this section, we demonstrate our approach and software in the context of a real-life healthcare scenario. To evaluate our approach, we have taken the diagnostic process of patients visiting the gynecological oncology outpatient clinic at the AMC hospital, a large academic hospital in the Netherlands. This healthcare process deals with the diagnostic process that is followed by a patient who is referred to the AMC hospital for treatment, up to the point where the patient is diagnosed, and consists of around 325 activities. However, for our scenario we will only focus on the initial stages of the process shown in Figure 7 .
At the beginning of the process, a doctor in a referring hospital calls a nurse or doctor at the AMC hospital resulting in an appointment being made for the first visit of the patient. Several administrative tasks need to be requested before the first visit of the patient (e.g. task "first consultation doctor"). At the first consultation, the doctor decides which diagnostic tests are necessary (MRI, CT or pre-assessment) before the next visit of the patient (task "consultation doctor"). Note that for the MRI, CT and pre-assessment tasks we do not show the preceding tasks at the respective departments that need to performed in order to simplify the model presented.
For this scenario, we assume that the task "additional information and brochures" has been performed. Moreover, at the first consultation with the doctor it has been decided that an MRI and a pre-assessment are needed for the patient. So, by looking at the process model it becomes clear that the tasks "MRI", "pre-assessment" and "consultation doctor" need to be scheduled. The result of the scheduling performed by the system for these tasks is shown in Figure 8a . Note that our case has "Oncology" as its process identifier and has "15" as its case identifier. Moreover, for the "consultation doctor", "pre assessment", and "MRI" examination, a doctor, an anesthetist, and MRI machine are needed respectively. Moreover, the patient is also required to be present.
In Figure 8a we can see that the "MRI" has been scheduled for 10:00 to 10:45 (see first column), the consultation with the doctor has been scheduled for 13:00 to 13:30 in the calendar of doctor "Nick" (see second column), and that the preassessment has been scheduled for 11:00 to 11:30 in the calendar of anesthetist "Jules" (see third column). At the far right, we can see the calendar of patient Anne who also needs to be present for the work-items mentioned, which explains why the previously mentioned appointments are also present in her calendar. For Anne we see that she is not available till 10 'o clock which has influenced the actual scheduling. This is due to the fact that she can not manage to be at the hospital before 10 'o clock by public transport. However, it is important that the "consultation doctor" task is scheduled after the "MRI" and "pre-assessment" task, which is also consistent with the corresponding process definition. Now, let us assume that unexpectedly some maintenance for the MRI machine is necessary for that day, which will take until 13:30 hours to complete. Consequently, the MRI appointment needs to be rescheduled to 13:30 hours. The effect of this specific rescheduling request can be seen in Figure 8b . In this figure, the message box indicates that the MRI has been successfully rescheduled to the requested time. Moreover, in the calendar of Anne we can see that the MRI now takes place from 13:30 to 14:15. However, it was also necessary to reschedule the appointment with doctor "Nick" which will now take place from 14:30 to 15:00.
As can be seen in Figure 7 , this rescheduling step is necessary as the task "consultation doctor" occurs after the "MRI" task and the task "register patient" falls in between these two tasks and takes 15 minutes.
Related Work
Analysis of the healthcare research shows that significant work has been done on the problem of appointment scheduling. Examples of such research efforts are appointment scheduling for outpatient services [10, 17] and operating room scheduling [9] . However, most of these studies focus on a single unit instead of situations in which a patient may pass through multiple facilities. Another approach is described in [27] in which the online problem of scheduling multiple appointments on a single day is considered for outpatients thereby only considering the appointments which need to be scheduled. In our research, we take the scheduling of work-items for the whole workflow into account together with the current state of a case. Our work is also related to time management in workflows. For example, in [23, 15] the authors focus on the satisfiability of time constraints and the enforcement of these at run-time. In addition, there is also research on the problem of the scheduling of tasks by WfMSs. For example, [7, 12, 25, 26] present algorithms for the scheduling of tasks. In contrast, we focus on the augmentation of a WfMS with scheduling facilities instead of just presenting new scheduling algorithms.
The work presented in [11] is somewhat similar to ours as it presents different architectures for a WfMS in which temporal aspects are explicitly considered. However, the temporal reasoning facilities are added as core functionality to the engine. In this paper, we propose a different approach where this kind of functionality is realized through a separate service in the system. In this way, loose coupling is guaranteed which means that our approach can be generalized to any WfMS (or even to multiple engines at the same time).
Multiple people can be involved in the actual performance of a schedule task. However, in our approach, only one user can interact with the WfMS with respect to the completion of a work-item. In [3, 8, 14] reference models to extend the organizational meta model with a team concept allowing for the distribution of work to teams are proposed. By doing so, advanced mechanisms are offered for the performance of work by such a team. Additionally, in [3, 8] a language is discussed for defining work allocation requirements to people.
For various systems, CP Nets have been used to formalize and validate functional requirements. A good overview can be found in [13] . For example: the formalization of the design of the so-called worklet service, which adds flexibility and exception handling capabilities to the YAWL workflow system [5] ; formalizing the implementation of a healthcare process in a workflow management system [20] ; presenting a model-based approach to requirements engineering for reactive systems [16] ; expressing architectural requirements and assessing middleware support in terms of decoupling [6] ; and formalizing the implementation of a patient record system by modeling task descriptions [19] . Related to this is [24] , in which CP Nets are used for specifying the operational semantics of new YAWL, a business process modeling language founded on the well-known workflow patterns 4 . To the best of our knowledge we are not aware of any work in which a comprehensive conceptual model of similar size and complexity is used for the specification of a newly developed system. Moreover, the specific component-based construction of the conceptual model allowed for the incremental mapping of the functionality contained in the conceptual model to an operational system based on both open-source and COTS software (YAWL, Microsoft Exchange Server, and Microsoft Outlook).
Conclusions and Future Work
In this paper, we have presented the design and implementation of a WfMS augmented with calendar-based scheduling facilities. Instead of just offering workitems via a work-list, as is the case in most existing WfMSs, they can also be offered as a concrete appointment in a calendar taking into account which preceding tasks are necessary and whether they have been performed. 4 For more information about workflow patterns, see http://www.workflowpatterns.com
Our approach demonstrates that the use of CP Nets, for constructing a conceptual model of the system to be realized, provides valuable insights in terms of understanding the problem domain and identifying the behavior of the system. Moreover, the same conceptual model provides a comprehensive specification on which to base the ultimate realization of the required functionality. We have incrementally mapped it to an operational system using widely available open-source and commercial-off-the-shelf (COTS) software. For the concrete realization of the system we used YAWL (as a workflow engine) and Microsoft Exchange Server 2007 / Outlook (as the platform providing calendar and user interaction). This demonstrates that although the specification model is detailed, it remains at a sufficient level of abstraction to allow its constituent components to be concretized in various ways. Moreover, it also shows that our ideas can, for example, be applied to a variety of WfMSs and scheduling systems.
Finally, to test the feasibility of our approach, we plan to evaluate the operation of our resultant system in a real-life scenario at the AMC hospital.
