The number of n-edge embedded graphs (rooted maps) on the g-torus is known to grow as t g n 5(g−1)/2 12 n when g is fixed and n tends to infinity. The constants t g can be computed thanks to the non-linear "t g -recurrence", strongly related to the KP hierarchy and the double scaling limit of the one-matrix model. The combinatorial meaning of this simple recurrence is still mysterious, and the purpose of this note is to point out an interpretation, via a connection with random (Brownian) maps on surfaces. Namely, we show that the t g -recurrence is equivalent, via known combinatorial bijections, to the fact that EX for any g ≥ 0, where X g , 1 − X g are the masses of the nearest-neighbour cells surrounding two randomly chosen points in a Brownian map of genus g. This raises the question (that we leave open) of giving an independent probabilistic or combinatorial derivation of this second moment, which would then lead to a concrete (combinatorial or probabilistic) interpretation of the t g -recurrence. We also compute a similar moment in the case of three marked points, for which a similar phenomenon occurs.
Introduction and results
In this note a map is a graph embedded without edge crossings on a closed oriented surface, in such a way that the connected components of the complement of the graph, called faces, are each homeomorphic to a disk. Loops and multiple edges are allowed, and maps are considered up to oriented homeomorphisms. A map is rooted if an edge is distinguished and oriented. The number m g (n) of rooted maps with n edges on the surface of genus g satisfies, for fixed g ≥ 0 and n → ∞: m g (n) ∼ t g n 5(g−1) 2 12 n , for t g > 0.
(
In genus 0, this result follows from the exact formula m 0 (n) = 2·3 n (n+2)(n+1) 2n n due to Tutte [Tut63] . In higher genus, it was proved in [BC86] using generating functions. A direct combinatorial interpretation of Tutte's formula for maps of genus 0 was given by Cori and Vauquelin [CV81] and much simplified by Schaeffer [Sch98, CS04] . A combinatorial interpretation of (1) was given in [CMS09] using the Marcus-Schaeffer bijection [MS01] and further developped in [Cha10] .
None of the methods just mentioned enable to say much about the sequence of constants (t g ) g≥0 that appear in (1), and indeed these references give explicit values only for very small values of g. There is however a remarkable recurrence formula to compute these numbers, that we call the t g -recurrence. It is better expressed in terms of the numbers τ g = 2 5g−2 Γ 5g−1 2 t g and is given by:
which enables to compute these numbers easily starting from τ 0 = −1. This result was first stated in mathematical physics in relation with the double scaling limit of the one-matrix model, and obtained via a non-rigorous scaling of expressions involving orthogonal polynomials (we refer to [LZ04, p201] for historical references). A more algebraic approach is based on the fact that the partition function of maps on surfaces, with infinitely many parameters marking vertex degrees, is a tau-function of the KP hierarchy. Going from the KP hierarchy to the recurrence (2) (or to an equivalent Painlevé-I ODE for an associated generating function) relies on a trick of elimination of variables that can be performed in different ways and whose generality is, as far as we know, yet to be fully understood (for the case of triangulations see [KKN99, Appendix B.] or [GJ08, BGR08] and for general maps see [CC15] ). The main observation of this note is to relate the recurrence (2) to another side of the story, namely the study of random maps and their scaling limits. We refer to [LGM12] for an introduction to this topic. To state our main observation we first need a few more definitions. A quadrangulation is a map in which each face contains exactly four corners, i.e. is bordered by exactly four edgesides. It is bipartite if its vertices can be colored in black and white in such a way that there is no monochromatic edge. For each n, g ≥ 0, there is a classical bijection, due to Tutte, between rooted maps of genus g with n edges and rooted bipartite quadrangulations of genus g with n faces.
For n, g ≥ 0, we let Q (g) n be the set of rooted bipartite quadrangulations of genus g with n faces (with the convention that there is a single quadrangulation with 0 face, which has genus 0, no edge, and two vertices). We let q (g) n ∈ u Q (g) n be a bipartite quadrangulation of genus g with n faces chosen uniformly at random (the notation ∈ u to denote a uniform random element of a set will be used throughout this note). We equip the vertex set of q (g) n with the graph distance, noted d n , and with the uniform measure, noted µ n . This makes q
n , d n , µ n ) into a compact measured metric space. The set of (isometry classes of) such spaces is equipped with the Gromov-HausdorffProkhorov (GHP) topology as in [Mie09, Sec. 6] . A Brownian map of genus g is a random compact measured metric space (q ∞ , d ∞ , µ ∞ ) that is such that:
in distribution along some subsequence for the GHP topology. The existence of Brownian maps of genus g was proved in [Mie09] , and their unicity for each g ≥ 1 has been announced by Bettinelli and Miermont [BM] (in genus 0 the unicity is an important result proved independently by Miermont [Mie13] and Le Gall [LG13] ). However the unicity of the limit is not needed for our discussion since we will prove the convergence of all the observables we are interested in. Also note that some authors prefer to introduce an additional scaling factor (8/9) 1/4 to the distance, but this is irrelevant to our discussion so we prefer avoid it.
Theorem 1 (First observation, obtained by combinatorial means). For g ≥ 0, let (q
∞ be chosen independently according to the probability measure µ ∞ , and let X g , 1 − X g be the masses of the corresponding cells in the nearest neighbour tessellation of q (g) ∞ induced by v 1 and v 2 , that is to say:
Then the sequence of numbers τ g = 2 5g−2 Γ 5g−1 2 t g satisfies:
From (2) we immediately deduce:
Theorem 2 (Second observation, by comparing Theorem 1 with the t g -recurrence (2)). For any g ≥ 0, the random variable X g satisfies
. The reader may find surprising that EX 2 g does not depend on g ≥ 0: indeed, although it is natural to expect that local statistics of Brownian maps do not depend on the genus, the nearestneighbour tessellation depends globally of the metric space q (g) ∞ , that is genus dependent. In fact, this unexpected property is the main reason why this note is written. It suggests that there exists a simple probabilistic or combinatorial interpretation of this mysterious fact, based on a symmetry of the Brownian map, but we have not been able to find it. We emphasize that, via Theorem 1, such an interpretation would provide a proof of the t g -recurrence independent of orthogonal polynomials, matrix models or integrable hierarchies.
It is natural to ask if other moments of the variables X g or related random variables are computable, and in which way they depend on the genus. Unfortunately we won't go very far in this direction. Let v 1 , v 2 , . . . , v k be k ≥ 2 points in q ) 1≤i≤k be the masses of the k-nearest-neighbour cells induced by the
We note that X g = Y (1:2) g , so we could have used a single notation, but we prefer to keep the lighter notation X g for Y (1:2) g throughout this note. The following result is similar to, and as mysterious as Theorem 2:
Theorem 3 (A similar simple formula for the case of three points). For g ≥ 0, the masses Y 
As we will see, the fact that this moment is computable reflects the existence of a combinatorial device known as the "trisection lemma" [Cha10] . The fact that it does not depend on the genus, and that it coincides 1 with the corresponding moment for a uniform three-division of the interval [0, 1], is as mysterious as for the previous result (or even more, since as we will see the computations leading to Theorem 3 are quite delicate and involve intermediate expressions that are complicated and magically become simpler at the last minute).
We won't prove anything on higher moments or other values of k since we lack the tools to study them. However, numerical simulations suggest that the first joint moments of the random variables (Y
) 1≤i≤k , for small values of g and k, are close to what they are for a uniform partition of [0, 1] into k intervals. Of course one has to be prudent with simulations, given that the metric observables in random discrete maps of size n typically converge to their Brownian map analogue at speed O(n −1/4 ), and that our numerical simulations are performed only for n ≈ 10 6 to 10 7 . However Theorems 1 and 3 support this conjecture, so we dare to state it explicitly: 
) has the same law as the subdivision of the unit interval induced by k − 1 independent uniform variables. In particular, for any g ≥ 0,
To conclude this introduction, we emphasize that our main observation relates the moment EX 2 g to the g-th step of the t g -recurrence. In particular, the fact that EX 2 0 = 1/3 for the genus 0 Brownian map is only "equivalent" to the computation of the genus 1 constant t 1 , that can be performed by hand in several ways (and similarly, our proof of Theorem 3 for g = 0 relies only on the value of the constants t 1 and t 2 ). However, proving Conjecture 4 even for (g, k) = (0, 2) would be interesting in itself. Readers familiar with Miermont's bijection [Mie09] may try to approach this problem by exact counting of well-labelled 2-face maps (we have failed trying to do so). One could also hope that in the future purely probabilistic methods (for example using the QLE viewpoint on the Brownian map [MS15] ) will enable to determine the full law of X 0 or even the law of the vector (Y (i:k) 0 ) 1≤i≤k for each k. In an opposite direction, we recall that the t g -recurrence is only a "shadow" of the fact that the generating functions of maps satisfy a set of infinitely many partial differential equations called the KP hierarchy. It is natural to expect that other joint moments of the variables Y (i:k) g , apart from the two cases we have been able to track, are related to these equations. This may lead to a way, based on integrable hierarchies, of approaching Conjecture 4.
2 Proof of our main observation (Theorem 1)
Preliminaries
For g ≥ 0 we let Q g (z) be the generating function of rooted bipartite quadrangulations of genus g by the number of faces, and we let Q • g (z) be the g.f. of the same objects where an additional vertex is pointed. We let m g (n) = [z n ]Q g (z) and we use the same notation with • . In what follows the notation a(n) ∼ b(n) means (classically) that a(n)/b(n) → 1 when n tends to infinity, while the 1 if U1, U2 are two independent uniforms on [0, 1] and I1, I2, I3 are the lengths of the three intervals they define, then E(I1I2I3) = 2 . For a combinatorial calculation, notice that E(I1I2I3) is the probability that five independent uniforms U1, U2, V1, V2, V3 are ordered as V1 < U1 ∧ U2 < V2 < U1 ∨ U2 < V3, which is clearly equal to From [BC86] (see also [CMS09] for purely combinatorial proofs) we have for fixed g ≥ 0:
A labelled map of genus g is a rooted map M of genus g equipped with a fonction : V (M ) → Z such that for any edge (u, v) of M one has (u) − (v) ∈ {−1, 0, 1}. We consider these objects up to global translation of the labels (we will often fix a translation class by fixing the label of a particular vertex, often the root, to 0). A labelled one-face map (l.1.f.m.) is a labelled map having only one face. We let L (g) n be the set of all (rooted) l.1.f.m. of genus g with n edges. The Marcus-Schaeffer bijection ( [MS01] , see also [CMS09] for the version needed here) is an explicit bijection:
where
is the set of rooted bipartite quadrangulations of genus g and n faces equipped with a pointed vertex. It follows that
is the generating function of rooted l.1.f.m. of genus g by the number of edges. Moreover, in genus 0, rooted one-face maps are nothing but rooted plane trees, and a standard root-edge decomposition leads to the quadratic equation L 0 (z) = 1 + 3zL 0 (z) 2 , from which we get the explicit formula:
2.2 The decomposition equation, Miermont's bijection, and proof of Theorem 1
We now come to the substance of this note, which is simply to try to write an equation for the generating function of l.1.f.m. by root-edge decomposition, and see what happens. We fix g ≥ 0, and we consider a l.1.f.m. M of genus g + 1. If we remove the root edge of this map, two things can happen (see Figure 1 ): (i) we disconnect the map into two l.1.f.m. M 1 and M 2 whose genera sum up to g + 1;
(ii) we do not disconnect the map; in this case we are left with a map M of genus g with two faces. Each face of M carries a distinguished corner, and the labels of these two corners differ by −1, 0, or 1. Translating this operation into an equation for generating functions we obtain
where: -in the first term the factor 3z takes into account the choice of the increment of label along the root-edge in {−1, 0, 1}; -A g (z) is the generating function by the number of edges, of unrooted labelled two-face maps, with faces numbered F 1 , F 2 , such that the face F i contains a marked corner c i for i = 1..2, and that | (c i ) − (c 2 )| ≤ 1. Objects counted by A g (z) can be related to quadrangulations thanks to Miermont's bijection [Mie09] . This bijection is a generalization of the Marcus-Schaeffer bijection where the l.1.f.m is replaced by a labelled map having an arbitrary number, say K, of faces. We will apply it for K = 2. In the following discussion, where we assume some familiarity with Miermont's bijection, we will show how to arrive informally at Lemma 5 below, and why this implies Theorem 1. Details of the proof of Lemma 5 are postponed to the next sections.
Let us consider an object counted by [z n ]A g (z). Let us fix the translation class of the labels by saying that the minimum label in face F 1 is zero, and let us call δ the minimum label in face F 2 . Let i 1 ≥ 0 and i 2 ≥ δ be the labels of the two marked corners c 1 and c 2 , respectively, and recall that i 1 − i 2 ∈ {−1, 0, 1}. Applying Miermont's bijection [Mie09] to this object, we construct a bipartite quadrangulation Q of genus g by adding a new vertex s 1 , s 2 inside each face F 1 , F 2 , and applying a certain closure operation. At the end of the construction, we obtain a quadrangulation such that d(s 1 , s 2 ) + δ is even. Moreover, the two corners c 1 and c 2 of the original two-face map are naturally associated to two edges e 1 and e 2 of the quadrangulation, and the construction is such that if m i is the endpoint of e i closer from s i in Q, for i ∈ {1, 2} one has:
These constraints can simply be rewritten as:
where = i 2 −i 1 is such that | | ≤ 1. Loosely speaking, the properties in (6) say that, up to an error at most 1, s i is (weakly) closer to m i than to m 3−i for i = 1..2. Unfortunately these constraints do not entirely characterize these objects (see next section) but they do, in some sense, asymptotically. Thinking heuristically for a moment, we can expect that the analogue in the continuum limit of these discrete configurations is a Brownian map with four marked points (m ∞ 1 , m ∞ 2 , s ∞ 1 , s ∞ 2 ) such that if we subdivide the space in two nearest-neighbour cells induced by m ∞ 1 and m ∞ 2 , the point s ∞ i belongs the nearest-neighbour cell induced by m ∞ i for each i = 1..2. Up to technical details that we will carry out in the next section, this leads us quite naturally to the following conclusion:
is such that, as n goes to ∞:
with the notation of Theorem 1.
Remark 1. The reader can understand heuristically the meaning of the denominator 3/2·n 3 m g (n) as follows. The tuple (Q, s 1 , s 2 , e 1 , e 2 ) is a quadrangulation with two vertices and two marked edges. We can use e 1 as the root-edge of Q, and orient it by deciding that its source is at even distance from s 1 . We can choose the "error" freely in {−1, 0, 1} (since asymptotically we do not expect this error to play any role), and set i 1 := d(s 1 , m 1 ) and δ := i 1 + − d(s 2 , m 2 ). Since Miermont's bijection requires that d(s 1 , s 2 ) + δ is even, we are left with a rooted quadrangulation with one marked edge e 2 , and two marked vertices (s 1 , s 2 ) subject to two parity constraints (that s 1 is at even distance from the root, and that d(s 1 , s 2 )+δ is even). Since a quadrangulation with n faces has 2n edges and n+2−2g vertices, and since it is natural to expect each parity constraint to contribute an asymptotic factor 1 2 , the total number of "base configurations" we obtain is ∼ 3×(2n)n 2 /4·m g (n), hence the denominator in (7).
We can now conclude the proof of Theorem 1. First, we can rewrite the decomposition equation (5) as:
which expresses the generating function L g+1 (z) in terms of the lower genus functions L i (z) for i = 1..g, and of the "unknown" quantity A g (z). We recall that Q • g (z) = 2L g (z) and (3), from which we observe that each term in the L.H.S. of (8) has a dominant singularity at z = 1 12 with the same order of magnitude. More precisely, for the first term, using (4), we obtain (1
(g 1 +g 2 ) . It follows, using standard transfer theorems for algebraic functions [FS09] that when n goes to infinity:
But from Lemma 5, we have another expansion of the "unknown" coefficient [z n−1 ]A g (z), namely:
Theorem 1 follows by comparing the last two expansions of the "unknown" quantity
).
Remaining proofs, I: general properties
Because we will need to pick both edges and vertices at random, we first need a lemma that compares both:
Lemma 6. Given a quadrangulation Q of genus g with n faces, there exists a probability measure µ E n on edges of Q and a mapping φ : E(Q) → V (Q) that associates to each edge of E a vertex at distance at most one of one of its endpoints, such that the distance in total variation between µ E n and the uniform measure on edges, and between φ • µ E n and the uniform measure on vertices, are both O(
Proof. Let L be the l.1.f.m associated to Q via the Marcus-Schaeffer bijection and let v 0 ∈ V (L). The map L has n + 1 − 2g vertices, so it is possible to choose a set E L of n − 2g edges of L and an orientation of edges of E L such that each vertex of V \ {v 0 } has exactly one outgoing edge from E L (to see this, take a spanning tree of L and orient edges towards v 0 ). If e ∈ E L , we let v(e) be its source, which is an element of V \ {v 0 }. The edge e of E L is associated, via the Marcus-Schaeffer bijection, to a face f (e) of the quadrangulation Q that is incident to the vertex v(e). We let E Q be the subset of edges of Q that border a face of the form f (e) for some e ∈ E L and that are oriented from white to black when going clockwise around f (e) (in some fixed bicoloration of Q). Ifẽ ∈ E Q , corresponding to the face f (e), we define φ(ẽ) := v(e). Sinceẽ and ψ(ẽ) both border the face f (e), they are at distance at most one from each other. Moreover, if we chooseẽ uniformly at random from E Q , then by construction ψ(ẽ) is uniform in V \ {v 0 }. Since E Q contains 2(n − 2g) edges of Q (among 2n) and V \ {v 0 } contains n − 2g vertices of Q (among n + 2 − 2g), we are done.
In the following discussion we will implicitly restrict ourselves to a subsequence along which we have the GHP distributional convergence:
We will need the following direct consequence of [Cha10, Thm. 4]. We state separately a discrete and a continuous statement, although they are intimately related:
n . Then the probability that |d(v n 1 , v n 3 ) − d(v n 2 , v n 3 )| ≤ K goes to zero when n goes to infinity.
Proof. It is proved in [Cha10
, the random measure
converges in distribution to a random measure η g that, almost surely, has no atoms (this last fact following from the fact that it is true for the ISE measure, see e.g. [BMJ06] , and from the relation between η g and ISE given in [Cha10] ). Now for α > 0, let p n,α :
⊗2 |h α where h α (x, y) := 1 |y−x|≤α (here for a measure ν and a function h we note ν|h := h(x)dν(x)). Convergence in law implies that lim n E (η
g |f for any bounded and continuous function f , so choosing f = f α continuous such that h α ≤ f α ≤ h 2α we get lim sup n p n α ≤ E (η g ) ⊗2 |h 2α , and since η g has no atoms we get:
from which (ii) follows (in fact, in a much stronger form that allows K to be as large as o(n 1/4 )). Now, by GHP convergence and [Mie09, Prop. 6] one can define on the same probability space (q (g) n ,ṽ n 1 ,ṽ n 2 ,ṽ n 3 ) and (q
in total variation distance for each i ∈ {1, 2, 3} and M ∈ {n, ∞}, and such that almost surely |d n (ṽ n i ,ṽ n j )/n 1/4 −
From (10) this implies that lim sup α→0 q α = 0, which implies (i).
Remaining proofs, II: Lemma 5
Before proving Lemma 5, we need to describe more precisely the objects Miermont's bijection leaves us with. We use the same notation as in the previous section for objects counted by A g (z) (marked faces F 1 , F 2 , minimum label in each face 0, δ, marked corners c 1 , c 2 ). We will introduce the refinement
where A g (z) counts the same objects as A g (z) but with the restriction that (c 2 ) − (c 1 ) = .
Unpacking the definitions in [Mie09] we have: each edge towards its vertex of minimum label 2 . From an edge e, define the leftmost geodesic oriented path as the oriented path starting from e and continuing after each edge with the first oriented edge encountered in counterclockwise order around its endpoint, stopped when it reaches s 1 or s 2 . Then for i = 1..2, the leftmost geodesic oriented path starting at e i ends at s i .
Note that, since Q is bipartite, the property (M 2) is equivalent to the following: (M'2) d(m 1 , m 2 ) ≡ mod 2. As for the complicated property (M 3), up to subdominating cases, it can be rephrased in simpler terms closely related to nearest neighbours tessellations. Indeed, we have:
Lemma 9. Let b g (n) be the number of tuples (Q, s 1 , s 2 , e 1 , e 2 ) satisfying (M0), (M1), (M2) of the last lemma, and such that moreover we have:
Proof. Let (Q, s 1 , s 2 , e 1 , e 2 ) satisfying the hypotheses of Lemma 9. Then we claim that it also satisfies the hypotheses of Lemma 8. Indeed define (v) = min(d(s 1 , v), d(s 2 , v) + δ) as in Lemma 8. We observe that (M'3) implies that
which shows that the minimum in the definition of (v) for v = m 1 is reached only by its first argument. Similarly, for v = m 2 we have by (M'3) that:
which shows that the minimum in the definition of (v) for v = m 2 is reached only by its second argument. Thus the discussion in [Mie09, Sec 2.2] (more precisely the first inclusion sign in the last displayed equation of that section) precisely says that (M3) is satisfied.
Conversely assume the hypotheses of Lemma 8. By general properties of Miermont's labelling (namely, the fact that leftmost oriented geodesic paths as defined in the lemma are, in particular, geodesic paths), property ( 
Thus, if hypothesis (M'3) is not satisfied, it must hold that either |d(s
It thus suffices to show that there are at most o(n 3 m g (n)) tuples (Q, s 1 , s 2 , e 1 , e 2 ) such that one of these two properties holds. For this it suffices to show that if (q, e 1 ) ∈ u Q (g) n is a random rooted quadrangulation and (s 1 , s 2 , e 2 ) are two vertices and an edge chosen independently uniformly at random in q, the probability that |d(s 1 , e 2 ) − d(s 1 , e 2 )| ≤ 2 or |d(s 2 , e 2 ) − d(s 2 , e 1 )| ≤ 2 goes to zero as n goes to infinity. This directly follows from Lemmas 6 and 7(ii).
In view of getting rid of the constraint (M 2), we state the following lemma:
Lemma 10. For any ∈ {−1, 0, 1} we have as n goes to infinity:
Proof(sketch). This can be proved by asymptotic analysis of generating functions using a simple adaptation of the method developed in [CMS09] for the enumeration of labelled one-face maps by scheme decomposition: one can enumerate objects counted by A g (z) with this approach and realize that changing the parameter only affects the principal singularity by a factor 1 − O((1 − 12z) 1/4 ), from which the result follows. We leave details to the reader.
We are now ready to conclude the proof.
Proof of Lemma 5. First, we remark that from the last lemma:
while from Lemma 9 and the remark preceeding it, [z n ]A 0 g (z) + A 1 g (z) is equivalent to the number of tuples (Q, s 1 , s 2 , e 1 , e 2 ) satisfying properties (M 0), (M 1), and (M 3) (note that property (M 2) disappears since we sum over both parities = 0, 1). We will thus focus on such objects in the rest of the proof.
We note that a bipartite quadrangulation with a marked edge e 1 and a marked vertex v 1 can be canonically rooted by orienting e 1 towards its unique endpoint at even distance from v 1 . This gives a one-to-two correspondence between elements of Q g n with a marked vertex and (unrooted) bipartite quadrangulations of genus g with a marked vertex and a marked unoriented edge. We thus have:
where the probability is taken over q (g) n ∈ u Q g n with two uniform marked vertices s 1 , s 2 , a uniform marked edge e 2 and e 1 is the root edge (in the denominator, the factor n 2 corresponds to the choice of the two vertices, while the factor (2n) corresponds to the choice of the edge e 2 ).
We recall that we implicitly restrict ourselves to a subsequence along which the GHP distributional convergence (q
holds. We will make use of this convergence using a coupling between q ∞ on the same probability space, and define a measure ν on q
for any i, j, and moreover the law ofw i n (resp.w i ∞ ) differs from µ n (resp. µ ∞ ) by at most n in total variation distance, where n is a nonnegative real sequence going to zero when n goes to infinity. We will apply this with k = 4. Using Lemma 6, we can moreover assume the verticesw n 3 andw n 4 are at distance at most 2 of two random edges e n 1 andẽ n 2 respectively, and that the law ofẽ n 1 andẽ n 2 is n -close in total variation to that of two uniform random edges (if necessary, we modify the sequence n for this to be true, still asking that
If v 1 , v 2 , v 3 , v 4 are points (or subsets) in some metric space of underlying distance d, and K ∈ R let us define the events:
By the assumptions made on the coupling between q (g) n and q (g) ∞ and from the triangle inequality we have, denoting ∆ the symmetric difference:
∞ chosen according to µ ∞ , and where we just used the definition of total variation distance. From Lemma 7(i), the last lim sup is equal to zero, which implies:
where w n 1 , w n 2 , e n 1 , e n 2 are two vertices and two edges of q (g) n chosen independently uniformly at random, and where (
∞ . Now by rerooting invariance of random quadrangulations PV 4 (w n 1 , w n 2 , e n 1 , e n 2 ) is equal to the probability appearing in the R.H.S. of (12), while it follows directly from Lemma 7(i) and the Fubini theorem that the quantity PV 0 (w ∞ 1 , w ∞ 2 , w ∞ 3 , w ∞ 4 ) is equal to EX g (1 − X g ). This concludes the proof.
To be fully complete we also state the:
Proof of Theorem 2. The only thing to prove is that EX g = 1 2 , which is a direct consequence of Lemma 7.
3 Three marked points (proof of Theorem 3)
In this section we sketch the proof of Theorem 3. We will insist on the combinatorial decompositions and the computation, since the details of the convergence results are very similar to what we did in the previous section.
We first need some definitions from [CMS09, Cha10] . If L is a one-face map, its skeleton is the map obtained by removing all vertices of degree 1 in L, and continuing to do so recursively until only vertices of degree at least 2 remain. Vertices of a one-face map that are vertices of degree at least 3 of its skeleton are called nodes. A node v that has degree k in the skeleton is called a k-node (note that its degree as a vertex in the one-face map can be larger than k). A one-face map is dominant if all vertices of its skeleton have degree at most 3, i.e. if all its nodes are 3-nodes. It is proved in [CMS09] that for fixed g, as n goes to infinity, a proportion at least 1 − O(n −1/4 ) of l.1.f.m. of genus g with n edges are dominant. By Euler's formula, a dominant one-face map has 4g − 2 nodes.
Following [Cha10] , we introduce the operation of opening. If L is a one-face map and v is a 3-node of L, the opening of v is the operation that consists in replacing v by three new vertices, each linked to one edge of the skeleton, and distributing the three (possibly empty) subtrees attached to v among these new vertices as on the following figure: v opening Following [Cha10] 3 , we distinguish two types of 3-nodes in a one-face map: intertwined nodes, that are such that their opening results in a one-face map of genus g − 1 with three marked vertices; and non-intertwined nodes, that are such that their opening results in a map of genus g − 2 with three faces, and one marked vertex inside each face (here the map can be disconnected, and its genus and number of faces are defined additively on connected components). The trisection lemma [Cha10, Lemma 5], which is the key result underlying this section, asserts that any dominant map of genus g ≥ 1 has exactly 2g intertwined nodes, hence 2g − 2 non-intertwined ones. 
Figure 2: The three cases for a one-face map of genus g + 2 rooted at skeleton edge leaving a non-intertwined 3-node v.
It follows that the number K g+2 (n) of l.1.f.m. of genus g + 2 with n edges whose root edge is a skeleton-edge leaving a non-intertwined 3-node satisfies:
Indeed, the first-order contribution is given by dominant l.1.f.m., and in a dominant l.1.f.m. of genus g + 2 we can choose 3(2(g + 2) − 2) = 6(g + 1) edges outgoing from a non-intertwined node as a new root edge, but we obtain each map 2n times in this way (since maps counted by L g+2 (z) are already rooted at one of their 2n oriented edges).
We are now going to obtain another expression for the number K g+2 (n) by performing a combinatorial decomposition. Comparing the two expressions will, in the end, lead us to Theorem 3.
Let L be a dominant l.1.f.m of genus g + 2 whose root edge is a skeleton-edge leaving a nonintertwined 3-node v. We distinguish three cases, according to what happens when we perform the opening of the node v (see Figure 2 ): (i) we disconnect the map into three components; (ii) we disconnect the map into two components; (iii) we do not disconnect the map. We let C
g+2 (z) be the generating function for these three cases, respectively. Configurations corresponding to (i) can be reconstructed by starting with three rooted l.1.f.m. of positive genera summing up to g + 2, and joining the three root vertices by new edges to a new vertex v. The generating function for the contribution of this case is thus:
where for each new edge a factor 3zL 0 (z) takes into account the increment of this edge, and the attachment of a rooted tree (possibly empty) in the newly created corner (see Figure 2 -Left). Configurations corresponding to (ii) can be reconstructed by joining with a new edge the root vertex of a l.1.f.m. to the root vertex of another one which is rooted at a non-isthmic edge of its skeleton (see Figure 2 -Center). Now, arguing as in the previous section, for each h ≥ 1, the generating function S h (z) of l.1.f.m. of genus h rooted at a non-isthmic edge of their skeleton satisfies:
from which we get:
It follows that the contribution for case (ii) is given by:
where as before the factor 3zL 0 (z) takes into account the increment of the newly created edge, and the (possibly empty) rooted tree to attach in the newly created corner, and where the global factor of 3 takes into account the choice of the root edge among the three skeleton-edges incident to the newly created vertex. Summing up (14) and (15) we obtain the leading-order contribution for the sum of the first two cases:
g 1 +g 2 +g 3 =g+2
where we have used that L 0 ( 1 12 ) = 2, and all sums are taken over positive indices (i.e. g 1 , g 2 , g 3 > 0). Now, the leading-order contribution for the sum of three cases (i), (ii), (iii), which from (13) corresponds to the dominant singularity of the generating function 3(g + 1) L g+2 (z) dz z is given by (since all series are algebraic we can integrate expansions with no fear):
Taking the difference with the previous expression, we obtain that the leading order contribution corresponding to case (iii) is given by
g+2 (z) ∼ C 2 −5(g+2) (1 − 12) To sum up the present discussion, we have determined the first order asymptotic of the generating function C 
where we have used that (5g + 5)(5g + 3)(5g + 1)(5g − 1)Γ( 2 ) It is now time to apply Miermont's bijection. If we disconnect the three endpoints belonging to the skeleton and the root vertex in a map from case (iii), we obtain a labelled map of genus g with three faces, with one marked vertex inside each face, subject to the constraint that those three vertices have the same label (see Figure 2 -Right). Miermont's bijection transforms this object into a bipartite quadrangulation of genus g with six marked vertices (s 1 , s 2 , s 3 , v 1 , v 2 , v 3 ), such that for i = 1..3 the source v i is closer from the vertex s i than from the two other vertices s j (to see this, write precisely the inequalities analogue to (6) as in the previous section). Arguing as in the previous section (see the sketch of proof below), up to subdominating cases, this property asymptotically characterizes those configurations, and we get:
Lemma 12. The number c The reader can understand heuristically the denominator in the previous expression as follows. The factor n 5 /4 comes from the fact that we have ∼ n 6 ways to mark 6 vertices (among n + 2 − 2g) but that the quadrangulation is unrooted so we divide by 4n. The factor 2 −2 corresponds to the fact that we have two parity constraints relating the distances of the six points together (these constraints enable us to choose the delays in such a way that the target vertices get the same label while respecting the parity constraints on delays required by Miermont's bijection). We only sketch the proof of the lemma, since it is similar to what we did in the previous section. 
