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Although past research has enabled blind and visually impaired (BVI) devel-
opers to access information better and code more efficiently, they still lack accessible
ways to create visual layouts. This research highlights the potential of using a tan-
gible user interface (TUI) to enable BVI people to design web layouts, and presents
Sparsha, a novel TUI for layout design.
I conducted a semi-structured interview and a co-design session with a blind
participant. Based on the elicited insights and designs, I implemented Sparsha using
3D-printed tactile elements, an Arduino-powered sensing circuit and a Web server
that renders the final HTML layout.
Users place tactile beads on a base to represent HTML elements on the screen.
The Arduino senses the type and location of these beads and sends it to a web
server which renders the correct HTML element in the correct location on the client
browser, and provides audio feedback.
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Chapter 1: Introduction
1.1 Motivation: From Consumers to Creators
Advances in accessible and assistive technologies have simplified the lives of
blind and visually impaired (BVI) people by enabling them to not only consume
digital content but also to turn into digital creators and social media influencers
[2, 3, 9]. Supporting Blind Photography [36] makes the case for blind people’s desires
to create. The authors state that blind people need and want to click photographs for
the same reasons as others—recording events, sharing experiences and as a form of
artistic expression. There are many BVI people who actively create visual content
in the form of blogs covering a wide range of topics, that cater not only to BVI
audiences but also to sighted audiences [3]. There is also a thriving community of
BVI creators on YouTube [12] and Instagram [2] who offer sighted viewers a glimpse
into their lives by sharing their stories and daily experiences, while also being a
source of support and guidance to the BVI community.
Assistive technology devices like screen readers, tactile printers, and braille
displays have also led to many employment opportunities [10, 18, 25] for BVI peo-
ple. The number of blind programmers has been steadily rising in the last few years.
According to Stack Overflow’s annual Developer Survey, as of 2019, 1.5% of devel-
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opers (out of nearly 90,000) reported being BVI [17] as compared to 2017 when 1%
of developers (out of 64,000) reported being blind [16]; an increase of nearly 111%.
Although past research in accessible programming tools, such as CodeTalk [50]
and StructJumper [23], has enabled BVI developers to access information better and
code more efficiently, they still lack accessible ways to create visual layouts. During
my interview with a blind user, he stated that even though he has learnt HTML
and CSS, he can only specify what element he wants to add but cannot understand
or specify where. He still has to rely on the assistance of a sighted associate for all
aspects of the layout design. Studies have also shown that BVI users are interested
in layout design and want to do more than just entering text [41]. Two recent
papers [41, 51], that I will discuss more in section 2.3 in the next chapter, address
the problem of editing visual layouts for BVI user. I will also discuss the Developer
Toolkit (DTK) by Andy Borka [6] that helps BVI developers create user interfaces
on NVDA screen reader [13] in section 2.3.
The ability to create websites is not just a niche requirement for developers, but
a common and useful need for everyone, both from the perspective of employment
as well as self-expression. Thus there is a need for accessible web design tools that
BVI users can use to create visual layouts. This thesis is an effort to create such a
tool by employing a Tangible User Interface (TUI) [33] approach.
2
1.2 The Tangible Approach
Ability-based design [65] is an approach that advocates shifting the focus of
accessible design from disability to ability, much like user-centered design shifted the
focus of interactive system design from systems to users. In this approach, designers
should strive to leverage all that their target audience can do [65]. Blind users use
their sense of touch to “navigate and negotiate the world” [65] in their daily life.
Previous studies have revealed that blind people have higher tactile acuity than
sighted people [28]. Based on this perspective, I see value in a tool that can support
this tactile perceptual ability by using a Tangible User Interface [33].
The next chapter will discuss more about TUIs (Section 2.1) and some of
their applications in accessibility (Section 2.2). This will help guide the design of
the tangible web layout design tool, and also strengthen the case for employing a
TUI-based approach for this research.
1.3 Research Questions
As mentioned in the previous sections, there is a need for accessible web design
tools that BVI users can use to create visual layouts. This thesis aims to answer
the following exploratory questions:
1. What are the roadblocks and difficulties BVI people face when creating visual
layouts?
2. How can we effectively translate the visual metaphors of layouts so that that
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they can be understood by BVI people?
3. What design opportunities exist to support BVI people to create visual lay-
outs?
4. What are the best approaches for enabling BVI people to create visual layouts?
1.4 Contributions
The contributions of this thesis are as follows:
1. Identification of issues faced by BVI people when creating visual layouts.
2. Highlighting the potential of using a tangible user interface to enable BVI
people to design web layouts.
3. Results of a participatory design workshop with a blind co-designer that in-
forms the design of a tangible layout design tool.
4. The design and development of Sparsha, a novel Tangible Layout Design Tool.
5. An evaluation plan to gauge the effectiveness of the tangible layout design
tool.
1.5 Thesis Overview
The chapters of this thesis are structured as follows:
• Chapter 2 describes some of the related research that have laid the foundation
for this thesis.
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• Chapter 3 describes the Formative Study conducted for this research, and its
findings that helped to inform the design of Sparsha.
• Chapter 4 lists the design considerations and solutions for Sparsha. This is
followed by a description of the Participatory Design process and how it was
applied in this research to design Sparsha.
• Chapter 5 contains the system overview and implementation details of Sparsha.
• Chapter 6 presents the plan for testing and evaluating Sparsha with BVI
participants.
• Chapter 7 wraps it up with limitations, future work, and conclusion.
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Chapter 2: Related Work
2.1 Tangible User Interfaces
According to Finnish neurophysiologist Matti Bergström, quoted in a lecture
by Sofia Svanteson [5, 19]:
The density of nerve endings in our fingertips is enormous. Their dis-
crimination is almost as good as that of our eyes. If we don’t use our
fingers during childhood or youth, we become “fingerblind,” this rich
network of nerves is impoverished — which represents a huge loss to the
brain and thwarts the individual’s development as a whole.
Since Ivan Sutherland’s Sketchpad [58] 60 years ago, Human-Computer In-
teraction has largely been in the form of Graphical User Interfaces—a keyboard
and mouse being used to manipulate information on a screen by interacting with
windows, icons, menus, and pointers (WIMP) [55]. While the quality of the graph-
ics improved, the interfaces themselves have seen little change over the years and
for many decades it seemed like there were no alternatives [55]. Around 30 years
ago, technology advances and extensive work in HCI research enabled researchers
to develop novel forms of post-WIMP interfaces and interactions [55]. Among these
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post-WIMP interfaces, Tangible User Interfaces(TUI) were born out of a desire to
bridge the gaps between our physical world and the digital world [35].
The earliest introduction of this idea was in Graspable Interfaces by Fitzmau-
rice et al. in 1995 [29]. A few years later Hiroshi Ishii and his student Brygg Ullmer
from the Tangible Media Group at MIT Media Lab put forth the idea of Tangible
Bits [35], which laid the foundation for TUIs. According to Hiroshi Ishii, TUIs let
us take advantage of our evolved dexterity in manipulating physical objects with our
hands (e.g. building blocks or clay models) to manipulate physical representations
of digital information [34].
2.2 TUI Applications and Efficacy
In this section I will explore some of the relevant applications of TUIs and
their effectiveness. This will help guide the design approach for implementing the
tangible web layout design tool while also strengthening the case for using TUI as
a suitable solution.
2.2.1 Learning
Multi-touch interfaces are some of the most widespread post-WIMP interfaces
today [8] and provide many of the same benefits as TUIs [62]. In fact they also
provide many benefits that TUIs don’t [62]. But there are certain scenarios where
TUIs outshine multi-touch interfaces. Research suggests that in control tasks, speed
of acquisition tasks and the accuracy of manipulation are both higher in TUIs as
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compared to multi-touch [62]. Studies and theories on learning have stressed on the
positive impact of physical representations, movement and multimodal interactions
[22, 48]. TUIs are also very effective when used as an educational tool for young
children[53, 67], and especially for those with disabilities [66].
2.2.2 Programming
The origins of tangibles being used for programming predates the very notion
of TUIs. Radia Perlman, at Seymour Papert’s lab at MIT, created what is now con-
sidered one of the first tangible programming systems [49]. Tangible Programming
Bricks by Mcnerney was one of the earliest to use electronic blocks to enable kids
to code. Lego’s robotic construction kit, Mindstorms that was born out of the MIT
Media Lab’s Lifelong Kindergarten group [52] and Google’s Project Bloks [15] are
two more examples that aim to create tangible programming experiences for kids.
Microsoft’s Project Torino is a tangible programming language created for
BVI children [45, 46]. The authors state that in most of the current programming
languages aimed at children, inputs and outputs are visual in nature. As a result,
these languages are not accessible for BVI children [46]. Project Torino fills that
gap by designing a physical programming language that BVI children (aged 7 to 11)
can use to learn coding as well as to develop analytical thinking skills [46].
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2.2.3 Accessibility for BVI Users
The ability-based design [65] approach makes the ability of prospective users
its central focus. Since BVI people use their fingers and their sense of touch to
“navigate and negotiate the world” [65] everyday, it stands to reason that we should
take advantage of it when designing solutions for the BVI population. In fact,
blind people have been found to have higher tactile acuity than sighted people [28].
Although TUIs have been a focus of HCI research, there is surprisingly little work
on TUIs for BVI people [27].
One exception is The Tangible Desktop by Baldwin et al. [24] which makes a
very strong case for the use of multi-modal interfaces, combining tangible and audio
interfaces, in computing systems for BVI users. Their study found that TUIs are
quicker and more efficient than the audio-only interfaces that have been, and still
are, the main method of computer interaction for BVI computer users for more than
four decades [24]. The physical and visual metaphors that make GUI interaction
simple for sighted users (e.g. files and folders) do not translate well in a non-visual
context, thus making it much more difficult to use than in a visual context [24, 26].
A recent paper ShapeCAD by Siu et al. [57] from the Stanford SHAPE Lab describes
the use of a TUI for 3D modelling by BVI users. They make use of a table-top, 2.5D
shape changing display [56] to enable BVI users to haptically explore and modify
existing 3D models, as well as to create new 3D models. I will discuss this some
more in section 7.2.
9
2.2.4 Tactile Graphics
As mentioned earlier, since blind people have been found to have higher tactile
acuity than sighted people [28], tactile graphic overlays are a good solution for con-
veying information to BVI users. Touchplates [38] talks about the implementation
of a low-cost toolkit to create tactile graphic overlays to support the usage of touch-
screens for BVI users. TacTILE [30] is a similar work to the previous except that it
focuses on making touchscreen mobile phones accessible by using audio-annotated
3D-printed tactile overlays that represent graphical information. Taylor et al. [60]
extends the concept of tactile overlays to allow BVI users to interact with customiz-
able 3D printed tactile maps. Holloway et al. [32] goes even beyond tactile maps
and proposes that BVI users prefer 3D printed models over traditional tactile maps.
2.3 Visual Layouts for BVI developers
Past research in accessible programming tools for BVI programmers have ad-
dressed issues like the inaccessibility of IDEs [43, 50, 54], out-of-context editing [43],
and effective code navigation [21, 23]. However, they do not address the accessibility
challenges relating to the visual attributes of user interfaces.
Li et al. [41] at the Stanford SHAPE Lab have created a multimodal tool
to help BVI people to understand and edit web pages. They used semi-structured
interviews and contextual inquiries to identify that the main challenge faced by
the BVI populace in understanding and editing layouts is that the screen readers
or magnifiers they use fail to communicate enough information about the graphic
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design [41]. Their formative research also showed that BVI users are interested in
layout design and want to do more than just entering text [41]. Following this, they
conducted co-design sessions with a blind, hobbyist web developer and developed a
tool that generates tactile print-outs of the layout which users can place on top of
a tablet and interact with using a self-voicing application [41].
UITalk by Potluri et al. [51] is an initial exploration of a multi-modal ap-
proach to edit web page designs. Their system allows BVI developers to modify
visual layouts of web pages by either modifying the code directly in the IDE or by
using gestures on a touchscreen. Edits made by either mode are then automatically
assessed using a design validator.
Both the above mentioned papers [41, 51] address the editing of existing visual
layout templates and not creation of new layouts. Developer Toolkit(DTK) by Andy
Borka [6] is an add-on for the open-source NVDA screen reader [13] that helps BVI
developers create user interfaces by providing information about the the location,
height, and width of web UI elements in pixels.
2.4 Summary
This chapter discusses some of the related works that have laid the foundation
upon which this research was built. It begins with a discussion of the origin of
tangible user interfaces. Next, it talks about some of the applications of TUIs
in relevant application domains. These works helped to strengthen the case for
employing a TUI-based approach for this research, and also helped to guide the
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design of the tangible web layout design tool. I also discuss some of the works in
accessibility for BVI people that employ tactile graphics. Finally I conclude with a
discussion of two papers that are addressing the same problem area of visual layouts
for BVI users but deal only with editing existing visual layouts and not the creation
of new layouts.
12
Chapter 3: Formative Study
3.1 Introduction
To understand how BVI people use and create websites with currently available
tools and technologies, I conducted a formative study consisting of a semi-structured
interview [20]. The insights gained from this formative study were used to guide the
design of Sparsha.
3.2 Interview procedure
I conducted an hour-long, in-person, semi-structured interview [20] with a
blind participant to find out how he interacts with websites and about any prior
experience with designing or creating any visual layouts like websites or slide decks.
I used an Interview Script with open-ended questions[20] to get more descriptive
answers. Data consisted of audio recording and field notes.
3.3 Background
I recruited a blind person who is a student in a Human-Computer Interaction
graduate program, as well as a researcher in the field of Accessibility. He agreed
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to come on board as a participant for both the interview and as a co-designer for
the participatory design session[64] which I will detail in Chapter 4. I recruited
him primarily because I needed a BVI user who had experience with the creation of
websites using traditional HTML and CSS. Also, being an Accessibility researcher
gives him a unique perspective.
The participant had multiple technical certifications and worked as a computer
specialist until he lost his eyesight in 2009. He went back to college two years later to
get a Bachelor’s degree in Information Studies. Currently, he is in an HCI Master’s
program and is also a researcher working on assistive technologies for BVI users.
3.4 Interview Themes
After the interview was conducted, I transcribed the audio recording to get the
interview script. Using the process of coding [63] I conducted a thematic analysis of
the interview data and found the following emergent themes.
3.4.1 Use of assistive technologies
After losing his eyesight, he attended a training center for a few months where
he was taught how to navigate life as a blind person and how to use a computer,
keyboard navigation, how to use screen readers with Microsoft Word, PowerPoint,
Excel and so on. But overall he felt like he did not learn much there and would
consider himself largely self-taught. “I can do what they tell me. . . I can do my
coursework. I can do it independently. I can go to the internet, I can find any-
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thing”. But because of a lack of systematic training, he still feels he is perhaps at
an intermediate level and has more to learn. He does not know braille.
3.4.2 Web development experience
He learnt HTML, CSS, JavaScript, jQuery, and bootstrap as an undergradu-
ate. When asked about his web development experience, he said he has some trouble
while using the editors because he doesn’t realize when there are typos or syntax
errors. He also faces issues with adding tabs to indent the code because he wouldn’t
know how many tabs were there. In these scenarios, he needed a sighted person’s
help to help fix the errors. He said that the editors did have some accessibility
features but he still struggled with it.
While working on his portfolio website, he said he had used a template which
he customized based on what he had learnt in class. He had a sighted scribe assisting
him who told him what the colors and the fonts were and if things were in order. He
said the template he used was recommended to him by an accessibility researcher
as an accessible template.
He has taken a web programming class in his graduate program as well and as
his project, he wants to re-do his portfolio website from scratch using everything he
learns in class and without the use of a template. He said that if he used a template
again he would never develop any usable web skills and wants to have a ”hands-on”
experience.
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3.4.3 Opinions on learning
The participant is slightly concerned that learning web programming won’t
really count as a skill since he used a template and had a sighted associate helping.
He really wants to be able to code up a website from scratch so that he can finally say
he has web design skills. Right now he only has theoretical knowledge of concepts.
“...I cannot do anything that is graphical when it comes to CSS... I can, you know,
do my HTML, CSS, and put all the colors the way I learnt it. But I don’t know
what is on the screen”.
I gave him a brief description of how the proposed system would ideally be
a table-top representation of the screen with some way to mark elements on it to
represent element boxes. To this, after a moment’s thought, he replied: “...nobody
has sat me down and told me what the code looks like on the screen (before this)”.
He said if someone had explained to him how everything he has typed translates to
the screen, he would probably understand HTML and CSS, and their correlation
better.
3.5 Key Findings and Design Implications
• Not all BVI people know braille, hence it can’t be used as the only source of
tactile feedback when designing for the BVI population.
• Participant was formerly sighted, and stated he visualizes concepts in his head.
A congenitally blind participant would possibly have had a different workflow.
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Involve a diverse range of BVI participants for the evaluation phase and any
subsequent design sessions.
• Participant is largely self-taught and works best when learning on his own,
rather than being taught. Hence the tool will have to support him to do that.
• Participant does not want to take help from sighted associates. The tool
should enable him to work independently.
• Participant felt that using a template is like a shortcut and he believes that
knowing how to create a layout from scratch will mean he has truly learnt the
skill of web design. The tool has to support him to create layouts without the
use of pre-existing templates.
• Currently he can only specify what element he wants to add but cannot un-
derstand or specify where. The tool should allow him to specify a location on
the screen where he wants to add the required HTML element.
• His knowledge of web technology is largely theoretical. He has never really
been told how changes in code affect what is on the screen. The tool has to
give him feedback on the result of his actions.
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Chapter 4: Design Considerations and Participatory Design
4.1 Design Criteria and Solutions
Based on the design insights gained from the interview (described in the pre-
vious chapter) and the related work, I came up with the following design criteria
and solutions for Sparsha.
1. Criteria: Since BVI users have no way of knowing how their actions translate
visually on the screen, a tactile representation of the screen real estate is
required so that BVI users can use their fingers to add elements onto it as well
as to locate and modify elements that have already been added.
Solution: There would be a base that would be a table-top tactile surface
that would be a tangible representation of a computer’s screen real-estate.
2. Criteria: Graspable tactile pieces are needed to represent HTML elements so
that users can easily place them on the required location to add elements or
move them from one location to another to edit the size layouts.
Solution: There would be graspable entities, henceforth called beads, that
represent html elements. These can be added onto the base at the required
locations to specify the corresponding location where the element needs to be
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added on the screen.
3. Criteria: Users will need an easy way to set the size of the element on the
screen.
Solution: Since all HTML elements can be represented as rectangles, sets of
four beads will be used to represent an element—one for each corner of the
rectangle. To help the user create these rectangles, a constraint mechanism
will be needed to constrain the four beads together.
4. Criteria: Users need to be able to add different kinds of HTML elements on
the TUI.
Solution: The beads will have tactile textures on them that signify the HTML
element type they correspond to.
5. Criteria: The type, location, and size of the elements placed on the tactile
surface need to be translated onto the screen accurately.
Solution: Explore different sensing mechanisms for location detection and
bead-type detection (explained further in Section 5.3 in the next chapter).
The sensing mechanism should then send the information to a web server
which uses it to render the corresponding HTML elements on the screen.
6. Criteria: User needs to be given feedback that the action was completed
successfully.
Solution: Audio feedback should be enabled on the web app. It announces
that the element of specified type has been placed at the specified location.
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4.2 Design of Tactile Elements
For the design of the tactile elements (the base, the bead and the constraint
mechanism) outlined in the solutions mentioned in the previous section, I conducted
a participatory design session with the BVI participant I had interviewed. I 3D
printed a few prototypes for each of the elements (described later in Section 4.5)
that would provide a starting point for the design process. The details of the early
prototypes, the Participatory Design process, and the results are described in the
following sections.
Details of the various approaches considered and the actual implementation
of the tool can be found in the next chapter, Sparsha: A Tangible Layout Design
Tool.
4.3 What is Participatory Design?
Participatory Design is a design approach where the the prospective users of
a design participate in the design process as co-designers [64]. It can democratize
the design process because, instead of the traditional designer-client roles, it makes
all the stakeholders collaborate in the design process [39]. Research has also shown
that, when compared to designers working solo, Participatory Design has a much
higher potential for creativity and innovation [44, 61].
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4.4 Design Session Goal
The goal of this participatory design session, also known as the co-design
session, was to work alongside the participant to design the best solutions for the
tactile elements of the tool using the 3D printed artifacts as starting points.
4.5 Artifacts
Figure 4.1: The various artifacts used for the co-design session.
Based on the envisioned design solutions listed earlier in this chapter, I started
designing and creating the following artifacts for the design session:
1. Designs for a base that would represent the screen real estate were 3D modeled
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and printed.
2. Beads that would be used to mark locations on the base. I also created pro-
totypes of multiple types of tactile markers on the beads so that beads can
be assigned content types. E.g. To add an image element to the layout, I
would add four ”Image Beads”, identified by the tactile markers, on the base
in the shape of a rectangle and that would represent an image element on the
screen at the same location. The four beads represent the four corners of the
rectangle. The beads were 3D modeled and printed as well.
3. A constraint mechanism to mark the edges of the area marked by the beads.
This would link the four beads (representing the four corners of a rectangle),
help the user align his beads in the shape rectangle on the base to represent
a rectangular area occupied by the HTML element on the screen, as well as
be a tactile marker when the user is scanning the layout on the base with his
fingers.
After iterating over multiple versions of each of the elements, I zeroed in on
solution options as the basic artifacts, shown in Figure 4.1 that I would use in the
participatory design session.
4.6 Design Session Process
For each tactile element, I presented the user with the different artifacts and
let him get a feel for them one by one, followed by a side by side comparison. The
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Figure 4.2: User interacting with one of the base artifacts during the co-design
session.
user was offered 3 different base options, a board with multiple pillars, a chessboard-
like design with raised borders, and a variation of the pillar design with clusters of
pillars. Each of the base designs had a corresponding bead design. There were 2
main bead designs—a cuboid design with a hole in the middle that can be placed
over a pillared base, and a flatter design with 2 variants that could either be placed
on a pillared or the chessboard base. I also tested 3 kinds of constraints used to
link the four beads of a set together—using elastic threads, elastic bands, and a
telescopic-extension design.
The user was encouraged to think aloud [37, 47] throughout the session and
not only talk about the pros and cons of each artifact design but also suggest design
changes and improvements that would make the solution more effective. The user
was also asked to perform some tasks [40] and his performance was observed (Figure
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4.2). The main tasks the user was asked to perform were:
• Find a specified location on the base by feeling the tactile surfaces.
• Place 4 beads in a rectangular shape on the base at a specified location.
4.7 Results and Observations
The user initially said he preferred the flat chess-board design (red) based on
the location-finding task, but then switched his preference to the pillared model
(Figure 4.3) based on the ease of adding beads to it.
Figure 4.3: The pillared base design
Among the beads, the cuboid design was a no-contest winner over the flat
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designs, based on ease of pushing into the base and also to locate on the base
later. In the edge constraint designs, while using the elastic string and elastic band
models, he struggled a bit in the beginning but eventually made it work. With the
telescopic-extension design (Figure 4.4), he took a few moments to realize how it
functioned. And then he laughed and said, ”Wow this is awesome”. He said it was
his favorite experience of the session, and said it was very easy for him to create
rectangles on the base with it. He did struggle a bit with putting it on the board
but that was mainly because of loose joints on the prototype. In all three cases,
previously placed beads would pop off when he tried to place the next beads. We
discussed that this could be mitigated by adding magnets on both the board and
the base.
Figure 4.4: The user preferred bead and edge constraint design
Regarding the textures, he was not too keen on the smaller raised markings,
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see Figure 4.5 because it was harder to tell the difference between the different
markings on different beads. One design had raised markings on the sides of the
bead. These could not be sensed with the fingers after the bead was placed on the
board and hence the user rejected it. He chose the design with the large shapes on
the top 4.5 since they were easier than the others for him to differentiate. He added
that the main disadvantage with all the designs would be that he would have to
learn which shapes correspond to which element type. An interesting observation
was he often couldn’t tell the top of beads from the bottom on the beads in Figure
4.4. After trying with other beads, we concluded that it was because that particular
prototype had no texture on the top. He said that after texture and magnets were
added it would become more obvious.
The most encouraging part of the session was at the end when the user asked
if he could have the prototype base, after the project was done, to show his professor
and use it in his web programming class. He said, “I finally understand how HTML
and CSS work, this will help me a lot.”
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Figure 4.5: The selected bead designs for tactile texture
27
Chapter 5: Sparsha: A Tangible Layout Design Tool
Figure 5.1: Sparsha: System Diagram
5.1 System Overview
The major components of Sparsha can largely be grouped into the electronics,
tactile elements, and the web app. The base with its underlying electronics repre-
sents the screen real estate, beads act as HTML elements of different types, and
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a web application that will get inputs from the hardware and render the HTML
layout accordingly.
The system diagram is shown in Figure 5.1. When a user places 4 beads of
a type on the board (in the shape of a rectangle due to the edge constraints), they
snap on to the board due to magnetic contact points. An Arduino-based sensing
circuit attached to the base helps identify the type, and location of the beads. It
then sends this information over WiFi to the web server which in turn sends an
event to the client browser to render an HTML element of the specified type at the
specified location. The web application also gives audio feedback to confirm the
placement of the correct HTML element at the correct location.
I chose to go with a 12 column CSS Grid implementation since that is one of
the most commonly used and is the most flexible for accommodating different kinds
of layouts. Hence, the base has 12 columns of pillars. The number of rows visible
in one page(without scrolling) varies according to the row size specified in the CSS
grid and also across screen sizes. Based on the row size of 45px that I chose, a grid
with 12 rows would have been ideal. Due to the limited size of the 3D printer I
decided to reduce the number of rows for this proof of concept to 6.
5.2 Electronics
I initially used an Arduino Uno as the microcontroller to test a scaled-down
3x3 version of the board and later switched to an Arduino Mega 2560 for the full-size
board. An ESP8266 Wifi module was used for communicating between the Arduino
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and the web app.
5.3 Chess Piece Identification Technology
The two main pieces of information the tool needs to sense are location of the
beads on the base, and the type of the bead (to represent different types of HTML
elements). Electronic chessboards typically need to find location and type of chess
pieces, so I looked at the implementation methods of electronic chessboards [4] for
ideas. I explored the different approaches used in electronic chessboards [4]:
• DGT (Digital Game Technology) Sensors [7]: Patented, expensive technology.
Hence, ruled out.
• Reed switches [4]: Cheap and reliable. Can detect if a chess piece is in a
location, but cannot identify its type. On chess boards, this can be worked
around since all the pieces have a fixed starting point but it does not fit my
requirement.
• Hall effect sensor [4]: More expensive than reed switches, though still quite
cheap. Also they have three pins +, -, data so wiring and code is more complex
than reed switches. Probably why they have not been used in commercial
systems.
• RFID/NFC [31]: In theory this an ideal solution for chess piece identification.
NFC Tags for the beads/pieces are small and cheap. But individual sensors
are not cheap and I would need one for each location on the base i.e. 6 x 12
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= 72 sensors. In theory, it might be possible to multiplex an RFID antenna.
Problems include the difficulty of multiplexing RFID antennas, overlapping
reads, and read time.
Another solution was to use a Computer Vision [14] based multiple object
tracking algorithm to identify the beads and their position based on visual markers.
Downsides for this approach include the need for an overhead camera, algorithm
complexity, and the possibility of users occluding the camera view with their hands,
which would need additional changes to the algorithm to handle.
Since none of the above approaches seemed ideal for my device, I continued
looking for alternatives and I came upon the Key Switch Matrix, also known as a
Keyboard matrix [11]
5.3.1 Key Switch Matrix
A key switch matrix circuit is commonly found in electronic musical key-
boards and computer keyboards and is basically a grid of wires arranged in rows
and columns [11]. Each key acts as a switch at every intersecting point of the rows
and columns and when a key is pressed, a column makes contact with a row and
completes a circuit which is then registered as a key press [11]. The scanning algo-
rithm for the key matrix activates one column at a time and checks the rows for key
presses [11]. Multiple key presses with this model cause errors known as ghosting
and masking i.e. registering false key presses and failing to detect when a key isn’t
pressed anymore [11]. This can be rectified by adding a switching diode in series
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Figure 5.2: 3x3 version of the key switch matrix circuit with diodes.
Figure 5.3: Switching Diodes being soldered to the 12x6 PCB
with each switch [11]. In this case, 1N4148 switching diodes were used because of
their fast switching times [11]. I also modified the scanning algorithm to activate
rows and scan columns instead of the other way around for reasons that will be
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explained in 5.3.2. A scaled-down circuit diagram is shown in Figure 5.2.
Adapting the key-matrix to my use case, each pillar on the base would have
two connection points acting as the two ends of the switch and when a bead is placed
it should close the circuit and detect a ”key press” and thus give us the location of
the bead.
5.3.2 Matrix of Ohmmeters: Bead Type Recognition
Figure 5.4: Calculating resistance using a voltage divider circuit
Now that location recognition was in place, I had to find a way to differentiate
kind of beads. The simplest way was to give each type of bead a specific resistance
value and by measuring the resistance the type could be identified. So I essentially
turned the matrix of switches into a matrix of ohmmeters. Rather than just detect-
ing a ”key press” with an on/off switch mechanism, the device would now detect
resistor values at each location on the base. Since measuring the resistance required
reading analog values, I switched one side of the key matrix to analog inputs. To
account for the limited number of analog pins on the Arduino, I switched the scan-
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Figure 5.5: Circuit diagram of a 3x3 version with diodes and reference resistors.
ning algorithm to activate rows and scan columns as mentioned above in 5.3.1 and
hence fixed the number of analog inputs required to be equal to the number of
columns—12.
We can calculate the resistance of each bead using a Voltage divider circuit
as shown in Figure 5.4 using a reference resistor Rref . I used a reference resistor
of 1k ohms which theoretically could be used to measure resistance values between
180 ohms and 5.5k ohms with a measurement accuracy of around 2.5% [42]. The
diodes caused some variations to the resistance but I could define ranges of values
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to identify various resistors. A scaled-down 3x3 version of the new circuit diagram
can be seen in Figure 5.5.
Once the Arduino senses the type and location of the beads, it calls a Create
API on the web server (using the Wifi module) passing the type of element, the
coordinate of the top-left corner of the rectangle, and the size of the rectangle as
parameters.




Figure 5.7: The base board design with magnets and copper tape forming the con-
nections
The final base was designed based on the insights gleaned from the co-design
session and 3D-printed in a few iterative versions. The iterations helped me to test
different positions of connection points, different mechanisms for connection points,
and the possibility of using magnets so that beads snap to the pillar and don’t get
pulled out easily.
The contact points were designed to be diagonal across their respective pillars
i.e. one end at the top left of the pillar and the other end on the bottom right. Each
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Figure 5.8: 2 pin connectors were used to make connections from the PCB to the
base board
contact point would consist of a magnet (to make the bead snap to the location)
and adhesive copper tape on top of the magnet so that when the magnets on the
bead and base snap together they form a connection. I used JST 1.25mm 2 pin
connectors to make the connections from each pillar’s contact points on the base to
the PCB for ease of removal as seen in Figure 5.8.
5.4.2 Beads and edge constraint design
The bottom of each square bead has 4 magnets covered by copper tape which
form 2 diagonal pairs of connection points to ensure that, irrespective of the orien-
tation of the bead, one pair will always make contact with the connection points on
the base. The final bead design has the beads hollowed out to contain the resistor
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along with tiny holes on the side for the ends of the resistor to make contact with the
2 strips of copper tape which form the connection points. The telescopic-extension
edge constraint design which was the preferred choice in the co-design session (as
shown in Figure 4.4) was added in the final design. The texture for type identifica-
tion was added as the shapes-on-top design as was decided in the co-design session
(shown in Figure 4.5). One caveat here is that some prior learning will be required
for users to know which texture corresponds to a particular HTML element.
5.5 Web Application
The web app consists of a server and a client component. I set up the web
server using Express, which is a minimal Node.js web application framework, and
hosted it on Heroku. I set up a Create HTTP POST method which gets called by
the Arduino.
The API parameters are:
• Type of element
• Column start i.e. column number of the left edge of the rectangle
• Column span i.e. width of the rectangle
• Row start i.e. row number of the top edge of the rectangle
• Row span i.e. height of the rectangle
The server then passes these values to the client-side application via socket.io.
On the client, I have prepared a 12-column CSS grid container (see Figure 5.9)
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Figure 5.9: The 12 column CSS grid container used on the client (if the outlines
were visible)
that will be a parent for all the rendered elements. The client then renders an
HTML div element that contains the HTML element of the specified type and size
at the specified location within the grid-container and gives audio feedback that the
element was created. At the moment, the layout is populated with dummy content
and can be extended to customize the content. Finally, the client provides audio
feedback that the element was added at the specified location.
5.6 Bringing it all together
The system diagram is shown in Figure 5.1. When a BVI user places four
beads of a particular content type on the board, say of image type, the location
and type of the beads are sensed by the Arduino-based sensing circuit. The beads
would be in the shape of a rectangle due to the design of our bead constraint. The
location of the beads provides the size of the required image element. The Arduino
39
then calls a Create API using the attached Wifi module and passes the type of the
beads (image), the coordinates of the top-left corner of the image, as well as the
size of that image as the parameters. The Web server receives this information and
sends an event to the client browser to render an image of the given size and at
the given location to the client browser. The image element is then rendered on
the screen, with a stock image pulled using the Unsplash API [1], along with audio
feedback stating that the image element was added at the specified location.
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Chapter 6: Summative Evaluation Plan
In this chapter, I present the plan for testing and evaluating the tangible
visual layout design tool, Sparsha, with BVI participants. First I will describe the
participants that need to be recruited, followed by a description of the summative
assessment methods to be employed.
6.1 Participants
For the evaluation sessions, I plan to recruit at least 4 to 5 participants across
the spectrum of visual impairments so that we have a diverse pool of users. This
will provide useful insights about the usability and viability of the layout design tool
and inform us about any required additions and modifications to Sparsha. Since the
co-designer on this project was formerly sighted, it will be useful to even include
participants who are congenitally blind and gauge and compare their experiences,
behaviour and perspectives. Typically this tool is targeted at BVI people who have
background knowledge of technology and web design. But in future work (Section
7.2) it could be interesting to also include participants who are technological novices
to test the effectiveness of Sparsha as a learning tool.
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6.2 Method
The summative evaluation for Sparsha will be done in three stages:
1. Screening survey and introduction to Sparsha
2. Participants will be asked to perform a given set of tasks, and their perfor-
mance will be observed and evaluated. A post-study survey will be used to
collect the data.
3. The third stage will consist of a semi-structured interview [20] with each of
the participants to get their feedback about Sparsha.
The next few sub-sections describe the three stages in detail.
6.2.1 Stage 1: Screening and Introduction
In the first stage, participants will be asked to fill in a Screening survey to
give us information about their background, nature of their visual impairment, and
details about their technological experience, if any. Following this survey, partici-
pants will be given an introduction to Sparsha, and will be given a description of
how Sparsha works and provided some basic guidance on how to use it. Some time
will be provided for them to get an initial feel of the system. They will also be
given time to learn the feel of various tactile textures on the beads. Participants are
encouraged to ask any questions they might have before the tasks begin.
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6.2.2 Stage 2: Tasks
Each participant will be asked to perform the following tasks: [40] on Sparsha:
• Identify HTML types from beads based on the texture.
• Add specified HTML element at specified coordinates.
• Add specified HTML elements at vaguely specified locations (eg. Add a photo
on the top-left and a paragraph of text to its right).
• Resize HTML elements already on the board.
• Resize elements already on the board.
The participants will be encouraged to think aloud [37, 47] throughout the
session and their performance on each task will be observed and evaluated. After
each task the participants will be asked to fill in a post-task survey described in the
next subsection.
6.2.2.1 Data Collection and Evaluation Metrics
Users will be video recorded during the evaluation. Field notes will be taken
to highlight any insightful comments, ideas and suggestions that come up while the
user is doing the tasks. The following data pertaining to each task will be collected
for each participant in a post-task survey:
• Did the user complete the task?
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• Did the user face any issues/roadblocks/errors?
• How much time did the user take to complete the task?
• How satisifed was the user with their performance in the tasks? (on a num-
bered scale)
Using the above data, Sparsha will be evaluated according to the following
metrics:
• Success rate: How many users managed to complete the task?
• Error rate: What percentage of users identified the same common errors?
• Time to complete task: What is the average time it took to complete a given
task?
• Satisfaction rankings: How satisifed did the users say they were with their
performance on the task.
6.2.3 Stage 3: Interview and discussion
The third stage of the summative evaluation will consist of a semi-structured
interview [20] with each of the participants about the usability of the web layout
design tool as well as their general impressions of the tool. They will be encouraged
to share their opinions of the tool, both positive and negative, as well as ideas for
improvement. They will also be asked if they have any thoughts and ideas on future
feature additions to the tool.
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Chapter 7: Discussion and Conclusion
7.1 Limitations
One of the obvious limitations of this tool is the size of the board and the scale
of screen real-estate that can be represented. A 12x12 board would be sufficient to
represent how much can be seen on a screen at a time. As of now the only solution
to design a scrolling page is to split it and design one page at a time, clear the
board and start again. Which also highlights the fact that there is no persistence
for designs on the tool. It is focused on making the creation of new layouts easy but
does not have a way to edit existing layouts.
The current version also does not support overlapping HTML elements because
of the way the telescopic-extension beads are built. If it’s an important requirement,
one option is to use the elastic string design at the cost of reducing ease of use. In
the next section, I will talk about the scope of future work where I will also discuss
some ways to address these limitations.
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7.2 Future Work
Since the tool supports only the creation of new layouts but not editing existing
layouts, I would say this cannot be considered an end-to-end web development tool.
It does one job, creation, and does it well. I would see it more as a tool that shines
when used in conjunction with other feedback-heavy systems such as UITalk [51] or
the multimodal tool by Li et al. [41] which are meant for editing existing layouts
but cannot create new layouts from scratch. That way we can utilize the strengths
of both the tools and mitigate each other’s weaknesses.
Future versions of the tool will benefit greatly if we involve more BVI of
various degrees and types of visual impairment and blindness users in the co-design
as well as the evaluation stages. For instance, a user who is congenitally blind would
have a different perspective than our current user who was formerly sighted. The
current tool handles very simple layouts so one avenue for more work is support
for advanced HTML tags, CSS features, and content customization. This would
put the tool on the path to eventually become a fully-featured accessible Content
Management System (CMS).
What I can envision would be the ultimate version of the tool would be
this Tangible UI system combined with a shape-changing display such as Stan-
ford SHAPE lab’s Shapeshift [56] to form a kind of refreshable tactile display that
also serves as a tangible interface. They have recently implemented ShapeCAD [57]
based on a similar premise using the 2.5D display to help BVI users create and
edit 3D models. The tool can also be based on a system such as Dynablocks [59]
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which can act as a shape-changing display, as well as output graspable 3D shapes
for interaction.
7.3 Conclusion
Despite the ever-increasing number of blind and visually impaired program-
mers, there is still a lack of accessible layout design tools. In this thesis, I present an
exploratory attempt at designing and developing a novel, accessible layout design
tool, Sparsha, that employs a tangible user interface. I interviewed a blind graduate
student and conducted a co-design session with him to gain useful insights which
formed the basis of the system to be an effective, simple, and low-cost device. I also
laid down an evaluation plan for the summative assessment. I believe this project
lays a good foundation for future work to eventually build a tangible web design
and CMS tool.
During the discussion that I had with the user at the end of the codesign
session, he said he was already able to get a better sense of how his HTML code
gets manifested on the screen by playing around with the lo-fi prototypes. The fact
that he asked to borrow the prototype for his coding class shows that this approach
shows promise and can be a very effective learning tool for BVI users. The user
mentioned that he could even imagine his young daughters using such a system to
learn to create web layouts.
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Appendix A: Interview Script
1. Can you talk about your background?
2. Can you tell me about your history with technology? Could be in coding,
design, as a digital consumer,slide decks or any other way.
3. Can you describe and demonstrate how you traverse and read information
from websites?
4. Do you have experience with making websites? If yes, can you talk about it?
5. Can you talk about the accessibility features that make your work in cod-
ing/design/tech easier? (Based on answer to Q2)
6. Can you tell me about how the lack of certain accessibility features has affected
the work you do in coding/design/tech? (Based on answer to Q2)
7. Follow-up to Q6: What feature/ product do you wish existed that could im-
prove, elevate or even enable you to do certain work in coding/design/tech.
(Based on answer to Q2)
8. How important is it for you to be able to make your own websites? Has your
inability to make a website hindered you in anyway?
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9. What, do you imagine, would be an ideal solution for you to make websites
would be like?
10. Would you be interested in participating in co-design sessions?
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Appendix B: Screening survey
1. What is your age?
2. What kind of visual impairment do you have?
3. Are you interested in participating in this study?
4. Why do you want to participate in this study?
5. Do you use technology on a regular basis?
6. Are you a student/professional in the technology field?
7. Do you have any experience with coding/app/web design or creating slide
decks?
8. Can we contact you with follow-up questions after the task?
9. Do you have any additional questions or comments?
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