The scheduled February 1985 launch of a radar altimeter aboard the U.S. Navy satellite Geosat has motivated an in-depth investigation of wind speed retrieval from satellite altimeters. The accuracy of sea surface wind speed estimated by the Seasat altimeter is examined by comparison with wind speed estimated by the Seasat scatterometer. The intercomparison is based on globally distributed spatial and temporal averages of the estimated wind speed. It is shown that there are systematic differences between altimeter and scatterometer wind speed estimates. These differences arc traced to errors in the Seasat altimeter geophysical data record wind speed algorithm. A new algorithm is proposed which yields consistent estimates from the two satellite sensors. Using this new algorithm, the rms difference between spatial and temporal averages of the Iwo wind speed estimates is less than 1 m/s, and their correlation is greater than 0.9.
INTRODUCTION
Satellite radar altimeters were developed principally for measurement of the sea surface elevation from which the general ocean circulation and temporally varying ocean currents can be studied (see Fu [1983] for a recent review). Altimeter data can also be used to infer the ocean surface significant wave height and wind speed from an examination of the shape and amplitude of the return radar signal [see Fedor and Brown, 1982] . For wind measurements, a satellite scatterometer is generally more useful since it measures the wind speed more accurately and also provides information about the wind direction. Hbwever, it will be at least 5 years before the next satellite scatterometer is launched. Since an altimeter is scheduled for l-ebruary 1985 launch on board the U.S. Navy satellite Geosat, it is useful to examine the accuracy of wind speeds estimated from radar altimetry.
To date, three satellite altimeters have orbited the earth.
The first was carried on board Skylab in 1973. The noise level of this first altimeter was too high for the data to be of any value for wind speed estimation. GEOS 3, launched in April 1975, carried the first altimeter capable of estimating sea surface wind speeds. The GEOS 3 altimeter observed the ocean surface for 3 1/2 years until December 1978. An improved altimeter was launched on Seasat in July 1978. The Seasat altimeter operated until October 1978 when a power failure brought the mission to an unfortunate premature end. In this paper, we review wind speed retrieval from the Seasat altimeter and evaluate the algorithms for possible implementation on Geosat.
Seasat carried three microwave sensors capable of remotely measuring winds at the sea surface. Two of these, the scatterometer (SASS) and altimeter (ALT), were active radars which beamed a pulse of microwave radiation at the sea surface and measured the power of the hackscattered radiation. Wind speed estimation from SASS and ALT is based on the prinCopyright 1985 by the American Geophysical Union.
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01 48-0227/85/004C-1478 $05.00 4707 ciple that backscattercd power depends almost exclusively on short-wavelength roughness of the sea surface, which itself is dependent on wind speed. The third sensor, the scanning multichannel microwave radiometer (SMMR), was a passive radiometer which measured the power of the natural radiation emitted from the sea surface and intervening atmosphere. By correcting for atmospheric effects, the power of the residual radiation can be converted to the "brightness temperature" of the sea surface which is, in part, a function of wind speed (see Swft [1980] for a summary). The data from these three sensors have been processed to geophysical data records (GDR's) by the Jet Propulsion Laboratory. The wind speed algorithms are purely empirical and were developed using entirely different "calibration" data for each sensor. If the various algorithms have been derived appropriately, there should be no systematic differences in the wind speed estimates from all three sensors. In this paper, we compare ALT and SASS wind speed estimates in order to assess the accuracy of the corresponding algorithms.
Most oceanographic and atmospheric applications of sea surface winds require knowledge of the vector wind field (both speed and direction). For these applications, wind speed estimates from altimeters may not be useful. However, for studies of latent heat flux, knowledge of only the wind speed is sufficient [Liu and Niiler, 1984] , and ALT estimates of wind speed could he very useful. Recent evidence [Halpern and Knox, 19831 that cloud motions can be used to infer the wind direction at the sea surface (at least in tropical regions) suggests another potential application of ALT data. Vector surface winds could be determined by combining altimeter estimates of surface wind speed with surface wind direction inferred from cloud motions. It is therefore useful to examine ALT wind speed estimates in some detail in order to evaluate the accuracy of present algorithms. This is particularly important in view of the fact that, at least for the next several years, the Geosat altimeter is the only hope for obtaining global sea surface wind data.
There are a number of methods of determining the accuracy of satellite estimates of wind speed. The approach generally taken in the past has been to compare satellite backscatter measurements with high-quality surface "truth" measurements. Since exactly coincident observations (in both space and time) seldom occur, measurements within 100 km and I hour arc usually considered "coincident." A fundamental dullculty is that satellites and in situ instruments sample very different characteristics of the same wind field. Satellites measure wind speed averaged over a finite spatial footprint at an instant in time. The size of the footprint varies, ranging from less than 10 km for ALT to 50 km for SASS. In comparison, conventional anemometers measure the turbulent wind field at a single point in space. Much of the inherent turbulent variability (which is generally not of interest to large-scale studies) can be removed by averaging over time. For example, to compare a satellite wind speed measurement of 8 m s5 over a 50-km footprint with an anemometer measurement of the same wind field, the anemometer record must be averaged over something like 100 mm (the time required for a Lagrangian particle in a typical 8 m s -synoptic wind field to travel 50 km). Except in carefully conducted experiments, this filtering of anemometer data is rarely done. Wentz et al. [1982] proposed another method of determining the accuracy of satellite estimates of wind speed. They compared instantaneous estimates of wind speed from different satellite sensors. To obtain coincident measurements, the analysis was restricted to satellite nadir (the point directly beneath the orbiting satellite). The results suggested that ALT wind speeds were biased low relative to nadir SASS wind speeds. However, nadir SASS winds are not nearly as reliable as off-nadir SASS winds. In part, this is because the algorithm for nadir SASS wind speeds was developed by a circuitous method that did not involve any direct comparisons with in situ data (see Wentz e al. [1982] for a summary). Since offnadir SASS wind speeds are 200 km or more from satellite nadir, coincident observations with ALT measurements do not exist.
An alternative method of determining the accuracy (or at least the consistency) of wind speeds measured from satellites is to compare spatial and temporal averages (maps) of wind speed from the different sensors. This is the method used in this paper. The advantage of this approach is that it does not require coincident observations and therefore yields a far greater number of comparisons. The obvious limitation is that if the winds are highly variable, this method requires a uniform sampling of the spatial area over the averaging time interval to be meaningful.
Among the various satellite microwave wind speed estimates, off-nadir SASS measurements have received by far the greatest attention. Summaries of the evolution of the algorithm and the calibration data used to derive sea surface wind speed from SASS backscatter measurements can be found in the works by Boygs [1981] and Schroeder et al. [1982] . The off-nadir SASS wind speed algorithm is based on extensive aircraft scatterometer measurements prior to the launch of Seasat and aircraft underflights during the Seasat mission. In addition, the off-nadir SASS wind speed algorithm incorporated orders of magnitude more direct comparisons between satellite and in situ measurements than either the ALT or SMMR algorithms. It is therefore reasonable to assume that SASS wind speed estimates are the most accurate satellite measurement of wind speed. In this study, we use off-nadir SASS wind speeds as calibration data to examine the accuracy of ALT wind speed estimates (section 3). The two estimates of wind speed are found to differ significantly. To determine whether the differences can be attributed to errors in ALT estimates, the Seasat ALT GDR wind speed algorithm is examined in detail in section 4. It is found that errors and weaknesses exist in the present algorithms. The errors are corrected and an improved algorithm is proposed in section 5. Wind speed estimates using the new algorithm agree quite well with SASS wind speeds.
RADAR MEASUREMENTS OF SEA SURFACE WIND SPEED
In order to understand the similarities and differences between ALT and SASS wind speed measurements, we include here a brief summary of wind speed estimation from satelliteborne radars, More detailed discussions can be found in the works by Moore and Fung Lt979] and Barrick and Swfl [1980] . Both ALT and SASS operated in approximately the same microwave frequency range (13.5 0Hz for ALT and 14.6 0Hz for SASS). The nature of returned radar power depends strongly on the incidence angle of the radiation, defined to be the angle measured in a vertical plane between satellite nadir and the pointing angle of the radar. At small incidence angles (less than 10°) the backscattered radiation results primarily from specular reflection from ocean waves having wavelengths longer than the incident radiation (about 2 cm for ALT and SASS). As the wind speed increases, the sea surface roughness increases and a greater fraction of the incident radiation is reflected away from the satellite. Thus, at incidence angles near nadir, the power of the backscattered radiation is inversely related to wind speed but independent of wind direction.
Both ALT and SASS provided measurements of wind speed in this small incidence angle regime. Wind speed measurements in this near-nadir regime are attractive from the point of view that a long, continuous 3 1/2 year record of global nadir wind speed is available from the GEOS 3 altimeter (April 1975 to December 1978 . In addition, altimeter wind speeds will soon be available from Geosat. The limitations are that (1) the sensitivity of near-nadir radar backscatter to wind speed is relatively weak so that small errors in backscatter measurement can lead to sizable errors in wind speed, (2) no information on wind direction can be obtained from nearnadir backscatter measurements, and (3) the spatial coverage of near-nadir measurements is small. For Seasat orbiting at an altitude of 800'tm, ±8° of incidence angle covers an area 140 km wide centered on the satellite ground track. For the scatterometer this area is broken up into approximately 50 km cells by using doppler filtering of the hackscattered radiation.
For the altimeter, which measures backscatter from only a single cell centered at satellite nadir, the cross-track footprint size ranges from 2 to 10 km. depending on sea state.
At incidence angles ranging from l0 to 15°, there is no strong dependence of backscattered power on either wind speed or wind direction. Thus no wind speeds can be retrieved from satellite radar measurements in this range of incidence angles.
At incidence angles greater than 15°, few of the longer wave faces are favorably oriented for specular reflection, and the shorter ocean wave crests act analogous to a diffraction grating. The radar selectively samples resonant backscatter from ocean waves with wavelength governed by the Bragg scattering equation. At 30° incidence angle, the Bragg resonant ocean wavelengths are approximately 2 cm for the 14.6-GHz SASS radar. The amplitudes of these short capillary-gravity waves are found to increase with increasing-wind speed, and the sea surface becomes more effective at scattering incident radiation. Thus the power of the backscattered radiation in this off-nadir regime increases with increasing wind speed. The sensitivity of backscattered power to wind speed improves with increasing incidence angle so that wind speed estimation is less sensitive to errors in backseatter measurement than at satellite nadir. However, the total returned power decreases with increasing incidence angle. As a consequence, wind speeds in excess of 10 m s are required at large incidence angles (greater than 55°) in order to achieve adequate signal to noise ratio with the Seasat SASS.
In the off-nadir regime, the backscattered power is dependent also on wind direction. The returned power is maximum when the antenna is pointed upwind or downwind and minimum when the antenna is pointed crosswind. This anisotropic behavior varies approximately as the cosine of twice the angle measured in a horizontal plane between the wind direction and the antenna pointing angle (see, for example, Moore and Fung [1979] ). There is also a small contribution which varies as the cosine of the angle between wind direction and antenna pointing angle (which leads to a slight asymmetry between upwind and downwind backscatter for a given wind speed). For a single backscatter measurement, the possible vector wind solutions thus lie along a quasi-harmonic curve in wind speedwind direction space. This is shown schematically in Figure 1 . A second antenna measurement from a different viewing angle (optimally 90° separation from the first antenna) defines a second quasi-harmonic curve of possible vector wind solutions. For noise-free measurements, the true wind vector must lie at one of the intersections of the two curves.
The Seasat SASS carried forward and aft antennas oriented 450 and 135°, respectively, relative to the satellite ground track. A pair of such antennas was mounted on each side of the spacecraft. A fan beam antenna design was used to obtain off-nadir backscatter measurements over an incidence angle range from 25° to 55° (corresponding to a 500-km-wide swath on each side of the spacecraft, centered 450 km from satellite nadir). For reasons discussed previously, vertically polarized, offnadir SASS measurements are presently the most reliable remotely sensed estimate of sea surface wind speed. It is therefore reasonable to use these data as a basis for comparison with ALT data. In any event, there is no alternative highquality wind data base which could be used to derive a wind speed model function br ALT. En order to evaluate the accuracy of the SASS winds, we compared them with in situ measurements from 19 National Data Buoy Office (NDBO) buoys scattered around the Coast of North America (Figure 2 ). During 1978, the winds were measured by NDBO buoys at I-s intervals for 8.5 mm. The average over the 8.5-mm interval was then reported every 3 hours (with approximately 25% of the buoys reporting hourly).
For purposes of comparison with vertically polarized, offnadir SASS wind speed estimates, the NDI3O buoy and SASS data sets were searched for matches within 100 km and I hour, A scatter plot comparison of the two measures of the wind speed is shown in Figure 3 . Figure 3 suggests that there is a I m s bias in the SASS wind speed estimates. This bias has been independently discovered by Wentz et al. [1984] . It can probably be attributed to the fact that the final SASS wind speed algorithm was heavily tuned to a particular buoy wind recorder in the JASIN experiment. Postexperiment calibration of this recorder showed that it was overestimating the wind speed by about 10% [Weller et al., 1983 ], corresponding to a 1 m st error for the 10 m s1 winds typically observed in JASIN. This error was not confirmed until after the GDR processing of SASS data. Aside from the simple I m s bias in Figure 3 , the agreement between SASS and NDBO buoy winds is quite good. Much of the scatter is undoubtedly due to the general difficulty in making accurate wind measurements from a buoy [see Weller ci al., 1983] and to the differences between an instantaneous measurement over a finite footprint and a temporally averaged measurement at a point.
Although it is admittedly an ad hoc "correction," we feel there is strong justification for removal of a I m s' bias from the SASS GDR wind speeds. The range of uncertainty about this I m s bias is difficult to assess given such a limited surface "truth" comparison data set, but a I m s''' bias removal is certaintly an improvement over using the raw GDR SASS wind speeds with no bias removed. Therefore, a I m bias has been removed from all of the SASS wind speeds used in the analysis that follows.
Ideally, we would like to examine the accuracy of the ALT wind speed algorithm by a similar direct comparison with high-quality in situ wind speed measurements such as the NDBO buoy winds. However, a search for NDBO buoy observations within lOU km and 1 hour of ALT measurements resulted in only 14 independent buoy observations. This small number of matches is due to the small ALT footprint size and time separation between forward and aft antenna measurements at the same location varied from about a minute at 25°i ncidence angle to about 4 mm at 55 incidence angle.
The schematic in Figure 1 shows the possible wind direction solutions relative to one of the antenna pointing angles (in this case, the forward antenna). Note that the vector wind solution from the two antennas is not unique; there are four possible solutions (the four intersections of the two quasi-harmonic curves). For more general orientation of wind direction relative to antenna pointing angle, the number of possible vector wind solutions varies from two to four.
The ambiguity in vector wind solution is a serious impediment to most applications of SASS winds. A methodology has been proposed for subjective selection of the true solution [Wurtele et al., 1982] . The technique is very labor intensive and nonautomated. To date it has been applied only to 2 weeks of global SASS data in September 1978 (P. M. Woiceshyn, personal communication, 1984) . However, for purposes of comparison with ALT wind speed estimates, the ambiguity in SASS solution is not a problem. Although the multiple solutions differ widely in direction, they differ very little in speed (see Figure 1 ). Thus the speeds corresponding to the multiple solutions can be averaged to obtain an estimate of the true wind speed. This procedure has been applied to the SASS winds used in this paper.
One final characteristic of SASS data should be noted. The microwave radiation transmitted and received by the SASS antenna can have either vertical or horizontal polarization. However, in the off-nadir regime, the power of the measured backscatter for a fixed wind speed is greater for vertical than for horizontal polarization. The difference increases with increasing incidence angle Isee Jone.s ci al., 1977] . Thus vertical polarization gives a somewhat greater signal to noise ratio and consequently a generally more reliable estimate of wind speed. (This is not always true since given an adequate signal to noise ratio, horizontally polarized backscatter is more sensitive to changes in wind speed than vertically polarized backscatter.) In addition. 75% of all Seasat SASS off-nadir winds were constructed by pairing vertically polarized forward and aft antenna measurements. Since the SASS wind speed algorithm was based predominantly on comparisons between vertically polariied SASS measurements of backscatter and in situ measurements of wind speed, vertically polarized SASS winds are more reliable than other polarization combinations.
We therefore restrict the SASS winds used in this study to vertically polarized, off-nadir data. the fact that ALT measures only at satellite nadir (as opposed to SASS which measures over two 500 km swaths in the offnadir regime). Clearly, 14 independent measurements is too few for any meaningful comparison. This lack of coincident satellite and buoy measurements is a long-standing problem in satellite wind speed algorithm development. To circumvent this problem, we propose a new method of calibrating ALT wind measurements. Rather than comparing with in situ measurements, we suggest comparing ALT measurements with vertically polarized, off-nadir SASS measurements (corrected for the I m s -' bias discussed above). Since the ALT nadir samples are 200 km from the nearest off-nadir SASS samples, we elcarly cannot compare instantaneous measurements by the two sensors. We propose comparing spatial and temporal averages of ALT and SASS wind speeds. Because of their different sampling characteristics, a given geographical region is sampled at different times by ALT and off-nadir SASS. If the winds are steady and constant over the geographical region, this time separation causes no problems. Ilowever, for variable winds, the samples by each sensor must be temporally averaged. The temporal average must be long enough so that the variable winds arc sampled frequently enough to obtain a reliable estimate of the mean wind speed over the averaging period. For the Seasat mission, the maximum possible averaging period is 96 days. After experimenting with diftèrent spatial averages, we subjectively chose 20 of latitude by 60 of longitude as a trade-off between reliable spatial averages (limited by the small footprint size of individual ALT measurements) and number of ALT and SASS intercomparisons. Use of this proposed method of calibration is obviously dependent on the accuracy of SASS wind speed estimates. This is clearly a rather serious limitation since the accuracy of SASS winds has not yet been demonstrated over a broad range of conditions. In addition, our I m s ad hoc correction is a little disturbing (although justifiable in view of known problems with JASIN data used to calibrate the SASS wind speed algorithm). However, it is almost certainly true that the errors in SASS wind speed estimates are no worse than errors in wind speed estimates by conventional measurement techniques. Since the wind speed comparison is based on spatial and temporal averages of a large number of individual observations, random errors in individual SASS wind speed estimates will be either eliminated or greatly reduced. Systematic errors, such as cross-track biases in SASS wind speed estimates, will also be greatly reduced since the spatial and temporal averages include individual wind speed estimates over the full SASS incidence angle range.
In any event, the proposed calibration method will produce wind speed estimates which are at least consistent between sensors. It will be seen later than the new ALT wind speed algorithm proposed in this paper is an improvement on the existing Seasat GDR algorithm. It should be born in mind, however, that any changes in the SASS wind speed algorithm at a later time may require adjustments to the new ALT wind speed algorithm. A rigorous test of the proposed algorithm will require an independent comparison with a large number of high-quality in situ measurements. This will he possible with the Geosat altimeter, as a carefully coordinated surface measurement program is being planned to provide coincident satellite and in situ measurements.
A scatter plot of 96-day averages of ALT versus SASS wind speeds over nonoverlapping 2' by 6 areas is shown in Figure  4 . These 2° by 6° areas are globally distributed from latitude 65°N to SYS. The southern boundary of the averaging region was chosen to eliminate any measurements over ice. For wind speeds greater than S m s'. Figure 4 suggests a systematic underestimate of wind speed by ALT. On the surface, this underestimate appears to be a very simple error, and one might be inclined to apply an ad hoc correction to the ALT wind speeds to make them agree with SASS wind speeds. However, a more detailed investigation reveals that this apparently simple discrepancy between ALT arid SASS wind speeds is actually symptomtic of rather serious problems with the Seasat ALT GUR wind speed algorithm.
A histogram of globally distributed individual ALT wind speed estimates is shown in Figure 5 . The histogram shows a peculiar bimodal distribution of wind speeds. [his bimodal structure has previously been noted by Cheiron et al. [1981] , who speculated that it could be a true geophysical phenomenon attributed either to geographical inhomogeneities in the wind field or to temporal evolution of the wind held over the 96-day Scasat mission. However, subsequent analysis showed that the bimodal structure was present in all geographical regions and during all periods of the Scasat mission. In fact, examination of raw data along satellite ground tracks revealed abrupt toggling between about 4.5 and 8 m s' (Figure 6 ). These abrupt changes cannot be geophysical and provide rather clear evidence for problems somewhere in the algorithms used to retrieve wind speed from ALT. In the next section, the ALT wind speed algorithm is examined in detail to identify the source of this behavior.
SEASAT ALT GDR WiNo SPtD ALGORiTHMS
As discussed previously. ALT is an active radar which transmits 13.5-6Hz microwave radiation and measures the power of the radiation backscattered from the sea surface. In order to account for variations in the power of the transmitted signal, the power of the return signal is normalized by the transmitted power. This normalized return power is called the normalized radar cross section which is usually denoted by a". For ALT measurements at satellite nadir, a" is inversely related to wind speed (see section 2). Estimation of wind speed from ALT is thus a two-step procedure. First, a" is computed from parameters measured by the ALT receiver and from the measured height and attitude angle of the satellite. Then the wind speed is computed from a" using an empirically derived model function. Errors in ALT wind speed estimates could therefore he due to problems in either the a' algorithm or the wind speed model function (or both). These two steps in the retrieval of wind speed are examined separately in this section to identify the causes for errors in ALT wind speed estimates.
4.!. The a" Algorithm
In order to maintain a constant output level from the Seasat ALT receiver and to operate the electronics within the linear response region of all receiver stages, an automatic gain control (AGC) loop was implemented in the electronics package. The power of the return radar signal was thus directly related to the AGC setting required to maintain the receiver output at the desired level. The algorithm used to convert Seasat ALT AGC to a" is briefly summarized in this section. A more detailed technical discussion can he found in the work by Townsend [1980] . The AGC was controlled by a digital step attenuator which provided gain variation over a 0-63 dB range in l-dB steps. For a' values ranging from 10 to 15 dB (a range which includes 80°A, of all a" values measured globally during the 96-day Seasat mission), the AGC setting ranged from 28 to 33 dB. AGC measurements were recorded at 0.1-s intervals. Each AGC value was scaled and added to the previous AGC value to obtain an average AGC which was stored on the telemetry data tape for later transmission to a ground-based receiving station. Thus, while the AGC gates were separated by 1-dB steps, the smoothed values received at the ground station had finer resolution. This final AGC was stored on tape with a least count of 1/16 dB. The integer and fractional parts of AGC were stored as separate data words in the telemetry string. i'hese AGC values were further smoothed when 10 consecutive measurements were block averaged before converting to a" (see discussion below).
The normalized radar cross section a' was computed by a rather complex algorithm. The primary contribution to a" was, of course, determined by the value of AGC. However, the AGC contribution must be corrected for loss from variations in the pointing angle of the antenna due to pitch, roll, and yaw of the satellite. The reduction of a" is given as a function of satellite attitude angle in Table I . A change in attitude of only 0.5' translates to a a loss of 2.3 dB, which is quite substantial.
A search of the data determined that the average attitude angle during the 96-day Seasat mission was 0.28°. In addition to the correction for antenna pointing angle, a" must also be corrected for variations in the height of the satellite above the sea surface. These height variations are due to a small eccentricity about a circular orbit.
The Seasat ALT periodically executed an internal calibration during which a calibrated portion of the transmitted pulse was diverted into the antenna receiver for the purpose of AGC calibration and stability monitoring. It was found that incorporating internal calibration mode AGC values into computation of a" eliminated any residual effects of transmission power changes and variations in receiver gain from changes in ambient temperature in the electronics package. Briefly, the internal calibration data were incorporated in the a' algorithm as follows, First, the 0.1-s AGC values were block averaged over 1 s. This smoothed AGC value (call it A5) was compared with the values A in Table 2 which correspond to eight of the stepped calibration values fed to the receiver during internal calibration mode. The operating region corresponding to the ocean AGC measurement was determined by identifying the value Ak for which the absolute value (A5 -A5) was minimum. Define this value of k to be . Then a" was C attenuator value for calibration step k, obtained from the second column of Table 3 ; -A,, where A5 is obtained from Table 2; L111 correction for loss in a" due to nonnadir antenna pointing angle; value was linearly interpolated from Table 1 based on known satellite attitude angle; It height of satellite above sea surface, km; h0 reference height of satellite above sea surface (= 796.44 km).
The authors were unable to determine from the published or "gray" literature the motivation for or history of this complicated a' algorithm. This is particularly puzling in view of the fact that fixing k = 10 in Tables 2 and 3 yields an improved algorithm (see discussion below).
To determine whether the a" algorithm above could be responsible for the bimodal wind speed distribution in Figure 5, we constructed a histogram of Scasat a" values computed 0.13 using the algorithm described above. Figure 7 shows a pronounced bimodal structure, suggesting that the c° algorithm is a likely candidate for the bimodal behavior of the wind speeds. A more detailed investigation found that the bimodal a° distribution was evident in all geographical regions and at all times during the Scasat mission. The cause for the bimodal a° distribution becomes immediately apparent when the 4CC contribution to a° is converted from tabular to graphical form (Figure 8) . To isolate the AGC contribution, the attitude angle and satellite height were fixed at 0.28° and 800 km. The functional relationship between c°a nd 4CC is discontinuous at 27.2, 33.0, and 39.0dB values of AGC. Note that the 4CC contribution cannot produce any 0 values between 11.2 and 12.0dB because of the discontinuity at 33.0 dB AGC. This coincides with the valley in the a°d istribution in Figure 7 . The sharp cutoffs in & values as implied from the ACC contribution get smoothed by the satellite height and attitude angle corrections discussed above.
Clearly, these discontinuitics are undesirable attributes of the a° algorithm used in Seasat CDR processing. These discontinuities have previously been discovered independently by D. Hancock (personal communication, 1983 ) and L. Fedor (personal communication, 1983) . However, the effects of these discontinuitics on wind speed retrievals have not heretofore been fully apprcciated. Both Hancock and Fedor modified the a° algorithm to be a continuous funtion of 4CC. The Fedor algorithm is exactly the same as the Seasat GDR algorithm except that the attenuator values Ck in column 2 of Table 3 are replaced with the values givcn in column 3. The Hancock c° algorithm fixes k = 10 and uses the Seasat values of A and C in Tables 2 and 3 . These two modified 00 algorithms are shown together in Figure 9 ; they differ only by a relative bias of 0.15 dB. Because of their similarity, there is no strong preference for using one of the algorithms over the other. We prefer the Hancock algorithm because it is simpler. The algorithm for a' then becomes a' = B -60.6 + A1 + L11, + 30 log10 (h/li0)
The Seasat a' values were recomputed from 4CC, satellite height, and attitude angle using the Hancock algorithm. A histogram of the rcsulting corrected a' values is shown in Using corrected a' values, we recomputed wind speeds using the Seasat ALT GDR wind speed model function (see section 4.2). A histogram of the resultant wind speeds is shown in Figure II . Ft is evident from Figure 11 that the distribution of ALT wind speeds still exhibits rather peculiar behavior. There are ahrupt increases in the wind speed distribution at about 7.8 and 10.0 m s'. These features cannot be due to problems with the corrected a algorithm since the a" distribution is so smoothly varying (Figure 10 ). The problems must therefore lie in the wind speed model function.
Wind Speed Model Function
The roots of the ALT wind speed model function used in the Seasat GDR processing can he traced back to early studies of the relation between the mean square sea surface slope <s2) and the wind speed. Cox and Munk [1954] suggested a simple linear relationship based on 23 observations. Wu [1972] reanalyzed the Cox and Munk data and suggested a two-branch logarithmic relation between <s2> and wind speed. One logarithmic relation was proposed for wind speeds less than 7 in and a second logarithmic relation was proposed for wind speeds greater Ihan 7 m s. This two-branch fit was motivated by the dimensionally derived wave number spectrum proposed by Phillips [1966] for a fully developed sea state. From this assumed equilibrium spectrum, Wu derived an expression for <si) in terms of a contribution from capillary waves and a contribution from longer gravity waves. I-Ic conjectured that at low wind speeds, only the gravity waves contribute to <s2>, while at higher wind speeds, both gravity and capillary waves contribute. Wave components in the capillary range have a larger mean square slope than gravity waves, and <s2> of capillary waves is much more sensitive to changes in wind speed than <s2> of longer gravity waves. Justification for the sudden change in regimes at 7 m s is not apparent from Wu [1972] . It is also noteworthy that the two-branch logarithmic fit to the 23 Cox and Munk observations of <32> does not appear to be a statistically significant improvement over the simpler single branch linear fit.
Brown [1978] showed that the normalized radar crosssection a° (see section 4.1) for 0° incidence angle microwave backscattering is inversely related to the mean square sea surlace slope <s2>. He proposed a two-branch algorithm of the Brown [1979] applied this algorithm to ALT measurements of c° from GEOS 3 which collected data from April 1975 to December 1978. The GEOS 3 ALT operated at 13.9 GFIz but was otherwise very similar to the Seasat ALT in terms of c°m easurements. The constants a and 1, (sec do not have the in situ data base used by Brown [1979] ), we are confident that it would be difficult to justify the twobranch fit using the usual analysis of variance arguments [e.g., Draper and Smith, 1981] . A single-branch algorithm could certainly fit the observations equally well within the bounds of statistical uncertainty from the scatter in thc data. Brown's motive for a two-branch algorithm was evidently the theoreti- cal work of Wa [1972] . Note, however, the differences in branch points between the Brown and Wu models. The reliability of the Brown [1979] two-branch algorithm was clearly very suspect because of the questionable quality and limited quantity of observations used to estimate the parameters a and b-To test further this early model, Brown et a).
[1981] compared CEOS 3 measurements of c° with additional high-quality buoy obscrvations of wind speed. A total of 184 matches were identified within 110 km and 1.5 hours. They found that the parameters in the original two-branch model did not adequately fit the expanded in situ data set. in particular, in the vicinity of the branch point (9.2 m s'), wind speeds estimated from the two-branch algorithm were somewhat low. Brown et al. therefore conducted another series of numerical experiments to obtain a model which yielded lower mean square error. They ultimately settled on a three-branch algorithm of the same form as the earlier two-branch algorithm. The coefficients a and b evaluated by least squares analysis of the 184 buoy observations are given in TableS.
As with the earlier two-branch algorithm, it is our opinion that the three-branch algorithm is difficult to justify in view of the large scatter in the observations. For example, the range of 0C values for wind speeds around 8 ms' was 3dB. Again, we do not have the in situ data base used by Brown ci aL [1981] to conduct such an analysis, but we are confident that an analysis of variance would conclude that the error variance for the three-branch algorithm is, at best, only marginally improved over a simple single branch algorithm.
In order to estimate wind speed from a given measurement of c°, the three-branch algorithm must be inverted. Using the values of o and h in Table 5 Over the 184 data points, the correlation between ai and the observed u11 was 0.89 with an rms error of 1.86 ms'.
Brown n al.
[1981] constructed a histogram of the errors and found them to be somewhat skewed from a Gaussian distribution. They therefore introduced a second stage to the wind speed model Function which applied a fifth-order poLynomial correction to the wind speed estimated from the threebranch model function, = This polynomial correction was applied only for wind speeds less than 16 m s. The coefficients c determined by minimizing the mean square error are given in Table 6 . This polynomial correction succeeded in achieving errors distributed more symmetrically about zero but did not improve the correlation between estimated and observed wind speeds.
The wind speed model function proposed for GEOS 3 ALT was thus a two-stage procedure. The wind speed was first estimated using a three-branch logarithmic model function. A fifth-order polynomial correction was then applied to obtain an improved estimate of wind speed.
Since the basic functions of the Seasat and GEOS 3 altimeters were the same, Fedor and Brown [1982] proposed applying the Brown et at. [1981] GEOS 3 wind speed algorithm to the Seasat g° measurements. This required a calibration of a°m easurements by the two instruments in order to eliminate any relative bias. The GEOS 3 mission (April 1975 to December 1978 entirely overlapped the 96-day Seasat mission (July 7, 1978 , to October 10, 1978 . The two data sets were searched to identify points where Seasat and CEOS 3 ground tracks intersected within 1 hour. Owing to data storage limitations, GEOS 3 essentially sampled only the northeast Pacific, the western Atlantic, and the Gulf of Mexico during the time period of the Seasat mission [see Chelron, this issue] so the range of environmental conditions available for comparison with Seasat data was quite limited. A total of 20 ground track intersections was found. One of these was eliminated because of an anomalously large discrepancy between Seasat and GEOS 3 measurements of?. The remaining 19 observations covered only a range from 10 to 13 dB (with one observation at 15 dB). Over these 19 pairs of c measurements, Seasat was found to be biased high by 1.6dB with a standard deviation of 0.37 dB.
In spite of the questionable reliability of this bias estimate because it was based on so few observations and over such a limited range of o°, the l.6-dB bias was incorporated in the Seasat ALT wind speed algorithm. The Brown et aL [1981] GEOS 3 three-branch logarithmic algorithm with fifth-order polynomial correction was then applied directly to the corrected Seasat data using the parameters defined in Tables 5  and 6 . To be consistent with the other wind sensors on Seasat (SASS and SMMR), the 10-rn wind speeds estimated by the GEOS 3 algorithm were converted to a height of 19.5 m.
Using a neutral stability wind profile, this results in U19 = 1.06 ü1
Thus the ALT wind speed algorithm used in the Seasat GDR proccssing was not based on any direct comparison between Seasat ALT a' and in situ measurements of wind speed. Surprisingly. a comparison of ALT estimated wind speed with buoy measurements yielded good results [Fedor and Brown, 1982] . This is rather puzzling in view of the fact that the a values used in the GDR processing are now known to have been in error (see section 4.1).
having established the historical development of the Seasat ALT wind speed algorithm, we now wish to determine whether the algorithm can account for the peculiar behavior of the wind speed histogram in Figure [ That is, the transitions from valley to peak as wind speed incrca-ses are very abrupt.
These abrupt jumps in the wind speed distribution coincide exactly with the two branch points in the three-branch logarithmic wind speed algorithm. This algorithm (with filth-order polynomial correction), inverted to give the 19.5 m wind speed in terms of a°, is shown graphically in Figure 12 . Note the discontinuous derivatives at the two branch points. The probability density function for u19 can be expressed in terms of the probability density function for a° by p(a°) p(u195) -1du19.5/dc I [see Bendat and Piano!, 1971] . Thus, as long p(a') is smoothly varying (which it is, see Figure 10 ). then the probability den- . Continuous curve shows least squares fit to the data (see Table 7 ). [G + H log10 u,95] shy of u195 is inversely related to the magnitude of the slope of the wind speed mode! function. This accounts for the discontinuities in the wind speed distribution in Figure 11 . For each branch point a8, the slope of the model function is steeper to the right than to the left of a8. Hence there is greater probability of obtaining u19 5(c8) than u195(c8). The larger jump in the histogram at S ms' (corresponding to the 10.9-dB branch point) is explained by the fact that the change in model function slope is larger than at the 10.12-dB branch point (see Figure 12 ).
We conclude that it is imperative that any model function used to compute wind speed from a° must have continuous slope everywhere. Thus the Brown et al. three-branch algorithm must be modified. One possibility would be to modify the existing algorithm using a smooth polynomial fit to the Brown et al. curve . However, since the Brown et al. algorithm was derived for the GEOS 3 altimeter and simply implemented on Seasat data (see earlier discussion), there is merit in deriving a new wind speed model function independent of past models.
5.
A PROPOSED NEW WIND Sprilrn MODEL FUNcTIoN During the 1960's and early 1970's a number of radar measurements of the sea surface were thade from aircraft by the Naval Resesach Laboratory. These measurements were made over a broad range of incidence angles, wind speeds, and wind directions. From off-nadir measurements (incidence angles greater than 15°), the data suggested a power law reLationship between the normalized radar cross-section a° (in real units) and the wind speed [Guinard n at., 1971] . More extensive aircraft measurements made by NASA Johnson Space Center and NASA Langley Research Center supported the empirical power law relationship [Jones and Schroeder, 1978] . A power law relation was therefore adopted to estimate wind speed in the off-nadir regime from the Seasat satellite scatterometer (SASS).
In the near-nadir regime (incidence angles less than 10°), a0 also appeared to obey a power law relation to the wind speed.
This was apparently first noted by Daley c at. [1973] from data collected from the NRL flight program. Barrick [1974] found additional support for a power law relation From an analysis of aircraft nadir radar measurements made by Raytheon in 1969 and 1970 . Consequently, a power law relation was also adopted for nadir-regime SASS backscatter measurements. If a° is expressed in decibels the power law relation becomes a°(dB) = 10 [G + H log10 "19.5] where u195 is the wind speed at 19.5 m above the sea surface.
For SASS a°, the parameters 6 and TI were estimated from least squares analysis of an extensive in situ data base [see Boggs, 1981; Schroeder er at. 1982] .
From the discussion in section 4.2, we have shown that m 9 12-0 b -whatever form is chosen for the ALT wind speed model function, it is important that it be continuously differentiable. We propose adopting a model function for ALT with the same form as that used on SASS data. Besides being continuously differentiable, an advantage of this model function is its simplicity compared with the Brown ci al. [1981] three-branch algorithm with fifth-order polynomial correction.
As discussed previously, the quantity of high-quality buoy data is too small to estimate the parameters 6 and H by direct comparison with in situ wind speed measurements (only 14 independent NDBO buoy measurements within 100 km and I hour of ALT c measurements). We have therefore used the spatial and tethporal averaging technique of section 3 to estimate U and H for ALT by comparison with vertically polar- function. This curve is based on the least squares parameters estimated from the global data (see Table 7 ). The error bars in Table 7 correspond to the 95% confidence regions about the estimated parameters (computed using standard methods, see, for example, Draper and Smith [1981] ). It is evident that the proposed model function fits the data quite well. The rrns error about the least squares fit line is 0.26 dB, and the correlation between a and the wind speed is 0.92. range of wind speeds due to strong austral winter winds in the southern hemisphere during the Seasat mission. The estimated coefficients G and H are consequently more reliable.
We shown in Figure 16 . The correlation between the two estimates of wind speed is 0.94 over a range from 4 to 15 m s.
The slope of the least squares fit straight line is 1.005 ± 0.048
with an offset of (0.084 ± 0.409) m s -and an rms error of 0.82 rn s1. From Figure 16 , there is a suggestion that the proposed model function may be overestimating wind speeds in excess of 12 m s'. Alternatively, SASS could be underestimating these high winds speeds. Since the number of comparisons at these high wind speeds is small, the statistical significance of the discrepancy is questionable. The discrepancy at high wind speeds could be eliminated with a polynomial correction of the sort used in the Brown et al. [1981] wind speed model function. However, since it is not yet known whether the error lies in ALT or SASS wind speed estimates, we prefer not to apply a polynomial correction at this time. The Geosat in Situ measurement program should resolve this apparent discrepancy at high wind speeds. As a final point, the effect of the new model function on the distribution of wind speeds is shown in Figure 17 . The peculiarities evident in Figures 5 and 11 are no longer present: the distribution varies smoothly over the full range of wind speeds. The peak in the distribution is at about 7.5 ms1, and the overall average value and standard deviation are 8.5 and 4.6 m s, respectively.
DIscussIoN AND CONCLUSIONS
The launch of the U. S. Navy altimetric satellite Geosat scheduled for February 1985 has motivated an in-depth investigation of wind speed estimation from ALT measurements of radar backscatter. ALT wind speed retrieval is a two-step procedure. In the first step (see section 4.1), the normalized radar cross-section a° is computed from receiver gain (AGC), satellite attitude angle and satellite height. In the second step (see section 4.2), the wind speed is computed from r°. In our study idly. That the two model functions agree at the lower wind speeds is comforting since the preponderence of data (over 90% in both cases) used to derive both model functions fell within the 3-12 m s' range. The descrepancy at higher wind speeds is disturbing. However, because of the paucity of observations in this regime, both model functions must be considered suspect at wind speeds greater than 12 m st. In defense of the model function proposed here, we are aware of no physical basis for a sudden increase in sensitivitiy of° to wind speed at around 10 m s1. We therefore feel that our model function is preferable to the Brown et al. three-branch model function. This hypothesis will be testable with the extensive high-quality in situ measurement program planned for Geosat.
It is useful to investigate the stability of the proposed new wind speed model function to gain some feeling for its reliability. One method of achieving this is to examine the performance of the model function in different geographical regions. In Figure 15 , the global 96-day, 2° by 60 average data have been separated into four geographical regions: Figure   l5a For comparison, the least squares fit of parameters G and II estimated separately for each region are given in Table 7 . In all cases, the G and H values computed from the global data fall easily within the error bars of the G and H values computed separately for each of the four geographical regions. The worst case is the northern hemisphere region. However, this is the least reliable of the four regions because of the very limited range of the observed wind speeds (4-.8 m s l) This is reflected in the larger error bars on the H coefficient (see Table 7 ). In the other three regions, the observations cover a broader of ALT wind speed estimation from Seasat, we identified problems with both steps of the procedure.
The most fundamental problem is an error in the a° algorithm implemented in Seasat ALT geophysical data record (GDR) processing which resulted in a discontinuous dependence of a° on AGC. When this algorithm is corrected to remove all discontinuitics. the resulting values of a' are much more reasonable than (hose produced in the Seasat GDR's. The corrected algorithm (suggested by D. Hancock (personal communication, 1983) ) is much simpler than the Seasat GDR 0.0 algorithm (section 4.1).
The wind speeds computed from corrected a still exhibit rather peculiar behavior. The Seasat GDR wind speed model function was adopted from the GEOS 3 algorithm derived by Brown ci al. [1981] . In this algorithm, the wind speed is first estimated from a three-branch model function and then corrected with a fifth-order polynomial adjustment. We traced the peculiar behavior of computed wind speeds to discontinuous derivatives at the two branch points of the three-branch model function.
In The parameters G and H were estimated by least squares from a comparison of global 96-day. 2° by 6" averages of ALT a°w ith vertically polarized, off-nadir SASS wind speed. The SASS wind speeds were corrected for a I m s bias which was evidently introduced into the Seasat SASS GDR processing due to calibration to an erroneous wind recorder in
JASIN.
The proposed model function of course produces ALT wind speeds which arc consistent with SASS wind speeds. For the global 96-day, 2' by 6° averages, the correlation between ALT and SASS wind speed is 0.94, and the rms difference is 0.82 rn A distinct advantage of this technique for ALT and SASS wind speed comparison is that the averaging removes any A natural question that arises is whether the proposed algorithm adequately describes instantaneous ALT estimates of wind speed. A rigorous test of performance on individual measurements of a' requires an extensive high-quality in situ data base for comparison. Using the NDI3O buoy data base, we were able to identify only 14 independent buoy observations of wind speed within 100 km and 1 hour of Seasat ALT a° measurements. This is clearly too few for a meaningful intercomparison. The extensive in situ measurement program planned for Geosat will correct this situation and allow an independent assessment of the proposed wind speed model function.
An alternative approach which yields some information on model function performance on instantaneous measurements is to determine the rms error of ALT a' measurements. We examined the global Seasat ALT data base and determined that the point-to-point rms error was 0.3 dB. The effects of this measurement noise are shown in Figure 18 . The dashed lines show the wind speed estimated with a 0.3-dB error in the measurement of a'. Retrieval of low wind speeds is relatively insensitive to errors in measurement of a'. However, at high wind speeds, errors in measurement of a° result in very poor estimates of wind speed. For example, a +0.3-dB error in 0.0 at 20 m s' results in an estimated wind speed of 24 m s. Even at moderate wind speeds of 8 m s, a +0.3-dil error in a' yields an estimated wind speed of 9.5 m s'.
We conclude that Seasat AI.T a' measurement error is too large to provide reliable instantaneous estimates of wind speed. It seems to us that ALT wind speed estimates will only be useful when the data are temporally and spatially averaged.
We have used 96-day, 2' by 6' averages in this study. The lower limits of averaging are the subject of further investigation. This problem is unfortunately addressable to only a limited degree from Seasat data because of intermittent sampling by ALT during the 96-day mission. One final caveat in the proposed model function is that it is based on very few comparisons at wind speeds higher than 12 m s Thus the validity of the model function is suspect at these high wind speeds. This can only be resolved from a carefully coordinated in situ measurement program such as that planned for Geosat.
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