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The Kadison–Singer Conjecture
In 1959, Richard Kadison and
Isadore Singer stated a seemingly
technical conjecture in operator
theory on Hilbert space. They
managed to disprove one already
tricky case, but left the second,
even more difficult case open. In
the subsequent 50 years, their con-
jecture was shown to be related to
various other problems in different
areas of mathematics. Using unex-
pected techniques from linear alge-
bra and probability theory, the full
conjecture was proved in 2013 year
by Adam Marcus, Daniel Spiel-
man, and Nikhil Srivastava, who
received the 2014 Po´lya Prize for
this remarkable achievement.
In this article, we discuss their
conjecture (and its proof) in the
light of a more general question
that Kadison and Singer had in
mind (which was partly inspired by
quantum mechanics).
1. Linear algebra and convexity
The Kadison–Singer conjecture is con-
cerned with infinite-dimensional Hilbert
spaces H, but the underlying situation
is already interesting in finite dimension.
Hence we start with the Hilbert space
H = Cn,
with standard inner product
〈w, z〉 =
n∑
i=1
wizi,
which we evidently take to be linear in
the second entry. For the moment we
identify operators with matrices [1].
Let Mn(C) be the complex n×n ma-
trices, regarded as an algebra (which we
always assume to be complex and asso-
ciative) with involution, namely the op-
eration a 7→ a∗ of hermitian conjugation.
Abstractly, an involution on an algebra
A is an anti-linear anti-homomorphism
∗ : A → A, so if we write ∗(a) = a∗,
then for all a, b ∈ A and λ ∈ C we have
(λa+ b)∗ = λa∗ + b∗;
(ab)∗ = b∗a∗.
Note that Mn(C) has a unit, viz. the unit
matrix 1n. An algebra with involution
(and unit) is called a (unital) ∗-algebra.
Beside Mn(C), another unital ∗-algebra
of interest to us is Dn(C), i.e., the subal-
gebra of Mn(C) consisting of all diagonal
matrices, with the involution ∗ inherited
from Mn(C).
In connection with the Kadison–
Singer conjecture, the following concept
is crucial. A state on a unital ∗-algebra
A (with unit 1A) is a linear map
ω : A→ C
that satisfies
ω(1A) = 1;
ω(a∗a) ≥ 0, for all a ∈ A.
Inspired by quantum mechanics, this
concept was introduced by John von
Neumann [2], albeit in the special case
where A is the unital ∗-algebra B(H) of
all bounded operators on some Hilbert
space H (see below). The general no-
tion of a state in the above sense is due
to Gelfand & Naimark [3] and Segal [4].
The states on A form a convex set S(A),
whose extremal points are called pure
states. That is, ω is pure iff any decom-
position
ω = tω′ + (1− t)ω′′
for ω′, ω′′ ∈ S(A) and t ∈ (0, 1) is nec-
essarily trivial, in that ω′ = ω′′ = ω.
States that are not pure are mixed.
Von Neumann also defined a den-
sity matrix as an hermitian matrix ρ ∈
Mn(C) whose eigenvalues {λi}ni=1, are
non-negative and sum to unity, or equiv-
alently, as a positive (semi-definite) ma-
trix (in that 〈ψ, ρψ〉 ≥ 0 for each ψ ∈
Cn) with unit trace. The point, then, is,
that states on Mn(C) bijectively corre-
spond to density matrices through
(1) ω(a) = Tr (ρa).
Upon the identification (1), pure states
correspond to one-dimensional projec-
tions [5] |ψ〉〈ψ|, i.e., ω is pure iff
(2) ω(a) = 〈ψ, aψ〉
for some unit vector ψ ∈ Cn.
The states on A = Dn(C) are simi-
larly easy to describe. The positive ele-
ments of Dn(C) (i.e. those elements of
Dn(C) that can be written as a∗a for
some a ∈ Dn(C)) are precisely the matri-
ces with only non-negative real numbers
on the diagonal. Since a state
ω : Dn(C)→ C
is linear, it should take the form
ω(a) =
n∑
i=1
piaii.
1
2Since a state is also positive and unital,
we know that
pi ≥ 0 for all i;
n∑
i=1
pi = 1.
In other words, the function
p : {1, . . . , n} → [0, 1];
p(i) = pi,
is a probability distribution. Clearly,
the map ω 7→ p is a bijection between
S(Dn(C)) and the set of probability dis-
tributions on {1, . . . , n}. This map is
affine, in the sense that it preserves the
convex structure. Hence we only need to
determine the extreme points of the con-
vex set of probability distributions to de-
termine the pure states on Dn(C). These
extreme points are easily shown to be
those probability distributions that sat-
isfy pi = 1 for some i ∈ {1, . . . , n} and
pj = 0 for all other j. Hence the pure
states on Dn(C) are of the form
ωi(a) = aii.
All this may be neatly illustrated for
n = 2, where the density matrices ρ on
C2 are parametrized by the unit ball
B3 = {(x, y, z) ∈ R3 | x2 + y2 + z2 ≤ 1},
in R3 according to
ρ(x, y, z) = 12
(
1 + z x+ iy
x− iy 1− z
)
.
This isomorphism
S(M2(C)) ∼= B3
is affine (i.e., it preserves the convex
structure), and indeed, the extremal
points (x, y, z) in B3 form the two-sphere
S2 = {(x, y, z) ∈ R3 | x2 + y2 + z2 = 1}.
The corresponding density matrices sat-
isfy ρ2 = ρ and hence (given that already
ρ∗ = ρ and Tr (ρ) = 1) they are the one-
dimensional projections on C2.
For the diagonal matrices we have
S(D2(C)) ∼= [0, 1],
since the pure states on D2(C) are the
two points
ωi(a) = aii, i = 1, 2.
2. The Kadison–Singer Property
Having introduced the basic definitions,
let us now streamline the world of the
Kadison–Singer conjecture by introduc-
ing the Kadison–Singer property [6].
Let H be a Hilbert space and denote
the ∗-algebra of all bounded operators on
H by B(H), equipped with the adjoint
as an involution, as above. In quantum
mechanics one is particularly interested
in abelian unital ∗-algebras
A ⊂ B(H),
since these define ‘classical measurement
contexts’ in the sense of Bohr [7]. Note
that above we discussed the case A =
Dn(C), which is indeed abelian.
In Bohr’s ‘Copenhagen Interpreta-
tion’ of quantum mechanics, the out-
come of any measurement must be
recorded in the language of classical
physics, which roughly speaking means
that such an outcome (assumed sharp,
i.e., dispersion-free) defines a pure state
on some such A. The question, then, is
whether such an outcome also fixes the
state of the quantum system as a whole
(assuming the latter is pure).
Mathematically, this means the fol-
lowing. Both A and B(H) have states,
and states on B(H) obviously restrict to
states on A. In the reverse direction, we
can ask whether states on A extend to
states on B(H). It turns out that (due to
the Hahn–Banach theorem of functional
analysis [8]) they always do, but what is
at stake is the question whether this ex-
tension is unique. As suggested above,
this question is particularly interesting
for pure states, and hence we say that A
has the Kadison–Singer property iff
each pure state on A extends uniquely
to a state on B(H). Simple arguments
in convexity theory [6, 9] show that if the
extension is unique, then it is necessarily
pure, so that one might as well say that
A has the Kadison–Singer property iff
each pure state on A extends uniquely to
a pure state on B(H).
Let us look at this property in a differ-
ent way, initially for finite-dimensional
Hilbert spaces H. Following Dirac,
physicists typically write |λ〉 for a (unit)
eigenvector of some hermitian operator
a with eigenvalue λ. They understand
that this fails to identify the correspond-
ing vector state (2) unless a is maximal
(in the sense of having non-degenerate
spectrum): indeed, if a is not maximal,
then it has an eigenvalue λ having at
least two orthogonal eigenvectors, which
clearly define different vector states on
B(H). However, in the maximal case
Dirac’s notation |λ〉 is used apparently
without realizing that even in that case
there might be an ambiguity; it was left
to Kadison and Singer to note this [9].
Fortunately, in H is finite-
dimensional, there is no problem.
Theorem 1. For each n ∈ N, the alge-
bra Dn(C) ⊂ Mn(C) has the Kadison–
Singer property.
Proof. Consider the pure state ωi on
Dn(C), where i ∈ {1, . . . , n} is arbitrary.
Then writing ei for the i’th basis vector
of Cn, we see that the functional
µ : Mn(C)→ C;
µ(a) = 〈ei, aei〉 = aii,
is a pure state extension of ω. The only
thing that is left to prove is that µ is the
unique pure state extension of ω. So,
suppose that µ′ : Mn(C) → C is also a
pure state extension of ω. Then
µ′(a) = 〈ψ, aψ〉
for some unit vector ψ ∈ Cn. Since µ′
extends ω, we know that then
|〈ψ, ei〉|2 = µ′(|ei〉〈ei|) = ω(|ei〉〈ei|) = 1,
whence ψ = zei for some z ∈ C such that
|z| = 1. Therefore,
µ′(a) = 〈ψ, aψ〉
= |z|2〈ei, aei〉
= µ(a)
for each a ∈Mn(C), i.e. µ′ = µ and µ is
the unique pure state extension of ω. 
We say that a unital abelian ∗-
algebras A ⊂ B(H) is maximal if there
is no abelian unital ∗-algebra B ⊂ B(H)
that properly contains A. If H is finite-
dimensional, then the unital ∗-algebra
generated by a = a∗ and the unit is max-
imal abelian iff a is maximal as defined
above.
Corollary 2. Suppose H is a finite-
dimensional Hilbert space and suppose
that A ⊂ B(H) is a maximal abelian uni-
tal ∗-algebra. Then A has the Kadison–
Singer property.
Proof. The Kadison–Singer property is
stable under unitary equivalence, in that
for any unitary u (i.e. uu∗ = 1 = u∗u),
A ⊂ B(H) has the said property iff
uAu−1 ⊂ B(uH) has it. We show that
A = uDn(C)u∗
for some unitary matrix u; a unitary
change of basis then reduces the argu-
ment to the previous case. Since A is
maximal abelian, by spectral theory it is
generated by n mutually orthogonal one-
dimensional projections fi = |wi〉〈wi|,
i = 1, . . . , n, where the wi form an or-
thonormal basis. Putting the latter as
columns in a matrix yields u. 
33. Infinite-dimensional Hilbert space
After this warm-up we move to the ac-
tual setting of the Kadison–Singer con-
jecture, viz. an infinite-dimensional sep-
arable Hilbert space H (i.e., H has a
countable orthonormal basis). All such
spaces are (unitarily, or, equivalently,
isometrically) isomorphic. For what fol-
lows, two key examples are the space
(3) H = `2(N),
of all functions ψ : N→ C for which∑
n
|ψ(n)|2 <∞,
with inner product
〈ϕ,ψ〉 =
∑
n
ϕ(n)ψ(n),
and the space
(4) H = L2(0, 1)
consisting of all the measurable functions
ψ : (0, 1) → C (up to equivalence with
respect to null sets) for which∫ 1
0
dx |ψ(x)|2 <∞,
with inner product given by
〈ϕ,ψ〉 =
∫ 1
0
dxϕ(x)ψ(x).
We now look at the unital ∗-algebra
B(H) of all bounded operators on H.
The infinite-dimensionality of H leads to
a number of new phenomena:
• There exist states on B(H) that
are not given by (1).
• There exist unitarily
inequivalent maximal abelian
∗-algebras in B(H).
In the first point we interpret (1) in the
appropriate way, in that we replace den-
sity matrices by density operators [2],
that is, positive operators ρ for which∑
i
〈ei, ρei〉 = 1
for some (and hence for any) basis (ei)
of H. Von Neumann showed that a state
ω on B(H) takes the form (1) iff
ω
(∑
n
fn
)
=
∑
n
ω(fn)
for any countable family (fn) of mutually
orthogonal projections (this is similar to
the countable additivity condition in the
definition of a measure). Such states are
called normal. The existence of non-
normal states is the same as the exis-
tence of singular states: these are the
states that vanish on all one-dimensional
projections, and thereby on all compact
operators. Trivially, singular states are
not normal. In fact, any state is either
normal, or singular, or it can be written
as a convex combination of a normal and
a singular state. This has the immediate
corollary that every pure state is either
normal or singular.
It is however a non-trivial matter to
write down states on B(H) that are
not normal. Using the Hahn–Banach
Theorem, it can be shown that for any
t ∈ [0, 1], there exists a (necessarily non-
normal) state ω on B(L2(0, 1)) such that
ω(mx) = t, where mx is the position op-
erator of quantum mechanics, i.e., the
multiplication operator on (4) given by
(5) mxψ(x) = xψ(x).
More generally, if some bounded opera-
tor a ∈ B(H) has λ ∈ C in its continuous
spectrum σc(a) [10], then there exists a
necessarily non-normal state ω on B(H)
such that ω(a) = λ, see [11, Prop. 4.3.3].
The difference between normal states
and singular states is very important for
the Kadison–Singer property, so we say
a little more about it. Let A ⊂ B(H) be
any unital ∗-algebra (i.e., A is not neces-
sarily abelian) that satisfies
(6) A′′ = A,
where the commutant S′ of any subset
S ⊂ B(H) is defined by
S′ = {a ∈ B(H) | ab = ba, b ∈ S},
and S′′ = (S′)′. By definition, this
makes A a von Neumann algebra. For
example, B(H) is itself a von Neumann
algebra, but also, it is easy to see that
if A is maximal abelian in B(H), then it
is a von Neumann algebra, too: commu-
tativity gives A ⊆ A′, whilst maximality
pushes this into an equality
A = A′,
which implies (6).
Von Neumann algebras were initially
called rings of operators by von Neu-
mann himself, and historically their in-
vestigation by von Neumann and his as-
sistant Francis Murray [13] launched the
(now) vast area of operator algebras.
Despite the tremendous prestige of von
Neumann, initially few mathematicians
recognized the importance of this devel-
opment [16]; among them were Israel
Gelfand and Mark Naimark, who cre-
ated the theory of C*-algebras [3] (which
incorporate von Neumann algebras, see
also [14, 15]), and also Kadison himself.
The deeper significance of the normal-
ity condition, then, was unearthed by
Shoˆichiroˆ Sakai [17], who proved that a
unital ∗-algebra A ⊆ B(H) is a von Neu-
mann algebra iff it is closed in the norm-
topology inherited from B(H) (i.e., A is
a C*-algebra) and is the dual of some
Banach space. For example, B(H) is
the dual of B1(H), the space of trace-
class operators on H equipped with its
own intrinsic norm ‖a‖1 = Tr |a|, where
|a| = √a∗a. This duality property en-
dowes A with a second intrinsic topol-
ogy, viz. the pertinent weak∗-topology,
and a state ω : A → C (which is auto-
matically norm-continuous) is normal iff
it is weak∗-continuous, too [18].
4. Classification of MASA’s
We now turn to the second point, i.e., the
existence of unitarily inequivalent maxi-
mal abelian unital ∗-algebras A ⊂ B(H),
to be called MASA’s from now on.
We start with some examples. First,
for the Hilbert space (3) we have the dis-
crete subalgebra
(7) Ad = `
∞(N)
of all bounded functions f : N→ C (with
pointwise multiplication), which acts on
`2(N) by generalizing (5): f ∈ `∞(N) de-
fines a multiplication operator mf by
(8) mfψ(x) = f(x)ψ(x).
Second, for the Hilbert space (4) we have
the continuous subalgebra
(9) Ac = L
∞(0, 1)
of all essentially bounded measurable
functions f : (0, 1) → C (with pointwise
multiplication), acting as in (8). It is not
difficult to show that [8]
`∞(N)′ = `∞(N);
L∞(0, 1)′ = L∞(0, 1),
so that both Ad and Ac are MASA’s. In
particular, they are von Neumann alge-
bras. Indeed, in the light of Sakai’s result
just mentioned it is a standard result in
functional analysis that [8]
`∞(N) ∼= `1(N)∗;
L∞(0, 1) ∼= L1(0, 1)∗.
In fact, these are essentially the only ex-
amples of MASA’s on separable Hilbert
spaces. An early result of von Neu-
mann himself was that any abelian von
Neumann algebra on a separable Hilbert
space is generated by a single self-adjoint
operator [19], and this is the key to their
classification [11, Thm. 9.4.1]:
4Theorem 3. If H is infinite-
dimensional and separable, a maximal
abelian ∗-algebra A ⊂ B(H) is unitarily
equivalent to one of the following:
- The discrete subalgebra Ad, cf. (7);
- The continuous subalgebra Ac, cf. (9);
- A direct sum Ac ⊕Ad;
- A direct sum Ac⊕Dn(C), where n ∈ N.
The last two cases (or rather a family
of cases), realized on either the Hilbert
space L2(0, 1) ⊕ `2(N) or L2(0, 1) ⊕ Cn,
are called mixed subalgebras.
The proof of this result relies on the
notion of minimal projections. A pro-
jection p on a Hilbert space H is a lin-
ear operator satisfying p2 = p∗ = p;
it is well known that such operators bi-
jectively correspond to the closed linear
subspaces pH of H that form their im-
ages. More generally, a projection in a
C*-algebra A is an element p ∈ A that
satisfies the same equalities. On the set
P (A) consisting of the projections in A,
we can define a natural order, which co-
incides with the notion of positivity for
A. For example, in the algebra `∞(N),
the projections are exactly the indica-
tor functions 1W of subsets W ⊆ N and
1W ≤ 1Y if and only if W ⊆ Y . Of
course, the zero-element of A is the min-
imal element of P (A) with respect to this
order, but we say a projection is a min-
imal projection if it is a minimal ele-
ment of the ordered set P (A) \ {0}. One
can easily see that in the case of `∞(N),
the minimal projections are then exactly
the indicator functions of single points.
Furthermore, the whole algebra is gener-
ated by these indicator functions of sin-
gle points. For the finite dimensional
case, i.e. for Dn(C) where n ∈ N, this
is exactly the same.
However, for the continuous subal-
gebra L∞(0, 1) the situation is differ-
ent. Again, the projections are indicator
functions, but since for any (measurable)
set A ⊆ [0, 1] such that µ(A) > 0 there
is a B ⊆ A such that 0 < µ(B) < µ(A),
this algebra has no minimal projections
and is therefore certainly not generated
by them. A mixed subalgabra keeps the
middle ground between the discrete and
the continous case: it does have minimal
projections (coming from the discrete
part), but is not generated by them.
Hence we see that the discrete, con-
tinuous and mixed cases can be distin-
guished by considering the number of
minimal projections and the question
whether the whole algebra is generated
by these minimal projections. As it
turns out, these two pieces of informa-
tion classify all maximal abelian unital
∗-algebras on separable Hilbert spaces:
whenever such an algebra has the same
properties as one of the three cases we
discussed, it is unitarily equivalent to
this case; see [6, 11] for details.
5. The Kadison–Singer conjecture
The real goal of the Kadison–Singer con-
jecture, to which we are now about to
turn, is to give a classification of all
abelian unital ∗-algebras A ⊂ B(H)
that have the Kadison–Singer property,
where H is a separable Hilbert space.
Although we have seen that the finite-
dimensional case is misleading as a
model for the infinite-dimensional one in
at least two ways, one fact remains:
Lemma 4. Only MASA’s can possibly
have the Kadison–Singer property.
Proof. We use some operator algebra
theory. It is easy to show that states on
unital ∗-algebras A in B(H) are contin-
uous (i.e., bounded), so we may as well
assume that A is closed in the operator
norm (in which case it is a so-called C*-
algebra). Since A is also abelian, the
pure state space ∂eS(A) coincides with
the Gelfand spectrum Ω(A) of A. i.e.,
the set of all nonzero multiplicative lin-
ear functionals on A. This is a com-
pact Hausdorff space too (again in the
weak∗-topology on the dual space A∗).
Gelfand and Naimark proved that A is
isomorphic (as a C*-algebra) to the al-
gebra C(Ω(A)) of complex-valued con-
tinuous functions on Ω(A), so that
A ∼= C(∂eS(A))
for any abelian C*-algebra A.
Now suppose that A1 ⊆ A2 ⊂ B(H),
where A1 and A2 are abelian C*-algebras
and A1 has the Kadison–Singer property.
Then any pure state ω1 on A1 extends
uniquely to a pure state ω on B(H),
which in turn restricts to a pure state ω2
on A2. The map ω1 7→ ω2 from ∂eS(A1)
to ∂eS(A2) is then a continuous isomor-
phism, since its inverse is given by re-
striction from A2 to A1. Hence this iso-
morphism induces an isomorphism be-
tween C(∂eS(A1)) and C(∂eS(A2)), i.e.
between A1 and A2, which can easily
be shown to be the inclusion function
A1 ↪→ A2. Hence A1 = A2, so that any
C*-subalgebra with the Kadison–Singer
property must be maximal. 
Recall that the Kadison–Singer prop-
erty is stable under unitary equivalence.
In view of the above lemma, in order to
complete the classification of abelian ∗-
algebras A ⊂ B(H) having the Kadison–
Singer property (where H is a separa-
ble Hilbert space) we only need to an-
swer the question whether the discrete,
continuous and mixed subalgebras have
the Kadison–Singer property. Note that
we have already answered the question
positively for the discrete algebra Dn(C)
whenever n ∈ N. However, the other
cases, including the infinite discrete case
Ad, need a more careful analysis. In-
deed, one reason for the difficulty of the
subject is that although the unique ex-
tension property is hard to prove for an
arbitrary pure state, we can quite easily
prove the following result.
Proposition 5. Let A ⊂ B(H) be a
MASA (and hence a von Neumann al-
gebra). Then any normal pure state on
A has a unique extension to B(H).
Using density operators, this can be
proved as in the finite-dimensional case.
It follows that in looking for possible
pure states on A without unique ex-
tensions to B(H), one necessarily en-
ters the realm of singular states. As
we noted, these are hard to grasp, and
having already encountered the Hahn–
Banach theorem in this context, it may
not be surprising that the world of ul-
trafilters and the like plays a role in the
analysis of the Kadison–Singer conjec-
ture. Furthermore, we are not able to
treat the singular states on two different
MASA’s in the same way: each MASA
needs a different approach.
Let us start with the continuous case.
Kadison and Singer already proved in
their original article from 1959 that the
continuous subalgebra does not have the
Kadison–Singer property. Twenty years
later, in 1979, Joel Anderson [20] gave a
more straightforward proof of the same
fact, and also improved upon it. He
proved that there is no pure state on
the continuous subalgebra (9) at all that
extends in a unique way to a (pure)
state on B(L2(0, 1)), which is definitely
stronger than the negation of having
the Kadison–Singer property. Anderson
used the Stone–Cˇech compactification of
N (realized via ultrafilters) in order to
be able to describe all pure states on Ac.
A careful and tricky argument then gave
the desired result (see also [6]).
5It is easy to show that if a direct
sum of algebras has the Kadison–Singer
property, that then all summands must
have the Kadison–Singer property too.
Hence the fact that the continuous sub-
algebra does not have the Kadison–
Singer property has the immediate corol-
lary that no mixed subalgebra has the
Kadison–Singer property. Therefore, if
any MASA on a separable Hilbert space
has the Kadison–Singer property, it must
be unitarily equivalent to the discrete
subalgebra Ad (or, if dim(H) = n < ∞,
to Dn(C)). Thus Kadison and Singer
realized that the only open case for
the classification of MASA’s having the
Kadison–Singer property was the dis-
crete algebra (7). They were unable to
answer the question for this algebra and
left it open.
In the subsequent years and decades,
this question became known as the
Kadison–Singer conjecture:
Any pure state on the abelian von Neu-
mann algebra `∞(N), realized as multi-
plication operators on the Hilbert space
`2(N), has a unique extension to a (nec-
essarily pure) state on B(`2(N)).
In other words, `∞(N) ⊂ B(`2(N))
has the Kadison–Singer property.
6. Proof of the KS-conjecture
In the years that followed, many people
worked on this problem. Before the turn
of the century, the most notable progress
was made by the aforementioned Ander-
son. He straightened out some of the
details in the article by Kadison and
Singer and reformulated what later be-
came known as the paving conjecture.
This is a statement that is equivalent to
the Kadison–Singer conjecture and says
the following:
For every ε > 0 there is an lε ∈ N
such that for all a ∈ B(`2(N)) that sat-
isfy diag(a) = 0, there exists a set of pro-
jections {pi}lεi=1 ⊆ `∞(N) such that
lε∑
i=1
pi = 1
and
(10) ‖piapi‖ ≤ ε‖a‖
for every i ∈ {1, . . . , lε}.
Here, we have used the function
diag(a) : N→ C
which is defined by
diag(a)(n) = 〈δn, aδn〉.
The strength and difficulty in proving
this conjecture is contained in the uni-
formity of lε: there is one fixed lε that
should work for all a.
In turn, using Tychonoff’s theorem, it
can be shown that this paving theorem
for operators on `2(N) is equivalent to a
paving theorem for matrices. To be more
precise, the Kadison–Singer conjecture is
equivalent to:
For every ε > 0 there is an lε ∈ N
such that for all n ∈ Mn(C) and all
a ∈ Mn(C) such that diag(a) = 0, there
is a set of diagonal projections
{pi}lεi=1 ⊆ Dn(C)
such that
∑m
i=1 pi = 1 and (10).
This equivalence is quite remarkable,
since we can now use tools of linear
algebra to draw conclusions about the
infinite-dimensional discrete algebra.
In 2004, Nik Weaver [21] formu-
lated a new conjecture, which he showed
was equivalent to the paving conjecture.
Weaver’s conjecture was reformulated
by Terence Tao [23] as follows:
Suppose k,m, n ∈ N and let C ≥ 0.
Furthermore, let {Ai}ki=1 ⊆ Mn(C) be a
set of positive semi-definite matrices of
rank 1, such that
‖Ai‖ ≤ C for all 1 ≤ i ≤ k;
k∑
i=1
Ai = 1.
Then there exists a partition of {Zi}mi=1
of {1, . . . , k} such that for all j ∈
{1, . . . ,m} we have
‖
∑
i∈Zj
Ai‖ ≤
( 1√
m
+
√
C
)2
.
The true breakthrough came when
the theory of random matrices was used.
In 2013, computer scientists Adam Mar-
cus, Daniel Spielman and Nikhil Srivas-
tava proved the following theorem:
Theorem 6. Suppose {Yi}ni=1 is a set
of independent random variables taking
a finite number of values in the set of
positive semi-definite n × n-matrices of
rank 1 and let C > 0. Furthermore, let
Y =
n∑
i=1
Yi,
and suppose that
EY = 1,
and
E‖Yi‖ ≤ C,
for all i ∈ {1, . . . , n}. Then there is at
least one realization {Ai}ni=1 of the set
{Yi}ni=1 such that
‖A‖ ≤ (1 +
√
C)2,
where
A =
n∑
i=1
Ai.
They proved this theorem considering
zeroes of so-called real stable polynomi-
als. Using this theorem, the Weaver con-
jecture can be easily proven (cf. [6]). As
a consequence, the Kadison–Singer con-
jecture was finally proven, 54 years after
Kadison and Singer posed their question.
Furthermore, it completes the classifi-
cation of unital abelian C*-subalgebras
with the Kadison–Singer property in the
case of separable Hilbert spaces:
Theorem 7. Suppose H is a separable
Hilbert space and let A ⊂ B(H) be an
abelian, unital ∗-algebra. Then A has the
Kadison–Singer property if and only if it
is unitarily equivalent to the discrete al-
gebra Ad (or, if H is n-dimensional, to
the diagonal matrices Dn(C), n ∈ N).
Let us close by noting that we have
just scratched the surface of the world
opened by the Kadison–Singer conjec-
ture and its proof; for further informa-
tion see [23, 24, 25].
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