This paper presents a hierarchical Bayesian modeling framework for the uncertainty quantification in modal identification of linear dynamical systems using multiple vibration data sets. This novel framework integrates the state-of-the-art Bayesian formulations into a hierarchical setting aiming to capture both the identification precision and the ensemble variability prompted due to modeling errors. Such cutting-edge developments have been absent from the modal identification literature, sustained as a long-standing problem at the research spotlight. Central to this framework is a Gaussian hyper probability model, whose mean and covariance matrix are unknown encapsulating the uncertainty of the modal parameters. Detailed computation of this hierarchical model is addressed under two major algorithms using Markov chain Monte Carlo (MCMC) sampling and Laplace asymptotic approximation methods. Since for a small number of data sets the hyper covariance matrix is often unidentifiable, a practical remedy is suggested through the eigenbasis transformation of the covariance matrix, which effectively reduces the number of unknown hyper-parameters. It is also proved that under some conditions the maximum a posteriori (MAP) estimation of the hyper mean and covariance coincide with the ensemble mean and covariance computed using the MAP estimations corresponding to multiple data sets. This interesting finding addresses relevant concerns related to the outcome of the mainstream Bayesian methods in capturing the stochastic variability from dissimilar data sets. Finally, the dynamical response of a prototype structure tested on a shaking table subjected to Gaussian white noise base excitation and the ambient vibration measurement of a cable footbridge are employed to demonstrate the proposed framework.
Introduction
Modal identification of structural systems has been a crucial front in Structural Health Monitoring (SHM) [1] . In this respect, using deterministic methods is commonly criticized mainly due to the presence of multiple sources of uncertainty, and this has shifted the attention toward using probabilistic methods [2] [3] [4] [5] . Bayesian statistical framework is a comprehensive tool that embeds deterministic models within a class of prediction error probability model to describe the model uncertainty in terms of the misfit between the system and model outputs [6] [7] [8] . Yuen and Katafygiotis [9] [10] [11] [12] have originally developed Bayesian modal identification methods in both time-and frequencydomain using input-output or output-only data. Power Spectral Density (PSD) [10] and Fast Fourier Transform (FFT) [12] of the measured responses have been two common grounds for characterizing the dynamical model in the frequency-domain. However, model unidentifiability and computational burdens have overshadowed the applications of the original formulations until Au [13] has effectively addressed such implementation concerns and proposed the fast Bayesian FFT Operational Modal Analysis (OMA) method [14, 15] . Substantial research effort has next been devoted to formulate the uncertainty laws [16, 17] , to combine multiple setup data [18] [19] [20] , and to develop it further for handling buried modes, free vibrations, seismic excitations, as well as asynchronous data [21] [22] [23] [24] .
This method has also brought about successful applications in modal identification of real-life structures [15, 25] . Motivated by these advances established on grounds of the FFT Bayesian approach, Yan and Katafygiotis [26, 27] have elaborated on the computational issues of the Bayesian PSD formulations. This method is then developed for dealing with multiple setups data [28] , and its propagating properties are analytically studied in [29] . Using the PSD approach is advantageous for ambient modal identification since it separates the identification of the spectrum parameters (modal frequency and damping) from the spatial parameters (dynamical modes). Although both the FFT and PSD Bayesian methods share similarities in terms of the concept, formulations, and applications, they differ in significant directions, including the averaging over multiple data segments appearing in the PSD approach. This feature of the PSD method is advantageous due to the promise it holds up for capturing the variability of system operating condition across multiple data segments [27] .
Nevertheless, the PSD method is suspected to be inaccurate for short-length response measurements mainly due to the invalidity of large number of data points requirements [28] . Time-domain Bayesian modal identification methods are of the latest development in this respect [30] [31] [32] .
It is believed that when little or no modeling errors exist, the Bayesian methods legitimately quantify the uncertainties [33] . In practice, however, this is not the case since the underlying deterministic and probability models are exposed to substantial inaccuracies. For instance, recent studies have highlighted that the dynamical parameters are prominently correlated with environmental parameters, ambient test conditions, vibration amplitude, input parameters, and other operating conditions of the structures [34, 35] . At the same time, the state-of-the-art dynamical models do not physically explain such factors since in practice they are extremely hard to control and determine, if not impossible. Consequently, the identified parameters noticeably vary when identified from different experiments (data sets). This issue has led to criticism about the outcome of the mainstream Bayesian methods when this variability significantly exceeds the Bayesian estimation of the uncertainty. It is to be noted that such a comparison might not be rational since such Bayesian interpretation of the uncertainty solely characterizes the identification precision and is different from the ensemble variability due to model errors [15, 33] . Consequently, accommodating both the variability and identification precision into the posterior distributions through a robust, reliable, and rational framework has been a long standing problem, being of both academic and practical significance [15] .
Another conceptual limitation of the Bayesian methods is in treating the parameters as fixed uncertain parameters often modeled as reducible when additional observations are acquired. However, this is an inevitable prospect that the unknown parameters can also be exposed to randomness originating from modeling errors that cannot thus be considered by the present Bayesian methods since it cannot be reduced. These notable issues have discouraged investigators to use the Bayesian approach as a means for quantifying the uncertainties, being resorted to using a least-squares (LS) 4 approach instead. Such an approach is associated with the frequentist approach for characterizing the second-moment statistics by means of the ensemble mean and covariance matrix computed from multiple experiments. As plainly stated in [8] , nevertheless, using a frequentist approach is undesirable due to limitations in justifying the model and parameter uncertainties, as well as its reliance on the concept of true value(s) of the parameters that might not exist at all.
Hierarchical Bayesian methods open up new horizons in modeling the uncertainty and have shown great promise in different scientific disciplines [36] [37] [38] [39] . In structural dynamics, Behmanesh et al. [40] have established a hierarchy of parameters to capture the inherent variability of parameters while using experimental modal data. Recently, this framework has been used to quantify and propagate the uncertainty due to model errors, environmental variability, and vibration excitation amplitude [41] [42] [43] [44] . Nagel and Sudret [45, 46] have developed a hierarchical Bayesian framework for the particular case of having noise-free vibration data. Sedehi et al. [47] [48] [49] have developed a hierarchical Bayesian framework for time-domain model updating and response predictions. It is highlighted that when this framework is compared a with the non-hierarchical Bayesian framework developed by Beck and Katafygiotis [7] , it greatly outperforms the non-hierarchical framework in terms of the reliability and robustness of the computed uncertainty bounds for both the model parameters and response quantities of interest. An interesting feature of this novel framework is that its computation is built upon the existing Laplace asymptotic approximation methods. This allows it to exploit the state-of-the-art Bayesian formulations under a hierarchical setting aiming to capture the variability prompted due to modeling errors. Such front-line developments have been completely absent from the modal identification literature, and this study is a pioneering effort to pursue the same line of research as [49] and to develop it further in terms of the theory, computation, and applications, particularly for probabilistic modal identification problems. For this purpose, the fast FFT Bayesian formulations are to be used for the ambient modal identification. The computation of the hierarchical model is addressed using MCMC sampling and Laplace asymptotic approximation methods. The proposed Bayesian formulations are summarized in two computational algorithms. Subsequently, two experimental examples are employed to examine and demonstrate the proposed method using vibration data. The present study contribute to the development of the next generation of Bayesian structural identification methods that establish a more holistic and overarching framework for handling the challenging task of uncertainty quantification. It also provides hands-on insights on the uncertainty quantification in modal identification problems showing to what extent the variability dictated by the model errors could be dominant and how this hierarchical framework successfully handles it. This paper continues with Section 2 reviewing the fast FFT Bayesian OMA method. Section 3 describes the proposed hierarchical Bayesian framework, the graphical model, and the mathematical formulations. Section 4 discusses computational aspects of the hierarchical model and develops two algorithms for this purpose. The dynamical response of a prototype structure tested on a shakingtable, as well as ambient vibration measurements of a cable footbridge will be employed in Section 5 to demonstrate the proposed framework. Conclusions and future works are drawn in the end.
Bayesian FFT-based modal inference
This section quickly reviews the fast FFT Bayesian modal inference method developed for wellspecified mode shapes, originally established in [12] and greatly enhanced later in [13, 15] . The notation used to present the method is chosen to be the same as [15] To construct a parametric model in the frequency-domain, the response of a linear time-
k lb ub f f f ∈ represent a frequency band containing f N discrete-frequency samples selected such that only the resonance peak corresponding to the i th dynamical mode and appearing on the so-called singular value spectrum, or the FFT response spectrum. Due to the second law of Newton, the Fourier transform of the response within this particular band transferred into the modal coordinates can be expressed as (2) where the subscript k represents the frequency k f , n i ∈ φ is the i th dynamical mode shape, .
denotes the Euclidean norm of a vector, ik p is the scaled FFT of the i th modal force, and ik h is the transfer function determined from 2 (2 ) 12
Here, q takes on 0, 1, and 2 for acceleration, velocity, and displacement response measurements, respectively; ik β is the frequency ratio / ki ff ; i f and i ξ are the modal frequency and damping ratio corresponding to the i th dynamical mode that are to be estimated. This parametric model predicts the actual FFT response as ˆk k k =+ FFε (4) where n k ∈ ε denotes the prediction error reflecting the mismatch between the actual and the model responses in the frequency domain. Let prediction errors to be statistically independent and identically distributed (i.i.d.) expressed using Gaussian distributions, i.e. , . . .
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where , ei S is prediction error variance corresponding to the i th dynamical mode, and n n n× ∈ I is the identity matrix. This variance is considered to be fixed over the entire band of interest and across all DOF.
Recall that f N denotes the number of FFT response samples existing within the frequency band of interest. For a large number of data point when 1 f N >> , the FFT response can be described using a complex Gaussian distribution expressed as [15] ( ) ( ) (10) As the total number of data points ( f nN ) grows, the posterior distribution concentrates around the MAP estimation. Consequently, for a sufficiently large number of data points, a Laplace asymptotic approximation provides an efficient approximation of the posterior distribution giving [6, 7, 51] :
Σθ is the covariance matrix determined as the inverse of the Hessian matrix of ( ) L θ evaluated at the MAP estimation (θ ). It should be pointed out that this optimization problem can reliably be carried out when one supplies reasonable initial estimations and explicit derivatives of the objective function. This issue is a well-addressed topic in Bayesian modal identification problems, which are not included herein in view of the paper length. We refer readers to [15] as regards the computational aspects.
Hierarchical Bayesian modeling framework

Probabilistic model
In this section, we introduce a novel hierarchical modeling framework to consider the variability of [52] . We represent this hyper distribution by () P ψ , where ψ is the hyperparameter set ,} { ψ = λ λλ μΣ whose elements are reparametrized as 22 
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where the elements with subscripts , , and i i i f ξ φ correspond to the mode frequency, damping ratio, and mode shape vector, respectively. 
Joint posterior distribution
In this section, we present how the proposed model with its sophisticated architecture can be updated and calibrated using multiple data sets. Given the model architecture shown in Fig. 1 , the joint prior distribution is expressed as (16) where the likelihood function ( ) (19) Note that to derive this equation we benefitted from a basic property of Gaussian distributions, that is, the marginal distribution of every selected subset of the parameters jointly described by a multivariate Gaussian distribution is also Gaussian whose mean and covariance can be determined by selecting the corresponding elements from the mean and covariance matrix of the joint distribution [53] .
After marginalizing the non-dynamical parameters, the next step is to carry out the integration over the data-set-specific dynamical parameters. This integration involves the two Gaussian distributions inside the multiplication in Eq. (19) , which is known to have the following analytical solution [47, 54] : 
where the hyper-parameters distribution is expressed as
It should be pointed out that the difference between the L.H.S. of Eqs. (20) and (22) can be subtle for a sufficiently large number of data sets. In this case, we can compute only the integration in Eq. (20) and use it as a substitution for ( )
It is known that the multiplication of two Gaussian distributions, both describing common variables, is also a Gaussian distribution, whose mean and covariance matrix are determined from the so-called Gaussian-filtering formulations [53, 55] . Applying this idea to the Gaussian multiplication in Eq. (21) provides: (25) The latest equation characterizes the identification precision corresponding to the r th data set/experiment computed using the information from the family of data sets.
Posterior predictive distribution
For unobserved operating conditions, the hyper-parameters' uncertainty can be propagated to compute posterior predictive distribution of the dynamical parameters. Let In summary, quantification of the uncertainty associated with the hyper-parameters, as well as the data-set-specific dynamical parameters can be accomplished based on Eqs. (20) , (25) , and (26) .
However, integrations appearing in these equations are often accompanied by computational difficulties discussed in the next section.
Computational strategies
MCMC sampling
The multi-dimensional integrals in Eqs. (25) (26) can be carried out using MCMC sampling methods.
This needs to draw samples of the hyper-parameters from the probability distributions specified in either Eq. (20) or (22) . We demonstrate the sampling method only for the former case as the latter can be accomplished likewise. is the sampled gain matrix. It can be proved that for this Gaussian mixture distribution the mean and covariance matrix can be computed as [54] ( ) 
where ( ) (32) ( ) ( )
where ( ) Σλ μΣ Σμ (35) ( ) ( ) ( )( ) ( ) Σ is disregarded from Eq. (39), these estimations exactly coincide with the ensemble mean and covariance matrix computed while following a Frequentist approach. On the contrary, these results are attained following a holistic Bayesian approach. When ˆ0 Σ is included in Eq. (39), the covariance matrix estimated is essentially smaller than the ensemble covariance matrix. This reduction of the uncertainty suggests that the proposed framework attributes smaller portion to the variability over data sets as compared to the Frequentist approach. The importance of these findings is in removing any need to incorporate Frequentist concepts for considering the variability.
Once the hyper-parameters MAP estimation is computed, the integrals appeared in Eqs. (25) and (26) can be approximated as 
Uncertainty of the hyper-parameters
When the hyper-parameters are globally-identifiable, for a large number of data sets the marginal posterior distribution of the hyper-parameters can be well approximated using the Laplace asymptotic approximation [6, 51] . Using Taylor series expansion around the MAP estimation provides the following second-order approximation for the LHS of Eq. (34) giving: 
Identifiability of the hyper covariance matrix
The procedure suggested earlier for sampling either diagonal or non-diagonal covariance matrices reduces the number of involved parameters and delivers positive semi-definite covariance matrices.
Nevertheless, in the case that the off-diagonal elements are unidentifiable, the computed statistical moments can vary drastically over each trial of the MCMC samplers. This unidentifiability prevails while using the Laplace approximation method since the solution shows a high sensitivity to the initial estimations. This identifiability problem also involves the samples of the diagonal elements to some extent as well. Due to such problems, recent studies on hierarchical Bayesian approach (e.g. [37, 40] ) 24 have considered the hyper covariance matrix to be diagonal and neglected the correlation between the parameters. This approach is inapplicable for modal identification problems as the mode components could be highly correlated.
In this study, we suggest a simple remedy using the eigenspace representation of the covariance matrix and seek to resolve this problem through separating the identification of the eigenvectors from the eigenvalues. Thus, the covariance matrix is decomposed as Fig. 2(a) shows a three-story shear building prototype structure tested on a shaking table. The dynamical properties of this prototype are reported in previous studies [55, 57, 58] that will be used as a benchmark for the validation of modal identification results. The acceleration responses of the three stories were measured while the prototype was subjected to 40 D N = independent Gaussian White noise (GWN) base excitations. Each set of the time-history acceleration measurements is 60s long sampled at 0.005s intervals. Note that the chosen length is long enough such that it allows using the Laplace approximation approach for inferring the parameters from each individual data set.
The singular value spectrum of the measured responses for one of the data sets is shown in The Laplace approximation approach summarized in Algorithm 2 is a more efficient alternative to the sampling method. As the first step, the MAP estimations of the hyper-parameters are 29 computed using the optimization process and approximations prescribed earlier. Table 1 compares the results of the two algorithms for the three dynamical modes. The results of the two algorithms are in good agreement although the sampling method gives slightly larger uncertainty compared to the Laplace approximation approach. A noteworthy exception to this argument is the standard deviation of the modal damping ratios, which is assessed to be extremely large when the sampling approach is used. However, the asymptotic approximation approach gives small standard deviations for the modal damping ratios. This issue is attributed to the fact that the MCMC sampling method captures the uncertainty of the hyper-parameters, whereas the Laplace asymptotic approximation approach neglects it completely. To predict such deviations, we may resort to the Hessian inverse of the hyperparameters evaluated at the MAP estimations. In effect, we expect to encounter large uncertainty when the Laplace approximation is used for computing the uncertainty of the hyper-parameters. Table   2 presents the standard deviation attributed to the elements of the hyper mean vector and covariance matrix. As indicated, the standard deviation of all hyper-parameters is relatively small, whereas the standard deviation of the modal damping hyper means are extremely large. Thus, the simplified form of the Laplace asymptotic approximation shall not be used when the hyper uncertainty is considerable, and this can simply be examined through estimating the hyper uncertainty. In effect, this notable difference is an indicator that assists to check whether the asymptotic approximation method remains valid.
It should be highlighted that the difference between the sampling and the asymptotic approximation methods might disappear as the number of observed data sets increases. In terms of the computational cost, the Laplace approximation method is greatly preferred, especially when the number of data sets is sufficiently large. For a small number of data sets (less than 10 data sets), the sampling approach is likely to be more accurate since it accounts for the uncertainty associated with the hyper-parameters. Furthermore, the Laplace approximation approach is preferred when the identification precision computed using each individual data set does not exceed the variability of the MAP estimations observed over multiple data sets. 0.510 0.0034 0.515 0.0051 ϕ 23 -0.763 0.0051 -0.761 0.0076 ϕ 33 0.398 0.0027 0.396 0.0040 Table 2 .
Quantification of the uncertainty of the hyper-parameters using the second-order asymptotic approximation approach
Hyperparameters
Standard deviation of the hyper-parameters elements 
Ambient vibration test
Description of the structure and sensing network
A single-tower cable footbridge located at the HKUST is selected to demonstrate the method using ambient vibration data. Fig. 6 (a-b) shows longitudinal and elevation views of the bridge. The bridge is 22.5m long and 1.70m wide. Pedestrians' activities, wind actions, and the vehicles traveling from the underpass road create significant vibrations. This enables us to have an easy-access structure for obtaining ambient vibration measurements. Imote2 © wireless accelerometers shown in Fig. 6 (c) are used to measure the acceleration responses. These sensors communicate through a gateway node shown in Fig. 6(d) , whereby the data is acquired. The network architecture is shown in Fig. 6(e) .
Technical information about the calibration, setup, and implementation of the Imote2 © sensors are well addressed by the developers and can be found elsewhere [61, 62] . Fig. 6(f) identification to obtain the MAP estimations and the covariance matrices from each data set. Fig. 8(ad ) demonstrates the four identified modes. The longer span represents single and double curvatures in the first and second dynamical modes, respectively. The third mode shape is torsional, and the fourth mode is an unsymmetrical one. Although more dynamical modes could also be extracted from the data, in this study we only concentrate on the first four. relatively small, we tend to employ the sampling approach. The prior distribution of the hyperparameters is described via uniform distributions chosen alike the foregoing example. Table 3 presents the mean and standard deviation of the dynamical parameters corresponding to the first four modes estimated using the sampling approach. It is demonstrated that the uncertainty of the dynamical parameters is considerable attributed to both the identification precision and the ensemble variability. These uncertainties are far larger than the outcome of non-hierarchical Bayesian methods. Fig. 9 (a) compares the marginal posterior distribution of the first mode frequency obtained using the hierarchical approach compared with the individual likelihood functions obtained from each data set. As shown, the realizations corresponding to each data set are sharply-peaked distributions, and the MAP estimations greatly vary from test-to-test, whereas the uncertainty bound associated with each data set is extremely small. Nevertheless, the hierarchical approach successfully accounts for this ensemble variability and yields robust uncertainty with respect to different sources of modeling errors.
For modal damping ratios, the opposite pattern can be observed in Fig. 9(b) . The identification precision of the damping ratios obtained from each data set is relatively large owing to the errors existing in the assumptions about the damping characteristics. However, this type of uncertainty is reducible when multiple data sets are fused using the hierarchical approach. This reduction is reasonable and consistent with the fact that the identification precision can be improved as additional observations are employed. Note that results are qualitatively the same for the mode frequency, damping, and the mode shape of the other three dynamical modes skipped in this study for brevity. In this paper, the hierarchical Bayesian framework is presented for single setup data and wellseparated resonant peaks. Efforts are underway to generalize it further for overlapping resonant peaks and multiple setup data, where the ensemble variability could be even more dominant as compared to the identification precision. 
Appendix (A): Analytical derivation of the Cholesky decomposition
where ij ρ denotes the (i,j) entry of the correlation matrix R ; * 
Proof
Similar to Corollary (1), we break this derivative into its elements. Since the expression 1 () where from Eq. (B9) it follows that: The cyclic permutation of the trace of three matrices yields that ( ) ( ) ( ) tr ABC tr CAB tr BCA == [64] . Using this property provides:
( ) ( ) 
B.2. Derivation of the gradient vector of ( , ) L λ λλ μΣ
We first recall that the negative logarithm of the hyper-parameters' marginal distribution is given by ( ) Based on Eqs. (B22) and (B26), it is straightforward to compute the gradient vector of ( , ) L λ λλ μΣ .
B.3. Derivation of the Hessian matrix of ( , ) L λ λλ μΣ
The second derivative of ( , ) L λ λλ μΣ with respect to the elements of λ μ is followed from Eqs. (B2) and (B22) giving: When these partial derivatives are obtained, we will be able to rearrange them in a matrix format using the Kronecker product of matrices. By doing so, the derivatives are obtained as ( ) ( ) 
