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Abstract
This thesis analyzes the factors that affect compliance in Ecological Momentary Assessment (EMA) survey sys-
tems using smartphones. Current EMA systems have simple parameters in their triggering mechanisms, which results
in missed or ignored surveys, creating a loss of subject data. Over the course of three user studies, with slight varia-
tions, we analyze the factors that influence the willingness of a survey participant to answer surveys on an Android
phone. An understanding of these factors would be valuable for mobile developers in developing advanced EMA trig-
ger systems. After having experienced various unforeseen challenges in the process, we describe the parameters and
difficulties in administering a study of this nature, making recommendations for future EMA applications and user
studies. We also compare and analyze the pros and cons involved in developing various EMA systems. Psychologists
and sociologists who use EMA systems to gather behavioral data might benefit from the experiential and behavioral
data collected as part of our user studies.
1 Introduction
Ecological Momentary Assessment (EMA), also known as the Experience Sampling Method (ESM), is an increas-
ingly important method for daily sampling in psychological experiments. For convenience, I refer to these as “EMA
systems” for the entirety of this paper. EMA systems record behavioral data either by self-reporting in surveys or di-
aries or through continuous background sensor data collection. Researchers have tried various techniques, from paper
diaries to electronic diaries to mobile sensors, to assess a person’s daily habits outside the laboratory [HSS+02].
With mobile technologies such assessments become easier, but we are still far from creating the perfect EMA
system that allows computer scientists and psychologists to have the data they really need. Several EMA systems exist
today, none of which we believe fully meet all the requirements for a study. Some use specialized hardware. Some
are developed for specific purposes, so that the software cannot be expanded or easily repurposed. Furthermore, even
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with the advent of mobile EMA technologies, compliance remains a significant challenge. In EMA studies, subjects
are given the agency to either participate or not participate when they receive a trigger to answer a survey during the
course of their daily activities. Because subjects often lead busy lives with complex daily schedules, it is difficult
to identify times at which they would be willing to answer survey questions. An inappropriate time may result in a
subject not answering the survey, creating a lost data point. Too frequent or too persistent reminders may annoy the
subject, discouraging participation. As a result, such studies result in low or inconsistent compliance from subjects in
a user study. The timing of EMA triggers is only one factor; the mode of notification, the interface for response, and
incentives for compliance all play a role.
EMA compliance itself proves to be a difficult subject to study, because many uncontrolled and incalculable factors
play into the motivation of subjects to participate, let alone their willingness to take a survey on their mobile phone
when notified to do so. In this work, we seek to understand the factors affecting compliance in an EMA study, striving
to achieve the best study design and EMA software that can realistically be achieved within the limitations of the
hardware, software, and constraints of a user study.
This paper begins with an overview of EMA applications and what studying compliance in these methods can mean
for producing a better EMA system. It then branches off into the two components of this study: computer science and
social science. With computer science, we look more closely at the Android framework and existing EMA systems for
Android, coupled with the difficulties of development and testing with each system, as well as an analysis of the pros
and cons of each system. Then, with social science, we present our user-study experiments, our data regarding our
study’s questions about EMA compliance, and the lessons learned from these experiments, culminating in a detailed
description of what an “ideal” EMA system would look like, what an “ideal” EMA user study would look like, and
what a future iteration of our user study might entail if pursued.
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2 Background
Many researchers have used retrospective self-reported information to assess their subjects, but this method suffers
from recall bias. EMA systems overcome recall bias by periodically asking subjects to report their behavior and/or
experiences in real time using paper-based diaries, telephone calls, or smartphone apps. Paper-based diaries require
subjects to remember certain times and record their experiences [HSS+02], and telephone-calling subjects requires
significant human effort and can be intrusive for the subject [CKG+03]. With smartphone apps, “EMA data is harder
to fake, errors are identified early, and data is instantaneously and automatically entered into a secure central database,
minimizing human error” [HRF+11]. Smartphones present an exciting opportunity for EMAs for various reasons:
• Many subjects of interest are likely to carry a smartphone routinely.
• Smartphones can be programmed to prompt the subject for an EMA response using a variety of time- or
situation-based cues.
• The EMA questions on the smartphone can be changed during a study, or vary with the context of the subject.
• It is easy to acquire subject’s attention for an EMA on smartphone.
• The time and location can be recorded at the moment of the EMA trigger, and response.
• Some information can be automatically collected through the smartphone sensors (e.g., current location, or
whether they are engaged in a phone call).
EMA compliance can be defined with two metrics. The first is response rate, which measures the completion of
survey prompts. This metric is a crude measure of the proportion of EMA questions a subject answers. The second
part is the temporal delay, a measure of how long after the moment of the trigger—the notification on the mobile
device that a survey should be taken—a subject responds to the EMA. A short delay may mean that the answers are
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more relevant to the desired moment. Naturally, in an EMA study a high response rate and short temporal delay
are desirable. In this project, we are interested in exploring factors that affect smartphone-based EMA compliance.
Compliance in diary-based EMAs is well studied [SSS+03, SSH08], but no study has yet addressed compliance in
smartphone-based EMAs. This gap is significant because EMA on smartphones differs from paper-based EMA in
many ways. For example, the screen size is small on smartphones (which means questions have to be rephrased to be
shorter). It may be easy to get a subject’s attention on a smartphone but keeping the subject engaged for long can be
hard and undesirable in some circumstances (which means that each EMA survey should be short). There are many
other factors that can affect EMA compliance and temporal delays, including the following:
• Movement (Current Subject state): A subject may be more likely to answer a survey when triggered if they are
in a stationary position rather than when they are moving, and the phone may be out of reach. A subject who is
jogging on a treadmill might be less likely to answer an EMA question than a subject who is sitting at his desk.
Understanding a subject’s relative movement and how that affects compliance is another important factor.
• Location and time: If questions are asked at inappropriate moments (e.g., if the subject is busy or in a public
location) the subject might be less likely to answer the EMA questions than if the same questions were asked
when the subject was free.
• Social setting: Certain social settings are awkward moments to prompt for an EMA (e.g., a subject in a class-
room, or in conversation with friends, might be less likely to answer EMA questions than a subject who is sitting
alone).
• Mood (Stress): A stressed subject might be less compliant than a subject who is not stressed. Stress has been
studied using paper-and-pencil diaries as the medium of ambulatory assessment in a 2003 study [TEP13]. In
our study we tried to use survey questions to understand the effects of mood and stress on EMA compliance.
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In this study, we used these metrics to drive our questions about EMA compliance and how we constructed our
study. Because stress became more of a factor in our first pilot, which took place during the winter final-exams’ period,
in our future iterations we expanded this question to look at general mood also.
2.1 Android
Android is a Linux OS system developed in 2007, which works with many types of phones and tablets. It is open
source, and it has several versions running on many different models. Unlike iPhone platforms, the Android platform
is not standardized across all devices, leading to some market fragmentation. This lack of standardization makes it dif-
ficult to conduct user studies. As a mobile development environment, however, it allows for easy storage of a database,
which is good for storing data in an user study. It uses the Java programming language for development, making it
more accessible to programmers. Android supports a wide range of sensors, and it has advanced networking capabil-
ities and graphics libraries for development [GHG10]. It is also increasing in popularity as an OS for smartphones,
competing with iOS and Windows OS. For user studies, this is good news, because there will be an increasing number
of potential subjects with Android phones.
2.2 Funf
Funf is a software platform currently available to Android developers as an open-sensing library that can be embedded
into applications [Fun13]. By configuring the library, researchers can periodically sense and record information from
the device’s sensors, such as accelerometer, light, Wi-Fi, and Bluetooth. The library is robust and sets up individual
probes that can be configured for different time frames, started and stopped at any time, to collect data. The library
also provides a simple framework for uploading the data to a server and archiving the data on the phone itself. Over 25
types of data signals can be collected with this library, as seen in Figure 1. We use funf to sense five of these signals:
accelerometer, light, Wi-Fi, Bluetooth, and location [API+11].
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Figure 1: Taken from [API+11]: Signals collected via the mobile phone platform during the Friends and Family
study. Interval is the maximum time between consecutive scans. N/A is marked for probes where interval definition
is not applicable. Opportunistic describes whether the probe also uses an opportunistic strategy.
3 Comparison of EMA systems
Within the EMA development community, there are many different types of mobile EMA systems, each which has
its own advantages and disadvantages. Some systems, like Diario, are built as general multi-platform diary systems;
most, however, are often built with specific goals in mind. Each app has its own features but is not flexible enough
for any developer or social scientist to use. Therefore, it is important to be aware of the circumstances that surround
an app’s development. There are even apps within the EMA community that are not directly developed with EMA
studies in mind. Apps such as iForm, iSurvey, and SymTrend were not designed with the purpose of being used for
EMA studies, but have been used because they provide metrics that do not exist in other EMA systems. The EMA
community is not limited to open-source software. Many applications, such as iHabit, developed for iOS specifically
as an EMA tool, cost several thousand dollars for a license. Most Android EMA apps are more readily available to the
developer. Many more Android EMA apps are cheaper and/or free to the user [Con13].
To conduct my user study, I looked at many different open-source EMA apps, including the development of my
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own prototype EMA app. In the following sections, I look at the specific circumstances that surround the development
of various EMA systems and how user studies were conducted using these systems.
3.1 My app
My EMA app began as a foray into creating a simplified EMA system. We were preparing for a study involving
schizophrenic patients in collaboration with the Dartmouth Psychiatric Research Center (PRC), and we were told to
keep the design and UI as simple as possible, as shown in Figure 2. The interface in this prototype was designed to
be exactly what was needed for the needs of that study. The app would take questions as input from a text file, which
would be parsed into separate Java Question objects. This design would allow the PRC researchers to easily change the
questions in the app, without having to tackle the code itself. The answers would be logged and updated as the users
move back and forth through the question screens, as seen in Figure 2, updating any changed or saved answers with
each screen. Finally, at the exit of the survey, all the answers would be logged, blank questions with a null entry, into
an SQL database, which would be stored locally, as the phones for the study would be provided by the psychologists.
We developed this app on a Google Nexus S phone using Android version 2.3.4.
Figure 2: Screenshots from My Android App
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3.2 Ohmage
After the work on My App, and doing some more research on EMA systems, we realized that it would take a long
time to develop a robust and complex triggering system to run an EMA study. For this reason, we decided to look at
existing EMA systems and find one that could best meet our needs. We chose Ohmage [UCL13].
Ohmage is an open-source participatory sensing smartphone-to-web mobile system developed specifically for
EMA studies at UCLA, for both iPhone and Android. It was designed with input from behavioral and technology re-
searchers, subjects, and end-users. The system was specifically designed to allow subjects the power of customization
over their reminders and prompts.
The trigger system of Ohmage uses time and location-based triggers. The location-based triggers are limited to
GPS data, not network location. Ohmage has a simple interface and many different options for question formats,
such as single-choice, multi-choice, and text input. A collection of individual surveys are packaged in individual
“campaigns,” for which the user can register at the beginning of the study. Individual surveys comprise a list of
questions, each of which is called a “prompt.” A campaign is defined in a static XML file, which is uploaded prior to
the start of the study, as seen in Figure 3.
Once a study receives responses, the XML cannot be changed or modified during the study [HRF+11]. In the
original app, many different features allow the subjects to receive feedback on their performances. They can view past
responses, choose which responses to upload, and choose which campaigns and surveys to participate in. The back
end portal, for the study administrator, allows sophisticated control of participants, by organizing them into “classes”
that can be registered for individual studies. Many analytic graphs can be obtained from the back end’s interface,
including geographic plotting of survey responses. In our pilot study, we explored some of these features, as seen in
Figure 4.
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Figure 3: Table taken from [HRF+11]. One example of a user study using the Ohmage framework; this version was
developed beyond the base framework that we used, which accounts for the stress button and image capture.
Figure 4: This image shows the geographic mapping of all the responses in the pilot study. We removed the location
requirement for future iterations. This image demonstrates some of the analytic capabilities of the ohmage server.
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Giving the user more control over the system allows the system to be more flexible and customizable, allowing
users to personalize their trigger times and have active control of the EMA system. The disadvantage of this type of
system is the lack of automation. Users may not respond with the kind of data, at specific times or locations, needed by
the researchers. Putting the burden on the users to define their own study parameters might not serve well in extended
studies, unless the user is sufficiently compensated. In an EMA study, users might not complete the study if it requires
additional time and thought for setup. It should be simple for the user to interact with the system. For this reason, we
made many significant changes to Ohmage for our study [RAF+12].
3.2.1 Our modifications to Ohmage
Besides being available as a free app for behavioral scientists to use, the Ohmage code is available for Android
developers. Originally we began with the code available online, until we found that the code was available as a library
package. We removed many features because we wanted our EMA app to be automated, without having much subject
customization. We detail these modifications in the Experiments section.
3.3 Locasa
Locasa is an EMA system that consists of several components. It was developed at Indiana University by Professor
Apu Kapadia and PhD student Roman Schlegel [Sch13]. They did not set out to build an EMA app. Initially the app
was designed to support (and record) location-sharing behavior, allowing the users to select locations to share with
other people in their social network. The location-collecting service would run in the background. In the process of
developing this app, the researchers wanted to understand from users what sharing their location actually means to
them in terms of privacy. Locasa was developed and tested over the course of three years.
The Locasa application consists of three components: the app running on the mobile phone, a web interface that
the subject uses to answer questionnaires at the end of the day, and a back-end server, which stores all the data recorded
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Figure 5: This diagram was taken from Locasa [PSKL]. It shows the underlying framework for the location-sharing
mechanism and the eventual EMA development.
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by the Locasa mobile app; see Figure 5. Because creating an EMA app was not the initial goal of Locasa, the features
created for this EMA app were tailor-made to the requirements for the study. Rather than using an outside library, it
was developed from scratch.
One of the limitations of Locasa is its scope. Locasa was developed only to study location sharing, so there are few
questions attached to the surveys. The only sensor data it collects is that of location, so it is not flexible to include the
recording of other sensor data. When dealing with GPS data, Schlegel found in testing that collecting GPS data would
drain the battery quickly, and so the app uses network location instead. The developers of Locasa were not particularly
familiar with other EMA systems; they built a framework that just met their needs to understand their location-sharing
application.
Locasa is strong in its triggering system. All surveys would take place between 8am and 8pm, and an additional
survey would be administered if the subject used his phone between 8pm and 10pm. Locasa would trigger a survey
approximately every two hours, making sure that there were at least two hours between triggers, but with location used
to prevent multiple triggers occurring at a single location during the day. Also, if a subject stays at a certain location
for more than 45 minutes, a notification would be displayed, because anything less than that duration would probably
indicate that the subject has since moved from that location. There was a maximum of 10 regular notifications per day.
Locasa also has several strengths. First, it tracks the subject’s location throughout the day. When surveys are
triggered, the subjects are told that their locations have been shared with their close family and friends, and then they
are asked about their feelings regarding this shared location. This procedure involves deception, as locations were
rarely shared with anyone. Also, through the day, several “silent” location samples were collected, which would not
be revealed to the subject until the end of the day. At this time, the subject would received a web-based questionnaire
revealing the silent locations, and asking about their feelings regarding the sharing of these locations. The questions
remained the same for every survey: they only asked about feelings regarding the sharing of location, and nothing
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else, for all subjects.
Ideally, Schlegel said he would have liked to use geo-fencing to identify local social hubs, to further pinpoint
location for subjects. In developing the application, he noted that he had to figure out from scratch many of the hurdles
existing EMA apps overcome with significant testing. One issue was sporadic Internet connectivity, which would
cause a loss of data.
For their user study, after testing the app with several Android versions, the researchers required a minimum version
of Android for participants to enroll in the study, to avoid any issues with the lack of Android OS standardization.
The study also used a very complex compensation system. As the study did not set out to understand compliance,
compensation was less of an issue and more of a motivating factor. The subject was compensated $0.30 for every
survey response. Installing the app and making sure that it properly communicated with the server resulted in a base
$3 compensation. Answering the web-based questionnaire in the evening would also be compensated on a survey-by-
survey basis. On any given day, a bonus would be given to those who completed all daily surveys and the evening
web survey. Also, if the subjects agreed to participate in an in-person Skype interview at the end of the study, then
they would receive an additional $5. This compensation system would account for any discrepancies in participation
by awarding compensation for each individual piece. This same compensation system, however, would be difficult to
administer in an EMA compliance study, where compensation is a factor that can influence compliance [PSKL].
3.4 Paco
I interviewed three graduate students who worked with Professor Andrew Campbell at Dartmouth College on an EMA
app for a study named the Biorhythm Project. This app was installed on the phones of the participating students who
took part in his Smartphone Programming COSC65 class. Almost all the students participating in the study were
issued phones for programming in the class. This phone was a Nexus 4 using Android version 4.2.2.
The study did not have a single trigger attached to each survey. The surveys were triggered at random points each
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day, but it also allowed subjects to take any surveys they want at their own leisure. The EMA system that they used,
Paco, was developed by Google [EG11]. Paco is well documented on its client and server side, so that integrating
the EMA system with other apps was not difficult for the developers. The app also automatically connected with a
subject’s Google account, so there was not a login process to use the app and participate in a study.
The developers had one key advantage, the presence of developer Cory Cornelius [Cor13] . In 2012, Cornelius
worked with Bob Evans at Google to revise and restructure the Paco codebase to allow for a sensor framework to be
added. When I interviewed Cornelius, I discovered that his original assignment was to expand the Paco framework to
allow sensor triggers and background sensor-data collection. The codebase was not conducive to making this an easy
task, however, and so Cornelius ended up overhauling the code of the underlying server system, so that the framework
now should be able to include code to integrate sensors. According to Cornelius, this task has yet to be accomplished.
Several changes were made to the Paco interface to make the experience easier for the user. When developing the
Paco app, one measure to reduce clicks for subjects was to remove the notification icon that would appear in the top
status bar of the phone’s screen. Although our app included this icon, the developers removed the icon from the flow
of the Paco app and instead automatically opened the app to the appropriate survey when a trigger is initiated. This
change reduces the number of clicks and makes it easier for the user to take the survey. The Paco app was tested over
a two-week period.
The Biorhythm app used the Funf library, just as we did for our modified Ohmage app. However, we learned from
our interview that significant changes were made to the code provided, because the original Funf code was developed
on a previous version of Android, and so it causes errors on the current version of Android. This insight may reveal
one of the hidden instabilities in our app. We used the code directly from the library and integrated that code into our
Ohmage modified app [CLW13, Cam13].
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4 Experiments
Our work began developing an EMA system for a smoking-cessation study planned by the Dartmouth Psychiatric
Research Center (PRC).1 After realizing the difficulties in creating an EMA app from scratch, we decided to use an
existing system and make modifications to it to suit our own requirements. To understand factors of EMA compliance
itself, we decided to create our own user study apart from the PRC that would use Dartmouth students as subjects.
Furthermore, we wanted our study to be scalable, so we had little to no in-person contact with the participants, apart
from loaning some of them Android phones. The consent form, correspondence, compensation, and pre- and post-
study surveys were all conducted remotely, reducing the chance that we as researchers might influence the compliance
of the participants.
Our study was conducted under the guise of a stress study, so that the compliance would not be affected by the
awareness of the subjects to our interest in compliance itself. This deception meant that participants would not be able
to participate in multiple iterations of the study. The initial pilot study was approved by Dartmouth’s IRB to take place
during the last week of a typical Dartmouth winter term, which would be the second week of March 2013. During this
time, we hoped, our guise of the stress study would be stronger because it would take place during a stressful time.
After using recruiting methods such as Facebook, flyers, and email lists, we were able to recruit a total of 33 sign-ups,
with 20 actual participants.
After completing this first round of studies, we examined the data, confronted some issues we had during the study,
and revised it to complete two more iterations over the course of two weeks in the spring term. These two weeks did
not correspond to the week of finals, so we were able to get 22 sign-ups for the first week and 23 sign-ups for the
second week. In these two weeks, we received 36 total participants.
1 This study began in conjunction with a smoking-cessation study. We intended to work with the Psychiatric Research Center at Dartmouth.
For the purposes of this study, we were to create an EMA system that could link to the Q-sensor. Our app would trigger survey questions when the
subject pushed the Q-sensor’s button, and also at random points during the day.
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We used Ohmage as the basis for our EMA. We integrated the funf library with Ohmage to log five different
types of sensor data: light, accelerometer, Bluetooth, Wi-Fi, and location. We also made many interface changes. We
removed all icons from the home screen in our pilot study except for the campaigns and surveys icons (see Figure 6).
Figure 6: The home screen for the original Ohmage app is displayed here.
We removed the ability to manually select a server upon login, so the username and password would be the only
required inputs for logging into the system. We changed the app so that users could not take the survey at anytime,
but could only take the survey when notified with a trigger. The four surveys would be triggered to occur randomly
during the time windows set for morning (7AM-10AM), midday (11AM-1PM), afternoon (3PM-6:30PM), and evening
(8PM-10PM). To do this, we removed the icon that allowed the user to modify triggers (see Figure 7), and hard coded
the trigger logic into the client app itself (see Figure 8). Ideally, the subject would receive four surveys per day for
each of the five days.
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Figure 7: The upper right bell icon allows subjects to modify triggers. By removing this icon, the triggers become a
background feature once hard coded.
Figure 8: The screen for our app is displayed here, with the removed icon.
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4.1 Compensation
The compensation plan for this study was difficult to design. Compensation in itself would affect compliance because
of its motivating nature. Subjects may be motivated to participate in the study purely for the compensation. In fact,
from our later two studies, of the 40 participants, and of the 38 who responded, 20 identified compensation as the
primary motivating factor for joining this study. This factor would make it difficult to administer an EMA compliance
study, because compensation is a must to attract participants, but that compensation in itself create an upfront bias in
the data: subjects would be more willing to comply because they would be compensated for their time. For this reason,
we decided to make the evening survey retrospective for each day, an account of that person’s interaction with the app
that day. In this way, the participants would feel no pressure to answer every survey trigger received that day, yet it
ensures participation on a day-by-day basis. We would give the compensation electronically as an Amazon gift card,
and each subject would receive $5 per day of participation. We told the subjects that they would be compensated for
each day of participation, and we defined ‘participation’ to mean completion of the evening survey.
4.2 Pilot study
The pilot study was conducted over a course of five days. However, because it was finals week, many students were
leaving campus, not checking email as frequently, and were not as available to participate as they would be during
other parts of the term. Therefore, we had many participants who signed up for the study, but did not participate or
inform us of their dropping out. We asked approximately 3-4 questions in each survey (see Appendix A for full list of
questions). Most were pertaining to our study questions about compliance, but we added some questions pertaining to
stress throughout the surveys, so as to not alert the subject to the real nature of the study. We also included demographic
questions distributed over each evening survey, to collect data about the participants for future analysis. Besides being
demographic in nature, the evening survey also asked the subjects about the EMAs during that day, asking them to
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identify reasons if they missed any EMAs. For the stress-related questions, we used questions approved for national
survey studies, drawn from The American College Health Associations National College Health Assessment.
4.3 First and second spring studies
After the pilot, we changed the nature of the questions for the subsequent studies in the spring term. Rather than
varying the questions with each survey in the study, we standardized the questions for each time period on each day
(i.e., the questions in the morning surveys remained consistent each day). This procedure was taken to make the data
more consistent and continuous across the days. To account for these extra repetitions of questions, we also removed
the demographic questions from the surveys and instead refactored them into entry and exit surveys conducted using
SurveyMonkey at the beginning and end of the study through email.
We also required that participants must be able to participate for all five days, so that we would have a consistent
data set for each participant. We wanted to study the non-Android users, who borrowed our phones, and the Android
users, who used their own phones, as two separate groups. To perform this A/B testing, we limited the number of
participants in the study to about 10 in each group, since we were limited by the resources of 10 Nexus S phones that
we were able to lend to students.
We also made the study more restrictive. We now had screening questions, which asked the following:
• Do you own an Android phone?
• Have you previously participated in this study (signed a consent form for the study)?
• Are you willing to participate for the full 5 Days?
• For the 5 days, will you stay within reasonable Wi-Fi connectivity for the duration of the study?
• Are you between the ages of 18-30?
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We also added a screening question to account for the existence of a Smartphone Programming class this term, in
which students programmed Android devices that they were given for use in that class. These students also were
participating in a user study for this class similar to ours called the Biorhythm Project, which included an EMA study.
Because these phones were not the primary phones of many students, and they would possibly be running two EMA
studies on the same phone, we had to account for these added parameters. In total, three students in our spring-term
studies were students in this class. So, we included a screening list of 5-6 questions to screen for participants to see if
they are eligible for our study.
5 Data results
Below we present the results for the metrics we are studying from the survey data: location, social setting, movement,
mood, and stress. All of this data comes from the two spring-term iterations of our study. In total, at least 17 different
models of phone were used and at least 5 versions of Android. This variety explains why there were many different
levels of experience with different users, because there were many versions of Android used with many different types
of hardware. From our exit survey we found that the most common motivation for participating in the study was the
compensation. This metric further confirmed our belief that compensation was a key factor in compliance in our EMA
study, and would be an important factor for participation.
We discovered that those subjects who used their own phone to participate in this study answered twice as many
surveys as the subjects who borrowed our phone. The former group answered an average of 12 surveys out of 20 total
over the week, whereas the latter averaged only 7 surveys out of 20 total over the week. This metric indicated to us




























Figure 9: A histogram of responses by participants to our ‘current location’ question in our spring-term studies. The
current location is severely skewed to the right, as most participants were at home or in their dorm when responding
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Figure 10: A histogram of responses by participants to our ‘social situation’ question in our spring-term studies. As
























Figure 11: A histogram of responses by participants to our ‘stress’ question in our spring-term studies. Many partic-
ipants appear to be under moderate to little stress during the two iterations. This result can be expected, as the two
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Figure 12: This graph displays overall percent compliance to surveys by gender in our spring-term studies. Of all
the demographic metrics, this was the most surprising in our study. In the general course of conducting behavioral
surveys, women tend to be more responsive than men, either qualitatively or quantitatively. This graph reveals that
men had a higher response rate than women. Because this sample size is small, however, we cannot determine if these
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Figure 13: A histogram of ‘accelerometer’ sensor data 1 minute prior to the start of the survey, for the spring-term
studies, classified into 4 categories; invalid data was removed prior to this analysis. The accelerometer data seems
to align with our current location and social situation responses. It indicates that most participants were still when
responding to surveys, and when alone or at home, people tend to be more sedentary in their behaviors then they are
elsewhere. Here, the value “still” refers to little or no movement of the phone. Here, there isn’t a distinction between
having the phone in hand or having the phone on a desk. However, if we train a classifier to distinguish between these
two states of “still” we might be able to further analyze this data to detect this distinction.
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Figure 14: A histogram of responses by participants to our ‘mood’ question in our spring-term studies. It is worth
noting that this question was obtained from the Dartmouth Psychiatric Research Center and is severely skewed to
negative emotions, partly to relate to our stress-study deception. Therefore, having participants in a “happy” or “other”
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Figure 15: Overall percent compliance to surveys by age in our spring-term studies. This distribution of response rate
reflect that those who were seniors and freshman, roughly according to age group, were probably the most compliant
to our surveys. Give the sample size, though, these variations may not be statistically significant.
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It is worth noting that all of the survey questions were presented to the subject in their order of choices from left
to right in these graphs. The order of the options was not randomized each time the survey appeared on the screen, so
it is possible that the values may be skewed toward the first column because that choice was the first choice listed for
the question. If subjects are in a hurry to answer the question, they may select the first response out of convenience
rather than reflecting the truthfulness of their situation. It would be worth exploring whether a static order of choices,
or a random order, leads to the most accurate responses.
6 Discussion
In this section, we describe the lessons we learned from each iteration of the study, the changes made in the process,
and what unforeseen issues came up during the studies, information which might be useful for future remote EMA
compliance studies.
6.1 Pilot study
The lessons learned from the pilot study informed the modifications we made before the two spring studies. One
problem we encountered in our pilot study was that several participants answered surveys that were not triggered,
because they could access them from the survey’s icon in our original interface. These extra surveys would not be
useful for our data set, because we only want to understand surveys that have been explicitly triggered to measure
compliance. Also, several other buttons in the interface allowed the user to access the full list of surveys that were
not triggered. We had to change the interface to allow less user access to surveys, so we hid many more icons, back
screens, and methods of navigation to make it impossible to access the surveys that have not been triggered but are
stored locally.
We learned that having piecemeal data from participants who did not participate for the full week of the study made
it difficult to arrive at worthwhile conclusions. We had inconsistent data in our pilot study, because people would enter
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and leave our study at different times during the finals period. Therefore, for the following iterations, we required
subjects to promise participation for all five full days (although, as with any human-subjects study, they always had
the option to quit at any time).
The Ohmage app also could not upload any of the surveys until it could sense its location, sometimes delaying for
several hours. We fixed this problem before the two spring studies so that the data automatically uploaded without
receiving location data. To have these uploads occur in the background and be automatic, without the need for an
upload queue, would be another improvement. In the pilot study, we also had to update the app in the middle of the
study to fix an error. Because we cannot ensure that users would update their app, during a study, we made sure that
the next version of our app was stable enough for our two spring studies, so that no changes or updates were required
in the middle of the study.
In all three studies, we had trouble ensuring subjects had the correct time zone configured on the phone, and
making sure they downloaded the study correctly. These challenges occurred most often when the participant used
their own phone for the study; these two issues are important when trying to administer a study remotely, especially
with time-based triggers in an EMA system.
We had many more subjects using their own phones rather than borrowing our phones in our pilot study. Because
there were more subjects running the study on their own phones, it was difficult to compare the data to a smaller set
of subjects who borrowed our phones. Therefore, we wanted to standardize the groups to about 10 subjects in each
group in our following iterations.
We needed to change the questions in the survey, because there seemed to be no pattern in their construction, since
the questions were randomized, and the dummy questions and demographic questions were taking too much space in
the surveys. Because there was not a pattern in the survey questions, we could not infer any trends in the data from
these responses. We also realized that the sensor-data collection in our pilot would only tell us what happened during
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the actual ‘taking’ of the survey, not what happens during time time since the trigger. For this reason, we changed the
sensor-data collection so it would now start when the trigger fires and ends when the survey is started. We retained
the same compensation policy, although we had ideas about changing it, because it would have required IRB review
to change it. In our following iteration, we refactored the questions so there would be an entrance and exit survey to
account for all the demographic questions and get feedback on individual issues with the app, and on the differences
in compliance between own-phone and borrowed-phone subjects.
The web-based screening process was an excellent way to recruit participants for a study of this nature. It allowed
participants to register at their leisure and allowed us to verify whether they met the criteria prior to signing the consent
form. This system eliminated many questions subjects may have about the study and made the enrollment process
more flexible time-wise. It eliminated the burden of coming to a laboratory to sign a stack of forms. Deploying the
application online, however, had some limitations; we could not verify whether a participant had downloaded the app.
Initially, this lack of verification was not an issue, until we found participants who did not respond to surveys at all; if
this was the case, we could not identify whether the lack of participation was due to the participant dropping out of the
study or due to the participant’s difficulty in downloading the app. For hands-free enrollment, we need a robust way
to log the download of our application and immediately verify participation right after a subject joins the study. Our
username-password login system for the app did not seem to cause any issues with participants. However, because we
could not log the reasons why participants dropped out of our study, difficulties in logging into the application could
be one of the causes.
6.2 First and second spring studies
When conducting these iterations, we still had a few technical issues in the beginning. One was the lack of a link
between the initial screening data and the email address in the consent form. There was a minor error in our screening
survey that caused some participants to be allowed to register who were not eligible. To fix this issue, we had to link
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the IP addresses back to the screening surveys, by identifying when the two screenings were done with timestamps
and matching the IP addresses to those times. This issue was eventually resolved.
Trigger notifications became an issue that revealed a weakness in the user study. As most short notifications do on
Android devices, the visible trigger icon would disappear from the screen after an hour time period. Therefore, if the
phone was set to not have a vibration or audible ring, the trigger would disappear after an hour and seem to have not
fired. This resulted in several compensation complaints by participants who claimed to have not received surveys but
who may have just ignored triggers if the phone was off or silent for extended periods of time. One solution might be
to have the app present a list of the times when triggers were missed.
Because of the lack of standardization of Android OS versions, some participants experienced instabilities when
using the apps. We received many emails and feedback in our exit survey indicating some participants experienced
many app crashes during the study. Furthermore, we could not be sure of the phones’ settings. One participant had
their phone in a different timezone, and therefore missed all their triggers, unbeknownst to them. Because the triggers
disappear after an hour, missing a trigger would appear to the subject as if the trigger never occurred. Other participants
had silenced their phones, shut down their phones, or left their phones behind; these circumstances also resulted in
participants claiming they did not receive any triggers.
6.3 Compensation
Administering the compensation remotely was another novel addition to our study, because it removed the need for
interaction with the participants. “Remote compensation” as a technique turned out to be very successful. We provided
subjects with individual Amazon gift cards, with various card amounts; receipts could also be linked to the email
account used for the study. It was very efficient, and reduced the risk of in-person influence of the researchers on the
subjects’ compliance.
Because our pilot version of this study did not require full participation for the week, compensation was not an
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issue among participants, because each person could only complete part of the study, due to their leaving campus at the
conclusion of the winter term. However, in our spring-term iterations of the study, in which we required participants
to be available for all five days of the study, we received several complaints about compensation. One participant,
who submitted no data to the study, wanted compensation for giving her time and trying to make the app work on her
phone, even though it is clear from our sensor data that she received triggers that she did not answer. Several others
who did participate for a good portion of the time argued that having participated each day by completing at least one
survey each day, even if that did not include the evening survey, they should be compensated.
These issues taught us a lesson in compensation policy. We learned that when determining compensation, subjects
see participation differently than the researchers. When creating our criterion for compensation, we were more con-
cerned about what would encourage participation but not skew the compliance factors we sought to study. For many
subjects, compensation is the prime motivation, so careful thought must go into devising compensation policy; it
should be communicated clearly to the subject, and metadata should be collected to adjudicate compensation disputes
at the end of the study.
7 Conclusion
Previous literature that studies compliance details studies that are conducted in laboratory or in-person settings. Our
user study was novel in that it is the first work to specifically study smartphone-based EMA compliance. Because of
the novelty of our study, we learned as much from the data collected as we did from our interviews, lessons learned
about user studies, and analysis of EMA systems. From all of this information, therefore, we have devised two “ideals”
for an EMA compliance study and for an EMA app.
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7.1 Ideal EMA App
An “ideal” app must have a way to integrate sensor data to serve as triggers for surveys, providing a rich set of
parameters for determining trigger conditions that can be modified to fit the needs of the study. Simultaneously, it
should collect sensor data alongside the subject’s survey responses, to provide context for those responses before and
during the survey response period. Currently, few EMA systems use sensory triggers. Even Locasa could only use
location as part of a trigger system. Probably the most immediate development problem to solve is creating an efficient
sensory trigger system for EMA applications, especially because more sensor data collection could mean that battery
life is drained more quickly on a smartphone.
The app would also employ extensive logging techniques and a testing system. The logging techniques would be
useful in determining the veracity of claims made by users. If we can log the subject’s settings, interactions, and use
of the phone throughout the day, then assessing their claims of receiving triggers and receiving compensation can be
better justified. It would also provide additional meta-data for the subject’s use of the phone. The testing system would
be useful to test the compatibility of individual devices, prior to allowing the subject to join the study. Even amongst
the same version of Android and the same phone model, there can be individual issues with different phones. For this
reason, having a testing mechanism will better assure whether a participant can use the app on their phone.
Branching or skip logic should also be incorporated into the ideal EMA application. Currently, most EMA apps
are limited in their surveying capabilities. Surveys remain static in the order of their responses and the questions asked
in each survey. Incorporating an intelligent survey system, which can conditionally trigger surveys or ask questions
based on previous responses and sensor data, would make the app more tailored to the environment and contextual
situation of the subject.
From a UI perspective, fewer clicks in the survey system could increase compliance. As we noted with the
Paco system, removing the notification in the top bar and many user clicks makes it easier to take the survey, and
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subsequently increase compliance. Allowing the user to set “blackout” times, during which the user asks to not be
bothered with survey triggers, will also give some agency to the user, but not so much that the system is not automated.
This customizability of the triggers gives subjects the power to control triggers and yet not be bothered by setting the
triggers for optimal times; by not interrupting the subjects at inopportune times, adding this feature might increase
compliance.
Finally, the two most important features of an ideal EMA app would be to make it multi-platform and easily
configurable by non-programmers. Behavioral scientist often rely on developers to conduct EMA studies because
they cannot create or configure an EMA application themselves. Making this technology more accessible to non-
programmers would greatly benefit behavioral research. Also, making the app available on different operating systems
would allow for a larger population of potential subjects.
7.2 Idea EMA Compliance User Study
We concluded that for an “ideal” user study, you will get better compliance from subjects running the study on their
own phone, rather than carrying a second, study-provided phone. For an EMA study, compliance and behavioral data
should be as true to daily circumstances as possible, but adding the burden of a secondary mobile device changes the
daily circumstances. A primary phone will always be in use, but a secondary phone that exists only for the purposes
of the study is not an accurate measure of phone usage. Therefore, primary phones must be used.
Because it is difficult to get standardization with Android, we can either require a minimum Android version
for participants or test the app on many different versions of Android. Either way, the fact that Android is not a
standardized platform across all devices must be handled; otherwise, there will be many issues of stability within the
study, as we experienced.
Once the phone leaves the lab and the subject interacts with the real world, there is no way of knowing what that
interaction will be. For example, a subject may turn off his phone for class and forget to turn it back on afterwards. Or
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perhaps the user has a bad phone, or a phone that is not compatible with our system. It might be useful to give the app
more screening capabilities, so that it only allows the subject to participate if the phone is detected to be compatible.
Having little to no in-person contact with participants in an EMA compliance study would also be ideal. Meeting
the researchers could influence participation, so making the process automated not only was logistically better, be-
cause it allowed subjects to register at their convenience, but it also minimizes external factors that might influence
compliance.
Having entry and exit surveys with a strong backend web component would be ideal for a user study. Each
individual subject may encounter issues with the app, concerns about data collection and various other inquiries. Also,
demographic and logistical data questions should be factored out from the EMA surveys but nevertheless collected to
provide more information about the subjects. For this reason, having a web component that administered entry and
exit surveys apart from the app, collects user complaints and concerns in a more controlled fashion (compared with an
email account) would be better for documenting the experiment variables themselves.
Finally, and possibly most important, is having flexible compensation. Dealing with compensation in a compliance
study is difficult. By simply registering for a study, a subject is already indicating their willingness to participate.
Compensation furthers this bias, because subject are now performing because there is a direct incentive for answering
surveys. Of all the parameters of an EMA compliance study, this is possibly the most difficult to understand.
8 Future Work
From the aforementioned ideals, it is clear that for both EMA compliance studies and for EMA apps, there is a lot of
work to be done. EMA applications still have to incorporate many sensory factors to increase compliance. The app
should be flexible enough to incorporate all the factors mentioned in our conclusion, but also be configurable for many
types of user studies. Currently, EMA systems are often developed for a specific purpose or set of circumstances.
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Making an app flexible enough to handle various parameters would be useful to study as a development question.
Also, because our user study was the first smartphone EMA compliance study, studying EMA compliance on
smartphones still needs to continue to further examine this issue with better apps and various user study parameters.
Probably the most important concern is the truth of claims. When understanding compliance, we studied response
rate and temporal delay. But truthfulness was a metric involved in smartphone EMA compliance studies that was not
anticipated. Unlike compliance studies that take place in person, smartphone studies create ambiguity in truthfulness,
so future EMA compliance studies should address this question.
8.1 Future Work for our study
One of the benefits of an EMA study that obtains both sensor data and survey data, is that there is a wealth of
information. Even though we were limited to a few participants, we have quite a lot of data pertaining to these
participants. For example, one might compare the reported location to true location to check the truth of the survey
responses. This comparison would be challenging because it would require an extensive mapping of locations on
campus to accurately classify the nature of each location. We could study whether the data results are indeed skewed
because of the order of the options or whether a randomized order would lead to better-quality data or a better/worse
user experience. We could further investigate the relationship between gender and smartphone EMA compliance by
obtaining a larger data set. From the Dartmouth Biorhythm Project, we discovered that the funf library we used was
not as robust as we thought, and was revised for the project’s application; revising our integration of funf with the
Ohmage app might remove some instabilities within the app that we experienced during development.
From our experience with compensation, we found that a new flexible compensation policy would be needed for
future iterations of our EMA compliance study. Also, to prevent instabilities during the study, we could continue to
test on more devices. To test if the response results were skewed towards the first response, we can revise our study
with randomized question order in each survey.
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Ideally, an EMA app would try to reduce the burden on the subject, and make it easier to comply in a correct and
timely fashion. This result could be achieved by gamifying the the process of collecting EMA data or making the
data useful for participants as a self-improvement metric. Even something as simple as triggering during the time of
phone usage could increase compliance and make the burden easier. For future work, testing these options would be
interesting from a research perspective.
From our comparison, we concluded that there are many different types of EMA systems, but none so far have
successfully and thoroughly integrated sensors as part of the trigger system and as part of the continuous background
data collection. Most EMA systems are still static in the surveys they offer; they do not allow branching or skip
logic. EMA systems remain fairly cumbersome for psychologists and sociologists to use without the aid of software
developers or computer scientists. These apps need to be more accessible to the audience of behavioral researchers.
The purpose of our work was to explore the factors that encourage a subject to comply with EMA applications.
Keeping subjects engaged in an EMA study results in consistent data. From the results of this study, we hope future
work will continue to study EMA compliance through remote user studies, hopefully improving EMA applications
with their results.
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A Survey Tables: Appendix A
ID	  Number	   Ques,on	  
1	  Which	  of	  the	  following	  best	  describe	  your	  current	  social	  situa,on?	  
2	  Which	  of	  the	  following	  best	  describe	  your	  current	  loca,on?	  
3	  How	  do	  you	  feel?	  
4	  How	  produc,ve	  do	  you	  think	  your	  day	  was	  so	  far?	  
5	  How	  stressed	  do	  you	  feel?	  
6	  Overall,	  how	  good	  or	  bad	  do	  you	  feel	  right	  now?	  
7	  To	  what	  extent	  do	  you	  agree	  or	  disagree	  with	  the	  following	  statement?	  I	  lead	  a	  purposeful	  and	  meaningful	  life	  
8	  
To	  what	  extent	  do	  you	  agree	  or	  disagree	  with	  the	  following	  statement?	  I	  ac,vely	  contribute	  to	  the	  happiness	  and	  well-­‐being	  of	  
others	  
9	  Did	  you	  eat	  well	  today?	  
10	  I	  missed	  some	  surveys	  today	  because	  
11	  How	  much	  sleep	  did	  you	  get	  last	  night?	  
12	  How	  many	  finals	  (exams	  or	  projects	  or	  papers)	  do	  you	  have	  leS?	  
13	  Did	  you	  sleep	  well	  last	  night?	  
14	  How	  much	  exercise	  did	  you	  get	  today?	  
15	  To	  what	  extent	  do	  you	  feel	  that	  you	  are	  in	  control	  over	  your	  situa,on	  right	  now?	  
16	  To	  what	  extent	  do	  you	  agree	  or	  disagree	  with	  the	  following	  statement?	  I	  am	  engaged	  and	  interested	  in	  my	  daily	  ac,vi,es	  
17	  Were	  you	  just	  using	  your	  phone	  for	  another	  task?	  
18	  Do	  you	  feel	  comfortable	  using	  your	  phone?	  
19	  How	  comfortable	  do	  you	  feel	  using	  a	  touch	  screen?	  
20	  How	  old	  are	  you?	  
21	  Was	  a	  survey	  triggered	  during	  an	  exam	  today?	  
22	  What	  is	  your	  gender?	  
23	  Which	  hand	  do	  you	  use	  to	  write?	  
24	  Which	  hand	  do	  you	  usually	  use	  to	  type	  on	  your	  phone?	  
25	  How	  did	  you	  find	  this	  interface	  for	  surveys?	  
26	  Did	  you	  find	  the	  text	  easy	  to	  read?	  
27	  Did	  you	  find	  the	  interface	  easy	  to	  navigate?	  
28	  During	  this	  week,	  was	  a	  survey	  triggered	  during	  an	  exam?	  
Figure 16: This table lists all the questions used in the user studies.
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Pilot	  Study	  
Morning1	   2	   11	   3	  	  	   	  	   	  	   	  	   	  	  
Morning2	   11	   5	   12	  	  	   	  	   	  	   	  	   	  	  
Morning3	   13	   3	   15	  	  	   	  	   	  	   	  	   	  	  
Morning4	   2	   11	   3	  	  	   	  	   	  	   	  	   	  	  
Morning5	   11	   5	   12	  	  	   	  	   	  	   	  	   	  	  
Midday1	   17	   1	   4	  	  	   	  	   	  	   	  	   	  	  
Midday2	   18	   3	   1	   7	  	  	   	  	   	  	   	  	  
Midday3	   2	   4	   5	  	  	   	  	   	  	   	  	   	  	  
Midday4	   17	   1	   4	  	  	   	  	   	  	   	  	   	  	  
Midday5	   19	   3	   1	  	  	   	  	   	  	   	  	   	  	  
A9ernoon1	   2	   5	   16	   9	  	  	   	  	   	  	   	  	  
A9ernoon2	   2	   14	   6	  	  	   	  	   	  	   	  	   	  	  
A9ernoon3	   1	   12	   13	  	  	   	  	   	  	   	  	   	  	  
A9ernoon4	   2	   14	   6	  	  	   	  	   	  	   	  	   	  	  
A9ernoon5	   2	   14	   6	  	  	   	  	   	  	   	  	   	  	  
Evening1	   10	   20	   14	   21	  	  	   	  	   	  	   	  	  
Evening2	   10	   22	   4	  	  	   	  	   	  	   	  	   	  	  
Evening3	   10	   14	   23	   24	  	  	   	  	   	  	   	  	  
Evening4	   10	   2	  	  	   	  	   	  	   	  	   	  	   	  	  
Evening5	   10	   5	   3	   8	   25	   26	   27	   28	  
Figure 17: This table use the IDs from the first table to identify which questions were asked for each survey during
the pilot study. In the first and second iterations, the interface questions were removed, and the demographic questions
were refactored into entry and exit surveys administered through SurveyMonkey email invitations.
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Itera&ons	  1	  and	  2	  
Morning	  1-­‐5	   2	   13	   3	  	  	  
Midday1	   1	   2	   9	   5	  
Midday2	   1	   2	   3	   14	  
Midday3	   1	   2	   5	   15	  
Midday4	   1	   2	   3	   16	  
Midday5	   1	   2	   5	   6	  
A9ernoon1	   1	   2	   3	   4	  
A9ernoon2	   1	   2	   5	   6	  
A9ernoon3	   1	   2	   3	   7	  
A9ernoon4	   1	   2	   5	   8	  
A9ernoon5	   1	   2	   3	   9	  
Evening	  1-­‐5	   10	   1	   2	  	  	  
Figure 18: This table use the IDs from the first table to identify which questions were asked for each survey during the
first and second studies. The interface questions were removed, and the demographic questions were refactored into
entry and exit surveys administered through SurveyMonkey email invitations.
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B Our Ohmage Screenshots: Appendix B
Figure 19: Our app begins with the username and password. We set these parameters on the server side, send the
subject their username and password, which they use to log on to our secure Amazon EC2 Cloud server automatically.
In the second image, we removed all other icons save the campaigns icon, to allow the participant to register for the
study. Everything else is done in the background. The third image is the screen confirming participation in a campaign,
in this case our second iteration.
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Figure 20: The first image shows the trigger icon as it would appear on a Nexus S phone, in the top lefthand corner.
In the second image, once the top bar is pulled down, the notification expands to show that a survey needs to be
completed. After clicking on the survey bar, the user is taken to the third image, where the pending surveys are listed.
Note we removed the icon that would display ‘All’ surveys here.
Figure 21: To begin a survey, the user goes to this survey screen and clicks ‘Take Survey’. All of our questions in
our iterations were multiple choice and were skippable, so all were in a similar format to the second image and third
image, showing the selection of one choice.
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Figure 22: At the end of the survey, a completion screen is displayed. After clicking the submit button, the user is
brought back to the main survey screen, where the responses parameter is incremented. To find the application again,
the blue ‘Stress Study’ icon appears in the subject’s list of apps.
Figure 23: To see a list of registered campaigns, the subject navigates to the first image in the app. To remove the
campaign and force upload any remaining responses, the subject clicks remove and is brought to the dialog in the
second image. Clicking ‘Upload’ would bring the user to the upload queue in the third image, where surveys are
automatically uploaded to the server.
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Figure 24: If there is a weak WiFi connection, the user may have to click an individual survey to force start an upload
in the first image, where a dialog pops up. Clicking upload will indicate if it is possible to upload from that location
with a toast in the second image. Completing upload renders the queue empty, as in the third image. The fourth image
shows the remove dialog screen if there are no remaining surveys to be uploaded.
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C Original Ohmage Screenshots: Appendix C
Figure 25: The first image shows the original login screen, where the user has the option to choose a server. The
second image shows the full GUI that the original Ohmage app allows. Note the many features that allow the user to
set their own settings. For example, entering a campaign description, as in the third image, allows the user to see the
response history with the calendar icon in the top right corner, set their own triggers with the bell icon in the top right
corner, and view all the surveys in the study with the ‘View Surveys’ button.
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Figure 26: Clicking the Surveys icon on the home screen brings the user to the first image. Note that here, there is
an ‘All’ and ‘Pending’ section. The user can also view their Upload Queue with more options in the second and third
images, which show an empty queue and a queue with one survey pending upload, respectively.
Figure 27: The first image displays the dialog if it is not possible to upload a survey. Note that the reason is different;
here the survey requires a GPS location to upload the survey. The second image shows the screen after clicking the
‘Response History’ icon on the home screen. The third and fourth images show the screens that allow a subject to set
his own triggers.
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