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ABSTRACT.  
 
Adequate sampling is essential for the well-functioning of a market surveillance system. As small as 
possible statistically significant sample size is the main factor that determines the costs of market 
surveillance actions. This paper studies various possibilities for calculation of the size of the sample 
with an emphasis on the method based on the binomial distribution. Examples, comparisons, and 
conclusions are provided. 
 
 
1. Introduction 
 
In today’s global product regulation regimes, it is of importance that the “putting on the market” of 
products becomes efficient and easy, this is to say the burden of regulatory compliance before 
putting the product on the market is lessened, when public authorities are getting less involved. This 
way of accessing the market by manufacturers or in general “economic operators” must be supported 
by an efficient and effective market surveillance system. This approach of market access is 
nowadays promoted by authorities, in particular by Market Surveillance Authorities, but also by 
interested parties like the economic operators. 
 
From a system level point of view, the main objective of the Market Surveillance Authorities is to 
make sure that the number of non-conforming products on the market is contained. In the ideal case, 
for seriously dangerous equipment, should be 0 (zero) %. 
 
There have been created some regulatory documents1 ([1, 2, 3, 4, 5]) worldwide that put forward 
such a well-functioning market surveillance system. 
 
This paper discusses “the adequate scale” as is required in a well-functioning MS system as it is said 
in clause 19 of 765/2008/EC: 
 
“Market surveillance authorities shall perform appropriate checks on the characteristics of 
products on an adequate scale, by means of documentary checks and, where appropriate, 
physical and laboratory checks on the basis of adequate samples.” 
 
It may be not clear what „adequate scale‟ mean s. 
                                                          
1 E.g. Regulation 765/2008/EC [1]; CR12/2012 IOSCO [2]; UNECE WP6 Guide [3]; TCB Post Market 
Surveillance [5] 
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It is our understanding that Market Surveillance Authorities in countries are free in defining the 
contents of these terms. 
 
In that situation, the adequate scale and other detailed market surveillance requirements will be 
defined by only 1 party: the Market Surveillance Authorities. 
 
In the light of total harmonization of regulations, this may induce problems such as that some 
member countries may require more serious requirements (e.g. larger sampling schemes, and so on). 
It may also make the Market Surveillance system less transparent hence not so acceptable by 
economic operators and finally the public. 
 
 
2. The sampling procedure 
 
A sampling procedure is a set of operational requirements and/or instructions relating to taking and 
constituting a sample ([6]). In this paper we focus on the different ways of establishing the size of 
the sample for market surveillance needs. In addition, based on the number of non-conforming items 
in the sample we will give formulas for calculating the relevant conformity indicators and 
methodology for delivering a conclusion whether or not the real conformity rate is above some limit 
value. Actual random sampling is a separate problem outside the scope of this paper. 
 
After carefully studying the possibilities offered within the theory of statistics, we can conclude that 
there are four different methods that can be used for determining the size of the sample for market 
surveillance purposes. These methods are: 
1. Sample size based on binomial distribution: 
2. Sample size based on statistical quality control; 
3. Sample size based on ISO 2859-1 ([7]); 
4. Sample size based on Bayesian statistics. 
 
Bayesian statistics (method 4) is promising, but still on an academic level, not ready for practical 
usage. 
 
Both, the statistical quality control (method 2), as well as ISO 2859-1 (method 3), are developed for 
sampling within production, thus for communication between a producer and a supplier and are 
essentially accepting procedures, i.e., procedures that end with a decision whether a lot should be 
accepted or not. This approach is not suitable for sampling for market surveillance needs where 
we are interested in estimating conformity rate and obtaining a conclusion whether it is above 
some acceptable value or not. 
 
On the other hand, a binomial experiment is a statistical experiment that has the following 
properties:  
- the experiment consists of n repeated trials; 
- each trial can result in just two possible outcomes (we call one of these outcomes a 
success and the other, a failure); 
- the probability of success is the same on every trial. 
 
It is obvious that sampling within market surveillance follows completely the above definition. 
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Therefore, we can conclude that the determination of the sample size by means of the binomial 
distribution can meet the needs of market surveillance in most efficient way, this means to get 
meaningful results using minimum sample size. 
 
Further on, the size of the sample using binomial distribution can be determined using the two 
different approaches: 
a. Sample size based on interval estimate of the population proportion; 
b. Sample size based on the power of the test of hypothesis on a population proportion; 
 
Both variants will be presented in the paper developed using the book Statistical Methods for Rates 
and Proportions by Fleiss et al. ([8]). Other valuable references on the topic are [9] and [10]. At the 
end of the paper we illustrate the two approaches by examples, make a comparison between them and 
draw relevant conclusions. 
 
From chronological point of view it is worth pointing out that initial considerations for application of 
binomial statistics in market surveillance sampling was done by the authors in [11] and [12]. 
 
 
2.a. Sample size based on interval estimate of the population proportion 
 
If in a sample of size n we find d non-conforming, then the best statistical estimate of the conformity 
rate, i.e.,, of the fraction of conforming items in the whole population (lot) is  
 
𝑓 = 𝑛 − 𝑑
𝑛
= 1 − 𝑑
𝑛
 . 
 
In market surveillance we are further interested in so called one sided interval estimate of the 
population proportion, i.e., in information that the real conformity rate (𝑓𝑟) is bigger than some value 
with certain pre-assigned level of confidence (LC). The statistical formula is (see [8], page 28, formula 
(2.17)): 
 
𝑓𝑟 > 𝑓𝐿 = (2𝑛𝑓 + 𝑧𝛼2 − 1) − 𝑧𝛼 ∙ �𝑧𝛼2 − (2 + 1 𝑛⁄ ) + 4𝑓(𝑛 + 1 − 𝑛𝑓)2(𝑛 + 𝑧𝛼2)  , 
 
where 𝛼 = 1 − LC is the significance level and 𝑧𝛼 is a statistical constant with following values: 
 
Table 1. Values of the level of confidence, significance level and z-value. 
LC 70% 75% 80% 85% 90% 95% 99% 
α (significance level) 0.3 0.25 0.2 0.15 0.1 0.05 0.01 zα  0.524 0.674 0.842 1.036 1.282 1.645 2.326 
 
For market surveillance purposes the level of confidence can be taken LC = 80% or less. 
 
If we fix in advance the maximal difference between the real conformity rate (𝑓𝑟) and 𝑓𝐿 to be 𝑤, i.e.,  
 
𝑤 = max(𝑓𝑟 − 𝑓𝐿) , 
 
then the minimal sample size that guarantees a certain statement, with level of confidence LC is (see 
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[8], page 35, formula (2.29)): 
 
𝑛 ≥
𝑘 ∙ 𝑧𝛼
2
𝑤2
+ 2
𝑤
− 2𝑧𝛼2 + 𝑧𝛼 + 2𝑘  
 
where for the coefficient 𝑘 and preliminary conformity rate 𝑓𝑃 (known from past inspections, experts 
opinion or obtained by preliminary sampling), assuming w is no greater than 0.6 we have  
 
Table 2. Values the coefficient 𝑘 for different preliminary conformity rates. 
If preliminary conformity rate 
(𝑓𝑃) satisfies 
Then use 0 ≤ 𝑓𝑃 < 𝑤 2⁄  𝑘 = 4𝑤(1 −𝑤) 
𝑤 2⁄ ≤ 𝑓𝑃 < 0.3 𝑘 = 4(𝑓𝑃 + 𝑤 2⁄ )(1 − 𝑓𝑃 − 𝑤 2⁄ ) 0.3 ≤ 𝑓𝑃 ≤ 0.7 𝑘 = 1 0.7 < 𝑓𝑃 ≤ 1 −𝑤 2⁄  𝑘 = 4(𝑓𝑃 − 𝑤 2⁄ )(1 − 𝑓𝑃 + 𝑤 2⁄ ) 1 −𝑤 2⁄ < 𝑓𝑃 ≤ 1 𝑘 = 4𝑤(1 −𝑤) 
 
If no knowledge of 𝑓𝑃 is available, then 𝑘 = 1. 
 
 
2.b. Sample size based on the power of the test of hypothesis on a population proportion 
 
Again, as in the beginning of the previous section, let us assume that in a sample of size n there are d 
non-conforming items and then the best estimate of the conformity rate is  
 
𝑓 = 𝑛 − 𝑑
𝑛
= 1 − 𝑑
𝑛
 . 
 
Depending on the risk level of the inspected product, the corresponding acceptable conformity rate 
(ACR) is usually set as in the next table. 
 
Table 3. Values of the acceptable conformity rate for different product risks. 
Product risk Low Medium High Serious 
Acceptable Conforming Rate (ACR) 80% 85% 95% 99% 
 
If the estimated conformity rate is smaller than the acceptable one, i.e., if  
 
𝑓 < ACR 
 
it is legitimate to ask how far below ACR, 𝑓 should be in order to declare that the inspected product 
has conformity rate smaller than the acceptable one. In the theory of statistics this question is referred 
as to so called test of hypothesis and the answer is that if (see [8], page 28, formula (2.15)):                                                            𝑓 ≤ ACR − 𝑧𝛼 ∙ �ACR(1 − ACR)𝑛 − 12𝑛                                                (1) 
 
then the real conformity rate is smaller than the acceptable conformity rate (ACR) with level of 
confidence LC. Here, n is the sample size and 𝑧𝛼 is defined in the previous section. The quantity 
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1 (2𝑛)⁄  should be omitted if it is numerically comparable (close to) the number |𝑓 − ACR|. 
 
Otherwise, if 𝑓 < ACR but (1) is not satisfied, or if 𝑓 ≥ ACR, then we cannot say that the real 
conformity rate is smaller than the acceptable conformity rate, i.e., the inspected product is 
conforming. 
 
 
The value 𝛼 = 1 − LC is the significance level introduced in the previous section. In theory of 
statistics it is also called type I error, or in market surveillance and quality control better known as the 
producer’s risk.  
 
Important additional information is the so called power of the test which is the probability to detect a 
“bad” product (see [8], page 31, formula (2.21)): 
 power (for 𝑓) ≈ P �𝑍 ≤ 𝑛(ACR − 𝑓) − 𝑧𝛼 ∙ �𝑛 ∙ ACR(1 − ACR)
�𝑛 ∙ 𝑓(1 − 𝑓) � ,  
where Z denotes a standard normal random variable. 
 
The complement of the power is denoted by 𝛽, i.e., 𝛽 = 1 − 𝑝𝑜𝑤𝑒𝑟, and it is the so called type II 
error or in market surveillance and quality control better known as the consumers’ risk (“bad” product 
passes the inspection). 
 
If we fix in advance the producer’s risk (𝛼) and the consumers’ risk (𝛽), then the sample size which 
ensures that values of 𝛼 and 𝛽, is (see [8], page 32, formula (2.22)): 
 
𝑛 ≥ �
𝑧𝛼 ∙ �𝑓𝑃(1 − 𝑓𝑃) + 𝑧𝛽 ∙ �ACR(1 − ACR)ACR − 𝑓𝑃 �2, 
 
where 𝑓𝑃 is the preliminary conformity rate (known from past inspections, experts opinion or obtained 
by preliminary sampling). 
 
 
3. Example 
 
We are inspecting a product category of medium risk, i.e., the acceptable conformity rate is 85% 
(ACR=0.85) with level of confidence 80% (LC = 80% and producer’s risk 𝛼 = 1 − 0.8 = 0.2). For 
the interval estimate of the conformity rate we are willing to accept interval of width 0.1 (𝑤 = 0.1) 
and for the test of hypothesis we want power of 90% (𝛽 = 1 − 0.9 = 0.1 is the consumers’ risk).  
 
Using the formulas from section 2.a and 2.b we receive the following chart for the sample size based 
on interval estimate of the population proportion and based on the power of the test of hypothesis on a 
population proportion. 
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Fig 1. Sample size based on the interval estimate and on test of hypothesis 
 
We can realize that when the preliminary conformity rate is close to the acceptable conformity rate, 
then the sample size based on the test of hypothesis raises dramatically and in that case sample size 
based on the interval estimate should be used. Otherwise, if the preliminary conformity rate is far from  
its acceptable value, then sample size based on the test of hypothesis should be applied. Some 
numerical values are given in the table below. 
 
Table 4. Sample sizes for different preliminary conformity rates. 
Preliminary conformity rate 0.5 0.6 0.65 0.7 0.75 0.8 
Sample size (test of hypothesis)  14 26 39 66 137 498 
Sample size (interval estimate) 93 93 93 93 82 76 
 
 
So, if the preliminary conformity rate is known to be 0.7 (𝑓𝑃 = 0.7), it is far from the ACR= 0.85, and 
so the approach based on the test of hypothesis should be applied. Next figure shows the changes of 
the power of the test when the sample size varies. 
 
 
Fig. 2. Power of the test vs. sample size 
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Notably, the power rises as the sample size rises and a compromise with the costs of inspection is to 
be made. Some numerical values are given in the table below. 
 
Table 5. Sample sizes for different power of the test. 
Sample size 13 17 21 27 36 50 
Power 0.7 0.75 0.8 0.85 0.9 0.95 
 
 
In the case when the preliminary conformity rate is known to be 0.8 (𝑓𝑃 = 0.8), i.e., it is close to the 
ACR= 0.85, the approach based on the test of hypothesis should be applied. Next figure shows the 
changes of the sample size over different widths of the interval estimate. Smaller sample size 
(meaning lower costs) corresponds to larger width (lower precision of the estimate), so again a 
compromise should be made between those two. 
 
 
Fig. 3. Sample size vs. width of the interval 
 
Some numerical values are given in the table below. 
 
Table 6. Sample sizes for different widths of the interval estimate. 
Width of the interval estimate 0.1 0.15 0.2 
Sample size 76 41 28 
 
 
4. Conclusions 
 
According to the ‘life span’ (see the graphic in figure 4) of market surveillance actions, it is important 
to know when a marker surveillance authority needs to organize a market surveillance action, to bring 
the CR of the selected products within the acceptable range (e.g. between 75 and 85 %). It has been 
shown in this paper that with appropriate choice of statistical parameters reasonable low sample sizes 
can be reached so the MSA can perform what is called preliminary sampling to get an idea of the 
actual CR rate. In this way, the MSA has been given a method based on statistical evidence when to 
start the MS action.  
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Fig. 4. ‘life span’ of market surveillance actions 
 
Dynamic simulation of market surveillance actions consisting of creation of a model, its validation 
and exploration was done by Hendrikx et al. in [13]. 
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