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Abstract
This work contributes by developing an active fault tolerant control (AFTC) for
Photovoltaic (PV) systems. The fault detection and diagnosis (FDD) method-
ology is based on the analysis of a model that compares real-time measurement.
We use a high granularity PV array model in the FDD tool to allow faults to be
detected in complex conditions. Firstly, the research focuses on fault detection
in complex shadow conditions. A real-time approach is presented to emulate
the electrical characteristics of PV modules under complex shadow conditions.
Using a precise emulators approach is a real challenge to study the high non-
linearity and the complexity of PV systems in partial shading. The real-time
emulation was validated with simple experimental results under failure condi-
tions to design specific fault-detection algorithms in a first sample. The second
part of the research addresses the FDD method for DC/DC and DC/AC power
converters that are connected to the grid. Primary results allowed us to vali-
date the system’s recovery for normal operating points after a fault with this
complete AFTC approach. Emulations based on the simulation of distributed
power converters, fault detection methodologies based on a model, and a hybrid
diagnostician were then presented.
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Résumé
Cette thèse de doctorat aborde la problématique de la réalisation d’un système
de contrôle actif de détection de défaut et diagnosis (FDD) pour un système de
conversion photovoltaïque. Ce type de système de production d’énergie électrique
est composé de panneaux solaires, d’un dispositif MPPT, d’un convertisseur de
courant DC-DC, d’un onduleur DC-AC et d’une charge. Le système de contrôle
actif à tolérance de pannes qui a été développé dans cette these est composé de
deux étages:
• Un étage assurant la fonction de diagnostic et comprenant les fonctions de
détection de défauts, la fonction d’isolement de défauts, l’identification de
défauts et l’estimation de l’ampleur du/des défaut(s)
• Une fonction de reconfiguration du système photovoltaïque.
Ce manuscrit est divisé en quatre chapitres:
• Introduction au problème et révision de l’état de la technique
• Modélisation mathématique du système photovoltaïque avec une validation
expérimental de ce dernier effectué sur la plateforme PV de caractérisation
du bâtiment réel ADREAM (Laboratoire LAAS-CNRS)
• Conception et mise en œuvre du système de diagnostic de pannes du sys-
tème photovoltaïque comprenant un Système actif à tolérance de pannes
• Un système de diagnostic expérimental en cours de développement à l’aide
d’un dispositif FPGA.
0.1 Introduction
Au cours des dernières années, l’énergie photovoltaïque a fait l’objet de beaucoup
d’attentions, en particulier en raison de sa grande polyvalence et de sa mise en
œuvre facile. Toutefois comme ce type de système de conversion d’énergie est
composé de plusieurs fonctions et composants différents comme les panneaux
solaires, les étages d’adaptation (convertisseurs DC-DC et/ou DC-AC) et leur
commande associées dont la commande spécifique MPPT, la durée de vie de
l’ensemble dépend du taux de panne possible provonant de chaque partie.
Les principaux facteurs qui influençent le processus de conversion de l’énergie
photovoltaïque en électricité sont les suivants:
• Les facteurs liés au climat (températures élevées et peu de vent),
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• Les facteurs associés à l’environnement géographique (obstacles, rayon-
nement solaire, nuages, etc.),
• Les facteurs associés au faible rendement des matériaux semi-conducteurs
utilisés dans les panneaux solaires et des équipements de conversion tels
que les convertisseurs DC-DC et les onduleurs DC-AC.
Pour chacun de ces facteurs, on associe un rendement pour tenir compte de leur
impact plus ou moins défavorables sur la production. Toutefois ces derniers peu-
vent parfois être également associés à des comportements anormaux qui doivent
alors être diagnostiqués pour les séparer et, si possible, arriver à minimiser les
effets négatifs des premiers (augmenter les rendements) et trouver des solutions
spécifiques aux seconds en terme de maintenance par exemple.
Ces travaux de thèse effectués dans le cadre d’une cotutelle accadémique a
pour objectif de diagnostiquer les défaillances principales des systèmes photo-
voltaïques, puis à partir de ces informations, développer des stratégies de con-
trôles actifs tolérants aux défaillances.
• La stratégie de diagnostic des défaillances mise au point repose sur la com-
paraison en temps réel de comportement du système réel avec un modèle
physico-mathématique du même système. S’il existe une différence en-
tre les signaux comparés, cela peut signifier l’existence de comportements
indésirables (généralement associés à la survenue de défaillances). Ces dé-
faillances doivent être détectées, isolées et diagnostiquées pour éviter des
défaillances plus importantes et des risques plus importants.
• Une fois que le diagnosticien indique qu’il y a un élément en défaut, le
système doit prendre une décision pour par exemple corriger ou reconfigurer
le système photovoltaïque afin de minimiser l’impact du défaut dans le
temps.
Diagnostic de défaut
Le terme "défaillance" dans les systèmes de contrôle signifie qu’il existe une dévi-
ation inadmissible dans le système. Deux stratégies principales peuvent être
distinguées pour diagnostiquer les défauts:
1. Une technique basée sur des modèles qui repose sur le développement d’un
modèle dynamique précis du système. Cela permet de comparer le modèle
au système réel et de trouver les différences. A partir du traitement du
type, de la forme et de la quantité de ces dernières un diagnostic peut être
effectué. Cette stratégie est capable de détecter les défaillances imprévues,
sans la nécessité de systèmes d’apprentissage complexes de détection de
pannes.
2. Une technique basée sur les données: qui analyse les tendances, les com-
portements numériques, etc. pour extraire les caractéristiques anormales
du système. Cette stratigraphie ne détecte que les défauts que le concep-
teur a pu anticiper.
Dans cette thèse, la stratégie de diagnostic basée sur le modèle est privilégiée.
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Modélisation d’un système photovoltaïque en condition de défaut
L’emsemble du système photovoltaïque (cellule, panneau, génerateur photovoltaïque,
MPPT, convertisseurs) est modélisé à l’aide d’une description de bilan énergé-
tique appelée graghe de liaison (connue dans la communauté scientifique comme
BondGraph descripcion).
C’est une stratégie qui permet de modéliser de manière unifiée des systèmes de
domaines multiples (électrique, mécanique, thermique, chimique, hydraulique,
etc.), avec une dynamique pouvant être décrite par des équations analytiques
ou par le biais d’événements discrets. Par exemple, cette stratégie nous per-
met de modéliser différentes sources de production d’énergie (solaire, éolienne,
thermique, électrochimique) utilisées dans les réseaux intelligents.
Les méthodes de diagnostic des systèmes basés sur le modèle peuvent être dites
qualitatives ou quantitatives. L’analyse des relations analytiques et des modèles
de systèmes d’équations permet de générer des candidats possibles aux diagnos-
tics de pannes.
1. Méthode Qualitative: méthode dérivée de l’analyse analytique ou d’équations
fournissant un niveau d’abstraction.
2. Méthode Quantitative: méthode dérivée de l’analyse numérique des fonc-
tions et des équations fournissant un niveau d’analyse numérique.
Les caractéristiques de la modélisation des graphes de liaison permettent de
les utiliser pour l’analyse, la détection et le diagnostic de défauts dans les cas
suivants par exemple : a) analyse de la causalité, b) analyse des flux, des efforts,
de la puissance et de l’énergie.
Système de reconfiguration
Un contrôle tolérant aux pannes regroupe un ensemble de techniques récentes
développées pour augmenter la disponibilité des installations et réduire les risques
de danger pour la sécurité. L’objectif de ces méthodes de surveillance et de
contrôle est d’empêcher que de simples fautes ne dégénèrent en un défaut majeur
définitif. Le contrôle tolérant aux pannes associe pour cela plusieurs disciplines
pour atteindre cet objectif, notamment le diagnostic des pannes en temps réel,
l’évaluation automatique des conditions et le calcul des actions à prendre en cas
de détection d’une panne.
La structure réelle chargée de diagnostiquer les défauts sera partiellement implé-
mentée dans un dispositif FPGA.
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0.2 Création d’un modèle d’un système photovoltaïque
orienté vers le diagnostic de défauts
Modèle bond-graph de champ PV utilisant la photographie
Dans cette partie, le modèle du champ photovoltaïque devant être décrit avec
de grandes granularité et précision pour être apte à être utilisé par les outils de
détection de défaut, nous avons choisi d’effectuer l’identification des paramètres
par le biais d’un système photographique. Dans la figure 1 sont représentés
les différents éléments qui composent un système de conversion d’energie pho-
tographique. Il est ainsi composé d’un générateur photovoltaïque pouvant aller
d’une simple cellule jusqu’à un champ complet de panneaux en série/parallèle
et d’au moins un convertisseur (dans cet exemple nous avons choisi d’associer
un convertisseur continu-continu assurant la fonction MPPT et un convertis-
seur continu-alternatif pour assurer la connection à une charge AC) ainsi qu’une
charge DC ou AC. Comme décrit précédemment, la production d’électricité
dépend fortement des variables environnementales, de l’irradiation solaire, de
la température et de l’environnement d’installation du système pouvant générer
des ombres. Les convertisseurs disposent de systèmes de contrôle leur permettant
d’obtenir une bonne conversion de la centrale photovoltaïque jusqu’à la connex-
ion à la charge. Dans l’exemple traité, ce sera le réseau alternatif monophasé
220V/50hz.
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Figure 1 Exemple de structure d’un système PV connectée réseau [1]
La figure 2 montre le système photovoltaïque complet étudié plus spécifique-
ment dans ce travail de thèse. Quatre blocs peuvent être identifiés à partir du
système. Le premier bloc concerne la fonction conversion photovoltaïque. Le
deuxième bloc concerne la fonction de commande MPPT. Le troisième bloc se
conentre sur le premier convertisseur continu-continu associé au bloc précédent.
Le quatrième bloc concerne la fonction onduleur connecté au réseau (convertis-
seur plus commande).
Modélisation de panneaux photovoltaïques
La construction du modèle d’un panneau photovoltaïque dans cette thèse re-
pose sur la modélisation détaillée à l’échelle d’une cellule photovoltaïque dans la
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Figure 2 Modélisation d’un système photovoltaïque utilisant les bondgraphs
continuité des travaux de l’équipe encadrante [2]. L’équation 1 décrit le com-
portement de chaque cellule photovoltaïque sous un comportement normal ou
un comportement anormal (cas d’ombrage avec ou sans diode by-pass).
I = IphT i − Io
[
e
Vc+I·Rs
Vt − 1
]
− Vc + I ·Rs
Rsh
[
1 + k
(
1− Vc + I ·Rs
Vbr
)−n]
(1)
où IphSTC représente le photo-courant lorsque la cellule fonctionne en court-
circuit en condition de test standard (STC), G(t) est l’irradiance globale que
reçoit le générateur photovoltaïque, GSTC est l’irradiance en STC (1000W/m2),
αI est le coefficient d’atténuation du courant dû à la température donnée par le
fabricant du module PV (%/℃), Tc température de la cellule PV (℃), Tc,STC
est la température en STC (25℃). La figure 3 montre le modèle d’une cellule
photovoltaïque en représentation normée de type Bond-Graph.
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Figure 3 Modélisation d’une cellule photovoltaïque en Bond-Graph
La sourceMSf représente le photocourant, Iph est le photocourant tenant compte
du facteur d’atténuation δ, Rsh et Rs sont des résistances équivalentes parallèle
et série. Sf représente l’état de connection de la jonction PN de la diode avec sa
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valeur égale à 0 si la jonction est mise en parallèle et 1 si elle est mise en série.
La figure 4 montre le modèle du panneau solaire développé.
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Figure 4 Modèle du panneau solaire représenté en Bond-Graph
R correspond à la diode de dérivation, C est la capacité parasite, MR est la
résistance variable (RL) qui permet d’obtenir les caractéristiques I(V) modifiant
la valeur de la résistance RL entre [0,∞) comme dans la figure 5. Cette figure est
la description du modèle que nous utilisons pour prendre en compte l’activation
d’une diode de dérivation dite diode-bypass. Ce modèle a été validé en effectuant
un test direct en faisant varier la résistance de la charge.
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Figure 5 (a) Courbes I(V) avec activation des diodes de dérivation (condition d’ombrage)
et (b) variation de la résistance de charge RL
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La variation de RL est représentée par une flèche verte permettant d’obtenir les
points de tension et de courant de la courbe.
Modèle de module PV avec d’ombre
L’irradiation directe et l’irradiation indirecte sur toutes les cellules d’un panneau
sont à chaque instant différentes en raison des ombres dues aux bâtiments ou des
arbres, des fluctuations de l’atmosphère, de l’existence de nuages et des change-
ments quotidiens de l’angle du soleil. L’impact de l’irradiation non uniforme
dans la production d’énergie dépend de plusieurs aspects tels que le matériau
de la cellule, la magnitude de la zone d’ombrage, l’emplacement de la diode de
dérivation, la configuration de la chaîne photovoltaïque, etc. Pour cette raison,
le module PV peut avoir en son intérieur différentes valeurs de Iph inhérantes à
chaque cellule. L’éclairement énergétique global reçue sur Terre (au niveau du
sol) peut se décomposer en trois parties : l’irradiance directe, l’irradiance diffuse
et l’irradiance réfléchie (2).
GT = GD +Gd +Gr (2)
où GT est l’irradiance globale, GD le rayonnement direct, Gd le rayonnement
diffus et Gr le rayonnement réfléchi comme décrit dans la figure(6).
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Figure 6 Production d’un Photo-courant d’une cellule PV reçevant plusieurs types
d’irradiances et effectuant une combinaison d’irradiations directe et indirecte
Une expression mathématique pour modéliser l’ombrage partiel au niveau de la
cellule PV peut être décrite par l’équation (3):
Iph = δT · IphT i (3)
Où δT est un facteur d’atténuation (par exemple un facteur sans ombre) (0 ≤
δT ≤ 1), IphT i est le courant nominal en entrée de chaque cellule et Iph est le
courant d’entrée effectif. Les cellules PV peuvent avoir une valeur différente de
δT .
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Traitement d’image: Ombres: Une méthodologie pour la détection des om-
bres et l’estimation de la surface des ombres a été proposée dans cette these. La
configuration expérimentale du traitement des images a été réalisée dans le cadre
de la plateforme ADREAM. Deux modules PV (TE2200) ont été utilisés, l’un
servant de référence en mode de fonctionnement normal et l’autre permettant
d’effectuer des tests d’ombrage, comme illustré à la figure 7.
PV Pan
el
Chimneyi
Tripodir
Camerar
Shadow
Figure 7 Processus d’expérimentation pour obtenir la zone d’ombre sur le module PV
Plusieurs expériences sont proposées pour effectuer l’ensemble des validations
expérimentales des paramèetres du modèle selon la méthodologie proposée. Par
exemple, sur la figure 8, le déplacement de l’ombre sur toute une journée est
illustré. Ceci a fait l’objet d’une séquence de photos avec des ombres sur toute
une journée. Dans le manuscrit plusieurs expériences sont consignées avec les
courbes de production de courant en fonction de la tension I(V) en fonction-
nement normal puis la comparaison des courbes I(V) entre le test expérimental
sous ombrage complexe et le modèle I(V).
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Figure 8 Module PV affecté par une ombre mobile au cours de la journée du 27 février
2018
Développement d’un algorithme GMPPT basé sur un modèle: Dans
cette section, la comparaison de l’algorithme GMPPT avec les mesures réalisées
par le traceur de courbes I(V) est présentée (Figure 9). Cette comparaison
a permis de construire une méthode de détection d’erreur y compris sur les
algorythmes de type MPPT appliqués aux systèmes ombrés (nommés GMPPT).
Curve tracer Cosimulation 
MPPT MPPT 
+ - 
ERROR 
P 
v 
P 
v 
REAL SYSTEM MODEL 
Figure 9 Comparaison du modèle de GMPPT avec les mesures
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Modélisation d’un convertisseur boost DC-DC
Dans cette section, un convertisseur élévateur de tension est modélisé puis décrit
à l’aide de Bondgraphs. Se représente la source de tension, L l’inductance, RL la
résistance du charbon, Ci la capacité d’entrée, MR la cellule de commutation du
transistor avec la diode, C la capacité de sortie, Rc est le condensateur résistance,
R la résistance à la charge. De est un capteur de tension et Df un capteur de
courant.
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Figure 10 Modélisation d’un convertisseur boost DC-DCr
Modélisation d’un onduleur
Dans cette section, un onduleur monophasé (pont en H) associé avec une com-
mande permettant une connection au réseau électrique comme présenté en Figure
(11). L’onduleur est en mode suiveur connecté à un réseau alternatif avec lequel
il fonctionne en se synchronisant en amplitude de tension et fréquence.
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Figure 11 Modèle onduleur DC-AC avec BG
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Synthèse de tous les modèles pour former un système PV
L’ensemble du modèle du système PV présenté en figure 12 a été conçu de telle
sorte que dans chacune des fonctions, les défaillances puissent être détectées.
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Figure 12 Modélisation BG de systèmes photovoltaïques
Des exemples de résultats obtenus une fois tous les blocs couplés sont présentés
ci-dessous en Figure(13). Ce type de résultat peut être considéré comme une
validation suffisante nous permettant l’utilisation de ce modèle pour effectuer
des FDD.
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Figure 13 a) Conversion de l’irradiation solaire en courant électrique b) Tension d’entrée
du convertisseur élévateur c) Tension de sortie du convertisseur élévateur d) Tension de
sortie convertisseur DC-AC
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0.3 Diagnostic de défauts et contrôle actif de tolérance
de pannes appliqué au PV
La détection et le diagnostic des pannes consistent à identifier la cause possible
des pannes à l’aide d’un ensemble de fonctions associé à une chronologie spéci-
fique basée sur l’analyse d’informations telles que le modèle de référence et/ou
l’analyse de données et de signaux. La figure (14) montre le processus qu’il est
nécessaire de suivre pour diagnostiquer les défauts.
Monitoring Detection Isolation 
Estimation 
of 
magnitude 
Figure 14 Processus de diagnostic de défaut (surveillance, détection, isolement,
estimation de l’importance du défaut)
Dans cette partie, la stratégie de détection basée sur un modèle est montrée est
décrite par la figure 15.
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Figure 15 Diagnostic de défaut basé sur le modèle
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Classification des défauts du système PV
La figure (16) présente une proposition d’organisation des principaux défauts
susceptibles de se produire dans un système PV. Seule une partie des défauts
est prise en compte dans cette thèse. Les sections traitées dans ces travaux
et décrites dans ce manuscrit sont notées en vert. Les défauts sont classés en
fonction de leur emplacement dans le système PV. Ensuite, les défauts peuvent
être localisés du côté DC [3,4] ou du côté AC [5].
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Figure 16 Schéma des défauts pour le diagnostic sur système PV
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Système de surveillance de système PV
Le système de surveillance mis en œuvre pour le système photovoltaïque est
représenté sur la figure 17.
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Figure 17 Structure générale de l’interface de test et d’acquisition de données
Détection de défaut basée sur le modèle
La granularité élevée (précision) du modèle proposé au chapitre 2 de cette thèse
permet de mettre en évidence de nombreux phénomènes physiques. Avoir un
modèle bien adapté est la première condition pour obtenir une FDD efficace.
Concernant les cellules PV, les modules, les chaînes ou les matrices PV, tout
réside dans la précision du modèle élémentaire de la cellule. Dans notre cas, les
courbes I(V) et P(V) données par notre modèle de cellule contiennent suffisam-
ment d’informations pour prendre en compte la plupart des problèmes électriques
susceptibles de se produire sur les faces interne ou externe des modules PV com-
posés d’un grand nombre de cellules. Ce qui nous a le plus préoccupé a été la
description correcte des impacts d’ombrages inhomogènes notamment dans la
modification des formes des courbes I(V) et P(V). Le modèle PV mis au point
dans ces travaux est aujourd’hui capable de décrire les réponses électriques du
système pouvant se produire pendant toute la journée dans des conditions clas-
siques de points de fonctionnement et dans différents cas d’ombres. Malgré sa
complexité, la comparaison entre les simulations et les résultats expérimentaux
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des modules PV permet aujourd’hui d’évaluer facilement l’état du système en
temps réel.
La figure (18) montre un exemple de courbes I(V) et P(V) en fonctionnement
normal et en condition de défaut, en particulier dans des conditions d’ombrage.
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Figure 18 (a) Courbes I-V et P-V sans ombre (b) Courbes I-V et P-V avec ombre
La figure 19 présente l’un des schémas décrivant le fonctionnement du diagnostic
des défauts basé sur des modèles BG.
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Figure 19 Stratégie de diagnostic de panne basée sur le modèle
Détection de défauts dans le module photovoltaïque: ombrage
Les données extraites du système de surveillance et qui sont ensuite comparées
aux modèles proposés au chapitre 2 de cette thèse, sont par exemple comme ceux
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indiqués en figure (20). Cette comparaison permet de détecter un comportement
anormal du système surveillé.
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Figure 20 Détection générale des fautes basée sur un modèle, données réelles du système
et data-driven
Diagnostic de défauts temporaires sur le générateur photovoltaïque:
cas de points chauds, de MPPT et de vieillissement
La figure 21 décrit la structure de la FDD concernant les points chauds, le MPPT
et le vieillissement. Cette stratégie est détaillée et discutée pour chaque défaut
dans le manuscrit.
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Figure 21 Structure du diagnostic pour PV
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Diagnostic des défauts sur le convertisseur élévateur DC-DC et l’onduleur
Cette partie consiste à effectuer le diagnostic de panne des équipements de puis-
sance. La stratégie de diagnostic réside dans la comparaison entre le modèle et
le système est dans la génération de relations de redondance analytique comme
décrit en Figure(22).
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Figure 22 Structure de diagnostic pour le convertisseur élévateur (a) et le système de
comparaison versus système utilisant la redondance des relations analytiques (b)
0.3.1 Contrôle tolérant aux pannes appliqué aux systèmes pho-
tovoltaïques
Dans cette section, la stratégie de contrôle à tolérance de pannes est présentée et
développée à l’aide du contrôle en mode de glissement appliqué au convertisseur
DC-DC et à l’onduleur.
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Figure 23 Modèle HBG d’onduleur CC-CA avec stratégie de contrôle
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La figure 24 présente le modèle complet du système photovoltaïque avec la
stratégie de contrôle à tolérance de pannes proposée.
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Figure 24 Modèle photovoltaïque en bongraph avec commande à tolérance de pannes
Le résultat principal de ce chapitre est présenté ci-dessous. La figure (25)
présente les signaux de sortie en tension et en courant du système connecté
au réseau électrique 220V et 50Hz.
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Figure 25 Représentation de la tension d’entrée, de la tension de sortie, et du courant de
sortie
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0.4 Diagnostic intégré dans un FPGA
Ce chapitre présente l’utilisation du FPGA pour les tâches de dépannage dans
les systèmes photovoltaïques.
0.4.1 Prévention de hot-spotting
La première partie de ce travail présente une émulation en temps réel des sys-
tèmes PV ombragés avec une prévention de hot-spot.
L’émulation de systèmes PV ombrés et la prévention à chaud nécessitent des
dispositifs d’implentation de traitement du signal aptes à effectuer des calculs
en grande quantité en temps réel tels que les FPGA. Le modèle proposé et
l’algorithme de point chaud ont été implentés à l’aide du langage de description
très haute vitesse (VHDL) et mis en œuvre sur un Xilinx ZedBoard. En utilisant
différentes parties de la structure du FPGA, les blocs fonctionnels du FPGA, tels
que la mémoire et les ressources logiques, fonctionnant en parallèle à très haute
fréquence, offrent une vitesse d’exécution élevée. En premier lieu, réduire la
vitesse d’exécution permet de consommer moins de ressources matérielles FPGA.
De plus, le nombre de bits utilisés peut affecter l’ensemble du système en termes
de réduction de la précision et d’erreurs de calcul. La figure 26 montre la carte
FPGA avec l’entrée principale des mesures pour effectuer la prévention de hot-
spot.
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Figure 26 Carte FPGA avec entrées de mesure
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0.4.2 Mise en œuvre de la matrice de fautes d’un diagnosticien
La deuxième partie de ce chapitre présente la mise en œuvre d’une partie d’un
diagnostic de défaut dans un onduleur CC-CA.
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Figure 27 Diagnostic d’un onduleur DC-AC intégré sur FPGA
A ce jour, seulement une partie du système FDD est implémentée dans un FPGA,
elle consiste en particulier à mettre en œuvre une matrice de signature de panne
d’un onduleur CC-CA. Cette partie présente le processus mis en œuvre dans un
FPGA. .
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Conclusion et perspectives
Cette thèse apporte des contributions pour prolonger les durées de vie de sys-
tèmes comme ceux du domaine des nouvelles sources d’énergie renouvelables
intermittentes en terme de connaissances approfondies de leur comportement
et leur modélisation associée et dans celui des systèmes de contrôle à tolérance
de pannes reposant sur ce type de modèles à description fine des phénomènes
physiques.
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Introduction
A smart grid is a modernized electrical network in which various power compo-
nents and functional technologies such as dispersed power generators are inte-
grated, and there are dispatched loads associated with communication systems
and storage devices that can operate in grid-connected or island modes [1]. A
smart grid can be considered to be "smart" when it has fluctuating renewable
energy with a bi-directional power flow between (producers and consumers). The
consumers are also producing and sending energy to the grid, which differs from
the traditional grid in which there is a clear separation between producers and
consumers, which results in a uni-directional power flow [2]. The term micro-grid
refers to a set of loads, power resources, and energy storage devices [1]. In other
words a micro-grid constitutes a single element of a smart-grid (or a power net-
work node). The integration of intermittent renewable energy sources and loads
in power grids or smaller versions (micro-grids) have been developed as a solu-
tion to energy-access problems [3]. [4] presents a comparative and critical study
on the strategies for micro-grid energy management and summarizes various
methods for uncertainty quantification to manage the volatility and variability
of renewable energy resources and load demand. In terms of possible problems
on micro-grids [5], presents a survey on methods to diagnose faults, electrical
infrastructure, and a description of component failure modes in smart micro-
grids. In [6], prerequisites are discussed for fault-tolerant power management
systems in PV systems. The importance of working on diagnostic methods for
micro-grids is for these systems to be operated safely and the system to operate
despite faults. The diagnostic methods for a photovoltaic micro-grid can also be
used by other types of micro-networks.This thesis proposes a new method for
intelligent diagnosis that is focused on photo-voltaic power processing segments.
• Chapter 1 presents the general concepts about PV systems, faults, and
their integration in microgrids.
• Chapter 2 presents the development of PV systems modeling strategy, the
purpose of which is to diagnose faults.
1
2• Chapter 3 presents the development of fault diagnosis algorithms in pho-
tovoltaic systems (PV modules, converters, and inverters). Additionally, it
presents the control strategies that tolerate the fault on the PV systems.
• Chapter 4 presents the FPGA implementation of a fault diagnostics applied
to photovoltaic system.
Introduction 3
1.1 Global energy in context
The three most basic drivers of energy demand are: economic activity, popula-
tion, and technology. Longer-term trends in economic growth for a particular
economy depend on the underlying demographic and productivity trends, which,
in turn, are a reflection of population growth, labor force participation rate, pro-
ductivity growth, national savings rate, and capital accumulation [7]. Figure
1.1 shows the statistics for global energy consumption. Countries with a large
population stand out for their high energy consumption.
Country Consumption(Mtoe)
China 3105
United states 2201
India 934
Russia 744
Japan 429
Germany 314
South Korea 296
Brazil 291
Canada 287
Iran 253
France 243
Indonesia 240
Figure 1.1 Global Energy Consumption Statistics [8]
Global demand for energy has an upward trend. The U.S. Energy Information
Administration states that world energy consumption will grow by 28% between
2015 and 2040, as illustrated in Figure 1.2. The projection for the next 25 years
is that renewable energies will grow and fossil fuels will decrease.
1260.951
2521.902
3782.853
5043.804
6304.755
(Mtoe)
(Year)
Figure 1.2 Global energy consumption by energy source (1990-2040) Adapted from: [9]
Figure 1.3 shows the world energy production statistics. Conventional energy
resources (e.g, coal, oil, and gas) are exhaustible and have a limited supply.
Using these resources causes a series of environmental problems such as climate
change, global warming, air pollution, and acid rain [10]. Countries such as
China and the United States continue to use fossil fuels regardless of various
established climate change protocols.
There is an urgent need to explore alternative energy resources and avoid con-
4 1.1. Global energy in context
Country Production(Mtoe)
China 2499
United states 2018
Russia 1418
Saudi Arabia 652
India 596
Canada 504
Indonesia 429
Iran 401
Australia 386
Brazil 293
Nigeria 250
United
Arab Emirates 229
Figure 1.3 Global energy production statistics [8]
ventional energies. Kannan [11] explains the importance of the solar industry by
using fundamental concepts, the global energy scenario, and highlighting research
undertaken to improve the solar industry. Moreover, potential applications for
and removing barriers to improve future solar industry would help the energy
crisis. [1] presents an interesting review of the intersection between renewable
energies and politics from an multidisciplinary social sciences perspective. [12]
includes a survey of different microgrid control strategies (centralized, decen-
tralized, distributed, and hierarchical frameworks) that would help improve the
distribution of electrical energy.
The energy distributed produces electricity from small energy sources. The en-
ergy sources are directly connected to medium-voltage or low-voltage distribution
systems rather than to the bulk power transmission systems. Different types of
the distribution generation resources are shown in Figure 1.4. The photovoltaic
element is the principal element studied in this thesis.
Distributed 
sources 
Power generaton 
systems 
Fossil fuel-based 
systems 
Internal 
combuston engine 
Diesel 
Gas 
Microturbine 
Gas 
Nonfossil fuel-
based systems 
Electrochemical 
Sources 
Fuel cells 
Renewable sources 
Wind 
Biomass 
Geothermal 
Photovoltaic 
HydroEnergy 
Energy storage 
systems 
Supercapacitor 
Batery 
Superconductor 
magnetc  
Flywheel 
Figure 1.4 Distributed sources, adapted from [13]
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1.2 Photovoltaic systems and their reliability
1.2.1 The interest in photovoltaics and the objective of this the-
sis
Solar energy has received special attention because of its easy implementation,
environmental benefits, and good return on any economic investment made [14].
As PV systems have no moving parts (compared to wind and hydro systems),
they are extremely reliable. The design of any PV system is based on an aware-
ness of the phenomena that might lead to a decrease in plant power production,
in real conditions, and over its whole lifetime [15]. The external conditions linked
to the weather, pollution, and geographic sites constitute an important environ-
mental factor in PV system operation, which is affected by variables such as
solar radiation, temperature, wind speed, dust, and shadow.
It is difficult to find a complete PV conversion system that includes electrical
interfaces and has the same lifetime in its interfaces as the PV cells in terres-
trial applications. The main advantages and disadvantages of photovoltaic solar
energy are described in Table 1.1.
Advantages Disadvantages
- Reliable system - Limits of the systems available on the
market
- Low operation and maintenance cost - High initial cost
- Low maintenance - A large area required for installation
- Free energy source - High dependence on technological de-
velopment
- Clean energy - Dependent on geography and weather
conditions
- Highly available
- Energy generation closer to the con-
sumer
- Low environmental impact
- Potential to mitigate greenhouse gases
emissions
- Noiseless
Table 1.1 Advantages and disadvantages of PV systems [10]
Furthermore, faults in modules, in connection lines, or in power converters can
seriously affect the efficiency of the PV system and the energy yield as well as
the security and reliability of the entire PV plant if it is not detected and quickly
corrected [16].
Previous approaches in LAAS-CNRS were undertaken with photovoltaic sys-
tem efficiencies, the ability to be connected to micro-grids was tested, and their
behavior in several working conditions was analyzed. Recently, some research
projects are moving toward diagnosis. The first PhD in the diagnosis field that
looked specifically at PV systems was defended by Michael Bressan [17]. He
proposed a method to detect and identify faults around the shading problem,
and the analysis was based on his knowledge of current-voltage and power-time
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curves. In addition, Y. El-Basri proposed [18] a methodology to identify the
causes of failures of PV systems, particularly the ones linked to shading con-
ditions. This approach provided technical solutions and made matching power
conversion systems and their associated sources more reliable and efficient. A.
Galeano Gutierrez [19] was the first doctoral student to undertake a PhD in
collaboration between the LAAS-CNRS and the Universidad de los Andes (co-
tutelle PhD with the Paul Sabatier University, Toulouse and The University of
Andes, Bogota); the work was undertaken in the field of power conversion. His
work was focused on partially shaded PV and architectures DC/AC connected
to microgrids. Jeremy Dulout [20] analyzed and modeled the production and
consumption of the ADREAM building in order to define the operating profile
of an energy storage system that ensures the equilibrium of the microgrid. Kolja
Neuhaus [21] developed similar LVDC micro-grids that included PV and stor-
age elements. The specific load of this micro-grid was H2 electrolyzer, which
provided hydrogen.
Based on this scientific experience that was associated with a real experimental
platform dedicated to PV systems and micro-grids, this thesis started in 2016
thanks to the continued collaboration between the LAAS-CNRS and the Univer-
sidad de los Andes. It was jointly undertaken with the Paul Sabatier University,
Toulouse and the Universidad de los Andes. This work’s primary objective is to
investigate photovoltaic systems, in shading conditions, as well as in degraded
operating modes. Based on new models that include these phenomena, this the-
sis proposes new solutions to diagnose faults and to ensure good operation. The
objective of this research is to develop a high granularity tool to diagnose PV
systems’ electrical failures. This PhD is the second PhD on PV systems fault
diagnosis at the LAAS-CNRS.
1.2.2 Structure of a photovoltaic system
A complete PV system connected to the grid is composed by an arrangement of
several components: a) Solar tracking, b) PV module, c) MPPT, d) Power con-
version (DC-DC,DC-AC), e) Energy storage system, and f) loads. An example
of the structure is presented in Figure 1.5.
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Figure 1.5 Complete structure of PV system with energy storage connected to the grid
1.2.2.1 Solar cells
Photovoltaic energy conversion is the direct production of electrical energy in the
form of current and voltage from electromagnetic (i.e., light, including infrared,
visible, and ultraviolet) energy. In semiconductor physics, a photon with energy
greater than bandgap energy (h·V > Egap), which is incident on a semiconductor,
can excite electrons from the valence band to the conduction band, and this
allows current to flow. The energy from a photon (E), which appears in the
form of packets of energy, is given by:
E = h · V (1.1)
h is Planck constant (6.626 ·10−34Ws2), and V is frequency in Hertz [22].
E=hν
Figure 1.6 Photovoltaic effect under illumination [23]
Figure 1.6 illustrates the principle of photovoltaic energy conversion. The light
absorption process causes a transition in a material (the absorber) from a ground
state to an excited state. The excited state is then converted into (at least) a free
negative and a free positive-charge carrier pair. The discriminating transport
mechanism allows the free negative charge carriers to move in one direction
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(i.e., cathode) and the free positive charge carriers to move in another direction
(i.e anode). The energetic photo-generated negative-charge carriers arriving at
the cathode result in electrons travelling through an external path (an electric
circuit). While traveling on this path, they lose their energy by doing something
useful with an electrical ”load”, and finally they return to the cell’s anode. At the
anode, every one of the returning electrons is combined with a positive-charge
carrier; therefore, the absorber is returned the to a ground state.
The energy supply for a photovoltaic solar cell is linked to energy from the sun’s
photons, and it depends on variables such as latitude, time of day, atmospheric
conditions, and over different wavelengths. The input power per area impinging
on a cell can be expressed as:
PIN =
∫
λ
h · c
λ
· Φ0(λ)dλ (1.2)
where Φ0(λ) is a photon spectra, h is a Planck constant, and c is the speed of
the light (299792458 m/s).
Figure 1.7 illustrates the electromagnetic spectrum and spectral irradiance.
Figure 1.7 Electromagnetic spectrum and spectral irradiance [24]
According to [10], PV cell technologies can be categorized into three generations,
depending on the raw material used and the level of commercial maturity. Goetz
et al. [25] showed insights into PV technology and first-and-second-generation
materials. Figure 1.8 shows the temporal evolution in graphic form of various
cell efficiencies for different technologies used by the National Renewable Energy
Laboratory (NREL).
• First generation Photovoltaic systems (fully commercial) use crystalline
silicone technology (c-Si) both in its simple crystalline form (sc-Si) as well
as in the multicrystalline form (mc-Si).
• Second generation photovoltaic systems are based on thin film photovoltaic
technologies and generally include three main families: (1) Amorphous sili-
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Figure 1.8 Evolution of cell efficiencies for different technologies (1975 to 2018)
con (a-Si) and micro amorphous silicon (a-Si /µc-Si); (2) cadmium telluride
(CdTe); and (3) copper indium selenide (CIS) and copper, indium gallium
dieseline (CIGS).
• Third generation photovoltaic systems include organic photovoltaic tech-
nologies that are still in the demonstration phase (or have not been widely
marketed) as well as new concepts being developed. [26] summarizes the
current progress being made with perovskite photovoltaic materials and
addresses future research directions for this topic.
1.2.2.2 Structure cell, module, string, and array
Figure 1.9 presents a basic structure cell, a PV string, and a PV array. Clas-
sically, to build a solar module, solar cells are connected in series, and solar
modules are usually connected in series to form a solar string to increase the
DC operating voltage level of the whole system. Usually, these solar strings
are connected in parallel to increase the DC current level, which then increases
power generation capability. For security reasons, the PV module is equipped
with a bypass diode and it is dotted by bypass diodes. These diodes protect and
avoid PV cells reverse mode in shadow conditions; they also bypass the current
of the other part of the module to be able to produce power even when in this
condition. The number of bypass diodes of each module depends on the PV
manufacturers. Generally, a PV module has from 3 to 5 diodes for protection.
1.2.2.3 Solar tracker
The idea behind designing a solar tracking system is to fix solar photovoltaic
modules in a position that can track the motion of the sun across the sky to
capture the maximum amount of sunlight. The tracker system should be placed
in a position to achieve the best angle of incidence to maximize the electrical en-
ergy output. [27] reviews the principles and mechanisms of photovoltaic tracking
systems to determine the best panel orientation. The tracking techniques, effi-
ciency, performance, advantages, and disadvantages of simple tracking systems
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Figure 1.9 PV Cell, PV module or panel, PV string, and PV array
are compared with those belonging to state-of-the-art tracking systems.
1.2.2.4 Maximum Power Point Tracking (MPPT)
Dedicated Maximum Power Point Tracking (MPPT) algorithms are used in PV
systems to maximize the PV array output power depending on irradiance, shad-
ows, and cell temperature. An initial classification of the MPPT can be carried
out based on the configuration of PV architectures (i.e., central inverters, string
inverters, multi-inverters, and multi-string inverters). A PV module has non-
linear I-V (Current-Voltage) characteristics, and its P-V (Power-Voltage) char-
acteristics show only one point (Pmax), named MPP, that has various control
methods able to track the maximum power point (MPP). The module delivers
maximum power as shown in Figure 1.10. There are various methods reported
in the literature to track the maximum power point; some are more reliable than
others when finding the true MPP point [28]. As shown in Fig(1.10), when PV
strings receive uniform irradiation from the sun, I-V curves and P-V curves only
have one peak. But when PV module, array, or string has partial shading, there
can be multiple peaks on the curves, depending on temperature and irradiation
disparities. The first peak near the open circuit voltage is called global maxi-
mum power point (GMPP), and the other peaks are called local maximum power
points (LMPP). In this case, the main drawbacks of numerous MPPT algorithms
is their inability to distinguish between GMPP and LMPP; therefore, it can work
at one of the LMPP but produce drastic losses in PV power productions.
Some newMPPT algorithms, contained in the state-of-the-art, have the ability to
find (or not) the global power maximum in non-homogenous shadow conditions:
named MPPT with shadow [29].
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Figure 1.10 Electric behaviour of a PV module with MPPT in normal operation when in
shadow
1.2.2.5 DC-DC converters
Static converters can ensure various functions. They can adapt voltage levels
between the PV generator and the load. The introduction of a galvanic isolation
provides safety. Depending on the choice of DC-DC conversion, static converters
can increase or decrease the voltage level.
Boost Converter
Buck-boost Converter Cuk Converter
Sepic Converter Zeta converter.
Buck Converter
Figure 1.11 Classification of DC-DC converters for PV systems
Although there is a wide number of different families of DC-DC converters, figure
1.11 shows some of the main converters used in photovoltaic systems:
1. Boost converter: is a DC-DC converter that is able to generate an output
voltage greater than the input voltage.
2. Buck converter: is a DC-DC converter with an output voltage that is lower
than the input voltage.
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3. Buck-boost converter: is a DC-DC converter able to generate an inverted
output voltage greater than or less than the input voltage.
4. Cuk converter: is a DC-DC converter that is able to generate an inverted
output voltage which is greater than or less than the input voltage (similar
to a buck-boost converter).
5. Single ended primary inductor converter-(SEPIC): this converter behaves
in a similar way to a buck-boost and to a cuk converter. It provides non-
inverted output voltage.
6. Zeta converter: this also provides a non inverted output voltage, which
is greater than or less that the input voltage; it is similar to a SEPIC
converter [30].
1.2.2.6 DC-AC inverter
DC-AC converters are the most common inverters, and are at the center of every
PV plant. They convert direct current (DC) from the PV generator into grid-
compliant alternating current. At its output, the inverter imposes a system of
electrical curves, that are quite similar to alternative sinusoidal signals, through
a pulse width modulation control (PWM). On each of the inverter’s outputs, an
inductance acts as a filter and allows the inverter to supply almost sinusoidal
currents to the grid. The role of this filter, the major disadvantage of which is
its size, is to limit electromagnetic compatibility (EMC) problems related to the
shape of the current injected into the network. The transformer can also replace
the filter coil that acts as a filter. The current harmonics can be eliminated using
the control by injecting harmonics out of phase by 180°. The non-linear loads
generate these harmonic currents. Harmonic currents are currents the frequency
of which is an integer multiple of the fundamental (that of the power supply).
The superposition of harmonic currents on the fundamental current causes non-
sinusoidal wave-forms that are associated with nonlinear charges.
Hybrid inverters go a step further and work with batteries to also store excess
power. This type of system solves issues related to renewable energy variability
and unreliable grid structures. At string level, a simple inverter can be used.
For several strings, there are multi-string inverters that have a DC/DC stage
per string doted by its own MPPT. For example, inverters called single-stage
boost inverters (SSBI) have diverse advantages as they have a reduced and robust
circuitry and are also reliable and efficient. [32] presented a review of single-stage
inverters for a PV system.
1.2.2.7 Energy Storage systems
A storage component is used to optimize power management and to do optimal
matching between production and consumption. It can be used to ensure load
demand or to reduce the time deficit by intermittence of the renewable source;
it uses storage devices such as the flywheel, batteries, and super-capacitors.
Fig(1.13) shows a classification of energy storage systems.
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Figure 1.12 Comparison of types of DC-AC Inverter [31]
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Figure 1.13 Classification of energy storage systems [33]
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1.2.2.8 AC - DC BUSs
A microgrid can operate in both grid-connected mode and islanded mode. In
order to make a smooth transfer from islanded mode to grid-connected mode, a
synchronization is necessary.
• AC micro-grids have a common AC bus, which is generally connected to
mixed loads (DC and AC loads), distributed generations, energy storage
devices. AC micro-grids are easily integrated to conventional AC grids
because most loads and grids are AC [34].
• DC micro-grids have a common DC bus connected to the grid through an
DC/AC converter. The operation principle of a DC micro-grid is similar
to an AC micro-grid. Compared with AC micro-grids, DC micro-grids are
a good solution to reduce power conversion losses because they only need
one power conversion to connect a DC bus [34].
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1.2.3 Architectures of PV systems
Figure 1.14 presents an example of various topologies of PV systems that have
different configurations in the AC - DC bus connections.
Inevitably, the problem arises when trying to manage the flow of energy between
various micro-sources that switch process in a micro-grid connection/isolation
operating state. Yoldas et al. [34] and [35] present a detailed technical overview
of micro-grids and smart grids.
1.2.3.1 Central inverters
Central inverters are designed for applications such as large arrays installed on
buildings, industrial facilities, and field installations. The advantages of this
structure are:
• Low capital price per watt
• High efficiency
• Comparative ease of installation (a single unit in some scenarios)
The drawbacks of this structure can be:
• Its reliability
• It does not reach maximum efficiency when in shadow
• Use of high voltage DC cables, high power losses due to common MPPTs,
module mismatch, non flexible design, losses in the string diodes, expensive,
failure of central inverter leads to whole PV plant shutting down
1.2.3.2 String inverters
A string inverter is most commonly used in home and commercial solar power
systems. It is a large box that is often situated some distance away from the
solar array. Depending on the size of the installation, there may be more than
one string inverter. The advantages of this structure are:
• Great design flexibility
• Highly efficient
• Robust
• 3 phase variations available
• Low cost
• Remote system monitoring capabilities
• No string diode losses, low cost compared to central inverter topology, has
a higher overall efficiency, individual MPPTs can be applied for every string
The drawbacks of this structure are:
• No panel level MPPT
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• No panel level monitoring
• High voltage levels are a potential safety hazard
• The necessary high voltage-amplification may reduce the overall efficiency
and increase the cost per kW of power produced
1.2.3.3 Multi-string inverters
This architecture uses a single inverter with one MPPT per string, which uses a
chopper that reduces the number of interactions between the grid and the PV
system. The main purpose is to reduce the cost compared with the previous
architecture as the chopper does not need to integrate functionalies of measure-
ment and monitoring with the grid’s electrical data. The advantages of this
structure are:
• Reduction in cost compared to the string inverter
• No integration of AC control in the chopper
• No detection of residual direct current in the grid
• Every string can be controlled separately; this allows the integration of
strings from different technologies and of various orientations; there are
small DC-link capacitors; and there is high energy due to local MPPT and
optimum monitoring of the PV system
The drawbacks of this structure are:
• No continuity if the inverter failures
• The use of both DC-DC and DC-AC converters increases the cost per kW
of this inverter
1.2.3.4 Micro-inverters
A micro-inverter consists of a small box located on the back of or situated very
close to a solar panel. Its role is to convert the DC that is electricity produced
by a single solar panel. The advantages of this structure are:
• Panel level
• System availability: a single malfunctioning panel will not have such an
impact on the entire array
• Panel level monitoring
• Lower DC voltage increases safety
• Increase of design flexibility
• Increase of yield from very shady sites as one shade module does not drag
down a whole string
• Panel level monitoring
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• Low manufacturing and retail costs, minimum power loss, maximum power
extraction from the PV module, easy expansion of the system due to the
modular structure
The drawbacks of this structure are:
• Higher costs in terms of dollars per watt: currently double the cost of string
inverters
• Complex installation
• Increase of maintenance costs due to there being multiple units in an array
• Reduced overall efficiency, higher amplification, higher installation cost,
main challenge for the designers is to develop an inverter that can amplify
a very small voltage
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Figure 1.14 Architectures of PV systems with an AC bus connection
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1.2.4 Losses, defects, and possible faults in PV systems
Photovoltaic systems are subject to different varieties of faults. They can involve
all PV system components (modules, wiring, protections, and power converters).
It is necessary to identify types of internal and external system faults under
operating conditions. Table 1.2 presents two levels of possible faults, which can
be catastrophic (or not).
Faults
No catastrophic faults
(Factors responsible for energy losses) Catastrophic faults
Changing solar radiation Ground faults [16,36]
Operating temperature [37–41] Line-to-Line [16]
Mismatch in PV module parameters Hotspot
Error in MPPT Polarity mismatch
Shading effect Arc fault [16]
Ageing Bypass diode
Snow or dust accumulation on PV modules Dust/soil formation PV
DC-DC and DC-AC power devices
[37,41–44]
Table 1.2 Classification of catastrophic and non-catastrophic faults
1.2.4.1 PV cells
Faults in PV cells, strings, and arrays are caused by shading effects, module
soiling, inverter failure, and mismatch due to manufacturing differences or ag-
ing. Fig(1.15) shows a complete structure PV module schematic. This consists
of a stack of different kinds of materials: frame, glass, encapsulant, solar cells,
blacksheet, and junction box. Guiheneuf et al. [45] characterized the functional
properties of glass used in PV applications (i.e. transmittance) and their degra-
dation mechanisms.
Figure 1.15 Complete structure of PV module [46]
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A. Shadow
Shading due to soiling can be divided into two categories: soft shading such as
air pollution and hard shading which occurs when a solid such as accumulated
dust blocks the sunlight. Fig (1.16) shows examples of dust accumulation on
an operational PV module that is almost horizontally inclined. Abderrezek et
al. [47] investigated the effects of dust and the thermal behavior of PV modules
for several types of dusts, which led to different panel behaviors in terms of
thermal, optical, and electrical aspects. The authors also show light transmission
variation with dust type. Figure 1.17 shows other kinds of obstacles that generate
shadow problems.
Figure 1.16 Example of dust accumulation on a PV module
ow
Figure 1.17 Example of other types of obstacles generating shadow problems on PV
modules (bird droppings, cobwebs, and fixed obstacles such as stairs)
B. Hotspot
PV arrays in shadow not only decrease the energy produced but also increase
the risk of structural failures as they cause localized hot-spots. A hot-spot refers
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to the portion of the cell that has a higher temperature increase. The power
dissipated in the solar cell is the product of the reverse bias voltage and the
current; it can heat the solar cell as shown in Fig(1.18). In the worst case
scenario, the solar cell may electrically breakdown due to the reverse bias voltage
stress, which can result in a high current density and high-temperature area
[37,48–52].
Figure 1.18 IR camera test on a PV module that has hot-spot formation
Figure 1.19 shows the I-V curves for a group of PV cells that have different
radiations under hot-spot conditions. Two areas are represented: the generator
area and the receptor area. This explains the electrical behaviour of the PV
module in a hot-spot condition [53].
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Figure 1.19 Electrical behaviour of the PV module in a hot-spot condition.
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C. Snail trail
Figure 1.20 shows a PV module with a discoloration effect. It appeared after
being operational for several years. Richter et al. show that humidity was a factor
in the formation of snail trails. There are no indications that this phenomenon
decreases the efficiency of the PV module, and, therefore, has is no influence on
the PV module’s output power .
PV panel showing snail trails
Detail of a PV panel showing snail trails
Figure 1.20 Snail trails on PV module [54]
D. Aging
PV arrays often operate in harsh environments, and non-uniform aging can
occur and adversely impact PV systems’ performance, especially in the middle
and late-periods of their service lives. Due to the high cost of replacing aged PV
modules, it is appealing to improve the energy efficiency of aged PV systems.
Ottersbock et al. [55] showed that different climates had a strong influence on
the aging behavior of polymeric encapsulant materials.
1.2.4.2 Diode bypass
Bypass and blocking diodes are the primary security protections used to maintain
the PV Systems’ performance. The bypass diodes are used for reverse voltage
protection, and blocking diodes are used for reverse current protection [56–62].
The electrical faults associated with diodes are that diodes short-circuit and
open-circuit. These faults may occur when a PV module/array is partially
shaded for a long period. Figure 1.21 illustrates the types of faults that can
occur on bypass diodes located in a junction box.
Figure 1.21 Failure of diodes in PV modules [54]
Table 1.3 summarizes the external and internal faults in PV generators. The
causes and effects are presented for each type of fault identified.
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Type of fault Affected compo-
nents
Causes Effects
Hot spot Cells/Module External causes -Damage to solar cells.
-Soiling, dust, snow, and shade -Open circuits~
-PV modules of different classes or technologies -Reduced efficiency and reliabil-
ity
Internal causes
-Fragmentation of cells
-Current mismatch between cells
-High resistance or “cold” solder points
-Aging and degradation of cells
Diode faults Bypass or blocking
diodes
-Partially shaded cells -Damaged diodes
-Overheating -Short circuited diode, open cir-
cuited
or Shunted diode
Junction box
fault
Junction box~ -Fretting corrosion,
-Loosening and oxidation -Damage and risk of fire
PV module External causes -Reduced efficiency and reliabil-
ity
-Glass breakage of frameless PVMs caused by the clamps -Shunted module
-Connector failure (disconnection) -Short circuit within a module
-Isolated from ground -Short circuit between PV mod-
ules
-Encapsulation -Leaking currents within a PV
Module
-Wiring mistake or installation fault -Damaged PV Module
Internal causes -Reduced efficiency and reliabil-
ity
-Corrosion of solar cells -Reduced output power
-Manufacturing defects
-Delaminated, bubbles, yellowing, scratches, and burnt cells
Ground fault PV array or PV string -Cable insulation failure -Risk of fire
-Incidental short circuit between normal conductor and ground
-Ground Fault within PV Modules cable insulation damage during
installation
-Ground Fault within the PV Modules (e.g., degraded sealant and
water entering)
-Insulation damage of cables.
-Accidental short circuit inside the PV combiner box.
Arc fault PV string -A short break is created in a conductor -Damage of PV String
-Two conductors of widely different voltages are placed near one an-
other
-Risk of fire
-Degradation in solder joints, wiring, or connections inside the insu-
lation damage
~due to mechanical damage, aging, or wildlife at junction box, or
loosening of screws.
Line-to-line
fault
PV array -An unintentional low impedance current path between two points. -Damaged PVMs and conduc-
tors.
-Insulation failure of cables -Risk of fire
-Incidental short circuit between conductors
-Line-to-line fault within the DC junction box.
Table 1.3 Summary of the different type of faults [16] for PV cells, modules, arrays
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1.2.4.3 DC-DC converters with MPPT and DC-AC inverters
Generally, static converters suffer from failure mechanisms such as wire bond
fatigue, wire bond lift, solder fatigue, and loose gate control voltage, which
mainly occur in power switches. Switching static converters have the following
four basic forms: AC-DC converters, AC-AC converters, DC-AC converters,
and DC-DC converters. Converters suffer from three common faults: open-
circuit faults, gain deviation faults, and noise abnormity faults. Verma et al.
[28] investigated MPPT algorithms under normal operation. When covered by
shade, MPPT algorithms have been developed in order to optimize extracting
the maximum power from the PV module [63–66].
The requirements for the grid-connected inverter include: a) low total harmonic
distortion of the currents injected into the grid, b) maximum power point track-
ing, c) a high efficiency, and d) controlled power injected into the grid. The
performance of the inverters connected to the grid mainly depends on the con-
trol scheme applied. [67] presents a classification of grid-connected PV inverter
configurations as well as a classification of various inverter types; topologies are
also discussed and described.
A survey [2] was conducted on the reliability of power electronic systems, and
it found that power switches, electrolytic capacitors, and diodes are the most
common components that are prone to failure.
1.3 Fault detection and diagnosis in PV systems
The term fault means that there is an unpermitted deviation occurring in a
system. The literature distinguishes between two main strategies:
• The model-based strategy is a technique that relies on an accurate dynamic
model of the system, which is able to detect unanticipated faults.
• The knowledge and training based strategy is a technique that only ad-
dresses anticipated fault conditions, for which a set of inferences can be
developed.
Figure 1.22 illustrates two kinds of high-performance diagnoses .
ModelModel ResidualResidual
SensorSensor
Decision
Logic
Decision
Logic
Knowledge
and Training
Knowledge
and Training
Inference
Neural network,
expert systems
Fuzzy logic,
 support vector machines
Inference
Neural network,
expert systems
Fuzzy logic,
 support vector machines
SensorSensor
Decision
Logic
Decision
Logic
Detection
Isolation
Diagnostic
Detection
Isolation
Diagnostic
Detection
Isolation
Diagnostic
Detection
Isolation
Diagnostic
a) Model-based fault diagnosis b) Knowledge-based fault diagnosis
Figure 1.22 The two types of fault detection and diagnosis for PV systems: Residue
versus Inference
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1.3.1 Model-based fault diagnosis
The feature and advantage of this method is that with a mathematical model
that accurately represents the real system, we can decide whether the system
works correctly or not.
Degradation and mismatching in PV systems require models that have different
levels of detail and granularity [15]. Modeling tools are important to be able to
estimate PV performance and to accurately characterize the electrical behavior
of real PV systems. Proposed models in the literature differ in accordance with
the objective, which depends on PV systems’ configuration and several other
aspects that the system is composed of. Sumathi et al. [68] presented some major
developed models for PV sytems. A good model is able to accurately predict
the response of the system for a certain future time horizon. Fault Detection
and Isolation (FDI) is important in many industries for a process to be operated
safely. An explanation of GARRs, residue, fault signatures, detection, and fault
isolation is presented in the appendix A.
In figure (1.23) it can be seen that the process and the model work in parallel.
When the process variables move away from the value of the model variables,
a residue is generated. After analyzing the residue, it can be determined if: a)
there is a fault and b) the magnitude of the fault.
Process
(System)
Model
(System)
Residuals 
generator
 Residues Evalution of 
residues
l i   
i
Detection 
of faults Analysis of 
faults
l i   
l
Threshold
Isolation of the fault
Magnitud of the fault
Time the fault occurs
Figure 1.23 Schematic of FDI process based on residuals analysis
Trave-Massuyes et al. [69] presented an interesting survey about the diagnosabil-
ity of faults based on a model applied to continuous systems (CS) and discrete
event systems (DES).
The methods to diagnose systems can be either a qualitative or quantitative
analysis of analytic constraint equation system models, which generate possible
candidates for fault diagnostics.
• Qualitative: derived from analytic analysis or equations that provide a
level of abstraction
• Quantitative: derived from a numeric analysis of the functions and equa-
tions that provide a level of numeric analysis
1.3.1.1 Detection and diagnosis of faults based on a quantitative anal-
ysis of PV arrays
This section presents various research projects that have used detection and di-
agnosis methods with model and threshold evaluation. Garoudja et al. [62] pre-
sented the electrical behaviour of PV array using single-diode PV cell modeling.
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An exponentially weighted moving average control chart is used to detect incip-
ient changes in a PV system. With this model, the specific differential residue
is quantified and it indicates an electrical fault signature. Similar to PV cells
modeling, Dhimish et al. [70] compared and analyzed the performance of mul-
tiple array configurations under partial shading and faulty PV conditions. Ali
et al. [71] presented a two-diode PV cell model that endeavored to detect prob-
lems in the interconnection of PV string under shadow conditions. Hosseinzadeh
et. al [6] proposed a scheme to detect shadow problems that impacted power
converter performances in a PV system. This method allowed the maximum
available solar power under shading conditions to be determined.
1.3.1.2 Detection and diagnosis of faults based on a quantitative anal-
ysis of power converters
Alavi et al. [42] presented a diagnosis algorithm applied to a DC-AC half-bridge
inverter in order to isolate switch faults. The circuit is modelled using a hybrid
bond graph generating residual data. An electrical fault signature matrix is
used to determine the minimum number of detectors to isolate faults. A mode
of detection algorithm is proposed to estimate switch states. By tracking the
switch modes, and based on the fault signature, we can find out if the switch is
in a failure mode.
Benyoussef et al. [44] discussed Fault Detection and Isolation (FDI) and Fault
Tolerant Control (FTC) applied to three phase inverter problems for PV system
application. The FDI approach is experimentally demonstrated on a nanogrid
prototype with a 380V DC bus. Poon et al.’s [43] study, presents the analysis,
design, and experimental validation of a model-based fault detection and identi-
fication method for switching power converters. They used a model-based state
estimator approach to detect any power component switch related anomaly.
1.3.2 Data-driven fault diagnosis
The method based on data most commonly known as "model-free” consists in
designing an algorithm that can to make connections and correlations between
cause and effects based on historical data. The feature and advantage of this
method is that parameters of the system under consideration may be unknown.
Chen et al. [72] presented a sequential fault detection in the PV array based
on a strategy called vector AutoRegressive (AR) model. This method is most
common statistical method. It has only been performed by simulation when
some parameters have been varied such as the irradiance sensor, the line-line,
and ground faults. In Zhao et al.’s [73] study, the machine learning method is
applied to detect faults based on measurements, such as PV array voltage, cur-
rent, irradiance, and temperature. The existing solutions usually use supervised
learning models, which are trained by numerous labeled data (known as fault
types). There are various drawbacks of this method including the labeled PV
data, which are difficult or expensive to obtain. Akram et al. used a health mon-
itoring method for PV systems based on a probabilistic neural network (PNN).
This method can, in real-time, detect and classify short-circuit and open-circuit
problems.
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1.3.3 Fault-tolerant control of PV systems
Fault-tolerant control is the way of describing a set of recent techniques that were
developed to increase plant availability and reduce the risk of safety hazards. Its
aim is to prevent simple faults developing into serious failures. Fault-tolerant
control merges several disciplines to achieve this goal, including on-line fault di-
agnosis, automatic condition assessment, and calculating remedial actions when
a fault is detected [74]. The control strategy can be separated into two types:
passive (i.e., robust) or active. A classification of the strategies according to the
method used is presented in Figure 1.24.
• Passive: The process consists in designing a "robust" control strategy that,
despite the system’s deviation, continues to function.
• Active: The process allows fault to be detected, isolated, and diagnosed,
and then a new control strategy is established according to the fault.
Figure 1.24 Schematic of the main methodologies to detect and diagnose faults
The expected value and the real obtained value of the power generated by PV
systems is significantly different. This difference is due to the variability of solar
radiation and / or disturbances and / or faults presented in the PV system.
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Three improvements could be made: firstly PV array performances, secondly
the reliability of the complete PV system, and, finally, the extraction of the
maximum power available from PV panels using major GMPPs. These systems
are vulnerable to faults that drastically hinder the efficiency, reliability, and
safety of the system [75].
A hybrid system is a dynamic system that exhibits both continuous and discrete
dynamic behavior. It is a system that can both flow (described by a differential
equation) and jump (described by a state machine). [76] presents a strategy to
detect, isolate, and identify fault in hybrid systems using BG.
1.4 Detecting and diagnosing faults
Hare et al. [5] reviewed different fault modes that occurred in elements on micro-
grids. Figure 1.25 presents a general synthesis of faults based on time, the type
and location, the dynamic, and the methods of diagnosis. Theses steps show the
work that was undertaken in this thesis to validate the objective, fault detection,
and diagnosis in PV systems. Faults can be present on one system by changing
the system parameters or structural changes; and there can be faults on the
actuator or sensor systems.
• The first step consists of detecting the cause of the fault, which can be
considered to be structural, parametric, or just a local problem (sensor
and actuator).
• The second step consists of classifying the fault depending on its critically
level. The most efficient fault diagnosis method will be chosen depending
on the type of fault and its critical level.
• The third step is classification according to the dynamics of the system in
which the failure is presented. Dynamics are described by discrete events or
by differential equations. For this reason, we apply a strategy that allows
hybrid faults to be detected.
• The fourth step will differ according to the chosen method and will be
based on a model.
• The fifth step is recognizing the four stages of fault diagnosis: detection,
isolation, identification, and estimation of the magnitude of failure.
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Step in faults diagnosis 
Fault detection Fault isolation Fault identification  and estimation 
Classification of faults diagnosis methods 
Based on Models Based on Inferences 
Classification of faults according to the dynamics of the system 
Continuous  dynamics systems Discrete events dynamic systems Hybrid dynamics 
Classification according to the type of faults 
Abrupt Progressive Incipient Intermittent 
Cause of systems faults 
Parametric faults Structural changes Sensor and actuator faults 
Figure 1.25 Causes, types, and classification according to dynamics, methods, and
diagnostic steps
Contributions of this thesis
The following are the ways in which this thesis provides a contribution:
• Models the detail of photovoltaic panels, which allows specific characteris-
tics of G, T, and shadows in a panel’s particular photovoltaic cells to be
analyzed.
• Models the multi-domain energy systems by using a bond graph energy
exchange description structure. This is the first work to describe different
sources of energy using a unified description structure.
• Analysis of shadows on photovoltaic panels and implementing image pro-
cessing techniques to detect shadows and estimate the magnitude of shaded
areas.
• Simulates photovoltaic systems, which allows input variables to be shared
with the G, T model, and shadows to be used to find out energy production
.
• Diagnosis of the faults of model-based photovoltaic systems. Diagnosis of
faults of photovoltaic systems based on data and signal analysis. Faults
such as shadows, hot-spots, and sensor faults diagnosed.
• Uses and applies an FPGA when diagnosing faults.
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1.5 Conclusion
This chapter has revised the general context of photovoltaics and provides all the
information needed to understand the operation of a photovoltaic system. This
thesis researches the production of electricity produced by photovoltaic systems
to supply energy to micro-grids that are either isolated or connected to others.
Previous work that has been undertaken by LAAS or in collaboration with the
Universidad de los Andes and LAAS provides a knowledge base in the field of
photovoltaics - specifically on the behavior of PV systems in both real conditions
and under fault conditions.
To understand the complexity of the fault detection system that is to be im-
plemented, it is important to remember that a photovoltaic system is composed
of several functions ranging from production elements (cells, panels, fields) to
elements of conversion (DC/DC or DC/AC converters associated with specific
algorithms called MPPT). These systems are designed to connect to a specific
load. If this is to be injected into the electricity network, it will eventually be
necessary to manage intermittency through the use of various types of storage.
Although mentioned in this chapter, this is not the subject of this thesis.
Previous work undertaken by the LAAS as well as internationally has shown that
the current adaptation stages have yields close to 100%. It could be concluded
that, in this regard, the system works well, and it would be difficult to better
this. However, more research is necessary if we want to use PV systems in urban
areas, or if we want the converters to be more robust and have a longer life,
or if we want to make the PV perform better. Also, it is important to know if
the PV plant works well. If it does not, it is important to know where the loss
of production is located, if these losses are temporary or permanent, and what
solutions are possible once the fault is identified.
This chapter has presented the main faults that can occur both in the cells and
in the converters. A review of previous work has been undertaken in the area of
fault-detection as well as of the methods to make diagnoses in the photovoltaic
system. This thesis is situated within this scientific context.
Chapter 2 focuses on modeling each function in the system. Thus, although
there are many ways of modeling PV fields, the modeling used in this chapter
builds on the work undertaken by Alonso Gutierrez Galeano. The goal is to be
precise in terms of the several defects related to shading that have an impact
on accelerated aging in certain cells. The modeling protocol chosen makes it
possible to perform multi-physic modeling of the BondGraph type.
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PV system modeling for fault diagnosis
Introduction
This chapter presents a modeling strategy for photovoltaic systems that have PV
arrays, MPPT, a dedicated converter, and an inverter that is connected to the
grid. It shows several strategies to model photovoltaic systems. These models
can be considered to be white, gray, or black boxes depending on the available
input information, the system, and the information that the user needs. The
PV plant model can be treated as a box that has several inputs (irradiation,
temperature, and wind speed, for example) and one output power. There are
two major types of modeling to represent this box and to estimate the power
output [1]:
• Parametric modeling conceives the PV system as a white box where each
subsystem, or component, can be modeled using a collection of parameters
and physical equations. Some of these equations are used to model the
performance of components and others are used to obtain the operation
conditions of the PV generator. The parametric approach is a multi-step
model that requires detailed characterization of the performance of the PV
plant’s significant components. It is necessary to understand the corre-
lation model that fits correctly to the site to be able to obtain the PV
generator’s operation conditions .
• Non-parametric modeling conceives the PV system to be a black box and
presumes no knowledge of the PV system’s internal characteristics and
processes. It estimates the PV system’s behavior using a historical time
series of inputs and outputs. The accuracy of a non parametric model
depends mainly on the quality of these data. However, this characteristic
is also its main disadvantage: the PV plant must have been operational for
some time so that relevant input/output information is available.
This chapter uses a white box description and parametric modeling. The conver-
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sion of PV energy is a physical process. The model describes the hybrid behavior
of the PV system (i.e continuous and discrete states). Each element that com-
poses the conventional PV system is modeled, which allows the emulation of
the complete system’s electrical behavior, particularly in failure conditions. We
modelled a high-granularity level of the PV system to reproduce the influence
of a small fault such as shadow effects or other mismatch effects on electrical
generation. This precise model helps us to understand and to diagnose a large
number of internal and external faults (and/or disturbances) that may occur in
the PV system. The model is oriented towards fault detection. Hybrid Bond-
Graph Graphical (HBG) representation was used to address the issue in this
thesis.
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Modeling PV systems using Hybrid Bond-Graph (HBG)
representation
This section presents the PV system model that endeavors to diagnose the fault
using HBG. Figure 2.1 represents each electrical component of a conventional PV
system connected to the grid. It is composed of a PV array, a DC-DC converter,
and a DC-AC inverter. Each converter obtains a specific control system, which
allows it to have a good electrical conversion process from a PV array until
it reaches the grid connection. The electrical generation depends strongly on
parameters such as irradiation, the temperature, and shadow.
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Figure 2.1 Simplified structure of a conventional PV system (Adapted from [2])
Figure 2.2 shows an HBG representation of the complete PV system that this
thesis developed. Four blocks were identified to be able to model PV systems
depending on input parameters. The first block involves modeling the PV array,
which can be affected during any changes in meteorological conditions. The
second block is the model of a specific control used to extract the Maximum
Power Point (MPP) of the PV array. This control is integrated into the DC-DC
converter, which represents the third model’s block. Finally, the fourth block
represents the model of the single-phase DC-AC inverter that is connected to
the grid.
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Figure 2.2 Modeling of complete PV system using HBG
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2.1 Modeling PV array
In recent years, there has been much literature devoted to modelling PV sources.
The three main purposes of this are:
• The model is used to reproduce the current-voltage characteristic (I-V
curve) at the generator terminals through a suitable electrical model. The
model could be a simple PV cell representation, sub-portions of it, or even
a large PV field made of series-connected modules forming strings that are
in turn connected in parallel. The following are tools used to obtain an I-V
curve: Matlab, PSPICE, PSIM, SCILAB [3]
• The model is used for energetic analyses of plant productivity, and models
are based on empirical or semi-empirical equations for long-term analysis
(over days or months). Tools such as PVSYST and SOLARGIS can be
used to estimate PV production. [4]
• The model also endeavors to detect fault. The high- granularity of the PV
array model allows its electrical behaviour to be seen when it is shady and
when there are other mismatch effects. This allows the fault behavior of
each cell to be defined independently, which is the objective of this thesis.
This section introduces the different parts of the development process of the PV
model using HBG and is shown in Figure 2.3 .
Iph
Scalable modelPV string, array 
PV cell
PV panel Id
Ipv
Vo
+
–
Rsh Rs
Mv1
Figure 2.3 Granularity of PV cell, string, and array (Adapted from [2])
2.1.1 Modeling the PV cell
The capability of a PV model to accurately reproduce the I–V curve of a PV
source does not depend exclusively on model complexity; it also depends on
the model’s parameter values, which are adapted to reproduce the behavior of
different PV cells, panels, and arrays.
The single-diode model is the one that is most widely used because of the small
number of circuit parameters that need to be identified. Figure 2.4 represents
the classic electrical structure of a PV cell.
Photo-current generated by a solar cell depends on the technological characteris-
tic of the cell and environmental conditions: a) the technological factors depend
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Iph Vo
Figure 2.4 Single diode model of solar cell
on the absorption spectrum and the spectral responsivity of the PV material
used and the construction of the cell, b) the environmental factors are associ-
ated with solar irradiation, ambient, and panel temperature. The general output
current from PV cell is
I = Iph − Io
[
e
Vc+IRs
Vt − 1
]
− Vc + IRs
Rsh
(2.1)
The photo-current Iph is the electric current that runs through a cell in function
of the irradiation that the PV cell receives as well as its temperature; this is
shown in Eq.(2.2).
Iph(t) = IphSTC
G(t)
GSTC
[1 + αI(Tc(t)− TcSTC )] (2.2)
where IphSTC is the photo-current in the short-circuit at the standard test condi-
tion (STC), G(t) is the global radiation that receives the PV array, GSTC is the
irradiance at STC (1000W/m2), αI is the attenuation coefficient of the current
due to the temperature given by the PV module manufacturer (%/℃), Tc is the
temperature of the PV cell (℃), and Tc,STC is the temperature on STC (25℃).
Generally, the ambient temperature is different from the temperature on the sur-
face of the photovoltaic cell. For this reason, in the literature, different equations
were used to model the effects of the temperature change in the output current
cell. [5] summarized the main temperature models in the literature. There are
two kinds of temperature models:
• The implicit model, which is based on knowledge of the thermal properties
of the module and their heat transfer mechanism. It considers an energy
balance in the cell.
• The explicit model based on the calculation of the operating temperature
of the cell using known parameters, as shown in Eq.(2.2).
The double-diode model has more accurate physical phenomena, especially at
low irradiance levels, but it requires a more through identification of the pa-
rameter values (Figure 2.5). The usefulness of the double-diode-based modeling
of crystalline cells is that it has an improved accuracy at both high and low
irradiance levels.
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Iph Vo
Figure 2.5 Double diode model of solar cell
Most of the models in the literature do not take into account the effect of the
reverse bias [6, 7]. A precise model was proposed by Bishop [8], as shown in
Figure 2.6, which incorporates the avalanche effect as a non-linear multiplier
factor that affects the shunt resistance current term, as shown in Eq(2.3):
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Rsh
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Vo
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I
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Figure 2.6 Electrical schematic of the cell, including the reverse bias
I = Iph − Io
[
e
Vc+I·Rs
Vt − 1
]
− Vc + I ·Rs
Rsh
[
1 + k
(
1− Vc + I ·Rs
Vbr
)−n]
(2.3)
Iph is the generated photo-current (A), Io is the reverse saturation current (A),
Rs is the series resistance (Ω), Rsh is the shunt resistances (Ω), Vbr is the break-
down voltage (V ), and k and n are constants. In reverse bias conditions, free
electrons inside the p-n material are able to gain enough energy to collide with
other atoms and to separate electrons [9]. After of each collision, the new free
electron can cause other collisions, which could lead to an avalanche breakdown
voltage condition.
Figure 2.7 shows the Hybrid Bondgraph Graphical (HBG) model of a PV cell. It
uses nine basic elements or building blocks that represent physical subsystems,
components, or phenomena in every energy domain. The elements are classi-
fied into three categories: the passive elements, the active elements, and the
elements at the junction. In addition to the detectors, these elements represent
phenomenon that connect the generalized variables.
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Figure 2.7 PV cell HBG model
where the source MSf is the new photo-current Iph taking into account the
attenuation factor δ, Rsh and Rs are parallel and series resistance, and Sf is the
physical behavior of the P-N junction of the diode. 0 is the parallel junction, and
1 is the serial junction. A brief description of the bond graph models can be seen
in the appendix. General research into the estimation of PV module parameters
is still being carried out. For example, the parameters of the model used to
obtain an I-V curve has been characterized in different studies and is shown
in Table 2.1. These parameters can be found thanks to fitting experimental
curves [10] and are presented as follows: Iph=8.6(A), Is=1.55e-5(A), a=1e-3(V),
Rs=9(mW), Rsh= 9(W), Vbr=-15(V), m=3.
Parameter model of the PV cell
Publication Rs(W) Rsh(W) Io(A) k m Vbr(v) a Voc(v) Icc (A)
[11] 0.027 512 - - 3 -17,69 0.268 0.62 8.6
[12] 0.009 9 0.0000155 0.001 3 -15 1.486 - 8.6
[13] 0.005 35 - 0.001 3.4 -30 - - 8.6
Table 2.1 Cell parameters of the PV cell used in the literature
The complete I-V curve is obtained thanks to the positive and negative variations
of the RL resistance that respond to the I= [0,∞] and V=[VOC , Vbr] conditions.
Figure 2.8 represents the variation process of RL to construct the complete I-V
curve.
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Figure 2.8 Complete I-V curve (a) and variation of the load resistance RL (pos-neg) (b)
The variation of the output resistance RL(W) allows the I-V curves to be ob-
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tained:
1. The current and voltage are positive in the first quadrant (X and Y axes)
and induce a positive resistance.
• Ra(W) represents infinite resistance.
• Rb(W) is the resistance for a maximum value of voltage V oc(V) and
a minimum value of current I(A).
• RMPP (W) is the resistance at maximum power point.
• Rc(W) is the resistance value for a maximum value of current I(A)
and a minimum value of voltage V oc(v).
2. The voltage is negative and the current is positive in the second quadrant
(X and Y axes), which induces a negative resistance.
• Rd(W) is the resistance of the avalanche effect.
Figure 2.9 shows the complete I-V curves of the PV cells in which the irradiation
and the resistance value vary from infinity to zero between points ppos and pneg.
Cosimulation was used to simulate different scenarios relating to irradiation,
temperature, and shade as well as to obtain the I-V curve. The explication of
the Cosimulation process is contained in Appendix(B).
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Figure 2.9 I-V curves of the PV cell under different irradiation conditions
2.1.2 Modeling the PV module
Extrapolating the characteristics of a simple photovoltaic cell to a parallel series
arrangement of cells is explained below. An approximate model for module level
to be obtained allows us to find out the electrical relationship for each cell that
is operating in homogeneous conditions. The assumption is that all the cells are
equal and subject to the same environmental conditions. They can be scaled
up or down by accounting for the number of the cells/panels that are connected
in series to form a string and taking into consideration the number of strings
connected in parallel. This is done by modeling a cell as a simple diode and
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/ or double diode. In these conditions, the voltages are multiplied by Ns =
number of the series-connected cells, and all the currents are multiplied by Np =
number of parallel-connected strings. Consequently, the series resistance Rs and
the parallel resistance Rsh increase by a factor Ns and are divided by a factor
Np [2].
Iph = Np × Iph,cell
Is = Np × Is,cell
η = ηcell
Vt = Ns × Vt,cell
Rs =
Ns
Np
×Rs,cell
Rsh =
Ns
Np
×Rh,cell
(2.4)
Eq. (2.4) does not provide a good approximation to obtain a detailed model
that detects failures. The following two possibilities for models can be used to
represent the PV module’s electrical behavior:
1. The first is the fit of the I-V curves thanks to the manufactures’ electrical
specifications and the practical data from each module.
2. The second is the series / parallel interconnection of the cell model devel-
oped in the subsection 2.1.1, which forms modules, arrays, or strings.
2.1.2.1 Model based on the electrical characteristics of a PV module
PV Panel manufacturers provide information about the electrical behavior of
the module under standard conditions. Table 2.2 resumes the main electrical
characteristics of two types of panel (Tenesol 2200 ).
Figure 2.10 (a) and Figure 2.10 (b) illustrate respectively, I-V curves and P-V
curves that were provided by the solar panel manufacturer for both modules.
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Figure 2.10 The I-V Curves of the two kinds of PV modules (Tenesol 2200: 240W and
250W) (a) and P-V curves (b)
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Electrical Characteristics Tenesol TE2200
Typical power (STC) Wc 240 250
Minimum power 235 245
Maximum power 245 255
Power class limit Wc -5/5
Power class limit % +-2,1 +-2
Voltage (MPPT) (V) 30,1 30,3
Current (MPPT) (A) 8,0 8,3
Voltage Voc (V) 37,0 37,3
Current Isc (A) 8,3 8,6
Influence of temperature
Temperature coefficient voltage (V) -129,0 mV/°C
Temperature coefficient current (A) +4,4 mA/°C
Temperature coefficient Power (W) -0,46%/°C
NOCT 45°C
Cellules
Size 156x156 mm
Disposition 60 cells / 6x 10
Type Monocrystalline Polycrystalline
Table 2.2 Electrical characteristics of PV module Tenesol 2200
Each point (x, y) of the graph was extracted using a computational tool that
provided great detail about the value of current versus voltage for each panel.
The table below shows the values of power P , current I, and voltage V for various
radiation values (Figure 2.11).
(a) (b)
Figure 2.11 Dependence values for solar radiation (a) and interpolation of irradiation G
in function of the voltage, current, and power of the PV module
This allows us to build three functions: a) solar irradiation versus power, b) solar
irradiation versus current, and c) solar irradiation versus voltage, which provides
information about the power, the current and the voltage. Figure 2.12(a) and
Figure 2.12(b) represent I-V curves and P-V curves, respectively, with different
solar radiation conditions.
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Figure 2.12 Extrapolation of I-V curves (a) and PV curves (b)
Obviously, I-V curves supplied by the manufacturer do not characterize the in-
dividual operation of each cell inside a larger structure such as a PV module, as
shown in Figure 2.10. Moreover, they do not allow the system’s real behavior
to be characterized in dusty conditions, when there is shade, when there are
non-uniform temperatures, as well as when there are other operation problems
in the PV system. For this reason, a highly-detailed model was developed and
used to diagnose system failures.
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2.1.2.2 Model based on the cell’s series/parallel interconnection
Figure 2.13 represents a HBG model of the PV module Tenesol 2200. The input
parameters are the panel temperature and the global irradiation receptor. The
three blocks represent twenty cells in series connected to a one bypass diode.
The panel has three bypass diodes.
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Figure 2.13 HBG model of PV module Tenesol 2200
where R corresponds to the bypass diode, C is the parasitic capacitance, MR
is the variable resistance (RL) that allows the I-V characteristics varying the
resistance value RL between [0,∞) to be obtained, as shown in Figure 2.14.
The variation of RL is represented by a green arrow that allows the voltage and
current points of the curve to be obtained.
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Figure 2.14 I-V curve of the PV module (a) and variation of the load resistance RL (b)
Figure 2.15 illustrates I-V curves of the HBG model under different homogeneous
irradiation during normal operation.
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Figure 2.15 I-V curves under various irradiation conditions
Figure 2.16 explains the model so the activation of a bypass diode can be con-
sidered. This was undertaken by varying the load resistance.
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Figure 2.16 I-V curves with the activation of the bypass diodes (shadow condition) (a)
and variation of the load resistance RL (b)
Figure 2.17 shows the simulation of I-V curves in HBG under different irradiation
conditions. If the string voltage exceeds the transmission voltage of the bypass
diode, it becomes active. Theoretically, the breakdown voltage is not reached.
In this simulation, there are one block of cells bypassed by the diode and the
two others blocks in normal operating. A point of inflection of the curve I (V)
occurs when one of the bypass diodes is activated.
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Figure 2.17 I-V curves with one activated diode bypass under various irradiation
conditions
PV arrays in shading conditions not only decrease the produced energy [14, 15]
but also increase the risk of structural failures with the apparition of localized
hot-spot despite the activation of bypass diodes [16]. A hot-spot refers to the
portion of the cell with a higher temperature increase. In the study of Kim
[17,18], it was shown that the hot-spot phenomena can lead to second breakdown
or cell encapsulant damage although the activation of bypass diodes.
Shadows can have different shapes and sizes affecting differently PV production
as shown in Figure 2.18.
(a) (b) (c) (d) (e)
Figure 2.18 Example of shadow size and shape affecting PV cell production
The next part consists in presenting the proposed model using shading param-
eters able to identify the shape and the size of the shadow thanks to an image
processing.
2.2 The proposed PV module using HBG
The proposed model in this thesis takes into account the electrical and thermal
behaviour of each cell of a PV module. The configuration of a cell interconnection
circuit suitable for powering a given application is obtained by calculating the
number of cells in series needed to generate a convenient voltage Vo(t), and the
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number of strings in parallel needed to produce sufficient current Io(t). Normally,
a PV panel is composed on a set of cells (e.g., 36, 60, 72), and a set of bypass-
diodes.
Figure 2.19 illustrates the proposed PV model using shadow parameters. The
model inputs represents the environmental variables such as solar irradiation,
temperature, matrix of shadow and the electrical parameters of PV cells.
Irradiation (t) 
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Figure 2.19 General schematic of the proposed PV module model
Due to the complex nature of the shading on PV modules, it is necessary to
analyze some parameters in order to obtain an accurate model. PV arrays can be
subjected to shading: either homogeneous or non-homogeneous. Homogeneous
shading refers to balanced but reduced irradiation over all PV panels while, non-
homogeneous shading is the uneven distribution of irradiation across the panels
in a PV array [19–37]. Non-homogeneous shading most often occurs due to the
following: 1) Shadow from tall buildings or trees, 2) Movement of clouds and 3)
Bird droppings. Figure 2.20 shows a general description of the model with the
shadow parameters.
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shadow patern 
(overlap and architectural integraton)
Turbidity factor=Dust, human-made 
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Figure 2.20 Complete description of shadows affecting the output current of the cell
2.2.1 Model of PV module using shadow parameters
Direct and indirect irradiation on all cells of a panel is not the same because
of buildings or trees shades, atmosphere fluctuation, the existence of clouds and
daily sun angle changes. The impact of the non-uniform irradiation in the pro-
duction of energy depends on several aspects as cell material, the magnitude
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of the area of shade, bypass diode placement, string configuration, etc. For
this reason, the PV module can have different values of Iph for each cell. The
global irradiance on Earth consists of the direct irradiance, diffuse irradiance,
and reflected irradiance (2.5).
GT = GD +Gd +Gr (2.5)
where GT is the global irradiation, GD the direct radiation, Gd the diffuse radi-
ation and Gr the reflected radiation.
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Figure 2.21 Photo-current of a cell as a linear combination of direct and indirect
irradiation
Eq 2.6 describes the behavior of conversion of light on electrical energy:
Iph =
GT · IphT i
GSTC
(2.6)
Eq 2.7 is divided in two terms. Term 1 of the equation is the direct solar radiation
that arrives to the PV cell. Term 2 of the equation is the non-direct radiation
that receives the cell.
Iph = (GD · (1− as
aT︸ ︷︷ ︸
1
) +Gd · as
aT︸ ︷︷ ︸
2
) · IphT i
GSTC
Iph =
GD · IphT i
GSTC
· (1− as
aT︸ ︷︷ ︸
1
) + Gd · IphT i
GSTC
· as
aT︸ ︷︷ ︸
2
(2.7)
where GSTC= 1000 W/m2, aT=area total of the cell, and as= shadow area of
the cell. Eq.(2.8) shows two attenuation factors δ1 representing the unshaded
part and δ2 the shaded part.
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δ1 =
GD
GSTC
· (1− as
aT
)
δ2 =
Gd
GSTC
· as
aT
(2.8)
The effective input current produced by the cell, is showed in Eq.(2.9) in function
of these factors. The current produced by the cell, is mainly produced by the
irradiation (Eq. 2.6). A mathematical expression to model the partial shading
at the level of the PV cell is described in Eq.(2.9):
Iph = (δ1 + δ2) · IphT i
Iph = δT · IphT i
(2.9)
i.e., δT is an attenuation factor (e.g., one without shadow) (0 ≤ δ ≤ 1), IphT i
is the input nominal current of each cell, and Iph is the effective input current.
PV cells can have different value of δ and these modifications allow to build a
shadow matrixMδ(t) (Eq. (2.10)). The elements ofMδ(t) represent the number
of cells of module.
Mδ(t) =

δ11 δ12 δ13 δ14 δ15 δ16 δ17 δ18 δ19 δ110
δ21 δ22 δ23 δ24 δ25 δ26 δ27 δ28 δ29 δ210
δ31 δ32 δ33 δ34 δ35 δ36 δ37 δ38 δ39 δ310
δ41 δ42 δ43 δ44 δ45 δ46 δ47 δ48 δ49 δ410
δ51 δ52 δ53 δ54 δ55 δ56 δ57 δ58 δ59 δ510
δ61 δ62 δ63 δ64 δ65 δ66 δ67 δ68 δ69 δ610

(2.10)
The proposed model uses the energy flows that convert sunlight into electrical
energy. PV cell modeling can be done with different levels of accuracy, depending
of the purpose of the user. Eq.(2.3) gives no accurate information about the ef-
fects of inherent variations on the cell performance (influenced by the uniformity
of cell fabrication processes) and on the array performance. In order to describe
each electrical behaviour of each PV cell of a PV module, the photo-current term
Iph is replaced by the relation shown in Eq.(2.9)
I = δ·IphT i−Io
[
e
Vc+I·Rs
Vt − 1
]
−Vc + I ·Rs
Rsh
[
1 + k
(
1− Vc + I ·Rs
Vbr
)−n]
(2.11)
Eq (2.11) describes the behaviour of the interconnection circuit of each PV cell
under abnormal, but common, operating conditions, e.g. partial shadowing of
the array by nearby structures at any times of the day. A complete description
of the effects of electrical mismatches in real interconnection circuits requires the
determination of cell operating currents and voltages. Direct measurements of
the operating points of PV cells are not possible because of their encapsulation
in the panel.
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The normal electrical behaviour of PV modules can be drastically affected by
the nature of the shadow. Another factor that can influence the shape of the
I-V curve is the activation (or not) of the bypass diodes. Diodes must enter in
conduction when even only one cell is in shadow. The conditions of the activation
of the bypass diode are presented in the follow equation Eq (2.12) :
VGk =
 Vdiode if n <
Vshadowed−Vbypass
Vnon−shadowed + 1∑n
i=1 Vcelli if n ≥ Vshadowed−VbypassVnon−shadowed + 1
(2.12)
IGk = IC1 = IC2 = IC3 = ... = ICn (2.13)
where VGk is a string of series cells connected to one bypass diode, Vshadowed, the
cell voltage in shadow, Vbypass the forward voltage when the bypass diode turns
ON and Vnonshadowed the forward voltage for each cell under normal operating.
Vmodule = VG1 + VG2 + VG3 + ...+ VGk
Imodule = IG1 = IG2 = IG3 = ... = IGk
(2.14)
The next section explains image processing, which allows the shape and the area
of the shadow affecting PV module to be known.
2.2.2 Image processing: shadows
The methodology for shadow detection and shadow magnitude estimation is
explained in this sub-section. The experimental setup to process images was
performed using the ADREAM platform. The I-V characteristics were measured
using a) Curve tracer (EKO MP160), b) a PV selector (EKO 510), c) acquisition
software, d) a weather station, and e) a thermal camera (FLIR i-60). Two PV
modules (TE2200) were used: one as a reference during normal operation and
the other to perform shading tests, as shown in Figure 2.22.
PV Pan
el
Chimneyi
Tripodir
Camerar
Shadow
Figure 2.22 Experimentation process to obtain the shaded area of the PV module
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A Huawei VNS-L31 digital camera (primary camera 13 MP (f/2.0, 1/3", 1.12μm)
with auto-focus) was used to capture the image of the PV module in shadow. The
camera was placed on a tripod to record the shade that affects the panel from
a fixed position. The second step was to treat the image using the superpixel
method, which allowed the area in shadow as to be calculated. Estimating
the magnitude of the shadow was performed using Matlab2017a. The complete
image processing depended on various conditions being satisfied:
1. The panel was in vertical position.
2. The image was cropped to the width and height of the panel.
3. The shadow was detected using the superpixel algorithm.
4. The image segmentation toolbox was used to isolate the shadow, food fill,
and active contours.
5. The toolbox image region analyzer was used to estimate the magnitude of
the shadow.
Figure 2.23 and Figure 2.24 show four shadow processing pictures to obtain the
area in shadow and the attenuation factor. The effective area of the cell is smaller
since the cell is not a square but an octagon. The octagon is divided into four
regions representing cells C5.9, C5.10, C6.9, C6,10. Firstly, it is necessary to
quantify the complete area of each selected PV cell. Table 2.3 shows the result
of the segmentation of the whole panel so the area of each selected PV cell can be
determined. Each result value is represented in pixel numbers. The second step
involves isolating and quantifying the shadow of the selected region in the PV
module. Table 2.4 presents the result of the segmentation of the shadow for each
PV cell. The shadow (as a percentage of the total area) (as) can be deducted
by dividing the quantification of the shadow of each cell by the quantification of
the total area of each cell. Finally, the attenuation factor (δ) is calculated using
Eq.(2.9) that includes the shading factor. Table 2.5 summarizes the results of
each affected shadow zone to determine the attenuation factor.
(a) (b)
Figure 2.23 Cropped image (a) and superpixel process (b)
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Figure 2.24 Image segmentation of the whole panel (a) and analysis of the shadow area
(b)
Cell Section cell Area Subtotal Total Area
5,9
a 67362
132189
525963
b 19261
c,d 45566
5,10
a 66607
129406b 44272
c,d 18527
6,9
a 19454
131160b 45944c 45783
d 19979
6,10
a 22183
133208b 45078c 45226
d 20721
Table 2.3 Quantification of the area of each selected PV Cell
Cell Section cell Area Subtotal Total Area
5,9 c 8634 22761
164062
d 14127
5,10 c 17727 29724d 11997
6,9
a 7696
37316b 15387c 14233
d 6147
6,10
a 11576
74261b 25462c 25175
d 12048
Table 2.4 Quantification of the shadow of each affected PV cell area
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Cell Cell Area Shadow Area as (%) δ (%)
5,9 132189 22761 17.21 82.78
5,10 129406 29724 22.97 77.03
6,9 131160 37316 28.45 71.55
6,10 133208 74261 55.75 44.25
Table 2.5 Percentage of the shadow area and attenuation factor calculation
Cell 6.10 has a shadow area that is bigger than the other areas and a smaller
attenuation factor. The next sub-section involves validating the proposed solar
PV model with various cases of complex shading experimentation.
2.2.3 Validation of the PV Model and processing images
2.2.3.1 Case 1: Validation of the HBG model when operating nor-
mally
For this validation, I-V curve measurements of the reference panel are compared
with the model. The test was performed on January 25th, 2018 at 10.40am with
a global irradiation of 624W/m2 and a cell temperature of 25℃. In this case,
δ2 = 0 since no shadows are visible on PV module. The attenuation factor δ
only corresponds to the global radiation that the PV module receives. Each PV
cell has the same shadow area. Eq.(2.15) lists the shadow matrix result of the
HBG model when operating normally.
δ(t) =

1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0

(2.15)
Figure 2.25 shows the comparison between the experimental I-V curve when
operating normally and the model’s I-V curve.
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Figure 2.25 Comparison of the I-V curve measurement with the model during normal
operation
The Mean Square Error (MSE) result is used to assess modeling accuracy based
on the shading ratio. The MSE value shows the model accuracy for the experi-
mental and simulated I-V curves that are depicted in Fig. 2.25.
MSE = 1
N
N∑
i=1
(ei)2 (2.16)
where ei is the ith error between the modeled value and the measured value, and
N is the amount of analyzed data. For this case, N = 872.
The MSE has a 1.6% accuracy. The next case involves performing a uniform
shadow case with various shaded PV cells.
2.2.3.2 Case 2: Validation under a uniform shadow
An uniform shading test was performed on a PV module to see the electrical
behavior when each PV cell in a string receives the same irradiation. Some
sheets of paper were placed in front of the PV module on March 22nd, 2018 at
12.16pm with an irradiation of 759W/m2 and a cell temperature of 31.2℃,: as
shown in Figure 2.26. In this case, Gd + Gr = 0 since the paper completely
covers the cells. The shaded area as = 0.5: i.e only half the cell is covered by all
the string of 20 PV cells. The attenuation factor δ is calculated and presented
in the shadow matrix in Eq. (2.17).
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Figure 2.26 Test for shadow on module Tenesol 2200 with shadows on March, 22nd, 2018
δ(t) =

0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1

(2.17)
Figure 2.27 shows the comparison of the I-V curve in normal operating conditions
and the I-V curve under complex shading with the I-V curves of the model. The
MSE of this comparison is of 3%.
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Figure 2.27 Comparison of the measurement of I-V curves with the model during normal
operation and under shading conditions
2.2.3.3 Case 3: Validation under complex shading conditions
Partially shading drastically affects PV performance because of the apparition of
hot-spot. This phenomena is represented by a portion of the I-V curve that has
a more pronounced slope on I-V curves [22]. For this case, two sheets of paper
were placed on a PV module with the first having a shadow area of as = 0.5 and
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the second a shadow area of as = 0.23, as shown in Figure 2.28. The tests were
performed on February 9th, 2018 at 12.06pm; there was a 387.80W/m2 solar
irradiation and a cell temperature 19℃.
Figure 2.28 Test for shadow on a module Tenesol 2200 with shadows on February 9th,
2018
In function of the shadow position and its area, the attenuation factor δ is cal-
culated and presented in the shadow matrix in Eq. (2.18)
δ(t) =

0.5 1 1 1 1 1 1 1 1 1
1 1 1 1.0 1.0 1.0 1.0 1.0 1.0 1.0
0.77 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0

(2.18)
Figure 2.29 shows the I-V curve during normal operation and the comparison
between the I-V curves during the experimental test under complex shading and
the I-V model. In this case, the MSE is equal to 3%. The MSE is higher than in
the others cases because of the complexity of the shading that is visible on the
PV module. However, the value remains acceptable for the rest of the study for
DC power losses to be evaluated because of the shadow area and the attenuation
factor.
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Figure 2.29 Comparison of the measurement of I-V curves with the model in normal
operating conditions and under shading conditions
2.2.4 Non-uniform shading conditions during the day
2.2.4.1 Case 1
A chimney was placed in front of the PV module on February 27th, 2018, as
shown in Figure 2.30. A mobile shadow was visible during the whole measure-
ment day; it was a large shadow that affected the three blocks of twenty cells for
the day. The size of the shadow changes progressively: it was narrower in the
morning and wider in the afternoon.
16:00h15:47h15:30h15:06h
14:47h14:32h14:18h14:00h
13:46h13:01h12:31h11:59h
Figure 2.30 PV module affected by a mobile shadow on February, 27th, 2018
Photography was used during this test to show the matrix of the attenuation
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factor. At 2.00pm, the cell temperature was T= 30.3℃ and the irradiation was
G=832.63W/m2. The shadow matrix is shown in Eq. (2.19). The cell C.15
is the most affected by the shadow of the matrix, which affects the electrical
generation of the PV module that has an attenuation factor δ of 0.01.
δ(t) =

1 1 1 1 0.02 1 1 1 1 1
1 1 1 1 0.07 1 1 1 1 1
1 1 1 1 0.01 0.93 1 1 1 1
1 1 1 1 0.10 0.93 1 1 1 1
1 1 1 1 0.04 0.91 1 1 1 1
1 1 1 1 0.10 0.90 1 1 1 1

(2.19)
Figure 2.31 represents two kinds of I-V curve comparison: the first is in shadow
and the second is not. This test is a particular case that shows a shadow crossing
the whole module. The error between the model and the measured value is 42%
for the shadow case. The error between the measurement and the model is more
important because of the accuracy of the I-V curve system measurement at low
power.
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Figure 2.31 Comparison of the I-V curve model with experimental I-V curves on February
27th, 2018, at 2.00pm
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2.2.4.2 Case 2
A chimney was placed in front of the PV module on March 8th, 2018. During
the day, the mobile shadow partially affected some small-sized cells, as shown in
Figure 2.32.
Figure 2.32 PV module affected by a mobile shadow on March 8th, 2018
At 1.26pm, the cell temperature was T= 30.2℃ and the irradiation wasG=707.89W/m2.
Eq. (2.20) shows the shadow matrix. Cell C.610 is more affected by the shadow
matrix that affects the electrical generation of the PV module and has an atten-
uation factor δ of 0.44.
δ(t) =

1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 0.82 0.77
1 1 1 1 1 1 1 1 0.77 0.44

(2.20)
Figure 2.33 shows the comparison of the model with the experimental test. There
were two types of comparison: the curves that had shadow and the curves that
did not. The MSE of the comparison of the curves in shading conditions is
0.27%.
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Figure 2.33 Comparison of the I-V curve model with experimental I-V curves on March
8th, 2018
2.3 Global Maximum Power Point Tracking under shading
conditions
As described in Chapter 1, the Maximum Power Point Tracking (MPPT) is an
algorithm implemented in main DC-DC converters to track PV array maximum
power. Under shading conditions, the multiple Maximum Power Point (MPP) is
visible on the module’s P-V curves. The conventional MPPT algorithm detects
a maximum power point, but it does not ensure that it is the photovoltaic array
maximum. Therefore, it is necessary to develop a Global Maximum Power Point
Tracking (GMPPT) algorithm that can extract the PV array’s Global Maximum
Power Point (GMPP) under shading conditions and with the bypass diodes being
activated.
The relative merits of different MPPT algorithms are discussed in [21]. The
author says that it is very difficult to draw conclusions as to which method is
better. This comparison depends upon the application, convergence time, the
accuracy and reliability required of the algorithm, and finally upon the hardware
and money available. For example, in [19, 23], a Global Maximum Power Point
Tracking (GMPPT) algorithm was developed to extract the MPP from the PV
array under partial shading conditions. In agreement with [21], we also believe
that it is necessary to develop a model-based GMPP algorithm as well as an
accurate mathematical model under complex shading condition that allows the
maximum power of a partially shaded PV array to be tracked. Its properties can
easily be used for complex systems such as multi-scale and multi-energy systems
(i.e, electrical, mechanical, thermal, etc). A GMPPT algorithm was developed
using the PV model proposed in the previous sub-section.
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2.3.1 A GMPPT algorithm based on the model
The proposed algorithm is based on the precise modeling of the cell, panel, and
bypass diodes. A PV model in shadow conditions was presented in the previous
section.
The MPPT algorithm developed can be divided in two parts:
• The first part is the PV model with a shadow algorithm, which is based
on the evaluation of the equations that describe the system’s electrical be-
havior with current steps. The panel model produces 61 non-linear equa-
tions (NLE). It is necessary to carry out a variation of the load resistance
(RL) from an initial value RL=∞W to RL=0 W to obtain the I-V curve.
It is impossible to find an analytic response for the set of NLE. There-
fore, it was necessary to find a solution using numerical methods. We
used a method named backward differentiation formula (BDF) to address
the above issue. This method approximates the function derivative us-
ing information from computation times. A BDF was used to solve the
initial value problem y′ = f(t, y), y(t0) = y0 and to solve the I-V curve∑s
n=0 akyn+k = hβf(tn+s, yn+s), where h is the step size, tn is to+ nh.
• The second part of the GMPPT algorithm compares the P (tn) with P (tn−1)
values from the P (t) = P (0), P (1)...P (n). If P (tn)>P (tn−1) sequence at
instant tn, which is a new GMPP point .
Figure 2.34 a) is a system’s I-V curve that has three shadows. Figure (2.34
b) is the P-V curve of the system with three power maxima. There are two
local maxima (LMPP), but only one is a global maximum (GMPP). Given the
exponent behavior of the current with respect to the voltage and the behavior
of the system under shadow conditions, the algorithms found in the literature
present convergence or calculation time problems, which this algorithm aims to
help solve with its proposal. In figure 2.34 c) the pink line is a curve P-t that
shows the evolution of the power over time. The blue line shows the evolution
of the MPPT algorithm. The algorithm varies the value of RL and finds a
first LMPP point, continues with the variation of RL, and finds a second point
where the power is the highest in the whole system. Figure 2.34 d) shows the
evolution of the algorithm, and the Dirac delta function shows the points where
the maximum power system is located.
The experimentation and validation tests were performed on February 9th, 2018
with the same shadow pattern as the one shown in 2.28. Figure 2.34 shows an
example of the results obtained to detect the GMPPT on I-V curves (Vgmpp =
21.28V, Igmpp = 5.61A).
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Figure 2.34 a) I-V curve, b) P-V curve, c) Evolution of the MPPT algorithm, d)
Detection of GMPP
The next sub-section presents the evolution of the GMPP during one day of
campaign measurements under complex shading conditions.
2.3.2 How the GMPPT algorithm evolves in shadow conditions
during one production day
This part presents the evolution of the proposed GMPPT algorithm based on
time. Figure 2.35 shows the comparison of the model’s GMPPT with the
GMPPT measurements. This comparison will permit a fault detection method
to be constructed for the GMPPT. A PV generator (maximum six panels) is con-
nected to an EKO MP160 curve plotter. This curve plotter provides information
on current, voltage, power, and maximum power point every minute.
Curve tracer Cosimulation 
MPPT MPPT 
+ - 
ERROR 
P 
v 
P 
v 
REAL SYSTEM MODEL 
Figure 2.35 Comparison of the GMPPT model with the measurements
One experiment with the PV module was performed in order to show the evolu-
tion of the GMPP throughout the whole day.
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2.3.2.1 Case 1: Uniform shadow on the PV module
The experimentation was the same as that shown in Figure 2.26. A PV output
power campaign measurement was taken on March 23rd, 2018.
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Figure 2.36 Validation of GMPPT without calibration of parameters
Figure 2.36 shows the comparison of the output PV power model with the mea-
surements based on time. An important difference between both curves exists
under shading conditions. It is important to propose a method that detects
defects in the GMPP in order to optimize the PV production.
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2.4 DC-DC Converter
2.4.1 DC-DC converter sizing
A boost converter is a DC-DC power converter that steps up voltage (while
stepping down current) from its input (supply) to its output (load). Figure 2.37
shows the general electrical schematic of a boost converter.
Figure 2.37 Electrical structure of the boost converter
L
diL
dt
= Vi − u · Vc −RL · iL
C
dVc
dt
= u · iL − Vc
R
(2.21)
The DC-DC boost converter comprises an inductor (L), a diode (D), an input
capacitor (Ci), an output capacitor (C) a load resistor (R), and the control switch
(u). These components are connected in such a way that the input voltage source
(VMPP ) was stepped up at the output voltage (Vout). The relationship between
these voltages depends on the duty cycle of control switch D (i.e. the ON time
of the switch), and is shown in the following equation (Eq(2.22)):
Vout
Vin
= 11−D (2.22)
The value for the load resistance R was selected in such a way that the optimum
resistance (Rmax ≡ Vmax/Pmax) corresponded to a duty cycle of Dmin = 0.5
when operating at reference conditions (T = 291 K and G = 1000 W/m2). The
equation for this calculation is:
V 2mpp
Rmpp
=
(Vmpp1−D )2
R
(2.23)
R = Rmpp
(1−D)2 (2.24)
According to this equation, the connection between the panel and the external
load can be optimized by adjusting the duty cycle (between Dmin and Dmax)
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so that the module always operates at maximum power conditions. The input
capacitance, the inductance, and the output capacitance were designed based on
the following equations [38]:
Cin ≥ Dmin8 · f2 · L · 0.01 (2.25)
L ≥ Vout · (1−Dmin) ·Dmin
f ·∆IPSC (2.26)
Cout ≥ Dmin · Vout
f ·∆Vout ·Ro (2.27)
Additional design requirements were:
• The commutation frequency: f = 100 kHz
• Current Ripple Factor (CRF) [39]: ∆IPSCIout = 30%
• Output Voltage Ripple Factor (OVRF) [39]: ∆VoVo = 5%
• Variation of the input voltage: Vmpp = 28.595V − 31.605V
• Output voltage: Vout = 60.2V
Thus, the chosen values for the boost converter parameters were: Cin = 1.246µF,
L = 501.55µH, Cout = 161.33nF, R0 = 310.95 Ω. The ripple current was
∆Impp = 4.8A and the ripple voltage ∆Vout = 3.010 V. Finally, the duty cy-
cle ranged from Dmin = 0.5 to Dmax = 0.89
The section part involves simulating the boost-converter by using HBG.
2.4.2 Modeling the boost-converter using HBG
Figure 2.38 presents the HBG model of the boost converter.
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Figure 2.38 HBG Model of a boost Converter
where Se is the voltage source, L the inductance, RL the coal resistance, Ci the
input capacitance, MR the combination of transistor and diode, C the output
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capacitance, Rc the capacitor resistance, and R the load resistance. De is a
voltage sensor and Df a current sensor.
Figure 2.39 shows a simplification of the boost converter model. In which MR
elements were replaced by an ideal Modulated transformer (MTF ). This model
represents a continuous power relation between efforts and flows of ports 3 and
5. The MTF ratio transform can be set to a certain value, which is given by a
control signal: "1" or "0".
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Figure 2.39 Simplified HBG model of the boost converter
Figure 2.40 shows a simulation of the boost converter with the blue line (the
input voltage) and the red line (the output voltage).
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Figure 2.40 Input voltage and output voltage of the boost converter
The output voltage information provided by the EKO160 curve plotter is mea-
sured in real time using the monitoring system implemented in this thesis, which
will be presented in the next chapter. It allows us to control the boost con-
verter by modifying the duty cycle. We propose an MPPT algorithm that works
correctly despite shadow conditions.
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2.5 DC-AC Inverter
An inverter is an electronic device that changes Direct Current (DC) to Alter-
nating Current (AC). This section presents three types of inverter model:
1. The isolated single-phase inverter, which is not synchronized with the grid
or any external reference.
2. The connected single-phase inverter, which is synchronized with the grid
depending on the grid voltage amplitude and frequency.
3. The bi-directional boost-inverter
2.5.1 Modeling the isolated inverter using HBG
Figure 2.41 (a) shows the electrical schematic of a single-phase isolated inverter
and Figure 2.41(b) shows its HBG model. Switches S1, S2, S3, and S4 were
represented as R in the HBG model. The ON position of the switch is represented
by R in orange, and the OFF by R in green.
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Figure 2.41 Schematic of a single-phase inverter (a) and its HBG model (b)
The switches of each leg operate complementary. The high-side switch is off
when the low-side switch is on, and the high-side switch is on when the low-side
switch is off:
• S1 and S4 are ON while S2 and S3 are OFF, vo = V s
• S1 and S4 are OFF while S2 and S3 are ON, vo = −V s
Figure 2.42 presents a simplified model replacing the switches S1 and S4 with
MTF and switches S2 and S3 with MTF1.
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Figure 2.42 Simplified model of an isolated single-phase inverter
Figure 2.43 presents the output voltage of a single-phase inverter
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2.5.2 Modeling a single-phase inverter connected to the grid
Figure (2.44) presents a single-phase inverter with a configuration that is to be
connected to the electrical grid. [40]. The DC-AC inverter is connected to an
AC grid, with which it works synchronously in both amplitude and frequency.
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Figure 2.44 Inverter DC-AC (a) Electrical diagram (b) BG model
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Converter circuit structures use bipolar commutation. Similarly to the isolated
single-phase inverter, each leg operates in a complementary way:
• S1 and S4 are ON while S2 and S3 are OFF. vL = vc − vg, ic = idc − iin,
iin = iL.
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• S1 and S4 are OFF while S2 and S3 are ON. vL = −vc − vg, ic = idc − iin,
iin = −iL.
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By definition, the control variable u is u= 1 when S1 and S4 are on, and u= -1
when S2 and S3 are off, as represented in Eq.(2.28):
L
diL
dt
= −vg + vcu
C
dvc
dt
= idc − iLu = P
vc
− iLu
(2.28)
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2.5.3 Modeling a bidirectional boost-inverter
The Boost inverter is a power electronic converter that is part of a family of
inverters formed by two DC/DC converters that have differential output volt-
ages. The Boost inverter is a transformerless power converter which provides
a boosting AC output voltage from two individual bidirectional DC-DC Boost
converters.
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Figure 2.46 Explication of Boost inverter
The inverter output is a floating voltage given by the difference in output between
both boosts. The voltage for the boost is shown in Eq(2.29).
Vo = VDC1 − VDC2 = D1 −D2(1−D1)(1−D2 ) (2.29)
where D1 and D2 are the boost duty-cycles.
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Sinusoidal modulation
[41] shows a common technique to achieve a floating sinusoidal output voltage in
a step-up inverter, which is to control each converter-leg to generate a sinusoidal
waveform with a DC component. However, it uses a 180◦ degree phase-shift, as
depicted in Fig.(2.46).
V1(t) = Vdc +
Am
2 Vin sin(w · t)
V2(t) = Vdc − Am2 Vin sin(w · t)
V0 = V1 − V2
V0 = AmVin sin(w · t)
(2.30)
2.5.3.1 Connected to the grid
Fig.(2.47) presents a boost inverter connected to grid. For control purposes, a
binary signal U(t) = {0, 1} indicates each topology. Assuming bipolar modula-
tion, switches S2 and S3 are driven by the control signal U(t), whereas S1 and
S4 are activated by the complementary signal 1− U(t) [42].
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Figure 2.47 Boost inverter bidirectional (a) diagram (b) model
The state matrix for both topologies and the input vector are shown in Eq.(2.31)

˙iL1
˙iL2
˙vc1
˙vc2
˙iL3
 =

0 0 u−1L1 0 0
0 0 0 −uL2 01−u
C1
0 0 0 −1C1
u
C2
0 0 0 1C2
0 0 1L3
−1
L3
−r
L3
 ·

iL1
iL2
vc1
vc1
iL3
+

Vm
L1
Vm
L2
0
0
−Voc
L3
 (2.31)
where u(t) = {0, 1}
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Converter Parameter Value
L1 , L2 47 µH
C1,C2 10 µF
RL1, RL2 0.003W
Rc1, Rc2 0.05W
Ron 35mW
RL 100W
Table 2.6 Parameters of boost inverter
Figure 2.48 shows the model and the control implemented to the boost inverter
using matlab software.
Figure 2.48 Model boost inverter using matlab
Figure (2.49) shows the output voltage simulation of the inverter boost and grid
voltage. This simulation also shows how the output voltage is in phase with the
electrical network.
Figure 2.49 Simulation of boost inverter Vref=Vo
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2.5.4 Modeling the entire network
The objective of this chapter was to obtain a model that diagnosed faults. The
model developed in the previous sections works together as a whole see Fig(2.50),
and it will be used in the next chapter.
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Figure 2.50 PV system modeling using HBG
To provide an example, the voltage outputs for each stage of the photovoltaic
conversion system are presented for each moment of time and have a given radi-
ation and temperature of inputs.
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2.6 Conclusion
Detailed modeling of a complete PV system connected to the grid was performed
in this chapter. Modeling each element that composes a PV system allowed the
electrical behaviour under normal operation and when failing to be characterized.
Shading is an external problem that has a serious impact on PV production. The
first part of the chapter presented a model able to take into account the effect
of complex shading on the I-V curves. The shadow area was deducted thanks
to PV module image processing using a superpixel algorithm. Moreover the
combination of direct and indirect radiation permitted the attenuation factor
to be obtained, which led to a decrease in electrical generation under complex
shading conditions. The model was validated using experimental tests that were
conducted on specific days. The second part of the chapter developed a strategy
to track the global maximum power point under complex shading conditions in
order for the system to present better behavior under these conditions. A model
was developed and simulated to show the importance of having an new control
strategy for DC-DC converters. The last part of the chapter addressed the DC-
AC converter. Three kinds of inverter were studied and simulated using HBG.
Finally, the modeling of the whole PV system was carried out. This work will
allow fault diagnosis methods to be developed based on models and data.
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3
Diagnosis and FTC on PV systems
Introduction
This chapter presents the work undertaken as part of this PhD to develop a real-
time tool able to detect defaults, classify them, and choose solutions to remove
photovoltaic systems in quasi-normal and optimal working points. The FDD
strategies or methods proposed in the literature can be classified into data-driven
based model methods, qualitative, or quantitative model-based methods [1]. In
all the studies presented in this chapter, we use the real-time dynamic behavior
of a system that can be described using a precise model.
• A data-driven based model is a methodology that extracts fault charac-
teristics from historical data. It needs large amounts of data in order to
diagnose the state of the process. The feature extraction of a process (in
either a fault or normal state) can be either qualitative or quantitative.
• Model-based fault detection methods make use of a precise-system model
to compare the behavior of the model with the measurements of the real
system.
– Qualitative methods based on models analyze the cause and effect
relationships in a system and their relations with the system’s mal-
functions. This relation is qualitative and links them with deviations
in the measurements.
– Quantitative methods based on models describe the system’s dynamic
behavior, which is generally due to physical principles; also, it estab-
lishes mathematical relations between the system’s inputs and outputs
.
This chapter presents the strategies used to detect fault in PV systems and the
application of one strategy that tolerates shadows over PV Panels.
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The first part of this chapter presents a set of fault diagnosis strategies to detect
any anomaly that may occur inside or around the complete structure of a PV
system connected into the grid. This paper proposes two diagnostic strategies:
• Diagnosis of PV panel that is able to detect the main faults on the DC side
linked to a) shadows, b) hot-spotting, c) MPPT, and d) aging.
• Diagnosis of converters that is able to detect the faults on the AC side,
which may occur on elements of the converter devices such as switches,
inductors, capacitors, and resistances. Direct comparisons between con-
verters and inverters, as well as their respective model, are needed.
.
The second part of the chapter includes a set of control strategies for the converter
and inverter, when a fault has been diagnosed in the photovoltaic panel. The
aim of this section is to be able to make a decision after a detected default; for
example, isolating the part of the system with the failure so that it can continue
to have a new operating mode, even if there is a component or function fault
and it is simultaneously necessary to ensure safety (i.e., FTC). The fault tolerant
control applied to photovoltaic systems is composed of three layers (measurement
of variables; detection, isolation, and fault diagnosis; and the strengths of fault
tolerant control), which will be discussed in section 3.2.
Diagnosis and FTC on PV systems 85
3.1 Fault detection strategies for PV systems
Fault Detection and Diagnosis (FDD) corresponds to a type of control able to
identify anomalies in the performance of the pieces of equipment or sources.
More recent advancements in FDD use, as part of complex algorithms, tools
that translate the anomalies into real-world faults. They also deliver detailed
notifications on the probable origin of the default and solutions of how to resolve
the problem and to return to normality [2, 3]. FDD means different successive
functions, such as to Detect, Locate, and Identify the type of fault when a fault
occurs in the system, as described in figure (3.1). It is also interesting to add
other functions to quantify the magnitude of the fault. A monitoring tool with
its own FDD dedicated to PV systems is important for several reasons: 1) to
relay the state of the PV system’s operation to the supervisor; 2) to manage
alarms to help them safely operate the system; 3) to identify the causes of faults
whilst avoiding PV systems’ good behavior ; 4) to quantify the lost production.
In general, the FDD identifies the possible cause of faults using a set of functions
with a specific chronology based on the analysis of information such as reference
models and/or the analysis of data and signals. Figure (3.1) sums up the pro-
cess of fault diagnosis to obtain an accurate estimation of the magnitude of the
problem in the PV system with its different functions.
Monitoring Detection Isolation 
Estimation 
of 
magnitude 
Figure 3.1 Process of fault diagnosis (monitoring, detection, isolation)
Before designing a complete FDD that is dedicated to PV systems, it is essential
to construct a list of possible faults that frequently occur in this type of electrical
power production.
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3.1.1 Fault Diagnosis system purposed
Classification of PV system faults proposed
The most common faults essentially occur on a PV array-level. There are two
classes of faults: internal and external faults [4,5]. Internal faults in the PV mod-
ule can be considered to be manufacturing faults; such as delamination, which
can occur when the adhesion between the glass, encapsulating, active layers, and
back layers becomes weak, and there is back sheet adhesion loss and junction
box failure that takes place when there are no reliable soldering contacts between
the string interconnects. This could cause high resistance, consequent heating,
and frame breakage [6, 7]. The faults that occur in the converter can be linked
to the active components’ switching problems and/or their aging. These faults
can be divided into two categories: a) short-circuit fault, which is character-
ized by the increase in the current by up to four or five times, b) open-circuit
fault with a very low current change [8]. Any other failure can be linked to
each power passive component such as a capacitor that has its own lifetime or
micro-controllers. Even if damages can be definitive, the thesis does not address
this issue. For PV systems, the most common faults are due to external envi-
ronmental causes such as partial shading, dust accumulation, and transport and
installation faults. Some faults in a PV module are commonly known as hot
spots. These physical phenomena are the result of accelerated aging of a PV cell
part and induce a definitive lack of power production. Other phenomena are:
degradation, under-performance, or heat loss, which change during the panels’
lifetimes. These can be the result of external electrical problems linked to con-
nectors, protection diodes, or intern degradation that are considered to be series
and shunt resistors [9].
Figure (3.2) presents a suggested organization of main faults that may occur in
a PV system. This thesis only takes certain types of faults into account, which
are addressed in the following sections. The faults are classified according to the
location of the fault. Faults can then be localized on the DC side [10,11] or the
AC side [12].
In another possible classification, as faults and failures that occur on PV ar-
ray may be either temporary or permanent, it is important to distinguish the
evens after which it is possible to resume normal working and others for which
performances are definitively degraded [13]. It is important to know this to be
able to establish optimal strategies to make the system work normally again.
Temporary anomalies are mainly due to weather conditions and, in particular,
shadows. The shading impact on PV arrays can be considered to cause major
changes in electrical measurements, which have a high impact on I(V) and P(V)
static characteristics. Definitive damages can be caused by the apparition of
hot spots [14–17]. These failures, which, in some cases, are linked to repetitive
shading conditions for several years, can be the consequences of previous faults
linked to infrastructure or trees situated around the PV arrays. This permanent
failure of PV arrays can be detected on other sides because one of its conse-
quences is: cracks on the part of the PV cell during a hot-spot condition, which
produces energy dissipation in the panel. Thermal measurements can detect
these phenomena [18, 19]. If they become dangerous for the rest of the system;
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for instance, inducing high localized heating in one cell, this information must
be addressed in real-time, and the decision must be made to stop the system,
for example.
FAULTS ON 
PV SYSTEM 
DC SIDE 
PV ARRAY 
MISMATCH 
TEMPORARY 
Shadow 
Surface 
Sensor 
Surface panel Hot spotting MPPT 
PERMANENT 
Ageing 
DC-DC 
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ELEMENTS 
AC SIDE 
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ELEMENTS 
Section 3.1.2 Section 3.1.3.1 
Section 3.1.4 
Section 3.1 
Section 3.1.5 Section 3.1.6 
Section 3.1.3.2 
Figure 3.2 Faults for diagnosing a PV system shown in schematic form
Monitoring System
As shown in Figure (3.2), the FDD system’s first process is to collect measure-
ments. In our case, electrical and meteorological data were processed by our
monitoring system. With a good monitoring system, an FDD can be partic-
ularly useful to detect faults [20, 21]. Figure (3.3) shows an example of a PV
system dotted with its specific monitoring, which integrates an interface with
FDD. In our case, the monitoring system was initially designed for four different
PV arrays and their converters. This part is further explained in Appendix C.
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Figure 3.3 General structure of a test and data acquisition interface
The monitoring system presented in Fig(3.3) was tested on a PV characterization
platform at the LAAS-CNRS. Specifically, it used a PV panels arrangement that
was located on terrace 2 of the G. Giralt building. The sensors used in this
monitoring are described the following:
1. Pyranometer: KIPP ZONEN CMP 3,
2. Thermocouple: T-Type
3. Photographic Camera FLIR i60
4. I-V Curve Tracer: EKO INSTRUMENTS MP160
5. PV selector: EKO INSTRUMENTS MI-510
In order to be able to make comparisons between models and measurements,
a special server and specific models are required such as the ones presented in
previous chapters; and particular software is also required.
The main work undertaken in this PhD focuses on the diagnosis of temporary
faults called partial shading. Figure (3.4) describes our fault-detection strategy
that is based on the implemented model as well as the residuals obtained from
the comparison.
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Figure 3.4 General fault detection based on the model, real data from the system, and
driven data
Proposed FDD based on HBG models
As explained in the introductory part of this chapter, only the comparison be-
tween the real system with the HBG model was performed to validate the pro-
posed FDD. The developed model presented in chapter 2 was allowed to describe
precise physical phenomena. The comparison was then undertaken of its behavior
with the system’s real electrical responses that were measured with the system’s
real outputs during the whole day.
Figure (3.5) represents the comparison between the main parameters given by
models and the values obtained by measurements in normal conditions. An
average taken from them represents a specific function y = f(x). Thus, our
FDD was dotted with this specific function that represents the system behaving
without fault. Each residue is obtained by finding the difference between real
measurements in normal working conditions and the corresponding values given
by models. If the comparison generates a residue with a low value, the system
can be considered to not have faults. In the case that there are faults, each f(x)
was specifically treated.
The following section explains each fault detection step based on residue.
3.1.2 Diagnosis of temporary faults on the PV array: shading
on a PV module and sensor-measurement error
3.1.2.1 Analysis of real system data based on residue
The evaluation of each measurement (x,y), with respect to the dependent func-
tion of the system f(x), induces a new parameter for comparison (i.e. (x,f(x))
named residue. The health of the PV module can be evaluated by analyzing each
residue produced between the irradiation function and electrical measurements
(e.g. V, I, P), as shown in Eq. (3.1).
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Figure 3.5 Behavior normally followed by a photovoltaic panel
(x, f(x))− (x, y) = r (3.1)
where r is the residue. The difference or residue can be considered to be an error
with a low level value (around noise and/or disturbances that are usual for real
systems). r can be positive or negative within certain threshold limits. Appendix
D.3 briefly explains the application of residues. The residuals generated here are
sensitive to different kinds of faults, and they allow us to distinguish between
them.
Different physical parameters can be studied by the function of G, which repre-
sents the irradiation level, as shown in Figure 3.6. A residue appears if the two
parts of Eq. (3.1) are subtracted. A indicator of fault is when the values of these
residues are more than the estimated normal values.
The normal Voltage, Current, and Power functions are, respectively, noted r4=
V (G), r5= I(G), r6= P (G), r9= FF (G). Figure 3.6 presents the characteri-
zation of the V , I, P behavior with respect to G on a PV panel, as presented
in subsection( 2.1.2.1). It can be noticed that the current and the power are
proportional with respect to solar irradiation.
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Figure 3.6 Characterization of the mathematical model using electrical characteristics of
the PV module tenesol
r4 = V (G) represents Eq. (3.2): PV voltage versus the irradiation. The PV
Tenesol panel example can be described by:
f(x) = −3e−18x6 +1e−14x5−2e11x4 +1e−8x3−7e6x2 +0.0022x+0.7063 (3.2)
r5 = G vs. I, Eq. (3.3) represents the PV current versus G (irradiation). The
PV Tenesol panel corresponds to:
f(x) = 0.001x (3.3)
r6 = G vs. P , Eq. (3.4) presents the PV power versus G (irradiation), and its
corresponding equation is:
f(x) = 0.001x− 0.0142 (3.4)
r9 = G vs. FF , Eq (3.5) shows the Fill Factor equation, which depends on G. Fill
Factor FF is a proportion factor between the maximum obtainable power (i.e.,
GMPP) and the product of the open-circuit voltage and short-circuit current.
The behavior of FF with respect to G should be a straight line of a slope at 0.
FF = PMPP
VOC · ISC (3.5)
It can be assumed that a FF value without faults is greater than 75% .
PMPP
Voc · Isc = 0.75 (3.6)
Therefore, r10 can be written as Eq(3.7):
PMPP − 0.7 · Voc · Isc = r10 = 0 (3.7)
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3.1.2.2 Shading on sensors: error in parameter measurements
Sensor faults can appear because of malfunctions in the components or in the
sensor unit, but there can also be accuracy loss due to wear and tear, and
mounting and location problems for the sensor. [22]. Some of these problems
were considered:
• Bias corresponds to a constant offset/error between the actual and mea-
sured signals.
• Sensor drift: a condition whereby the measurement errors increase over
time (and might be due to loss of sensor sensitivity).
• Loss of accuracy occurs when the measurements never reflect the true val-
ues of the quantities being measured.
• Freezing of the sensor signals results in the sensor providing a constant
value instead of the true value.
It is possible to take into account error measurement from pyranometer, ther-
mocouple, and MPPT in the PV generator part. The pyranometer, which is
generally located on the structure of the solar panels to measure the solar in-
cident radiation, can present measurement errors from bad calibration, dirt, or
obstacles creating shadows on the sensor. Figure 3.7 (a) shows a photo of a
pyranometer affected by shadow and Figure 3.7 (b) presents the solar irradia-
tion curve with the measurement “error”.
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Figure 3.7 (a) Fault from irradiation measurement and (b) PV power measurement
Thermocouples placed on the surface of the panel to discover the actual tem-
perature of the panel can also create measurement "error". Figure (a) shows a
photo of the system affected by shadow from a chimney. The I-V curve tracer
uses, among other parameters, information from the temperature and irradiance
sensors to adjust the curve I-V. Figure (b) shows the back of the panel with the
thermocouple and the temperature measurement.
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Figure 3.8 (a) Temperature measurement fault, and (b) PV power measurement fault
3.1.2.3 Shadow on PV module: comparison between the real system
and the model
The high granularity of the model proposed in Chapter 2 shows a lot of physical
phenomena. An efficient model is the first condition to be able to obtain an
efficient FDD for PV cells, modules, strings, or PV arrays. In the case of this
research, the I-V and P-V curves from the model have enough information to
take into account electrical problems that can occur either inside or outside the
PV modules: particularly problems linked to non-homogeneous shadows because
they modify the shape of these curves.
The HBG PV model can describe the system’s electrical responses during the
whole day in usual conditions, even if there are shadows. Even though it is com-
plex, comparing the model with the system’s real electrical outputs can easily be
done. Figure (3.9) shows an example of I-V and P-V curves that are between nor-
mal operation and the fault condition under shading conditions. These curves,
compared with real ones, allow us to obtain a value called residue (with positive
or negative sign). If this is between normal thresholds, the system can be consid-
ered to be behaving well. This direct difference between all functions described
below generates a set of residues. If treated accurately in real-time, they allow
the presence of faults from the shadows to be identified.
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The outputs model is compared to the system outputs, as shown in Figure
3.10. In this configuration, residues are made by: r1=∆PMPPT , r2=∆VMPPT ,
r3=∆IMPPT , r7=∆Voc, r8=∆Isc. To validate our approach, different cases have
been verified in the LAAS-CNRS to emulate real infrastructures shadows. These
preliminary steps are important to validate our modeling and its capacity to take
into account shadows as well as the real impact it has on electrical power pro-
duction.
Case 1: A chimney was placed in front of the PV module on March 8th, 2018.
During the day, the mobile shadow only partially affected some cells, as shown in
Figure 3.11 (a). At 1.26pm, the average cell temperature was estimated to be T=
30.2℃, and the irradiation was estimated to be G=707.89W/m2. Estimating the
shadow magnitude was obtained by directly purchasing the values of the model’s
I-V and P-V curves with the real system values. With our FDD system, several
pieces of information can be provided to recover faults: safe operation of the
process to determine the type of anomaly, its size, its location when the fault
occurred, and its duration. Three-dimensional curves can be obtained with our
modelling: i.e., current-voltage-time or power-voltage-time graphs (Figure 3.11
(b)).
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Figure 3.10 Fault diagnosis strategy based on the model
(a) (b)
Figure 3.11 (a) Photographs of shadow evolution on a PV module during the day (b) and
surface I-V-t representation produced by the shadow
Figure 3.11 (b) shows various I-V real curves obtained during a campaign mea-
surement during the day. When the shadow is present on PV generator, an
attenuation of the area is visible, which is characterized by the activation of the
bypass diode. The shadow "moves" along the module during the day, and this
affects PV production. Figure 3.12 represents a zoom of the Figure 3.11 (b).
With FDD, it is important for the process to operate safely; the output power
versus time curve and the 3D surface of power (voltage versus time) need to be
analyzed.
The power residue r1 that is generated by the system can be obtained by com-
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paring the expected value of the MPP (t) with the real value obtained from the
MPP (t). A flag of value failure "1" indicates a fault detection by the diagnos-
tician. However, in addition to the fault detection, an additional operation is
needed to indicate the change of the residue state to the system.
EFFECTIVE 
AREA 1
EFFECTIVE 
AREA 2
Figure 3.12 Zoom of I-V curves zoom in function of time
If we analyze the curves from Figure 3.11 (b) more precisely, we can deduce
that the impact of the shadow drastically affects the I-V curves through the
apparition of an inflection point because of the activation of the bypass diode.
Two effective areas appear in function of time. It is possible to determine the
moment the fault occurred from the 3D surfaces as well as the duration of the
fault and its magnitude. The magnitude of the power is deducted by comparing
the measurement with the model, depending on the shadow’s characteristics
(opacity and area).
Figure 3.13 represents the electrical generation of both PV modules on March
8th, 2018. The shadow started to affect the output power of the PV module at
11.28am. It lasted until approximately 1.37pm. This case only lasted a relatively
short time because of the small size of the obstacle and the sun’s position.
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Figure 3.13 PV output power measurements of both PV modules on March 8th, 2018
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Table 3.1 shows the various results of ∆PMPPT This shadow is smaller than in
case 1 and only has one diode bypass activation.There is not a big difference in
terms of output power losses in function of the shadow area during the day. Only
a small shadow affects a portion of the cells in series. When the shadow covers
a few cells, ∆PMPPT is higher. At 1.26pm, four cells are affected by the small
shadow, one of which is the most affected 91.13% and ∆PMPPT to 48.7W . At
1.37pm, only two cells are covered: one by an area of 59.76% with ∆PMPPT to
61.94W .
Time Temperature Irradiance ∆PMPPT (W ) as(%)
11.28am 26.2 604.29 48.60 95.16
11.33am 25.7 641.92 51.01 82.73
11.39am 26.8 735.434 59.92 92.07
11.47am 31.8 742.04 59.36 41.65
11.52am 30.0 739.72 60.48 77.21
11.59am 29.1 745.29 60.17 70.55
12.08pm 28.8 714.05 57.86 99.88
12.18pm 30.4 739.72 57.92 86.28
13.16pm 27.8 667.94 53.78 82.34
13.21pm 29.5 653.42 52.08 67.30
13.26pm 30.2 707.89 48.77 91.13
13.37pm 30.5 705.34 61.94 59.76
Table 3.1 Evaluation of the output power losses in function of the shaded area on March
8th, 2018
Case 2: A chimney was placed in front of the PV module on February 27th,
2018, as shown in Figure 3.14 (a). A mobile shadow is visible during the whole
day. In this new case, a large shadow affects the three blocks of twenty cells
throughout the day. The size of the shadow changes progressively during the
day: it is narrower in the morning and wider in the afternoon. We chose a
photograph to show the attenuation factor matrix during this test. At 2.00pm,
the average cell temperature is T= 30.3℃ and the irradiation is G=832.63W/m2.
In the 3D curve of I(V), the drastic attenuation of the current can be seen (see
figure 3.14b), which coincides with the shadow shown in photographs taken from
the panel, figure 3.14(a).
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Figure 3.14 (a) Photographs of the evolution of shadows (b) surface I-V-t produced by
the shadow
Figure 3.15 shows the output power of both PV modules during the experimental
test. The shadow started to affect the PV module at 12.00am until 2.00pm, and
there was a drop in the power generation.
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Figure 3.15 PV output power measurements of both PV modules on February 27th, 2018
Table 3.2 shows the results from the experimental test on this day. In this case,
the shadow is more significant than in the first test. Moreover, it affects the
whole PV module that activates the two-diodes bypass. At 1.46pm, the shadow
partially covers 12 cells. The δPMPPT power difference is low because the larger
shadow of the affected cell only covers 59.12%. At 2.00pm, the shadow completely
covers six cells, which drastically affects the electrical power generation: a loss
of 148.53W . The shadow distribution on the PV module affects electrical power
generation when several cells are more affected by a shadow.
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Time Temperature Irradiance ∆PMPPT (W ) as(%)
11.59am 32.4 807.54 137.47 96.98
12.31pm 33.0 833.68 129.54 79.98
13.01pm 34.2 856.91 116.70 79.87
13.46pm 34.5 832.40 77.10 59.12
14.00pm 30.3 832.63 148.53 99.56
14.18pm 20.4 802.55 113.47 88.58
14.32pm 24.0 783.04 128.93 96.49
14.47pm 31.2 759.69 105.81 82.20
15.06pm 32.1 720.90 108.43 80.29
15.30pm 29.3 637.86 119.19 87.54
15.47pm 30.0 710.80 116.74 100
16.00pm 29.2 678.28 107.59 100
Table 3.2 Comparison of the output power of a PV module under normal operation and a
PV module in shade on February 27th, 2018
The shadow distribution on the PV module affects electrical power generation
when several cells are affected by a larger area of shadow. In contrast to case
1, a smaller shadow exists on the PV module and there is not big difference in
∆PMPPT between each measurement. It can be noticed that the shadow has
the same electric behavior when it is small or when a homogeneous shadow only
activates one diode bypass. It can also be said that temperature has a large
impact on power generation losses.
3.1.2.4 Error of Detection of shadow on PV panel linked to sensor
generating error of measurement
Figure 3.16 represents a plane (x, y) where the P function of the irradiation is
traced. The G variable is located on the X-axis and the power variable PMPPT
on the Y-axis. The solar irradiation goes from a minimum value (midnight) to
a maximum value (midday). Therefore, the plane (x,y) allows the solar panel’s
abnormal behaviors to be detected.
In the plane (x, y) the system’s normal and abnormal behavior zones can be
clearly differentiated, as shown in Figure 3.16. The normal area of P vs G can
be modeled by an area between two thresholds, which follows the same trend from
midnight to mid-day and vice-versa. This characteristic allows us to determine
if the behavior is "normal" or "abnormal" by using data from G and (I, V , P ),
as shown Figure 3.17.
Concepts of residue and positive and negative thresholds of residue are developed
in Appendix C. Figure 3.17 presents three areas that are delimited by lines or
thresholds, which describes the values of the parameters for which the system
seems to behave normally without faults for a) voltage, b) current, and c) power
in a PV module.
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Figure 3.16 Representation of two fault-detection zones
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Figure 3.17 Normal Behavior parameters under normal and abnormal operation conditions
Eq. (3.8) defines the shadow detection criteria on the surface of the PV panel.
f(x)− ydata > 0 (residue2) (3.8)
where f(x) is an evaluated function of the irradiation G, and ydata i the value of
the measurement of G.
Eq. (3.9) defines the shadow detection criteria for a pyranometer.
f(x)− ydata < 0 (residue1) (3.9)
Figure(3.18) shows the behavior of the power in function of the irradiation when
a shadow only obstructs one panel, or the associated pyranometer, or both.
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Residue r4 defines the normal behavior of the PMPPT (G) curves, and Figure 3.19
illustrates PPM of electrical power versus solar radiation G for different months
of the year during a campaign measurement.
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Figure 3.19 Results of shadow detection, based on G versus P
This figure shows the PMPPT versus G data (during the day) for six very dif-
ferent days in 2018 and 2019. It can be noticed that the relationship between
PMPPT and G was quite linear, regardless of the weather or if days were sunny
or not. The thermal effect on the panel induces a deviation in the highest part
of the curves that is more important in the hottest months. The experiment
was undertaken in real conditions outside the laboratory on terrace R+1 of the
ADREAM platform in uncontrolled conditions. The system was able to detect
shadows appearing in the morning and afternoon of November 28th.
For residue r5 that is linked to the V(G) curves, Figure 3.20 shows the PV voltage
points (VPPM) measured vs solar radiation for different months.
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Figure 3.20 Results of the shadow detection based on G versus V
Figure (3.20) shows the data from VMPPT versus G (during the day) for six
very different days in 2018 and 2019. With these measurements, it is possible to
analyze three relevant faults:
1) it is possible to see faults in the I-V tracer of curves since, at small irradiance
values, this indicates voltage values of zero, which is impossible in reality. This
also indicates an accuracy error accuracy in the measurement system. 2) Shadow
on PV panel, and 3) Shadow on the Pyranometer. .
Table(3.3) shows the structured residuals. The residue is sensitive to two faults
and insensitive to the rest. This table represents a fault signature matrix based
on the residue analysis that can be detected with Eq. (3.1). If the evaluation
of the residue equation is positive, there is a presence of shadow, which has an
influence on the PV panel power production ( Eq.(3.8)). This is marked with
the number "2". If the evaluation of the residue equation is negative, shadow is
causing a measurement error in the pyranometer Eq.( 3.9).
Residue
Faults r1 r2 r3 r4 r5 r6 r7 r8 r9 r10 Db Ib
Sensor 1 1 1 1 1 1 1 1 1 1 1 1
Shadows 2 2 2 2 2 2 2 2 2 2 1 1
Table 3.3 Fault Matrix under shadow conditions
Table 3.3 represents residues from equations 3.8 and 3.9. When the residue is
“1”, this indicates a fault in the sensor; and when the residue is “2”, this indicates
the presence of shadows. Db indicates whether the diagnostician has detected
either of the two faults, and Ib is "1" if the diagnostician is able to distinguish
the type of failure, see Fig(3.18) .
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3.1.3 The diagnosis of temporary faults on a PV array: hot
spotting, MPPT, and aging
Figure 3.21 describes the structure of the FDD concerning hot-spotting, MPPT,
and aging. This strategy is detailed and discussed for each fault in the next
subsections.
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Figure 3.21 Structure of diagnosis for the PV
3.1.3.1 Diagnose of temporary faults on the PV: hot spotting
Hot spotting is identified as a condition that could permanently damage the PV
cells and reduce its power generation capability [23]. The term hot-spot means
permanent damage or degradation to a PV cell that is a direct result of hot
spotting [24]. Hot spotting in a PV cell can be defined as a temperature rise
above the average temperature of the cells in the PV module. The difference of
temperature is due to the dissipation of power in the cell that works in reverse-
biased conditions. The dissipation of power occurs in the portion of the cell that
is in shadow [25]. Figure (3.22) shows three PV cells and their respective I-V
curves. In this figure, two aspects can be seen: i) the shadow on one cell affects
the current of the module, and ii) the current of the photovoltaic module defines
the output voltage of each cell.
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Figure 3.22 Appearance of hot-spots on the PV array and electric behaviour
In order to describe the electrical behaviour of each cell of a PV module, the
photo-current term Iph is replaced by the relation shown in Eq.(2.9). The follow-
ing equation describes the individual behaviour of each cell, and this allows us to
simulate hot spotting conditions. Eq.(3.10) describes the relationship between
the cell’s voltage and current for different shading and temperature conditions.
I = δ·IphT i−Io
[
e
Vc+I·Rs
n·k·T/q − 1
]
−Vc + I ·Rs
Rsh
[
1 + k
(
1− Vc + I ·Rs
Vbr(T)
)−n]
(3.10)
Figure (3.23) shows the I(V) curves for one cell and how the temperature affects
them. The main effect of the temperature is on the voltages Vbr and Voc. The
temperature T affects the Voc value, and T affects the Vbr value. In Bressan [26],
an IR camera used for tests proved the typical rise of temperature located on
shaded PV cells and that they worked during hot-spotting.
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Figure 3.23 Temperature effect on I-V curves
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The main prevention method for hot spotting is bypass diodes placed in anti-
parallel of several cells (two to five per panel) for a string. The purpose of the
bypass diode is to prevent hot spot damage that can occur in PV cells connected
in series. Bypass diodes turn on to provide a negative current in a PV cell and
attempt to prevent an extreme reverse voltage bias for PV strings. However,
the general misconception is that bypassing a string “protects” cells against hot
spotting. In Kim’s PhD thesis [25], she proved that the hot-spotting phenomena
could appear despite the activation of the bypass diodes. Eq(3.11) describes how
the system’s shadow matrix is able to represent the hot spotting phenomena
G = 632.23W/m2, T = 30℃.
Mδ(t) =

1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 0.82
1 1 1 1 1 1 1 1 0.75 0.34
1 1 1 1 1 1 1 0.72 0.37 0.89

(3.11)
Nevertheless, this type of modeling using shadows parameters presented in Eq.
(3.11) is not sufficient to describe and then detect the hot-spotting phenomena.
To more precisely study the hot-spot phenomena in real cases and then have real
data to identify model parameters, we have made an experimental test bench in
our laboratory to artificially increase temperature and then emulate the increased
value of the temperature over the most shaded cell. To do this, we used a hot
air gun to heat the back surface of cell C5.10, which is the cell that was tested
in reverse bias. We reproduced cases to show the limit of the bypass diode when
protecting PV cells in a reverse state from hot spotting at a certain temperature.
Experimental results, in particular for I(V) and P(V) curves, are shown in Figure
(3.24).
These results helps us to identify the decreasing value of Vbr in Eq.(3.10), which
is linked to the increase of the PV cell intern temperature. Using this equation,
the FDD that are dedicated to detecting hot-spots in the PV array are efficient.
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Figure 3.24 I-V curves under hot-spots (a) and P-V curves (b)
Figure (3.24) presents I(V) and P(V) curves for the PV module under hot-spot
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working conditions for one PV cell. The value of V br = −30V corresponds to
the limit between hot spotting either appearing or not appearing. The typical
green curve I(V) can be identified as the limit of working conditions. When the
temperature increases, I(V) changes, and the decrease of the Vbr value can be
identified.
Figure 3.25 shows the estimation for the hot spotting phenomenon’s power dis-
sipation magnitude. This estimation was made by calculating the difference
between the model with shadow and without hot spotting and the real PV sys-
tem with hot spotting. For the Tenesol 250Wc and its modeling, the estimation
of power dissipation from by one cell under hot spot conditions was made using
two curves, with V br = −30V and V br = −10.5V , respectively.
-1,00E+00
0,00E+00
1,00E+00
2,00E+00
3,00E+00
4,00E+00
5,00E+00
6,00E+00
0 5 10 15 20 25 30 35 40
Detection of fault 
Magnitude of hotspot 
Power (w) 
Voltage 
419,475W 
Figure 3.25 Estimation of the hot spotting power dissipation magnitude
3.1.3.2 Diagnosis of temporary faults on the MPPT
Figure(3.26) a) represents the bench test used in the LAAS-CNRS PV platform
used to study conditions of possible MPPT faults. It needs two distinguish
between PV strings to qualify these types of defaults that are linked to trackers
or implemented controllers. The two PV strings can work in different irradiation
conditions. For example, the first can work with irradiation without shading and
the other with two different partial shadings. An example of experimental data
obtained in these conditions relates to the P(V) curves such as those presented in
Figure(3.26) b) by both PV strings. Different optimal points can be established
if non-homogeneous shadows are present in the same PV string, if maximum
power points appear called Local Maximum Power Points (LMPP), and if there
is one maximum global called Global Maximum Power Point (GMPP). Firstly,
the control works on the local level (LMPP) instead of a global level (GMPP).
The other case deals with the difficulty of finding the maximum power point
at a low irradiation [27]. In this PhD thesis, we do not study non-compliance
with MPPT algorithms, which induce a lower energy production than expected;
these failures are considered to be performance failures as some MPPTs take
up a lot of time finding the new MPPT and, therefore, do not adapt to certain
intermittencies.
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Figure 3.26 (a) PV systems under normal and shading conditions and (b) P-V curves
from both PV systems
It can be easy to represent P(V) curves with out model depending on the type
of shadows and their surface impact, as detailed in the previous chapters. These
models help us to design a specific algorithm that is able to find, in real-time, the
GMPP under complex shadow conditions such as the work presented in Chapter
2. The first results of this study were presented in [27]. We used these high
granular precision levels to built a new FDD that was able to detect fault linked
to Trackers based on the model.
The following graphs show the the PMPPT curves functions (time of a day); they
were obtained from real cases, and the EKO 160 system can be compared with
those obtained with our model. In this particular case, using a measurement
collection undertaken on 22/03/2018, a low solar radiation can be seen at the
beginning and the end of the day as well as certain errors linked to the EKO160
precisions inducing wrong voltage and current values and wrong real PMPPT .
(a) (b)
Figure 3.27 (a) Measurement of MPP with no shadow with an EKO system in real
working conditions, (b) Corresponding MPP with no shadow obtained with our model
(Power measured campaign on a day with no shadow (22/03/2018)
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These data are used to build the FDD based on the model that is able to detect
these types of errors.
3.1.4 Diagnosis of permanent faults on PV: aging
Aging in PV cells can be linked to different phenomena. In our first approach, we
only considered two types that could be included in our model’s parameters : a)
optical: degradation of the glass and losses through encapsulation (transmissiv-
ity= τ), and b) electrical: deterioration of electrical parts (resistance series Rs).
The aging or degradation of Rs(t) can be calculated, as shown in Eq. (3.12) [28],
where δE is a factor relating to electrical aging.
Rs(t) = Rs(t0) · (1 + δE(t)) (3.12)
Optical aging τ(t) can be calculated as shown Eq. (3.13) [28], where δO is a
factor of optical aging.
τ(t) = τ(t0) · (1 + δO(t)) (3.13)
The PV array model presented in Chapter 2 takes into account these phenomena
for the photovoltaic cells to modules. In our case, the effect of the electric aging
factor on the resistor Rs can be parameterized differently for each PV cell inside
one panel, as seen Rs in the Eq(3.14).
I = δ·IphT i−Io
[
e
Vc+I·Rs
n·k·T/q − 1
]
−Vc + I ·Rs
Rsh
[
1 + k
(
1− Vc + I ·Rs
Vbr
)−n]
(3.14)
Azizi [28] proposed degradation coefficients for PV cells: Si as δO =0.6% δE
=0.23%, for G=518.072 w2/m, T=30℃. Figure 3.28) presents I(V) and P(V)
curves under various variations of Rs(t). The blue curves represent the behavior
of the PV array before aging. The others represent the effect of degraded Rs.
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Figure 3.28 (a) V-I Aging (b) P-V Aging
The changes in the slope of the P(G) line are associated with the increase in the
value of resistance Rs. Taking into account aging linked to the Rs, this can be
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modeled and included in our FDD, as shown in the figure below for the residue
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Figure 3.29 Evolution of the P versus G slope under aging conditions
3.1.4.1 Synthesis of the phenomena that our FDD can detect
In synthesis, the strategies to diagnose temporary faults that affect the PV pan-
els proposed in this section are based on the comparison of a system that has
developed models. The phenomena we can detect are failures such as shadows,
hot spotting, MPPT, and aging.
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3.1.5 Fault diagnosis on the DC-DC boost converter
In this second section, fault diagnosis is performed the using Analytical Redun-
dancy Rations, which is applied to converters that require electrical interfaces
between PV arrays and loads. Our approach to create a specific FDD is described
in this section.
Figure (3.30) represents two strategies for fault diagnosis. The first is based on
the approach we used for PV panels, as shown in Figure (3.30) a). The second
uses Analytical Redundancy Analysis (GARRs), as shown in Figure 3.30 (b).
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Figure 3.30 Diagnosis structure for boost converter (a) and comparison system versus
system using analytic relation redundancy (b)
Borutzky reported that semiconductors and electrolytic capacitors in power elec-
tronic converter systems had a higher failure rate than other components [29].
Figure 3.31 shows a general HBG diagram of a boost converter such as the one
described in Chapter two. To validate this model and simply identify its param-
eters, we controlled the boost model with a simple PWM command that was
able to generate a duty cycle. With this approach, we can validate our model
and the values of its components.
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The parameter De1 in our model represents the input voltage, De2 the output
voltage, and Df1 the input current. Figure 3.33 (a) illustrates the output re-
sponse of the boost converter without fault. When a fault occurs on the load
resistance, a voltage drop is visible in Figure 3.33 (b). The derivative calculation
is performed to detect the fault.
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Figure 3.33 (a) Boost converter without fault (b) Boost converter with fault (c)
Detection of fault
The first step of parameter identification involves finding the energy equilibrium
equations based on the HBG DC DC model described in Eq. (3.15). These
equations are written when the transmitter is in both the “ON” and ”OFF”
state.
Se = L
d(Df1)
dt
−De1
De1 −De2
RD ‖MRD =
De2
R
+ Cd(De2)
dt
Df1 =
De1
RT ‖MRT +
De1 −De2
RD ‖MRD
VDe2 = V
(3.15)
where iT represents the transistor current and iD, the diode current. The second
step is to calculate the analytic redundancy relationship with the system of
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equations as shown in Eq. (3.16). These equations allow the fault signature
matrix for the boost converter [29] to be constructed. m1 is the control action
of the transistor, and m2 is the control action of the diode. In a healthy system
operating in a continuous conduction mode, the switch and the diode open and
close in opposite directions (m1 + m2 = 1).
ARR1 : 0 = E − Ld(Df1)
dt
−De1
ARR2 : 0 = m · De1 −De2
RD ‖MRD −
De2
R
− Cd(De2)
dt
(3.16)
Table 3.4 summarizes the fault signature matrix regarding the boost converter’s
components. Five components are studied for the ARR analysis: transistor,
diode, inductor, capacitor, and load resistance. When the result of the ARR is
zero, noted as "0", this is an indicator that the ARR does not detect variations
or fault in that component. However, when the result of the ARR is one its "1",
this is an indicator that the ARR detects variations or fault in that component.
Db represents the fault detection indicator if one ARR has a value of "1". This is
an indicator that there is abnormal behavior in the ARRs and that an anomaly
has been detected. Ib indicates the possible fault isolation of a fault. If this
indicator has a value of "1", this signifies that the faults can be isolated thanks
to a unique sequence being obtained in the ARR values.
It is worthwhile emphasizing that, if it is possible to obtain a good number of
ARRs from the system, they will mostly be independent. This will make it more
likely that that the diagnosis is able to isolate the component producing the
faults in the system.
Residue
Component ARR1 ARR2 Db Ib
Transistor 1 1 1 1
Inductor 1 0 1 1
Capacitor 0 1 1 0
Resistance Load 0 1 1 0
Table 3.4 Fault signature matrix of a boost converter
Table 3.4 shows that only the faults occurring on the transistor or on the inductor
can be detected and isolated. We intend to simulate the fault on transistor and to
obtain the ARRs, Db, and Ib for this case. We will carry out a similar procedure
for the load resistance and obtain the ARRs, Db, and Ib.
Fig(3.34) simulates an abrupt fault in the inductance and in the residues, re-
spectively.
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3.1.6 Fault Diagnosis on DC-AC inverters
Figure (3.35) shows two strategies to diagnose faults: a) based on a model, and
b) using an HBG model for a DC-AC inverter. Analytical redundancy analysis
GARRs tells us about the component’s electric behaviour, and explains this for
the boost converter.
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Figure 3.35 General structure of diagnosis for the inverter (a), and comparison system
versus a system that uses analytic relation redundancy (b)
3.1.6.1 Fault diagnosis on DC-AC that can be connected to the grid
Figure (3.36) shows the HBG model for a H bridge DC-AC inverter developed
to diagnose fault methods. The sensors that allow this inverter to be controlled
are: Se, PLL, Df2. When we add the sensors Df1, De1, De2, De3, De4, the
fault matrices and their respective ability to detect and isolate the faults will be
compared.
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Figure 3.36 HBG model of H bridge DC-AC inverter str
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The diagnostic strategies presented in Figure (3.35) will be tested on this DC-AC
inverter. Thanks to the granularity of the developed model, we can compare a
model without faults and a model with faults, see Figure (3.37). The conduction
state of the switch 2 transistor is modeled by the MR element, and the non-
conduction state is modeled by the R element. The modeling of the fault when
the switch is in a conduction state is simulated by the fault block.
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Figure 3.37 Model with and without fault
Figure (3.38(a)) presents the results from the simulation of the system with and
without failure in switch 2. The occurrence of an abrupt conduction fault in
switch 2 is simulated between 1.6 and 1.75 seconds.
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Figure 3.38 (a) Output Voltage (without/with faults), (b) Detection of fault
Figure (3.38(b)) shows the error between both signals that allows the fault to be
detected.
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3.1.7 General diagnosis of the PV system
A general diagnosis can be considered to be made up of the three independent
diagnoses, as seen in figure (3.39): one diagnosis for the PV generator, one for
the DC-DC converter, and one for the DC-AC inverter, see Table (3.5).
General 
Diagnostician 
Diagnostic of cells, 
panels, array, 
photovoltaic string 
Diagnostician of 
converter 
Diagnostician of 
inverter 
Figure 3.39 General Diagnosis
In addition, assuming there is a single fault in the system, a specific algorithm
can be associated with a general diagnosis of the system such as the one presented
in figure (3.40)
Test Pout 
of the system
Test Pout 
of the system
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Test panel, array, 
string PV
Test panel, array, 
string PV
Shadow
Test to converterTest to converter
Difference Po with 
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Test to inverterTest to inverter
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NOT
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NOT
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Fault
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Fault
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Not detection of 
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YES
Figure 3.40 Algorithm of the PV Diagnostic
Flag
PV 1 0 0
Converter 0 1 0
Inverter 0 0 1
Table 3.5 Fault signature matrix
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3.2 Fault Tolerant Control on the PV system
The aim of this section is to react to a fault when it is detected and isolated so
that the system can continue or recover its normal or quasi-normal operation,
even in the presence of a component fault. It also ensures safety. Fault toler-
ant strategies are categorized into two classes using either a passive or active
approach. [30].
• Passive FTC relies on a robust controller of fixed structure that enables a
set of faults to be taken into account at the system design stage.
• Active FTC is a challenging task because the parameters of a control al-
gorithm must be changed online by a supervision system.
Blanke [31] presented the integration of a Fault Detection and Isolation system
(FDI) which is a re-configurable control and Fault-tolerant control systems. Once
the diagnostician fulfilled its task of locating the fault, the fault-tolerant control
stage must generate a strategy that allows it to continue working safely. This can
concern a redesigned or reconfigured part of the hard structure, the soft structure,
or both depending on the nature of the fault. A Fault Tolerant Control (FTC)
applied specifically to the PV system must be dotted by a specific FTC dedicated
to the DC side able to redesign of the control strategy while an FTC for the AC
side may be able to reconfigure the system and its connection to a grid or a load.
Figure 3.41 represents the structure of an FTC with feedback system [30].
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Figure 3.41 FTC Structure for a PV system
An important criterion to judge the suitability of a control method for the active
fault-tolerant cooperative control AFTCC is its ability to be implemented and
to maintain an acceptable (nominal or degraded) performance in the impaired
system in an on-line real-time setting. In this regard, the following requirements
should be satisfied [30]:
• controller must be re-configured in real-time constraints;
• re-configured controller should be designed automatically with little trail-
and-error and human interactions;
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• the selected strategy must provide a solution even if the solution is not
optimal.
The FTC applied to PV systems is composed of three layers:
• measuring variables (addressed in Chapter 2),
• the Detection, Isolation, and Fault Diagnosis functions (discussed in Chap-
ter 3),
• the strengths of fault tolerant control (discussed in this section (AFTCC)
that are associated in some cases with hard re-configurable power inter-
faces),
as seen in Fig(3.42)
Layer 1 
• Measurent of varibles 
Layer 2 
• Detection 
• Isolation 
• Diagnosis 
Layer 3 
• Fault-Tolerant control 
Figure 3.42 Layer FTC
We assume in this section that there is only a single fault in the PV system.
We suppose that its magnitude can be detected, isolated, and estimated by the
general diagnosis, as shown in Figure 3.40
• Faults in PV panels:
– Re-design: implementation of a control strategy that tolerates shad-
ows and makes changes to the converter control strategies. The strat-
egy consists in adapting control surfaces of the DC-DC and DC-AC
converters.
– Re-configuration: implementation of a re-configurable photovoltaic
architecture strategy based on the fault diagnosis. This depends on
the redundancy in the architecture.
• Faults in converters:
– Reconfiguration: Dependent on the architectures of PV systems, as
shown in Figure 1.14. It is possible to construct strategies based on
re-configuring the converter connections; however, it depends on the
redundancy in the architecture.
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3.2.1 FTC: Redesigning strategies
3.2.1.1 Strategy based on: Boosting the converter and H-bridge in-
verter
The task of designing fault-tolerant control (FTC) strategies is based on the
change of the control surface when there are faults, even when there is shadow,
and it starts in the lab. The complete FTC control strategy (tolerating tempo-
rary faults) can be separated into two cases. The first function involves getting
the maximum power out of the DC-DC converter output. The second function
treats the output of a DC-AC inverter and its ability to be synchronized with the
AC grid in either amplitude and frequency or its ability to create and control the
voltage of an isolated micro-grid. Figure 3.43 shows the proposed FTC structure
with the PV panel, DC-DC, and DC-AC converters to be able get the maximum
output power when there is shade.
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Figure 3.43 Fault-Tolerant Control on the PV system
DC-DC boost converter
In previous research undertaken at LAAS in cooperation with the University of
Rovira i Virgili in Tarragona on MPPT and non-linear controls, the theoretical
models were based on new concepts such as gyrators (MGY modulated gyra-
tor), DC transformers ( MTF modulated transformers), and Loss Free Resistors,
which are considered as three canonical elements that can be used to model the
DC energy conversion of DC-DC converters [32–35] The strategy to boost control
chosen in this work is based on the sliding mode control. The previous concepts
modeled by BondGraph requires a reference resistance value to be controlled
such as a Loss Free Resistor, as shown in [36]. Theoretically, it corresponds to
an optimal resistor value that is linked to the point of global maximum power.
A GMPPT algorithm developed in this thesis is coupled with this FTC control
strategy of the DC-DC converter. The main MPPT output variable is the re-
sistance to establish the duty cycle. This is undertaken to obtain the maximum
power output.
The Maximum Power Transfer (MPT) from the source to the load in a DC-DC
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converter is obtained when the load resistance is equal to the optimal internal
resistance of the converter.
Figure (3.44) presents a PV structure with an elementary boost converter and a
strategy control using MPPT. The extraction of the MPP is performed to supply
the inverter at its optimal efficiency and to generate the maximum energy for
injection into the grid. Therefore, the DC-DC converter must be resistive at the
input port, whereas it seems to be a power source (an LFR) at the output port.
The DC-DC boost converter can be made to be an MTP if there is a proportional
relationship between the input voltage and the input current. The control of the
input port can then be designed using either the input resistance (R) or the
input conductance (G) as a control variable. A sliding surface which involves
these two variables and a proportional constant (R or G), can be proposed to
obtain a Sliding Mode Control-MTP property, as Lopez demonstrates in ( [36]).
Sliding Mode Control (SMC) is a nonlinear control strategy that modifies the
dynamics of a nonlinear system by applying a discontinuous control signal that
forces the system to "slide" along a cross-section of the normal behavior system.
Boost-converterVo=variable
Io=variable
Rmpp=variable
Vo=variable
Io=variable
MPPTMPPT
V, I
=
=
.
B
U
S 
D
C
B
U
S 
D
CPV
R
U=0, For all I-V/R>0
U=1, For all I-V/R<0
Figure 3.44 Strategy boost and MPPT
Sliding Mode Control (SMC) is a nonlinear control strategy that modifies the
dynamics of a nonlinear system through applying a discontinuous control signal
that forces the system to "slide" along a cross-section of the normal behavior
system [37]. Figure (3.45) presents the HBG model of a conventional boost-
converter with the sliding mode control strategy.
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Figure 3.45 Boost converter with a control strategy
The control strategy expressed in terms of sliding surface is shown in Eq. (3.17)
S(x) = IL1 − V i(t)
R(t) (3.17)
where R(t) is the resistance given by the MPPT algorithm, ensuring that the
maximum power point is tracked, V i(t) the input voltage, and IL1 the input
current. In sliding mode, if S(x) < 0, then U = 0, if S(x) > 0 then U = 1 .
Figure 3.46 shows the output (red line) and voltage input (blue line) for the boost
converter during a campaign measurement (March 23rd, 2018). The output
voltage is variable and depends on MPP.
Figure 3.46 Representation of the input and output voltage of the boost converter for the
whole day (March 23rd, 2018)
DC-AC converter
This section studies the connection of a full bridge converter to the grid through
a series inductors. Figure 3.47 presents the global control strategy scheme and
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links the MPPT block with power blocks to boost converters and inverters.
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Figure 3.47 Control strategy for the boost and inverter
Lopez Santos [36] presented criteria to select the value of the inductor and the
capacitor of the full bridge converter, as shown in Figure 3.48
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Figure 3.48 HBG model of DC-AC inverter with control strategy
Figure (3.49) presents the sliding mode current control of the inverter where Vg
is the AC voltage source (AC grid) that is considered to be a pure sine-wave
signal i.e., Vg = VmaxSin(wt). P is a real power source i.e., converter output .
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Figure 3.49 Block diagram representing the current loop control of the inverter, adapted
from ( [36])
The DC-AC converter must convert the DC power available at the output ports of
the DC-DC converter on AC and inject it into the electrical grid while respecting
norms of frequency and amplitude. This can be done by ensuring a power factor
(PF ) equal to one. The sliding surface of the DC-AC inverter is shown in Eq.
(3.18).
S(x) = igref − iL = imax · Sin(wt)− iL (3.18)
the current loop makes sure that iL = igref , and hence ig = imax · Sin(wt). The
sliding motion is obtained using the control strategy, when S(x) > 0 u = 1, when
S(x) > 0 u = −1.
Figure 3.50 presents the complete model of the PV system with the proposed
fault-tolerant control strategy.
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Figure (3.51) presents the system’s voltage and current output signal that is
connected to the 220V , 50Hz electrical network.
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Figure 3.51 Representation of the input voltage, output voltage, and output current
3.2.1.2 Strategy based on: Boost DC-AC inverter
This control strategy requires a reference voltage value and the proposed MPPT
algorithm that has been developed in this thesis. The Boost inverter is a
transformer-less power converter that boosts an AC output voltage from two
individual bidirectional DC-DC Boost converters developed by Alonso Gutierrez
in his PhD thesis [38].
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Figure 3.52 Control strategy with global MPPT
The inverter output is a floating voltage given by the difference in outputs be-
tween both boosts, as shown in Eq. (3.19), where D1 and D2 are the respective
boost duty-cycles.
Vo =
D1 −D2
(1−D1)(1−D2 ) (3.19)
The main design criteria to select the value of the inductors and the capacitors
of the boost inverter in Fig.(3.53) are presented in [38]
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Figure (3.54) presents the complete model of the photovoltaic system with the
fault-tolerant control strategy.
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Figure 3.54 The whole system with the boost inverter
Figure (3.55) presents the voltage and system’s current output signal that is
connected to the electrical network 220v @ 50Hz.
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(a) (b)
Figure 3.55 (a) Vo in phase of the inverter and the grid (b) Io injected into the grid
3.2.2 FTC: Reconfiguration of the photovoltaic system (pro-
posal)
Fault-tolerant control is a set of techniques that helps to increase plant avail-
ability and reduce the risk of safety hazards. Its aim is to prevent simple faults
turning in into serious failures. Fault-tolerant control merges several disciplines
to achieve this goal. These include on-line fault diagnosis, automatic condition
assessment, and calculation of remedial actions when a fault is detected [39].
This could lead to future work that could capitalize on the models and diagnoses
developed in previous sections and chapters.
• Reconfiguration architecture of the PV generator
• Reconfiguration architecture of the converters
3.2.2.1 Reconfiguration architecture of the PV generator side
It is possible to reconfigure a PV generator, when the fault is diagnosed by the
diagnostician, by connecting panels operating with the same current in a photo-
voltaic string. Thus, the maximum efficiency of energy generation is achieved.
This strategy was developed in El-basri’s [40] thesis, and can be seen in Figure
3.56.
 
Figure 3.56 FTC: based on reconfiguring panels [40]
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3.2.2.2 Reconfiguration architecture of the converters
It is possible to reconfigure the converter-inverter when the fault is diagnosed by
the diagnostician by disconnecting them from the system and connecting other
converters without faults, as shown in Figure 3.57.
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Figure 3.57 FTC: based on the reconfiguration of AC Inverters
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3.3 Conclusion
In this chapter, strategies to diagnose faults on PV systems and fault tolerant
controls applied to PV systems were presented. The proposed diagnosis strategies
depend on the localization of the fault e.g., the PV generator or power elements.
A monitoring system was implemented for the PV, which allowed the real system
to be compared with developed models.
We developed a diagnosis strategy based on the modeling of each element that
composes a PV system. The faults by shadow are detected, isolated, and esti-
mated to obtain the type and magnitude of the faults. The faults diagnosed on
PV generator were: shadows, hot-spotting, aging, and MPPT. These diagnosis
strategies were simulated using HBG and Matlab. The diagnosed faults on power
devices are faults on commutation elements relating to transistors, diodes, induc-
tors, and capacitances. The general diagnosis of the system indicates in which
part of the system the fault is present (PV, Boost converter, or Boost inverter).
A fault-tolerant control strategy was proposed to maintain good behaviour in
the PV system despite the presence of fault. Once the system identifies the fault
on the system, the DC-DC converter and inverter modify their duty cycle to
address the fault.
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4
Diagnosis embedded in an FPGA
This chapter presents the implementation of fault diagnosis based on a particular
model. The whole PV system was modeled to develop methods that are able to
detect and isolate the fault with high-granularity. Hardware-in-the-loop (HIL)
simulation is a type of real-time simulation allowing these methods to be probed
by the PV system and the control strategies. This section presents an application
of HIL in FPGA.
HIL uses a real-time device as a virtual representation of a PV plant model, and
this is a small part of the diagnosis. Processing devices can be required to under-
take high performance constrains in real-time emulation. This chapter addresses
the application of FPGA when there are shadows and the implementation of PV
system diagnostics.
4.1 Diagnosis of hot-spot apparition that is implemented
using FPGA
This work presents an emulation in real-time of the shaded PV systems with
hot-spot prevention [1]. The PV model presented in Chapter 2 takes into ac-
count the photo-induced current contributions from shaded and unshaded sides
thanks to parameters such as the shadow transmittance and the percentage area
of the shadows. The use of shadow fault detection in real-time is employed,
which avoids all forms of hot-spot formation and PV cell power dissipation. The
calculation uses a simple derivative equation able to give the detection area as a
function of the PV module voltage. Implementing the emulator in FPGA has its
advantages because of the adaptability and parallel processing features that are
suitable for the emulation of the complex shading visible on PV systems. The
emulation of the proposed PV model and the hot-spot prevention are validated
through two experimental tests on PV modules.
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4.1.1 Calculation of the derivative error for a PV module
The developed PV emulators should be able to emulate more complicated test
cases with appropriate transient responses. We suggest the development of par-
tial shading PV emulators with fault detection for power electronic converters
for decentralized PV systems and the use of higher switching frequency of tran-
sistors. The real-time emulation of complex shaded PV models with fault detec-
tion application can achieve the performance and accuracy requirements. Bypass
diodes are used to mitigate the presence of hot-spots, but this does not prevent
hot spotting or the damage it causes. Kim proposed a string-level hot-spot de-
tection concept that measures changes in the string’s small-signal impedance to
identify hot spotting [2]. Itako’s paper [3] presented a development of a real
time hot-spot detection system using the scan-method of I-V characteristics to
distinguish between normal cells and hot-spot cells depending on the changes of
the panel output current.
The proposed method revisits the idea of using a first derivative calculation
to prevent the presence of hot-spots that are validated in simulation [1]. The
complete implementation process is performed in FPGA, which decreases the
computation time and responds to the complexity of shaded PV models and its
application in terms of hot-spot prevention. The study of transients and fast
responses is essentially used with data mining techniques to compare real-time
measurements [4]. The I-V curve acquired during shading conditions is compared
to a reference I-V curve issue to a validated solar model. The comparison is made
by estimating the standard error using the current from the shaded and reference
I-V curves, as defined in Eq. 4.1.
E(i)standar =
I(i)reference − I(i)shaded
max (I(i)reference − I(i)shaded) (4.1)
where E(i)standard is the standard error of the ith I-V curve point, I(i)reference
is the current of the I-V curve under reference conditions, and I(i)shaded is the
current of the I-V curve acquired under shaded conditions. The standard error
is calculated for all points of the I-V curve, and its variation in relation to the
PV voltage is used to monitor any changes in the shaded I-V curve as a whole.
This derivative is calculated in Eq. 4.2.
dE(i)standar
dVmodule
= E(i+ 1)standar − E(i)standar
V (i+ 1)module − V (i)module (4.2)
The results of the proposed model were validated using positive and negatives
peaks which correspond to presence of uniform shadow and non-uniform shadow,
respectively. The positive peak shifts to lower voltage values as the shadow area
becomes wider. The negative peak shifts to voltage values close to the open-
circuit voltage for severe cases of non-uniform shading. When the positive peak
is closed to the short-circuit current, the bypass diode failed.
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4.1.2 Hot-spot prevention algorithm, implementation, and re-
sults of the emulator
Emulation of shaded PV systems and hot-prevention requires powerful processing
devices such as FPGAs. The proposed model and the hot-spot algorithm was
designed using very high-speed description language (VHDL) and implemented
on Xilinx ZedBoard. Using different parts of the FPGA structure, the functional
blocks of FPGA such as memory and logic resources work in parallel at a very
high frequency with a high execution speed. On one hand, it is necessary to
reduce the execution speed so that less FPGA hardware resources are consumed.
However, the insufficient speed can affect the whole system in terms of precision
reduction and error calculation. Figure 4.1 shows the FPGA board with the
main input of measurements to perform the hot-spot prevention.
Image 
processing
Irradiance
Temperature
Figure 4.1 FPGA board with measurement inputs
Figure 4.2 shows the real-time FPGA-based platform to emulate complex shaded
PV systems. The processing time to evaluate a point in the I-V curve is 10.5µs,
and, according to fast computing methods reported in literature, it takes approx-
imately 4ms to generate an I-V curve suitable for real-time applications. Similar
work on fast computing methods for PV modeling such as [5] detail a 23ms
response time to compute an un-shaded I-V curve. [6] argue that a computing
time of around 10µS is needed to evaluate a complex thermal and electrical PV
model.
Figure 4.2 Real-time FPGA-based platform for emulation of complex shaded PV systems
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Figure 4.3 presents two cases of shadows over a PV module Tenesol.
Figure 4.3 Experimental tests for the monocrystalline PV module
Figure 4.4 presents the I-V curves for both cases of complex shading conditions.
For each case, the evolution of the standard error will be analyzed to extract
a general set of interpretation rules, which will allow hot-spot problems to be
identified. This method shows the fault detection area that characterizes the
presence of a non-uniform shadow on a PV array, which drastically affects PV
performance. The method and the implementation process of the proposed model
will be explained to show the importance of having faster hot-spot prevention.
Figure 4.4 I-V curves for both cases
The next step consists in implementing the hot-spot prevention method in the
zedboard. Figure 4.5 shows the VHDL flowchart of the presented hot-spot pre-
vention method. Step 1 includes calculating the maximum value of the difference
between the reference current and the shaded current. The emulator provides
256 points for the I-V curve measurements, which is the I-V tracer Mp-160. The
execution time is 2.77 ·µs, which depends on the execution time of the used
FPGA board: in this case, 10·ns. Step 2 uses Eq. (4.1) in order to discover the
normalized error of both currents. The execution time of this part is 2.53µs.
The different value is stored in the ROM memory in order to perform Eq. (4.2).
Step 3 allows the hot-spot prevention calculation to commence. The response
time of the hot-spot prevention is approximately 7.54,·µs as shown in Fig. 4.6,
Diagnosis embedded in an FPGA 137
Fig. 4.7. As a result, the total response time to obtain the I- V curves and to
perform the hot-spot prevention is 18·µs
Figure 4.5 VHDL flowchart of hot-spot prevention
Figure 4.6 and Figure 4.7 show the process simulation of the hot-spot prevention
in VHDL with the response times for both cases that were presented in part 2.
For case 1, there is a positive peak, which activates the only bypass diodes. The
negative peak shifts to voltage values close to the open-circuit voltage for severe
cases of non-uniform shading. For case 2, two positive peaks characterize the
presence of the activation of two bypass diodes. The amplitude of the positive
peak depends on the area in shadow, which can be more important and can
accelerate the hot-spot apparition in non-uniform shading cases.
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Figure 4.6 Hot-spot prevention results and response time for Case 1.
Figure 4.7 Hot-spot prevention results and response time for Case 2.
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4.2 Diagnosis of PV converters implemented in FPGA
4.2.1 Embedded diagnostics of a H-Bridge DC/AC converter
Based on [7–9], fault diagnosis strategies are presented on a DC-AC inverter.
The faults diagnosed on the DC-AC inverter are blocking the switch either in the
closed or open position. These faults are modeled by θ= { Ron1, Ron2,Ron3, Ron4,
Roff1, Roff2, Roff3, Roff4 }. Switch1 has two positions (Ron1,Roff1), switch2
(Ron2,Roff2), switch3 (Ron3,Roff3), and switch4 (Ron4,Roff4). The voltage sen-
sors on the systems are De1, De2, De3, and De4, and the current sensors are Df1
and Df2.
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R
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Figure 4.8 HBG inverter model based on [8]
Equations (4.3) represent the model’s energy equilibrium in Fig (4.8). They are
obtained by analyzing the flows in junctions "1" and the efforts in junctions "0".
0 = e13 + e14 − e5
0 = Roff1 · f13 + e24 − e3
0 = Roff1 · f14 +De2 − e1
0 = Roff1 [f25 + f26 + f35 − f16 − f12 + f24] +De2 − Vs
0 = Roff1 [f25 + a2 · f26 + f35 − a1 · f16] +De2 − Vs
0 = Roff1
[
e25
Roff2
+ a2 · f27 + f32 − a1 · f15
]
+De2 − Vs
0 = Roff1
[
e24
Roff2
+ a2
e27
Ron2
+Df2 − a1 e15
Ron1
]
+De2 − Vs
0 = Roff1
[
De2
Roff2
+ a2
e26
Ron2
+Df2 − a1 e6 − e16
Ron1
]
+De2 − Vs
(4.3)
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A brief description of the equations 4.4 allows us to obtain global analytical
redundancy relations (GARRs) for the DC-AC inverter.
GARR1 = Df1 − Vs −De2
Roff1
− a1Vs −De2
Ron1
− Vs −De4
Roff3
− a3Vs −De4
Ron3
GARR2 = Roff1
[
De2
Roff2
+ a2
De2
Ron2
+Df2 − Vs −De2
Ron1
]
+De2 − Vs
GARR3 = Vs − a1 ·Ron1
[
De2
Roff2
+ a2
De2
Ron2
+Df2 − Vs −De2
Roff1
]
−De2
GARR4 = Vs −Roff3
[
De4
Roff4
+ a4
De4
Ron4
−Df2 − a3Vs −De4
Ron3
]
−De4
GARR5 = Vs − a3 ·Ron3
[
De4
Roff4
+ a4 De4
Ron4
−Df2 − Vs −De4
Roff3
]
−De4
GARR6 =
Vs −De2
Roff1
+ a1V s−De2
Ron1
−Df2 − a2 De2
Ron2
− De4
Roff2
GARR7 =
Vs −De4
Roff3
+ a3
V s−De4
Ron3
+Df2 − a4 De4
Ron4
− De4
Roff4
GARR8 = De2 −De4 − LdDf2
dt
−R ·Df2
(4.4)
The fault signature matrix is constructed for the DC-AC inverter, as seen in
Eq.(4.1).
Residue
r1 r2 r3 r4 r5 r6 r7 r8 Db Ib
Ron1 1 1 1 0 0 1 0 0 1 1
Ron2 0 1 0 0 0 1 0 0 1 1
Ron3 1 0 0 1 1 0 1 0 1 1
Ron4 0 0 0 1 0 0 1 0 1 1
Roff1 1 1 0 0 0 1 0 0 1 1
Roff2 0 1 1 0 0 1 0 0 1 1
Roff3 1 0 0 1 0 0 1 0 1 1
Roff4 0 0 0 1 1 0 1 0 1 1
Table 4.1 Signature Matrix fault of DC-AC inverter
The FPGA program is processed using the failure signature matrix. The inputs
of the FPGA are the "1" and "0" flags, as shown in Table (4.1), that can be
simulated with the FPGA switches, and the outputs were the FPGA’s LEDs.
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In this case, the FPGA digital inputs are used as ports of entry and there are
eight GARRs. The outputs of the system are the FPGA’s LEDs.
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Figure 4.9 Diagnosis of a DC-AC inverter embedded in FPGA
Figure 4.10 shows the final implementation of the inverter diagnosis.
Figure 4.10 Diagnosis
The FPGA’s input switches are used to simulate the change of the ARR states.
The FPGA LEDs allow the state of the damaged switch and its position to be
verified.
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4.3 Conclusion
In this chapter, two FPGA applications used to solve problems in the PV system
have been developed.
First, a FPGA was used to simulate and prevent hot-spotting on PV systems.
A partially shaded PV cell enters the hot spotting condition faster than a fully
shaded PV cell. It is important to develop accurate and faster tools such as
an emulator to avoid all form of hot-spot apparition. This chapter presented
a methodology to model complex partially shaded PV modules and a hot-spot
prevention method. Secondly, FPGA was used to implement a diagnosis with a
fault signature matrix for a DC-AC inverter.
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Contributions, Conclusions, Perspectives, and
Future Projects
Contributions made by this thesis
The following are the contributions made by this thesis:
• Contributes by modeling in detail a photovoltaic panel that allows specific
characteristics of G, T, and shade in certain photovoltaic cells that affect
the production of electrical energy to be analyzed.
• Contributes by modeling multidomain energy systems through the use of
the bondgraph energy exchange description structure. This is the first
work that describes different sources of energy through a single description
structure.
• Contributes by analyzing shadows on photovoltaic panels and implement-
ing image processing techniques to detect shadows and estimate the mag-
nitude of shaded areas.
• Contributes by simulating photovoltaic systems, which allows input vari-
ables to be shared to the G, T model, and shadows to be used to find out
about energy production .
• Contributes by diagnosing failures in model-based photovoltaic systems.
• Contributes by diagnosing faults in photovoltaic systems based on data and
signal analysis. Allows faults to be diagnosed such as shadows, hot-spots,
and sensor faults.
• Contributes by using an FPGA for fault diagnostics.
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General conclusions
Chapter 1 detailed important aspects relating to photovoltaic generation, the
faults, and integration into micro-grids.
• The importance of the photovoltaic generation system in producing clean
global energy.
• The structure of the photovoltaic conversion chain.
• The main failures that occur in photovoltaic systems.
• The strategies and methodologies for fault diagnosis applied to photo-
voltaics.
Chapter 2 showed important aspects relating to fault diagnosis on one photo-
voltaic micro-grid and FTC strategies.
• The first part of this chapter included a detailed modeling of a complete PV
system connected into the grid. Modeling each element that composes a PV
system allowed the electrical behaviour under normal and failure operations
to be characterized. The first part of the work presented a model that was
able to take into account the effect that complex shading had on the I-V
curves. The area of shadow was deducted thanks to processing images
of shadows in the PV module. Moreover the combination of direct and
indirect radiation allowed an attenuation factor for under complex shading
conditions to be proposes. The model was validated through experimental
tests undertaken on several days.
• The second part of the chapter consisted in developing a strategy to track
the global maximum power point under complex shading conditions in
order for the system to behave better under these conditions. A model was
developed and simulated to show the importance of having a new control
strategy for DC-DC converters. The last part of the chapter was about
the DC-AC converter. Three kinds of inverter were studied and simulated
using HBG. Finally, the whole PV system was modelled.
Chapter 3
This chapter presented the fault diagnosis strategies for PV systems and fault
tolerant control applied to PV systems.
• The first section proposed diagnosis strategies that depended on the local-
ization of the fault e.g., the PV generator or power elements. A monitor-
ing system was implemented over the PV, which allowed the real system
to be compared with developed models. A diagnosis strategy was devel-
oped based on the modeling of each element that composes a PV system.
Faults due to shadow were detected, isolated, and estimated to obtain the
fault type and magnitude. The diagnosed faults on the PV were shadows,
hot-spotting, aging, and MPPT. These diagnosis strategies were simulated
using HBG and Matlab. The diagnosed faults on power devices were el-
ements of commutation faults such as transistors, diodes, inductors, and
capacitances. The general diagnosis of the system indicates in which part
of the system the fault is present (PV, Boost converter, or Boost inverter).
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• The first part proposed a fault tolerant control strategy to keep the PV
system behaving well despite the presence of fault. Once the system iden-
tifies a fault on the system, the DC-DC converter and inverter modify their
duty cycle to suit the fault.
Chapter 4 In this chapter, two applications of the FPGA were developed to solve
problems in a photovoltaic system.
• First, the FPGA was used to simulate and prevent of hot-spotting on
PV systems because a partially shaded PV cell enters the hot-spotting
condition faster than a fully shaded PV cell. It is important to develop
accurate and faster tools such as an emulator to avoid all form of hot-
spot apparition. This chapter presented a methodology to model complex
partially shaded PV modules and a hot-spot prevention method.
• Second, FPGA was used to make a diagnosis. We also presented the im-
plementation of the fault signature matrix of a DC-AC inverter.
Applications and Future Work
• The applications of this thesis are linked to modeling renewable and non-
renewable energy generation systems. It models a photovoltaic conversion
system, using a multi-domain energy representation strategy called a Bond
graph. This description of an energy conversion system is the beginning
of a project that will allow a smart grid to be described in the future as a
single BG representation.
• Modeling of complex Photovoltaic architectures based on the extrapolation
of this methodology need to be developed.
• The methodology needs to be extrapolated to model and diagnose faults
from other sources of power generation.
• More PV systems fault diagnosis strategies need to be developed and im-
plemented.
• Implementation of the FPGA diagnosis strategies
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Appendix A
A.1 Introduction to Bond Graph Modelling
Bond graphs were devised by Professor Henry Paynter at the Massachusetts In-
stitute of Technology (MIT), Cambridge, Massachusetts, USA as early as 1959.
The concept was elaborated into a formal physical modelling methodology for
multidisciplinary systems by his former PhD students Professor Dean Karnopp
and Professor Donald Margolis (University of California at Davis, California) and
Professor Ronald Rosenberg (Michigan State University, East Lansing, Michi-
gan). The energy domains in which the bond graph modeling is used are shown
in Fig (A.1).
Bondgraph 
Mechanics 
domain 
•Translatonal 
•Rotatonal 
Electrical 
domain 
Electromagnetc 
domain 
Hydraulic 
domain 
Chemical 
domain 
Thermal domain 
Figure A.1 Bond graph Multidomain
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The equivalences of the efforts and flows for the different energy domains are
shown in table (A.1).
Energy domain Effort
e
Flow
f
Generalized
momentum p
Generalized
displacement q
Translational
Mechanics
Force
F (N)
Velocity
v(m/s)
Momentum
p(Ns)
Displacement
x(m)
Rotational
Mechanics
Angular moment
M(N.m)
Angular
velocity
ω(rad/s)
Angular
momentum
Pω(Kgm/s)
Angle
θ(rad)
Electrical
domain
Voltage
u(V )
Current
i(A)
Linkage flux
λ(V s)
Charge
q(As)
Hydraulic
domain
Total pressure
p(N/m2)
Volume flow rate
Q(m3/s)
Pressure
momentum
Pp(N/m2s)
Volume
Vc(m3)
Thermodynamic
domain
Temperature
T (K)
Entropy
flow rate
S(J/K/s)
- Entropy
S(J/K)
Chemical
domain
Chemical potential
µ(J/mole)
Molar flow
N(mole/s) -
Molar mass
N (mole)
Table A.1 Power and energy variables in various energy domains
A description of the elements that make up a bond graph diagram are presented
in table (A.2).
Element Symbol Description
Capacitance C
This model represents a power continuous storage element. The element has a
preferred effort out causality. The corresponding constitutive equations then
contain an integration. The element can also have the non-preferred flow out
causality.
Inductance I
This model represents a power continuous storage element. The element has a
preferred flow out causality. The corresponding constitutive equations then
contain an integration. The element can also have the non-preferred effort out
causality.
Resistance R elements that dissipate energy. This model represents a linear friction/resistorequation. It can have an effort out as well as a flow out causality.
Junction 0 0
This junction represents a power continuous (no energy storage, dissipation
or generation) connection of elements. The sum of the flows on all ports is zero
and the efforts on all ports are equal. The constitutive equations are for example:
p1.f + p2.f + p3.f + p4f = 0
p1.e = p2.e = p3.e = p4.e
Junction 1 1
This junction represents a power continuous (no energy storage, dissipation
or generation) connection of elements. The sum of the efforts on all ports is
zero and the flows on all ports are equal. The constitutive equations are for
example:
p1.e+ p2.e+ p3.e+ p4e = 0
p1.f = p2.f = p3.f = p4.f
Effort source Se This model represents an ideal effort source. The effort can be set to a certainconstant value, the flow is indifferent.
Flow source Sf This model represents an ideal flow source. The flow can be set to a certainconstant value, the effort is indifferent.
Modulated source effort MSe This model represents an ideal modulated effort source. The effort can be setto a (fluctuating) value given by an input signal. The flow is indifferent.
Modulated source flow MSf This model represents an ideal modulated flow source. The flow can be set toa (fluctuating) value given by an input signal. The effort is indifferent.
Modulated resistance MR
This model represents a linear friction/resistor equation. It can have an effort as
well as a flow causality. The friction/resistor parameter can be set to a (fluctuating)
value, given by an input signal.
Modulated Transformers MTF This model represents an ideal modulated transformer. The model represents apower continuous relation between the efforts and flows of both its ports.
Modulated Gyrators MGY This model represents an ideal modulated gyrator, a power continuous relationbetween the effort of one port and the flow of the other port and vice-versa.
Table A.2 Elements, symbol and descripcion BG
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bond
Power arrow
Positive power
bond
Causal stroke
flow
effort
( b )  A  b o n d  a s  a  b i l a t e r a l  s i g n a l  f l o w
( a )  A  b o n d  a s  a  p o w e r  c o n n e c t i o n
Element
Element
To indicate the individual direction of the effort and flow, we use a small stroke
(causal stroke) that is perpendicular to the bond. This stroke indicates the
direction of the effort. The direction of the flow is opposite to the stroke. The
choice of the direction of signals, also known as causality, depends on the element
that is connected to the bond [20].
A.2 Photovoltaic cell code
The code developed to solve the non-linear equation for the photovoltaic cell is
shown as:
parameters
real global rsh;
real global ab;
real global Vb;
real global m;
variables
real rhA; // Equivalent resistance avalanche effect
real Ae; // ()^m
real ush;
equations
ush = dly(p.e,0.0);
Ae = (1 - ush/Vb)^m;
rhA = rsh * Ae/(Ae + ab);
p.e = p.f * rhA;
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Appendix B
B.1 Co-simulation of the photovoltaic system: 20sim-Matlab
Using co-simulation, the different subsystems that form a coupled problem are
modeled and simulated in a distributed manner. Hence, the modeling is un-
dertaken on a subsystem level without having the coupled problem in mind.
Furthermore, the coupled simulation is carried out by running the subsystems
in a black-box manner. During the simulation, the subsystems will exchange
data. Co-simulation can be considered to be the joint simulation of the already
well-established tools and semantics when they are simulated with their suitable
solvers. Co-simulation has an advantage when validating multi-domain and cy-
ber physical systems by offering a flexible solution that allows multiple domains
with different time steps to be considered at the same time. As the calculation
load is shared among simulators, co-simulation also enables the possibility of
large scale system assessment.
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Figure B.1 Co-simulation 20sim-matlab
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The problem of obtaining a continuous simulation (24/7) of the photovoltaic
production from the bishop model is solved using cosimulation, see Fig(B.2).
(a)
1440 Simulations
Scripting
1440 Co-Simulations
variables
(b)
Figure B.2 (a) CoSimulation Matlab (b) CoSimulation 20sim
The model is able to emulate the behavior of panel, string, or array from the
environmental information, the panel’s characteristics, and the connections it
makes every minute see Fig(B.3)
Figure B.3 Simulation every minute I-V and P-V curves
• Interchange of energy (bondgraph) model that described the behaviour of
PV system was made using the 20sim software
• Matlab is used to make changes in the value of the input variables (tem-
perature, irradiation, and shadow factor) that allows us to have 1440 sim-
ulations (24hx60min).
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(a) (b)
Figure B.4 (a) Simulation of the curve P versus V (one day) (b) Simulation of the curve I versus V (one day)
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Appendix C
C.1 ADREAM: Input and Output Variables
A description of the platform that this doctoral thesis used is shown below. The
LAAS-CNRS laboratory is in Toulouse, France, located at: (43°33’43.812" N,
1°28’39.294"E), altitude 145 m. The ADREAM building (Architectures for Dy-
namic Resilient Embedded Autonomous and Mobile systems) was inaugurated
in July 2012, and it is an experimental platform. It is dedicated to energy opti-
mization and ambient intelligence. This building includes a 720 m2 photovoltaic
surface that has a total installed power of 100kWc. Most of the solar panels
installed are Tenesol 2200s.
Figure C.1 Terrace of the ADREAM building
The ADREAM platform at the LAAS - CNRS is shown in the figure (C.2)
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Terrace 1rrTe ace 
Faç
adeaça
e
Terrace 2rrTe ace 
Figure C.2 ADREAM
Field Power PV modules inclination
Facade 38KWp Bi-glass
529Wp
65°south
Experimental
roof+walls
"R+1"
35kWp TE 2200
250p 240p
0°to90°
South
Roof "R+2" 24kWp TE 2200
250p
10°south
Table C.1 List of PV equipment of ADREAM plataform
Terrace 1 in the ADREAM building houses eighty TENESOL 2200 solar panels.
26 solar panels are 250W cmonocrystalline and 54 solar panels are 240Wc mul-
ticrystallines that have sixty photovoltaic cells for each solar panel. Each solar
cell has an area of 0.156 m × 0.156 m. The photovoltaic surface of Terrace 1 is
116.82 m2 [21].
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Figure C.3 Terrace 1 in the ADREAM
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Information on all sensors and measurements relating to energy production is
stored in a database called Pelican, see figure (C.4). The acquisition system
with the curve tracer is also shown in Fig(C.4).
(a) (b)
Figure C.4 (a) Acquisition system (b) Pelican
The ADREAM’s sun path is shown in Fig C.5
Figure C.5 Sun path at LAAS-ADREAM
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Appendix D
D.1 Introduction to fault diagnosis
The fault diagnosis process followed by a system is shown in figure (D.1).
Monitoring Detection Isolation 
Estimation 
of 
magnitude 
Figure D.1 Diagnosis process
Fault types are usually classified into: [22]:
• sensor and actuator faults
• parametric faults
• structural changes
In terms of their occurrence, faults are usually classified into:
• abrupt faults,
• progressive faults,
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• incipient faults, and
• intermittent faults
D.2 Detection, isolation, and diagnosis of faults using
FDD methods
FDD methods utilize the concept of redundancy, which can be either a hardware
redundancy or an analytical redundancy, as shown in Figure D.2.
Processr c ss Set of Sensorst f s rs Diagnosticiani stici
Extra 
Set of sensor
xtr  
t f s s r
FDI algorithm 
using a 
mathematical model
I l rit  
si   
t tic l l
Diagnosticiani stici
Alarm
Alarm
Input Output
Hardware Redundancy 
Analytical Redundancyl ti l 
Figure D.2 Hardware redundancy and analytical redundancy for FDI [17]
D.2.1 Hardware redundancy approach and analytical redundancy
approach
• Hardware redundancy compares duplicate signals that are generated by
various hardware parameters such as measurements from the same sig-
nal given by two or more sensors. Common techniques used in the hard-
ware redundancy approach include: the cross channel monitoring (CCM)
method, residual generation using parity generation (based on sensor ge-
ometry or signal patterns, for example), and signal processing methods
such as wavelet transformation, etc.
• Analytical redundancy uses a mathematical model of the system with some
estimation techniques for FDI. Additional hardware is not required as it
is with the analytical redundancy approach. It is usually a more cost-
effective approach. However, the analytical redundancy approach is more
challenging due to the need to ensure its robustness in the presence of
model uncertainties, noise, and unknown disturbances. Generally, the an-
alytical redundancy approach can be divided into quantitative model-based
methods and qualitative model-based methods [17].
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1. The quantitative model-based methods, such as the observer-based
methods, use explicit mathematical models and control theories to
generate residuals for FDI.
2. The qualitative model-based methods use artificial intelligence (AI)
techniques, such as pattern recognition, to capture discrepancies be-
tween observed behavior and that predicted by a model.
As illustrated in Fig.(D.3), the residual is a signal generated based on the input
vector u(t) and the output vector y(t), or
Residuals
   r(t)
Actuatorst t r Plant Dynamics
l t
 i Sensorsr
System 
Model
t  
l
Residual
system
i l
t
Output of measured variables
y(t)Input
 
u(t)
Actuator
faults
Component
faults
Sensor
faults noisedisturbances
Output of model
Figure D.3 The fault model used for the residual generation based on the model
r(t) = g(u(t), y(t)) (D.1)
Commonly, the residual r(t) is the difference between the measured output y(t)
and the output on the plant’s model ŷ(t) , i.e.,
r(t) = y(t)− ŷ(t) (D.2)
For fault detection Eq.(D.2), the residual should satisfy the following properties:
• Invariance Relation: When no fault occurs, the mean of the residual should
be zero.
• Fault Detectability: When there are faults in the system occurs, it should
deviate from zero.
D.3 Residues
For fault isolation, the residuals generated should not only be sensitive to faults,
they also need to be able to distinguish between different types of faults. There
are two approaches to generate such residuals that facilitate fault isolation:
• Directional residual: generates residual vectors that lie in a specified di-
rection in the residual subspace and correspond to each type of fault. The
fault isolation problem is then transformed into one that determines the
direction of the residual vector.
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• Structured residual: each residual vector is designed to be sensitive to a
single or selective set of faults and insensitive to the rest. These residuals
are usually characterized by a fault matrix signature in which the rows cor-
respond to residuals and columns correspond to faults. A “1” in the FSM
represents coupling between a residual and a fault, and a “0” represents
no coupling. For isolation, all columns must be different. A special case in
which each residual is designed to respond to a single fault is known as a
diagonal structure, see Table (3.5).
D.3.1 Fault detection
The residue is the difference between the expected value and the actual value.
There is a threshold defined by an upper limit and lower limit. Values outside
this threshold generate a residue flag "1", see Fig(D.4). If the error r1 or r2 is
within the threshold, a flag that has a value of value "0" is generated, but if it
exceeds the upper or lower limit values of the threshold, a flag that has a value
of "1" is generated. If there is a deviation from the expected behavior due to
causes other than disturbances or noise, a fault has been detected.
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Figure D.4 Residue
D.3.1.1 Threshold of the residuals
To avoid fault false alarms, it is necessary to carry out an in-depth analysis of
the types of waste as this uses statistical measures of the system.
Statistical Analysis of residuals : The chart plots measurements relating
to PV quality characteristics of the residues in samples taken from the process
versus time, see Fig(D.5). The chart has a center line (CL) and upper and lower
control limits (UCL and LCL) [23]. The center line represents where this process
characteristic should fall if there are no faults or no disturbances. The control
limits are determined from some simple statistical considerations.
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Figure D.5 Control chart
• Shewchart:xi are individual observations collected from a monitored pro-
cess. σ is the standard deviation µ. CL is the process mean. UCL=CL+3σ
and LCL=CL+3σ is the standard deviation.
• Two very effective alternatives to the Shewhart control chart may be used
when small process shifts are of interest.
– Cumulative sum (CUSUM) control chart:
– Exponentially weighted moving average (EWMA) control chart:
D.4 Fault isolation and fault signature
A fault signature is a sequence of flags that allow a fault to be identified. If the
fault signature is unique, it can be affirmed that the fault could be isolated and
the type of fault is identified, see Fig(D.6).
• Blue region: Flags r1 = 0 and r2 = 0, system without faults.
• Green region: Flags r1 = 0 and r2 = 1, existence of a residue, possible
presence of failure.
• Pink region: Flags r1 = 1 and r2 = 0, existence of a residue, possible
presence of failure.
• Orange region: Flags r1 = 1 and r2 = 1, existence of two residues, possible
presence of failure.
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Figure D.6 Region signature of faults
The problem of fault isolation can be seen in Figure (D.7) which shows how a
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fault signature can simultaneously belong to two different types of faults (f1 and
f2).
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Figure D.7 Isolation of faults
Once the residuals are generated, the next step is to determine whether any fault
has occurred as well as the location and type of each fault based on statistical
tests of the residuals. The simplest approach is to decide that a fault has occurred
when the instantaneous value of a residual vector exceeds a constant threshold.
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Appendix E
E.1 Monitoring interface of the PV system
E.1.1 Monitoring PV system
Figure(E.1) presents a monitoring interface of four PV panels.
1. irradiation versus time curve.
2. temperature versus time curve.
3. I-V curve
4. P-t curve
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Figure E.1 Monitoring interface
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E.1.2 Display interface 1: diagnosis based data driven
This thesis has developed an interface for fault diagnosis based on data. To
develop this interface, we used the monitoring system that was previously shown
in the chapter. The interface comprises eight windows:
1. Solar irradiation versus time that shows the current value and values from
midnight to the present.
2. Temperature versus time showing the current value and the values from
midnight to the present.
3. Voltage versus current of the photovoltaic module that is compared with
the models.
4. GMPP versus time
5. Data-based diagnosis G-P
6. Data-based diagnosis G-I
7. Data-based diagnosis G-V
8. Data-based diagnosis FF
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Figure E.2 Data driven diagnosis
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E.1.3 Display interface 2: diagnosis based on the model
We developed an interface for fault diagnosis based on models. To develop this
interface, we used the monitoring system previously shown in the chapter. The
developed interface consists of four windows:
1. The irradiance curve versus time, it shows the present value and values
from midnight to the next midnight
2. Temperature curves (both in time)
3. Curve I-V can be seen through moments in time and the models
4. Maximum system power curve
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Figure E.3 Monitoring and comparison system interface vs. model
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