We present a new computation of the asymptotic gravitational wave energy fluxes emitted by a spinning particle in circular equatorial orbits about a Kerr black hole. The particle dynamics is computed in the pole-dipole approximation, solving the Mathisson-Papapetrou equations with the Tulczyjew spin-supplementary-condition. The fluxes are computed, for the first time, by solving the 2+1 Teukolsky equation in the time-domain using hyperboloidal and horizon-penetrating coordinates. Denoting by M the black hole mass and by µ the particle mass, we cover dimensionless background spins a/M = (0, ±0.9) and dimensionless particle spins −0.9 ≤ S/µ 2 ≤ +0.9. Our results span orbits of Boyer-Lindquist coordinate radii 4 ≤ r/M ≤ 30; notably, we investigate the strong-field regime, in some cases even beyond the last-stable-orbit. We compare our numerical results for the gravitational wave fluxes with the 2.5th order accurate post-Newtonian (PN) prediction obtained analytically by Tanaka et al. [Phys. Rev. D 54, 3762]: we find an unambiguos trend of the PN-prediction towards the numerical results when r is large. At r/M = 30 the fractional agreement between the full numerical flux, approximated as the sum over the modes m = 1, 2, 3, and the PN prediction is 0.5% in all cases tested. This is close to our fractional numerical accuracy (∼ 0.2%). For smaller radii, the agreement between the 2.5PN prediction and the numerical result progressively deteriorates, as expected. Our numerical data will be essential to develop suitably resummed expressions of PN-analytical fluxes in order to improve their accuracy in the strong-field regime.
I. INTRODUCTION
The black hole (BH) binary problem is one of the most interesting topics of numerical relativity due to its relevance for gravitational wave (GW) detection and its enormous numerical challenges. In the test-particle limit we assume that one of the two companions has such a small mass µ M , where M is the mass of the big companion, that the system can be modeled as a fixed BH background plus a perturbation. Thus, linearized equations like the Regge-Wheeler-Zerilli (RWZ) equations [1, 2] and the Teukolsky equation (TE) [3, 4] can be used. The particle limit is relevant in its own right as the extreme-massratio (EMR) corner of parameter space [5, 6] , but even more important because, (i) the underlying physics are the same at any mass-ratio, which allows to connect the particle results to comparable mass ratios; in some cases qualitatively [7] , in other cases even quantitatively [8] , (ii) semi-analytical models like the effective-one-body (EOB) model rely on EMR information, see, e.g., [9] , (iii) the physical origin of experimental observations can be disentangled with more intuition; e.g., a clean definition of the trajectory or the couplings of orbital and spin angular momenta is possible, and (iv) the computational costs are negligible in contrast to full-fledged numerical relativity (NR) simulations like, e.g., [10] . Hence, it is highly desirable to have tools like a "point-particle laboratory"; in particular, one that allows to study the effects of spin-spin-couplings and spin-orbit couplings on the gravitational waveforms.
The treatment of point particles with spin has a long history in relativity [11] [12] [13] . A major step was Mathisson's model of a "gravitational skeleton" [14] (see also [15, 16] ), in which the energy momentum tensor of a spinning body is expanded into its multipolar moments. Assuming that the body be sufficiently small, one can neglect higher multipole moments; e.g., restricting to the mass (monopole) and linear spin effects (dipole) one obtains the well-known "pole-dipole" approximation. Within this framework and using the conservation equation ∇ µ T µν = 0, Papapetrou derived his famous equations of motion (EoM) for a spinning particle [17, 18] . The nowadays standard form of these equations was obtained in a series of subsequent works by Tulczyjew [15] , Dixon [19] [20] [21] [22] and Wald [23] , and it is written in terms of the worldline variables {v µ , p µ , S µν }, i.e. the tangent vector, the linear four momentum and the spin tensor respectively. In this form the equations are often referred to as the "Mathisson-Papapetrou-Dixon" equations (MPEQs), emphasizing the important early contribution of Mathisson [14] and the later reformulations of Dixon. As discussed already by Papapetrou, the EoM contain three degrees of freedom that have to be fixed in order to close the system of ordinary differential equations. This freedom can be interpreted as the arbitrariness in the choice of the reference point inside the spinning body that shall be tracked by the EoM. The reference point is not unique because any spinning body has a lower bound for its size: R S/µ, where R is its radius, S its spin magnitude and µ its mass [24] . Thus, the MPEQs have to be understood as describing a small but not pointlike body [23] , and, in principle, one could arXiv:1510.05548v2 [gr-qc] 2 Aug 2016 choose any point inside the body as the reference point that follows the EoM. A unique choice in classical mechanics would be the center of mass, which, however, in GR is oberver dependent [25] (see [16] for a nice visualisation). It is conventional to use the center of mass with respect to which the "spin" of the body is defined as the reference point tracked by the worldline X µ (λ), with λ the proper time. Thus, a condition that fixes the spin also fixes the reference point traced by X µ (λ), and the freedom in the EoM can be removed by imposing a spin-supplementary condition (SSC). Several such SSCs have been proposed in the literature [15, 18, 19, [26] [27] [28] [29] , usually by demanding the reference-point to coincide with the center-of-mass as perceived by some preferred timelike observer and, consequently, with the spin to be orthogonal to this oberver's direction of motion.
Over the years the dynamics of a pole-dipole particle was studied in great detail within the MathissonPapapetrou framework and under the influence of different SSCs, see, e.g., [29] [30] [31] [32] [33] for an overview. Note, that technically the "gravitational skeleton" can be used to derive EoM at any multipolar order and especially second (quadrupole) moments modeled as quadratic in spin effects have already been included in many recent works, see, e.g., [16, 22, [34] [35] [36] [37] [38] [39] . On the contrary, the literature on GWs emitted by spinning particles that move in BH spacetimes is rather sparse; probably, due to the fact that the interest in the topic is mostly theoretical. Estimates on the honest effect of the spin of the particle predict at best secular relevance in intermediate-massratios [30, 40] . Therefore, it does not come as a surprise that all studies mentioned below went beyond the range of astrophysically realistic values for the spins (see Ch. II, Sec. 3B in [32] ). This is motivated by the hope that high spin values can nonetheless provide very valuable theoretical information.
Almost 20 years ago Mino et al. [41] performed first numerical studies of the GW emission from a spinning particle on radial plunges along the rotation axis of a Kerr BH by solving the TE in the frequency domain, more precisely within the Sasaki-Nakamura formalism [42] . The work of Mino et al. [41] was complemented by radial plunges in the equatorial plane, as considered by Saijo et al. in [43] . Recently, Han [44] computed numerically energy fluxes of a spinning particle in circular, equatorial orbit about a rotating Kerr BH, both to infinity and down the horizon, using the same approach in the frequencydomain. In a somewhat different approach, using metric perturbations and linearizing the Einstein equations, Tominaga et al. [45, 46] investigated GWs from a spinning particle moving in the spherically symmetric background created by a neutron star. In 2015, Burko and Khanna [47] studied the effect of the particle spin on the waveforms produced along circular motion around a Schwarzschild BH and found that it can be as important as conservative self-force effects. All the studies mentioned so far, restricted the spin of the central BH, here denoted S 1 , and the spin of the small body, S 2 , to be (anti-)parallel -and we will do so, as well. On the analytical side, PN calculations for spinning binaries of comparable masses were performed in [48] [49] [50] and in several works since, see [16] for an overview. In the point particle limit, Tanaka et al. [51] computed energy fluxes to infinity at 2.5PN by solving the Sasaki-Nakamura equations. Their results, Eqs (5.17) and Eqs (5.19) in [51] , comprise the next-to-leading-order (NLO) in the spinorbit interaction and the leading-order (LO) in the spinsquare interaction and will serve as the target solutions for our study. Recently, new analytical expressions for the fluxes became available at higher PN accuracy (in both the spin-orbit and the spin-spin interaction), remarkably in the comparable-mass case: spin-orbit contributions to the flux were obtained at next-to-next-toleading order in Ref. [52, 53] , see also [54, 55] , while spinsquare terms were given at NLO in Ref. [56] , notably also with the addition of the 4PN tail contribution [57] .
For simplicity, here we choose to not include the testparticle limit of the analytical expression of Refs. [53, 56] , i.e. we only rely on the 2.5PN accurate original expression of Tanaka et al. [51] . The higher-order PN terms will be included, in a suitably factorized and resummed form [58] , in a follow-up work that aims at assessing in detail the accuracy of the analytical expressions in the strong-field regime.
In this work we will solve the MPEQs with the Tulczyjew-SSC (see below) for circular equatorial orbits, using a variational Gauss-Runge-Kutta integration scheme as presented in [59] . The obtained dynamics will be fed to a time-domain Teukolsky solver, which was succesfully used in the computation of tail decay rates [60] and GWs from EOB-radiation-reaction-driven particle inspirals [61, 62] . The obtained GWs are used to compute energy fluxes to infinity. We compare our numerical data against the 2.5PN result of Tanaka et al. [51] . We will prove that our data approach towards the PNprediction as r → ∞ until the differences reach the level of our numerical uncertainty estimate, which thus mutually confirms both our numerical implementation and the analytical PN calculation of Tanaka et al. (also the test-particle limit of the comparable-mass PN calculation of [52, 54, 55, 57] ). Moreover, we will set up a data base with numerical values for the infinity fluxes, which will serve as an orientation for future studies and, in particular, allow to assess the success of manipulations in the analytical formulas. Note that in the non-spinning case the PN-results have been successfully processed in [63] [64] [65] with resummation techniques in order to extend the range of accuracy towards the strong-field regime.
The paper is organized as follows. In Sec. II we will shortly describe the MPEQs and the procedure of finding circular orbits. In Sec. III we review the TE and our approach to solving it numerically in the time-domain. In addition, we present our strategy of computing the TE source term with spin and the implementation in the Teukode. Notably, our code is, to the best of our knowledge, the first one to solve the TE in the time-domain with a source term for a spinning particle. In Sec. IV a discussion of our numerical results for the total energy fluxes of a spinning particle is given, with respect to the analytical 2.5PN prediction. Finally, in Appendix A we complement the consistency checks of our numerics with (i) an analysis of the multipolarly decomposed fluxes, (ii) repeating the comparison for the total flux with respect to a different PN variable than that used in the main body, and (iii) a comparison against the numerical results of [44] . In Appendix B we collect our results in tables, as a reference for future studies.
We use geometric units, c = G = 1, and the Riemann tensor defined as R
, where the Christoffel symbols Γ are computed from the metric with signature (−, +, +, +). We often employ reduced variables as denoted with a hat; e.g., r = r/M andâ = a/M = ±| S 1 |/M 2 , where S 1 is the angular momentum, M the mass of the central BH and the + (−) is chosen when S 1 is aligned (antialigned) with the strictly positive orbital angular momentum. The spin of the particle is expressed here, as well as in most of the literature on this subject, with the dimensionless quantity σ = S/(µM ) = ±| S 2 |/(µM ), where S 2 is the spin angular momentum of the particle and µ its conserved mass. If we think of the particle as a model of a BH, its maximal spin angular momentum would be S = ±µ 2 (see [32] for a discussion on maximal spins of stellar objects), which means σ would be restricted to −ν ≤ σ ≤ ν, with ν ≡ µ/M , that is −1 ≤ σ/ν ≤ 1 (see also [66] for a related discussion). In practice, we use M = µ = 1 in our numerics, avoiding the inconvenient appearance of factors ν and restricting our spin parameter to σ ∈ [−1, 1]. This setting is somewhat counterintuitive to the condition µ M , which we assume in doing perturbation theory, but since µ and M are just scales in the used equations we are free to use the most convenient values numerically.
II. DYNAMICS OF A POLE-DIPOLE PARTICLE
In this Section we briefly recall the EoM for a poledipole particle and explain our choice for the SSC. More details on the used numerical integration scheme can be found in [59] , where one of us compared the dynamics of the MPEQs with the EoM of the Hamiltonian for a spinning particle [67] . In addition, we will outline the procedure for finding initial data that leads to circular equatorial orbits (CEOs), including unstable ones. We mention that, equivalently, the dynamics for a pole-dipole particle under the TUL-SSC which moves on a circular orbit in the equatorial plane with (anti-)aligned spin can be computed analytically following the Appendix of [51] .
A. Equations of Motion and the Spin-Supplementary Condition
The MPEQs have been the object of many studies, see, e.g., [30] for a review and [68] [69] [70] for recent works. In the nowadays standard form they read
where v µ = dX µ /dλ is the tangent vector to the worldline X µ (λ), with λ the proper time, of a yet unspecified reference point inside the spinning body and p µ its total linear four-momentum. The spin tensor S µν is defined in some analogy to classical spin angular momentum via spatial integrals over the stress-engery tensor T µν on a given hypersurface and with respect to the chosen reference point [29, 32] . The more intuitive picture of spin as a three-dimensional vector can be partially retrieved after the reference point is fixed through a SSC (see below). Independently from the SSC, any background symmetry implies a constant of motion with respect to evolution upon the MPEQs. Namely, for a Killing vector ξ µ the quantity
remains conserved upon evolution. As mentioned earlier, the system of Eqs. (1) contains three degrees of freedom associated with the arbitrariness of the tracked reference point and thus with the notion of spin. This arbitrariness has to be removed before one can use Eqs. (1) to find dynamics of a pole-dipole particle. Here, we choose to close the system with the "Tulczyjew-SSC" [15] (TUL-SSC)
which is known to feature conservation of the dynamical rest mass µ := √ −p µ p µ and of the spin magnitude
Note that all previous numerical studies on the topic of energy fluxes from spinning particles made the same choice [41, 43, 44, 51] . For the TUL-SSC a spin fourvector is defined as
where u ν := p ν /µ is the specific four momentum, µνρσ = √ −g˜ µνρσ is the Levi-Civita tensor with the Levi-Civita symbol˜ 0123 = 1 and g is the determinant of the background metric tensor. Eq. (5) can be rearranged to get
Substituting Eq. (6) into the definition of the spinmagnitude, Eq. (4), we get that the spin magnitude can be written in terms of the four-vector
The TUL-SSC by construction implies the orthogonality of the spin-vector and the linear momentum four-vector, S µ p µ = 0, and it has been shown that S µ v µ = 0 holds as well, see, e.g., [68] .
In general, the imposition of a SSC closes the system of evolution equations for the worldline variables {v µ , p µ , S µν }. For the TUL-SSC one can deduce an explicit relation v µ (u µ , S µν ); namely,
where m = −p µ v µ is the rest mass with respect to v µ , which for the TUL-SSC is only conserved up to linear order in S. In practice, the value of m is set such that the tangent to the worldline satisfies the condition
e. the specific linear momentum and the tangent vector differ by a quadraticin-spin term. We mention that the relevant literature [41, 43, 44, 51] that we use for comparisons also uses the TUL-SSC.
Here, it is useful to comment on the implications of the quadratic-in-spin term introduced to the system by virtue of the TUL-SSC. The region of interest in this paper is the weak-field, where R αβγδ ≈ 0 so that the spinsquare term in Eq. (8) is suppressed and our dynamics remain basically linear-in-spin (which directly reflects in the obtained GW fluxes). Instead, in the strong-field and at large spin values σ ∼ O(1) the O(S 2 )-terms have a relevant influence on the dynamics [71] . Let us briefly discuss what this entails for the significance of our study in the strong-field; especially, with respect to the question of how reliable our results might be for more realistic bodies with a small but non-vanishing quadrupolar moment. The very first assumption of the pole-dipole model is that the energy-momentum tensor of the body that we aim to model is assumed to exhibit only zeroth and first moments when subjected to a multipolar expansion. When this assumption is strictly satisfied, the maintenance of the O(S 2 )-terms introduced by the TUL-SSC is fully compatible with the pole-dipole approximation. On the contrary, if one was to stretch the limits of the model beyond a rigorous description, by considering a realistic body for which the assumption of vanishing higher multipole moments is violated to a small extent, the pole-dipole approach becomes ab initio an approximation which neglects quadratic-in-spin terms (because in realistic bodies the spin induces a quadrupole moment which is described as a spin-square term [16, 72, 73] ). Thus, for such bodies the pole-dipole dynamics can only give a qualitative description of the leading-order in S behaviour. To at least consistently investigate this leadingorder in S influence on the motion, one would have to neglect quadratic-in-spin terms all over, also in Eq. (8) . In the future, we plan on doing so by repeating our analysis with the MPEQs linearised in the spin in order to have dynamics which are fully consistent for realistic bodies also in the strong-field (though restricted to linear order in the spin).
In summary, we have decided to solve the full quadratic-in-spin relation, Eq. (8). Thus, our dynamics is rigorous, also in the strong-field, as long as the considered body can in fact be described only by its monopole and dipole. Instead, bodies with a small but non-vanishing quadrupole moment are only in the weak-field consistently described by our dynamics -and only at leading order in S; in the strong-field, the sustained O(S 2 )-term in the dynamics is inconsistent for such realistic bodies. Astrophysically relevant objects like BHs in a binary are in general not consistently described by our dynamics at small orbital distances because we neglect the expected nonvanishing quadrupolar moments that are induced by the spin and by tidal deformations, see, e.g., [74] . Before applying our results to modeling fluxes from realistic bodies in the strong-field, one would thus need to repeat our analysis with consistent, linear-in-spin dynamics to estimate the influence of the O(S 2 )-term. Fortunately, for σ 1 the discussion is anyway redundant because in that case one can at any rate neglect all quadratic-inspin terms; in particular, as already argued by Tulczyjew [15, 19] , one would then linearize Eq. (8), which is frequently seen in analytical approaches like [66, 75] .
B. The Kerr spacetime background
The Kerr spacetime in Boyer-Lindquist (BL) coordinates (t, r, θ, φ) reads
where
Since v θ = 0, we can choose to stay on the equatorial plane, i.e., θ = π/2. The condition (14) on the equatorial plane means that the spin of the particle is parallel to the spin of the central black hole. For a S > 0 the spins of the binary are aligned while for a S < 0 the spins are antialigned.
From Eqs. (7) and (14) we get S θ = − √ g θθ S. The only non-zero components of the spin tensor computed from Eq. (6) are
We can express p t and p φ as functions of the energy E and of the z-component of the total angular momentum, J z , by using Eqs. (12) and (13), and, since the system is constrained to the equatorial plane, we get
cf. Eqs. (40) and (41) in [68] (our definitions of E and J z , Eqs. (12) and (13), differ from those of [68] , Eqs. (37) and (38) , by a minus sign). Rewriting the above expressions in dimensionless quantities, we have
whereĴ z := J z /(µM ), andÊ := E/µ. From Eq. (8) and Eq. (18) we can get the radial velocity as a function of the dimensionless quantities as well, i.e.,
and the effective potential
The turning points of the radial motion, defined by V eff = 0, provide the first condition to obtain CEOs. The second condition is to demand that there is no radial acceleration. Altogether,
have to be fulfilled for a CEO. By solving the system of Eqs. (21) for a given radial distancer and spin σ we get the energyÊ, and the component of the total angular momentumĴ z . If
< 0, the CEO is stable along the radial direction while, if
dr 2 > 0, the CEO is unstable. In the latter case, we have to impose in the code that the radial and the polar velocity are zero during the whole evolution of the system, otherwise small numerical instabilities will drive the numerical trajectory off the CEO. For all values of the (background and particle) spins considered in this work, we computed the radius of the last stable orbit (LSO) by demanding (21) (see e.g. [68, 76] for the same calculation). The corresponding numbers are listed in Table I , together with the respective orbital frequency of the particle as computed from Eq. (22) .
D. Orbital configurations
We consider orbits with Boyer-Lindquist radiir = {5, 6, 7, 8, 10, 12, 15, 20}. For some configurations, further data points atr = 4 andr = 30 are computed. Comparing with Table I , this means we are considering also unstable orbits beyond the LSO. For each value of r we consider three values of the background spinâ = {−0.9, 0, +0.9} and ten values of the particle spin σ = {−0.9, −0.7, −0.5. − 0.3, +0.1, +0.3, +0.5, +0.7, +0.9}.
After obtaining the corresponding initial data following Sec. II C, we numerically integrate the EoM, Eq. (1) and Eq. (8) . As an immediate check of our dynamics we compare the obtained numerical frequency
with the exact analytical expression, Eq. (12) in [44] , that generalizes the usual Kepler law from geodesic motion to our EoM for a spinning particle (cf. also the Appendix of [51] , which gives a procedure to compute the frequency as well). Within our notation, this (dimensionless) orbital frequency readŝ
where u ≡ 1/r = M/r. We use here the minus sign in the ∓ case distinction in Eq. (12) of [77] because we define −1 ≤â ≤ 1 (thus a case distinction is not needed). In the σ → 0 limit, this equation reduces to the usual Kepler constraint for a nonspinning particle on Kerr background, Ω = 1/(â +r 3/2 ). Also, when working at linear order in σ, it coincides with the PN expression given by Tanaka et al. [51] , see Eq. (33) below.
The dimensionless orbital frequencyΩ Num obtained from direct numerical integration of the EoM, Eqs. (1) and (8), is found to agree with the analytical expression Eq. (22) within a fractional difference of 10 −4 or smaller. We take this as a reliable cross check of the numerical implementation of the dynamics. As a consequence, we will just use Eq. (22) above in the following whenever showing results as a function of the PN-ordering parameter x ≡Ω 2/3 .
III. TEUKOLSKY FORMALISM IN THE TIME-DOMAIN
In this Section we review our approach to solve the TE in the time domain by means of the Teukode (see [60] [61] [62] for further details). We discuss a strategy of computing the source term of the TE for a pole-dipole particle. We spare a detailed repetition of the description of the Teukode, only mentioning that it was validated for a non-spinning particle by reproducing several previous results [78] [79] [80] [81] [82] [83] [84] [85] .
A. (2+1) Approach and HH-coordinates
Our approach to solving the gravitational TE makes use of hyperboloidal, horizon penetrating "HHcoordinates" {τ, ρ, θ, ϕ}, see [79, [86] [87] [88] [89] [90] for general ideas TABLE I. Characterization of the last stable orbit (LSO) of a spinning particle on circular equatorial orbits of a Kerr background under the MPEQs and the TUL-SSC, Eqs. (1) and (8) . The columns report, for each value of (â, σ) considered, the dimensionless radius of the LSO,rLSO, and the corresponding dimensionless orbital frequency,ΩLSO, obtained from Eq. (22 and [61, 91] for explicit formulas. The HH-coordinates smoothly reach future null infinity J + ("scri"), at ρ S , and penetrate the horizon at ρ + , which makes them favorable for numerical computations in two aspects: (i) the domain [ρ + , ρ S ] is causally closed with vanishing radial coordinate light speeds at the boundaries (thus no numerical boundary conditions have to be imposed), and (ii) ρ + and J + constitute the two most interesting points for GW-extraction. Since these points are part of the computational domain, we avoid the additional uncertainties of extrapolation procedures. As pointed out in [60, 61] , the application of these coordinates to the TE has to go hand in hand with a change of the underlying tetrad for the resulting equation to be regular at the horizon and at J + . A rotation of the tetrad is equivalent to a rescaling of the field Ψ → ψ, see [61] for the explicit rescaling implied by switching from the Kinnersley-tetrad to the Campanelli-tetrad [92] , which is used here. The azimuthal coordinate ϕ is the one from the ingoing-Kerr coordinate system and thus adopted to the axisymmetry of the Kerr spacetime, i.e. ∂ ϕ = ∂ φ , where φ is the standard BL-coordinate. Consequently, a decomposition into Fourier m-modes, ψ = m ψ m e imϕ , results in components ψ m of the full solution that decouple upon evolution and can be treated separately. In practice, rederiving the TE in the tetrad of [92] with components specified in the HH-coordinate system and separating the azimuthal dependence, we obtain a reformulated (2+1)-TE of the form (23) with coefficients C(ρ, θ; m, s) depending on the background coordinates, the spin weight s, and the azimuthal mode-index m. Below, the index m in the complex variable ψ m will be suppressed for brevity.
B. The Source Term
The TE, Eq. (23), contains the source term S s , which encodes the specific form of the matter perturbation that shall be treated. For the gravitational cases the source terms are given by
The tetrad scalars T 4 , T 0 are built from the stressenergy tensor of the perturbation T µν and from the legs l µ , n µ , m µ of the tetrad, which was used for the derivation of Eq. (23) . Schematically, T 4 , and similarly T 0 , is computed as
where the D i are certain sums of all kinds of 1st and 2nd coordinate-derivative operators and of non-derivative algebraic factors (see [4] for details).
To be consistent with our dynamics, the model for the stress-energy tensor of a spinning particle must be Mathisson's "gravitational skeleton" in the pole-dipole approximation
where x µ = {τ, x i } are some coordinates (in our case the HH-coordinates), λ is the proper time, X µ (λ) is the world line of the reference point inside the modeled body, t µν = v (µ p ν) is the monopole moment and
and exploiting the defining properties of a δ-distribution, we obtain the ready-to-use expression (cf. Eqs. (2.14) and (2.16) of [66] )
In Eq. (28) the dynamical quantities, which are obtained from solving the MPEQs, are depending on the background-coordinatetime, i.e.
, but not on the spatial coordinates. The factor √ −g and the Christoffel symbols, which enter through the covariant derivative in Eq. (27) , are functions of the background and not coordinate time-dependent, at least in time-symmetry adapted coordinates like the HH-or the BL-coordinates. Since the TE source term is computed through Eq. (26) from all kinds of (τ, ρ, θ, ϕ)-derivatives of T µν , a consistent handling of these dependencies is important.
Unfortunately, the explained "choices" for the dependencies are not unique.
The appearance of δ-distributions without any integrals in Eq. (28) creates room for ambiguity. If Eq. (28) was under an integral dx i (. . . ), there would be no doubt that we were free to interchange field and source points, x i ↔ X i (τ ), by virtue of the δ-distributions. But the integral is missing so that we have to consider the δ-distributions as usual functions that only approximate the distributions in some limit. Therefore, we decide to avoid, (i) interchanging of x i and X i at will, and (ii) shifting derivatives that hit the δ-function to the remaining integrand by virtue of
. While these choices are certainly the most reasonable in our opinion, one could still argue that the δ-functions act as if there was an integral. In particular, we mention that reference [66] explicitly uses the Christoffel symbols at X i (t) (working with BL-time t), thus making them t-dependent instead of x i -dependent. In principle, this leads to slight differences compared to our choice when evaluating the TE-source term. However, a good approximation of the δ-distribution means that δ(
, which, after all, means the whole discussion becomes irrelevant at high enough resolutions, at least with respect to the numerical outcome.
Let us proceed by discussing briefly the actual implementation of the source term. Since the different derivative terms in Eq. (26) turn out to be of large algebraic complexity, it is advisable to wrap single smaller parts into auxiliary quantities. For instance, one starts by separating the part that in the case of S µν = 0 reduces to the non-spinning particle energy-momentum tensor multiplied by
Note though that the rewritingT
t , which we used in [61] , does not hold anymore because we have p µ = µv µ if S µν = 0. We further separate the explicitly spin-dependent part into pieces, according tõ
where we have introduced the coordinate velocities V µ = v µ /v τ and exploited the antisymmetry of S µν . In the code, the derivatives ofT µν SP are then computed as sums of derivatives of the Q µν X . Notably, Q µν A and Q µν B already contain ∂δ-terms, which means that we will end up with a source term that includes third derivatives of the δ-functions, i.e. ∂∂∂δ-terms. It remains to compute derivatives of the tetrad legs and, finally, to shuffle all the pieces together.
At last, we emphasize that in the Teukode the whole computation outlined above is performed in the HHcoordinate system. This is not necessarily to be expected since T 0 and T 4 are tetrad scalars and thus coordinate invariants, but it turns out that the δ-function treatment is simplified if the source is treated within the same coordinates as the rest of the equation, see Sec. 3.2 in [61] . This means, after solving the MPEQs in Boyer-Lindquist coordinates, we have to transform {x µ , v µ , p µ , S µν } before feeding them to the code.
C. Numerical Approximation of δ-functions
The performance of different numerical approximations of a δ-distribution, and of its derivatives in r and θ, was discussed already in [61] . However, when the particle is spinning the presence of third derivatives of δ-functions in the source term obliges us to reconsider what is the best option. Inspecting the recent literature, one finds that a δ-like source can be implemented essentially in two ways: (i) a few-point (discrete) approximation, developed in [83, 93, 94] , and (ii) a simpler, analytical approximation by a (narrow) Gaussian function. Within our numerical infrastructure, the two representations for the δ-function were extensively compared in [61] . It was found that the few-point representation is superior to the extended representation for CEOs. In that case we were able to reproduce the values for energy fluxes emitted by a non-spinning particle as computed by S. Hughes by means of an improved version of the frequency-domain code used in [83, 84, 95] (see Appendix A of [96] ) within 0.01% at a resolution of N ρ × N θ = 2400 × 200 points. In general, however, for non-circular motion the Gaussian approximation of the δ-function turned out to be the better option as it caused less numerical noise in the simulation.
In the present study of CEOs we use the narrowGaussian model because, i) it will be our standard choice when deviating from circular motion in the future, and ii) the prescriptions for building a few-point representation of third derivatives of a delta-function have not been derived in [83] (though following the same ideas they can be in principle). This approximation implies a slight loss of accuracy compared to our results for a nonspinning particle [61] . The fractional accuracy we obtain is about 0.2% in the dominant m = 2 mode (see below), which is sufficient to prove the consistency between the PN and the numerical fluxes at large orbital radii.
IV. RESULTS: COMPARING NUMERICAL AND POST-NEWTONIAN FLUXES FOR CIRCULAR ORBITS
In this Section we present our new numerical computation of the GW energy fluxes emitted by a spinning particle on a CEO about a Kerr black hole. We discuss the total flux to infinity [97] , which is approximated here as the sum over the three dominant m = 1, 2, 3 multipoles, with all corresponding -contributions included, and compare it with the 2.5PN prediction. We see that the result of the numerical computation and the analytical PN prediction are consistent (up to the 0.2% level) for large orbital radii, i.e. when x ≡Ω 2/3 → 0. A detailed multipolar analysis is presented in Appendix A.
We [98] ). Here, the orbital frequency of the particle, Ω, determines the waveform's frequency ω = mΩ.
A. Numerical fluxes and their accuracy
In this section we will give an estimate of the accuracy of our energy flux computations on the basis of non-spinning particle experiments, which can be quantitatively compared with existing literature results. More precisely, we compute the fluxes of a non-spinning particle on a CEO, with the same numerical setup that will be used for a spinning particle, i.e. using the Gaussian approximation of the δ, and then we compare with the extremely accurate target solution computed by S. Hughes in the frequency domain [83, 84, 95, 96] .
In [61] , we have performed the same comparison and found a ∼ 0.01% agreement at resolutions N ρ × N θ = 2400 × 200. However, this remarkable accuracy relies on the usage of the few-point delta-approximation of [83] . The Gaussian δ-approximation, which we use here, is expected to entail a loss of accuracy. To compensate the loss of accuracy, we increase the resolution in this study to N ρ × N θ = 4800 × 400 points. As shown below, this is enough to reach satisfactory accuracy for r ≤ 20. When studying orbits atr = 30, the accuracy drops due to the loss of resolution near the compactification boundary in the hyperboloidal coordinate system. Therefore, atr = 30 we employ extraordinary resolutions of N ρ × N θ = 6000 × 500.
Before going into detail on the accuracy, we discuss how the energy fluxes can be computed from our master variable ψ. At future null infinity, ρ = ρ S , our master variable satisfies ψ(τ, ρ S , θ, ϕ) = rΨ 4 (τ, θ, ϕ). Therefore, we can compute the multipolar energy fluxes to infinity directly from ψ, which for the multipolar decomposition reads
where rḣ = 2 ψdt . The multipolar energy flux F m is here defined to include both the +m and −m contributions, which implies the factor 2 in Eq. (31), cf. Eq. (2) of [63] . Note that the m-subscript refers to a multipolar decomposition that can be done either with respect to the spin-weighted spherical harmonics Y s m or the spinweighted spheroidal harmonics S s m , see App. A 1 for a short description of these functions. Notably, the reference data for σ = 0.0 includes the multipolar fluxes with respect to both the Y 2 m and the S −2 m bases. Let us proceed by comparing our numerical results and the target solution of Hughes for σ = 0.0. As a general bench mark, we find an agreement of ∼ 0.2% in the full -summed flux of a m = 2 simulation for all tested background spinsâ ∈ {0, ±0.9}, and at all radii, r = (4, 5, 6, 7, 8, 10, 12, 15, 20, 30) . We find approximately the same accuracy in the dominant multipolar fluxes. For example, atr = 20 forâ = ±0.9 the multipolar 22-flux, either with respect to Y −222 or to S −222 , exhibits again a ∼ 0.2% agreement with the reference solution. For the sub-dominant modes the accuracy decreases slightly because they are much smaller in absolute magnitude; e.g., for both the Y −232 -flux and the S −232 -flux we find a ∼ 0.5% agreement in ther = 20,â = ±0.9 test cases. In conclusion, the estimated 0.2 − 0.5%-level of accuracy for σ = 0.0 is surely enough to prove consistency with the corresponding PN expressions, though nonzero values of the spin, σ = 0, are expected to slightly increase the amount of noise in our simulations. To get an immediate impression of the accuracy of our multipolar fluxes, we have added the non-spinning σ = 0.0 results of [84] to our plots of the multipolar fluxes over σ, Fig. 2 . The σ = 0.0 data points are highlighted by short horizontal gray lines, which should be cut by the smooth connection of our σ = 0 data points.
It is now necessary to point out a further practical detail regarding our flux computations. The two relations in Eq. (31), i.e. the computation in terms ofḣ and in terms of ψ respectively, are analytically equivalent, but in practice we find a crucial numerical difference at large radii. At small radii, we find that both computations are numerically indifferent, as expected. For example, forâ = −0.9 atr = 5 we find an agreement between both computations of ∼ 0.00001%, independently from the considered value of σ. At larger radii the agreement between the two ways to compute the fluxes gets progressively worse; for example, atr = 20 it amounts to ∼ 0.01%, which is still equivalent for our purpose from a practical point of view. But, atr = 30 it can make a significant difference whether the fluxes are computed from ψ directly or fromḣ after integration. For example, doing a test atr = 30 withâ = 0.9 and σ = 0.0, the computation usingḣ works reliably -we find a deviation in the full m = 2 flux (including all contributions) from the target solution of only ∼ 0.1%. On the contrary, the computation of fluxes directly from ψ is more biased by numerical noise -we find, e.g., for the flux in the Y 21 -mode a deviation of ∼ 1.8% from the target. For σ = 0 the level of noise can be even worse so that we cannot in all cases extract an unambiguos energy flux directly from ψ.
The better accuracy in case of usingḣ for the flux computation originates from the cumulative integration: it acts like a filter for the numerical noise, which is present in all our simulations since we do not employ any numerical dissipation. At small radii,r ≤ 20 the absolute values of our fields are so large that the noise is at a negligible level. At large radii,r > 20, however, the amplitude of the fields becomes so small that the numerical noise can spoil the accuracy of our computations. In summary, we are able to extract energy fluxes at large radii,r > 20, in a robust way when using a numerical integration of ψ to obtainḣ. Unfortunately, in the data sets that we had compiled for this study these integrations were only performed for the Y −2 m -fluxes, whereas the S −2 m -fluxes were computed using ψ directly and are thus only stated up tor = 20. In the future, another possibility is to use numerical dissipation, which is implemented though not used for this study because our initial tests at small radii did not suggest that it might be needed. Tanaka et al. [51] computed, long ago, in postNewtonian theory, the GW energy fluxes emitted by a spinning particle on a CEO about a Kerr black hole. Their results hold at 2.5PN-order, and are linear in the particle spin, i.e. including only leading-order (LO) spin contributions. The respective formulas are expressed using the dimensionless spin magnitude (calledŝ in [51] ). The main result of [51] is the total energy flux to infinity, which reads, in terms of u ≡ M/r, where r is the BL-coordinate radius, 
where ν ≡ µ/M is the mass ratio. Note that in [51] the notation v 2 = M/r was used, which we will not follow here in view of the fact that M/r is not the orbital velocity (except forâ = σ = 0). To drive comparisons with numerical data, as well as with other PN results, one has to recast the above expression into a formulation in terms of the gauge-invariant standard PN-ordering parameter x ≡Ω 2/3 . Note that, for nonzero values of (â, σ), one has x = u, i.eΩ = u 3/2 . To rewrite Eq. (32), first in terms ofΩ and subsequently in terms of x, one can PN-expand the analytic expression for the frequency, Eq. (22), which yieldŝ
see Eq. (5.18) in [51] . We invert this equation, insert it into Eq. (32), and, adopting the notation
we obtain
Note the minus sign in front of (59/16)â, which corrects the wrong plus sign in Eq. (5.19) of Tanaka et al. [51] . It is also pleasing to note that Eq. 36 agrees, up to the expected PN-order, with the respective PN-prediction for the comparable mass case, Eq. (4.9) of [57] , when restricted to the test-particle limit ν → 0. For completeness, we also rewrite the multipolarly decomposed fluxes, which were provided by Tanaka et al. in terms of u, in terms of x. It is important to mention that the multipolar decomposition is performed here with respect to the spin-weighted spheroidal harmonics, S s m . Each multipolar flux can be separated into its LO contribution and higher-order corrections, F S m ≡ F LO mF S m . In this way we obtain
In the main body of this paper we focus on the total flux, but in Appendix A also these formulas are compared (and found to be consistent) with the corresponding numerical results.
C. Comparing numerical and PN total GW fluxes
Now, we compare and contrast the outcome of our numerical computation of the full energy flux with the 2.5PN information, as given by Eq. (36). This comparison is only meaningful in a finite region of parameter space because our numerical results are inaccurate for too large radii (r > 30M ) while the PN prediction is not expected to be reasonable for too small radii (say, rather arbitrarily, r 15M ). At any rate, we have to settle with observing the expected trend when traversing the region of common validitity r ∈ [15M, 30M ] but are not able to cross-check numerics with analytics at an arbitrary accuracy in the region r → ∞..
The main result of our study is the unambiguos trend of the total energy flux, approximated as the sum over the m = 1, 2, 3 contributions in our numerical data, against the 2.5PN prediction Eq. (35), as highlighted in Fig. 1 . To our knowledge, it is the first time that this comparison is done. Figure 1 shows the numerical fluxes together with the 2.5PN predictions for several values ofâ and σ. The σ = 0 data (blue, circles) in Fig. 1 are not produced with our code, but were computed by S. Hughes at extreme accuracy in the frequency domain and were kindly made available to us for completing the comparison here. To be consistent with our σ = 0 data, we compute the σ = 0.0 total flux by summing over multipoles m = 1, 2, 3 and = 1, ..8. Note that we make the choice to stay consistently at 2.5PN though higher-order information up to 22PN for Schwarzschild [99] and 20PN for Kerr [100] are available in the literature for a non-spinning particle.
Inspecting Fig. 1 , one can draw several conclusions from our numerical computations. First, if σ < 0, the GW flux is increased with respect to the σ = 0 case, while, if σ > 0, it is decreased. This holds independently of the background spinâ, i.e. for all three panels of Fig. 1 . Second, one sees that the prediction of the approximate PN series is qualitatively consistent with the numerical data because there is a clear trend of numerics (solid lines) towards analytics (dashed lines) as x → 0; one sees that the disagreement between PN and numerical data progressively decreases as x becomes smaller. In particular, the spin-dependence is captured correctly in the numerics, i.e. though evidently all the normalised fluxes converge towards ∼ 1, and thus towards one another, the offset between the σ = 0.0 and the σ = 0 lines is consistent in the numerics and in the analytics, as highlighted in the small insets in Fig. 1 . Quantitatively, the visual comparison is supported by the data shown in Tables II-IV in Appendix B. For example, focusing first on theâ = 0 case, one sees that atr = 20, i.e. x ≈ 0.05, the relative deviations amount to 1% for σ = −0.9 and to 0.7% for σ = 0.9. Atr = 30, i.e. x ≈ 0.033, they have decreased to 0.23% for σ = −0.9 and 0.14% for σ = 0.9. This is almost reaching the level of accuracy, ∼ 0.2% of our numerical results, as estimated in Sec. IV A. A similar consistency is found whenâ = 0. Forâ = −0.9, at r = 30 the agreement has reached 0.33% for σ = −0.9 and 0.25% for σ = 0.9. Forâ = +0.90, the fractional difference atr = 30 between the numerical and the PN prediction is 0.16% for σ = −0.9 and 0.08% for σ = 0.9. These results mutually confirm the 2.5PN predictions as well as our numerical computations.
Finally, we mention that the consistency check for x → 0 can be repeated in the same way for the multipolar fluxes, Eqs. (37)- (41), instead of the total flux. Without illustration, we have included the corresponding data in Table II -IV. The trend is again unambiguos, though a bit worse than in the total flux, especially if ( , m) = (2, 2); likely, simply because the sub-dominant modes themselves are, (i) at 2.5PN known with too few terms after the LO-contribution; e.g., the formula for the flux in the (3, 2)-mode, Eq. (40), only includes one term beyond LO, and (ii) smaller in absolute value and, therefore, relatively more affected by the numerical noise. For more details, see the multipolar analysis of the fluxes with respect to the spin σ at a fixed radius in Appendix A (notably, discussed there in a one-to-one comparison with the formulas given by [51] , i.e. without the change of variables u → x). For each value ofâ, we plot the fluxes for a spinning particle with spins σ = −0.9 (blue, circles), σ = 0.0 (black, stars) with data computed by Hughes [83, 84, 95, 96] , see text, and σ = +0.9 (red, triangles) over x. The numerical fluxes are obtained summing up the modes with m = 1, 2, 3; the PN fluxes are given by Eq. (36), which sums up only the modes considered in [51] . The green filled circles mark the interpolated fluxes at the locations of the LSO, cf. Table I . At low orbital frequencieŝ Ω → 0, or equivalently x → 0 andr → ∞, the numerics are consistent with the PN-prediction, reaching in all cases a fractional difference ≤ 0.5% at our outermost data point r = 30, see also Tables II-IV.
V. CONCLUSIONS
In this paper we have presented a new computation of the gravitational wave fluxes emitted by a spinning particle on circular equatorial orbits of a Kerr black hole. This is done, for the first time, by solving the Teukolsky equation in the time domain, using the Teukode of [61, 62] , for a pole-dipole particle source term that is built according to the Mathisson-Papapetrou-Equations under the Tulczyjew-spin-supplementary condition. We investigated three values of the background spins,â = 0 andâ = ±0.9, and ten values of the particle spin σ/ν ∈ ±{0.1, 0.3, 0.5, 0.7, 0.9}. We stress that there is no technical obstruction to obtain data at even higher rates for the spins.
About 20 years ago Tanaka et al. [51] computed the GW energy fluxes for the considered test-particle setup at the 2.5PN order. Recently, Marsat et al. [57] performed the respective comparable-mass PN calculation (see also [52, 54, 55] ), which contains Tanaka et al.'s result as a special case in the test-particle limit and extends it by terms up to 4PN. While Tanaka et al.'s results were thus analytically confirmed, a detailed numerical check of their accuracy was missing. In this work, for the first time, we proved the consistency between numerical results and the post-Newtonian calculations of the GW fluxes at 2.5PN. More precisely, at our outermost data point,r = 30, we find a relative disagreement between the total numerical flux, approximated as the sum over m = 1, 2, 3 mode contributions, and the 2.5PN result, Eq. (5.19) of [51] , at the order of ≤ 0.5% for all considered values ofâ and σ. This mutually confirms the numerically untested 2.5PN prediction and our numerical computations. Moreover, we mention that our results seem to disagree quantitatively with the corresponding numerical results of [44] , though we observe a certain qualitative consistency (see App. A). We have presented our results in the form of a central plot, Fig. 1 , and supported the visual impression quantitatively by data tables, Tables II-IV . Notably, such data base is missing from the literature and will provide a valuable orientation for future studies in the same direction. Additionally, the numerical data presented here will serve as a testbed for developing suitably resummed expressions for the PN fluxes -a procedure which was succesfully developed for a non-spinning particle and which drastically improved the regime of accuracy of straight PN expressions towards the strong-field regime [63] [64] [65] . Thus, our numerical results will have immediate impact in modeling analytically the radiation reaction force for a spinning particle in quasi-circular, adiabatic inspiral motion about a rotating BH background, and, in turn, to the effectiveone-body model with generic spins.
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Appendix A: Complementary discussions
In this Appendix we provide some complementary information on the comparison of our numerical results with the 2.5PN predictions of [51] . First, we perform the analysis multipole by multipole, discussing the cases m = 22, 21, 33, 32. This comparison is conducted in a slight alteration with respect to the main body of this paper because here we remain with the variable u ≡ M/r instead of switching to x ≡Ω 2/3 . Note that this allows the check of the, so to say, raw result of the computations performed in [51] ; the switch u → x, which we used in the main body, is necessary to argue in terms of usual PN parameters, but it amounts to an additional approximation by using the PN expansion of the frequency, Eq. (33), which, in particular, is only linear in the spin. In the second part, we will then repeat the consistency check of the full energy flux in terms of u, complementing the comparison shown in the main body in terms of x.
Spin-weighted spheroidal harmonics
While the focus in the main body of the paper is on the full flux, the data in Tables II-IV , and the discussion in this appendix include also comparisons of the separate multipolar contributions. Therefore, we emphasize again that the results of Tanaka et al. [51] on multipolar fluxes, as well as the rewriting of these results in terms of other variables, Eqs (37)-(41), refer to a decomposition with respect to the spin-weighted spheroidal harmonics, S s m .
Spin-weighted spheroidal harmonics arise in the traditional separation of the original TE in the frequency domain. The angular part of the resulting ordinary differential equations, Eq. (2.7) in [98] , describes an eigenvalue problem for each relevant ω of the solution. The eigenfunctions are what we call S s m , with eigenvalue E s m . Forâ = 0 they reduce to the well-known spin-weighted spherical harmonics (see, e.g., [101] ). In the case of circular equatorial orbits ω is fixed, and thus there is a unique set of S s m functions, which forms a complete basis. The analytic formulas of Tanaka et al. are given with respect to a decomposition in terms of the S s m -basis. Hence, to make comparisons of the multipolar fluxes we also project our full solution onto modes with respect to the S s mbasis. The computation of the S s m is not trivial, but a nice procedure is given in Appendix A of [84] , which we adopted here (cf. also [4, 102] ).
Multipolar analysis at at fixed radius
Let us recall the 2.5PN results for the multipolar fluxes, Eqs (5.16) of [51] . The stated quantities are the normalized fluxes η m = F S m / 32/5 u 5 for m = {22, 21, 33, 31, 32, 44, 42}, where F S m is the multipolar flux in the ± m-modes, with the definition of the F S m used above, see also Eq. (2) of [63] . It is important to note that the normalisation factor is, in general, not the usual Newtonian flux, F N 22 = (32/5) x 5 . Thus one has to mind the different normalisation with respect to that used in the main body of this paper. Concretely, the multipolar 2.5PN-formulas as given by [51] versus u read,
Unfortunately, the 31-mode is too weak to be measured accurately in our numerics, especially for orbits in the weak-field, which we rely on for the validation of our data. Also, the 44 and 42 energy fluxes do not contain spin-dependence at 2.5PN. Consequently, we restrict the comparison below to the m = {22, 21, 33, 32} modes. For our comparison we find it convenient to further normalize each η m to the corresponding LO term. For clarity, reading off the LO terms from Eqs (A1)-(A5) and combining with F N 22 , we obtain the following expressions:η 22 
In Fig. 2 we have collected at a glance our numerical results for the multipolar fluxesη m and contrasted them with the 2.5PN predictions. To guide the reader through the many panels, note first that the different modes ( , m) ∈ {(2, 2), (2, 1), (3, 3) , (3, 2)} are arranged in Fig. 2 from top to bottom, where for each mode we have one weak-field (left panels) and one strong-field (right panels) comparison of numericals fluxes with PN predictions. For each comparison we consider the three different background spinsâ = −0.9 (black, stars),â = 0.0 (blue, circles), andâ = 0.9 (red, triangles). The σ data points are computed at ±{0.1, 0.3, 0.5, 0.7, 0.9}. To illustrate the smooth connection of our data to the correct σ = 0.0 values, which are again made available to us at highest accuracy by Hughes [83, 84, 95, 96] , we draw short, gray, horizontal lines at the respective σ = 0 values.
Let us discuss first the weak-field comparison illustrated in the left column of panels. For all four modes, our numerical fluxes (solid lines) are consistent with the 2.5PN predictions (dashed lines), i.e. with the LOnormalised versions of Eqs. (A1)-(A5). Only in the (3, 2)-mode the spin-behaviour is poorly captured by the analytics, but note that in this case we show the comparison at an orbital separation ofr = 15. Atr = 20 and for σ = −0.9 the (3, 2)-flux was too small in absolute value to be measured reliably. But even atr = 20 we would not expect a much better agreement because the 2.5PN formula for the (3, 2)-mode reaches only one term beyond the leading order. The comparisons between numerics and PN predictions for strong-field orbits are shown in the right column of panels. It is apparent from the plot that there is a clear failure of the PN formulas in the strong-field regime. Especially forâ = −0.9, in which case the LSO is located at r LSO ≈ 6.6 for σ = +0.9 and r LSO ≈ 10.0 for σ = −0.9 the numerical results are completely off the prediction. Forâ = 0.0 (blue circles) at least the fluxes in the (2, 1)-mode (top middle panel) and in the (3, 3)-mode (bottom middle panel) are reasonable.
Another useful information that one reads off Fig. 2 regards the spin-dependence of the multipolar fluxes at fixed radius. One finds that, for each value ofâ and for each multipole, each dataset in Fig. 2 can be accurately fitted with a polynomial in σ. More precisely, for weakfield orbits the σ-dependence is essentially linear. By contrast, for strong-field orbits the polynomial can be of higher order, at most third order. This is interpreted as a direct reflection of the Tulczyjew-SSC, Eq. (8), and the related σ-squared dependence of the dynamics, in connection with the fact that the TE source term is linear in the spin. The appearance of the Riemann-tensor in connection with the O(σ 2 ) terms in Eq. (8) explains the transition to completely linear spin dependence in the weak-field.
As a final comment we mention that one cannot directly contrast these plots with the numbers stated in Tables II-IV because the latter refer to the PN-formulas recast in terms of x. While it is possible to compute all the relevant quantities, i.e. F S m ,F S m , η m andη m , from one another in our numerical data the analytical predictions are not strictly equivalent because of the approximation of Ω, see discussion in Sec. IV B. Though the general trend is the same, the values of fractional differences shown in Tables II-IV are not fully compatible with what one would obtain from the data corresponding to Fig. 2. 3. Total flux with respect to u For completeness, we repeat the consistency check for the total energy flux as obtained from our numerical results and the 2.5PN predictions in terms of u ≡ M/r. This means we normalize our full flux here by 32/5 u 5 instead of using the conventional Newtonian flux 32/5 x 5 . The relevant 2.5PN prediction of [51] is Eq. (32) above. Fig. 3 compares the fluxes for the three background spinsâ = 0.0 (top panel),â = −0.9 (middle panel), and a = +0.9 (bottom panel) and the three values of the particle spin σ = −0.9 (blue, circles), σ = 0.0 (black, stars), σ = 0.9 (red, triangles). In all cases there is a clear trend of the numerical results (solid lines) towards the analytical predictions (dashed lines). In fact, comparing with Fig. 1 the agreement seems to be even more pronounced in this comparison over u. This must be mainly attributed to the pure visual effect that originates from the larger separation of the dashed lines from one another in this representation. On the contrary computing the fractional differences between our numerics and the PN formula, Eq. (32), we find rather larger than smaller differences compared to Tables II-IV. For example, atâ = −0.9 andr = 20 we find numerically for σ = −0.9 that F m≤3 /( 32 5 u 5 ) = 1.089, which is ∼ 3.5% off the PN prediction 1.0510, and for σ = +0.9 we find F m≤3 /( Apart from the 2.5PN analytical prediction, we can compare our numerical results for the flux in the S −222 -mode with the numerical results of [44] , in which the multipolar energy fluxes from a spinning particle on a CEO are computed by solving the TE in the frequency domain. In that study, the dynamics are obtained within the same approximations that we use, i.e. solving the MPEQs with the TUL-SSC. As checked in Sec. II, our dynamics agree at least in the orbital frequency with that of [44] , which is a convincing indication that we are, in fact, considering the same physical system. We can make a direct comparison forr = 10,â = 0, in which case the (not Newton-normalized) S −222 -flux we considered was shown versus the particle spin σ in Fig. 4 of [44] . Our Fig. 4 draws a visual comparison between the results as: (i) obtained by [44] , represented as crosses joined by a dotted line, (ii) as computed with our numerical code; (iii) as obtained from the 2.5 PN approximate formula F S22 /ν 2 = 32/5u 5η 22 . Note that in [44] the m = ±2 contributions were not summed together so that we need to compare it with F S22 /2. Moreover, the data for the crosses joined by the dotted line was read off directly from Fig. 4 in [44] . The errors made in extracting the points from the plot are expected to be small in comparison to the differences we discuss below. Our Fig. 4 shows that the results of [44] (blue dotted, crosses) are in quantitative disagreement with both the post-Newtonian formula (black, dashed) and our numerical computations (black solid, circles). The reasons for the disagreement are unclear at the moment. Nevertheless, we are convinced of the correctness of our implementation because of the consistency with the 2.5PN expressions, which was not shown in [44] . Furthermore, note that the non-linear shape of the blue dotted line with crosses (the numerical results of [44] ) resembles qualitatively what we find for the 22-mode at smaller radii; e.g., see the top right panel of Fig. 2 , whose blue line shows our results forâ = 0.0 at r = 5 and is non-linear in a similar way. The data marked by crosses were extracted visually by inspecting the top right panel in Fig. 4 in [44] . Note that here we show the not Newton-normalised fluxes. The datapoints of [44] disagree qualitatively with both our numerical data and the 2.5PN accurate analytical flux. Note that we have indications that the underlying dynamics is the same in both cases. Both numerical solutions are consistent with one another at σ = 0.0 and also with the frequency-domain data of [84] , which is marked by the small gray cross.
Appendix B: Data tables 
