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Abstract
We perturb a linear Schrödinger equation with Lamé potential with a small positive or
negative potential. The new perturbed operator has one or more eigenvalues, at most one in
each spectral gap. We then add a nonlinear term and study the stability of the corresponding
nonlinear stationary waves.
© 2005 Elsevier Inc. All rights reserved.
1. Introduction
We consider standing waves of the equation
iut (t, x) − Hu(t, x) − (|u|p−1u)(t, x) = 0 for (t, x) ∈ R+ × R (1.1)
with H = H0 + q(x) where H0 = − d2dx2 + P(x) with P(x) = 22 sn2(x, ) for
 ∈ (0, 1), with sn(x, ) the Jacobian elliptic function, with q(x) ∈ C∞0 (R) a nonzero
function, with  > 0 small and with either q0 or q0. We pick the exponent p > 0
very large and we do not attempt to reach all the p for which our results can be
proved. In what follows we could replace safely |u|p−1u with −|u|p−1u or choose
other nonlinearities. Recall that P(x) has period 2K with K = 2F( 12 , 12 , 1, 2), [WW,
p. 499], with F(a, b, c, z) the hypergeometric function. Recall that the spectrum of
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H0 is formed by bands, here (H0) = [2, 1] ∪ [1 + 2,+∞), and that H0 has no
eigenvalues. Furthermore, the edges E = 2, 1, 1+2 are resonances, that is equations
(H − E)u = 0 admit solutions in L∞. Under the sign assumptions on q(x) indicated
above, one can see from [FK] that for  small H has for q0 (resp. q0) exactly one
(resp. two) eigenvalue  which lies in the gap (1, 1+2) (resp. two eigenvalues, one in
each of the two gaps) and is close to 1 (resp. close to 2 and 1+2) with corresponding
eigenfunctions smooth and exponentially decaying to 0 at inﬁnity . Furthermore, H has
no resonances at 2, 1 and 1 + 2. By bifurcation, in the q(x)0 case (1.1) admits a
family of solutions of the form u(t, x) = e−it(x), where  belongs to an interval
of the form ], + ] for small  > 0, where (x) smooth in (x,) solves
Hu(x) + |u|p−1u(x) = u(x) (1.2)
and where as  →  we have  → 0 in any Sobolev space. Our ﬁrst result is to
prove asymptotic stability of the standing waves e−it(x). Speciﬁcally, we consider
solutions initially close to an e−it(x) and prove:
Theorem 1.1. Let p > 63 in (1.1) and let 	 ∈] 72 , 8[. Then there is an 0 > 0 such thatfor any  ∈]0, 0[ there is an  > 0 with the following property:
Given any K](), ()+[ (K compact subset of ](), ()+[) there are constants
C > 0 and ε0 > 0 such that for any 0 ∈ K if for ε ∈]0, ε0[ we have
‖u0(x) − 0(x)‖H 1	 (R) < ε, (1.3)
where
H 1	 (R) = {f (x): f&f ′ ∈ L2	 = L2(R, 〈x〉	 dx)},
then
u(t, x) = e−i
∫ t
0 (s) ds+i
(t) ((t)(x) + R(t, x)) ,
‖R(t, ·)‖∞C〈t〉− 13 ε and ‖R(t, ·)‖L2−	C〈t〉
−min{ 32 , p3 −20}ε (1.4)
(notice p3 − 20 > 1). Furthermore, |(t) − 0|Cε, |
(t)|Cε and both (t) and

(t) have limits as t → +∞.
The situation is similar to the one considered by Rose and Weinstein [RW] and
by Soffer and Weinstein [SW1,SW2], see also [PW,We2]. These authors considered
equations like (1.1) with H = − + V (x) a short range perturbation of − with
negative eigenvalues. In [RW], nonlinear ground states are proven to be orbitally stable.
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In [SW2], the operator H admits exactly one eigenvalue which is negative and ground
states are proven to be asymptotically stable. The problem of asymptotic stability when
H admits 2 or more negative eigenvalues is explored in a series of papers by Tsai
and Yau [TY1–TY4,T] as well as in [SW3]. The argument of Theorem 1.1 resembles
[SW2]. We remark that the argument in [RW] rests on the positivity of a certain
quadratic form which in our case has inﬁnite negative index. We succeed in proving
Theorem 1.1 by exploiting the dispersive properties of operators H0 and H. Dispersive
estimates for eitH0 , speciﬁcally for p′ = p
p−1 and p ∈ [2,∞]
‖eitH0 :Lp′(R) → Lp(R)‖C max
{
t−
1
2 , 〈t〉− 13
}(1− 2
p
)
(1.5)
are basically due to Korotyaev, for instance [Ko], and are stated in [F1] (the referee
pointed out that these estimates are also proved in [Cai] for t1). In addition to (1.5),
from [SW2] and the subsequent literature one can see that it is crucial to have also
local L2 estimates for eitH . In particular in 1D it is crucial that we are able to prove
that for Pc(H) the projection on the continuous spectrum and for 	 > 72 we have:
‖Pc(H)eitH :L2(〈x〉	 dx) → L2(〈x〉−	 dx)‖c	〈t〉− 32 . (1.6)
At ﬁrst sight (1.6) compared with the 〈t〉− 12 for e−it d
2
dx2 looks surprising. In fact (1.6)
is expected in view of the analysis of thresholds initiated in [R,JK,Mu], for further
references and results see [JN], and rests on the fact that the thresholds of the continuous
spectrum are not resonances for H. Estimates (1.5) and (1.6) and the room we give
ourselves by picking p 	 1, are used in a routine fashion to close the nonlinear
estimates and prove Theorem 1.1.
If q(x)0 with q(x) 
≡ 0, by Fassari and Klaus [FK] there is 0 > 0 such that for
any  ∈]0, 0[, H has two eigenvalues, 1() < 2 and 2() ∈ (1, 1 + 2), 2 close
to 1 + 2 and 1 close to 2. By bifurcation theory there is an  > 0 small such
that for j ∈]j (), j ()+ [ there are solutions u(t, x) = e−ij tj (x) of (1.1) with
j (x) solutions of (1.2). We prove that these stationary states are stable for j = 1
and unstable for j = 2. First of all by Theorem 1 [GSS1] we have orbital stability
for j = 1:
Theorem 1.2. If p > 1 there is an 0 > 0 such that for any  ∈]0, 0[ there is an
 > 0 such that given any 1 ∈]1(), 1() + [ there is ε0 > 0 such that if for any
ε ∈]0, ε0[ there is  > 0 with
‖u(0, x) − 1(x)‖H 1(R) <  ⇒ sup

∈R
‖u(t, x) − ei
−i1t1(x)‖H 1(R) < ε ∀t > 0.
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Next we impose further restrictions on the equations and on the class of initial data
and we show that states for j = 1 are asymptotically stable in some sense:
Theorem 1.3. Let p65 in (1.1) and let 	 ∈] 72 , 8[. We assume that for any 0 > 0
there is an  ∈]0, 0[ such that, for F the distorted Fourier transform associated to H
and for ker(H − j ) = {j } for j = 1, 2, with {} denoting span,
∣∣F (|1|p−3122) (22() − 1())∣∣ > 0. (1.7)
For any such  ∈]0, 0[, if 0 is small enough, there is an  > 0 with the following
property:
Given any K]1(), 1()+ [ there are constants C > 0 and ε0 > 0 such that for
any 1 ∈ K for ε ∈]0, ε0[ we have
‖u0(x) − 1(x)‖H 1	 (R) < ε
then we can write formula (1.4) where
lim
t→∞ ‖R(t, ·)‖∞ = 0.
Furthermore, |(t) − 1|Cε, ‖R(t, ·)‖H 1Cε and (t) has limit as t → +∞.
A more precise formulation of the result is given in §6.
Finally, we have an instability result for j = 2:
Theorem 1.4. Let p > 1 in (1.1). We assume that for any 0 > 0 there is an  ∈]0, 0[
such that, for the F as in (1.7),
∣∣F (|2|p−11) (22 − 1)∣∣2 > 0. (1.8)
For any such  ∈]0, 0[ there is an  > 0 with the following property:
Given any 2 ∈]2(), 2()+ [ there is an  > 0 such that for any  > 0 there is
a u0 with
‖u0(x) − 2(x)‖H 1(R) < 
such that if u(t, x) is the solution of (1.1) with initial datum u0 then there is a T > 0
such that
inf{‖u(T ) − ei
2(x)‖H 1(R): 
 ∈ R} > .
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Theorem 1.1 can be reformulated and proved with same proof if we drop the sign
hypothesis q(x)0 and we simply assume that H has exactly one eigenvalue which is
located in the gap (1, 1 + 2) near 1 and that the thresholds not resonances. Similarly,
q(x)0 can be substituted in Theorems 1.2 and 1.3 with the hypothesis that there are
exactly two eigenvalues, near 2 and 1+2, and that the thresholds are not resonances.
The proof, after Soffer and Weinstein [SW2], uses in a crucial way that  is small and,
above all, that the standing waves are small. These restrictions could be relaxed and
replaced by spectral assumptions like in [BP1,Cu1] with a new proof using material
similar to the one needed for Theorem 1.3.
The proof of Theorem 1.2 is an easy application of the theory in [W1,RW,GSS1,
GSS2]. The proof of Theorem 1.3 is much more delicate than that of Theorem 1.1, in
the same way [T,TY1–TY4,SW3] are more delicate than [SW2]. Indeed, as in these
references, the fact that H has two eigenvalues leads, after linearization around the
ground state and after modulation, to an equation for the error term with one discrete
mode. This discrete component of the error decays very slowly complicating the task of
closing the inequalities. In particular, to be able to close the inequalities it is important
to distinguish fast and slowly decaying components of the error, in other words one
needs to work in the correct coordinate frame in the energy space. The right frame
is that associated to the spectral decomposition of a certain nonselfadjoint vectorial
operator, let us denote it by H, obtained from the linearization. We are oversimplifying
because H depends on time and is not a ﬁxed operator, but let us ignore this here. The
proof of Theorem 1.3 requires dispersion theory for the continuous part of the vector-
valued nonselfadjoint operator H. Such dispersion theory was initiated in the context
of translation invariant NLSs by Buslaev and Perelman [BP1] for 1D and in Cuccagna
[Cu1] for dimension larger or equal to 3. Thus we need dispersive estimates like (1.5)–
(1.6) for eitH which we prove in a series of steps (for an alternative and detailed account
in the context treated only sketchily by Buslaev and Perelman [BP1] see [KS,SZ]). The
ﬁrst step is a distorted plain waves (here Bloch waves) decomposition of the error term.
For this step we need to prove the existence of Bloch waves, with estimates. This is
done along the lines of Deift and Trubowitz [DT, Lemma 1]. Next we need to show
that any reasonable function admits a plain waves (here Bloch waves) decomposition.
We derive this nontrivial fact in a standard way from the limiting absorption (lim. abs.)
principle for H. What is not trivial is that H satisﬁes the lim. abs. principle because H
is nonselfadjoint and so the lim. abs. principle is not an easy consequence of the spectral
theorem. Nonetheless we are able to prove the lim. abs. principle applying the theory
of smooth perturbations of not necessarily selfadjoint operators due to Kato [Ka]. Once
we have the Bloch waves decomposition we sketch the proof of dispersive estimates
for eitH. Once the above is done, we need to deal with the fact, mentioned above and
which makes Theorem 1.3 harder than Theorem 1.1, that H admits discrete spectrum
other than the point 0 (which is dealt with modulation, [W2], and which is responsible
for the time dependence of H, which is also a problem). This problem is solved by
the line of argument contained in various papers [BP2,SW4,TY1,Bs,Cu2,SW3] and
originating from the nonlinear Fermi golden rule by Sigal [Si] which involves a certain
nonlinear resonance, due to (1.7), between discrete and continuous energy modes of
the error, which leads to slow leaking of energy from discrete modes to the continuous
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spectrum where energy disperses fairly quickly. That p 	 1 in Theorems 1.1 and 1.3 is
consequence of the smallness of the exponent 13 in (1.5), and of the method of proof,
that is LpLq inequalities: also papers [BP1,BP2,Bs] pay a certain price for the use
of LpLq inequalities. It would be interesting to have an optimal dispersion theory for
small and initially concentrated solutions for Eq. (1.1) with H replaced by H0.
Theorem 1.4 follows from linear instability, that is the fact that a certain linearized
operator has an eigenvalue with strictly positive real part. This follows from an applica-
tion of the Fermi Golden Rule due to Howland [H1,H2]. A ﬁrst instability result of this
type is in Grillakis [G1], with ad hoc arguments. The realization of a connection with
the Fermi Golden Rule is in [TY4], where however the argument is more complicate
than necessary because no use of [H1,H2] is made. In [CPV] we have generalized the
result by Grillakis using [H1,H2].
2. Proof of Theorem 1.1
In this section we prove existence of standing waves using results in [FK] and
standard bifurcation theory as in [N]. Then assuming (1.6) we obtain Theorem 1.1 by
the argument in [SW2]. First we state the following preliminary result:
Theorem 2.1. Consider the operator H. The initial value problem with initial datum
u0 ∈ H 1(R) and evolution (1.1) is globally well posed in H 1(R). Charge and energy
Q(u(t)) =
∫
R
|u(t, x)|2 dx
E(u(t)) = 1
2
〈Hu(t), u(t)〉 + 1
p + 1
∫
R
|u(t, x)|p+1 dx
are constant in t. If we pick u0 ∈ H 1(R) such that |x|u0(x) ∈ L2(R), then the function
f (t) =
∫
R
x2|u(t, x)|2 dx
satisﬁes
f ′(t) = 4
∫
R
u¯xux(t, x) dx.
In particular for  ∈]0, 0[ with 20‖q‖11 we obtain
‖| · |u(t, ·)‖2‖| · |u(0, ·)‖2 + 4tE 12 (u(0)) (2.1)
‖| · | 12 u(t, ·)‖∞4E 12 (u(0))
[
‖| · |u(0, ·)‖2 + 4tE 12 (u(0)))
]
. (2.2)
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For local and global well posedness see Chapters 3 and 4 in [Ca] and for f (t) see
Lemma 6.5.2 in [Ca]. Next we can write
f ′(t)4
√
f (t)‖ux(t)‖2.
If 2‖q‖1 < 1 we have ‖ux(t)‖22〈H0u(t), u(t)〉 < 2〈Hu(t), u(t)〉 and so we obtain
f ′(t)8
√
f (t)E
1
2 (u(0)).
Eq. (2.1) then follows. Turning to (2.2), for x > 0 we write
|u(x)|2 = 2
∫ x
+∞
u¯(s)u′(s) ds2‖u‖L2(x,+∞)‖u′‖L2(x,+∞)
4
|x| ‖| · |u‖2E
1
2 (u).
For x < 0 the argument is similar. Next use (2.1) to obtain (2.2).
Next we prove existence of standing waves using results in [FK] and standard
bifurcation theory as in [N].
Proposition 2.2. Consider operator H with q(x) a nonzero smooth function satisfying
for all x inequalities |q(n)(x)| < Cnean|x| for all n0 for some positive constants Cn
and an. Suppose q(x)0 for all x. Then there exist 0 > 0 and a constant C > 0
such that for any  ∈]0, 0[ the operator H has exactly one eigenvalue () which as
a function of 0 is continuous with
() = 1 + C2(1 + o(1))
with o(1) → 0 as  → 0. If q(x)0 there are 0 > 0 and constants Cj > 0, j = 1, 2,
such that for any  ∈]0, 0[ the operator H has exactly two eigenvalues j (), j = 1, 2,
continuous functions of 0 with
1() = 2 − C12(1 + o(1)), 2() = 1 + 2 − C22(1 + o(1))
Proposition 2.2 follows from [FK].
Next we have the following result, essentially due to Korotyaev and stated also in
Firsova [F1] (and rediscovered in [Cai]):
Theorem 2.3. For operator H0 there is a ﬁxed constant C such that (1.5) holds for
any p ∈ [2,∞].
Theorem 2.3 is discussed in §3. Finally, we state here and prove in §4:
Theorem 2.4. Let q(x) and 0 be the same of Proposition 2.2. Then there is a ﬁxed
constant c	 such that (1.6) holds for any  ∈]0, 0[.
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From this point on in this section we follow the argument in Sections 3 and 4 [SW2].
A direct application of bifurcation techniques leads us to the following:
Lemma 2.5. Assume hypotheses and conclusions of Proposition 2.2 in the q(x)0
case. In particular denote by 0 = 0() the eigenvalue of H. Then for any ﬁxed 	 > 0
there is a small  > 0 and a C1(]0, 0 + [)∩C0([0, 0 + [) function → with
values in H 1	 (R) of solutions of (1.2). If 0 spans ker(H−0), then we have in H 1	 (R)
 = (− 0)
1
p−1 ‖0‖
− p+1
p−1
p+1 (0 + O(− 0)).
Lemma 2.5 follows immediately from the fact, [N], that there exists a curve of
solutions of (1.2) expressed parametrically by a C1 function of the form a → (a0 +
h(a),(a)), with h(0) = 0 and d
da
h(0) = 0.
The next step is:
Lemma 2.6. Consider ei
00(x) as of Lemma 2.5. There is 0 > 0 such that for any
 ∈]0, 0[ there exists  > 0 such that for K]0(), 0() + [ there are constants 0
and C = such that for any  ∈]0, 0[ for u0(x) ∈ H 1(R) with ‖u0−ei
00‖H 1(R) < 
there is a unique triple (
(0),(0), R0(x)) such that we can write
u0(x) = ei
(0)
(
(0)(x) + R0(x)
)
with 〈0, R〉 = 0,
|
(0) − 
0| + |(0) − 0| + ‖R0‖H 1(R) < C. (2.2′)
Lemma 2.6 follows from the implicit function theorem and Lemma 2.5.
Solutions of (1.1) close to e−it00(x) are written on some time interval [0, T ] as
u(t, x) = e−i
∫ t
0 (s) ds+i
(t) ((t)(x) + R(t, x)),
〈0, R(t)〉 = 0. (2.3)
Speciﬁcally we apply Lemma 2.5 to the initial datum u0(x), we insert ansatz (2.3) in
Eq. (1.1) and we obtain the system, for F and F2 deﬁned in a moment,
iRt (t, x) − HR(t, x) + ((t) − 
˙(t))R(t, x) − F(t, x) = 0,
R(0) = R0, ˙(t) = −〈,0〉−1〈F2(t),0〉,

˙(t) = 〈,0〉−1〈F2(t),0〉 (2.4)
with ((0), 
(0)) deﬁned by (2.2′). Here F = F1 + F2 with F1 = i˙ − 
˙,
F2 = F2lin + F2nl with F2lin linear in R with
F2lin = p + 12 ||
p−1R + p − 1
2
||p−1R¯
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and with F2nl a nonlinear term with a pointwise estimate
|F2nl|A()|R|2 + |R|p, A(x) = O(|x|p−1) as x → 0.
The rest of the argument is a simpliﬁed version of Section 4 of [SW2]. We have for
‖ · ‖ any Sobolev or any norm Hs (see Theorem 1.1)
|
˙| ‖‖C|〈,0〉|−1‖‖E, |˙| ‖‖C|〈,0〉|−1‖‖E,
E = ‖||p−10‖H 0	 ‖R‖H 0−	 + ‖〈·〉
2	A()0‖∞‖R‖2H 0−	 + ‖‖1‖R‖
p∞.
From Lemma 2.5 we see that there is a ﬁxed C with
|〈,0〉|−1‖‖ + |〈,0〉|−1‖‖C.
We deﬁne
U0(t, s) = ei
∫ t
s ((	)−
˙(	)) d	eiH0(t−s)
and U(t, s) deﬁned similarly but with H0 replaced by H. Next we write
R(t) = U0(t, 0)R(0) −
∫ t
0
U0(t, s) (qR(s) + F(s)) ds,
R(t) = U(t, 0)R(0) −
∫ t
0
U(t, s)F (s) ds.
Next we write
‖R(t)‖∞‖U0(t, 0)R(0)‖∞ +
∫ t
0
max{(t − s)− 12 , 〈t − s〉− 13 }R∞(s) ds,
‖R(t)‖H 0−	‖U0(t, 0)R(0)‖H 0−	 +
∫ t
0
〈t − s〉− 32Rw(s) ds with,
R∞(s) = ‖q‖H 0	 ‖R(s)‖H 0−	 + |
˙| ‖‖1 + |˙| ‖‖1 + ‖R(s)‖
p−2∞ ‖R(s)‖22
+(p + 1)‖||p−1‖H 0	 ‖R(s)‖H 0−	 + ‖〈·〉
2	A()‖∞‖R(s)‖2H 0−	 and
Rw(s) = |
˙| ‖‖H 0	 + |˙| ‖‖H 0	 + (p + 1)‖〈·〉2	||p−1‖∞‖R(s)‖H 0−	
+‖〈·〉2	A()‖∞‖R(s)‖∞‖R(s)‖H 0−	 + ‖R(s)‖
p−15∞ ‖〈·〉 12 R(s)‖14∞‖〈·〉R(s)‖2.
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Next we write
d
dt
∫
R
|R(t, x)|2 dx
∫
R
|R(t, x)| |F(t, x)| dx
so that d
dt
‖R(t)‖2R2(t) with
R2(s) = |
˙| ‖‖2 + |˙| ‖‖2 + (p + 1)‖〈·〉	||p−1‖∞‖R(s)‖H 0−	
+‖〈·〉	A()‖∞‖R(s)‖∞‖R(s)‖H 0−	 + ‖R(s)‖
p−1∞ ‖R(s)‖2.
Set now
M(t) = sup{〈t〉 13 ‖R(t)‖∞, 〈t〉min{ 32 ,p−20}‖R(t)‖H 0−	 , ‖R(t)‖2}.
We have:
Lemma 2.7. There are constants C > 0, ε0 > 0 such that if ε ∈]0, ε0[ and if
‖R(0)‖H 1	 < ε then
sup{M(t): t ∈ [0, T ]}2Cε ⇒ sup{M(t): t ∈ [0, T ]}Cε.
Lemma 2.7 implies M(t)Cε for all t0 and so the proof of Theorem 1.1.
The proof of Lemma 2.7, which we skip, follows in a routine way by convolution
from bounds for s ∈ [0, T ] of the form
R∞(s) + Rw(s) + R2(s)o(1)max{2C, (2C)p}〈t〉−min{ 32 ,p−20}ε (2.5)
with o(1) → 0 for ε → 0. Notice that by Theorem 2.1 for s ∈ [0, T ] we have
‖〈·〉R(s)‖2 +‖〈·〉 12 R(s)‖∞D〈s〉 for a ﬁxed constant D. In particular the crucial term
hidden inside (2.5) is contained in the upper bound of Rw:
‖R(t)‖p−15∞ ‖〈·〉 12 R(t)‖14∞‖〈·〉R(t)‖2(2C)14t
15−p
3 +15D15εp−15.
Now p > 63 guarantees 15−p3 +15 = 20− p3 < −1. The proof of (2.5) is straightforward
from M(t)2Cε for t ∈ [0, T ].
3. Proof of Theorem 2.3
Estimates needed in the proof are due to Korotyaev, for instance in [Ko], and a more
reﬁned statement than Theorem 2.3 is in [F1]. Since [F1] omits some details and is
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not selfcontained, and since we need some notation and results later for Theorems 2.4
and 1.3, we do not just refer to [F1] but we discuss in some detail the steps needed
for Theorem 2.3.
We start borrowing from the presentation in [Sa]. The spectrum (H0) of H0 consists
of two components, [MW, §7.3]. From [I, p. 396] we know that for any E 
= 2, 1, 1+2
the general solution of −u′′ + V u = Eu is given by
u = AH(x + a, )
(x, )
e−xZ(a,) + BH(x − a, )
(x, )
exZ(a,),
where A and B are constants; Z,  and H are the Jacobian zeta, theta and eta functions,
see [WW]; a is any constant with dn2(a, ) + 2 = E. For E = 2, 1, 1 + 2 the
above two solutions are linearly dependent and in particular periodic for E = 2 and
semiperiodic for E = 1, 1 + 2. By Floquet theory (H0) = [2, 1] ∪ [1 + 2,+∞[,
see [Ea, Chapter 2] or [MW]. We next borrow from [F2,FK]. Consider the solutions
(x, E) and (x, E) of H0u = Eu satisfying the initial conditions
(0, E) = ′(0, E) = 0, ′(0, E) = (0, E) = 1.
We introduce the Floquet determinant D(E) by 2D(E) = ′(E) + (E) where ′(E) =
′(2K,E) and (E) = (2K,E). For any E /∈ R+ there is a unique k with k > 0,
called quasimomentum and introduced explicitly below, and a unique choice of constants
m±(E) such that the functions
˜±(x, E) = (x, E) + m±(E)(x, E)
are such that ˜±(x, E) = e±ikx±(x, E) with ±(x, E) periodic of period 2K . Specif-
ically
m±(E) = 
′(E) − (E)
2(E)
± i sin(2Kk)
(E)
,
where D(E) = cos(2Kk). We introduce the function
N2(E) =
∫ 2K
0
˜+(x, E)˜−(x, E) dx.
It is elementary to check that N2(E) > 0 for E ∈ (H0). Next we introduce formula
(1.4) in [F2]
d
dE
D(E) = −2−1(E)N2(E).
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This formula can be checked using the relation D(E) = cos(2Kk), the formulas for
˜±(x, E), for m±(E) and for ddED(E). The latter can be easily obtained from formula
2.3.9 [Ea], keeping in mind that the D(E) in [Ea] is deﬁned by D(E) = ′(E)+(E)
and that the term with 1 − ′2 in 2.3.9 [Ea] has wrong sign (where 1 =  and
2 = ).
The relations between E and k and the functions ˜±(x, E) can be expressed for
the operator H0 rather explicitly. Notice that dn2(a, ) + 2 sends conformally the
closed rectangle, which we denote by R, with vertices 0, K, −iK1 and K − iK1, with
K1 = 2F( 12 , 12 , 1, 21) where 1 =
√
1 − 2 ∈]0, 1[, in the upper half plane C+ and
the translated rectangle R − iK1 in the lower half plane. In particular [0,−iK1] goes
into [1 + 2,+∞] and [K − iK1,K] into [2, 1]. We can invert this map into a map
a = a(E) with values in R ∪ (R − iK1).
Set k = iZ(a, ) + 2K for a ∈ R ∪ (R − iK1). Then the variable k is, as we will
see, the quasimomentum and when a ∈ R, k varies in the ﬁrst quadrant C++. In
particular the function k = k(a) maps [0,−iK1] into [ 2K ,+∞], [K − iK1,K] into[0, 2K ], [0,K] into a vertical slit [ 2K , 2K + ih] with h > 0 and [−iK1,K − iK1]
into [+i∞, 0]. For a ∈ (R − iK1) we obtain the mirror image with respect to y-axis.
So for example [−2iK1,K − 2iK1] goes into the slit [− 2K ,− 2K + ih]. Next we setK = C+−([ 2K , 2K + ih]∪[− 2K ,− 2K + ih]. Then we have a conformal map from the
interior of R ∪ (R− iK1) onto K. We have an inverse map a = a(k). By the reﬂection
principle we have a(−k¯) = a(k) − 2iK1. Composing with E = dn2(a, ) + 2 we
obtain a map E = E(k) which sends conformally K onto C − [0,+∞[ with inverse
k = k(E). The latter function sends [−∞, 2] in [+i∞, 0], [2, 1] in [0, 2K ] (resp.
[− 2K , 0]) in the extension from above (resp. below) and [1 + 2,+∞] in [ 2K ,+∞]
and [−∞, 2K ]. We denote by E1(k) and E2(k) the extensions of E(k) in [− 2K , 2K ]
and in ∪±[± 2K ,±∞[.
We have, as we will see in a moment,
˜±(x, E) = e∓xZ(a(E),)
H(x ± a(E), )
H(±a(E), )(x, ) . (3.1)
(3.1) follows from ˜±(x, E) = e±ik(E)xm˜±(x, E) with
m˜±(x, E) = e∓i x2K H(x ± a(E), )
H(±a(E), )(x, ) (3.2)
which are periodic functions in x of period 2K . Next we set
±(x, E) =
˜±(x, E)
N(E)
and ±(x, E) = e±ik(E)xm0±(x, E), (3.3)
where N(E) > 0 for E ∈ (H0). We will also denote (x, E) = +(x, E). Notice
that by Z(z + 2iK1, ) = Z(z, ) − i K and H(z + 2iK1, ) = ce−iz

K H(z, ) for
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some constant c, ±(x, E) depend on a modulo the double period (2K, 2iK1). We
have analytic dependence of ±(x, E) on k, and in order to emphasize this dependence
on k we write also ±(x, k), by which we mean ±(x, E(k)). The function ±(x, k)
admits continuous extensions on [− 2K , 2K ] and on [ 2K ,+∞) ∪ (−∞,− 2K ] which
we glue obtaining (discontinuous) functions ±(x, k) for k ∈ R. We have:
Lemma 3.1. For k ∈ R we have
±(x, k) = ∓(x, k) = ±(x,−k). (3.4)
For k > 0 we have
±(x, ik) = ±(x, ik). (3.5)
We start with (3.4). For any a ∈ C we have
H(x + a, )
H(a, )
= H(x + a¯, )
H(a¯, )
.
For k ∈ [± 2K ,±∞[ we have a(k) = iv(k) with v(k) real and so H(x+a¯,)H(+a¯,) = H(x−a,)H(a,) .
This implies ±(x, k) = ∓(x, k). Next we show ±(x, k) = ±(x,−k). Since by the
reﬂection principle we have a(−k¯) = a(k) − 2iK1, for k ∈ [ 2K ,∞[ we have
e−i
x
2K
H(x + iv(−k), )
H(iv(−k), ) = e
−i x2K H(x − iv(k) − 2iK1, )
H(−iv(k) − 2iK1, ) = e
i x2K
H(x − iv(k), )
H(−iv(k), ) .
This completes (3.4) for k > 2K and a similar argument works for k < − 2K .
Still discussing (3.4), for k ∈ [− 2k , 2k ] we have a = K + iv and so
H(x + a¯, )
H(a¯, )
= H(x + K − iv, )
H(K − iv, ) =
H(x − K − iv, )
H(−K − iv, ) .
This gives ±(x, k) = ∓(x, k) for k ∈ [− 2k , 2k ]. The proof of ±(x, k) = ±(x,−k)
is similar to the previous one for k > 2K .
To see (3.5) observe that the points of K on the imaginary axis correspond to energies
E < 2 which in turn correspond to a(k) = v(k) − iK1 with v real. Now
H(x + a, )
H(a, )
= H(x + v + iK1, )
H(v + iK1, ) = e
−i x
K
H(x + v − iK1, )
H(v − iK1, ) .
Since e−i x2K e−i xK = e−i x2K we get (3.5).
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We denote the continuous extensions of (x, k) = +(x, k) on [− 2K , 2K ] and on[ 2K ,+∞)∪ (−∞,− 2K ] by 1(x, k) and 2(x, k). We describe all these extensions in
detail now. Consider the maps vj (k) deﬁned by a1(k) = K+iv1(k) with k ∈ [− 2K , 2K ]
and a2(k) = iv2(k) with k ∈ R−] − 2K , 2K [. Then set 1(x, k) = m01(x, k)eikx and
2(x, k) = m02(x, k)eikx with
m0j (x, k) = Cj (k)e−i
x
2K
H(x + aj (k), )
H(aj (k), )(x, )
with
1
Cj (k)
=
∥∥∥∥ H(· − aj (k), )H(aj (k), )(·, )
∥∥∥∥
L2(0,2K)
.
C1(k) and C2(k) can be understood using the following formulas for x and v ∈ R, see
[WW, p. 487]:
|H(x − iv, )|2
2(x, )
= Ke
v2
2K1
21K21
[
1

sn2(x, )ϑ22
(
v
2K1
, 1
)
+ H 2(v, 1)
]
,
|H(x − K − iv, )|2 = Ke
v2
2K1
21K21
[
ϑ22
( x
2K
, 
)
2(v, 1)
+ ϑ23
( x
2K
, 
)
H 2(v, 1)
]
. (3.6)
From the above description of the j (x, k)’s, see [RS, XIII], one can see they are the
Bloch functions while the band functions are given by
E1(k) = dn2(K + iv1(k), ) + 2 = 21 nd2(iv1(k), ) + 2 = 21
cn2(v1(k), 1)
dn2(v1(k), 1)
+ 2
E2(k) = dn2(iv2(k), ) + 2 = dn
2(v2(k), 1)
cn2(v2(k), 1)
+ 2.
Next glue the Ej ’s and j (x, k)’s into an E(k) and a (x, k) deﬁned for k ∈ R. Then
we have the following lemma, which is obtained by a gluing argument from a standard
result stated for instance in [RS, XIII.16]:
Lemma 3.2. Set fˆ (k) = ∫R (y, k)f (y) dy. This map establishes an isomorphism
between L2(R) and itself with
(a) ∫R |f (y)|2 dy = K ∫R |fˆ (k)|2 dk,
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(b) f (x) = K
∫
R (x, k)fˆ (k) dk,
(c) Ĥ0f (k) = E(k)fˆ (k).
Next we have:
Lemma 3.3. We have
eitH0f (x) =
∫
(K1(t, x, y) + K2(t, x, y))f (y) dy with
Kj(t, x, y) = K

∫
Ij
ei(tEj (k)−(x−y)k)m0j (x, k)m
0
j (y, k) dk,
I1 =
[
− 
2K
,

2K
]
, I2 = R − I1.
Theorem 2.3 follows from:
Proposition 3.4. There is a ﬁxed constant C such that
|K1(t, x, y)|C〈t〉− 13 , |K2(t, x, y)|Ct− 12 .
The proof is a consequence of the stationary phase technique. First of all we have:
Lemma 3.5. There are constants cn such that for all x ∈ R and all a in the rectangle R∣∣∣∣ dndxn
(
H(x − a, )
(x, )
)∣∣∣∣ cn, n = 0, 1, . . . .
See formulas (3.6).
Next we have:
Lemma 3.6. There are constants cn such that ∀k ∈ Ij we have |v(n)j (k)|cn.
This can be seen either by observing that a(k) extends to an analytic function deﬁned
on the Riemann surface of quasimomentum, see [F2, §2], or by direct computation as
follows. First of all |vj (k)|K1. The rest of the estimates follow from the following
formulas, for 1 =
√
1 − 2:
(1) v′1(k) =
−dn2(v1(k), 1)
21 cn
2(v1(k), 1) −
F
(
− 12 , 12 ; 1; 2
)
F
(
1
2 ,
1
2 ; 1; 2
) dn2(v1(k), 1)
,
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(2) v′2(k) =
−cn2(v2(k), 1)
dn2(v2(k), 1) −
F
(
− 12 , 12 ; 1; 2
)
F
(
1
2 ,
1
2 ; 1; 2
) cn2(v2(k), 1)
.
We derive the two formulas. Recall K = F
(
1
2 ,
1
2 ; 1; 2
)
. Only for this proof we will
set E = F
(
− 12 , 12 ; 1; 2
)
, with this E the constant in p. 518 [WW] not to be confused
with the energy.
By deﬁnition Z(iv2(k), ) = 2K − k while we know ddzZ(z, ) = dn2(z, ) − EK
[WW, p. 518]. Then
v′2(p) =
−1
1
i

v2
iZc(v2(k), )
= −1
dn2(iv2(k), ) − E
K
.
Then we use 22.4 [WW] to obtain (2). Similarly,
v′1(k) =
−1
dn2(K + iv1(k), ) − E
K
= dn
2(iv1(k), )
21 −
E
K
dn2(iv1(k), )
and use 22.4 [WW] to obtain (1). We claim that he denominators in (1) and (2) are
bounded away from 0. We start discussing the denominator of (2). For v ∈ R
(3) dn2(v, 1) − E
K
cn2(v, 1)
= (1 − 21)sn2(v, 1) +
(
1 − E
K
)
(1 − sn2(v, k1)).
Since sn2(v, 1) ∈ [0, 1] we have (3) min{2, 1 − EK }. This gives us Lemma 3.6 for
j = 2. Next we discuss the denominator of (1). We claim
(4) 2 −
(
1 − E
K
)
> 0.
We have 2 − (1 − E
K
) = 2K−(K−E)
K
with the numerator equal to
2+
[(
1
2
)2
−2
3
(
1 · 3
2 · 4
)]
4+
∞∑
n=3
2n
⎡⎣n−1∏
j=1
(
2j − 1
2j
)2
−2n − 2
2n − 1
n∏
j=1
(
2j − 1
2j
)2⎤⎦ ,
where the generic term in the sum is
n−2∏
j=1
(
2j − 1
2j
)2
(2n − 3)2
2n − 2
[
1
2n − 2 −
2n − 1
(2n)2
]
> 0.
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This gives us (4). From (4) we obtain that the denominator in (1) is bounded away
from 0. Indeed we claim
21 cn
2(v1(k), 1) − E
K
dn2(v1(k), 1)1 − E
K
− 2 < 0.
The ﬁrst inequality follows from , for dn = dn(·, 1) sn = sn(·, 1):
E
K
dn2 − 21 cn2 =
E
K
dn2 − 21(1 − sn2) =
E
K
dn2 − 21 + 21sn2 + dn2 − dn2
= 2 −
(
1 − E
K
)
dn2.
After these preliminaries the estimate for K1 follows immediately from the following
two lemmas.
Lemma 3.7. The functions Ej(k) are even. In the interval [0, 2K ] the equation
E′′1(k) = 0 admits exactly one solution k0. We have k0 ∈]0, 2K [ and E′′′1 (k0) 
= 0.
E′2(± 2K ) = 0, E′′2 > 0 ∀k with |k| 2K and E′′2(k) → 2 as |k| → +∞.
Lemma 3.7 is a consequence of [Ko]. Next we obtain the estimate for K1 applying
the following lemma , see p. 334 [St]:
Lemma 3.8. Suppose (x) is real valued and smooth in (a, b) with |(m)(x)|c1 in
(a, b) for m2. Then for c2 independent of ,  and ∣∣∣∣∫ b
a
ei(x)(x) dx
∣∣∣∣ c2(c1)− 1m [|(b)| + ∫ b
a
|′(x)| dx
]
.
We turn to the estimate for K2. First of all:
Lemma 3.9. For |k| 	 1 there are constants cn such that:
|a(n)(k)|cn|k|−1−n for n1,
1
cn
|k|2−n |E(n)(k)|cn|k|2−n for n0.
In particular, for |k| 	 1 and k ∈ R we have
|v(n)2 (k)|cn|k|−1−n for n1,
1
cn
|k|2−n |E(n)2 (k)|cn|k|2−n for n0.
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By k = iZ(a, )+ 2K with k ∈ K and a ∈ R ∪ (R − iK1), |k| 	 1 if and only if a
is close to −iK1. Then Z(a, ) ≈ 1a+iK1 and a ≈ −iK1 + ik− 2K . Furthermore, for a
is close to −iK1 we have dn2(a, ) + 2 ≈ −1(a+iK1)2 . This gives Lemma 3.9.
Finally we sketch the estimate for K2. Set h = k − 2K for k 2K and h =
k + 2K for k − 2K . Then consider the function E2(h) obtained by gluing the two
branches of E2(k). Similarly glue v2(k) obtaining what we denote by v2(h). Next,
for ﬁxed t, x, y consider the phase (h) = E2(h) − x−yt h. By Lemma 3.9 there is
a solution h0 of the equation ′(h) = 0. This h0 is unique by the convexity of
E2(h), Lemma 3.7. By Lemmas 3.7 and 3.9 C2′′C1 for some C1 and C2 > 0.
Therefore for (h) = (h) − (h0) we have C1(h − h0)2(h)C2(h − h0)2 and
C1|h − h0| |′(h)|C2|h − h0|. Introduce now a new variable: q = √(h) for
h > h0 and q = −√(h) for h < h0. Then we have for h 
= h0, C12√C2 
∣∣∣ dqdh ∣∣∣  C22√C1 .
For k large we have dn(iv2(k), k) = −k + O(1/k). Hence E2(k) = k2 + k2 + O(1),
E′2(k) = 2k + O(1/k) and E′′2(k) = 2 + O(k−2. This implies dhdq − 1 ∈ H 1. Let us set
C(x, y, k) = C22 (h)
H(x − iv2(k), )
(x, )
H(y + iv2(k), )
(y, )
.
Then by H(z, x) = −ie− K4K1 e iz2K(z + iK1, k), p. 480 [WW], we get C(x, y, ) =
ei(x−y)k(1 +O(1/)). Collecting the above facts, by an argument in p. 59 [We1], one
reduces to the constant coefﬁcients case.
4. Proof of Theorem 2.4
We ﬁrst need an analogue for H of Lemma 3.1, with analogues of the Bloch functions
(x, k) and estimates for these functions. This part is discussed also in Firsova §4 [F2]
where however estimates are stated without proof. In view of estimates in [CK], for
example formula (3.31) in [CK], and of Remark 2 in [DT], we will discuss in some
detail the estimates we need. We need also to discuss the transmission coefﬁcient T (k),
see also Clemence and Klaus [CK]. The ﬁrst step however is to recall formula (3.1)
in [F2], which we will use repeatedly in the sequel.
Lemma 4.1. Let k ∈ K. Then d
dk
E(k) = i[+(k),−(k)]. In particular, for k ∈
[− 2K , 2K ] or k ∈
⋃
± [± 2K ,±∞[, we have ddkEj (k) = i2K [j (k),j (−k)].
Here [u, v] = u′v − uv′. To prove Lemma 4.1 recall formula (1.4) [F2], whose
proof we sketched in §3 and which states D′(E) = −2−1(E)N2(E). Next, from
D(E) = cos(2Kk) we obtain
d
dk
E(k) = 2 sin(2Kk)
2K(E)N2(E)
.
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Next, from the formulas at the beginning of §3 we have
[˜+(E), ˜−(E)] = i
2 sin(2Kk)
(E)
.
The second statement follows for k ∈ R from (3.4).
Lemma 4.2. The function w(k) = [+(k),−(k)] is w(k) 
= 0 for all k ∈ K. Further-
more, w(k) admits smooth extensions wj(k) = [j (k),j (−k)] in [− 2K , 2K ] and in⋃
± [± 2K ,±∞[ such that
w2
(
± 
2K
)
= w1(0) = w1
(
± 
2K
)
= 0,
w′2
(
± 
2K
)

= 0 
= w′1(0), w′1
(
± 
2K
)

= 0.
There is a constant c 
= 0 such that for |k| → ∞ we have w(k)
k
→ c.
The fact that H0 does not have eigenvalues implies w(k) 
= 0 for all k ∈ K. Turning
to the extensions wj(k), the equalities follow from the fact that for these values of k
the functions j (x, k) and j (x,−k) are linearly dependent. The inequalities follow
from Lemma 4.1 and from Lemma 3.7. Now we consider the last statement. If we
deﬁne w˜(k) by the following equality, we have
(1) w˜(k) =
[
ei(k− 2K )·H(· + a)
(·) , e
−i(k− 2K )·H(· − a)
(·)
]
= H(x + a)H(x − a)
2(x)
[
2i
(
k − 
2K
)
+ H
′(x + a)
H(x + a) −
H ′(x − a)
H(x − a)
]
= H(x + a)H(x − a)
2(x)
[2ik + Z(x + a) − Z(x − a)].
We set for instance x = K . We have, see p. 480 [WW],
H(z, k) = −ie− K4K1 e iz2K(z + iK1, k).
Then for a → −iK1 the ﬁrst factor approaches e−
K
2K1 , we have Z(K+a)−Z(K−a) →
i 
K
so w(k) ≈ ck is correct.
Lemma 4.3. Set
A(x, t, k) = +(x, k)−(t, k) − −(x, k)+(t, k)
w(k)
.
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Then for any n there is Cn such that for ±(x − t)0 and accordingly D(x, t, k) =
e∓ik(x−t)A(x, t, k) and for k0
∣∣∣∣∣ 
n
kn
D(x, t, k)
∣∣∣∣∣ C〈x − t〉n+1.
Proof. We will consider case x t , the other being similar. Set D(x, t, k) = 1
w˜(k)
D˜
(x, t, k) with w˜(k) deﬁned in Lemma 4.2 and with
D˜(x, t, k) = 1
(t, )(x, )
(
H(x − a(k), )H(t + a(k), )
− H(x + a(k), )H(t − a(k), )e−2ik(x−t)
)
.
Since H is 4K periodic and  is 2K periodic, both are entire with  
= 0 in R and
a ∈ R ∪ (R − iK1), we conclude | 
n
kn D˜(x, t, k)|Cn〈x − t〉n. Since by Lemma 4.2 we
have asymptotically |w˜(k)| ≈ C|k| for |k| large, we conclude that away from the zeros
of w(k), listed in Lemma 4.2, we have
∣∣∣∣∣ 
n
kn
D(x, t, k)
∣∣∣∣∣  Cn〈k〉2∣∣∣k (k − 
K
) (
k − 
2K
)∣∣∣ 〈x − t〉n + Cn〈k〉
2n+2∣∣∣k (k − 
K
) (
k − 
2K
)∣∣∣n+1 .
Next we consider estimates on D(x, t, k) when k is close to the zeros of w(k). For
deﬁniteness we will assume k > 2K with k ≈ 2K . This means that a(k) is near the
vertex 0 of rectangle R. We set
D˜(x, t, k) = D˜1(x, t, k)
w˜(k)(t, )(x, )
+ 1 − e
−2ik(x−t)
w˜(k)(t, )(x, )
D˜2(x, t, k):
D˜1(x, t, k) = H(x − a(k), )H(t + a(k), ) − H(x + a(k), )H(t − a(k), ),
D˜2(x, t, k) = H(x − a(k), )H(t + a(k), ).
H(z + 2K, ) = −H(z, ) and |a(k)| ≈ 0 ⇒ | nkn D˜2(x, t, k)|C. Next write
D˜1(x, t, k)
= a(k)
∫ 1
−1
[
H(x−a(k), )H ′(t+a(k)s, )−H(t−a(k), )H ′(x+a(k)s, )] ds.
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Since for k → 2K for k ∈ K with k > 2K we have a → 0 and keeping in mind
Lemma 4.2, we conclude a(k)
w˜(k)
is smooth in 2K in the part of K indicated. Then in
that part of K, |D(x, t, k)|C|x − t | and more generally∣∣∣∣∣ 
n
kn
D(x, t, k)
∣∣∣∣∣ C〈x − t〉n+1.
Elsewhere in K the argument is similar. 
We consider now the Jost solutions, that is solutions f±(x, k) of Hu = E(k)u with
lim
x→+∞
f+(x, k)
+(x, k)
= 1 = lim
x→−∞
f−(x, k)
−(x, k)
. (4.1)
Next we deﬁne m± by the equalities f±(x, k) = e±ikxm±(x, k). We have:
Lemma 4.4. For any k ∈ K the following Volterra equation
m±(x, k) = m0±(x, k) − 
∫ ±∞
x
e∓ik(x−t)A(x, t, k)q(t)m±(t, k) dt (4.2)
has a unique solution m±(x, k) such that f±(x, k) = e±ikxm±(x, k) solves uniquely
Hu = E(k)u with the asymptotic property in (4.1). There is an 0 > 0 and constants
C and Cn such that ∀ ∈]0, 0[, ∀x ∈ R and ∀k ∈ K we also have
|m±(x, k) − m0±(x, k)|C〈k〉−1(1 + max{∓x, 0}),∣∣∣∣∣ 
n
kn
m±(x, k)
∣∣∣∣∣ Cn〈k〉−1〈x〉n(1 + max{∓x, 0}).
Furthermore, we have continuous extensions on k ∈ [− 2K , 2K ] and k ∈ [± 2K ,±∞[
where the above estimates continue to be satisﬁed.
Thanks to Lemma 4.3 the proof is that of Lemma 1, p. 130 [DT].
Lemma 4.5. Assuming the conclusions of Lemma 4.4, we have for k ∈ R
(1) [f±(·, k), f±(·,−k)] = [±(·, k),∓(·, k)],
[f±(·, k),∓(·, k)] = [±(·, k),∓(·, k)], [f±(·, k),±(·, k)] = 0.
There is 0 such that for  ∈]0, 0[ there is a ﬁxed C > 0 such that for k = 0,± 2K
we have
(2) [f±(·, k), f∓(·, k)] < −C.
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(1) follows by replacing f± with
f±(x, k) = ±(x, k) − 
∫ ±∞
x
A(x, t, k)q(t)f±(t, k) dt
and sending x → ±∞. As for (2), we consider for k ∈ R and for deﬁniteness
[f+(·, k), f−(·, k)] = [+(·, k), f−(·, k)] − 
[∫ +∞
·
A(·, t, k)q(t)f+(t, k) dt, f−(·, k)
]
= [+(·, k),−(·, k)] − 
∫
R
−(t, k)q(t)f+(t, k) dt
= [+(·, k),−(·, k)] − 
∫
R
+(t, k)−(t, k)q(t) dt + O(2),
where O(2) = 2 ∫R −(t, k)q(t) ∫ +∞t A(t, s, k)q(s)f+(s, k) ds dt . By (3.4) we have
that [+(·, k),−(·, k)] is imaginary and
[f+(·, k), f−(·, k)] = −
∫
R
|+(t, k)|2q(t) dt + O(2).
Let now k ∈ [− 2K , 2K ] and k ∈ [± 2K ,±∞[. We have equalities
f∓(x, k) = R±(k)
T (k)
f±(x, k) + 1
T (k)
f±(x,−k),
f±(x, k) = f±(x,−k), T (k) = T (−k), R±(k) = R±(−k),
T (k) = [±(·, k),∓(·, k)][f±(·, k), f∓(·, k)] ,
R±(k)
T (k)
= [f∓(·, k), f±(·,−k)][±(·, k),∓(·, k)]
,
|T (k)|2 + |R±(k)|2 = 1, T (k)R±(k) + R∓(k)T (k) = 0. (4.3)
We have:
Lemma 4.6. T (k) and R±(k) are smooth functions for k ∈ [− 2K , 2K ] and k ∈[± 2K ,±∞[. We have T (±( 2K ± 0)) = 0 and T (0) = 0. There is 0 such that for
 ∈]0, 0[ and any m there is a constant Cm > 0 such that∣∣∣∣ dmdkm [T (k) − 1]
∣∣∣∣+ ∣∣∣∣ dmdkmR±(k)
∣∣∣∣  Cm〈k〉 .
The proof follows easily from Lemmas 4.2–4.5.
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Next deﬁne for k ∈ [− 2K , 2K ] and k ∈ [± 2K ,±∞[
(x, k) =
⎧⎨⎩
1√
4K
T (k)f+(x, k) for k0,
1√
4K
T (−k)f−(x,−k) for k < 0.
(4.4)
Then:
Lemma 4.7. The orthogonal projection on L2(R)∩ker⊥(H −0()) has integral kernel
1
2
∫
R
(x, k)(y, k) dk
The proof follows a standard line of argument but we give it because later we
will need a similar reasoning. We follow Wilcox [Wi, Theorem 6.1]. Recall that if
f ∈ ker⊥(H − 0()) by the lim. abs. principle we have
‖f ‖22 = lim
a→0+
1
2i
∫
(H0)
〈[R(H,E + ia) − R(H,E − ia)] f, f 〉 dE.
Taking f ∈ C∞0 this leads to
‖f ‖22 =
1
2i
∫
(H0)
〈H(E)f, f 〉 dE
with H(E)f (x) = ∫R H(E, x, y)f (y) dy,
H(E, x, y) = R(H,E + i0, x, y) − R(H,E − i0, x, y).
We have R(H,E− i0, x, y) = R(H,E + i0, y, x). For E ∈ [2, 1]∪ [1+2,+∞) and
corresponding k in [0, 2K ] ∪ [ 2K ,+∞)
R(H,E + i0, x, y) =
⎧⎨⎩
f+(x,k)f−(y,k)
[f+(·,k),f−(·,k)] for xy,
f+(y,k)f−(x,k)
[f+(·,k),f−(·,k)] for xy.
For xy, E ∈ [2, 1] ∪ [1 + 2,+∞) and corresponding k ∈ [0, 2K ] ∪ [ 2K ,+∞) we
have
H(E, x, y) = f+(x, k)f−(y, k)[f+(·, k), f−(·, k)] −
f+(x, k)f−(y, k)
[f+(·, k), f−(·, k)]
.
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By (4.3) we have
f±(x, k) = f±(x,−k), T (k) = T (−k), R±(k) = R±(−k),
f−(y, k) = T (k)f+(y, k) − R+(k)f−(y, k),
f+(x, k) = T (k)f−(x, k) − R+(−k)f+(x, k)
and so we obtain:
H(E, x, y) = T (k)f−(x, k)f−(y, k)[f+(·, k), f−(·, k)] −
T (k)f+(x, k)f+(y, k)
[f+(·, k), f−(·, k)]
+f+(x, k)f−(y, k)
[
R+(k)
[f+(·, k), f−(·, k)]
− R−(k)[f+(·, k), f−(·, k)]
]
.
By (4.3) and by dE
dk
= i2K [+(·, k),−(·, k)], Lemma 4.1, we have for xy
H(E, x, y)
dE
dk
= i
2K
|T (k)|2f+(x, k)f+(y, k) + i|T (k)|2f−(x, k)f−(y, k).
By H(E, x, y) = H(E, y, x) the formula is valid ∀x, y.
Proof of Theorem 2.4. For f ∈ C∞0 ∩ ker⊥(H − 0()) and for Kj(t, x, y) = K
∫
Ij
eitEj (k)(x, k)(y, k) dk in the notation of Lemma 3.3, we have
eitH f (x) =
∫
R
(K1(t, x, y) + K2(t, x, y))f (y) dy.
We focus on the proof for the term with kernel K2(t, x, y), for K1 the proof is similar.
We introduce a smooth and even cutoff (k) and consider K2(t, x, y) = Klow(t, x, y)+
Khigh(t, x, y), with Klow (resp. Khigh) obtained inserting (k) (resp. 1 − (k)) in the
formula deﬁning K2. For deﬁnitiveness we will assume x > 0 and y > 0 (the other
cases are similar). We start with Khigh = ∑± (±1)Khigh,± with
Khigh,±(t, x, y) = − 14t2
K

∫ ±∞
± 2K
eitE2(k)B(k, x, y) dk where
B(k, x, y) =
(
d
dk
1
E′2(k)
)2 [
(x, k)(y, k)(1 − (k))
]
.
For k0 we have by Lemma 4.4 |B(k, x, y)|C〈k〉−2(〈x〉 + 〈y〉)2 and so
|Khigh,+(t, x, y)|C〈t〉−2(〈x〉 + 〈y〉)2.
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For k < 0 Lemma 4.4 gives |B(k, x, y)|C〈k〉−2(〈x〉 + 〈y〉)3 and so
|Khigh,−(t, x, y)|C〈t〉−2(〈x〉 + 〈y〉)3.
Therefore,
|Khigh(t, x, y)|C〈t〉−2(〈x〉 + 〈y〉)3. (4.5)
We consider now Klow = ∑± (±1)Klow,± with
Khigh,±(t, x, y) = K
∫ ±∞
± 2K
eitE2(k)|T (k)|2f±(x,±k)f±(y,±k)(k) dk.
We now exploit the fact that at the critical points of the phase, that is at ± 2K , we
have T (± 2K ) = 0. More speciﬁcally we have:
Lemma 4.8. Suppose ′(0) = 0, ′′(x)1 in [−1, 1]. Then if (0) = 0 for C =
O(‖‖C3) we have ∣∣∣∣∣
∫ 1
−1
ei(x)(x) dx
∣∣∣∣∣ C− 32 ‖‖C2 .
For a proof, apply Lemma 3.6 to
∫ 1
−1
ei(x)(x) dx = −1
i
∫ 1
−1
ei(x)
(x)
′(x)
dx.
Setting h = k − 2K for k 2K and h = k + 2K for k − 2K , we can glue the two
components of E2(k), of T2(k) and of the remaining factors inside Klow,± obtaining
a new C3 phase and a C2 amplitude which meet the hypotheses of Lemma 4.8 and
allow us to conclude
|Klow,+(t, x, y) + Klow,−(t, x, y)|C〈t〉− 32 (〈x〉 + 〈y〉)3. (4.6)
With a similar argument we have
|K1(t, x, y)|C〈t〉− 32 (〈x〉 + 〈y〉)3. (4.7)
Summing up, (4.5), (4.6) and (4.7) lead to the proof of Theorem 2.4. 
With this we have completed the proof of Theorem 1.1. 
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5. Sketch of proof of Theorem 1.2
The following argument is based on [GSS1, pp. 165–167]. We consider the two
invariants of motion, Q(u) charge and E(u) energy, introduced in Theorem 2.1. By
Theorem 2.1 we have global well posedness for (1.1), so Assumption 1 in [GSS1] is
satisﬁed. Next, by bifurcation there are standing waves and they satisfy Assumption 2
in [GSS1]:
Lemma 5.1. Assume hypotheses and conclusions of Proposition 2.2 in the q(x)0
case. In particular denote by j = j (), j = 1, 2, the eigenvalues of H. Then for any
ﬁxed 	 > 0 there is a small  > 0 and C1(]j , j + [) ∩ C0([j , j + [) functions
j → j with values in H 1	 (R) of solutions of (1.2). If we call j a nonzero element
of ker(H − j ), then we have in H 1	 (R)
j = (j − j )
1
p−1 ‖j‖
− p+1
p−1
p+1 (j + O(− j )).
Next, consider the operators L+ and L− deﬁned by
L− = H − 1 + |1 |p−1, L+ = H − 1 + (p + 1)|1 |p−1.
Then kerL− = {1} and kerL+ = 0 with the rest of the spectrum of L± strictly
positive and bounded away from 0. Theorem 1.2 follows from Theorem 1 [GSS1].
The above argument exploits the sign of the nonlinearity. With the opposite sign we
have 1 ∈]1 − , 1[ and we need the main argument in [GSS1], or [W1,RW]. Then
Assumption 3 in [GSS1] can be veriﬁed by elementary perturbation theory.
6. Framework for Theorem 1.3
We refer to [Cu2]. Let us proceed for some time formally, assuming we have (2.4).
Then we set:
1 =
[
0 1
1 0
]
, 2 =
[
0 i
−i 0
]
, 3 =
[
1 0
0 −1
]
,
H(t) = 3
[
H − (t) + p + 1
2
|(t)|p−1
]
− p − 1
2
|(t)|p−1i2,
R =
[R1
R2
]
=
[
R
R¯
]
,  =
[


]
, ′ = , (6.1)
where we recall H = H0 + q(x). With the above notation we rewrite (2.4) as
iRt = H(t)R + 3
˙R + 3
˙− i˙′ + Nonlinear. (6.2)
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Set H = H(t) for  = (t). 3(H − ) has spectrum
(3(H − )) = (−(H) + ) ∪ ((H) − ) (6.3)
with (H) = {1, 2}∪(H0) with (H0) = [2, 1]∪[2+1,+∞). By Lemma 5.1, H
has spectrum close to (6.3), in particular same essential spectrum and an equal number
of eigenvalues, when counted with their multiplicity. Since for the generalized kernel
we have Ng(H) ⊇ {3,′}, where {} means span, we conclude Ng(H) = {3,′}
and
(H) = {0} ∪ {±()} ∪± (±((H0) − ))
with () close to 2 − 1. Speciﬁcally |− (2 − 1)| < C(− 1) for some ﬁxed
C. We have invariant Jordan block decompositions
L2 =
∑
∈p
Ng(H − ) ⊕ Xc(H), Xc(H) =
⎡⎣∑
p
Ng(H∗ − )
⎤⎦⊥ ,
L2 =
∑
∈p
Ng(H∗ − ) ⊕ Xc(H∗), Xc(H∗) =
⎡⎣∑
p
Ng(H − )
⎤⎦⊥ , (6.4)
where p = {0,(),−()}. We will denote by Pc(H) the corresponding projection
on Xc(H).
There exists 0 > 0 such that for any  ∈]0, 0[ there exists an  > 0 such that
for any K]1(), 1() + [ there is  > 0 such that if ‖u0 − ei
11‖H 1(R) <  for
1 ∈ K , there exists a unique triple (
,,R) such that R ∈ N⊥g (H∗) with
|
− 
1| + |− 1| + ‖R‖H 1(R) < C. (6.5)
Since by Theorem 1.2 we can assume u(t) remains in a  neighborhood of the orbit
of 1 for all t0, we obtain functions (t) and 
(t) such that R(t) ∈ N⊥g (H∗(t))
for all t0 and (6.5) holds. We further decompose
R(t) = (t) + f (t), f (t) ∈ Xc(H(t)), (t) ∈ Ng(H(t)−(t)) ⊕ Ng(H(t)+(t)).
For any  ∈]0, 0[ there is  > 0 such that for any  ∈]1(), 1() + [ ∃() ∈
N(H∗−()) s.t.:  has real entries; 〈, 3〉 = 1; 1() generates N(H∗+());
the function (, x) → (, x) is smooth; |(, x)| < ce−|x| for ﬁxed c = c() > 0
and  = () > 0. Furthermore, we have
 = 1√
2‖1‖2
[
1
−1
]
+ O (− 1) (6.6)
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as can be seen exploiting Lemma 5.1 by looking at solutions of
[
3(H − ) − ()
]
 = (3(H − ) − H)
of the form  = 1√
2‖1‖2
[
1
−1
]
+  with  perpendicular to
[
1
−1
]
.
Theorem 6.1. Write for 	 ∈] 72 , 8[
‖u(0) − 1‖H 1 + ‖u(0) − 1‖H 0	 <
√
ε,
‖f (0)‖H 1 + ‖〈x〉sf (0)‖H 0	 < ε. (6.7)
Then there is an 0 > 0 such that for any  ∈]0, 0[ which satisﬁes (1.7) there is an
 > 0 such that for any compact interval K ⊂]1(), 1() + [ there are constants
ε0 > 0 and C so that for any 1 ∈ K and any ε ∈]0, ε0[ then (6.7) implies that the
solution u(t) with initial data u(0) extends into [0,+∞) and can be written in the
form (2.4) with as t → +∞: (t) convergent; R(t) = (t) + f (t), with
sup
t0
[
(1 + |εt |) 12 ‖(t)‖L∞ + (1 + |εt |)
1
3
log(2 + t) ‖f (t)‖L∞
]
< Cε.
The proof of Theorem 6.1 covers Sections 7–9.
In a different context the paper [TY1] studies in some more detail solutions close
to ground states distinguishing between what the authors call radiation or resonance-
dominated solutions. A similar analysis can be carried out here, but we do not attempt
it. Interesting and new would be the study of the convergence to the ground state from
a larger set of initial data, along the lines of [TY2,SW3].
7. Linear theory for H
We need analogues of (1.5) and (1.6) for eitH . Set H0() = 3(H −) and write
H = H0 +B∗()A() with B∗(x,) and A(x,) C∞ functions in x with values in
the space of 2 × 2 real-valued matrices. Furthermore, they can be chosen so that for
any  ∈]1(), 1() + [ there are constants cm > 0 and  > 0 such that
∣∣∣∣e|x| dmdxmA(x,)
∣∣∣∣+ ∣∣∣∣e|x| dmdxmB∗(x,)
∣∣∣∣ cm√ ∀m ∈ N, x ∈ R. (7.1)
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The lim. abs. principle for H follows from the following result:
Proposition 7.1. Set H = H, H0 = H0(). Then there are isomorphisms W :Xc(H0)
→ Xc(H) and Z:Xc(H) → Xc(H0), inverses of each other, deﬁned as follows: for
u ∈ Xc(H0), v ∈ Xc(H∗),
〈Wu, v〉 = 〈u, v〉 + lim
a→0+
1
2i
∫ +∞
−∞
〈A(H0 − ia − E)−1u,B(H∗ − ia − E)−1v〉 dE
for u ∈ Xc(H), v ∈ Xc(H0),
〈Zu, v〉 = 〈u, v〉 + lim
a→0+
1
2i
∫ +∞
−∞
〈A(H − ia − E)−1u,B(H0 − ia − E)−1v〉 dE.
Then H = WH0Z. Furthermore, there is an 0 > 0 such that for any  ∈]0, 0[ there
is an  > 0 such that for any  ∈]1(), 1()+ [ the norms of W and Z are bounded
above by a ﬁxed C.
Notice that H is not symmetric and therefore W and Z are not unitary, which
makes the last sentence of the statement nontrivial. We will set Hc = Pc(H)H and
Hc0 = Pc(H0)H0. Proposition 7.1 follows from Kato [Ka] if we show that A() and
B() are Hc0() smooth and that ∃N > 0 independent of  and  such that if we set
Q(z,) = A()R(Hc0(), z)B∗() we have ∀ ∈]1(), 1() + [, see [Ka] for the
notation,
(1) ‖Q(z,):L2 → L2‖N ∀z > 0, ‖A()‖Hc0() + ‖B()‖Hc0()N
√
.
Once (1) is known, it follows by inequality (1.5) in [Ka] that
‖A()‖Hc(1 − N)−1‖A()‖Hc0(), ‖B()‖(Hc)∗(1 − N)−1‖B()‖Hc0().
Then operators W and Z are deﬁned as above with Hc = WHc0Z and with the norms
‖W‖1+ 12‖A‖Hc0‖B‖(Hc)∗ and ‖Z‖1+ 12‖A‖Hc‖B‖Hc0 . Finally (1) follows from
the following facts: for any compact interval J ⊂]0, 0[ and any  ∈ J there is a
ﬁxed  = (J ) such that for any compact interval  ∈]1(), 1() + [ there are a
factorization B∗A and constants cn such that (7.1) is true; for (x) and (x) smooth
and rapidly decreasing we have for k0 and ±(x − y)0
(x)R(H,E(k), x, y)(y) = e
ik|x−y|(x)m±(x, k)m∓(y, k)(y)
[f+(·, k), f−(·, k)] ,
there is by Lemmas 4.2, 4.4 and 4.5 a ﬁxed constant C = C(, ) such that for any
k with k0 for some  > 0 small, we have
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(2) ‖(x)R(H,E(k), x, y)(y)‖L2(dx dy)
C
〈k〉 .
Then (1) follows by Theorem 5.1 [Ka].
We now start the construction of Bloch functions for the operator H. For E + /∈
(H0) let k1 = k(E +); for −E /∈ (H0) let k2 = k(−E). Since (E +)2
implies (−E) < 2 we obtain in particular that if k1 = 0 then we have k2 > 0
and k2 = 0.
Lemma 7.2. Consider the region of the E’s where k1 < k2. Then set k = k1 and
express k2(k) from the composition of k2(E) and E(k1). Then for any n there is Cn
such that for any E and x, t∣∣∣∣∣ 
n
kn
D(x, t, k2)
∣∣∣∣∣ C〈x − t〉n+1.
The proof follows from Lemma 4.3 and by the fact that k2(k) ≈ ik for k → ∞
since from the asymptotics in Lemma 3.7 one can see k1 ≈
√
E and k1 ≈ i
√
E for
E → ∞.
In what follows −→A (x, t, E) = diag(A(x, t, k1), A(x, t, k2)), see Lemma 4.3, with
diag(a, b) the diagonal 2 × 2 matrix with (a, b) on the diagonal. We consider now
for j = 1, 2 the Jost solutions, that is solutions −→f ±(x, E) of Hu = Eu with
appropriate asymptotic behavior which we now describe. Express the upper half plane
C+ = {k1k2} ∪ {k1k2} and focus attention on {k1k2}. Denote by
−→e 1 = (1, 0)T the transpose of (1, 0) and −→e 2 = (0, 1)T . Next we deﬁne −→m± by the
equalities −→f ±(x, E) = e±ik(E)x−→m±(x, E). We consider the following system, for
R(H0,− E, x, t) the integral kernel of the resolvent R(H0,− E):
−→
f 1±(x, E) = ±(x, k1(E))−→e 1
−
∫ ±∞
x
A(x, t, k1(E))diag(1, 0)(q(t) + B∗A)−→f 1±(t, E) dt
−
∫
R
R(H0,−E, x, t)diag(0, 1)(q(t)+B∗A)−→f 1±(t, E) dt.
(7.2)
Next consider the system
−→
f 2±(x, E) = ±(x, k2(E))−→e 2
−
∫ ±∞
x
3
−→
A (x, t, E)(q(t) + B∗A)−→f 2±(t, E) dt. (7.3)
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Lemma 7.3. For E such that {k1(E) < k2(E)}, Eqs. (7.2) and (7.3) have for any
choice of sign a unique solution. These solutions solve Hu = Eu with the asymptotic
property −→f ±(x, E) ≈ ±(x, k(E))−→e  for x → ±∞. For m±(x, E)  = 1, 2 deﬁned
above there is 0 > 0, such that for any  ∈]0, 0[ there are constants  > 0, C, Cn
such that ∀ ∈]0(), 0() + [, ∀x ∈ R and ∀E /∈ (H) we have, for m0± deﬁned
in (3.3),
(1) |−→m 1±(x, E) − m0±(x, k1(E))−→e 1|C〈k1(E)〉−1(1 + max{∓x, 0}).
(2) |−→m 2±(x, E) − m0±(x, k2(E))−→e 2|C〈k1(E)〉−1.
Furthermore, setting k = k1 and expressing k2 = k2(k) we also have
(3)
∣∣∣∣∣ 
n
kn
−→m 1±(x, E)
∣∣∣∣∣ Cn〈k〉−1(1 + 〈x〉n max{∓x, 0}),
(4)
∣∣∣∣∣ 
n
kn
−→m 2±(x, E)
∣∣∣∣∣ Cn〈k〉−1(1 + 〈x〉n).
Let us start with (7.2). Set −diag(0, 1)−−→m1+(x, E) = 1−−→m1+(E) + 2−−→m1+(E) with
operators j deﬁned by
1f =
∫ x
−∞
ei(k2−k1)(x−t) m˜+(x, k2)m˜−(t, k2)
w˜(k2)
diag(0, 1)(q(t) + B∗(t)A(t))f (t) dt,
2f =
∫ +∞
x
ei(k2+k1)(t−x) m˜−(x, k2)m˜+(t, k2)
w˜(k2)
diag(0, 1)(q(t) + B∗(t)A(t))f (t) dt
with m˜+(t, k2) = m˜+(t, − E) in (3.2) and w˜(k2) = [˜+( − E), ˜+( − E)]. We
claim
(5)
∣∣∣∣ dndkn m˜+(t, k2)
∣∣∣∣ Cn〈k〉−n,
(6)
∣∣∣∣ dndkn w˜(k2)
∣∣∣∣ Cn〈k〉1−n.
Replace in (3.2) E where  − E with E > 0 and  < 1() +  < 2 so that
(−E) < 2 −  by a ﬁxed  > 0. Then a(−E) varies in a subset in the interior
of the rectangle R ∪ (R − iK1) bounded away from the solutions a of H(a, ) = 0
and in particular in that set |H(a, )| > C for some C > 0. So for some ﬁxed C > 0
∣∣∣∣ H(x + a(− E), )H(a(− E), )(x, )
∣∣∣∣ C
and so (5) holds for n = 0. The case n1 holds using also Lemma 3.7. Turning to
(6), we have that for ( − E) < 2 −  the point  − E remains away from the
spectrum of H0 and so by Lemma 4.2 |w˜(k2)| > C > 0 for some ﬁxed C and by the
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argument in Lemma 4.2 w˜(k2) ≈ k2 (this w˜ differs from the w˜ in Lemma 4.2 by a
factor) so that (6) follows from k2 ≈ ik1 for k1 → ∞.
Having established (5) and (6) we can write that for some ﬁxed C
‖j f ‖∞ C〈k〉‖(q(x) + B
∗(x)A(x))〈x〉‖1
∥∥∥∥ f〈x〉
∥∥∥∥∞ .
Then an equation with unknown diag (0, 1)f
diag(0, 1)f + 1 diag(0, 1)f + 2 diag(0, 1)f = −(1 + 2)diag(1, 0)g
admits exactly one solution such that, since here we can assume   ,
(7) ‖diag(0, 1)f ‖∞C
∥∥∥∥diag(1, 0)g〈x〉
∥∥∥∥∞.
Next we consider, for D(x, t, k) see Lemma 4.3,
diag(1, 0)−−→m1+(x, E)
= m0+(x, k1(E))−→e 1 −
∫ +∞
x
D(x, t, k1(E))diag(1, 0)(q(t) + B∗A)−→m 1+(t, E) dt
and we obtain estimates (1) and (3) in the + case by the argument in Lemma 1 [DT]
exploiting inequality (7). The − case is similar.
Setting Gf = ∫ +∞
x
e−ik2(x−t)A(x, t, k1(E))diag(1, 0)(q(t)+B∗A)f (t) dt , (7.3) can
be expressed as
diag(1, 0)−→m 2+(x, E) = −G−→m 2+(·, E)(x),
diag(0, 1)−→m 2+(x, E)
= m0+(x, k2)−→e2 +
∫ +∞
x
D(x, t, k2)diag(0, 1)(q(t) + B∗A)−→m 2+(t, E) dt.
This system can be solved and estimate (2) can be obtained by the argument in Lemma
1 [DT] using
|Gf (x)|
∫ +∞
x
e−k2|x−t |〈x − t〉
〈k1〉
∣∣(q(t) + B∗A)f (t)∣∣ dt C〈k2〉2〈k1〉
∥∥∥∥ f〈x〉
∥∥∥∥∞
and
∣∣D(x, t, k2)∣∣ C〈k2〉 . Taking derivatives one obtains (4).
By 1H = −H1 analogous solutions exchanging roles of 1 and 2 in (6.2) and
(6.3) with an analogue of Lemma 7.3 in the region {k1(E) > k2(E)} can be obtained
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applying the matrix 1 to the functions in Lemma 7.3. Finally, by 3H = H∗3 we
obtain analogous solutions −→g ±(x, E) with H replaced by H∗.
From now on we denote for simplicity −→f and −→g by f and g. We denote by f T
the transpose of a vector f. We consider the Wronskian [f, g] = d
dx
fgT − f d
dx
gT . For
E+ ∈ (H0) (resp. −E ∈ (H0)) by (3.5) and Lemma 7.3 we have f2±(x, E+i0) =
f2±(x, E − i0) and g2±(x, E + i0) = g2±(x, E − i0) (resp. same with 2 replaced by
1). Observe that for E +  ∈ (H0) we have k1(E − i0) = −k1(E + i0) and for
− E ∈ (H0) we have k2(E + i0) = −k2(E − i0).
For E +  ∈ (H0) we have for  = 1 (we use [f±(E − i0), g±(E + i0)] =
[(−k),(k)] which follows from (7.2) and the analogous formula for g±)
f±(x, E − i0) = T(k)f∓(x, E + i0) − R±(k)f±(x, E + i0),
T(k) = [(·,−k),(·, k)][f∓(E ± i0), g±(E ± i0)] , R±(k) = −
[f±(E ∓ i0), g∓(E ± i0)]
[f±(E ± i0), g∓(E ± i0)] ,
f±(x, E ± i0) = f±(x, E ∓ i0), T(k) = T(−k), R±(k) = R±(−k),
|T(k)|2 + |R±(k)|2 = 1, T(k)R¯±(k) + R∓(k)T¯(k) = 0. (7.4)
For − E ∈ (H0) set  = 2. There is an analogous set of equalities interchanging g
and f. We have analogues of Lemmas 4.5 and 4.6. In particular we have:
Lemma 7.4. T(k) and R±(k) are smooth functions for k in [− 2K , 2K ] or in [± 2K ,±∞[. We have T(0) = T(± 2K ) = 0. Furthermore, there is 0 such that for any
 ∈]0, 0[ there are  > 0 and Cn > 0 such that for  ∈]1(), 1() + [
∣∣∣∣ dndkn [T(k) − 1]
∣∣∣∣+ ∣∣∣∣ dndknR±(k)
∣∣∣∣  Cn〈k〉 .
From now on we set, for E +  ∈ (H0), f1±(x, k1) = f1±(x, E ± i0) with k1 =
k(E± i0). For −E ∈ (H0) we set f2±(x, k2) = f2±(x, E± i0) with k2 = k(E± i0).
We introduce similarly g1±(x, k1) and g2±(x, k2). With this we have the following
analogue of Lemma 4.7:
Lemma 7.5. Deﬁne for k = k
,f (x, k) =
⎧⎨⎩
1√
4K
T(k)f+(x, k) for k0,
1√
4K
T(−k)f−(x,−k) for k < 0.
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Deﬁne similarly ,g(x, k). Then operator Pc(H) has kernel
1
2
2∑
=1
∫
R
,f (x, k)
T
,g(y, k) dk.
To prove Lemma 7.5 we proceed as in Lemma 4.7 using Proposition 7.1. It is
enough to prove that if H(E, x, y) = R(H, E + i0, x, y)−R(H, E − i0, x, y) then
for E +  ∈ (H0) (resp. − E ∈ (H0) ) we have for  = 1 (resp.  = 2)
(1) H(E, x, y)dE
dk
= |T(k)|
2
4K
[
f+(x, k)gT+(y, k) + f−(x, k)gT−(y, k)
]
,
where k = k. For deﬁniteness let  = 1 and x > y. By elementary computation
R(H, E ± i0, x, y) =
2∑
,E=1
aE(E ± i0)f+(x, E ± i0)gTE−(y, E ± i0)
with {aE(E± i0)} the inverse matrix of {[fE+(E± i0), g−(E± i0)]}. We claim that the
latter matrix is diagonal. For instance [f1+(E + i0), g2−(E + i0)](x) = 0 follows from
the fact that this Wronskian is constant and for x → −∞ the function f1+(x, E + i0)
and its x derivative grow polynomially (as can be seen proceeding along the lines of
Lemma 7.3) while g2−(x, E + i0) (and x derivative) decays exponentially. Thus we
obtain
H(E, x, y) = f1+(x, E + i0)g
T
1−(y, E + i0)
[f1+(E + i0), g1−(E + i0)] −
f1+(x, E − i0)gT1−(y, E − i0)
[f1+(E − i0), g1−(E − i0)]
+f2+(x, E + i0)g
T
2−(y, E + i0)
[f2+(E + i0), g2−(E + i0)] −
f2+(x, E − i0)gT2−(y, E − i0)
[f2+(E − i0), g2−(E − i0)] .
For E + ∈ (H0) we have f2+(E + i0) = f2+(E − i0) and g2−(E + i0) = g2−(E −
i0) by the uniqueness of the solutions of system (7.3) for E +  ∈ (H0) and by
±(x, ik) = ±(x, ik) for k0, Lemma 3.1. Therefore the second line of the above
formula for H(E, x, y) is equal to 0. By (7.4)
f1±(x, E ± i0) = f1±(x, E ∓ i0), T1(k) = T1(−k), R1±(k) = R1±(−k),
g1−(y, E − i0) = T1(k)g1+(y, E + i0) − R1−(k)g−(y, E + i0),
f1+(x, E + i0) = T1(−k)f1−(x, E − i0) − R1+(−k)f1+(x, E − i0).
Proceeding as in Lemma 4.7 we obtain equality (1) for E +  ∈ (H0), and x > y.
The other case, E +  ∈ (H0) and x < y and the two cases for − E ∈ (H0) are
obtained similarly.
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Theorem 7.6. There are constants 0 > 0, C > 0 and for any 	 > 72 there is a constant
c	 > 0 such that for any  ∈]0, 0[ there is  > 0 such that for any  ∈]1(), 1()+[
and any v ∈ Xc(H):
(1) ‖eiHt v‖∞C max{t− 12 , 〈t〉− 13 }‖v‖1.
(2) ‖eitHv‖H 0−	c	〈t〉−
3
2 ‖v‖H 0	 ,
(3)
∥∥∥∥eiHt 1HPc(H)v
∥∥∥∥
H 0−	
< C	〈t〉− 32 ‖v‖H 0	 .
Lemma 7.5 implies that for v ∈ Xc(H) ∩ C∞0
eitHv(x) =
∫
R
K(t, x, y)f (y) dy,
K(t, x, y) = 1
4
2∑
=1
∫
R
eit (−(−)E(k))|T(k)|2
×
[
f+(x, k)gT+(y, k) + f−(x, k)gT−(y, k)
]
dk.
The proof of the weighted estimate (2) is the same of the proof of Theorem 2.4 in
§4. The proof of (1) is essentially that in Weder [We1]. We remark that bounds on
m±(x, k), where f±(x, k) = e±ixkm±(x, k), and on the analogues for g±(x, k),
follow from Lemma 7.3 and that formula (7.4) allows to ignore the term max{±x, 0}
in the inequalities in Lemma 7.3. The proof of (3) is the same of inequality (2)
considering the fact that the integral kernel of eiHt PcH is obtained adding inside the
formula for the integral kernel of eiHtPc an additional factor (−(−)E(k))−1 which
is harmless.
We have:
Lemma 7.7. For any  ∈]0, 0[ for 0 > 0 small enough there is an  > 0 such that
for any 	 there is a constant c = c	, such that for any  ∈]1(), 1() + [ we have
‖[Pc(H)3 − (P1 − P2)] g‖H 0	 ∩L1 c‖g‖H 0−	 ,
where P1 = W+ diag(1, 0)Z+ and P2 = W+ diag(0, 1)Z+, with W+ = W+(H) and
Z+ = Z+(H) deﬁned by Proposition 7.1.
The integral kernel of P is deﬁned by
P(x, y) = 14
∫
R
|T(k)|2
[
f+(x, k)gT+(y, k) + f−(x, k)gT−(y, k)
]
dk.
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Now we have that
(1) Pc(x, y)3 − P1(x, y) + P2(x, y)
= ∑
±
2∑
=1
(−)|T(k)|2f±(x, k)(f±(y, k) − g±(y, k))T ,
where we used gT1+(y, k)3 = f T1+(y, k) and gT2+(y, k)3 = −f T2+(y, k). By (6.2) and
the analogous for g±(x, k) we obtain for instance
−(f1±(y, k) − g1±(y, k)) = 2 diag(0, 1)f1±(y, k)
= −2
∫
R
R(H0,− E, y, t)q(t)diag(0, 1)f1±(t, k) dt.
For E +  ∈ (H0), by the rapid decay of q(x), by the uniform bounds on f1±(t, k),
consequence of Lemma 7.3 and formulas (7.4) and by
R(H0,− E, y, t) =
⎧⎨⎩ e
ik2(x−t) m˜+(x,k2)m˜−(t,k2)
w˜2(k)
for x t,
eik2(t−x) m˜−(x,k2)m˜+(t,k2)
w˜2(k)
for x t
with m˜±(x, k2) and w˜(k2) deﬁned and estimated in the proof of Lemma 7.3, we
conclude that there are constants Cn,m such that ∀ n,m
(2)
∣∣∣∣∣ 
m
km
(f1±(y, k) − g1±(y, k))
∣∣∣∣∣+
∣∣∣∣∣ 
m
km
(m1±(y, k) − 3m1±(y, k))
∣∣∣∣∣  Cn,m〈y〉n .
With this reasoning we can see that
(3) 〈x〉N 〈y〉N ∣∣Pc(x, y)3 − P1(x, y) + P2(x, y)∣∣CN
holds for |y||x|. For |y|  |x| we exploit integration by parts, that is equalities of
the form
x
∫
R
|T1(k)|2 f1+(x, k)gT1+(y, k) dk
= −i
∫
R
e−ikx 
k
(
eiky |T1(k)|2m1+(x, k)(mT1+(y, k)3)
)
dk
(notice that boundary terms for k = ±( 2K ±0) cancel out). Then once again (3) follows
from (2).
The other terms of (1) are treated similarly.
Lemma 7.8. For ,  as in Lemma 7.7 there is a C such that for any  ∈]1(),
1() + [,
‖e−iHtR(H,±2() + i0)Pcg‖H 0−	 < C〈t〉
− 32 ‖g‖H 0	 , 	 >
7
2
.
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The argument comes fundamentally from [SW4]. Let g(t) be a smooth cutoff equal
to 1 near ∓2 and supported in a small interval around ∓2. Then for g¯(t) = 1−g(t)
and H = H,
‖e−iHtR(H,±2() + i0)g¯(H)Pcg‖H 0−	 < C〈t〉
− 32 ‖g‖H 0	 , 	 >
7
2
by the same argument of Lemma 7.6 (3). The next step is to write
(1) 〈x〉−	g(H)e−iHtR(∓2+ i0)Pc〈y〉−	
= e±i2t lim
a↘0 〈x〉
−	 ∫ +∞
t
g(H)e−i(H±2−ia)sPc ds〈y〉−	.
For deﬁniteness we focus on the − case. We write
(2) 〈x〉−	g(H)e−i(H−2−ia)s〈y〉−	
= (constant)〈x〉−	〈y〉−	∑
±
2∑
=1
× ∫R eis(−(−)E(k))−asg((− (−)E(k)))|T(k)|2f±(x, k)gT±(y, k).
We can assume that on the support of g((− (−)E(k))) there are no critical points
of E(k) since E(k) takes value away from the thresholds. Then the conclusion of
the proof is obtained integrating by parts by Lemma 7.3 and formula (7.4). Specif-
ically, we write e±isE(k) = ±
iE′(k)
d
dk
e±isE(k) and we bound
∣∣ d
dk
f±(x, k)
∣∣〈x〉
using Lemma 7.3 with the term max{∓x, 0} missing thanks to equalities (7.4). Sim-
ilarly
∣∣ d
dk
g±(y, k)
∣∣〈y〉. Integrating by parts ﬁve times and interpolating we obtain
|(2)|〈x〉−	+ 52 〈y〉−	+ 52 〈s〉− 52 e−as . Then with constants independent of a > 0
|(1)|
∫ +∞
t
|(2)| ds〈x〉−	+ 52 〈y〉−	+ 52 〈t〉− 32
with the right-hand side the integral kernel of a bounded operator from L2 into itself
when 	 > 3.
8. Dissipation mechanism on the discrete modes
The proof of Theorem 1.3 proceeds from here on along the lines of [BP2,Cu2]. We
will repeat almost verbatim the passages in [Cu2], which in turn was inspired by [BP2].
Another paper inspired by [BP2] is [Bs]. Finally, we remind the reader about the work
by Tsai and Yau [T,TY1–TY4] and by Soffer and Weinstein [SW3], and about related
work on the Klein Gordon equation with conjectures in [SW4].
The ﬁrst step consists in an elementary Taylor expansion of the nonlinearity.
Proposition 8.1.
i˙〈,′〉 = 〈L2() + L3() + L′3() + C()f + N(R),〉,
−
˙〈,′〉 = 〈L2() + L3() + L′3() + C()f + N(R), 3′〉,
iz˙ − z = 〈L2() + L3() + L′3() + C()f + N(R), 3()〉, (8.1)
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where, if we set (t) = t p−12 , c1(, x) = ′(2)+ 12′′(2)3, c2(, x) = 12′′(2)3,
 the vector introduced few lines after (6.3) and 1 and 2 its two components,
L2() = c1
[
1(1 + 22)
−2(21 + 2)
]
+ c2
[
22
−21
]
,
L3() = ′12
[
1
−2
]
+ 
′′
2
2(1 + 2)2
[
1
−2
]
+ 
′′′
6
4(1 + 2)3
[
1
−1
]
,
L′3() = −
〈L2(), 3′〉
〈,′〉 3−
〈L2(),〉
〈,′〉 
′,
C() = c12
[
1 + 2 1
−2 −(1 + 2)
]
+ 2c2
[
0 2
−1 0
]
with |N(R)|Cgarbage1 with garbage1 = ||4 + ||2|f | + e−|x||f |2 + |f |p for  =
() > 0 a ﬁxed constant.
Now we start a long continuity argument, here only sketched, which ends with an
analogue of Lemma 2.7. Consider an interval [0, T ] in which the decompositions in §6
apply. T is maybe very small. We consider the splitting (6.3) for t = T . We decompose
f (t) = k(t) + ˜(t) + h(t) ∈ Ng(H(T )) ⊕
∑
±
N(H(T ) ∓ (T )) ⊕ Xc(T ).
We have |f (t)−h(t)|(constant)|(T )−(t)|〈|f (t)|, e−|x|〉. We set h0 = h01 +h02,
with for j = 1, 2, h0j = |z|2h00,j + z2h01,j + z¯2h˜01,j where
h01,j= − PjR(H(T ), 2(T )+i0)L2(), h˜01,j=PjR(H(T ), 2(T )+i0)1L2(),
h00,j = −1H(T )PjF0(, ·)
[
1
−1
]
, F0 = 2c1(12 + 21 + 22). (8.2)
We set garbage = garbage1+|z||f −h0|+|(t)−(T )|(|z|3+|f | |z|). Then we obtain
for |FR| + |GR|〈garbage, ce−|x|〉 with c > 0 and  > 0 ﬁxed constants,
˙〈,′〉 = 2a0()z2 + 2(a1()z|z|2 + a2()z3) + FR,
iz˙ − (t)z = b1()z2 + b2()z¯2 + b3()|z|2
+b4()z|z|2 + b5()z¯|z|2 + b6()z3 + b7()z¯3 + GR,
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with a0() and b1(), b2() and b3() real. By computation 1C∗()13 = −23
L2() and b4 = −〈h01, 1C∗()13〉 = 2〈h01, 3L2()〉. We have for Pc =
Pc(H(T ))
b4 = 2 lim
a→0+
〈−R(H(T ), 2(T ) + ia)PcL2(), P ∗c 3L2()〉
= − lim
a→0+
〈[R(H(T ), 2(T )+ia)−R(H(T ), 2(T )−ia)]PcL2(), P ∗c 3L2()〉.
Lemma 8.2. Assume that  > 0 is small and is such that (1.7) holds. Then there is
 > 0 such that for any K compact subinterval of ]1, 1+[ there is a constant C > 0
such that for any  ∈ K we have b4() < −C.
In the notation of Lemma 7.5 and using f1±(x, k) = 3g1±(x, k) we have
b4()dE
dk
= −∣∣T1(2(T ))∣∣2 ∣∣∣∣∫
R
(gT1+(x, k) + gT1−(x, k))L2()(x) dx
∣∣∣∣2 .
We have by (6.4) and Lemma 5.1
L2() = (p − 1)(− 1)
p−2
p−1 |1|p−31
4‖2‖22
[
22
−22
]
+ o(− 1).
By Lemmas 4.4 and 7.3 we have (recall f±(x, k) are the Jost solutions associated to
H introduced in §3, while gj±(x, k) are associated to H∗)
|−→e1 f±(x, k) − g1±(x, k)|C(− 1)(1 + max{0,∓x}).
So for K1 = k1(2(T )), and using the distorted Fourier transform associated to H,
b4()dE
dk
= −
⎛⎝ (p − 1)(− 1) p−2p−1
4‖2‖22
⎞⎠2 (∣∣F (|1|p−3122) (K1)∣∣2 + o(1)) .
By |() − (2 − 1)| < C(− 1) and by (1.7) we have the desired result.
By the theory of normal forms we have:
Lemma 8.3. For appropriate c()’s and d()’s, with c0, d1, d2 and d3 real, and
˜ = + 2c0()z2 + 2(c1()z|z|2 + c2()z3),
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z˜ = z + d1()z2 + d2()z¯2 + d3()|z|2 + d4()z|z|2
+d5()z¯|z|2 + d6()z3 + d7()z¯3
then, for b constant with b = b4((T )) and |F˜R| + |G˜R|〈garbage, ce−|x|〉,
˙˜〈(T ),′(T )〉 = F˜R, i ˙˜z − (t)z˜ = bz˜|z˜|2 + G˜R.
The crux of the argument, originally in [BP2], was to write the equation for z˜. Now,
if we set
 = 
˙+ − (T ), V (t) = H(t) − 3(H + (t))
we have for Pj = Pj (H(T )) and Pc = Pc(H(T )) the system
iht = H(T )h + (P1 − P2)h + PcL2() + D1,
where
D1 = D˜1 + Pc(Nonlin − L2()) + [Pc3 − (P1 − P2)]h, where
D˜1 = 
˙Pc3[− (T )] − i˙Pc[′ − ′(T )] + Pc[V (t) − V (T )]h − i˙Pc′
+Pc[(z−iz˙)−(z¯+i ˙¯z)1][−(T )]+ (Pc3+Pc[V (t)−V (T )]) (k+˜).
Set hj = Pjh and write hj = h1,j + h2,j + h3,j where (+ for j = 1,− for j = 2)
h1j (t) = e−iH(T )t e±i
∫ t
0 (	) d	hj (0),
h2j (t) = −i
∫ t
0
e−iH(T )(t−s)e±i
∫ t
s (	) d	PjL2() ds,
h3j (t) = −i
∫ t
0
e−iH(T )(t−s)e±i
∫ t
s (	) d	PjD1 ds.
Set F(, x) = L2() and let F0(, x) be the function in (8.2). Set z1 = e−i(T )t z. We
have:
Lemma 8.4. We have h2j = h0j − U(t, 0)h0j (0) + h′2j with: h0j deﬁned one line
above (8.2);
U(t, 0)h0,j (0) = −e
−iH(T )t±i ∫ t0 (	) d	
H(T ) |z(0)|
2PjF0((0), ·)
[
1
−1
]
−e−iH(T )t±i
∫ t
0 (	) d	R(H(T ), 2(T ) + i0)z2(0)PjF ((0), ·)
+e−iH(T )t±i
∫ t
0 (	) d	R(H(T ),−2(T ) + i0)z¯2(0)PjF ((0), ·),
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h′2,j =
∫ t
0
e−iH(T )(t−s)
H(T )
d
ds
[
e±i
∫ t
s (	) d	|z|2PjF (, ·)
]
ds
+
∫ t
0
e−iH(T )(t−s)−2i(T )sR(H(T ), 2(T ) + i0) d
ds
×
[
e±i
∫ t
s (	) d	z21PjF (, ·)
]
ds
−
∫ t
0
e−iH(T )(t−s)+2i(T )sR(H(T ),−2(T ) + i0) d
ds
×
[
e±i
∫ t
s (	) d	z¯211PjF (, ·)
]
ds.
9. End of proof of Theorem 6.1
Consider an interval [0, T ]. ∀ t ∈ [0, T ] set
M0(t) = |(t) − (T )|, M1(t) = |z(t)|,
M2(t) = ‖〈x〉−s(f (t) − h0(t) − h1(t) + U(t, 0)h0(0))‖2, M3(t) = ‖f (t)‖∞.
The Mj(t) depend on T, i.e. on the spectral decomposition of H(T ). Consider, for
〈z〉 = (1 + |z|2)1/2,
M0(t, T ) = sup
	 t
〈ε	〉M0(	), M1(t, T ) = sup
	 t
〈ε	〉 12 M1(	),
M2(t, T ) = sup
	 t
〈ε	〉 32 M2(	), M3(t, T ) = sup
	 t
〈ε	〉 13
log(1 + 〈ε	〉)M3(	).
Set M˜j (t) = Mj (t, t). We can pick T so that the Mj (t, T0) are smaller than a preas-
signed positive number M for all 0 tT0T .
Proposition 9.1. Fix  > 0 small. There are ﬁxed constants M (small), C1 (large) and
ε0 (very small) such that for any 0 < ε < ε0 then the following inequalities (notice
M˜0(0) = M˜2(0) = 0)
M˜1(0)ε
1
2 , M˜3(0)ε,
∀ j and ∀t 0 tT , M˜j (t) < M, (9.1)
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imply that ∀t ∈ [0, T ] we have
M˜0(t)C1ε
1
2 , M˜1(t)C1ε
1
2 ,
M˜2(t)C1ε
3
2−, M˜3(	)C1ε
1
2−. (9.2)
Proposition 9.1 implies that we can take T = ∞ if C1ε
1
2
0 < M .
We assume (9.1) and for tT the following weakened for of (9.2)
M˜0(t)2C1ε
1
2 , M˜1(t)2C1ε
1
2 ,
M˜2(t)2C1ε
3
2−, M˜3(	)2C1ε
1
2−. (9.3)
Then we will prove:
Proposition 9.2. Assume (9.1) and (9.3). Then there is a ﬁxed function C(M) contin-
uous at M = 0 such that for any C1 in (9.3) there is an ε0 > 0 such that for any
ε ∈]0, ε0[ if we set Mj = Mj (t, T0) we have:
M0C(M)ε
1
2 , M1C(M)ε
1
2 , M2C(M)ε
3
2−, M3C(M)ε
1
2−.
We start the proof of Proposition 9.2. Proceeding as in [Cu2] we get:
Lemma 9.3. We have, for some ﬁxed C = C(M):
‖h1(t)‖∞C〈t〉− 13 ε, ‖〈x〉−sh1(t)‖2C〈t〉− 32 ε,
‖〈x〉−sU(t, 0)h0(0)‖2C〈t〉− 32 ε,
|〈garbage, ce−|x|〉|  C〈εt〉−2(M1M2 + M41 + M22 + Mp3 + M0M31)
+C〈t〉− 32 〈εt〉− 12 εM1,
|(t) − (T )|C〈εt〉−1
[
M21 + ε + ε−1(M1M2 + M41 + M22 + M31M0 + Mp3 )
]
,
〈εt〉 12 |z(t)|C
[
ε
1
2 + M
1
4
1 (εM1 + M1M2 + M41 + M22 + Mp3 + M0M31)
1
4 + M21
]
,
‖k(t)‖q + ‖˜(t)‖qC〈εt〉−2M0(ε + M2 + M21) ∀q1,
‖〈x〉−sh′2‖2C〈εt〉−
3
2 (M0M1 + M21 + M23)M1,
‖h2(t)‖∞C〈εt〉− 13 log(1 + 〈εt〉)ε− 12 M21.
Then (9.3) and Lemma 9.3 imply
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Lemma 9.4. We have, for some ﬁxed C = C(M):
|〈garbage, ce−a|x|〉|C〈εt〉−2ε 32 , |(t) − (T )|C〈εt〉−1ε 12 ,
|z(t)|C〈εt〉− 12 ε 12 , ‖k(t)‖q + ‖˜(t)‖qC〈εt〉−2ε 32− ∀q1,
‖〈x〉−sh′2‖2C〈εt〉−
3
2 ε
3
2−, ‖h2(t)‖∞4CC1〈εt〉− 13 log(1 + 〈εt〉)ε 12 .
We now sketch:
Lemma 9.5. We have, for C = C(M): ‖h3‖∞C〈εt〉− 13 ε 12 .
We proceed as in [Cu2]. For some ﬁxed rapidly decreasing function  and some
C = C(M),
|Nonlin − L2()|C(|f |2 + |z|3 + |f |p).
We split D1 = D2 + D3, with
D3 = Nonlin − L2() if |Nonlin − L2()| > 2C(|f |2 + |z|3)
= 0 otherwise,
so that we have the estimate |D3|2C|f |p. We bound (+ sign for j = 1,− sign for
j = 2)
∫ t
0
‖e−iH(T )(t−s)e±i
∫ t
s (	) d	PjD3 ds‖∞  C1
∫ t
0
(t − s)− 13 ‖f (s)‖p−2∞ ‖f (s)‖22 ds
 C1
∫ t
0
logp−2(1 + 〈εs〉)
(t − s)− 13 〈εs〉 p−23
dsM
p−2
3
 Cε− 23 〈εt〉− 13 Mp−23 C〈εt〉−
1
3 ε
1
2 ,
where ‖f (t)‖2 is small for all t by Theorem 1.2 and where we used (9.3) and p−32 > 23 .
Next assume
(1) ‖D2(t)‖1C〈εt〉− 32 ε 32−.
Then we get
∫ t
0
‖e−iH(T )(t−s)e±i
∫ t
s (	) d	PjD2‖∞ dsC1
∫ t
0
(t − s)− 13 ‖D2(s)‖1 ds,
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and Lemma 9.4 follows from
∫ t
0 (t − s)−
1
3 〈εs〉− 32 dsCε− 23 〈εt〉− 13 . To get (1) we esti-
mate the various terms forming D2. We have e−|x|z3〈εt〉− 32 ε 32 . We write ‖e−|x|f 2‖1
M22 + ‖h0‖2H 0−	 + ‖U(t, 0)h0(0)‖
2
H 0−	
and so we get ‖e−|x|f 2‖1ε2〈εt〉−2. Looking
at the deﬁnition of D˜1 and at Lemma 9.4, ‖D˜1‖1〈εt〉− 32 ε 32 . Finally,
‖ [Pc(H)3 − (P1 − P2)]h‖L1c|| (M2 + ‖h0‖H 0−	 + ‖U(t, 0)h0(0)‖H 0−	)
and so by (9.3) and Lemma 9.4
‖ [Pc(H)3 − (P1 − P2)]h‖L1〈εt〉−
5
2 ε3.
Lemma 9.6. We have, for C = C(M), ‖〈x〉−	h3‖2C〈εt〉− 32 ε 32−.
Writing D1 = D2 + D3 we consider
(1) ‖ ∫ t0 e−iH(T )(t−s)e±i ∫ ts (	) d	PjD3(s) ds‖H 0−	
c1
∫ t
0 ‖R(s)‖p−15∞ ‖〈·〉
1
2R(s)‖14∞‖〈·〉R(s)‖2
ds
〈t − s〉 32
.
By Theorem 2.1 there is a constant C = C(‖u(0, ·)‖H 1) with
‖〈·〉R(s)‖2 + ‖〈·〉 12R(s)‖2C〈s〉.
So the right-hand side in (1) can be bounded from above by a ﬁxed constant times
M
p−15
3
∫ t
0
〈s〉15 logp−15(1 + 〈εs〉)
〈t − s〉 32 〈εs〉 p−153
ds  Mp−153 ε
−15
∫ t
0
logp−15(1 + 〈εs〉) ds
〈t − s〉 32 〈εs〉 p3 −20
 ε
p−15
2 −15
∫ t
0
logp−15(1 + 〈εs〉) ds
〈t − s〉 32 〈εs〉 p3 −20
 C〈εt〉− 32 ε 32−
with C > 0 a ﬁxed constant and where we used p3 − 20 > 32 , that is p > 1292 , and
p−15
2 − 15 32 , that is p48.
Turning to D2 we have like before ‖D2(t)‖H 0	 C〈εt〉−
3
2 ε
3
2−
. Then we get
∫ t
0
‖e−iH(T )(t−s)e±i
∫ t
s (	) d	PjD2‖H 0−	 ds
∫ t
0
〈t − s〉− 32 ‖D2(s)‖H 0	 ds
and Lemma 9.6 follows from
∫ t
0 〈t − s〉−
3
2 〈εs〉− 32 ds〈εt〉− 32 .
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10. Proof of Theorem 1.4
We use the notation of Proposition 7.1. We observe that H0 = 3(H − ) has
two simple eigenvalues, ±(1 − ), embedded in the continuous spectrum (H) =
∪± ± ((H0) − ). For example,
1 −  < 1 − 2 = −1 + O1(2) < O2(2) −  < −(1 + 2 − )
with the Oj inﬁnitesimal and where we have used Proposition 2.2. We will show that
when we perturb H0 slightly obtaining H, these two eigenvalues are pushed away from
R and that we obtain four eigenvalues not in R but close to ±(1 − ). Since the
spectrum (H) is symmetric with respect to the coordinate axes, it is enough to show
the existence of just one such eigenvalue.
Given any point E0 ∈ R with E0 
= ±(2 −),±(1−),±(1+2 −), i.e. E0 not
a threshold, we extend functions (3.1) and ±(x, E) for E in a complex neighborhood
of E0. One can extend also the quasimomentum k = k(E). For E > 0 consider
A(3(H0 −)−E)−1B∗. This operator admits as a function of E an analytic extension
in a complex neighborhood of E0 as an operator from L2 into itself by the exponential
decay of A(x) and B∗(x) and by the explicit formulas for the resolvent which can
be derived from §3. Then, by analytic Fredholm theory Q+0 (E) = A(H0 − E)−1B∗
and Q+(E) = A(H − E)−1B∗ admit completely meromorphic (that is the principal
parts at each pole have ﬁnite rank) extensions in a complex neighborhood of E0. By
the argument in Lemma 5.2 [CPV], the principal parts at a point E0 which is not a
threshold and with E00 are, respectively,
A(H0 − E)−1|ker(H0−E0)B∗, A(H − E)−1|ker(H−E0)B∗.
By standard theory, see Lemma 1.4 [H1], near any E0 there exists an analytic operator
valued function A(E) such that
A(E)(1 + Q+0 (E)) = 1 + F(E).
For E0, E not a threshold, we set ˜(E,H0) = dim ker(H0 − E) and ˜(z,H) =
dim ker(H−E). For (E) any meromorphic C valued function, we set (E,) = k if
E is a zero of order k, −k if a pole of order k, 0 otherwise. Then by the argument in
Lemma 5.3 [CPV] (which, in the notation of [CPV], is stated only for 0 embedded
eigenvalue of L, L the analogue of our H0 and 0 the analogue of our E0, but in fact
is valid for any 0 with 00 which is not a threshold) we have:
Lemma 10.1. Given E with E0, E not a threshold, then for  = det(I + F)
˜(E,H) = ˜(E,H0) + (E,).
Set for E0 = − 1 and  =
[
0
1
]
with 1 ∈ ker(H0 − E0) with ‖1‖2 = 1,
Q+c (E) = Q+0 (E) − (E0 − E)−1A〈·,〉B∗.
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Then as in (5.14) in [CVP] we have
(I + Q+c (E))−1(I + Q+0 (E)) = I + F(E) with
F(E) = (I + Q+c (E))−1(E0 − E)−1A〈·,〉B∗.
Let now ˆ(E) = (E0 − E)(E). There is a solution of (E) = 0 close to E0.
Furthermore, if E0 then E is an eigenvalue of H. We have by the deﬁnition of
determinant, see [CVP, p. 24],
(1) ˆ(E) = E0 − E + 〈(I + Q+c (E))−1A, B〉
= E0 − E + 〈A, B〉 − 〈Q+c (E0)A, B〉 + error.
We have for c = Pc, see [CVP, p. 24],
(2) 〈Q+c (E0)A, B〉 = 〈c(3(H − ) − E0)B∗A, A∗B〉.
Now, since we have E0 = − 1 and c(H + 1) = 0, then
c(3(H − ) − E0) = c(H − 2+ 1)diag(1, 0).
Moreover
B∗A =
⎡⎢⎣ p + 12 ||p−1 p − 12 ||p−1
−p − 1
2
||p−1 −
p + 1
2
||p−1
⎤⎥⎦−→e21 =
⎡⎢⎣ p − 12 ||p−1
−p + 1
2
||p−1
⎤⎥⎦1
and similarly
A∗B =
⎡⎢⎣−p − 12 ||p−1
−p + 1
2
||p−1
⎤⎥⎦1.
Since  = (− 2)
1
p−1 ‖2‖
− p+1
p−1
p+1 (2 + O(− 2)) then we see two things. First of
all, for the distorted Fourier transform for operator H and for some C = Cp
(2) = −(− 2)2‖2‖−2(p+1)p+1
∣∣F (|2|p−11) (2− 1)∣∣2(C + o(1)).
Secondly, B∗A = O( − 2), so that in (1) the error term is error = O( − 2)3.
Using these two facts, by (1.8) we have
(3) −〈Q+c (E0)A, B〉C(− 2)2,
then ˆ(E) = 0 admits one solution E with EC( − 2)2. And so H has an
eigenvalue E close to E0 but with E > c > 0 for some c = c(K), if  ∈ K with
158 S. Cuccagna / J. Differential Equations 223 (2006) 112–160
K]2(), 2() + [. So we have obtained the so-called linear instability which by
[G2] implies Theorem 1.4.
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