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Abstract
We study the standard(zero entropy loosely Bernoulli or loosely
Kronecker) property for products of Kochergin smooth flows on T2
with one singularity. These flows can be represented as special flows
over irrational rotations of the circle and under roof functions which
are smooth on T2 \ {0} with a singularity at 0. We show that there
exists a full measure set D ⊂ T such that the product system of two
Kochergin flows with different power of singularities and rotations
from D is not standard.
1 Introduction
Standardness1 is a concept introduced by A. Katok[K1] and J. Feldman [F],
[K2]. In [F] first example of non-standard transformations were shown to
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1The property of being standard is often called loosely Bernoulli (with zero entropy)
or loosely Kronecker. In this paper we will use the name standardness.
1
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exist by cutting and stacking method. First non-standard smooth examples
on smooth manifolds (preserving a smooth measure) were constructed in
[K2]. Some other non-standard examples were constructed in [ORW]. M.
Ratner, [R2], gave a natural (algebraic) example of a non-standard system.
In [R2] it is shown that the cartesian product of the horocycle flow is not
standard (the horocycle flow itself being standard, [R3]). This gives natural
examples in the smooth category in dimension 6.
The aim of this paper is to study standardness for products from a
different natural class of smooth flows. This are so called Kochergin flows,
[Ko], which are smooth flows on T2 with one (degenerated) fixed point. One
constructs them by slowing down the orbits of a linear flow on T2 (around
the fixed point). Kochergin flows share many dynamical properties with the
horocycle flows, i.e. they are standard (hence have 0 entropy), mixing [Ko],
some of them are mixing of all orders [FK], have Lebesgue spectrum [FFK]
and the orbit growth is polynomial [Ka]. In this paper we show that the
product of two Kochergin flows with one singularity and different exponents
is not standard, which is one more dynamic feature showing similarity to
the horocycle flows. To state our results more precisely we will pass to
special representations of Kochergin flows with one singularity. They can
be represented as special flows over irrational rotations and roof functions
which are C2(T \ {0}) and the asymptotic behaviour around 0 is given by
xγ ,−1 < γ < 0 (see Section 2.3 for a precise description).It follows that
every Kochergin flow (Tt)t∈R is given by a pair (α, γ) ∈ R \Q× (−1, 0) and
hence we denote (Tt)t∈R = T α,γ . With this notation we can state our main
theorem.
Theorem 1.1. There exists a full measure set D ⊂ T such that for every
α1, α2 ∈ D and every γ1, γ2 ∈ (−1, 0), γ1 6= γ2, T α1,γ1 × T α2,γ2 is not
standard.
Let us emphasize that our proof in the current form rely on the fact γ1 6=
γ2 and therefore we don’t have a complete analogue of Ratner’s result (see
also Remark 2.4). As a consequence of Theorem 1.1 we get natural examples
of smooth non-standard systems in dimension 4. Actually (see Remark 2.5)
our result gives uncountably many non-isomorphic, non-standard systems
on T4.
Plan of the paper. In Section 2 we give definitions of standardness,
special flows, Kochergin flows and introduce some notations. Finally we
give several lemmas based on Denjoy-Koksma inequality. In Section 3, we
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state Proposition 3.1, which describe a relation between f¯−metric and the
metric on the flow space. In Section 4, we conduct the proof of Proposition
3.1 by dividing the matching sequence (the sets AR,mj ) along exponential
scale (see Proposition 4.1). In Section 5, we prove Proposition 4.1 by Lemma
5.1, which is the most technical part and important part of our paper. In
Section 6, we finish the proof of Lemma 5.1.
2 Basic definitions
2.1 Standard
Following Feldman we recall the definition of f¯ metric. For two finite words
(over a finite alphabet) A = a1...ak and B = b1...bk any pair of strictly
increasing sequences (is, js)
r
s=0 such that ais = bjs for s = 0, 1, ...r is called
a matching between A,B. Then
f¯k(A,B) = 1− r
k
,
where r is the maximal cardinality over all matchings between A and
B. For zero entropy measure-preserving T : (X,B, µ), a finite partition
P = (P0, P1, ..., Pr) of X and a number k ≥ 0 we denote Pk0 (x) := x0x1...xk,
where xi ∈ {0, 1, ..., r} is such that T i(x) ∈ Pxi for i = 0, 1, ...k.
Definition 2.1 ([F]). The process (T,P) is said to be standard (zero entropy
loosely Bernoulli) if for every ǫ > 0 there exists Nǫ ∈ N and a set Aǫ ∈ B,
µ(Aǫ) > 1− ǫ such that for every x, y ∈ Aǫ and N ≥ Nǫ
f¯N (PN0 (x),PN0 (y)) < ǫ.
The automorphism T is standard if for every finite measurable partition
P, the process (T,P) is standard.
Remark 2.1. In order to simplify the notation, we denote
f¯PN (x, y) = f¯N (PN0 (x),PN0 (y)). If the parition is fixed, we will simply write
f¯N(x, y).
We have the following definition of standard for flows:
Definition 2.2. A flow (Tt)t∈R is standard if it has a section on which the
first return transformation is standard.
The following result proved in [ORW] (for the 0 entropy case) will be
used in the paper (see also [T]):
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Theorem 2.2. A flow (Tt)t∈R is standard if and only if the time one auto-
morphism T1 is standard
2.
We will use the above theorem for the proof of Theorem 1.1 by consid-
ering the time one map of the product flow. We will also use the following
definition:
Definition 2.3. Fix a partition P, N ∈ N and x, y ∈ X . We say that a
matching (ir, jr)
R(N)
r=0 of x, y is (P, ǫ)-good if R(N) ≥ (1− ǫ)N .
2.2 Special flows
Let λ be the Lebesgue measure on R (we will also denote by λ the Lebesgue
measure on T, it will be clear from the context which space are we deal-
ing with). Let T : (X,B, µ) → (X,B, µ) be an automorphism and f ∈
L1(X,B, µ), f > 0. The special flow (T ft )t∈R acts on the space (X
f ,Bf , µf),
where Xf := {(x, s) : x ∈ X, 0 ≤ s < f(x)}, Bf := B ⊗ B(R) and
µf = µ × λ. Under the action of the flow (T ft )t∈R each point in Xf moves
vertically with unit speed and we identify the point (x, f(x)) with (Tx, 0).
More precisely, if x = (xh, xv) ∈ Xf (h and v stand for horizontal and
vertical coordinate) then
(2.1) T ft (xh, xv) = (T
N(x,t)xh, xv + t− f (N(x,t))(xh)),
N(x, t) ∈ Z is unique such that
f (N(x,t))(xh) ≤ xv + t < f (N(x,t)+1)(xh)
and
f (n)(xh) =


f(xh) + . . .+ f(T
n−1xh) if n > 0
0 if n = 0
−(f(T nxh) + . . .+ f(T−1xh)) if n < 0.
Recall that if X is a metric space with metric d, then so is Xf with the
product metric which we denote by df .
2.3 Flows under consideration
Flows that we consider have the following special representation:
• T = Rα : T→ T, Rαx = x+ α mod 1;
2This result was pointed to us by J-P. Thouvenot.
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• f is a C2(T \ {0}) function which satisfies for some −1 < γ < 0 and
A1, B1 > 0
(2.2) lim
x→0+
f(x)
xγ
= A1 and lim
x→0−
f(x)
(1− x)γ = B1,
(2.3) lim
x→0+
f ′(x)
x−1+γ
= γA1 and lim
x→0−
f ′(x)
(1− x)−1+γ = −γB1,
(2.4)
lim
x→0+
f ′′(x)
x−2+γ
= γ(γ − 1)A1 and lim
x→0−
f ′′(x)
(1− x)−2+γ = γ(γ − 1)B1.
We call such flows Kochergin flows and denote them by T α,γ. In what follows
let (qα,n)n≥1 denote the sequence of denominators of α ∈ R \ Q Let us
introduce the following set:
(2.5) D := {α ∈ R \Q : qα,n+1 < C(α)qα,n log qα,n(log n)2},
It follows from Khinchin theorem, [Ki], that λ(D) = 1. By Theorem 2.2,
Theorem 1.1 follows by the following :
Theorem 2.3. Let γ1, γ2 ∈ (−1, 0), γ1 6= γ2 and let α1, α2 ∈ D . Then the
time one map of T α1,γ1 × T α2,γ2 is not standard.
Let us make two remarks.
Remark 2.4. The set D in Theorem 2.3 is not optimal. The authors think
for ξ > 0 (sufficiently small) Theorem 2.3 holds for
D
′ := {α ∈ R \Q : qα,n+1 < C(α)q1+ξα,n }.
This would however need some more exact estimates of Denjoy-Koksma type
which would complicate (already technical) proofs. Therefore we restrict to
a smaller set of irrationals. It is also interesting what happens if we consider
the case γ1 = γ2, in particular a (cartesian) square of a given flow. In this
case the proof is more complicated and would require some additional work,
but the authors think it is also possible to have analogous results with the
same exponent. Let us just emphasize that in the current form the proofs
rely quite strongly on the fact that the exponents are different.
Remark 2.5. Theorem 2.3 also gives uncountably many non-isomorphic
non standard smooth flows in dimension 4. The non-isomorphism follows
provided that γ1 + γ2 6= γ′1 + γ′2 since in this case one can use slow entropy
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type results for these flows obtained by the first author in [Ka] to distin-
guish corresponding flows. It seems that by a more careful analysis one can
provide an asymptotics for the number of f¯ balls for the product system.
This way it should be possible to have uncountably many smooth, natu-
ral, non Kakutani equivalent flows on T4. This should be compared with
Benhenda[B].
2.4 Notation
For i = 1, 2 let T fi = (T fit )t∈R denote the flow T αi,γi acting on Tfi . Recall
that metric di on Tfi is of the form di(x1, x2) = dH(x1, x2) + dV (x1, x2),
where dH and dV are usual distances on T and R respectively3. For A ⊂ T
let Af := {x = (xh, xv) ∈ Tf : xh ∈ A}. A partition P of Tf1 × Tf2 is fixed
in this section.
Definition 2.4. For (x, y), (x′, y′) ∈ Tf1 × Tf2 , N ∈ N and a matching
(is, js)
R(N)
s=0 let
(2.6)
(xw, yw) = (T
f1 × T f2)iw(x, y),
(x′w, y
′
w) = (T
f1 × T f2)jw(x′, y′),
for w ∈ {0, 1, ..., R(N)}. Moreover denote
(2.7) LH(r) := max{dH(xr, x′r), dH(yr, y′r)},
(2.8) L(r) := max{df1(xr, x′r), df2(yr, y′r)}.
Notice that LH(r) and L(r) depend on N, x, y, x
′, y′ and a matching
(is, js)
R(N)
s=0 . In the proofs all of the above will be fixed and therefore we will
use the short notation as in (2.7) and (2.8).
Definition 2.5 (Matching balls). Fix N ∈ N, (x, y), (x′, y′) ∈ Tf1 × Tf2
and a matching (is, js)
R(N)
s=0 . For 0 ≤ r, w ≤ R(N) and U > 0, we define
(2.9)
(ir, jr) ∈ B((iw, jw), U)⇔ {ir ∈ [iw − U, iw + U ], jr ∈ [jw − U, jw + U ]}.
Recall that for a fixedN , a matching is a sequence (is, js)
R(N)
s=0 . To simplify
notation, we will write (is, js)
N
s=0 with the understanding that for k > R(N),
(ik, jk) = (N + 1, N + 1).
3
H and V stand for respectively horizontal and vertical.
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2.5 Choice of the partition
By Definition 2.1 and Theorem 2.2 to prove Theorem 2.3 it is enough to find
one partition of the form P1×P2 of Tf1 ×Tf2 for which the automorphism
T f11 × T f21 is not standard. There is a natural sequence of partitions of Tfi ,
i = 1, 2. One has to cut off the cusp at some height and divide the compact
part into rectangles of small diameters. More precisely, for m ∈ N and
i = 1, 2 let P im be the partition obtained by dividing the set K
i
m := {x ∈
Tfi : fi(xh) < 2m} into (finitely many) sets (atoms) of diameter between
1
m
and 2
m
(with a C1 boundary) and taking Tfi \ Kim to be one atom. We
will show that for sufficiently large m the automorphism is not standard for
Pm := P 1m × P 2m.
2.6 Denjoy-Koksma Estimates
In this section we will state some lemmas describing the behaviour of ergodic
sums over an irrational rotation α for functions with power singularities.
The proofs follow mainly from the Denjoy-Koksma inequality and since the
methods are classical for this type of functions (see e.g. [FFK]) we will give
the proofs in the appendix. We will consider a function f satisfying (2.2),
(2.3), (2.4) with some −1 < γ < 0 and A1 = B1 = 1. For simplicity we will
also assume that
∫
T fdλ = 1.
Recall that α ∈ D (see (2.5)).
For z ∈ T denote
zMmin = min
j∈[0,M)
‖z + jα− 0‖.
The following lemma can be found [FFK], Lemma 3.1.
Lemma 2.6. For every z ∈ T and every M ∈ Z, |M | ∈ [qα,s, qα,s+1] we have
(2.10) f(zMmin) +
1
3
qα,s ≤ f (M)(z) ≤ f(zMmin) + 3qα,s+1,
(2.11) f ′(zMmin)− 8|γ|q1+|γ|α,s ≤ |f ′(M)(z)| ≤ f ′(zMmin) + 8|γ|q1+|γ|α,s+1,
and
(2.12) f ′′(zMmin) ≤ f ′′(M)(z) ≤ f ′′(zMmin) + 8|γ(γ − 1)|q2+|γ|α,s+1.
The following sets will be used in the proof of Theorem 2.3.
Points in the sets below approach the singularity in a controled way and
we have for them a nice upper bounds for ergodic sums of the first and
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second derivative. For simplicity of notation from now on we denote the
sequence of denominators of α1 and α2 respectively by (qn)n≥1 and (q
′
n)n≥1.
(2.13)
S1n =
{
x ∈ Tf1 :
qn log qn⋃
t=−qn log qn
T f1t x *
[
− 1
qn log
3 qn
,
1
qn log
3 qn
]f1}
,
S2n =

x ∈ Tf2 :
q′n log q
′
n⋃
t=−q′n log q
′
n
T f2t x *
[
− 1
q′n log
3 q′n
,
1
q′n log
3 q′n
]f2
 .
We have
(2.14) µ(S1n) ≥ 1−
c(f1)
log2 qn
and µ(S2n) ≥ 1−
c(f2)
log2 q′n
,
for some constant c(fi) > 0, i = 1, 2. For n1 ∈ N, we define
(2.15) Si(n1) :=
⋂
n≥n1
Sin, i = 1, 2.
Notice that by (2.14) for every δ > 0 there exists n1 = n1(δ) ∈ N such that
µ(Si(n1)) > 1−δ3 for i = 1, 2. We have the following lemma which is proved
in the Appendix (recall that for z ∈ Tfi , zh denotes the first coordinate of
z):
Lemma 2.7. Fix i = 1, 2. There exists a constant di = di(fi, αi) > 0 such
that for z, z′ ∈ Si(n1) satisfying dH(z, z′) ≤ di and zh < z′h we have for
every 0 < w < | dH (z,z′)−1
log12 dH (z,z′)
|
0 /∈ [zh + wαi, z′h + wαi].
Let Pi = 100|γi|−1, i = 1, 2 and define
(2.16)
W 1t =
{
x ∈ Tf1 : |f ′(N(x,t))1 (xh)| ≥
|N(x, t)|1+|γ1|
logP1 |N(x, t)|
}
,
W 2t =
{
y ∈ Tf2 : |f ′(M(y,t))2 (yh)| ≥
|M(y, t)|1+|γ2|
logP2 |M(y, t)|
}
.
where N(x, t) and M(y, t) are defined in (2.1) for respectively T f1 and T f2 .
We will use the following proposition (see Proposition 6.8 in [Ka]).
Proposition 2.8. Fix δ > 0. There exists sets W 1 ⊂ Tf1 , W 2 ⊂ Tf2 ,
µ(W i) ≥ 1− δ10 for i = 1, 2 and n2 = n2(δ) ∈ N such that for every z ∈ W i
and T ≥ n2 we have
(2.17) λ({t ∈ [−T, T ] : z ∈ W it }) ≥ 2T (1− log−3 T ),
for i = 1, 2.
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The following lemma describes the behaviour of ergodic sums. The proof
is carried over to the Appendix.
Lemma 2.9. For every ǫ2 > 0 there exists n
′ ∈ N and δ0 > 0such that for
every δ0 > δ > 0, x ∈ S1(n1)∩W 1, y ∈ S2(n1)∩W 2 and T ≥ n′ there exists
a set GT ⊂ [0, T ], λ(GT ) ≥ T (1− 4 log−3 T ) such that for every t ∈ GT , we
have
(2.18)
t1+|γ1|−ǫ2 ≤ |f ′(N(x,t))1 (θh)| ≤ t1+|γ1|+ǫ2, for every dH(θh, xh) ≤ (T log2P1T )−1,
t1+|γ2|−ǫ2 ≤ |f ′(M(y,t))2 (ξh)| ≤ t1+|γ2|+ǫ2, for every dH(ξh, yh) ≤ (T log2P2T )−1.
In order to simplify the proof, we suppose that |γ1| > |γ2|.
Definition 2.6. Let ǫ0 > 0 and ǫ2 > 0 be such that there exists R0 =
R0(γ1, γ2) such that for every R ≥ R0, we have
(2.19)
R
( 1
1+|γ2|
+ 1
2
ǫ0)(1+|γ2|−ǫ2)−1 − 1
2
R
( 1
1+|γ2|
+ǫ0)(1+|γ1|+ǫ2)
>
R(1−ǫ0)(1+|γ2|+ǫ2)−1 + 1
2
R(1−2ǫ0)(1+|γ1|−ǫ2)
,
and (1− 2ǫ0)(1 + |γ1| − ǫ2) > 1 + |γ2|+ ǫ2.
One can show that ǫ0 =
2ǫ2
|γ2|(1+|γ2|)
and ǫ2 > 0 small enough (smallness de-
pending only on γ1 and γ2!) satisfies Definition 2.6. From now on parameters
ǫ0, ǫ2 > 0 are fixed throughout the paper.
3 Proof of Theorem 2.3
We will use the following proposition to prove Theorem 2.3. Assume γi, αi,
i = 1, 2 are as in Theorem 2.3. Recall that the sequence Pm is defined in
Section 2.5 and we use notation from Section 2.4.
Let ǫ0 > 0 be as in Definition 2.6.
Proposition 3.1. For every δ > 0 there exists a set A = Aδ ⊂ Tf1 × Tf2 ,
µf1 × µf2(A) > 1− δ and mδ, Rδ ∈ N such that for every (x, y), (x′, y′) ∈ A,
m ≥ mδ, R ≥ Rδ and every (Pm, 1100)-good matching (is, js)Rs=0 of (x, y) and
(x′, y′) there exists (ir0 , jr0) ∈ [0, R]2 ∩ Z such that
(3.1) LH(r0) ≤ R−
1
1−ǫ0 .
Before we prove Proposition 3.1, let us show how it implies Theorem 2.3.
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Proof of Theorem 2.3. Fix δ = 1/10 and let m = mδ, R ≥ Rδ and A = Aδ
be as in Proposition 3.1. To finish the proof we will show that for every
x, y ∈ A, we have
µf1 × µf2(A ∩ B
f¯
Pm
R
((x, y), 1/100)) < 1/2.
Let C1 := (minT f1)
−1. The above will follow by showing that for every
(x, y), (x′, y′) ∈ A× Tf2 satisfying f¯PmR ((x, y), (x′, y′)) < 1100 , we have
(3.2) x′h ∈
2C1R⋃
i=−2C1R
[
xh + iα1 −R−
1
1−ǫ0 , xh + iα1 +R
− 1
1−ǫ0
]
:= S(x).
(recall that xh, x
′
h ∈ T denote first coordinates of x, x′). Indeed, notice that
λ(S(x)) ≤ 4C1RR−
1
1−ǫ0 ≪ 1/2 and by (3.2), we have
A ∩ B
f¯
Pm
R
((x, y), 1/100) ⊂ {x′ : x′h ∈ S(x)} × Tf2 .
So it is enough to show (3.2). By definition, there exists a (Pm, 1100)-good
matching (is, js)
R
s=0 of (x, y) and (x
′, y′). By Proposition 3.1 we know there
exist (ir0 , jr0) ∈ [0, R]2 ∩ Z such that LH(r0) ≤ R−
1
1−ǫ0 . In particular it
follows that
(3.3) dH(xr0 , x
′
r0
) ≤ R− 11−ǫ0 .
Let r1, r2 ≥ 0 be such that the xh + r1α1 and x′h + r2α1 are the first co-
ordinates of xr0 = and x
′
r0
. By the definition of special flow it follows that
C1R ≥ r1, r2. Then (3.3) becomes
(3.4) ‖xh − x′h − (r2 − r1)α1‖ ≤ R−
1
1−ǫ0 .
This finishes the proof of (3.2) since |r2 − r1| ≤ r1 + r2 ≤ 2RC1.
4 Proof of Proposition 3.1
For m > 0 and R, j ∈ N (x, y) and (x′, y′) we fix a (Pm, 1100)-good matching
(is, js)
R
s=0 of (x, y) and (x
′, y′). Define (see Section 2.4)
(4.1)
AR,mj ((x, y), (x
′, y′)) = {r ∈ [0, R] : L(r) < 2m−1and 2−j−1 < LH(r) ≤ 2−j}
Let us explain the meaning of the sets AR,mj . In Figure 1 we have a
matching between (x, y) and (x′, y′). To each such arrow we prescribe a
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i0 i1 i2 i3 i4 i5 i6
j0 j1 j2 j3 j4 j5 j6
Figure 1: Original Matching
i0 i1 i2 i3 i4 i5 i6
j0 j1 j2 j3 j4 j5 j6
Figure 2: Partition of Matching Arrows based on set AR,mj
parameter which measures how large is the horizontal distance between the
first coordinates on both endpoints of the arrow (see Figure 2). In Figure 2
different colors correspond to different j’s in sets AR,mj .
We will use the following proposition to show Proposition 3.1.
Proposition 4.1. For every δ > 0 there exists Rδ, mδ > 0 and a set B =
Bδ ⊂ Tf1 ×Tf2 , µf1 × µf2(B) > 1− δ, such that for every m ≥ mδ, R ≥ Rδ
and every (x, y), (x′, y′) ∈ B there exists UR(x, y), UR(x′, y′) ⊂ [0, R] such
that
(a) |UR(x, y)|, |UR(x′, y′)| ≥ 99100R,
(b) for every (p, q) ∈ UR(x, y)×UR(x′, y′), we have (T f1×T f2)p(x, y), (T f1×
T f2)q(x
′, y′) ∈ K1m ×K2m (see Section 2.5),
(c) for every j ∈ N such that 2j ≤ R 11−ǫ0 , and any (Pm, 1100)-good match-
ing (ir, jr)
R
r=0 of (x, y) and (x
′, y′), we have
(4.2)∣∣∣AR,mj ((x, y), (x′, y′)) ∩ {r ∈ [0, R] : (ir, jr) ∈ UR(x, y)× UR(x′, y′)}∣∣∣
≤ R
j1.4
.
We will give a proof of Proposition 4.1 in the next section. Let us first
show how it implies Proposition 3.1.
Before we give a complete proof let us give a sketch.
Sketch of the proof: Fix a (Pm, 1/100)-good matching (is, js)Rs=0 of (x, y)
and (x′, y′). It follows by the definition of Pm that for most times (see (b))
(except times where the orbits are close to the cusp) if the orbits are in one
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atom of Pm, then horizontal distances of x, x′ and y, y′ have to be small.
Hence they have to belong to the set
⋃
j A
R,m
j . Notice that the sets (A
R,m
j )j
are disjoint. Hence the cardinality of the matching is bounded above by the
sum over the (AR,mj )j∈N. Now by (c) it follows that this sum is small if the
maximal horizontal distance is ≥ R− 11−ǫ0 (the exponent 1.4 in (c) is just to
make the series
∑
j j
−1.4 summable). Hence if the matching occupies most
of [0, R]∩Z, the sum has to be large and then there has to be a time where
the horizontal distance is ≤ R− 11−ǫ0 .
Proof of Proposition 3.1. Fix δ > 0, R ≥ Rδ, m ≥ mδ, (x, y), (x′, y′) ∈ B
and a (Pm, 1100)-good matching (ir, jr)Rr=0 of (x, y) and (x′, y′). Notice that
by (b), the definition of K1m and K
2
m and the definition of (A
R,m
j )j∈N, we
have
{r ∈ {0, ..., R} : (ir, jr) ∈ UR(x, y)× UR(x′, y′)} ⊂
⋃
j∈N
AR,mj .
Hence, by (a), (b) and the definition of AR,mj , we have
(4.3)
1
100
> f¯PmR ((x, y), (x
′, y′))
≥ 1− |(UR(x, y))
c ∩ (UR(x′, y′))c ∩ [0, R]|
R
−
1
R
∑
j≥0
|{r ∈ [0, R] : (ir, jr) ∈ UR(x, y)× UR(x′, y′)} ∩AR,mj ((x, y), (x′, y′))|
≥ 9
10
−
1
R
∑
j≥0
|{r ∈ [0, R] : (ir, jr) ∈ UR(x, y)× UR(x′, y′)} ∩AR,mj ((x, y), (x′, y′))|
Notice that by the definition of AR,mj , for j ≤ logm2 , we have
(4.4)
{r ∈ [0, R] : (ir, jr) ∈ UR(x, y)× UR(x′, y′)} ∩ AR,mj ((x, y), (x′, y′)) = ∅.
Let jR be such that,
(4.5) 2jR ≤ R 11−ǫ0 < 2jR+1.
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As logm≫ 1, by (c) and (4.4) we have
(4.6)
1
R
∑
j<jR
|{r ∈ [0, R] : (ir, jr) ∈ UR(x, y)× UR(x′, y′)} ∩AR,mj ((x, y), (x′, y′))|
≤ 1
R
∑
logm
2
≤j≤jR−1
R
j1.4
≤ 1
1000
.
Therefore and by (4.3) there exists j1 ≥ jR such that
(4.7)
{r ∈ [0, R] : (ir, jr) ∈ UR(x, y)× UR(x′, y′)} ∩ AR,mj1 ((x, y), (x′, y′)) 6= ∅.
By definition of AR,mj1 and (4.5) it follows that there exists (ir0 , jr0) ∈
[0, R]2 such that
(4.8) LH(r0) ≤ R−
1
1−ǫ0 .
This finishes the proof of Proposition 3.1.
5 Proof of Proposition 4.1
In this section we will state a lemma which implies Proposition 4.1.
Lemma 5.1. For every δ > 0 there exists Rδ, mδ ∈ N and B = Bδ ⊂
Tf1 ×Tf2 , µf1 × µf2(D) > 1− δ such that for every R ≥ Rδ, m ≥ mδ, every
(x, y), (x′, y′) ∈ D there exists UR(x, y), UR(x′, y′) ⊂ [0, R] such that (a),(b)
hold and for every (Pm, 1100)-good matching (ir, jr)Rr=0 of (x, y) and (x′, y′),
and we have
(1) For (iw, jw) ∈ UR(x, y)×UR(x′, y′) if R−1w := LH(w) < 2m−1, then for
every (ir, jr) ∈ B((iw, jw), Rwlog5 Rw ) either
(5.1) dH(xr, x
′
r) = dH(xw, x
′
w) and dH(yr, y
′
r) = dH(yw, y
′
w)
or
(5.2) LH(r) ≥ 100LH(w).
(2) for every (iw, jw) ∈ UR(x, y)× UR(x′, y′) such that L(w) < 2m−1, we
have at least one of the following inequalities
(5.3)
|{r ∈ [−R
1
1+|γ2|
+ǫ0
w ,R
1
1+|γ2|
+ǫ0
w ] : (ir, jr) ∈ B((iw, jw), R
1
1+|γ2|
+ǫ0
w ),
(5.1) holds and L(r) < 1/4}| < R
1
1+|γ2|
+ǫ0
w
log2Rw
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or
(5.4)
|{r ∈ [−R1−ǫ0w , R1−ǫ0w ] :(ir, jr) ∈ B((iw, jw), R1−ǫ0w ),
(5.1) holds and L(r) < 1/4}| < R
1−ǫ0
w
log2Rw
.
We will show how Lemma 5.1 implies Proposition 4.1. Before that we
will sketch the main ideas.
Sketch of the proof. The main difficulty is the proof of (c) in Proposi-
tion 4.1. Fix j and the corresponding AR,mj . (1) in Lemma 5.1 tells us that if
w, r ∈ AR,mj for which (ir, jr) ∈ B((iw, jw), Rwlog5Rw ) then (5.1) holds. Indeed,
if not that (5.2) holds, but then the horizontal distances at r is much larger
that the horizontal distance at w hence they can not be in the same AR,mj
(horizontal distances in AR,mj differ multiplicatively at most by 2). Now
(5.1) means that the points at times w, r move isometrically: their horizon-
tal distance has to be the same (we have an isometry in the base). Then we
use (2) to say that if (5.1) holds, then the number of r ∈ [−M,M ] ∩ Z for
which the points matching is less that M
log2 M
(here M is one of R
1
1+|γ2|
+ǫ0
w or
R1−ǫ0w ). Hence the number of arrows is M/ log
2M small. Now partitioning
the interval [0, R] into windows of size M , using the fact that on each we
have at most M/ log2M good arrows and summing over the windows gives
(c).
Proof of Proposition 4.1. Fix δ > 0. We only have to prove (c) using (1)
and (2) of Lemma 5.1.
Fix j as in (c). Divide the interval [0, R] into disjoint intervals I1, . . . , Ik
of length (2
j)
1
1+|γ2|
+ǫ0√
log 2j
or (2
j)1−ǫ0√
log 2j
by the following procedure. Fix the small-
est element w1 ∈ W = {r ∈ [0, R] : (ir, jr) ∈ UR(x, y) × UR(x′, y′)} ∩
AR,mj ((x, y), (x
′, y′)). If (iw1 , jw1) satisfies (1) (satisfies (2)) let I1 be an in-
terval with right endpoint w1 and length l
1
j :=
(2j )
1
1+|γ2|
+ǫ0√
log 2j
(and length
l2j :=
(2j )1−ǫ0√
log 2j
). Now inductively for u > 1, we pick wu to be the smallest
element in W \ (I1 ∪ ...∪ Iu−1). According to whether (iwu , jwu) satisfies (1)
or (2), we let Iu to be the interval with right endpoint wu and length l
1
j or
l2j . We continue until we cover W . Notice that Since 2
j ≤ R 11−ǫ0 , it follows
that k > 1. Moreover by definition, we have
(5.5) |{i ∈ {1, . . . , k} : |Ii| = l1j}| ≤
[
R
l1j
]
+ 2
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and
(5.6) |{i ∈ {1, . . . , k} : |Ii| = l2j}| ≤
[
R
l2j
]
+ 2.
For each i by definition of AR,mj , we have
(5.7) R−1wi = LH(wi) ∈ [2−j−1, 2−j].
So
(5.8)
Rwi
log5Rwi
≥ |Ii|.
Therefore, by (1) and the definition of AR,mj , we have
(5.9)
{r ∈ [0, R] : (ir, jr) ∈ UR(x, y)× UR(x′, y′)} ∩ AR,mj ((x, y), (x′, y′)) ∩ Ii
⊂ {r ∈ Ii : (5.1) holds , L(r) < 2m−1}.
By (2) and the definition of Ii, we have one of the following:
(5.10) |{r ∈ Ii : (5.1) holds , L(r) < 2m−1}| ≤ (2
j)1−ǫ0
log2 2j
.
or
(5.11) |{r ∈ Ii : (5.1) holds , L(r) < 2m−1}| ≤ (2
j)
1
1+|γ2|
+ǫ0
log2 2j
.
Summing over i ∈ {1, . . . , k} by (5.10), (5.5), (5.11) and (5.6), we get
(5.12)
|{r ∈ [0, R] : (ir, jr) ∈ UR(x, y)× UR(x′, y′)} ∩AR,mj ((x, y), (x′, y′))|
≤ R
l2j
(2j)1−ǫ0
log2 2j
+
R
l1j
(2j)
1
1+|γ2|
+ǫ0
log2 2j
≤ R
log
3
2 2j
+
R
log
3
2 2j
,
the last inequality by the definition of l1j and l
2
j . By (5.12), we have
(5.13)
|{r ∈ [0, R] : (ir, jr) ∈ UR(x, y)× UR(x, y)} ∩ AR,mj ((x, y), (x′, y′))| ≤
R
j1.4
.
This finishes the proof.
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6 Proof of Lemma 5.1
Lemma 5.1 is the crucial part in the proof of Theorem 1.1. All propositions
so far were based on some general combinatorial considerations and did not
use too much of the flows we deal with. It is Lemma 5.1 where specific
properties of Kochergin flows play important role. Before we give a proof
let us outline main ideas.
Sketch of the proof. We first need to define the good set B. This is done
by some standard ergodic theorem type of reasoning. We want points in B to
approach the singularity in a controlled way and so that we can use Lemmas
2.6 and 2.9 which allow to control relative speed between points. The set
UR is the set of good times, i.e. for times in UR we want to stay far away
from the cusp and have good estimates for derivative. The core of the proof
is (1) and (2). The idea behind (1) is the following: take two close points
x, x′ ∈ Tf1 (the same happens for y, y′ ∈ Tf2). We look at their horizontal
distance at the begining and after time t < Rw
log5 Rw
. What is important is
that the window is shorter (by a power of log) than their horizontal distance.
Now (1) tells us that either the points move isometrically together (5.1) or,
if not their horizontal distance at time t is multiplicatively large compared
to the starting distance. To get this we use diophantine assumptions – the
orbit of a point can not come too close if the time we iterate is to short.
For the proof of (2) we assume that points move isometrically. In this case
for them to be close after time t means that f
(n)
1 (x) − f (n)1 (x′) is close to
f
(n)
2 (y)−f (n)2 (y′) (since first coordinates move isometrically, flow coordinates
have to match). But the first birkhoff sums are of order n1+γ1(xh − x′h) and
the second are n1+γ2(yh − y′h). Moreover since by assumptions points move
isometrically, xh−x′h and yh−y′h are constant. This amounts to the problem
|C1n1+γ1−C2n1+γ2 | is small. But γ1 6= γ2 so this expression can not be small
on the whole interval.
For δ > 0 let (see Lemma 2.9)
(6.1) F = Fδ :=
∏
i=1,2
(
Si(n1) ∩W i ∩ {x ∈ Tfi : fi(xh) < δ−
3
1−γi }
)
It follows by the definition of Si(n1) ∩W i that µf1 × µf2(F ) ≥ 1− δ2.
Set of good points. By ergodic theorem (for χF ), we know that there
exist a set B = Bδ ⊂ Tf1 × Tf2 , µf1 × µf2(B) > 1 − δ and there exists
n3(δ) ∈ N such that for every (x, y) ∈ B and R ≥ n3(δ), we have
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(6.2) |{k ∈ [0, R] : (T f1 × T f2)k(x, y) ∈ F}| ≥ (1− δ)R.
For (x, y) ∈ B let
(6.3) UR = UR(x, y) := {k ∈ [0, R] : (T f1 × T f2)k(x, y) ∈ F}.
Notice that λ(UR) ≥ 99R100 (δ is small) and (see Section 2.5)
(6.4) for every k ∈ UR, (T f1 × T f2)k(x, y) ∈ K1δ−1 ×K2δ−1 .
Notice that with this definition of B, (a) and (b) follow automatically
by (6.3) and (6.4) (defining mδ := δ
−1). Therefore we only need to prove
(1) and (2).
6.1 Proof of (1)
(1) is a straightforward consequence of the following lemma.
Lemma 6.1. Let i = 1, 2. There exists c(αi, fi) > 0 such that for z, z
′ ∈ Tfi
for whichW−1 := dH(z, z
′) < c(αi, fi), we have for every t ∈ [0, Wlog4W ] either
dH(T
fi
t z, T
fi
t z
′) = dH(z, z
′) or dH(T
fi
t z, T
fi
t z
′) > 100dH(z, z
′).
Proof. Recall that since αi ∈ D , we have
(6.5) inf
|k|≤m
‖kαi‖ ≥ C(αi)
m log2m
.
Fix t ∈ [0, W
log4W
]. Then (by the definition of special flow) and fi > 0 we
know that the first coordinates of T fit z and T
fi
t z
′ are zh+mtαi and z
′
h+ntαi
for some 0 ≤ mt, nt ≤ W(infT fi) log4 W ≤
W
log3 W
provided that W ≥ C ′(fi) for
some constant C ′(fi) > 0. If mt = nt then dH(T
fi
t z, T
fi
t z
′) = dH(z, z
′) and
the proof is finished . If mt 6= nt, then by (6.5)
dH(T
fi
t z, T
fi
t z
′) = ‖zh − z′h + (mt − nt)αi‖ ≥ ‖(mt − nt)αi‖ −W−1 ≥
inf
|k|≤ W
log3W
‖kαi‖ −W−1
(6.5)
≥ C(αi) logW
W
≥ 100W−1,
for W ≥ c′(αi). This finishes the proof.
Now to get (1), if (5.1) does not hold (assume wlog that the first part
of (5.1) does not hold) we apply the above lemma for t = ir − iw and
z = xw, z
′ = x′w. This finishes the proof of (1).
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6.2 Proof of (2)
We will use the notation from Definition 2.4. To simplify the notation we
will denote the horizontal (circle) coordinate of a point zw ∈ T fi , i = 1, 2 by
the same symbol, i.e. (zw)h = zw. It will be clear from the context whether
we consider zw as a point in the flow space or a point on the circle. Fix
(iw, jw) ∈ UR×UR. It follows that xw ∈ S1(n1)∩W 1, yw ∈ S2(n1)∩W 2 (see
(6.3) and (6.1))
We claim that for every r such that (5.1) holds and L(r) < 1/4, we have
(6.6)
|(f (N(xw,ir−iw))1 (xw)− f (N(xw,ir−iw))1 (x′w))
− (f (M(yw,ir−iw))2 (yw)− f (M(yw,ir−iw))2 (y′w))| ≤
1
2
Indeed L(r) < 1 means that the second coordinates of (xr, x
′
r) and (yr, y
′
r)
are close. However xr = T
f1
ir−iw
(xw) and xr = T
f2
jr−jw
(xw) (the same for x
′
r
and y′r). by (5.1) we know that the action on the circle coordinate for xw
and x′w is isometric, hence by the definition of special flow
|[(ir − iw)− f (N(xw,ir−iw))(xw)]− [(jr − jw)− f (N(xw,ir−iw))(x′w)]| < 1/4,
|[(ir − iw)− g(M(yw,ir−iw))(yw)]− [(jr − jw)− g(M(yw,ir−iw))(y′w)]| < 1/4.
Then (6.6) follows by triangle inequality. Moreover, for every r ∈ N such
that (ir, jr) ∈ B((iw, jw), R1−ǫ0w ), (6.6) is equivalent to
(6.7) |f ′(N(xw ,ir−iw))1 (θr)(xw − x′w)− f ′(M(yw,ir−iw))2 (θ′r)(yw − y′w)| ≤
1
2
.
for some θr ∈ [xw, x′w] and θ′r ∈ [yw, y′w]. Indeed, this just follows by the
fact xw, x
′
w ∈ S1(n1), yw, y′w ∈ S2(n1) (see (2.15)) and by Lemma 2.7 so
f
(N(xw,ir−iw))
1 is differentiable on [xw, x
′
w] and f
(M(yw ,ir−iw))
2 is differentiable
on [yw, y
′
w].
For T ∈ R let GT be as in Lemma 2.9. We will assume that (2) does not
hold and get a contradiction with (6.7). Then we have the following crucial
Claim. There exists r1 > r0 > w, such that, :
(i) (ir0 , jr0) ∈ B
(
(iw, jw), R
1
1+|γ2|
+ǫ0
w
)
\B
(
(iw, jw),
1
2
R
1
1+|γ2|
+ǫ0
w log
−2Rw
)
;
(ii) ir0 − iw ∈ G
R
1
1+|γ2|
+ǫ0
w
;
(iii) (ir1 , jr1) ∈ B ((iw, jw), R1−ǫ0w ) \B
(
(iw, jw),
1
2
R1−ǫ0w log
−2Rw
)
;
(iv) ir1 − iw ∈ GR1−ǫ0w ;
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Before we prove the Claim let us show how it gives a contradiction and
hence also proofs (2). Recall that
R−1w = LH(w) = max(dH(xw, x
′
w), dH(yw, y
′
w)).
If R−1w = dH(xw, x
′
w) then using Lemma 2.9 for xw ∈ S1(n1)∩W 1 and yw ∈
S2(n1)∩W 2 and T = R1−ǫ0 , using (iii) and (iv) we get (since γ1 < γ2 < 0)
|f ′(N(xw,ir1−iw))1 (θr)(xw − x′w)| ≥ R(1−2ǫ0)(1+|γ1|−ǫ2)w ‖xw − x′w‖ ≥
R1+|γ2|+ǫ2w ‖yw − y′w‖+ 100 ≥ |f ′(M(yw,ir−iw))2 (θ′r)(yw − y′w)|+ 100
which contradicts (6.7).
Hence we have to consider the case R−1w = dH(yw, y
′
w). In this case we
will use (i)-(iv) of the Claim.
By (6.7) for r0 and r1, we have
(6.8)
|f ′(M(yw,ir0−iw))2 (θ′r0)|‖yw − y′w‖ − 12
|f ′(N(xw,ir0−iw))1 (θr0)|
≤ ‖xw − x′w‖
≤ |f
′(M(yw,ir1−iw))
2 (θ
′
r1
)|‖yw − y′w‖+ 12
|f ′(N(xw,ir1−iw))1 (θr1)|
.
We use Lemma 2.9 twice, i.e. first for xw, yw and ir0 − iw using (i) and
(ii) and then for xw, yw and ir1 − iw using (iii) and (iv) to get (using that
‖yw − y′w‖ = R−1w and (6.8))
R
( 1
1+|γ2|
+ 1
2
ǫ0)(1+|γ2|−ǫ2)−1
w − 12
R
( 1
1+|γ2|
+ǫ0)(1+|γ1|+ǫ2)
w
≤ R
(1−ǫ0)(1+|γ2|+ǫ2)−1
w + 12
R
(1−2ǫ0)(1+|γ1|−ǫ2)
w
,
this however is a contradiction with the choice of ǫ0, ǫ2 > 0 in Definition
2.6. Therefore we only have to prove the Claim.
Proof of the Claim. We will prove (i) and (ii) the proof of (iii) and
(iv) follows the same lines. Since we assume that (2) does not hold, in
particular if follows that (5.3) is not satisfied. For simplicity denote Zw :=
R
1
1+|γ2|
+ǫ0
w . Notice that by Lemma 2.9, the measure of GZw ⊂ [0, Zw] is at
least Zw(1− 4 log−3 Zw). Moreover, for C = mini=1,2(infT fi). Then
(6.9) |{n ∈ [0, Zw] ∩ Z : n ∈ GZw}| ≥ Zw(1− 4C−1 log−3 Zw),
this follows by the fact that N(x, t) is locally constant (on intervals of length
≥ C). Since (5.3) does not hold, we have for
Bw := B ((iw, jw), Zw) \B
(
(iw, jw),
1
2
Zw log
−2Rw
)
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that
λ(Bw) ≥ 1
2
Zw log
−2Rw ≫ 4C−1Zw log−3 Zw.
Therefore and by (6.9), we get
Bw ∩ {(ir − iw, jr − jw) : r ∈ GZw} 6= ∅.
Take (ir0, jr0) to be any point in the intersection. This finishes the proof.
7 Appendix
7.1 Proof of Lemma 2.7
Proof. We will give the proof for i = 1 (the proof in case i = 2 follows
the same lines). Notice that since z ∈ S1(n1) and N(z, t) ≤ tc , for t <
dH (z,z
′)−1
| log7 dH (z,z′)|
, we have
(7.1)
dH(T
f1
t z, 0) ≥
1
dH (z,z′)−1
| log7 dH (z,z′)|
log3( dH (z,z
′)−1
| log7 dH (z,z′)|
)
≥ dH(z, z′)| log2 dH(z, z′)|
Therefore, we have that for t ≤ dH (z,z′)−1
| log7 dH (z,z′)|
(7.2) 0 /∈ [zh +N(z, t)α1, z′h +N(z, t)α1].
Therefore, to finish the proof, it is enough to show that for z ∈ S1(n1),
(7.3) N(z, t) ≥ t
log5 t
.
Suppose that (7.3) is not true. Notice that by definition of N(z, t), we
have
(7.4) t < f
(N(z,t)+1)
1 (z).
Therefore and by (2.10), we have,
(7.5)
t < f
(N(z,t)+1)
1 (z) ≤ N(z, t) log3N(z, t) <
t
log5 t
log3(
t
log5 t
)
≤ t
log2 t
.
This contradiction shows that (7.3) holds.
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7.2 Proof of Lemma 2.9
We will conduct the proof for S1(n1) ∩W 1. by the definition of S1(n1) and
N(x, t) ≤ t
c
(c = infT fi), we have,
(7.6) min
j∈[0,t)
‖xh + jα1 − 0‖ ≥ 1
t log4 t
.
Notice that dH(θh, xh) ≤ 1T log2P1 T and t ∈ [0, T ], thus we have,
(7.7) min
j∈[0,t)
‖θh + jα1 − 0‖ ≥ 1
t log5 t
.
By (2.11) for θh and s ∈ N such that qs ≤ N(x, t) < qs+1, we have
(7.8)
|f ′(N(x,t))1 (θh)| ≤ f ′1((θh)N(x,t)min ) + |γ|8N(x, t)1+|γ1|+
1
2
ǫ2
≤ (N(x, t) log5N(x, t))1+|γ1|+ 12 ǫ2
≤ N(x, t)1+|γ1|+ 23 ǫ2 < t1+|γ1|+ǫ2,
which proves the upper bound.
To get the lower bound, notice that for x ∈ S1(n1) ∩W 1 ⊂W 1, outside
a set of t’s of measure at most 1
log3 T
, by Proposition 2.8, we have
(7.9) |f ′(N(x,t))1 (xh)| ≥
N(x, t)1+|γ1|
logP1 N(x, t)
.
Fix a “good” t as above. Notice by Lemma 2.7 (for η ∈ [θh, xh]),
(7.10) |f ′(N(x,t))1 (θh)− f ′(N(x,t))1 (xh)| = |f ′′(N(x,t))1 (η)|‖θh − xh‖.
Moreover, by (7.6) and (7.7), we have
(7.11) min
j∈[0,t)
‖η + jα1 − 0‖ ≥ 1
t log5 t
.
Thus, by (2.12), we have
(7.12) |f ′′(N(x,t))1 (η)| ≤ N(x, t)2+|γ1| log15N(x, t)
and so(since N(x, t) < ct < cT )
(7.13)
|f ′′(N(x,t))1 (η)|‖θh − xh‖ ≤ (N(x, t)2+|γ1| log15N(x, t))
1
T log2P1 T
≤ 1
2
N(x, t)1+|γ1|
logP1 N(x, t)
≤ 1
2
|f ′(N(x,t))1 (xh)|.
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Finally, we have
(7.14)
|f ′(N(x,t))1 (θh)| ≥ |f ′(N(x,t))1 (xh)| − |f ′(N(x,t))1 (θh)− f ′(N(x,t))1 (xh)|
≥ 1
2
|f ′(N(x,t))1 (xh)| ≥
1
2
N(x, t)1+|γ1|
logP1 N(x, t)
≥ N(x, t)1+|γ1|− 23 ǫ2 > t1+|γ1|−ǫ2.
where the last inequality follows by (7.3) (since x ∈ S1(n1)).
This finishes the proof of Lemma.
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