A finite set H in R d is called an acute set if any angle determined by three points of H is acute. We examine the maximal cardinality α(d) of a d-dimensional acute set. The exact value of α(d) is known only for d ≤ 3. For each d ≥ 4 we improve on the best known lower bound for α(d). We present different approaches. On one hand, we give a probabilistic proof that α(d) > c · 1.2 d . (This improves a random construction given by Erdős and Füredi.) On the other hand, we give an almost exponential constructive example which outdoes the random construction in low dimension (d ≤ 250). Both approaches use the small dimensional examples that we found partly by hand (d = 4, 5), partly by computer (6 ≤ d ≤ 10).
Introduction
Around 1950 Erdős conjectured that given more than 2 d points in R d there must be three of them determining an obtuse angle. The vertices of the d-dimensional cube show that 2 d points exist with all angles at most π/2.
In 1962 Danzer and Grünbaum proved this conjecture [7] (their proof can also be found in [2] ). They posed the following question in the same paper: what is the maximal number of points in R d such that all angles determined are acute? (In other words, this time we want to exclude right angles as well as obtuse angles.) A set of such points will be called an acute set in the sequel.
The exclusion of right angles seemed to decrease the maximal number of points dramatically: they could only give 2d − 1 points, and they conjectured that this is the best possible. However, this was only proved for d = 2, 3. (For the non-trivial case d = 3, see Croft [6] , Schütte [10] , Grünbaum [9] .) Then in 1983 Erdős and Füredi disproved the conjecture of Danzer and Grünbaum. They used the probabilistic method to prove the existence of a d-dimensional acute set of cardinality exponential in d. Their idea was to choose random points from the vertex set of the d-dimensional unit cube, that is {0, 1}
d . We denote the maximal size of acute sets in R d and in {0, 
In their paper they claimed (without proof) that "a bit more complicated random process gives" κ(d) >
The best (published) lower bound both for α(d) and for κ(d) (for large values of d) is due to Ackerman and Ben-Zwi from 2009 [1] . They improved (1) with a factor √ d:
In Section 2 we modify the random construction of Erdős and Füredi to get α(d) > c 10 144 23
A different approach can be found in Section 3 where we recursively construct acute sets. These constructions outdo (3) up to dimension 250. In Theorem 3.10 we will show that this constructive lower bound is almost exponential in the following sense: given any positive integer r, for infinitely many values of d we have a d-dimensional acute set of cardinality at least exp(d/ log log · · · log r (d)).
See Table 2 in the Appendix for the best known lower bounds of α(d) (d ≤ 84). These bounds are new results except for d ≤ 3. Both the probabilistic and the constructive approach use small dimensional acute sets as building blocks. So it is crucial for us to construct small dimensional acute sets of large cardinality. In Section 4 we present an acute set of 8 points in R 4 and an acute set of 12 points in R 5 (disproving the conjecture of Danzer and Grünbaum for d ≥ 4 already). We used computer to find acute sets in dimension 6 ≤ d ≤ 10, see Section 4. Table 1 shows our results compared to the construction of Danzer and Grünbaum (2d − 1) and the examples found by Bevan using computer.
As far as κ(d) is concerned, in large dimension (2) is still the best known lower bound. Bevan used computer to determine the exact values of κ(d) for d ≤ 9 [4] . He also gave a recursive construction improving upon the random constructions in low dimension. The Table 1 :
constructive approach of Section 3 yields a lower bound not only for α(d) but also for κ(d), which further improves the bounds of Bevan in low dimension. Table 3 We denote by κ n (d) the maximal size of a set S ⊂ {0, 1, . . . , n − 1} d that contains no bad triples. It is easy to see that κ 2 (d) = κ(d) but our main motivation to investigate κ n (d) is that we can use sets without bad triples to construct acute sets recursively (see Lemma 2.2). We give an upper bound for κ n (d) (Theorem 3.1) and two different lower bounds (Theorem 2.3 and 3.5). In the special case n = 2 the upper bound yields
which improves the bound √ 2 √ 3 d given by Erdős and Füredi in [8] . Note that for α(d) the best known upper bound is 2 d − 1. Although we can make no contribution to it, we mention that there is an affine variant of this problem. A finite set H in R d is called strictly antipodal if for any two distinct points P, Q ∈ H there exist two parallel hyperplanes, one through P and the other through Q, such that all other points of H lie strictly between them. Let α (d) denote the maximal cardinality of a d-dimensional strictly antipodal set. An acute set is strictly antipodal, thus α (d) ≥ α(d). For α (d) Talata gave the following constructive lower bound [11] :
A weaker result (also due to Talata) can be found in [5, Lemma 9.11.2].
The probabilistic approach
As we mentioned in the introduction, in 1983 Erdős and Füredi proved the existence of acute sets of exponential cardinality [8] . Since then their proof has become a well-known example to demonstrate the probabilistic method. In this section we use similar arguments to prove a better lower bound for α(d). The following problem plays a key role in our approach. In the case n = 2, given three distinct points A, B, C ∈ {0, 1} d , ∠ABC = π/2 holds if and only if A, B, C is a bad triple, otherwise ∠ABC is acute. So a set S ⊂ {0, 1} d contains no bad triples if and only if S is an acute set, thus
If n > 2, then a triple being bad still implies that the angle determined by the triple is π/2 but we can get right angles from good triples as well, moreover, we can even get obtuse angles. So for n > 2 the above problem is not directly related to acute sets. However, the following simple lemma shows how one can use sets without bad triples to construct acute sets recursively.
m is an acute set of cardinality n. If S ⊂ {0, 1, . . . , n − 1} d contains no bad triples, then
is also an acute set. Consequently,
Proof. Take three distinct points of S:
and the corresponding points in H S :
We show that ∠h i h j h k is acute by proving that the scalar product
Since H is an acute set, the summands on the right-hand side are positive with the exception of those where j r equals i r or k r , in which case the r-th summand is 0. This cannot happen for each r though, else i, j, k would be a bad triple in S.
To prove (4) we set |H| = n = α(m) and
In view of the above lemma, it would be useful to construct large sets without bad triples. One possibility is using the probabilistic method. The next theorem is a generalization of the original random construction of Erdős and Füredi. Theorem 2.3.
Proof. For a positive integer m, we take 2m (independent and uniformly distributed) random points in {0, 1, . . . , n − 1} d : A 1 , A 2 , . . . , A 2m . What is the probability that the triple A 1 , A 2 , A 3 is bad? For a fixed i, the probability that the i-th coordinate of A 2 is equal to the i-th coordinate of A 1 or A 3 is clearly (2n − 1)/n 2 . These events are independent so the probability that this holds for every i (that is to say A 1 , A 2 , A 3 is a bad triple) is
We get the same probability for all triples, thus the expected value of the number of bad triples is
Consequently, the 2m random points determine less than m bad triples with positive probability. Now we take out one point from each bad triple. Then the remaining at least m + 1 points obviously contain no bad triples. So we have proved that there exist
d without a bad triple. (Note that the original 2m random points might contain duplicated points. However, a triple of the form A, A, B is always bad, thus the final (at least) m + 1 points contain no duplicated points.) Combining Lemma 2.2 and Theorem 2.3 we readily get the following.
Corollary 2.4. Suppose that we have an m-dimensional acute set of size n. Then for any positive integer t α(mt) > 1 2
which yields the following lower bound in general dimension:
Using this corollary with m = 5 and n = 12 (see Example 4.2 for a 5-dimensional acute set with 12 points) we obtain the following.
Theorem 2.5.
that is, there exist at least c · 1.2 d points in R d such that any angle determined by three of these points is acute. (If d is divisible by 5, then c can be chosen to be 1/2, for general d we need to use a somewhat smaller c.) Remark 2.6. We remark that one can improve the above result with a factor √ d by using the method suggested by Ackerman and Ben-Zwi in [1] .
Remark 2.7. We could have applied Corollary 2.4 with any specific acute set. The larger the value 2m n 2 /(2n − 1) is, the better the lower bound we obtain. For m = 1, 2, 3 the largest values of n are known.
We will construct small dimensional acute sets in Section 4 (see Table 1 However, we do not know whether these acute sets are optimal or not. If we found an acute set of 9 points in R 4 , 13 points in R 5 or 18 points in R 6 , we could immediately improve Theorem 2.5.
The constructive approach 3.1 On the maximal cardinality of sets without bad triples
In this subsection we investigate Question 2.1 more closely. Recall that κ n (d) denotes the maximal cardinality of a set in {0, 1, . . . , n − 1} d containing no bad triples. We have already seen a probabilistic lower bound for κ n (d) (Theorem 2.3). Here we first give an upper bound. As we will see, this upper bound is essentially sharp if n is large enough (compared to d).
Proof. Suppose that S ⊂ {0, 1, . . . , n − 1} d contains no bad triples. Let 0 < r < d be an integer, and consider the following two projections:
Now we take the set
By definition π 1 is injective on S \ S 0 , thus |S \ S 0 | ≤ n r . We claim that π 2 is injective on S 0 , so |S 0 | ≤ n d−r . Otherwise there would exist x, y ∈ S 0 such that π 2 (x) = π 2 (y). Since y ∈ S 0 , there exists z ∈ S such that π 1 (y) = π 1 (z). It follows that the triple x, y, z is bad, contradiction.
Consequently,
we get the desired upper bound.
Setting n = 2 and using that κ 2 (d) = κ(d) the next corollary readily follows.
This corollary improves the upper bound
given by Erdős and Füredi in [8] . (We note though that they proved not only that a subset of {0, 1}
d of size larger than √ 2( √ 3) d must contain three points determining a right angle but they also showed that such a set cannot be strictly antipodal which is a stronger assertion.)
If n is a prime power greater than d, then the following constructive method gives better lower bound than the random construction of the previous section. We will need matrices over finite fields with the property that every square submatrix of theirs is invertible. In coding theory the so-called Cauchy matrices are used for that purpose. Definition 3.3. Let F q denote the finite field of order q. A k × l matrix A over F q is called a Cauchy matrix if it can be written in the form
where x 1 , . . . , x k , y 1 , . . . , y l ∈ F q and x i = y j for any pair of indices i, j.
In the case k = l = r, the determinant of a Cauchy matrix A is given by
This well-known fact can be easily proved by induction. It follows that A is invertible provided that the elements x 1 , . . . , x r , y 1 , . . . , y r are pairwise distinct.
Lemma 3.4. Let q be a prime power and k, l be positive integers. Suppose that q ≥ k + l. Then there exists a k × l matrix over F q any square submatrix of which is invertible.
Proof. Let x 1 , . . . , x k , y 1 , . . . , y l be pairwise distinct elements of F q , and take the k × l Cauchy matrix A as in (5) . Clearly, every submatrix of A is also a Cauchy matrix thus the determinant of every square submatrix of A is invertible.
Now let k + l = d ≥ 2 and n be a prime power greater than or equal to d. Due to the lemma, there exists a k × l matrix A over the field F n such that each square submatrix of A is invertible. Let us think of {0, 1, . . . , n − 1}
. This is an l-dimensional subspace consisting n l points. We claim that each of its points has at least k + 1 nonzero coordinates. We prove this by contradiction. Assume that there is a point (x, Ax) which has at most k nonzero coordinates. Let the number of nonzero coordinates of x be r. It follows that the number of nonzero coordinates of Ax is at most k − r, in other words, Ax has at least r zero coordinates. Consequently, A has an r × r submatrix which takes a vector with nonzero elements to the null vector. This contradicts the assumption that every square submatrix is invertible.
we get a subspace of dimension
, every point of which has at least
nonzero coordinates. We claim that this subspace does not contain bad triples. Indeed, taking distinct points x 1 , x 2 , x 3 ∈ R l , the points (x 1 − x 2 , A(x 1 − x 2 )) and (x 3 − x 2 , A(x 3 − x 2 )) are elements of the subspace, thus both have more than
If n is not a prime power, then there exists no finite field of order n. We can still consider matrices over the ring Z n = Z/nZ. If we could find a
Theorem 3.6. For arbitrary positive integer n it holds that κ n (3) ≥ n 2 .
Proof. We can prove this directly by taking all points in the form (i, j, i + j) where i, j run through Z n (addition is meant modulo n). Clearly, there are no bad triples among these n 2 points.
Finally we show that the upper bound given in Theorem 3.1 is sharp apart from a constant factor provided that n is sufficiently large compared to d.
where for any fixed d the error term ε(d, n) converges to 0 as n → ∞. In fact, for any δ > 0 there exists C δ such that ε(d, n) < δ provided that n ≥ C δ · d 2.11 .
Proof. It was proved in [3] that for any sufficiently large n there is a prime number q in the interval [n − n 0.525 , n]. If q ≥ d, then by Theorem 3.5 we can find a set S ⊂ {0, 1, . . . , q − 1} d ⊂ {0, 1, . . . , n − 1} d such that S contains no bad triples and
For fixed d the coefficient of n is at most (n 0.475 − 1)δ, then we have
whence ε(d, n) < δ. A simple calculation completes the proof.
Constructive lower bounds for α(d) and κ(d)
Random constructions of acute sets (as the original one of Erdős and Füredi or the one given in Section 2) give exponential lower bound for α(d). However, these only prove existence without telling us exactly how to find such large acute sets. Also, one can give better (constructive) lower bound if the dimension is small. The first (non-linear) constructive lower bound is due to Bevan [4] :
, where µ = log 2 log 3 = 0.631...
For small d this is a better bound than the probabilistic ones. Our goal in this section is to obtain even better constructive bounds. The key will be the next theorem which follows readily from Lemma 2.2, Theorem 3.5 and Theorem 3.6 setting d = 2s − 1. (In fact, the special case s = 2 was already proved by Bevan, see [4, Theorem 4.2] . He obtained (6) by the repeated application of this special case.) Theorem 3.8. Let s ≥ 2 be an integer, and suppose that n ≥ 2s − 1 is a prime power. (In the case s = 2 the theorem holds for arbitrary positive integer n.) If H ⊂ R m is an acute set of cardinality n, then we can choose n s points of the set
that form an acute set.
Remark 3.9. If H is cubic (that is, H ⊂ {0, 1} m ), then the obtained acute set is also cubic (that is, it is in {0, 1}
(2s−1)m ).
Now we start with an acute set H of prime power cardinality and we apply the previous theorem with the largest possible s. Then we do the same for the obtained larger acute set (the cardinality of which is also a prime power). How large acute sets do we get if we keep doing this? For the sake of simplicity, let us start with the d 0 = 4 dimensional acute set of size n 0 = 8 that we will construct in Section 4. Let us denote the dimension and the size of the acute set we obtain in the k-th step by d k and n k , respectively. Clearly n k is a power of 2, thus at step (k + 1) we can apply Theorem 3.8 with s k = n k /2. Setting u k = log 2 n k we get the following:
It yields that in dimension d k we get an acute set of size
Due to the factor 2 −k in the exponent, n k is not exponential in d k . However, the inequality u k+1 ≥ 2 u k implies that u k grows extremely fast (and so does n k and d k ) which means that n k is almost exponential. For instance, we can easily obtain that for any positive integer r there exists k 0 such that for k ≥ k 0 it holds that
We have given a constructive proof of the following theorem. We can also get a constructive lower bound for κ(d). We do the same iterated process but this time we start with an acute set in {0, 1} d 0 . (For instance, we can set d 0 = 3 and n 0 = 4.) Then the acute set obtained in step k will be in {0, 1}
d k . This way we get an almost exponential lower bound for κ(d) as well.
However, Theorem 3.8 gives acute sets only in certain dimensions. In the remainder of this section we consider the problems investigated so far in a slightly more general setting to get large acute sets in any dimension. (The proofs of these more general results are essentially the same as the original ones. Thus we could have considered this general setting in the first place, but for the sake of better understanding we opted not to.)
Let n 1 , n 2 , . . . , n d ≥ 2 be positive integers and consider the n 1 × · · · × n d lattice, that is the set {0, 1, . . . , n 1 − 1} × · · · × {0, 1, . . . , n d − 1}. We claim that if n ≥ max{n 1 , . . . , n d } and the set S 0 ⊂ {0, 1, . . . , n − 1} d contains no bad triples, then we can get a set in the n 1 × · · · × n d lattice without bad triples and of cardinality at least
Indeed, starting with the n × . . . × n lattice, we replace the n's one-by-one with the n i 's; in each step we keep those n i sections that contain the biggest part of S 0 . Combining this argument with Theorem 3.5 and 3.6 we get the following for the odd case d = 2s − 1.
Theorem 3.12. Let s ≥ 2, and suppose that n ≥ 2s−1 is a prime power (in the case s = 2 the theorem holds for arbitrary positive integer n). For positive integers n 1 , . . . , n 2s−1 ≤ n in the n 1 ×n 2 ×· · ·×n 2s−1 lattice at least n 1 n 2 · · · n 2s−1 /n s−1 points can be chosen without any bad triple.
Also, one can get a more general version of Lemma 2.2 with the same proof. 
Putting these results together we obtain a more general form of Theorem 3.8.
Theorem 3.14. Let s ≥ 2, and suppose that n ≥ 2s−1 is a prime power (in the case s = 2 the theorem holds for arbitrary positive integer n). Assume that for each t = 1, . . . , 2s − 1 we have an acute set of n t ≤ n points in R mt . Then in R m 1 +···+m 2s−1 there exists an acute set of cardinality at least n 1 n 2 · · · n 2s−1 /n s−1 .
The obtained acute set is cubic provided that all acute sets used are cubic.
Remark 3.15. We also note that in the case s = 3 the theorem can be applied for n = 4 as well. Consider the 4-element field F 4 = {0, 1, a, b}. Then the 2 × 3 matrix
has no singular square submatrix which implies that Theorem 3.5 holds for d = 5; n = 4, thus Theorem 3.12 and Theorem 3.14 hold for s = 3; n = 4.
Now we can use the small dimensional acute sets of Section 4 as building blocks to build higher dimensional acute sets by Theorem 3.14. Table 2 in the Appendix shows the lower bounds we get this way for d ≤ 84. (We could keep doing that for larger values of d and up to dimension 250 we would get better bound than the probabilistic one given in Section 2.) These bounds are all new results except for d ≤ 3.
We can do the same for κ(d), see Table 3 in the Appendix for d ≤ 82. This method outdoes the random construction up to dimension 200. (We need small dimensional cubic acute sets as building blocks. We use the ones found by Bevan who used computer to determine the exact values of κ(d) for d ≤ 9. He also used a recursive construction to obtain bounds for larger d's. His method is similar but less effective: our results are better for d ≥ 13; d = 27. In dimension d = 63 we get a cubic acute set of size 65536. This is almost ten times bigger than the one Bevan obtained which contains 6561 points.) Tables 4 and 5 in the Appendix compare the probabilistic and constructive lower bounds for α(d) and κ(d).
Finally we prove the simple fact that α(d) is strictly monotone increasing. We will need this fact in Table 2 . Proof. Assume that we have an acute set H = {x 1 , . . . , x n } ⊂ R d . Let P be the convex hull of H and y be any point in P \ H. We claim that ∠yx i x j < π/2 for any i = j. Let H i,j be the hyperplane that is perpendicular to the segment x i x j and goes through x i . Let S i,j be the open half-space bounded by H i,j that contains x j . For a point z ∈ R d the angle ∠zx i x j is acute if and only if z ∈ S i,j . It follows that H \ {x i } ⊂ S i,j while x i lies on the boundary of S i,j . Thus y ∈ P \ {x i } ⊂ S i,j which implies that ∠yx i x j < π/2. Now let us consider the usual embedding of R d into R d+1 and let v denote the unit vector (0, . . . , 0, 1). Consider the point y t = y + tv for sufficiently large t. It is easy to see that ∠y t x i x j < π/2 still holds, but now even the angles ∠x i y t x j are acute. It follows that H ∪ {y t } ⊂ R d+1 is an acute set. Table  3 we will refer to this result as almost strict monotonicity.
Small dimensional acute sets
In this section we construct acute sets in dimension m = 4, 5 and use computer to find such sets for 6 ≤ m ≤ 10. These small dimensional examples are important because the random construction of Section 2 and the recursive construction of Section 3 use them to find higher dimensional acute sets of large cardinality. Danzer and Grünbaum presented an acute set of 2m − 1 points in R m [7] . It is also known that for m = 2, 3 this is the best possible [6, 10, 9] . Bevan used computer to find small dimensional acute sets by generating random points on the unit sphere. For m ≥ 7 he found more than 2m − 1 points [4] .
Our approach starts similarly as the construction of Danzer and Grünbaum. We consider the following 2m − 2 points in R m :
What angles do these points determine? Clearly, ∠P
= π/2 for i = j and all other angles are acute. We can get rid of the right angles by slightly perturbing the points in the following manner:
where ε 1 , ε 2 , . . . , ε m−1 are pairwise distinct real numbers. Our goal is to complement the points P ±1 i with some additional points such that they still form an acute set. In fact, we will complement the points P Under what condition can a point x = (x 1 , . . . , x m ) be added in the above sense? Simple calculation shows that the exact condition is
For example, the point A = (0, . . . , 0, a) can be added for a > 1. This way we get an acute set of size 2m − 1. Basically, this was the construction of Danzer and Grünbaum. We know that this is the best possible for m = 2, 3. However, we can do better if m ≥ 4. Suppose that we have two points x = (x 1 , . . . , x m ) and y = (y 1 , . . . , y m ) both satisfying (8) (that is, they can be separately added). Both points can be added (at the same time) if and only if
We can find two such points in the following simple form: A 1 = (a 1 , a 1 , . . . , a 1 , a 2 ) and A 2 = (−a 1 , −a 1 , . . . , −a 1 , a 2 ). Then points A 1 and A 2 can be added if and only if
Such a 1 and a 2 clearly exist if m ≥ 4.
Example 4.1. For sufficiently small and pairwise distinct ε i 's the 8 points below form an acute set in R 4 .
( For m = 5, we can even add four points of the following form: (a 1 , a 1 , a 1 , a 1 , a 2 ) ; A 2 = (−a 1 , −a 1 , −a 1 , −a 1 , a 2 ) ;
We have seen that 1/4 < a 1 , b 1 < 1/2 must hold so we set a 1 = 1/4 + δ and b 1 = 1/2 − δ. Then we set a 2 = √ 3/2 and b 2 = 2 √ δ so that A i and B i are slightly bigger than 1.
Example 4.2. Let us fix a positive real number δ < 1/48 and consider the points below.
Then the set { P Proof. We need to prove that A 1 , A 2 , B 1 , B 2 can be added to P ±1 i 's in such a way that all new angles are acute. First we prove that any pair of these 4 points can be added. Since each of them satisfies (8), we only have to check that each pair satisfies (9) . For the pair A 1 , A 2 we are done since they satisfy (10) . It goes similarly for the pair B 1 , B 2 . For the pairs A i , B j (9) yields the condition 3/4 < 1 − √ 3δ ⇔ δ < 1/48. Now we have checked all new angles except those that are determined by three new points. The squares of the distances between the 4 new points are: Now for any triangle in {A 1 , A 2 , B 1 , B 2 } the square of each side is less than the sum of the squares of the two other sides which means that the triangle is acute-angled.
For m ≥ 6 we used computer to add further points to the system (7). We generated random points on the sphere with radius 1 + δ and we added the point whenever it was possible. Table 1 shows the cardinality of acute sets we found this way compared to previous results. The reader can also find examples for m = 6, 7, 8 in the Appendix. For m ≥ 11, the recursive construction presented in Section 3 gives better result than the computer search (see Table 2 in the Appendix for the best known lower bounds of α(d) for d ≤ 84).
Appendix C Comparing the two approaches
To compare the lower bounds given by the probabilistic and the constructive approach we do the following. For a small value of m we take an m-dimensional acute set of prime power cardinality n, then we apply Theorem 3.8 with the largest possible s to get an acute set of size n s in dimension d = (2s − 1)n. Then we compare this to the probabilistic bound α(d) > (1/2)(144/23) d/10 (in fact, we obtained this result only for d divisible by 5; for general d it only holds with a somewhat smaller constant factor). For the sake of simplicity we consider the base-10 logarithm of the bounds. (See Table 2 for values of n used here.) Table 3 for values of n used here.) 
