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THE CONTROL OF NONLINEAR STOCHASTIC CONTROL SYSTEMS 
UNDER DISCOUNTED PERFORIWNCE CRITERIA 
ABSTRACT 
T h i s  s t u d y  i s  concerned w i t h  the o p t i m a l  control o f  discrete 
t i m e  n o n l i n e a r  s t o c h a s t i c  control s y s t e m s  under d i s c o u n t e d  per formance  
c r i t e r i a .  T h e  dynamic e q u a t i o n s ,  noise s t a t i s t i c s ,  and s t a g e  cost a r e  
a l l  t i m e  i n v a r i a n t .  T h e  d i s c o u n t e d  per formance  c r i t e r i a  a p p l y  when 
the p r e s e n t  cost i s  we igh ted  more h e a v i l y  t h a n  f u t u r e  costs. 
S y s t e m s  o f  this t y p e  h a v e  c l a s s i c a l l y  been v i e w e d  a s  f i n i t e  
Markov c h a i n s .  
the t w o  b a s i c  methods o f  s o l u t i o n ,  a r e  deve loped  and d i s c u s s e d .  Their 
s u c c e s s f u l  a p p l i c a t i o n  rests h e a v i l y  upon the s t a t e  s p a c e  o f  the fy- 
n i t e  Markov c h a i n  b e i n g  s m a l l .  T h i s  s t u d y ,  however, i n v e s t i g a t e s  
s y s t e m s  whose s t a t e  i s  d e f i n e d  OR the cont inuum. A g r i d  i s  imposed 
on the s t a t e  s p a c e ,  c r e a t i n g  a f i i i i te  s t a t e  s p a c e  which i s  v e r y  l a r g e .  
A numer ica l  a l g o r i t h m  t a i l o r e d  t o  a t t a c k  th is  prob lem i s  d e v e l o p e d .  
T h e  s t a t e  space  i s  p a r t i t i o n e d  i n t o  blocks, and the s t a t i o n a r y  cost 
f u n c t i o n  over each  block i s  approximated w i t h  a q u a d r a t i c  s u r f a c e .  
T h e  a l g o r i t h m  then employs the dynamic programming f u n c t i o n a l  equa- 
t ion  i t e r a t i v e l y  t o  converge  t o  the optimum control and cost f u n c t i o n s .  
S e v e r a l  example prob lems  a r e  w o r k e d ,  i n c l u d i n g  a n  inventory control 
prob lem and a n u c l e a r  r e a c t o r  c o o l i n g  problem.  B o t h  the high-speed 
memory r e q u i r e m e n t  and compu ta t ion  t i m e  n e c e s s a r y  f o r  c o n v e n t i o n a l  
dynamic prog-ramming a r e  s i g n i f i c a n t l y  reduced b y  the new a l g o r i t h m .  
Howard's p o l i c y  i t e r a t i o n  and dynamic programming, 
viii 
CHAPTER 1 
INTRODUCTION 
1.1 The Problem 
Of ten  the s t a t e  o r  p o s i t i o n  o f  a system can be 
observed p e r f e c t l y  b u t  t he  b e h a v i o r  o f  the  system is  s u b j e c t  
t o  u n c e r t a i n t y .  Cons ide rab le  e f f o r t  has been expended i n  
r e c e n t  y e a r s  t o  deve lop  means o f  c o n t r o l l i n g  such  sys t ems ,  
which a r i se  i n  many e n g i n e e r i n g  and economic a p p l i c a t i o n s .  
These systems can be e x p l i c i t l y  def ined  by t h e  
dynamic t r a n s i t i o n  equa t ion  
x ( k + l )  = g ( x ( k ) ,  a ( k ) ,  C(k), k ] ,  k = 0,1, ..., N - (1.1) 
w h e r e  , 
k = t i m e  parameter 
N = t e r m i n a l  t i m e ,  which may be i n f i n i t e  
x = n-dimensional s t a t e  v e c t o r  
CL = q-dimensional c o n t r o l  v e c t o r  
g = n-dimensional v e c t o r  f u n c t i o n  
5 = r -dimensional  random v a r i a b l e  w i t h  known 
p r o b a b i l  i t y  d i s t r i b u t i o n  e 
The object ive is t h e n  t o  i n f l u e n c e  the e v o l u t i o n  o f  t h e  
s t a t e  x ( k )  w i t h  t h e  c o n t r o l  a ( k )  i n  such  a f a s h i o n  as t o  
minimize some c r i t e r i o n  of  system performance. T h e  g e n e r a l  
form o f  t h e  performance c r i t e r i o n  is  
1 
2 
N 
k=O 
performance c r i t e r i o n  = E A(x (k ) ,  a ( k ) ,  k1(.( 
where A is a scalar  f u n c t i o n ,  T h i s  problem is c a l l e d  t he  
s tochast ic  c o n t r o l  problem. It should be d i s t i n g u i s h e d  from 
the problem of  combined e s t i m a t i o n  and c o n t r o l  s t u d i e d  by 
Feldbaum (19601, Meier (19661, Aoki (19671, and o t h e r s .  The 
combined e s t i m a t i o n  and c o n t r o l  problem a l lows  the con- 
s i d e r a t i o n  of  u n c e r t a i n t y  o f  the s y s t e m ' s  p r e s e n t  s t a t e  as 
w e l l  as u n c e r t a i n t y  i n  the  sys tem dynamics. 
It  has been e s t a b l i s h e d  (Dreyfus ,  1962; Kashyap, 
1966)  t h a t  the optimum c o n t r o l  s t r a t e g y  f o r  t he  s t o c h a s t i c  
c o n t r o l  problem is p u r e  ( i . e . ,  d e t e r m i n i s t i c )  and depends 
only on the  p r e s e n t  s t a t e  o f  t h e  system. Thus,  t he  s o l u t i o n  
t o  the s t o c h a s t i c  c o n t r o l  problem is  a c o n t r o l l e r  which upon 
b e i n g  informed o f  the  s t a t e  x ( k )  a t  t i m e  k g e n e r a t e s  the  
c o n t r o l  a ( k )  t o  be app l i ed .  Con t ro l  o f  t h i s  n a t u r e  i s  
called feedback c o n t r o l  and t h e  s t r u c t u r e  o f  the c o n t r o l  
system is  i l l u s t r a t e d  i n  F i g u r e  1.1. The c o n t r o l l e r  i s  a 
which maps the s t a t e  x ( k )  i n t o  t he  c o n t r o l  Uk f u n c t i o n ,  
a(k). It is t h e  c o n t r o l  f u n c t i o n  uk which is sought .  
T h i s  s t u d y  c o n s i d e r s  a more spec i f ic  problem, t he  
c o n t r o l  o f  a t i m e  i n v a r i a n t  system under  a d i scoun ted  
performance c r i t e r i o n ,  The system dynamics are d e s c r i b e d  by 
( 1 . 3 )  
3 
Delay 
Figure 1.1 S t o c h a s t i c  control s y s t e m .  
4 
where t h e  f u n c t i o n  g is t i m e  independent ,  The  performance 
c r i t e r i o n  becomes 
performance c r i t e r i o n  = E 
where A is a t i m e  independent  
count  f a c t o r  8 is a c o n s t a n t ,  
scalar  f u n c t i o n  and the  d i s -  
0 - c B c 1. The t i m e  span  is  
i n f i n i t e .  Under these c o n d i t i o n s  it w i l l  be shown t h a t  b o t h  
the c o n t r o l  f u n c t i o n ,  uk ,  and t h e  k-stage c o s t  vk ( 2 . 6 )  
become s t a t i o n a r y  as  k +- 03. These p r o p e r t i e s  are e s s e n t i a l  
t o  t h e  numer ica l  t echn iques  developed i n  t h i s  s tudy .  
The s t o c h a s t i c  c o n t r o l  problem d e s c r i b e d  by (1.1) 
and (1.2) w a s  first examined by Bellman (1958, 1961) .  T h e  
dynamic programming f u n c t i o n a l  e q u a t i o n  was gene ra t ed  by 
Bel lman ' s  work. It  presented .  a means o f  numerical  s o l u t i o n  
even though no g e n e r a l  a n a l y t i c a l  s o l u t i o n  r e s u l t e d .  A 
s u b s t a n t i a l  r e s e a r c h  e f f o r t  w a s  d i rected a t  the s t a t i o n a r y  
s tochast ic  c o n t r o l  problem o f  (1-3) and (1.4) w i t h  the  
ad .d i t i ona1  c o n s t r a i n t  t h a t  t he  s t a t e  space be f i n i t e .  
H o w a r d  (1960)  p r e s e n t e d  h i s  a l g o r i t h m  upon which most 
subsequent  w o r k  was based. Blackwell  (1962,  19651, Derman 
(19641, Wonham ( 1 9 6 7 ) ,  M i l l e r  and V e i n o t t  (19691, and 
V e i n o t t  (1969)  cons ide red  e x t e n s i o n s  of  the problems 
attacked by Howard  and gene ra t ed  many e x i s t e n c e  theorems 
f o r  o p t i m a l  c o n t r o l .  M i l l e r  (1968a ,  1968b) cons idered  the  
f i n i t e  s t a t e  s p a c e  s tochas t ic  c o n t r o l  problem w i t h  
5 
cont inuous  t i m e ,  Mar t in  (1967) and Riordon (1969) o b t a i n e d  
a s o l u t i o n  f o r  the  a d a p t i v e  s t o c h a s t i c  c o n t r o l  problem where 
the probabi l i s t ic  d e s c r i p t i o n  o f  the random variable 6 is 
unknown. However, work subsequent  t o  Bellman and Howard 
r e l i e d  on  e i ther  dynamic programming o r  Howard Is a lgo r i thm.  
Thus, f r o m  a p r a c t i c a l  p o i n t  o f  view all subsequent  work 
a l so  shared the numer ica l  d i f f i c u l t i e s  these t echn iques  
possessed ,  I n  p a r t i c u l a r ,  Bel lman's  "cu r se  o f  dimen- 
s i o n a l i t y "  s e v e r e l y  l i m i t e d  t h e  problems f o r  w h i c h  a 
numer ica l  s o l u t i o n  could be achieved.  
I n  t h i s  s t u d y  a dynamic programming a l g o r i t h m  is  
p r e s e n t e d  t o  a l l e v i a t e  t h e  problem o f  d i m e n s i o n a l i t y  by 
u s i n g  q u a d r a t i c  approximation t o  the c o s t  s u r f a c e  i n  a 
p a r t i t i o n e d  s t a t e  space.  T h e  main c o n t r i b u t i o n  is  t h i s  
workable a l g o r i t h m  whose u t i l i t y  is  demonstrated i n  several  
examples. 
1 . 2  Organ iza t ion  
The  second c h a p t e r  d i s c u s s e s  t h e  c o n t r o l  o f  f i n i t e  
Markov c h a i n s ,  Op t ima l i ty  is  d e f i n e d  e x p l i c i t l y  and 
behavior o f  t h e  c o s t  f u n c t i o n  under  s t a t i o n a r y  and non- 
s t a t i o n a r y  c o n t r o l  p o l i c i e s  is c o n s i d e r e d ,  i n c l u d i n g  the  
l i m i t i n g  case o f  fl = 1. Dynamic programming and Howard's 
p o l i c y  i t e r a t i o n  are  shown t o  r e s u l t  i n  an  op t ima l  c o n t r o l .  
I n  Chapter 3 p r a c t i c a l ,  numer ica l  problems asso-  
c i a t e d  w i t h  s o l v i n g  the s t o c h a s t i c  c o n t r o l  problem f o r  a 
6 
cont inuous  s t a t e  space are considered..  The numer ica l  
l i m i t a t i o n s  of Howard.8~ p o l i c y  i t e r a t i o n  and conven t iona l  
dynamic programming are r evea led .  T h e  a l g o r i t h m  which i s  
the basic r e s u l t  o f  t h i s  work is  d.eveloped. It  is shown t o  
d r a m a t i c a l l y  reduce  high-speed s t o r a g e  necessa ry  and a l so  t o  
reduce  computat ion t i m e  i n  comparison t o  Howard's and 
Bel lman's  t echn iques .  The a l g o r i t h m  is  t h e n  a p p l i e d  t o  
s e v e r a l  example problems i n  Chapter  4 i n c l u d i n g  a n  i n v e n t o r y  
c o n t r o l  problem and a n u c l e a r  r e a c t o r  c o o l i n g  problem. 
Chapter  5 c o n t a i n s  conc lus ions  and s u g g e s t i o n s  f o r  f u r t h e r  
r e s e a r c h .  Appendices f o l l o w  which c o n t a i n  program l i s t i n g s  
of t h e  numerical  a l g o r i t h m s  used. i n  t h i s  s tudy .  
1.3 Nota t ion  and Symbols 
5,C = random v a r i a b l e  
i t ,  x = s t a t e  v a r i a b l e  
X = s t a t e  space 
f , g  = t r a n s i t i o n  f u n c t i o n s  
(. 1 = t r a n s i t i o n  p r o b a b i l i t y  
'ij 
P(*) = s t o c h a s t i c  m a t r i x  
= a p r i o r i  p r o b a b i l i t y  5 
p = a p  r i o r i  p r o b a b i l i t y  v e c t o r  
a = c o n t r o l  a c t i o n  
A = se t  of  a l l  a c s  
u = c o n t r o l  f u n c t i o n  
U = s e t  o f  a l l  c o n t r o l  f u n c t i o n s  
7 
-TT = c o n t r o l  law f o r  a l l  t i m e  
43 u = s t a t i o n a r y  c o n t r o l  l a w  
V(-) = c o s t  v e c t o r  
v(- 1 = scalar c o s t  f u n c t i o n  
?(e 1 = q u a d r a t i c  approximation t o  v 
L = stage c o s t  v e c t o r  
1 = scalar stage c o s t  
BR = s t a t e  space  p a r t i t i o n  o r  b lock  
CHAPTER 2 
THE CONTROL OF FINITE MARKOV CHAINS 
2.1 I n t r o d u c t i o n  
A meaningful a n a l y t i c a l  examinat ion o f  t he  s tochas -  
t i c  c o n t r o l  problem is  found. i n  c o n s i d e r i n g  t h e  c o n t r o l  o f  
f i n i t e  Narkov cha ins .  The  systems t o  be con t ro l l ed .  a r e  
s t o c h a s t i c  i n  tha t  the e v o l u t i o n  o f  the system s t a t e  und.er 
a g iven  c o n t r o l  p o l i c y  is u n c e r t a i n ;  however, a knowledge o f  
the c u r r e n t  s t a t e  and. c o n t r o l  a c t i o n  de te rmine  t he  proba- 
0 
b i l i t y  d i s t r i b u t i o n  o f  the  nex t  s t a t e ,  The d.ynamic system, 
f o r  a n a l y t i c a l  t r a c t a b i l i t y  is  a l s o  cons idered  t o  be 
descr ibed .  ad.equately by a f i n i t e  number o f  s ta tes ,  A f i n i t e  
Markov cha in  r e p r e s e n t a t i o n  fo l lows  n a t u r a l l y .  Dynamic 
p l a n t  equa t ions  and. p l a n t  n o i s e  are  modeled by a s e t  o f  
t r a n s i t i o n  p r o b a b i l i t i e s  ove r  a f i n i t e  s t a t e  space.  Each 
c o n t r o l  law is  a s s o c i a t e d  w i t h  a s e t  o f  t r a n s i t i o n  proba- 
b i l i t i e s ,  and a c o s t  f u n c t i o n  is d e f i n e d .  I t  is found t h a t  
t h e  c o s t  f u n c t i o n  may be minimized by e i ther  dynamic pro- 
gramming o r  Howard's p o l i c y  i t e r a t i o n .  T h i s  c h a p t e r  
examines b o t h  these methods and t h e  p r o p e r t i e s  o f  the cost 
f u n c t i o n  under  v a r i o u s  c o n t r o l  laws. 
8 
9 
2.2 F i n i t e  Markov Chains 
L e t  (R,  rl  Prob)  be a p r o b a b i l i t y  t r i p l e  w i t h  R the 
s e t  of e lementary  e v e n t s ,  w,  r, the  o-algebra o f  s u b s e t s  of 
fi and Prob t h e  p r o b a b i l i t y  measure o n r .  The f i n i t e  se t  o f  
real  numbers, X = {'x, 
space  and c o n s t i t u t e s  the range  o f  t he  random v a r i a b l e  2 
mapping iZ o n t o  X. A s t o c h a s t i c  p r o c e s s  is a sequence 
2 x ,  ... Jx] is c a l l e d .  the s t a t e  
of random v a r i a b l e s .  
T h e  s t o c h a s t i c  p rocess  5 is said.  t o  be a Markov 
c h a i n  i f  f o r  
E €3  n 
Prob 
whenever 
N 
w i t h  En = {wlxn(w) = ix, i ~ ~ X ] ,  
Prob 
Prob [EonE1f?E2 ..- nEn-l 3 # 0. That  is ,  
i = XI b - a - x,  . n e  x -n I -n-1 
where t h e  p ( n )  are  t h e  t r a n s i t i o n  p r o b a b i l i t i e s  d e f i n i n g  
i j  
the cha in .  T h e  t r a n s i t i o n  ( s t o c h a s t i c )  matrix f o r  t h e  
c h a i n  is 
10  - 
The  t r a n s i t i o n  . p r o b a b i l i t i e s  are r e l a t e d .  by the  Chapman- 
KO lmo go r o  v equa t i o  n 
J 
w h e r e  
’ (m,n) Prob [zn = j x l x  = i x], m 5 n. P i  j Nm 
A c h a i n  is s a i d .  t o  be homogeneous i f  
P ( n )  = = c o n s t a n t  
Then 
n P(O,n)  = Cp. . ( 0 , n ) 3  = P . 
1 3  
L e t  v j ( n )  = Prob [zn = jx ]  be the  a p r i o r i  p r o b a b i l i t y  t h a t  
the c h a i n  is  a t  s t a t e  ix a t  t i m e  n ,  and l e t  
be t h e  row v e c t o r  o f  a l l  a p r i o r i  p r o b a b i l i t i e s  a t  t i m e  n ,  
t h e n  
and,  f o r  homogeneous c h a i n s ,  a s i m p l i f i e d .  t r a n s i t i o n  equa- 
t i o n  can  be used., 
\ 
T h e  s t a t e s  are  c l a s s i f i e d  as  
j x  is p e r s i s t e n t  i f  Prob [Zn = jx f o r  some n3 = 1, ( a )  
11 
j x  i s  t r a n s i e n t  i f  Prob [an = Jx f o r  some n]  < 1, 
j x  is aperiod.ic i f  the  greatest  common d . iv i so r  o f  
t h e  se t  o f  a l l  n such  t h a t  p ( n )  > 0 is one ,  i .e. ,  
j j  
gec.d.. {n p j j ( n )  > 03 = 1, .. 
’x is  e r g o d i c  i f  it is p e r s i s t e n t  and a p e r i o d i c  ( f o r  
f i n i t e  c h a i n s  1. 
A c h a i n  is  sa id .  t o  be e r g o d i c  i f  a l l  s t a t e s  are 
e rgod ic .  Examples o f  s t a t e  c l a s s i f i c a t i o n  are  g iven  i n  
F igu re  2. I, where the  t r a n s i t i o n  p r o b a b i l i t i e s  a r e  r ep re -  
s e n t e d  by arrows. 
The  f o l l o w i n g  theorem w i l l  be u s e f u l  i n  examining 
the  s t a t i o n a r y  c o n t r o l  o f  f i n i t e  Markov cha ins .  
Theorem 1: For a f i n i t e  homogeneous e r g o d i c  Markov c h a i n  
w i t h  t r a n s i t i o n  m a t r i x  P ,  t h e r e  e x i s t s  a unique s t a t i o n a r y  
p r o b a b i l i t y  d i s t r i b u t i o n  IJ-, and. 
( n )  + IJ; as n + g e o m e t r i c a l l y  f a s t .  P i j  
O r  i n  matrix form, 
Pn 11-1 = i] (. . 
1 
(IJ-1, p2, . . . , pJ) g e o m e t r i c a l l y  
f a s t  (Doob, 1953,  Ch .  5 92).  Thus, 
12 
1 
F i g u r e  2 . 1  F i n i t e  Markov c h a i n s  -- ' ( a )  ergod.ic cha in ;  (b) 
non-ergodic  c h a i n ,  S ta te  1 is t r a n s i e n t ,  and 
S t a t e  2 is  p e r s i s t e n t ;  ( c )  non-ergodic c h a i n ,  
S t a t e s  1 and 2 a re  p e r s i s t e n t  b u t  c h a i n  i s  n o t  
aper i o  d.i c . 
13 
or 
and. 
2.3 Contro l led .  F i n i t e  Markov Chains 
The  d.ynamic system t o  be c o n t r o l l e d .  h a s  a f i n i t e  
s t a t e  space 
2 J x = p x ,  x, ..., x] 
and is  observed p e r i o d i c a l l y  ( a t  every  d i s c r e t e  t i m e  p e r i o d ) .  
A t  e ach  t i m e  pe r iod  a c o n t r o l ,  a ,  which i n f l u e n c e s  t h e  
behav io r  o f  the system is  a p p l i e d  from a set  o f  possible 
c o n t r o l s  A.  A s  a r e s u l t  of the  a p p l i c a t i o n  o f  t h e  c o n t r o l  
a k c A  w i t h  the  system i n  s t a t e  S E X  a t  t i m e  k t h e r e  is  a t i m e  
ind.ependent , 
(1) stage cost  0 < i ( s , a k )  < incur red . ,  and. 
( 2 )  t r a n s i t i o n  o f  the  sys tem from \ a t  t i m e  t = k t o  
CX a t  t i m e  t = k+l w i t h  %+l 
There is  a l s o  a d i s c o u n t  f a c t o r ,  8 ,  0 - < f3 < 1; whereby, t h e  
cost i ( x , a )  f o r  b e i n g  i n  s t a t e  x and a p p l y i n g  a c o n t r o l  cc 
n p e r i o d s  i n t o  the  f u t u r e  h a s  a d i s c o u n t e d  c o s t  o f  f3 i ( x , u )  
a t  the  p r e s e n t ,  
n 
14 
L e t  u deno te  t h e  s e t  o f  c o n t r o l  f u n c t i o n s  U from X 
i n t o  A [i.e. ~ USU i m p l i e s  u(x)eA f o r  a l l  XSX], A p o l i c y ,  n ,  
s p e c i f i e s  a sequence o f  c o n t r o l  f u n c t i o n s  f o r  a l l  t i m e ;  
,.,lo Thus, a t  t i m e  k ,  w i t h  the system i n  I' TT = cu,, u 
s ta te  x,, the  c o n t r o l  ukeA' is  applied. .  A s t a t i o n a r y  p o l i c y  
is a p o l i c y  f o r  which un = u ,  n = 0 ,  1, ..., i . e .@ 
W 
n = {u, u ,  . * . I  u . 
L e t  ~ ( u )  = [a('x, u (  1 x ) ]  , ..*  , q J x ,  u ( J x ) ) I T  
= [Rl(U),  a p ,  .e., . e , ( U ) l  T 
be the column v e c t o r  r e p r e s e n t a t i o n  o f  t h e  s t a g e  c o s t  f o r  
a l l  s t a t e s  under  t h e  c o n t r o l  ueU. L e t  P ( u )  be the  J x J 
Markov t r a n s i t i o n  m a t r i x  for the  c o n t r o l  u i n  the Markov 
cha in  e s t a b l i s h e d  by the  po l i cy  IT. 
P ( u )  = [ P i j ( U ) l  (2.2) 
Thus , by the Chapman-Kolmogorov e q u a t i o n ,  the t r a n s i t i o n  
m a t r i x  from t i m e  t = 0 t o  t = n is 
P(n,rr)  = P ( u o )  P ( u l )  ... P ( u n ) .  
For  t h e  p o l i c y  IT and the  i n i t i a l  s t a t e  xo t h e  t o t a l  expected. 
c o s t  v e c t o r  is 
( 2 . 3 )  
15 
or 
I = Ri(uO) + @E n-1 
i 
50 = 
where f i  = tu,, u2, . ., . 1. 
Thus, t h e  impor tan t  f u n c t i o n a l  equa t ion  of  d.ynamic pro- 
gramming r e s u l t s ,  
o r ,  i n  v e c t o r  form, 
I t  is  d . e s i r ed ,  i f  p o s s i b l e ,  t o  o b t a i n  a p o l i c y  n* 
wi th  t he  lowes t  c o s t ,  
where - < means v ( i , n * )  - < v ( i , n )  f o r  a l l  n and i = 1, .'., J, 
Such a p o l i c y  n* is  d.efined. a s  op t ima l ,  
2.4 E f f e c t  o f  General  P o l i c i e s  
The theorems i n  t h i s  s e c t i o n  a r e  due t o  Blackwell  
(1962) and Howard (1960) and c a s t  l i g h t  on the c l a s s e s  o f  
1 6  
policies t h a t  a r e  p r o f i t a b l e  t o  be s t u d i e d .  The p roof s  
which fo l low Blackwell  a lmost  verba t im a r e  inc luded  f o r  t h e  
i n s i g h t  they  p rov ide  i n t o  t h e  behavior  o f  t h e  expected c o s t  
f u n c t i o n ,  V ( T T ) ,  under  d i f f e r e n t  t y p e s  of p o l i c i e s .  Theorem 
2 e s t a b l i s h e s  t h a t  i f  any op t ima l  p o l i c y  e x i s t s  t h e n  t h e r e  
is a s t a t i o n a r y  p o l i c y  e q u a l l y  as good, Theorems 3 and 4 
are used. t o  o b t a i n  Theorem 5 which a s s u r e s  t h e  existence o f  
an op t ima l  s t a t i o n a r y  po l i cy  f o r  A f i n i t e  and a l s o  a means 
of o b t a i n i n g  t h i s  op t ima l  po l i cy .  
Lemma. There e x i s t s  a fsU such  t h a t  f o r  an a r b i t r a r y  
v = (vl ,  v 2 ,  . . . I  v 1 T , vi - > 0 and. any ueU 
t h  Proof ,  Consider  t h e  i element  
i L e t ,  @.(a) = A (  x , a )  + B C p i j ( a ) v .  f o r  any a s A .  
v 
bound o f  zero  and hence a greatest  lower bound f o r  say a.cA. 
The c o n t r o l  f u n c t i o n  f such t h a t  f (  x )  = ai sa t i s f i e s  t h e  
lemma. 
S ince  
3 j 
1 
> 0 ,  O i ( a )  > 0. Thus,  t h e  s e t  {@i(a)(aeA] has  a lower i -  
1 
i 
Theorem 2 (B lackwe l l )  I f  t h e r e  is  an op t ima l  p o l i c y  
n* = cu,, u1 ,  :- e 3, t h e r e  is  an op t ima l  p o l i c y  which is 
s t a t i o n a r y .  
17 
Proof By h y p o t h e s i s ,  
V(TT*) < V(n)  f o r  a l l  TT, - 
By the l e m m a ,  there e x i s t s  a fsU such  t h a t  
and,  a g a i n ,  
By c o n t i n u i n g  t h i s  p r o c e s s ,  
N N  N As N + 03, P ( f > V ( n * )  +- 0 s i n c e  @ < 1 and P ( f )  is a 
s t o  chas t i c matrix,  
Thus,  as  N 4 0) 
18 
b u t  s i n c e  rr* is op t ima l  
and. fo) i s  an op t ima l  s t a t i o n a r y  po l i cy .  
Theorem 3 (Blackwel l )  L e t  TT = {uo,  ul ,  . . . ] and 
l-r' = I f ,  u u ..*]. If 0' 1' 
t h e n  TT is opt imal .  
Proof By h y p o t h e s i s ,  
O r ,  i n  p a r t i c u l a r ,  
L ( f N )  + B P ( f N ) V ( r r  
Cont inuing t h i s  s u b s t i t u t i o n  p rocess  f o r  t h e  p o l i c y  
19 
Each f i  i s  a n  a r b i t r a r y  element  of  U;  t h u s  as N +- co V ( T T ~ ~ )  
becomes the  cost  o f  any p o l i c y .  That  is  
Thus IT is  opt imal . .  
Theorem 4 ( B l a c k w e l l )  
c f ,  uof ul, . . .]. 
p o l i c y  f a ,  V( fCO)  < V ( T T ) .  
f o r  some e l emen t . )  
L e t  IT = {u,, u18 . . . ] and TT'  = 
If V ( r r 1 )  < V ( n )  , t h e n  for t h e  s t a t i o n a r y  
(<  means - < for a l l  e lements  w i t h  < 
Proof.  By h y p o t h e s i s  , 
Cont inuing  t h i s  s u b s t i t u t i o n  p r o c e s s ,  
20 
N N  Once a g a i n ,  as N --4 03, fl P ( f ) V ( n )  -+ 0 ,  and. 
complet ing t h e  proof .  
Theorem 5 (Howard.) If A is  f i n i t e ,  t h e n  t h e r e  is  an  op t ima l  
s t a t i o n a r y  po l i cy .  
Proof. Consid.er any s t a t i o n a r y  p o l i c y  gm, t hen  e i t h e r  
f o r  a l l  uieA 
i = 1, 2 ,  .-., J 
or 
f o r  some a .  EA 
and some i 
1 
i If ( a )  h o l d s ,  t h e n  f o r  any f e u ,  f (  x )  = ai,  t he  p o l i c y  
TT*  = ( f ,  g ,  g ,  * * . I  is more c o s t l y  than  the  s t a t i o n a r y  
p o l i c y  g , i . e . ,  00 
and by Theorem ’3 gm is opt imal .  
is n o t  o p t i m a l ,  i . e . ,  there  is some i f o r  which (b) h o l d s ,  
t h e n  a new c o n t r o l  f u n c t i o n ,  u ,  is de f ined  such  t h a t  f o r  
a l l  i ,  
On the  o t h e r  hand, i f  gCD 
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Then by t h e  c o n s t r u c t i o n  of  u ,  f o r  t h e  p o l i c y  nu = 
V(TTu) 
By Theorem 4 ,  
W W Thus, w e  have a p o J i c y ,  u , which improves upon g . Since  A 
is f i n i t e ,  t h e r e  are o n l y  a f i n i t e  number o f  s t a t i o n a r y  
policies. Thus,  there  i s  one which has no improvement and 
is optimal.  
The mot iva t ion  f o r  r e s t r i c t ing  the class o f  c o n t r o l  
l a w s  s t u d i e d  t o  t h o s e  t ha t  are  s t a t i o n a r y  is  conta ined  i n  
Theorem 2;  it is  s e e n  t h a t  any o p t i m a l  p o l i c y  may be 
rep laced .  by a s t a t i o n a r y  o p t i m a l  p o l i c y .  Theorem 5 l a y s  
t h e  basis  f o r  a c o n s t r u c t i v e  method o f  f i n d i n g  t h i s  o p t i m a l  
s t a t i o n a r y  p o l i c y ,  H0ward.I~ i t e r a t i o n  i n  p o l i c y  space .  I n  
the  n e x t  s e c t i o n  t h i s  procedure  is  expla ined .  T h e  s e t  o f  
admissible c o n t r o l  policies i s  t aken  t o  be s t a t i o n a r y ;  t h u s ,  
for n o t a t i o n a l  convenience the  p o l i c y  u = { u ,  u ,  e e 1 and 
the c o n t r o l  f u n c t i o n  USU are  considered.  t o  be e q u i v a l e n t ,  
and. V(u) = V(u 
0 
03 
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2 - 5  Howard.'s P a l i c y  I t e r a t i o n  f o r  0 5 f3 C 1 
Before t h e  method o f  p s l i c y  improvement con ta ined  
i n  t h e  proof  o f  Theorem 5 can be a p p l i e d ,  t h e r e  must be a 
means o f  o b t a i n i n g  the expected. c o s t  v e c t o r ,  V ( u ) ,  f o r  any 
ueU. Consider  any s t a t i o n a r y  p o l i c y ,  u, o v e r  n stages,  t h e n  
l e t  , 
(2.5) 
o r  i n  m a t r i x  form 
v,(u) = L ( u )  + B P ( U ) V n  - ,(u) 
(2 .7 )  
The s tage  c o s t  f u n c t i o n  4(ix, u ( ~ x ) )  is bounded. f o r  a l l  i by 
d . e f i n i t i o n ,  L e t  t h i s  bound be M. Then 
n n  = L(u) + @ P ( u ) L ( u )  + ... + @ P ( u ) L ( u )  
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It  is  appa ren t  t h a t  the sequence 
v o ( i ,  u ) ,  v 2 ( i ,  u ) ,  ..-, v n ( i ,  u ) ,  ... 
is monotonical ly  i n c r e a s i n g  f o r  a l l  i, 
bounded., it fo l lows  tha t  the l i m i t  e x i s t s .  
S ince  v n ( i ,  u )  is 
I l i m  v n ( i ,  u )  = v ( i ,  u ) .  
n - - 3 - a  
T h i s  l i m i t  is 
o r  the t o t a l  excepted. c o s t  o f  apply ing  the  p o l i c y  U C U  from 
( 2 . 3 ) .  
Again t a k i n g  the l i m i t  as n -+ ~0 from (2.61, 
v ( i ,  u )  = . t . ( u )  1 + @ C p i j ( u ) v ( j ,  u ) ,  (2.8) 
Thus, 
[I - pP(u) ]V(u)  = L(u), 
and 
v ( u )  = [I - BP(u) l - lL (u ) ,  (2 .10)  
i f  t h e  i n v e r s e  e x i s t s .  
To e s t a b l i s h  t h e  e x i s t e n c e  o f  t he  i n v e r s e ,  cons ide r  
[I - @PI-’ e x i s t s  i f  and an a r b i t r a r y  s t o c h a s t i c  m a t r i x  P, 
on ly  i f  d e t [ I  - BPI # 0 ,  o r  de t [XI  - P] # 0 where 
A = -  ' B # 0, However, f o r  a s t o c h a s t i c  m a t r i x  P a l l  B '  
e i g e n v a l u e s  are o f  magnitude e q u a l  t o  o r  less t h a n  one. 
Thus, de t [XI  - P] = 0 o n l y  i f  X - < 1, b u t  0 - < B < 1 implies 
A > P, T h e r e f o r e ,  det[XI - P] f 0 ,  o r  e q u i v a l e n t l y  
d e t [ I  - BP]"' f 0 ,  and. the  i n v e r s e  e x i s t s .  
Another  u s e f u l  r e s u l t  fo l lows  immediately.  For a 
fixed. p o l i c y  ueU t h e  c o s t  V(u )  is a cont inuous  f u n c t i o n  o f  
8.  Consider  
It is  a p p a r e n t  t h a t  t he  elements  of  t h e  i n v e r s e  a re  r a t i o n a l  
f u n c t i o n s  o f  f3 w i t h  no s i n g u l a r i t i e s  f o r  0 2 f3 < 1. Thus,  
v ( i ,  U )  is a cont inuous  f u n c t i o n  of  B. 
Howard's p o l i c y  i t e r a t i o n  i s  a two-step i t e r a t i v e  
p r o c e s s  as follows: 
(1) f o r  a g i v e n  s t a t i o n a r y  p o l i c y  UCVU de te rmine  
and go t o  s t e p  2 w i t h  V = V ( u ) ;  
( 2 )  f o r  the  c o s t  f u n c t i o n  V = (vl, v2, ..-, v . I T  select  
3 
i USU such  t h a t  u( x ) s A  minimizes 
and r e p e a t  s t ep  1. 
T h e  p r o c e s s  is t e rmina ted  when s t e p  2 y i e l d s  no 
f u r t h e r  improvement. The r e s u l t i n g  u is the  o p t i m a l  
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s t a t i o n a r y  p o l i c y  by Theorem 4 f o r  a f i n i t e  c o n t r o l  s e t  A .  
T h e  l a s t  V generated.  by the  p r o c e s s  i s  the t o t a l  expected 
cost v e c t o r  f o r  the op t ima l  p o l i c y  u. The p o l i c y  i t e r a t i o n  
procedure  can be s t a r t e d .  a t  e i ther  s t e p  1 o r  s t e p  2. 
there is  no convenient  p o l i c y  t o  assume f o r  i n i t i a t i n g  the  
p r o c e s s ,  t h a t  i s ,  i f  t h e r e  is no p o l i c y  suspected. t o  be nea r  
the optimum, t h e n  it is a t t r a c t i v e  t o  l e t  V = 0 i n i t i a l l y .  
If 
T h i s  r e s u l t s  i n  the first p o l i c y  i t e r a t i o n  improving upon 
the s t a g e  cost--a r easonab le  procedure i f  no a d d i t i o n a l  
knowledge is a v a i l a b l e  about  the optimum. 
2.6 Direct Dynamic Proqramminq 
An a l t e r n a t i v e  t o  cons ide r ing  the i n f i n i t e  d u r a t i o n  
p rocess  w i t h  a s t a t i o n a r y  c o n t r o l  j u s t  solved by p o l i c y  
i t e r a t i o n  is t o  examine a f i n i t e  d u r a t i o n  process .  An 
op t ima l  c o n t r o l  sequence which minimizes the  expected c o s t  
o v e r  n t i m e  p e r i o d s  is  sought.  The convent iona l  dynamic 
programming f u n c t i o n a l  equa t ion  r e s u l t s ,  and t a k i n g  the  
l i m i t  as n -+ 03 t he  same c o n t r o l  i s  ob ta ined  a s  by p l i c y  
i t e r a t i o n .  Cons ider ,  
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(2.11) 
i where 0 - < ~ - ~ ( i )  = @ (  x) - < M is  an a r b i t r a r y  t e r m i n a l  c o s t ,  
i = 1 , . . . , J. A s  b e f o r e ,  t h e  s e t  of  c o s t  f u n c t i o n s  
{ V o ( i ) ,  v 1 ( i ) ,  ..., v n ( i ) ]  i s  bounded. f o r  a l l  i = 1, ..., J 
s i n c e  
i where N = max A (  x , a ) .  
i , a c A  
L e t  v-l(lx) = M / l - B  f o r  i = 1 , . e e ,  J; f o r  t h i s  t e r m i n a l  
cost v ( i )  d.ecreases monotonical ly .  To show t h i s  , observe  . 
t ha t  
n 
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Now assume 
v,(i) - < vn - ,(i) f o r  a l l  i, 
v (i) = min Ai(u) + fl C p i j ( u )  v n ( j )  
U 1 j n+l  
Thus v,+,(i) 5 v n ( i ) ,  and v n ( i )  is s e e n  t o  decrease 
monotonical ly .  
... is monotonica l ly  d e c r e a s i n g  and bounded below by z e r o ,  
it has  a l i m i t  a s  n +=- 00, say,  v ( i ) ,  Taking t h i s  l i m i t  i n  
(2,111 
Again,  s i n c e  the  sequence {v (i) , v , ( i ) ,  0 
(2.12) 
Thus, (2 .12)  d e f i n e s  t he  expected c o s t  f u n c t i o n  € o r  an  
optimal p o l i c y  o v e r  a n  i n f i n i t e  d u r a t i o n .  Furthermore,  it 
can be e s t a b l i s h e d  t h a t  t he  s o l u t i o n  t o  t he  e q u a t i o n  is 
unique.  Assume t o  t h e  c o n t r a r y  t h a t  two s o l u t i o n s ,  v ( i )  
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and y ( i )  ex is t  w i t h  a s s o c i a t e d  c o n t r o l  f u n c t i o n s  u and s ,  
Then 
S u b t r a c t i n g  y i e l d s  , 
By s u c c e s s i v e  s u b s t i t u t i o n ,  
Taking the  l i m i t  as  n + 03, 
y ( i )  - v ( i )  < 0 for a l l  i. - 
By a symmetr ical  argument ,  
Thus , 
y ( i )  = v ( i ) ,  
and the  s o l u t i o n  V = ( v ( l ) ,  . . * ,  v ( J ) I T  t o  ( 2 . 1 2 )  is  s e e n  t o  
be unique.  A l s o ,  by l e t t i n g  n +- a the  c o n t r o l  which r e s u l t s  
from dynamic programming is optimal f o r  the o r i g i n a l  c o s t  
f u n c t i o n  ( 2 . 3  1 , s i n c e  
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There ex is t s  - no gcU s u c h  t h a t ,  
It is s e e n  t h a t  the s o l u t i o n  t o  (2.12) is the  same as the 
s o l u t i o n  o f  Howard * s  p o l i c y  i t e r a t i o n  procedure.  Thus, t h e  
s o l u t i o n  o f  t he  dynamic programming i t e r a t i v e  e q u a t i o n  
as n 03 y i e l d s  the  same c o s t  f u n c t i o n  as  does  p o l i c y  
i t e r a t i o n .  I t  is  a l s o  a p p a r e n t  t h a t ,  i f  t h e  l i m i t i n g  
c o n t r o l  f u n c t i o n  r e s u l t i n g  from dynamic programming is used 
as a s t a t i o n a r y  p o l i c y ,  t hen  t h i s  pDlicy is the same as t h e  
one r e s u l t i n g  from p o l i c y  i t e r a t i o n .  
One impor t an t  q u e s t i o n  s t i l l  remains unanswered. 
What is  the  ra te  o f  convergence o f  the dynamic programming 
s o l u t i o n  t o  the s t a t i o n a r y  optimum? A s  b e f o r e ,  the  sequence 
d.ecreases  mono t o n i c a l l y  t o  v ( i 1, where 
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L e t ,  
0 
t h e n ,  
T h e  maximum d e v i a t i o n  o f  V f r o m  V t h u s  d e c r e a s e s  a t  n 
a r a t e  of a t  l e a s t  PI Pract ical  expe r i ence  (Beckman, 1968) 
shows t h a t  t h i s  e s t i m a t e  o f  the  r a t e  o f  improvement is q u i t e  
close. It is s e e n  t h a t  f o r  P l ess  than  a b o u t  .7 the  ra te  of  
convergence is  ve ry  r ap id .  
The  maximum e r r o r ,  E: is ,  of c o u r s e ,  impDssible t o  n '  
o b t a i n  d u r i n g  t h e  dynamic progranming a l g o r i t h m  s i n c e  the 
f i n a l  cost  V is  unknown. 
found. 
A bound on cn can however be 
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However  I 
+ ... 
+ 'n+2 n n+l  € = 6  
or 
Thus t h e  e r r o r  cn is  bound.ed. by the o b s e r v a b l e  stage d i f f e r -  
ence, The d.ynamic programming a l g o r i t h m  can be t e r m i -  
nated. when b n  gets s u f f i c i e n t l y  s m a l l ,  
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2.7 Howard's Po l i cy  I t e r a t i o n  f o r  B = 1 
T h e  c o n t r o l  o f  f i n i t e  Markov cha ins  w i t h  B = 1 
( i r e r l  no d i s c o u n t i n g )  is  somewhat more d i f f i c u l t  t o  examine 
t h a n  the d.iscounted. c o s t  cha ins .  It is convenient  t o  assume 
n o t  o n l y  a f i n i t e  s e t  o f  s t a t i o n a r y  c o n t r o l  l a w s ,  b u t  a l s o  
t o  res t r ic t  A such  t h a t  f o r  any USU the  r e s u l t i n g  Markov 
c h a i n  is ergodic. Before  d .e f in ing  what o p t i m a l  c o n t r o l  
means f o r  the undlscounted. c o s t s ,  the  b e h a v i o r  o f  the c o s t  
f u n c t i o n  is examined . 
L e t ,  
(2.15) 
be t h e  und.iscounted. expected. c o s t  f u n c t i o n  f o r  t h e  
s t a t i o n a r y  p o l i c y ,  u ,  appl ied .  t o  n s t a g e s .  Then ,  as b e f o r e ,  
w i t h  
v ( i)  = 0, -1 
or 
(2.16) 
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I n  m a t r i x  form 
vn(u) = L(u) + P(u) vn - ,(u) 
= L(u) + P(u) L ( u )  + ... + Pn(u) L ( u )  (2.17) 
By Theorem 1, 
where Qn(u) -+ 0 as n + a, g e o m e t r i c a l l y  fas t .  
Consid.er , 
n 
C Pm(u)  L(u), i f  t h e  l i m i t  e x i s t s ,  a i m  n-’Vn(u) = a i m  n -1 
IG- r l+~ m=O 
However, 
a i m  n-l c Q,(U) ~ ( u )  = o s i n c e  Rim Q,(U) = 0.  
n+= n3co 
Thus, 
a i m  n- l  vn(u) = [p~(u)ll 
and f o r  l a r g e  n ,  
vn(n) 2: n[p~(u)Il + c o n s t a n t  
(2 .18 )  
The s c a l a r  g(u) = pL(p) is the s t a t i o n a r y  average 
c o s t  o f  t h e  p o l i c y  u ,  and t h e  v e c t o r  W(u) is  ca l l ed .  the  
p o t e n t i a l  of the  p o l i c y ,  Also, 
can be def ined .  as ,  
n 
W,(U) = C Q,(u) L 
m=O 
so t h a t  
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n-s tage  p o t e n t i a l  Wn(u) 
(2,191 
(2.20) 
Thus, 
and. s u b s t i t u t i n g  c2.17) i n t o  (2 .20)  , 
n g ( u ) l  + w,(u) = L ( U )  + P ( U )  [ ( n - l ) g ( u ) l  + W, - l ( u ) ] ,  
or 
W,(U) f g ( u ) l  = L ( u )  + P ( u )  wn - l ( u ) ,  
w i t h  W-,(u) = 0. 
I n  the l i m i t  as n + Q), 
rn 
A s t a t i o n a r y  p o l i c y  u*cU is  sa id .  t o  be o p t i m a l  i f  
A - - a t  i s ,  ,he o p t i m a l  p o l i c y  f o r  @ = 1 is t h e  one which 
a c c r u e s  the  l e a s t  average  c o s t .  
The q u e s t i o n  a r i ses ,  does (2 .21)  de te rmine  g ( u )  and 
W(u) un ique ly?  To answer t h i s ,  c o n s i d e r  two s o l u t i o n s ,  W , g  
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and. Y , a  f o r  the  same p o l i c y  u. Equat ion  (2 .21)  immediately 
y i e l d s ,  
W-Y + (g-all  = P(u)[w-Y] 
or 
z = P(U)Z + c 
where 
C = (a -g l l ,  Z = W-Y. 
Thus, 
z = nC + p ( u l n z  
-+ nC + 1 p Z  as n a. 
However, the e lements  of  2 are  bounded. as n + a, t h u s  C G 0 
and. g = a. T h e r e f o r e ,  t he  s t a t i o n a r y  average c o s t  is  
d.etermined. un ique ly  by (2 .21) .  Now, w i t h  C E 0 ,  i n  the 
l i m i t  as n -+ 03, 
J 
2 = 11-12, C p j  = 1 w i t h  1-1 > 0. 
j=1 j 
The o n l y  s o l u t i o n  t o  t h i s  e q u a t i o n  is 
= c o n s t a n t ,  'i 
T h e r e f o r e ,  the p o t e n t i a l ,  W(u) ,  f o r  a g i v e n  p o l i c y ,  ucU, is 
determined, up  t o  an  ad.d.i t ive c o n s t a n t  by (2,211. 
Howard's p o l i c y  i t e r a t i o n  f o r  undiscounted. c o s t  may 
now be s p e c i f i e d  as fo l lows :  
1, For  a g i v e n  s t a t i o n a r y  p o l i c y ,  ueU, de te rmine  g ( u )  
and, W(u) from 
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W(u) + g ( u ) l  = L ( u )  + P ( u )  w(u) 
and. go t o  s t e p  ( 2 )  w i t h  W = W(u). 
2, For the p o t e n t i a l  f u n c t i o n ,  W ,  se lect  u such  t h a t  
i u( x) minimizes 
and r e p e a t  s t e p  (11, 
Again,  t h e  p rocess  is  terminated.  when there is no f u r t h e r  
improvement i n  g ( u ) ,  o r  e q u i v a l e n t l y  when the p o l i c y  u 
ceases  t o  change i n  s t e p  2. To show tha t  t h e  p o l i c y  i t e r a -  
t i o n  indeed. y i e l d s  an optimum s t a t i o n a r y  p o l i c y ,  cons ide r  
any p o l i c y  UCU, t h e n  
A new p o l i c y ,  6 s U  is  generated.  by minimizing the r i g h t  hand. 
sid.e o f  (2 .22) .  I t  is appa ren t  t h a t  t h e  a d d i t i v e  c o n s t a n t  
i n  W as determined. i n  ( 2 . 2 2 )  d.oes n o t  affect  6. Now, 
where 
and. > a p p l i e s  f o r  some i. 
Thus I 
37 
R e c a l l i n g  t h a t  f o r  the  s t a t i o n a r y  p r o b a b i l i t y  d . i s t r i b u t i o n ,  
fis a s s o c i a t e d .  w i t h  6, 
J 
c 0, Pij'G) = s j  
k=l 
and. m u l t i p l y i n g ,  (2.23) by pi and. summing y ie ld . s ,  
o r  
* 
T h e r e f o r e ,  g ( 6 )  < g ( u )  and the  p o l i c y ,  u ,  generated.  by 
p o l i c y  i t e r a t i o n  is  s u p e r i o r  t o  u ,  the  p o l i c y  which 
preceded it, Since  there  a r e  only  a f i n i t e  number o f  
policies e v e n t u a l l y  there  occur s  a p o l i c y  which can no t  be 
improved. upon i n  s t e p  ( 2 ) .  T h i s  p o l i c y  is  the  op t ima l  
p o l i c y ,  
2.8 The Optimal Cont ro l  as  @ + 1 
The q u e s t i o n  a r i s e s  whether the op t ima l  c o n t r o l  f o r  
f3 C 1 b u t  s u f f i c i e n t l y  c l o s e  t o  one  is the  same as t h e  
c o n t r o l  f o r  f3 = 1, The answer rests i n  t h e  c o n t i n u i t y  o f  
the  c o s t  s u r f a c e s  w i t h  r e s p e c t  t o  f3; however, the  mathe- 
matical s t r u c t u r e  necessary  t o  examine the q u e s t i o n  is  
e x t e n s i v e  so the  r e s u l t  is s t a t e d .  The c o n t r o l  i s  indeed  
t h e  s a m e  f o r  @ = 1 and f3 < 1 b u t  c l o s e  t o  one, That  i s ,  t h e  
op t ima l  c o n t r o l  de r ived  under  t h e  d iscounted  expected c o s t  
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c r i t e r i a  f o r  @ close t o  one is  the  same as t h e  c o n t r o l  
der ived .  under  t h e  s t a t i o n a r y  average c o s t  c r i t e r i a  f o r  
fl = 1. T h i s  r e s u l t  w a s  o b t a i n e d  by B l a c k w e l l  (1962)  and 
la te r  cons ide red  more e x t e n s i v e l y  by M i l l e r  and V e i n o t t  
(19691, Thus t h e  undiscounted problem can be so lved  by 
s o l v i n g  the  d i scoun ted  problem f o r  @ s u f f i c i e n t l y  c l o s e  t o  
one. T h i s  r e s u l t  is  s ta ted.  f o r  completeness.  I n  t he  
remaining three c h a p t e r s  on ly  d i scoun ted  problems are 
cons i d  ered.. 
CHAPTER 3 
A NUMERICAL ALGORITHM FOR OPTIMAL CONTROL 
3.1 I n t r o d u c t i o n  
I n  Chapter 2 t he  characterist ics of the  expected. 
c o s t  f u n c t i o n  w e r e  examined., and. two method.s, Howard.1s 
p o l i c y  i t e r a t i o n  and. dynamic programming, w e r e  d.eveloped. f o r  
o b t a i n i n g  the o p t i m a l  c o n t r o l  o f  f i n i t e  Markov cha ins .  I n  
t h i s  chapter s t o c h a s t i c  systems whose s t a t e  space is  d.efined 
on the  continuum are  considered..  However, r a t h e r  t h a n  view 
0 
t h e s e  systems r i g o r o u s l y  as i n f i n i t e  s t a t e  d . i f f u s i o n  
processes, they  w i l l  be considered.  as f i n i t e  Markov c h a i n s  
w i t h  a la rge  b u t  f i n i t e  d i sc re t e  s t a t e  space. A numerical  
a l g o r i t h m  which employs a quad . r a t i c  approximat ion  t o  the 
expected. c o s t  f u n c t i o n  f o r  a p a r t i t i o n e d .  s t a t e  space w i l l  be 
d.eveloped.. 
3.2 System D e s c r i p t i o n  
The systems t o  be s tud ied .  are de f ined .  by a set  of  
d i f f e r e n c e  e q u a t i o n s  
c a l l e d .  the  p l a n t  e q u a t i o n ,  where 
k = t i m e  parameter  
x = n-dimensional s t a t e  vector  
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a = q-dimensional c o n t r o l  vector  
5 = n-d.imensiona1 rand,om vec tor ,  p l a n t  . n o i s e  
f = n-d.imensiona1 v e c t o r  f u n c t i o n .  
is restricted. t o  T xn The s t a t e  x = (xl ,  x2, ..., 
n l  the s t a t e  space X = (xlxmin < x < xmax i = 1, . . . , i -  i -  i’ 
and. any t r a n s i t i o n  o u t  o f  t h i s  r e g i o n  und.er (3.1) is  n o t  
T consid.ered., T h e  c o n t r o l  a = (al, ..., a ) is  restr ic ted 
q 
t o  the c o n t r o l  space A.  The rand.om v a r i a b l e  5 ,  c a l l e d .  the  
p l a n t  n o i s e ,  has a known p r o b a b i l i t y  d . ens i ty  f u n c t i o n ,  
P p  , which is  t i m e  i n v a r i a n t ,  and  5 is independent  from 
one  t i m e  i n s t a n t  t o  ano the r .  I f  it is d e s i r e d .  t o  model a 
0 
system w i t h  c o r r e l a t i o n  between p l a n t  n o i s e  from one t i m e  
i n s t a n t  t o  the  n e x t ,  it is  possible t o  d e f i n e  a d d i t i o n a l  
s t a t e  v a r i a b l e s  and. new rand.om v a r i a b l e s  f o r  which the  p l a n t  
n o i s e  is  independent  (Meier, 1966). Also, w i t h  no l o s s  o f  
g e n e r a l i t y  5 is  cons idered  t o  have zero mean. 
S t o c h a s t i c  c o n t r o l  sys tems w i t h  cont inuous  s t a t e  
space can be considered. ,  as a n  approximat ion ,  t o  be f i n i t e  
Markov c h a i n s  by e s t a b l i s h i n g  a g r i d  o n  t h e  s t a t e  s p a c e  X, 
The g r i d  p o i n t s  are  s t a t e s  of the  f i n i t e  Markov c h a i n  and 
the t r a n s i t i o n  p r o b a b i l i t i e s ,  p i j ,  d e f i n i n g  t h e  c h a i n  under  
a s t a t i o n a r y  c o n t r o l  l a w ,  are  o b t a i n e d  by d.etermining t h e  
p r o b a b i l i t y  o f  a s t a t e  t r a n s i t i o n  from x on the g r i d  t o  a 
hypercube abou t  j x  on  the  g r i d ,  
c o n s i d e r  t he  second o r d e r  sys tem i n  F i g u r e  3.1. The 
i 
To be t te r  i l l u s t r a t e  t h i s ,  
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t r a n s i t i o n  p r o b a b i l i t y  pij (a) und.er c o n t r o l  a is d.efined. 
as 
jx + -Ax 1 - f l (  i x , a )  1 2 1  
i f 2 (  x , a )  Jx2 + -Ax 1 2 2 -  
j - -Ax 1 - f 2 (  i x , a )  
x2 2 2 
The s t a g e " c o s t  a t  t i m e  k is  d.efined.,  as before, 
The  t o t a l  expected c o s t  f u n c t i o n  i s ,  as  i n  Chapter  2 ,  f o r  a 
s t a t i o n a r y  c o n t r o l  l a w ,  u ,  
Again t he  c o n t r o l  law u w i t h  u x ( k )  €A is  sough t  which 
minimizes v ( x )  f o r  a l l  X C X ,  o r ,  for the  f i n i t e  Markov c h a i n  
I 1  
r e p r e s e n t a t i o n ,  a l l  x which are  g r i d  p i n t s .  
As b e f o r e ,  
3 . 3  S o l u t i o n  by H o w a r d ' s  P o l i c y  I t e r a t i o n  
To f i n d  t h e  o p t i m a l  c o n t r o l  v i a  p l i c y  i t e r a t i o n  it 
is f i r s t  necessa ry  t o  model t he  system a s  a f i n i t e  Markov 
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chain.  A grid. must be e s t a b l i s h e d .  which  is s u f f i c i e n t l y  
f i n e  t o  approximate t h e  b e h a v i o r  of  the  system d.efined. o n  
the continuum. Div id ing  each c o o r d i n a t e  x i n t o  Ni e q u a l  
increments  Ax wid.e accomplishes  t h i s  f o r  Ax s m a l l  enough, i i 
i 
i xmax - xmin 
Ni - Axi , i = 1, ..., n ,  i - 
n 
and. d . e f ines  J = IT N .  grid. p i n t s ,  
i=l 1 
Now t o  o b t a i n  t r a n s i t i o n  p r o b a b i l i t i e s  pi ( u )  und.er 
the s t a t i o n a r y  c o n t r o l  u it w i l l  be n e c e s s a r y  t o  perform the  
i n t e g r a t i o n  i n  ( 3 . 0 2 )  J t i m e s .  Then h a v i n g  obta ined .  the  2 
J x J t r a n s i t i o n  m a t r i x  
P ( u )  = CPij(U)1, 
s t e p  one  of  t h e  p o l i c y  i t e r a t i o n  p rocedure  ( S e c t i o n  2.5) 
r e q u i r e s  i n v e r t i n g  
a l s o ,  a J x J matr ix .  I n  the  minimiza t ion  i n  s t e p  two, it 
w i l l  a g a i n  be necessa ry  t o  e v a l u a t e  ( 3 - 2 )  J t i m e s  f o r  each 2 
c o n t r o l  l 'aw consid.ered., The number of  c o n t r o l  l a w s  con- 
s i d e r e d .  w i l l  depend. on t he  numer ica l  min imiza t ion  t echn ique  
used., b u t  it is  e v i d e n t  t h a t  t h i s  number could. be la rge  even 
f o r  l i m i t e d .  c o n t r o l  spaces .  To see t h e  p r o d i g i o u s  l a b o r  
necessa ry  t o  employ Howard.'s p o l i c y  i t e r a t i o n  f o r  systems 
w i t h  cont inuous  s t a t e  s p a c e ,  c o n s i d e r  a second. ord.er example 
w i t h  
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x =  C I F X 1  - < 100,  1 - < x2 < 1001 
4 and. l e t  Axl = Ax2 = 1, 
Thus P has  lo8  elements  as d.oes [I - @ P I .  
evid.ent t h a t  w h i l e  Howard.'s p o l i c y  i t e r a t i o n  is a v a l u a b l e  
t echn ique  f o r  f i n d i n g  the  op t ima l  c o n t r o l  o f  f i n i t e  Markov 
c h a i n s  w i t h  very f e w  s t a t e s  and. a u s e f u l  t h e o r e t i c a l  tool, 
it is i m p r a c t i c a l  t o  employ it on the systems def ined.  i n  
th is  c h a p t e r ,  
t o  s t o r e  100 m i l l i o n  t r a n s i t i o n  p r o b a b i l i t i e s  i n  computer 
s t o r a g e  and. i n v e r t  a lo4 x lo4 m a t r i x  t o  achieve  on ly  s t e p  
one  of t h e  first i t e r a t i o n  of  Howard.rs method--clearly an  
overwhelming computat ional  t a sk .  On t h e  o t h e r  hand, it w i l l  
Then N1 = N2 = 100,  and. 5 = 10 . 
Already it is  
I t  would. be necessary  i n  the p r e s e n t  example 
be shown i n  t h e  nex t  s e c t i o n  t h a t  d.ynamic programming a s  
d.eveloped. i n  S e c t i o n  2.6 o f f e r s  a more p a l a t a b l e  numerical  
t echnique .  
3.4 S o l u t i o n  by Dynamic Programming 
To employ dynamic programming, as b e f o r e ,  a N - s t a g e  
minimum expected. c o s t  f u n c t i o n  is d.efined., 
o r  
(3.4) 
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w i t h  v(x,O) = 0, Again a g r id .  is imposed. on  the  s t a t e  space 
w i t h  Ni i nc remen t s  a l o n g  the x a x i s  and. J = TT Ni t o t a l  i 
gr id .  p o i n t s .  It  would. now be possible t o  employ (3 .2)  t o  
n 
i=l 
d e f i n e  t h e  J x J t r a n s i t i o n  matrix P and. ( 3 . 3 )  would. become, 
as i n  the l a s t  c h a p t e r ,  
for  a l l  the  g r i d .  p o i n t s .  However, t o  avoid. the  d i f f i c u l t y  
of o b t a i n i n g  P ,  a more convenient  approximation is t o  
q u a n t i f y  the n o i s e  i n  a manner s i m i l a r  t o  imposing a g r id .  on 
the s t a t e  space. That  is, the  p r o b a b i l i t y  d .ens i ty  f u n c t i o n  
p ( 5 )  is approximated. by imposing a g r i d  on t h e  d.omain o f  p 
and. a t t a c h i n g  a p r o b a b i l i t y  t o  each  grid. p o i n t .  Then the 
n o i s e  is  d.escribed. by the se t  o f  n o i s e  v a l u e s  { 5 ,  i=l, . , 
5 5 
i 
i 
N 1 and. the  a s s o c i a t e d .  p r o b a b i l i t i e s ,  { p (  5 1 ,  i=l, . . , NC 3. 5 
Now e q u a t i o n  (3 .4  1 becomes, 
i v( x,O) = 0 f o r  i = 1, 2 ,  ..., J, Equat ions  (3.1) and (3 .5)  
d .escr ibe  the dynamic programming numer ica l  a l g o r i t h m  f o r  t h e  
s o l u t i o n  o f  the s tochas t i c  c o n t r o l  problem w i t h  d. iscounted 
cost, While the dynamic programming f u n c t i o n a l  e q u a t i o n  
( 3 - 5 )  o f fe rs  a solution t o  a w i d e  r ange  o f  problems 
a n a l y t i c a l l y ,  t h e  computa t iona l  r equ i r emen t s  o f  high-speed 
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computer memory and. computing t i m e  can become e x c e s s i v e  
except f o r  simple problems. The memory r equ i r emen t s  a r e  the  
same as f o r  d . e t e r m i n i s t i c  problems w h i l e  the computation 
t i m e  is more severe. To bet ter  o b s e r v e  these d . i f f i c u l t i e s  
and. t o  see t h a t  Bel lman's  "cu r se  of  d . imens iona l i ty"  n o t  o n l y  
affects  memory requi rements  b u t  a l s o  computing t i m e  i n  the 
s t o c h a . s t i c  c o n t r o l  problem a more d .e ta i led .  examinat ion of 
t h e  a l g o r i t h m  is  i n  ord.er. 
S ince  it w a s  shown i n  the p r e v i o u s  c h a p t e r  t h a t  
a i m  v(~x,N) = v ( ~ x )  there is no n e c e s s i t y  t o  s t o r e  a l l  the  
n* 
cost  f u n c t i o n s  and. c o n t r o l  f u n c t i o n s  genera ted .  a s  ( 3 . 5 )  is  
solved.. Only the l a s t  c o s t  f u n c t i o n  and. the  p r e s e n t  c o s t  
f u n c t i o n ,  and c o n t r o l  f u n c t i o n  t h a t  is b e i n g  generated. ,  need. 
be stored. .  Thus,  3 . 5  = 3 rr Ni memory l o c a t i o n s  are  
r equ i r ed .  t o  s t o r e  t he  in fo rma t ion  v i t a l  t o  the i t e r a t i o n  o f  
n 
i=l 
(3.4). F u r t h e r ,  f o r  economy i n  computat ion t i m e ,  these 
v a l u e s  should.  be s to red .  i n  high-speed. memory (Larson ,  1968) 
which f o r  most computers is l i m i t e d .  t o  abou t  lo5 words. 
Thus f o r  the second. o r d e r  example o f  S e c t i o n  3 . 3  it would. 
be n e c e s s a r y  t o  have a v a i l a b l e  3- lo4 high-speed. memory 
l o c a t i o n s .  For a three d.imensiona1 s t a t e  s p a c e  w i t h  
Ni = 100,  i = 1, 2 ,  3 ,  3-10 
n e c e s s a r y ,  overwhelming the  c a p a c i t y  of  n e a r l y  any computer, 
T h i s  I tcurse  of  d i m e n s i o n a l i t y "  is a s e v e r e  l i m i t a t i o n  t o  the 
problems s o l v a b l e  by dynamic programming, A first  o r d e r  
problem is shown i n  F igu re  3.2,  To e v a l u a t e  v (  x , k )  w i t h  
6 s t o r a g e  l o c a t i o n s  would. be 
i 
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F i g u r e  3.2 The d.ynamic programming numerical  a lgo r i thm f o r  
f irst  o r d e r  problem. 
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i the c o n t r o l  u ( x )  appl ied . ,  it is  necessa ry  t o  e v a l u a t e  k 
V (  $+1 , k + l )  by i n t e r p o l a t i o n  of the s to red .  c o s t  f u n c t i o n  a t  
t i m e  k+l  N t i m e s  where N is the number o f  d . i s c r e t e  n o i s e  
levels used. t o  approximate the p r o b a b i l i t y  d .ensi ty  f u n c t i o n  
5 5 
For a second. ord.er  p l a n t  w i t h  
and. 5, ind.epend.ent o f  c,, b o t h  5 ,  and. c 2  could. be 
q u a n t i f i e d .  s e p a r a t e l y  i n t o  s a y  M and M2 levels.  Thus,  
n 
i=l 
N and. i n  g e n e r a l  f o r  a nth ord.er  p l a n t  N 
and. the  c o s t  f u n c t i o n  must be eva lua ted .  J IT M. t i m e s  f o r  
each i t e r a t i o n  of  ( 3 . 4 ) .  Consid.er each n o i s e  e lement  
1 
l-r M i ,  5 =  = M M n 
i=l 
5 1 2  
1 
q u a n t i f i e d .  i n t o ,  s a y ,  f i v e  leve ls  where each s t a t e  is  
per turbed .  by n o i s e .  The  number o f  c o s t  f u n c t i o n  e v a l u a t i o n s  
necessa ry  f o r  the s t o c h a s t i c  problem as opposed. t o  the 
d . e t e r m i n i s t i c  problem (Prob[S=O]=l) i n c r e a s e s  by a f a c t o r  o f  
f i v e  f o r  each i n c r e a s e  i n  d . imensional i ty .  Thus t he  “ c u r s e  
of  d i m e n s i o n a l i t y ”  affects  t h e  computat ion t i m e  o f  the  
s tochas t ic  problem w i t h  r e s p e c t  t o  t he  q u a n t i z a t i o n  o f  the  
no i se .  I t  is the main purpose o f  t h i s  work t o  d.evelop a n  
a l g o r i t h m  w h i c h  a l l e v i a t e s  t he  high-speed memory requi rement  
and. l o n g  computa t iona l  t i m e  i n t r i n s i c  t o  a s t r a i g h t f o r w a r d .  
a p p l i c a t i o n  of d.ynamic programming t o  t h e  s t o c h a s t i c  c o n t r o l  
problem, T h e  n e x t  s e c t i o n  beg ins  t h e  d.evelopment o f  t h i s  
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a l g o r i t h m ,  A f low d.iagram o f  t h e  d.ynamic programming 
a l g o r i t h m  is contained.  i n  Append.ix 3. 
3.5 Dy namic Proqramminq w i t h  a P a r t i t i o n e d .  
S t a t e  Space 
The problem o f  e x c e s s i v e  high-speed. s t o r a g e  which is 
a t t end .an t  t o  t he  dynamic programming a l g o r i t h m  w a s  a t tacked .  
w i t h  cons id . e rab le  s u c c e s s  by Larson  (1964, 1968) f o r  the 
case of  a d . e t e r m i n i s t i c  p l a n t  and. cont inuous  t i m e ,  i .e . ,  
*(t) = f ( x 0  , u W  , t ]  , 
L a r s o n ' s  method, c a l l e d  s t a t e  increment  dynamic programming, 
took spec i f ic  advantage  o f  t i m e  be ing  d e f i n e d  on  the 
continuum. T h i s  r e s t r i c t i o n  and the  d e t e r m i n i s t i c  n a t u r e  o f  
his p l a n t  e q u a t i o n  t h w a r t  a d i r e c t  a p p l i c a t i o n  o f  h i s  tech- 
n ique  t o  the d i s c r e t e  t i m e  s t o c h a s t i c  problem under  s t u d y ,  
However, a basic  concept  of  L a r s o n ' s  method w i l l  be employed 
f o r  t he  problem a t  hand. S t a t e  space w i l l  be p a r t i t i o n e d  
i n t o  blocks, and these b locks  w i l l  be treated i n d i v i d u a l l y  
i n  c a l c u l a t i n g  the op t ima l  c o n t r o l  and c o s t  f u n c t i o n .  The 
expected c o s t  f u n c t i o n ,  v ( x ) ,  o v e r  each o f  these b locks  w i l l  
be approximated by a q u a d r a t i c  s u r f a c e .  The effect  o f  t h i s  
p a r t i t i o n  and the  q u a d r a t i c  s u r f a c e s  is  t o  s u b s t a n t i a l l y  
reduce  the  amount o f  high-speed memory necessa ry  and a l s o  t o  
reduce  the  computation t i m e .  The p r i c e  pa id  f o r  these 
advantages  is  a more approximate c o n t r o l  l a w  t h a n  t h a t  
ach ieved  by conven t iona l  dynamic programming., However, the  
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classes o f  sys tems examined. w i l l  .be res t r ic ted.  such  t h a t  
t h i s  loss of  accuracy  is n o t  s u b s t a n t i a l .  
To better i l l u s t r a t e  these concep t s ,  consid.er the 
second. ord.er  problem and two d.imensiona1 s t a t e  space i n  
F i g u r e  3 . 3 ,  H e r e  the  s t a t e  s p a c e  has been p a r t i t i o n e d .  i n t o  
25 blocks o f  e q u a l  dimension, There is no advantage  i n  
unequal  d imens ions ,  s o  f o r  s i m p l i c i t y  equa l  d.imension b l o c k s  
are used. f o r  the p a r t i t i o n .  The expected. c o s t  f u n c t i o n  is 
also p a r t i t i o n e d .  i n t o  t h e  s u r f a c e s  above each b lock ,  I n  the 
figure the s u r f a c e  p a r t i t i o n s  above b l o c k s  0 and. 6 are 
i l l u s t r a t e d . .  These s u r f a c e s  are  t h e n  t o  be approximated. by 
a qyadzatic f i t  which i n  t h e  two d imens iona l  case w i l l  be, 
f o r  b l o c k  A ,  
and. f o r  t h e  nth ord.er  sys tem,  
The  block s i z e  is  selected such  t h a t ,  as  i l l u s t r a t e d  
i n  Figure 3 - 4 ,  when ix is under  c o n s i d e r a t i o n  and c o n t r o l  u 
is app l i ed .  f( x , u )  l i e s  i n  the  b l o c k  c o n t a i n i n g  x o r  a n  
ad . jacent  block, T h i s  c o n d i t i o n  can be m e t  e a s i l y  enough by 
making t h e  b l o c k  s i z e  ve ry  large,  However, s i n c e  the c o s t  
f u n c t i o n  o r  s u r f a c e  o v e r  each b l o c k  is t o  be approximated. 
i i 
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h 
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i 
f (  x , u 2 )  
=L* 
f( i X , U l )  
F igure  ' 3 . 4  T r a n s i t i o n s  f r o m  the s t a t e  i ~ .  
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by a quad . r a t i c  s u r f a c e ,  it is a lso  d . e s i r a b l e  t o  have the 
blocks s m a l l  i n  s i z e .  Thus, a compromise must be reached., 
and. t h i s  compromise obv ious ly  d.epends upon t h e  problem b e i n g  
solved.. A r e f l e c t i v e  examinat ion of the system e q u a t i o n s  is 
u s u a l l y  adequate  t o  d.etermine an a p p r o p r i a t e  b lock  s i z e ,  
Consid.er f o r  example t h a t  t h e  s t a t e  space  i n  F i g u r e  
3 . 3  is xmin - 1 -  
Ax1 = Ax2 = 1. 
( i n c l u d i n g  i t s  
xmin = -25 2 
Thus, each 
bound.aries 
and. xmax = xmax = 25 and. t h a t  1 2 
b lock  would. have 100 p o i n t s  i n  it 
w i t h  10 increments  t o  a sid.e. 
The cos t  s u r f a c e  above each b l o c k  would be d e s c r i b e d  by 
6 numbers, a ,  P I S ,  and yss. Since  f o r  each  x a m e m b e r  o f  
t h e  Qth b l o c k  ( x e B k ) ,  f ( x , u )  is  r e s t r a i n e d  t o  be a m e m b e r  o f  
ei ther BQ o r  a b lock  a d j a c e n t ,  it is  possible t o  e v a l u a t e  
( 3 . 3 )  f o r  a l l  p o i n t s  i n  BA w i t h  o n l y  the p a r a m e t r i c  d e s c r i p -  
t i o n  of  Bk and i t s  a d j a c e n t  b l o c k s  i n  high-speed memory. 
Thus,  r e c a l l i n g  F i g u r e  3 . 3 ,  o n l y  9 - 6  = 54 high-speed memory 
l o c a t i o n s  a r e  necessa ry  t o  s t o r e  t he  c o s t  s u r f a c e  f o r  t h e  
p a r t i t i o n e d  s t a t e  space  a lgor i thm.  For conven t iona l  dynamic 
programming 50' = 2500 high-speed memory l o c a t i o n s  would be 
necessa ry ,  
Obviously,  even f o r  conven t iona l  dynamic programming 
it would be p o s s i b l e  t o  s t o r e  t h e  e n t i r e  c o s t  f u n c t i o n  i n  
low-speed memory ( t a p e ,  d i s c ,  o r  drum s t o r a g e ) .  However, 
t h e n  it would be necessa ry  t o  go t o  lsw-speed memory f o r  
each cost  f u n c t i o n  e v a l u a t i o n ,  T h i s  is a time-consuming 
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n n 
p rocess  which would. ' involve K* IT .N TT M a c c e s s e s  t o  low- 
speed. s t o r a g e  where K is the number o f  c o n t r o l s  evaluated.  a t  
i i i=l i=l 
each s t a t e  p o i n t .  W i t h  K = 10  the  example considered. i n  
S e c t i o n  3 . 3  would. r e q u i r e  10*1002.25 = 2.5010 6 a c c e s s e s  t o  
low-speed. memory. For t h e  p a r t i t i o n e d .  s t a t e  space  (PSS) 
a l g o r i t h m  o n l y  NB a c c e s s e s  would. have t o  be mad.e t o  low- 
speed. memory, w h e r e  NB is  the  number o f  b locks  ( 2 5  accesses  
f o r  t h e  problem i n  F igu re  3 . 2 ) .  I n  the  next  s e c t i o n  t he  PSS 
a lgo r i thm is shown t o  reduce computat ion t i m e  as w e l l  a s  
high-speed. s t o r a g e .  
T h e  c r i t e r i a  f o r  f i t t i n g  t he  q u a d r a t i c  s u r f a c e  t o  
the c o s t  f u n c t i o n  o v e r  a g iven  b lock  is  taken  t o  be un- 
weighted .  l e a s t  squa res  r e g r e s s i o n .  
e q u a t i o n  ( 3 . 6 1 ,  
For b lock  Bk r e c a l l  
- n n i  
v,(x) = a(R) + c P i ( R ) X i  + c c Yij(R)X.X 
. i=l i=l j=1 = I  
and. the  f u n c t i o n a l  t o  be minimized. i s ,  
2 
+3n+2 parameters  of  t h e  q u a d x a t i c  s u r f a c e .  2 f o r  the M = 
Thus 
a J  a J  a J  
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which y i e l d s ,  
k = l ,  n (3 .7b)  
and. 
0 
(3,7c) 
n n i  
c U%Xm + C BXi%Xm + c c YijXiXj%Xm 
x s B A  i=l i=l j=1 
= c v(x)xnxm k = l ,  ..., n; m=l, *.., k. 
Equat ion (3.6) may be summarized. i n  ma t r ix  form a s ,  
where 
and. 
2 
e * .  , xnv(x)  J T  
( 3 . 8 )  
are 1 x ' M  column v e c t o r s ,  and. S is t h e  bi x M m a t r i x  
d.escribed. by ( 3 . 8 )  such t h a t  ( 3 , 7 )  ho lds .  Thus,  t h e  column 
v e c t o r ,  Z ,  d.escrj.bing t h e  q u a d x a t i c  s u r f a c e  is 
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It is n o t  necessa ry  t o  i n v e r t  an S m a t r i x  f o r  each b lock;  
i n s t ead . ,  s i n c e  a l l  b l o c k s  have t h e  same dimensions,  S,T 
may be c a l c u l a t e d .  f o r  a b lock  wi th  stand.ard. c o o r d i n a t e s ,  and. 
v ( x )  t ransformed t o  t h i s  block.  Thus t h e  M x M m a t r i x  S 
need. be inve r t ed .  o n l y  once. F u r t h e r ,  tb.e s t o r a g e  f o r  the  
s u r f a c e  f o r  BR and. ad. jacent  b locks  is Ns = 3n*M l o c a t i o n s .  
Thus 
n = 3  + N  = 2 7 0  
S 
n = 4 3 Ns = 1 2 1 5 ,  etc.  
To see t h a t  t h e  quad . r a t i c  approximation n o t  o n l y  
red.uces high-speed. s t o r a g e  requi rements  b u t  a l s o  computat ion 
t i m e ,  r e ca l l  e q u a t i o n  (3.4), 
For t h e  n o i s e  q u a n t i f i e d .  i n t o  N v a l u e s  (3.3) becomes (3.41, 
v ( x , N )  = min 1 A(x ,u )  + B C P ( j c ) v ( f ( x , u )  + jc, N-1) * 
5 
I 5 
N 
u j=1 
T h e r e f o r e ,  i t  is necessa ry  t o  e v a l u a t e  v ( x , N - l )  N t i m e s  f o r  
each c o n t r o l  consid.ered., where N w i l l  have a tend.ency t o  
i n c r e a s e  g e o m e t r i c a l l y  wi th  t h e  dimension,  n. On the  o t h e r  
5 
5 
hand, f o r  PSS dynamic programming w i t h  f ( x , u )  l y i n g  i n  
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. b l o c k  1 and. parameters Z ( 1 )  d .e sc r ib ing  v ( x , N - l )  f o r  x c B A ,  
o r  ~ approx ima te ly ,  
v(x,N) = min 1 ( x , u )  + BE a( 
U I I 1 ( f .  1( X , U ) + C i )  
n i  
( A ) f i ( X , U ) f  . ( x , u )  
'i j 3 
v(x,N) = min A(x ,u )  + @ 1 Fa(f ( x , u )  , N - l ]  
U 1 
( 3 . 9 )  
Thus, o n l y  one  c o s t  f u n c t i o n  e v a l u a t i o n  must be mad.e f o r  
each c o n t r o l  and. the  ad.d.i t iona1 t e r m ,  
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c a l c u l a t e d .  u s i n g  known c o v a r i a n c e s ,  E[CiC 1. The c o s t  
f u n c t i o n  e v a l u a t i o n  is  o f  ; ( x , N - l )  r a t h e r  t h a n  v ( x , N - l ) ;  
however, t h e  computat ion t i m e  o f  the t w o  e v a l u a t i o n s  is  
comparable. Thus,  f o r  PSS dynamic programming t h e  comp'clta- 
t i o n a l  t ask  of  N e v a l u a t i o n s  o f  v ( x , N - l )  is  traded.  f o r  the  
computat ion of  t h e  q u a d r a t i c  s u r f a c e ,  
5 
For m o s t  problems of  dimension greater t h a n  one  it is 
c o n s i d e r a b l y  less  t i m e  consuming t o  f ind.  the  p a r a m e t r i c  
s u r f a c e  v ( x , N - l )  f o r  a b lock  t h a n  t o  e v a l u a t e  v (x ,N- l )  N 
t i m e s ,  The q u a d x a t i c  approximat ion  t o  t h e  cost  f u n c t i o n ,  
0 5 
t h e r e f o r e ,  a f f o r d s  a s i g n i f i c a n t  s a v i n g s  i n  cost  f u n c t i o n  
e v a l u a t i o n s  and. computat ion t i m e .  
3.7 PSS Algori thm 
Once the  s t a t e  s p a c e  has  been p a r t i t i o n e d . ,  t h e  PSS 
dynamic programming a l g o r i t h m  can be appl ied. .  A f low 
diagram o f  the  basic proced.ure is  contained.  i n  F i g u r e  3.5 
wh i l e  a FORTRAN program l i s t i n g  i s  t o  be found. i n  
Append.ix A,  
A p a r t i c u l a r  b l o c k  is  d.esignated. as  the o r i g i n  
b lock  ( f o r  example, b lock  0 of  F i g u r e  3 - 3 1  and. t he  c o s t  
s u r f a c e  a s s o c i a t e d .  w i t h  it is determined. by t e c h n i q u e s  t o  
be d.iscussed. i n  S e c t i o n  3.9. The o r i g i n  b l o c k  is g e n e r a l l y  
s e l e c t e d .  t o  c o n t a i n  the minimum o f  t h e  c o s t  f u n c t i o n  o v e r  
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@ 
Find cost  s u r f a c e  
for b lock  a t  t he  
o r i g i n  
Determine the  nex t  @@I 
0 
Determine alJ a d j a c e n t  
b locks  t h a t  have been 
processed and b r i n g  
i n t o  high-speed s t o r a g e  
the  parameters  describ- 
i n g  t h e i r  c o s t  s u r f a c e  
F i t  these c o s t s  w i t h  3 
a q u a d r a t i c  s u r f a c e  MODE=2 
Compute the o p t i m a l  
c o n t r o l  and c o s t  f o r  
each p o i n t  i n  t he  b lock  
b e i n g  processed  
S t o r e  t h e  c o n t r o l  and 
3 c o s t  s u r f a c e  parameters  
I n  low-speed s t o r a g e  
i -  
Jt 
Compare p r e s e n t  
b lock  c o s t  s u r f a c e  
t o  past c o s t  s u r -  
f a c e  t o  de t e rmine  
the  convergence o f  
t h e  a lgo r i thm.  I f  
t h e  maximum devia-  
t i o n  o f  the sur face :  
is  g r e a t e r  t han  GV 
s e t  Key = 2. 
F i g u r e  3.5 Flow diagram f o r  dynamic programming w i t h  
p a r t i t i o n e d  s t a t e  space ,  
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H a s  t h e  l a s t  b lock  
been p rocessed?  
No r 
MODE=2 
Process  
o r i g i n  Ll b l o c k  
Is Key=2? N o  
I I 
lyes . I 
Key=l 
- Is maximum 
i t e r a t i o n  
exceeded? 
F i g u r e  3.5--Continued 
61 
a l l  s t a t e  space, i f  possible, For  many problems it is easy  
t o  d.ef ine the o r i g i n  b l o c k  a p p r o p r i a t e l y ,  such  as the  
s tochast ic  r e g u l a t o r  problem w h e r e  the  sys tem is t o  be 
d r i v e n  t o  the  o r i g i n  o f  s t a t e  space ,  
W i t h  t he  c o s t  s u r f a c e  f o r  t he  o r i g i n  b lock  obtained. ,  
a n o t h e r  b l o c k ,  s a y  B1, is considered.  f o r  p r o c e s s i n g  (Step 
2). Both t h i s  b l o c k  and. a l l  ad . jacent  c a l c u l a t e d .  blocks a re  
b rough t  i n t o  high-speed, s t o r a g e .  The b lock  b e i n g  processed. 
must have a t  l eas t  one c a l c u l a t e d .  b lock  nex t  t o  it. T h i s  
is  n o t  a s i g n i f i c a n t  r e s t r i c t i o n  o n  the  method., a s ,  i n  
g e n e r a l ,  the  b l o c k s  are  ord.ered. i n  such  a manner t h a t  t h e y  
r a d i a t e  o u t  from the  o r i g i n  b lock  as they  a r e  consid.ered. 
(Figure 3 . 3 ) .  
T h e  optimal c o n t r o l  and. c o s t  o f  each p o i n t  xcBA is  
c a l c u l a t e d .  ( S t e p  4 )  by 
(3.10)  
where f ( x , u ) s B  wi th  Z ( m )  known, o r  B i s  the  c l o s e s t  b lock  
t o  the  p o i n t  f ( x , u )  f o r  which Z ( m )  is ca lcu la ted . .  The 
m m 
i t e r a t i o n  v a r i a b l e  N has been suppressed.  s i n c e  the b locks  
w i l l  be s t o r e d .  back i n  t h e  same l o c a t i o n  a f t e r  t h e y  a r e  
processed.,  Tha t  i s ,  t h e  s t a g e  i d e n t i t y  is  d.estroyed.. T h e  
se t  o f  c o s t s ,  [ v ( x ) l x c B A ] ,  is  t h e n  f i t t e d  ( S t e p  5 )  w i t h  a 
quad . r a t i c  s u r f a c e ,  Z ( A ) .  During the  f irst  p a s s  through s t a t e  
space  (F'IODE = 11, t h e  c o n t r o l  f o r  BR and t h e  parameters  o f  
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ad. jacent  b l o c k s  a re  t h e n  placed. i n  low-speed. s t o r a g e  (Step 
7 )  and. Step 2 is repeated.,  
A f t e r  a l l  of  s t a t e  space h a s  been consid.ered. once ,  
the a l g o r i t h m  goes i n t o  MODE = 2 ( S t e p  81, For  a l l  subse-  
q u e n t  c a l c u l a t i o n s  f ( x , u )  is a s s u r e d . o f  l y i n g  i n  a ca lcu-  
l a t e d .  b l o c k  f o r  the  e v a l u a t i o n  o f  ( 3 . 9 ) .  A l s o ,  a comparison 
of t h e  p r e s e n t  c o s t  s u r f a c e  and. t he  p rev ious  c o s t  s u r f a c e  
over the b lock  is mad.e ( S t e p  .6) t o  d.etermine the  convergence 
of the a lgor i thm.  Convergence is  guaranteed. f o r  B C 1 by 
(2.12). The p r o c e s s  is  continued. u n t i l  convergence i s  
a t t a i n e d .  o v e r  a l l  o f  s t a t e  s p a c e  o r  u n t i l  a maximum number 
of i t e r a t i o n s  is  reached.. 
3.8 Block P rocess inq  O r d e r  
Before  t h e  a l g o r i t h m  d.escribed. i n  t h e  l a s t  s e c t i o n  
may be applied., t h e  p a r t i t i o n  o f  s t a t e  space must be 
ord.ered.; i .e .  , a n  i n t e g e r  must be a s soc ia t ed .  w i t h  each b lock  
which d.etermines when it w i l l  be processed. d u r i n g  a pass  
through s t a t e  space.  The o n l y  r e s t r i c t i o n  upDn t h i s  ord.er- 
i n g  is t h a t  each b lock  be ad. jacent  t o  a b lock  p r e v i o u s l y  
processed. d.uring the c u r r e n t  p r o c e s s i n g  sequence. T h i s  
r e s t r i c t i o n  causes  the b locks  t o  tend. t o  rad.iate o u t  th rough 
s t a t e  space from the  o r i g i n  b lock  as t h e y  are  consid.ered.. 
There i s ,  however, r ea son  t o  be more s e l e c t i v e  i n  the 
ord.er ing,  Namely, it would. be i d e a l  i f  t he  o p t i m a l  c o n t r o l ,  
u ,  a t  a p ~ i n t  x always caused. f ( x , u )  t o  l i e  i n  a b lock  which 
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had. a1read.y been processed. d.uring t h a t  pass through s t a t e  
space. T h i s  could. be accomplished. i f  the op t ima l  c o n t r o l  
w e r e  a l r e a d y  known. T h e  b lock  ord .e r ing  could. be t a k e n  
o p p o s i t e  t o  the  d i r e c t i o n  [ f ( x , u ) - x ) ,  t h a t  i s ,  o p p o s i t e  t o  
the d i r e c t i o n  o f  t h e  expected. t r a n s i t i o n  from x und.er 
optimal c o n t r o l .  Obviously , i f  t he  op t ima l  c o n t r o l  w e r e  
known, t h e  problem would. be solved.; however, i n  many 
problems a l t h o u g h  the  optimal s o l u t i o n  is  n o t  known, there 
is some knowledge as t o  the  manner i n  which the  system 
should  be c o n t r o l l e d .  
T h i s  idea w a s  made exp l i c i t  by Larson w i t h  t he  
concept  o f  preferred d i r e c t i o n  o f  motion. T h e  p r e f e r r e d  
d i r e c t i o n  of  motion i s ,  b a s i c a l l y  , t he  expected d i r e c t i o n  
i n  which the t r a j e c t o r i e s  o f  the system tend  under  o p t i m a l  
c o n t r o l .  The i n f o r m a t i o n  used i n  e s t a b l i s h i n g  t h e  p r e f e r r e d  
d i r e c t i o n  is - a p r i o r i  and rests o n  an  i n t u i t i v e  f e e l i n g  f o r  
t he  sys t em ' s  behav io r .  T h e  b l o c k s  are t h e n  processed  
o p p o s i t e  t o  t h e  preferred d i r e c t i o n .  
If t h e  p r e f e r r e d  d i r e c t i o n  is n o t  known, t h e  
a l g o r i t h m  st i l l  works and w i l l  converge,  a l t h o u g h  more 
i t e r a t i o n s  over s t a t e  space  may be necessa ry ,  Thus a 
g e n e r a l  t e c h n i q u e  f o r  ord .e r ing  the b l o c k s  i n  the  absence 
of a p r e f e r r e d .  d i r e c t i o n  i s  d.esired.. T h i s  o b j e c t i v e  can be 
achieved. i n  t he  f o l l o w i n g  way, a g a i n  suggested.  by Larson. 
L e t  t h e  blocks be d e s i g n a t e d  a s  i n  F i g u r e  3 , 3  where B is  
t h e  o r i g i n  b l o c k  and  i s  def ined .  t o  have c o o r d i n a t e s  
0 
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Bo = ( O , O ) ,  The b locks  B1, B are s a i d  t o  l i e  i n  
B24 l a y e r  one ( L = l ) ,  B9, ... 
. 8  
i n  l a y e r  two, etc,  These 
blocks have coord . ina t e s ,  B1 =(O,l), B2 = (.O,-l), 
B24 = ( -2 ,Z ) .  
2-d. igi ts  modulo M = 2L + 1 f o r  the b l o c k s  i n  l a y e r  Le Take 
The ord .e r ing  is achieved. by c o u n t i n g  w i t h  - 
f o r  example l a y e r  one;  coun t ing  MOD/3 y i e l d s  00, 01, 02, 10, 
11, 12, 20,  21, 22. The d . i g i t s  MOD/3 are a s s o c i a t e d ~  w i t h  
the block c o o r d i n a t e  e lements  as follows: 
0 MOD/3 0 
1 MOD/3 =s 1 
0 
2 MOD/3 3 -1. 
Thus, the  numbers MOD/3 are  a s s o c i a t e d .  w i th  the block 
c o o r d i n a t e s  ( O , O ) ,  (O,l), (O,-l), (l,O), (l,l), (l,-l), 
(-l,O), (-l,l), (-l,-l), r e s p e c t i v e l y ,  and the block 
ord .e r ing  through the  first l a y e r  i s  achieved.. For the  
second. l a y e r  coun t ing  MOD/5 yie1d.s 00,  01, 0 2 ,  03, 04, 10, 
11, 12, 13, 14, 20, 21, 22, 23, 24, 30, 31, 32, 33, 34, 40 
41, 42., 43, 44. Again the MOD/5 d. ig i t s  are a s s o c i a t e d .  w i t h  
the  b l o c k  coord. inate  e lements  as follows: 
0 MOD/5 3 0 
' 2 MOD/5 j -1 
3 MOD/5 3 2 
4 PlOD/5 3 -2 
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Thus, t h e  sequence o f  MOD/5 numbers corresp0nd.s t o  the b l o c k  
c o o r d i n a t e s  (O,O), (O,l), (O,-l), ( 0 , 2 ) ,  (0,-2),  (l,O)# 
(l,l), q - 1 1 ,  (1,2), (1,-2), (-l,O), (-l,l), (-l,-l), 
(-1,2), (-l,-Z), (2 ,0 ) ,  (2,1)# (2,-1), (2 ,2 ) ,  (2 , -2) ,  
(-2,0), (-2,l), (-Z,-l), ( - 2 , 2 ) ,  (-2,-2). D e l e t i n g  those 
c o o r d i n a t e s  i n  l a y e r s  lower t h a n  l a y e r  two r e s u l t s  i n  the 
sequence ,  ( 0 , 2 ) ,  ( 0 , - 2 ) ,  ( 1 , 2 ) ,  (1 , -2) ,  ( -1 ,2 ) ,  ( -1,-2),  
( 2 , 0 ) ,  (2,1), (2,-1), ( 2 , 2 ) ,  (2 , -2) ,  ( - 2 , 0 ) ,  (-2,l), 
(-Z,-l), ( -2 ,2) ,  (-2,-2) w i t h  t h e  a s s o c i a t e d .  b l o c k s  
Bgl BlO, 
o u t  t h rough  an  a r b i t r a r y  number of layers  and. f o r  a n 
ord.er  system. 
w i t h  n-d . ig i t s  MOD/M. 
* .  . , BZ4. T h i s  coun t ing  p rocedure  can be c a r r i e d .  
t h  
The nth ord.er  system would. r e q u i r e  coun t ing  
3 . 9  C a l c u l a t i n g  the  O r i q i n  Block 
To i n i t i a t e  the PSS a l g o r i t h m  it is necessa ry  t o  
c a l c u l a t e  the q u a d r a t i c  c o s t  s u r f a c e  a s s o c i a t e d  w i t h  the 
o r i g i n  b lock  f o r  the f irst  pass th rough  s t a t e  space .  T h i s  
can be done e i ther  by dynamic programming u s i n g  q u a d r a t i c  
approximation o v e r  t he  o r i g i n  b lock  o r  by p o l i c y  i t e r a t i o n  
also employing quad.rat  i c  appro ximat  ion .  
Howard.'s p o l i c y  i t e r a t i o n  has a p p l i c a t i o n  i n  f ind. ing 
the c o s t  f u n c t i o n  o f  the o r i g i n  b lock  f o r  the cont inuous  
s t a t e  s p a c e  s t o c h a s t i c  c o n t r o l  problem. Again,  l e t  t he  
q u a d x a t i c  c o s t  s u r f a c e  o v e r  the o r i g i n  b l o c k  be d.escribed. by 
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Then f o r  a fixed. p o l i c y  u SU d.efined. f o r  a l l  grid. p o i n t s  i n  
the block, it is d.esired.  t h a t  
0 
_.  
(3.11) 
2 However, there are ,  i n  g e n e r a l ,  more t h a n  ( n  +3n+2)/2 p o i n t s  
i n  a b l o c k  f o r  a nth ord.er system. Thus,  a l e a s t  s q u a r e  
e q u a t i o n  e r r o r  c r i t e r i a  is  used. t o  d.etermine the q u a d . r a t i c  
f i t  f o r  the  c o s t  f u n c t i o n .  T h a t  i s ,  l e t t i n g  
the f u n c t i o n a l  I 
2 J =  C e 
xcB X 0 
is minimized. w i t h  r e s p e c t  t o  a 1, B 1, Bn, 511, e * * ,  cnn* 
T h i s  minimiza t ion  d.etermines a s e t  o f  l i n e a r  e q u a t i o n s  which 
i n  t u r n  d.ef ine t h e  q u a d r a t i c  s u r f a c e ,  v o ( x ) ,  a s s o c i a t e d  with 
the  po'licy u 
I 
T h i s  s u r f a c e  i s  t h e n  used. i n  s t ep  two o f  0 "  
Howard.'s p o l i c y  i t e r a t i o n  t o  d . e t e rmine  a new p o l i c y  u sU. 
Thus, 
1 
f o r  a l l  xcBo de t e rmines  t he  new p l i c y  u, w h i c h  i n  t u r n  
d.etermines a new c o s t  s u r f a c e  ( X I ,  T h e  pDlicy i t e r a t i o n  1 
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is c a r r i e d .  o u t  u n t i l  convergence. It h a s  been found 
numer i ca l ly  t ha t  wh i l e  t h i s  procedure  works w e l l  a t  t h e  
o r i g i n  b l o c k  ( c o n t a i n i n g  the minimum p o i n t  o f  t h e  c o s t  
s u r f a c e )  it d.oes n o t  converge w e l l  f o r  o t h e r  b locks .  Thus,  
it canno t  be used. t o  f i n d  the c o s t  s u r f a c e  f o r  b l o c k s  o t h e r  
t h a n  t h e  o r i g i n .  
0 
A second. t echn ique  t o  f ind .  t h e  c o s t  s u r f a c e  o f  t h e  
o r i g i n  b lock  is  t o  employ d.ynamic programming. Assuming a 
t e r m i n a l  c o s t  o f  z e r o ,  t he  dynamic programming a l g o r i t h m  can 
be appl ied .  t o  each  p o i n t  i n  B i .e . ,  0 '  
v ( k )  = min { A ( x , u ) ]  f o r  all xsBg. 
T h i s  c o s t  f u n c t i o n  is  f i t t e d .  w i t h  a q u a d r a t i c  s u r f a c e  v ( x ) ,  
t h e n ,  
(3.12) 
is  c a l c u l a t e d .  f o r  a l l  xsB Again a q u a d r a t i c  surface v ( x )  0' 
is f i t t e d .  t o  the  c o s t  f u n c t i o n  v ( x )  and. (3.10) applied. .  
Th i s  procedure  is  c a r r i e d .  o u t  u n t i l  convergence,  w i t h  the  
speed. o f  convergence d.escribed. i n  (2,131. 
CHAPTER 4 
EXAMPLES 
4.1 I n t r o d u c t i o n  
I n  t h i s  chapter the p a r t i t i o n e d .  s t a t e  s p a c e  
a l g o r i t h m  developed i n  the l a s t  c h a p t e r  is appl ied .  t o  
several n o n l i n e a r  s t o c h a s t i c  c o n t r o l  problems. S ince  no 
exact, a n a l y t i c a l  s o l u t i o n  has been achieved. f o r  t h i s  c lass  
of problems, conven t iona l  dynamic programming is  used t o  
o b t a i n  a n  a l t e r n a t i v e  s o l u t i o n  f o r  comparison. T h e  c o n t r o l  
and. c o s t  ob ta ined .  by b o t h  methods a r e  compared. The 
problems are  f irst  and, second o r d e r  and have s c a l a r  c o n t r o l .  
A golden  s e c t i o n  search was used t o  search t h e  c o n t r o l  
space ( W i l d e  and B e i g h t l e r ,  1 9 6 7 ) .  T h e  CDC 6400 d i g i t a l  
computer was used t o  ach ieve  t h e  numerical  r e s u l t s .  
4 .2  Examples 
Example 4.1. T h i s  example and the  fo l lowing  one are  
s imple  s c a l a r  t e s t  examples. The o b j e c t i v e  is  t o  d r i v e  the  
s t a t e  t o  t he  o r i g i n  w i t h  a bound.ed c o n t r o l .  The  problem i s  
specified. by ,  
p l a n t  e q u a t i o n  -- x ( k + l )  = x ( k )  + u ( k )  + c ( k )  
2 2 stage cost  -- i ( X , U )  = x + u 
n o i s e  -- C(k)  is  normal w i t h  mean zero and. 
2 v a r i a n c e  o 
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d. iscount  f a c t o r  -- B = . 7  
s t a t e  space -- 10 < x < + 10 - - 
grid -- Ax = .5 
-- - 2 - 2  < u < 2,2* c o n t r o l  - - 
The s t a t e  space is p a r t i t i o n e d .  i n t o  
B2 = { XI-6 5 x - < - 2 } ,  B3 = { x i 6  5 x - < lo}, and. 
B4 = { xi-10 5 x - < - 6 } ,  
The c o n t r o l  and. c o s t  f u n c t i o n s  a r e  p l o t t e d .  i n  Figures 4 - 1  
and 4 .2 ,  r e s p e c t i v e l y ,  T h e  pe rcen tage  d i f f e r e n c e  between 
dynamic programming and PSS dynamic programming is less  t h a n  
2% f o r  b o t h  CT = 1-0 and (5 = 2 - 5  i n  the  c o s t  f u n c t i o n  and. 
the c o n t r o l  f u n c t i o n  w a s  t he  same w i t h i n  the accuracy  o f  t h e  
golden  s e c t i o n  search r o u t i n e .  
2 2 
F i g u r e  4 , 1  i n d i c a t e s  t h a t  the  opt imal  c o n t r o l  is 
ve ry  n e a r l y  l i n e a r  u n t i l  s a t u r a t i o n  a t  u = - + 2.2.  The 
contro-1 is  approximate ly  uk = - , 5 ~ .  
ar ises ,  is t h i s  t h e  op t ima l  c o n t r o l  f o r  the  l i n e a r  (un- 
The q u e s t i o n  n a t u r a l l y  
bounded. c o n t r o l )  case? T h e  s o l u t i o n  t o  t h i s  l i n e a r  
r e g u l a t o r  problem i s  w e l l  d.ocumented. (Sage, 19681 ,  and. the  
s o l u t i o n  t o  a R i c a t t i  t y p e  e q u a t i o n  y i e l d s  uk = -.4\. 
bounded c o n t r o l  problem t h u s  c o n t r o l s  more h e a v i l y  i n  i ts  
The 
l i n e a r  r e g i o n  t h a n  t h e  l i n e a r  problem. To ach ieve  the- 
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Figure  4.1 Cont ro l  f o r  Example 4.1, o = 1-0. 
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Figure 4.2 C o s t  for Example 4.1, B = 1.0, 
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optimal s o l u t i o n ,  t h e  bounded. c o n t r o l  problems must be 
consid.ered. as n o n l i n e a r .  
E x a m p l e  4.2. The s p e c i f i c a t i o n s  f o r  t h i s  example 
are the same 
changed. t o  a 
X ( k + l )  = 
as  Example 4.1 except t h e  p l a n t  e q u a t i o n  is 
n o n l i n e a r  e q u a t i o n ,  
The  c o n t r o l  and c o s t  f u n c t i o n s  are p l o t t e d .  i n  Figures 4.3 
and 4.4. 
by the  two methods w a s  less t h a n  3%, and t h e  c o n t r o l  
f u n c t i o n s  never  d.eyiated. more t h a n  .13, o r  one  i n t e r v a l  o f  
the search r o u t i n e ,  f o r  b o t h  CT = 1 and CT = 2.5. 
The pe rcen tage  d i f f e r e n c e  between c o s t  f u n c t i o n s  
2 2 
1 It is  i n t e r e s t i n g  t o  n o t e  t h a t  f o r  x < 0 t he  ~x and. 
1 2  -x t e r m s  tend. t o  cancel and. f o r  x = -10 t h e y  c a n c e l  20 
e x a c t l y .  Thus,  the  c o n t r o l  f o r  x 0 rises and. t h e n  d.rops 
t o  zero  a t  x = -10. T h i s  e f fec t  is a l s o  not iced .  i n  com- 
p a r i n g  t h e  c o s t  f u n c t i o n s  f o r  Example 4.1 and 4.2. The  c o s t  
f u n c t i o n  f o r  Example 4.2 is  asymmetr ical  and lower f o r  x < 0 
w h i l e  -the c o s t  f u n c t i o n  f o r  Example 4 . 1  is  symmetr ical .  
Example 4.3, Again it is  des i r ed .  t o  d r i v e  t h e  s t a t e  
t o  the  o r i g i n  w i t h  a bounded. c o n t r o l .  T h e  s p e c i f i c a t i o n s  
are , 
1 
10  2 p l a n t  e q u a t i o n  -- xl (k+l )  = x l ( k )  + -x (k) + S l ( k )  
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F i g u r e  4.3 C o n t r o l  f o r  Example 4.2, (5 = 1-0, 
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' F i g u r e  4.4 Cos t  for Example 4.2, (J = 1.0. 
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n o i s e  -- Sl(k) and. C2(k)  are independ.ent and. 
g a u s s i a n  w i t h  ze ro  mean and v a r i a n c e  
2 
(5 
2 2 2 stage c o s t  -- & ( X , U )  = x1 + x2 + u 
d . i scount  factor  -- f3 = -7 
-- -5 < x1 - ‘ 5  
-5 - < x2 - < 5 
s t a t e  space - 
-- -2.2 < u < 2.2 
-- Ax1 = Ax2 = . 5  
- - c o n t r o l  
g r i d  
p a r t i t i o n  -- the s t a t e  s p a c e  is  p a r t i t i o n e d .  i n t o  
25 blocks ordered.  as i n  F i g u r e  3.3 
w i t h  s i d e s  2 u n i t s  l o n g ,  i o e . ,  25 
gr id . -poin ts  p e r  b lock .  
F i g u r e  4.5 p r e s e n t s  a i s o m e t r i c  p l o t  of  t h e  c o s t  s u r f a c e  i n  
t h e  r i g h t  half  p lane .  The c o n t r o l  and c o s t  are  symmetr ical  
abou t  the o r i g i n  so  t ha t  knowledge o f  the r i g h t  half  p l a n e  
is adequate .  T h e  c o s t  s u r f a c e  is v e r y  smooth and. quad . r a t i c  
i n  n a t u r e  t h u s  t h e  q u a d r a t i c  approximation should apply.  
F i g u r e  4.6 gives the  c o n t r o l  i n  the  r i g h t  half  p l a n e  a t  the  
b lock  c o r n e r s  and. F i g u r e  4.7 g i v e s  the c o s t  a t  these p o i n t s ,  
2 For CT = 1.0 t h e  pe rcen tage  d . i f f e r e n c e  of t h e  c o s t  f u n c t i o n s  
is less t h a n  6% w h i l e  t he  c o n t r o l  f u n c t i o n s  are i d e n t i c a l  
w i t h i n  t h e  accuracy  o f  the  s e a r c h .  For  o2 = 2.5 the  c o s t  
f u n c t i o n s  are w i t h i n  10% o f  each o t h e r  and. the  accuracy  of  
t h e  c o n t r o l  is u n a f f e c t e d .  
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Figure  4,6 C n t r o l  o v e r  r igh t  h a l f  p l a n e  f o r  Example 4 - 3 ,  
o = 1.0, p a r e n t h e s e s  i n d i c a t e  PSS. s 
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Figure  4 ,7  C s t  ove r  r i g h t  half p lane  for Example 4 - 3 ,  
o = 1.0, paren theses  i n d i c a t e  PSS, 9 
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The PSS a lgo r i thm takes 3 sec p e r  p a s s  through 
s t a t e  space  whi le  convent iona l  dynamic programming ( D P )  
r e q u i r e s  33 sec/pass .  For DP the  n o i s e  is incremented i n t o  
7 v a l u e s  f o r  each  n o i s e  e lement .  PSS converges i n  3 
i t e r a t i o n s  w h i l e  DP r e q u i r e s  1 3  i t e r a t i o n s .  Thus, the  
s o l u t i o n  t i m e  f o r  PSS i s  30 sec. and. DP 460 sec. T h e  
"curse  of  d . imens iona l i ty"  is seen  t o  a f f e c t  s o l u t i o n  t ime 
as s t a t e d .  i n  t he  l a s t  chap te r .  The PSS a lgo r i thm,  t h u s ,  n o t  
on ly  has  a high-speed. s t o r a g e  ad.vantage b u t  a l s o  red.uces the 
computat ion t i m e  w i t h  r e s p e c t  t o  t h e  convent iona l  DP 
a lgor i thm.  T h i s  e f fec t  w i l l  a l s o  be seen  i n  the  n e x t  
example which has  n o i s e  on b o t h  s t a t e  v a r i a b l e s .  However, 
i n  Example 4.5, whose n o i s e  is  imposed. on o n l y  one s t a t e  
v a r i a b l e ,  t h e  computat ion t i m e s  o f  t h e  two meth0d.s are 
comparable. 
Example 4.4. A c l a s s i c a l  s tochas t ic  c o n t r o l  problem 
is t h a t  o f  i nven to ry  c o n t r o l ,  An a p p r o p r i a t e  q u a n t i t y  of  
goods i s  ord.ered. t o  supply a s t o c h a s t i c  d.emand and t o  
minimize an expected c o s t  f u n c t i o n ,  T h i s  problem was 
formulated,  by Arrow, H a r r i s ,  and. Marshak (1951). Scarf  
(1960) demonstrated the  o p t i m a l i t y  of the ( s , S )  p o l i c y  f o r  
c e r t a i n  c l a s s e s  o f  s t a g e  c o s t s .  The problem is formulated 
as fo l lows :  
X -- s t a t e ,  q u a n t i t y  o f  goods i n  s t o r a g e  
U -- c o n t r o l ,  q u a n t i t y  o f  goods ord.ered. 
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i(x,u) -- stage c o s t ,  r e f l e c t i n g  o r d e r i n g ,  s t o r a g e ,  and 
shortage costs 
5 -- n o i s e ,  t he  demand. f o r  t h e  goods 
x(k+P) = f ( x ( k ) ,  u(k)) + c ( k )  -- p l a n t  e q u a t i o n ,  d.eter-  
mines t h e  number o f  goods i n  inven to ry  a t  the 
end of  a s e l l i n g  pe r iod ,  
Scarf showed. t ha t  f o r  x scalar  and. the  r e s t r i c t e d .  p l a n t  
dynamics I 
and. i ( x , u )  e n j o y i n g  c e r t a i n  convexi ty  p r o p e r t i e s  t he  op t ima l  
p o l i c y  had. the  form 
u = 0 when x > s 
u = S - x when x < s, - 
T h i s  t y p e  o f  p o l i c y  is  called ( s , S ) .  T h e  f o l l o w i n g  example 
has  a more g e n e r a l  two d imens iona l  p l a n t  e q u a t i o n  and bounded 
c o n t r o l  a n d ,  t h u s ,  i s  n o t  ( s , S )  op t ima l .  
A t w o  d imens iona l  i n v e n t o r y  o f  perishables is  
consid.ered. where goods i n  class x 
class x2 goods e v e n t u a l l y  p e r i s h .  
example are  s p e c i f i e d  as ,  
degrad.e t o  c l a s s  x2 and 
The dynamics f o r  t h i s  
1 
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The commodity inven to r i ed .  could. be i n t e r p r e t e d .  a s ,  s a y ,  
eggs w i t h ,  
x1 -- eggs of grad.e A 
x2 -- eggs of grad.e B. 
The  stage cost  A(x ,u)  is  t h e  sum o f  t h e  o r d e r i n q  c o s t ,  the  
s t o r a q e  c o s t ,  and t h e  s h o r t a q e  c o s t .  The o r d e r i n g  c o s t  i s ,  
u=o 
a l ( u )  = IkIcu u>o. 
The s t o r a q e  c o s t ,  
accumulated. a t  t he  beginning  o f  a period.. L e t  
R2, is the c o s t  t o  s t o r e  the  good 
where 
b ( y )  = 0 y < 0 
= 1  y ( 0 ,  
t hen  
z C d. - H* z 
A2(X,U) = 
H( d.- ( z-d.) ’) z > d. 
where d. is  the d.esigned. s t o r a g e  c a p a c i t y  which can o n l y  be 
exceeded. by implementing expens ive  temporary s t o r a g e .  The 
s h o r t a q e  c o s t ,  is the c o s t  a t tached .  t o  f a i l u r e  t o  meet 
the demand ( i . e . ,  f a i l u r e  t o  supply  cus tomers ,  t h u s ,  
R g ,  
a n g e r i n g  them),  
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Thus, 
The  parameters f o r  t h i s  example are: 
k = l  c = l  
H = P  d. = 1 
A1 = 10 A2 = 10. 
The d.emand, 5 ,  is a g a u s s i a n  rand.om v a r i a b l e  w i t h  5 
ind.e pend.en t and. 
and. 5 ,  1 
The s t a t e  space is ,  
-4 < x < 8, - 1 -  
-3 - < x2 5 6, 
and. t he  c o n t r o l  space is ,  
The g r i d  is  Ax1 = Ax2 = -5 .  The d i s c o u n t  f a c t o r  is 
83 
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where p = -111 = 11,1% is the i n t e r e s t  rate. The d.ynamic 
programming f u n c t i o n a l  e q u a t i o n  i s  t h e n ,  as b e f o r e ,  
and. the  PSS and DP algorithms may be appl ied .  t o  f ind .  t h e  
optimal ord .e r ing  p o l i c y ,  
An i s o m e t r i c  p l o t  o f  t h e  cos t  s u r f a c e  is d isp layed .  
i n  F i g u r e  4.8. It is s e e n  t h a t  t h e  c o s t  s u r f a c e  is n o t  
quad . r a t i c  i n  shape. However, by p a r t i t i o n i n g  t h e  s t a t e  
space as i n  F i g u r e  4.9 t he  q u a d r a t i c  approximation achieved. 
a c o s t  s u r f a c e  w i t h i n  4% o f  the DP s o l u t i o n .  The n o i s e  w a s  
incrernented. i n t o  f i v e  v a l u e s  i n  each v a r i a b l e  f o r  t h e  DP 
a lgo r i thm.  The c o n t r o l  found by the  two methods w a s  once 
a g a i n  w i t h i n  one s e a r c h  increment.  T h e  c o n t r o l  and. c o s t  is  
d.isplayed i n  Figures 4.10 and 4.11, r e s p e c t i v e l y .  
The PSS a l g o r i t h m  takes 9 seconds p e r  pas s  through 
s t a t e  space  w h i l e  DP takes 40 sec /pass .  T h e  DP a l g o r i t h m  
takes 35 p a s s e s  t o  converge. Convergence is slow s i n c e  
€ < .9 n -  E: n-1' 
The PSS a l g o r i t h m  beginning  w i t h  a good. o r i g i n  b lock  
(2.13)  
obta ined .  from the  DP s o l u t i o n  takes o n l y  5 i t e r a t i o n s  t o  
converge s i n c e  it t a k e s  ad.vantage o f  e x t r a p o l a t i o n  on its 
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Figure 4.9 Block ord .e r ing  f o r  Example 4-4. 
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first pass th rough  s t a t e  space ,  T h e  PSS a l g o r i t h m  takes 
about  1/15 the  c a l c u l a t i o n  t i m e  of DP. 
F i g u r e  4-10 d.emonstrates c o n c l u s i v e l y  t h a t  the 
optimal p o l i c y  is n o t  a gene ra l i zed .  ( s , S )  p o l i c y .  There is  
no p o i n t  S i n  t w o  d.imensiona1 space  which the inven to ry  
. always ach ieves ;  a l s o ,  the  ord.er  is on the upper  bound. a t  
s e v e r a l  s t a t e  p o i n t s .  Thus,  the  purchas ing  a g e n t  must ,  t o  
operate o p t i m a l l y ,  i nven to ry  h i s  goods a t  t h e  end of each 
period. and. t h e n  ord.er t ha t  number of go0d.s i n d i c a t e d  by h i s  
two d.imensiona1 c o n t r o l  f u n c t i o n ,  u ( x )  
Example 4.5. I n  t h i s  example it is  des i r ed .  t o  
red.uce t h e  c o r e  t empera tu re  of  a n u c l e a r  r e a c t o r  a f t e r  s h u t  
d.own by a p u l s e  o f  c o o l a n t  a t  f ixed.  floh7 ra te  through the 
core. A t  s h u t  d.own t h e  c o n t r o l  r o d s  are  withd.rawn and. the  
r e a c t o r  is heated. by y-heat ing.  The y-hea t ing  is d.etermined. 
by dynamics o f  the f o l l o w i n g  n a t u r e  
b = -aQ, 
w h e r e  Q is the  heat generated.  by y-hea t ing  and. a is a f ixed.  
t i m e  c o n s t a n t ,  The t empera tu re  dynamics are g iven  b y ,  
where, 
T -- temper a t u  r e 
w -- f low r a t e  
89 
k -- heat t r a n s f e r  c o e f f i c i e n t  
-- e f f e c t i v e  c o r e  m a s s  heat c a p a c i t y ,  mc 
The t empera tu re  is t o  be con t ro l l ed .  by p u l s i n g  the  flow r a t e  
w a t  f ixed .  t i m e  i n t e r v a l s  f o r  any t i m e  u p  t o  the t i m e  
i n t e r v a l  d u r a t i o n .  T h i s  scheme is i l l u s t r a t e d . ,  i n  F i g u r e  
4.12. For  0 - < t 5 T ,  
= 0 uo e t < T ,  etc. 
The t empera tu re  r anges  from 400°R t o  4000°R and. the heat 
generated.  from 0 Btu t o  300,000 Btu,  S ta te  v a r i a b l e s  a re  
d.efined. as ,  
1 x1 = my 
C 
T. x2 = 100 
It  is d.esired.  t o  d.r ive t h e  t empera tu re  t o  500°R and. t o  
restrict  it t o  remain below 4200°, t he  maximum a l l o w a b l e  
core tempera ture .  A l s o ,  the  amount of  c o o l a n t  used. should. 
be weighted. i n  t he  c o s t  f u n c t i o n ,  To ach ieve  t h e s e  
s p e c i f i c a t i o n s  t h e  fo l lowing  s t a g e  c o s t  is d.efined., 
2 
1 
A(x ,u)  =(S) + u2 + ~ ~ - 4 1  2 "  
2 
T h e  parameters  o f  t h e  problem are  d.efined a s ,  
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Figure 4.12 Temperature control method., 
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- 
T = 5 sec 
k = ,025 sec/lb 
m = 1000 Btu/*R 
C 
- 
w = 4 lb/sec 
a = .Ol/sec 
S ince  w is  piecewise c o n s t a n t ,  t h e  p l a n t  e q u a t i o n s  can be 
i n t e g r a t e d .  a n a l y t i c a l l y  over one  per iod.  F, y i e l d i n g  
and. 
For  a = ,Ol/sec and. k; = .1 the  l a s t  e q u a t i o n  becomes, t o  a 
ve ry  good. approximat ion  , 
Employing s t a t e  v a r i a b l e  n o t a t i o n  the  p l a n t  e q u a t i o n s  become, 
x2(k+l) = e -. l u  x2(k)'+ 1.161 - ,111 e -,lu - .Olu] x l ( k ) .  
T h e  rand.om ef fec ts  of t h e  n u c l e a r  y-heat ing and. t he  
effect  o f  suppressed.  s t a t e  v a r i a b l e s  a r e  accounted f o r  by 
imposing p l a n t  n o i s e ,  5 ,  on t h e  p l a n t  equat ' ions.  Noise i s  
on ly  ad.d.ed. t o  the t empera tu re  e q u a t i o n ;  t h u s ,  t h e  p l a n t  
e q u a t i o n s  are  
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xl(k+l)  = .95 x l (k)  
x2(k+l )  = e -.lu x 2 ( k )  + [.161 = ,111 e -,lu + .Olu]xl(k) 
The d iscounted .  s t o c h a s t i c  c o n t r o l  problem is now comple te ly  
d.efined. by s p e c i f y i n g  l3 = .7 and. 5, t o  be normal mean zero  
and. v a r i a n c e  one. 
An i s o m e t r i c  p l o t  o f  the  cost surface is g i v e n  i n  
F igu re  4.13. The c o s t  s u r f a c e  has a minimum a t  x = (0,4) 
a n d . t h e  c o s t  s u r f a c e  is  a ra ther  g e n t l e  s l o p i n g  s u r f a c e  
w i t h  a low ed.ge at" x1 = 0. T h i s  shape  m o t i v a t e s  the s t a t e  
space p a r t i t i o n  i n  F i g u r e  4.14, The large b l o c k  s i z e s  are 
acceptable s i n c e  the c o s t  s u r f a c e  has l i t t l e  cu rva tu re .  The 
long  b l o c k s  i n  t he  x1 d . i r e c t i o n  are  p e r m i s s i b l e  s i n c e ,  
and. there is l i t t l e  t r a n s i t i o n  i n  t h e  x1 d . i r ec t ion .  I n  t h i s  
problem the b lock  ord .e r ing  d.oes n o t  s p i r a l  o u t  th rough s t a t e  
s p a c e ,  b u t  r a t h e r  a l i n e a r  ord .e r ing  o f  t h e  b l o c k s  is  used.. 
No a t t e m p t  w a s  mad.e i n  t h i s  problem t o  o b t a i n  the o r i g i n  
b lock  and. t h e n  e x t r a p o l a t e  (MODE = 1) o n  t h e  f irst  pass  
th rough  s t a t e  space.. Ins tead .  b o t h  PSS and. D P  w e r e  i n i -  
t i a l i z e d .  by a t e r m i n a l  c o s t  o f  zero.  
The comparat ive r e s u l t s  a re  t a b u l a t e d .  i n  F i g u r e s  
4.15 and. 4,16, Again t h e  c o n t r o l  by the  two methods is  
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Figure 4.14 Block ord.er for Example 4.5. 
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Figure 4.15 Control for Example 4,5, parentheses indicate 
PSS. 
9 6  
40 
35 
30 
25 
20 
1 5  
10 
5 
- 
( 1 7 1 )  
0 
1 7 1  
( 1 2 8 )  
0 
129  
( 8 4  1 
( 8 4  1 
95  
65 
( 3 8 )  
0 
39 
(19) 
0 
20 
( 5 )  
0 
6 
( 0 )  
0 
0.5 
( 2 0 1  1 
0 
200 
( 1 5 8 )  
0 
1 5 7  
( 1 6 3  
1 2 2  
( 8 2  1 
9 1  
0 
( 6 5 )  
0 
64 
( 4 3  1 
0 
4 2  
( 2 6 )  
0 
24 
(14) 
0 
14 
( 2 3 5 )  
0 
235 
( 1 9 1 )  
0 
190 
(186) 
155  
( 1 2 4 )  
1 2 4  
( 9 6 )  
0 
96  
( 7 3 )  
0 
73 
( 5 3 )  
0 
53 
( 3 9 )  
0 
39 
( 2 7 2 )  
0 
2 7 1  
(227  1 
0 
226 
(180) 
190  
(128 
1 5 8  
(130) 
0 
1 3 0  
(106) 
0 
107 
( 8 6 )  
0 
8 6  
( 6 9 )  
0 
70 
( 3 1 2 )  
0 
3 1 1  
( 2 6 5 )  
0 
264 
( 2 8 8  1 
226 
( 1 9 5 )  
0 
1 9 4  
( 1 6 7 )  
0 
1 6 7  
( 1 4 2 )  
0 
1 4 3  
( 1 2 1 )  
0 
1 2 1  
(104) 
0 
104 
( 3 5 7 )  
0 
359 
( 3 0 8 )  
0 
308 
( 288 
269 
(235 1 
235 
( 2 0 5 )  
0 
205 
( 181 1 
181 
( 1 6 0 )  
0 
160  
(151 1 
141 - 
L I b I b 
1 X 60 120  180 240 3Q0 I 
Figure  4.16 Cost for Example 4.5, parentheses ind.icate PSS. 
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always w i t h i n  one  search increment  w h i l e  the cost  s u r f a c e s  
are a l m o s t  c o i n c i d e n t ,  The  PSS a l g o r i t h m  r e q u i r e s  64 
sec0nd.s w h i l e  DP takes 78  sec0nd.s. S ince  p l a n t  n o i s e ,  (5, is 
o n l y  imposed. o n  one  s t a t e  v a r i a b l e  the t i m e  ad.vantage o f  
PSS is suppressed.  (cf e S e c t i o n  3 . 6 )  F u r t h e r ,  the PSS bias 
t e r m  due  t o  n o i s e ,  
is found. t o  be n e g l i g i b l e  (a lways less  t h a n  o n e ) .  Thus,  
t h i s  problem could. be viewed. as a d . e t e r m i n i s t i c  c o n t r o l  
problem f o r  the  stage c o s t  d.efined.. The n o i s e ,  C,, is 
rep resen ted .  by f i v e  increments  i n  the DP a lgo r i thm;  t h u s ,  
the DP s o l u t i o n  t i m e  would. be c u t  by a f a c t o r  o f  f i v e  i f  t h e  
problem w e r e  viewed. as d . e t e r m i n i s t i c .  I n  t he  p r e v i o u s  f o u r  
examples, however, the y i j  q u a d r a t i c  c o s t  c o e f f i c i e n t s  w e r e  
n o t  n e g l i g i b l e .  The  e f fec t  o f  n o i s e ,  t h e r e f o r e ,  c o n t r i b u t e s  
s i g n i f i c a n t l y  t o  t h e  c o s t  and. c o n t r o l  f u n c t i o n s  f o r  these 
problems. 
It is i n t e r e s t i n g  t o  n o t e  i n  F i g u r e  4 -15  tha t  t he  
c o n t r o l  is approximate ly  l i n e a r  u p  t o  s a t u r a t i o n ,  
CHAPTER 5 
CONCLUSIONS 
5.1 Summary 
T h i s  stud.y examines the c o n t r o l  o f  s tochas t i c  
systems und.er d.iscounted. performance c r i te r ia .  The g e n e r a l  
s t o c h a s t i c  c o n t r o l  problem and. the more s p e c i f i c  t i m e  
i n v a r i a n t  problem consid.ered. i n  t h i s  s t u d y  a re  d.ef ined. i n  
Chapter  1. The s t o c h a s t i c  c o n t r o l  problem is viewed. as  a 
f i n i t e  s t a t e  Narkok c h a i n  i n  Chapter  2. It is  e s t a b l i s h e d .  
that  s t a t i o n a r y  c o n t r o l  laws should.  be considered.  f o r  t h e  
i n f i n i t e  d .ura t ion  p rocess .  Howard's p o l i c y  i t e r a t i o n  and 
dynamic programming are  developed as methods of  s o l u t i o n .  
C u r r e n t l y ,  t h e y  a re  t h e  on ly  f e a s i b l e  basic  approaches t o  
the problem. 
I n  Chapter 3 t he  s t a t e  s p a c e  is d e f i n e d . o n  the  
continuum. To a t tack  t h i s  new problem a g r i d .  is imposed. on 
t h e  s t a t e  s p a c e  and. a large b u t  f i n i t e  s t a t e  space  r e s u l t s .  
It  is shown t h a t  Howard's p o l i c y  i t e r a t i o n  is unsui ted .  f o r  
t h i s  problem. While dynamic programming o f f e r s  a more 
pract ical  s o l u t i o n  n u m e r i c a l l y ,  Bel lman's  " c u r s e  o f  
d . imens iona l i ty"  restricts the problems t o  which it a p p l i e s ,  
To a l l e v i a t e  t he  d i f f i c u l t i e s  a s s c c i a t e d  w i t h  conven t iona l  
d.ynamic programming a modified dynamic programming a l g o r i t h m  
98 / 
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is d.eveloped.. T h i s  practical  a l g o r i t h m ,  referred. t o  as 
p a r t i t i o n e d .  s t a t e  s p a c e  d.ynamic programming, i s  t h e  main 
c o n t r i b u t i o n  o f  t h i s  stud.y. It g r e a t l y  red.uces the  high- 
speed. memory r equ i r emen t  and. the  computat ion t i m e  necessa ry  
t o  achieve a numerical  s o l u t i o n .  
The e s s e n t i a l  d i s t i n c t i o n  of  t he  PSS a l g o r i t h m  is  
the p a r t i t i o n i n g  o f  s t a t e  s p a c e  i n t o  b l o c k s  and. the  
quad . r a t i c  approximation o f  t he  c o s t  s u r f a c e  over these 
b locks ,  The  r e d u c t i o n  of  computat ion t i m e  is d.emonstrated. 
i n  the examples i n  Chapter 4. Fo r  second o r d e r  problems PSS 
r e q u i r e s  as l i t t l e ,  as o n e - f i f t e e n t h  the computat ion t i m e  o f  
DP. A l s o ,  t he  new a l g o r i t h m  is a c c u r a t e .  The c o s t  and 
c o n t r o l  f u n c t i o n s  c a l c u l a t e d .  by b o t h  methods have ve ry  s m a l l  
d i f f e r e n c e s .  The high-speed memory necessa ry  t o  s t o r e  t h e  
c o s t  f u n c t i o n  i n ,  s a y ,  Example 4.3 is  54 words f o r  PSS and. 
800 w 0 r d . s  f o r  DP. Thus, w h i l e  high-speed. memory is red.uced. 
n e i t h e r  a l g o r i t h m  b e g i n s  t o  s t r a i n  the  l i m i t s  o f  the CDC- 
6400 computer system. It  is  f o r  3rd. and. higher ord.er  
problems t h a t  the high-speed. memory r e d u c t i o n  becomes 
impor tan t .  
The d . e s c r i p t i o n  o f  the PSS a l g o r i t h m  i n  Chapter  3 
and. i t s  a p p l i c a t i o n  i n  Chapter  4 p o i n t  o u t  the  main r e q u i r e -  
ments of  i ts  a p p l i c a t i o n .  They a re ,  
1, P a r t i t i o n i n g  o f  s t a t e  s p a c e  i n t o  blocks, 
2, 0rd.er ing t h e  b locks .  
3.  Obta in ing  the  c o s t  s u r f a c e  o f  t he  o r i g i n  b lock .  
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P a r t i t i o n i n g  and. b lock  ord .e r ing  r e q u i r e  i n s i g h t  i n t o  the 
specif ic  problem b e i n g  solved., These d i f f i c u l t i e s  are 
i n t r i n s i c  t o  the a lgo r i thm.  I f  there is n o t  s u f f i c i e n t  - a 
p r i o r i  know1ed.ge o f  t h e  c o s t  f u n c t i o n  and. d.ynamica1 
b e h a v i o r  t o  p a r t i t i o n  and. ord.er adequa te ly  t h e n  the  problem 
may have t o  be solved. several t i m e s .  The s o l u t i o n  o f  the 
o r i g i n  block b e f o r e  the PSS a l g o r i t h m  is  employed. i s  v e r y  
d . e s i r a b l e  s i n c e  computation t i m e  is  reduced., b u t  it is n o t  
necessa ry ,  If d . i f f i c u l t y  i s  encountered. i n  s o l v i n g  the  
o r i g i n  b l o c k  a l l  o f  s t a t e  s p a c e  can be i n i t i a l i z e d .  t o  zero  
and. t h e  PSS algoridthm begun i n  MODE = 2 ,  as  i n  Example 4.5. 
A basic requi rement  on  the  s t o c h a s t i c  systems s tud ied .  
is t h a t  the s t a t e  n o t  change e x c e s s i v e l y  o v e r  one t i m e  
per iod. ,  i Q e . ,  n o t  more t h a n  one b lock .  I t  is  seen  i n  the 
examples t h a t  f o r  such  a r e s t r i c t i o n  o n  the system d.ynamics, 
i f  the s t a g e  c o s t  f u n c t i o n  d.oes n o t  r e s u l t  i n  appreciable 
second. ord.er  c u r v a t u r e  i n  t he  t o t a l  c o s t  f u n c t i o n  then  the 
system can be modeled. adequa te ly  as d . e t e r m i n i s t i c ,  Example 
4.5 w i t h  a rather l i n e a r  c o s t  s u r f a c e  is  of  t h i s  n a t u r e .  
The PSS a l g o r i t h m  f ind .s  i t s  best  a p p l i c a t i o n  i n  
problems f o r  w h i c h  t he  "cu r se  o f  d . imens iona l i ty"  becomes 
prohibi t ive o r  i n  problems which must be solved.  r e p e t i t i v e l y  
w i t h  d i f f e r e n t  parameters .  I n  t h e  second. case, once  t h e  PSS 
algorithm is set u p  t h e n  its t i m e  ad.vantage becomes ve ry  
s i g n i f i c a n t  w i t h  r e p e t i t i o n .  
1 0 1  
5.2 F u r t h e r  Research 
The l a s t  two examples i n  Chapter  4 are  r e l a t e d .  t o  
r e a l i t y ;  however, t h e y  are n o t  t r u l y  p r a c t i c a l  problems 
d i c t a t e d .  by a n  e x i s t i n g  system, Probably the most f r u i t f u l  
e x t e n s i o n  o f  t h i s  stud.y would. be the  a p p l i c a t i o n  o f  t he  
concepts  d.eveloped. here t o  pract ical  sys tems whose s o l u t i o n  
is impor tan t .  
The PSS a l g o r i t h m  takes ad.vantage o f  the  s t a t i o n a r y  
cost  s u r f a c e s  r e s u l t i n g  from t h e  d. iscount  f a c t o r ,  0 5 t3 < 1. 
I n  S e c t i o n  2.8 it is  shown tha t  the c o n t r o l  f o r  i3 = 1 can be 
obta ined .  by examining the c o n t r o l  as l3 + 1. However, i n  
practice t h i s  is  d.ifficu1-t s i n c e ,  
4 
and. 
(2.18) 
(2.13) 
Thus, f o r  @ v e r y  n e a r  t o  one t h e  c o s t  s u r f a c e  becomes ve ry  
large,  the convergence becomes v e r y  slow, and. the  PSS 
a l g o r i t h m  d.oes n o t  work w e l l ,  An a l g o r i t h m  which hand les  
the undiscounted. case ad.eptly would. be s i g n i f i c a n t .  The 
und.iscounted. c o s t  c r i t e r i a  is o f  importance f o r  cont inuous  
t i m e  systems b e i n g  t r e a t e d .  i n  d . i s c r e t e  t i m e ,  
F i n a l l y ,  b o t h  Riord.on (1969) and Mar t in  ( 1 9 6 7 )  i n  
t r e a t i n g  the  ad .ap t ive  s t o c h a s t i c  c o n t r o l  problem employed. 
v a r i a t i o n s  o f  Howard.'s p o l i c y  i t e r a t i o n ,  Thus ~ t h e i r  
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meth0d.s are  s e v e r e l y  l imi ted .  t o  a s m a l l  f i n i t e  s t a t e  space .  
An i n v e s t i g a t i o n  o f  methods t o  r educe  the high-speed. memory 
r equ i r emen t s  f o r  t he  ad.aptive problem would. be worthwhile ,  
APPENDIX A 
PARTITIONED STATE SPACE DYXAMIC PROGRAMMING ALGORITHM 
The g e n e r a l  e x p l a n a t i o n  and. f low diagram o f  t h e  PSS 
a l g o r i t h m  is contained.  i n  Sec t ion  3 . 7  and. F igu re  3 - 5 .  T h i s  
appendix  p r e s e n t s  a FORTRAN program l i s t i n g  o f  the PSS 
program employed. t o  s o l v e  t h e  f irst  and. second. ord.er examples 
of Chapter 4, Since  the high-speed. rnemory requi rements  o f  
these examples d.o n o t  exceed. the c a p a b i l i t i e s  o f  the CDC 
6400 no referral  i s  mad.e t o  low-speed. memory. A l l  opera-  
t i o n s  are  performed. i n  high-speed memory i n  t h i s  program. 
The  l o g i c  necessa ry  t o  implement the storage o f  t he  c o n t r o l  
and. cost  f u n c t i o n s  i n  low-speed. memory would. be contained.  
i n  t h e  main program, PSSDP ( F i g u r e  A.1)- A l l  subsequent  
s u b r o u t i n e s  (Figures A .  1 , A .  2 , A. 3) would. remain unchanged., 
The program l i s t e d .  is the  one used. t o  s o l v e  Example 
4.5, The s u b r o u t i n e s  SLOSS, T R A N F N ,  LOCATE, BLOCK, and. 
CORNER are s u p p l i e d . b y  t h e  u s e r .  SLOSS d e f i n e s  t he  stage 
cost ,  COST = A(x,u)  i n  t e r m s  o f  the s t a t e ,  X ( 1 )  = xi, and. 
the c o n t r o l  I u, TRANFN d.ef ines  t he  d e t e r m i n i s t i c  p o r t i o n  
of the sys tem dynamics,  F ( 1 )  = f i ( x , u ) .  LOCATE is  a sub- 
r o u t i n e  w h i c h  de t e rmines  t h e  b lock  p r o c e s s i n g  and. s t o r a g e  
l o c a t i o n  (LOCI from the b lock  c o o r d i n a t e  p o s i t i o n  ( I X )  e 
BLOCK performs the  i n v e r s e  o p e r a t i o n  o f  f i n d i n g  the b lock  
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storage l o c a t i o n  (LOCI g iven  the b lock  coord. inate  p o s i t i o n  
(1x1, CORNER f ind.s  the  s t a t e  coord . ina tes  of  c o r n e r  o f  t he  
block (XLOW) such  t h a t ,  
XLOW(1) = min {xi lxic  block}. 
All o t h e r  s u b r o u t i n e s  mentioned. l a t e r  are  independ.ent o f  t h e  
specif ic  problem. 
The problem b e i n g  solved. i s  comple te ly  s p e c i f i e d  by 
the s u b r o u t i n e s  mentioned. i n  the p r e v i o u s  paragraph  and. by 
the d.ata i n p u t  t o  t h e  s u b r o u t i n e  I N I T I A L .  The i n p u t  
parameters t o  I N I T I A L  are:  
0 
TITLE -- t i t l e  o f  the  problem 
M -- ord.er of t he  system 
MAXLOC -- maximum b lock  l o c a t i o n  
N I T E R  -- number o f  i t e r a t i o n s  o f  t h e  search 
r o u t i n e  (GOLDEN) 
BETA -- d. iscount  f a c t o r ,  f3 
UMIN,UMAX -- b0und.s on the c o n t r o l  
RE su -- convergence c r i t e r i o n  f o r  t h e  c o s t  
s u r f a c e  (AV i n  F i g u r e  3-51 
t h  IPB(I) -- increments  per b lock  i n  t h e  i coord . ina te ,  
t h i s  number must be even. 
DELTAX(I) ,-- Axi, s t a t e  increment  i n  t h e  ith coord. inate  
R(1) -- R(1) = E{CIC1], R ( 2 )  = EfC1521,  
R(3) = E { C 2 C 2 t ,  R ( 4 )  = " ( C 3 C 1 1 ,  
105 
A l s o ,  i n  t h e  I N I T I A L  program l i s t ed .  i n  F i g u r e  A - 1  t he  a r r a y s  
d.etermining block ord.er and. l o c a t i o n  f o r  BLOCK and. LOCATE 
are specified. by FORTRAN s t a t e m e n t s .  These s t a t e m e n t s  may 
be mod.ified. i f  t h e  u s e r  wishes  t o  d .e f ine  BLOCK and. LOCATE i n  
a d i f f e r e n t  way. 
mo t iva t e s  a preferred. d i r e c t i o n  and. hence a b lock  o r d e r i n g  
I f  no - a priori  knowledge o f  t h e  system 
t h e n  the g e n e r a l  b lock  ord .e r ing  t e c h n i q u e s  o f  S e c t i o n  3 . 8  
can be used.. 
The  remain ing  program components found. i n  F igu re  A.l 
are : 
PSSDP -- main c o n t r o l  program 
IMPROVE -- performs t h e  minimiza t ion  
over a l l  g r i d .  p o i n t s  i n  a b lock .  
POLY 
Y ( u )  
- -- e v a l u a t e s  the  p a r a m e t r i c  c o s t  s u r f a c e ,  v ( x )  
-- e v a l u a t e s  
n i  
i=l j=1 i j  i j 
INWARD -- a s u b r o u t i n e  used. by Y ( u )  
SCAL,TCAL -- c a l c u l a t e  S and. T ( R )  i n  
S Z ( A )  = T ( R ) ,  ( 3 . 8 )  
f o r  a s tandard .  b lock  w i t h  XLOW = 0 
SIMEQ -- Matr ix  i n v e r s i o n  r o u t i n e  which s o l v e s  
( 3 . 8 1 ,  
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Z ( A )  = S T ( A )  
( n o t  l i s t e d ,  i n  F i g u r e  A . 1 )  
PARAM -- makes a l i n e a r  t r a n s f o r m a t i o n  o f  Z ( A )  from 
the stand.ard. block t o  t h e  b lock  b e i n g  
c a l c u l a t e d .  
GOLDEN -- gold.en s e c t i o n  search r o u t i n e .  
The p r i n c i p a l  variables and. a r r a y s  s t i l l  und.efined. are: 
Z(100,6)  -- s t o r a g e  for c o s t  s u r f a c e  parameters  d.efined 
i n  S e c t i o n  3.6, 
ZZ(6) -- b u f f e r  s t o r a g e  f o r  the  c u r r e n t  c o s t  s u r f a c e  
W ( 2 0 , 2 0 )  -- c o n t r o l  o v e r  c u r r e n t  b lock  
VV(20,20) -- c o s t  o v e r  c u r r e n t  block 
MQDE,KEY -- d.escribed. i n  S e c t i o n  3.7. 
T h e  o r i g i n  b l o c k  c o s t  s u r f a c e  and t h e  r e s t  o f  s t a t e  
space may be i n i t i a l l y  s e t  t o  zero and t h e  PSS a l g o r i t h m  
operated. i n  MODE = 2 (cf .  Example 4. 1. An a l t e r n a t i v e  
method is t o  c a l c u l a t e  the  o r i g i n  b lock  by some t echn ique  
and. t h e n  make one  pass through s t a t e  s p a c e  i n  MODE = 1 as 
w a s  done i n  Examples 4.1-4.4. The two o r i g i n  b lock  
a l g o r i t h m s  d iscussed .  i n  S e c t i o n  3 - 9  are  l i s t e d .  i n  F i g u r e s  
A.2 and. A - 3 ,  T h e  p o l i c y  i t e r a t i o n  a l g o r i t h m  is l i s t e d .  i n  
F igu re  A.2  and the DP a l g o r i t h m  i n  F igu re  A . 3 ,  These 
s u b r o u t i n e s  need. no i n p u t  and i n t r o d u c e  no new v a r i a b l e s ,  
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APPENDIX B 
CONVENTIONAL DYNAMIC PROGRAMMING ALGORITHM 
For the  t i m e  i n v a r i a n t  s t o c h a s t i c  c o n t r o l  problem 
w i t h  d.iscounted. performance c r i t e r i o n  both the c o n t r o l  and. 
c o s t  f u n c t i o n  are s t a t i o n a r y ,  Thus,  o n l y  two cost f u n c t i o n s  
must be s to red .  t o  employ t h e  DP f u n c t i o n a l  e q u a t i o n  ( 3 . 5 )  
i t e r a t i v e l y .  T h i s  is accomplished. by coun t ing  i n  MOD/2 
the s u b s c r i p t  I D  which i d e n t i f i e s  the  c u r r e n t  and. p r e v i o u s l y  
c a l c u l a t e d .  c o s t  s u r f a c e .  Figure B . 1  gives a flow chart  of  
the DP a lgor i thm.  T h e  s t a t e  space  is X = 
0 
x, x, ... J J  x (" 
'a>. K is  t h e  a, e.., 2 and. the  c o n t r o l  space is  A = {'a, 
number of  i t e r a t i o n s  o f  t h e  f u n c t i o n a l  equa t ion .  The rand.om 
var iable  5 has been quant ized.  and. has a p r o b a b i l i t y  mass 
f u n c t i o n  p(  5 1 - 
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_ _ _ ~  
I n i t i a l i z a t i o n :  
d.efine v(x,O) f o r  all 
X S X ,  I D A ,  id, k=l 
+-, 
State: ix i m=l, v( x, I D ) = w  
4 
F i g u r e  B. 1 Dynamic programming f l o w  char t .  
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