To solve a stochastic linear evolution equation numerically, nite dimensional approximations are commonly used. For a good approximation, one might end up with a sequence of ordinary stochastic linear equations of high order. To reduce the high dimension for practical computations, we consider the singular perturbation approximation as a model order reduction technique in this paper. This approach is well-known from deterministic control theory and here we generalize it for controlled linear systems with Lévy noise. Additionally, we discuss properties of the reduced order model, provide an error bound, and give some examples to demonstrate the quality of this model order reduction technique.
Introduction
Model order reduction (MOR) is of major importance in the eld of deterministic control theory.
It is used to save computational time by replacing large scale systems by systems of low order in which the main information of the original system should be captured. Such kind of high dimensional problems occur for example after the special discretization of a PDE which can be used to model chemical, physical or biological phenomena. A particular MOR scheme is balanced truncation (BT) assuming asymptotic stability of the original system. The idea is to balance the system such that one creates a system where the dominant reachable and observable states are the same. Afterwards, the dicult to observe and dicult to reach states are truncated. This was considered rst in Moore [13] ; Antoulas [1] or Obinata, Anderson [14] for a thorough treatment of the topic.
Since many phenomena in natural sciences contain uncertainties, it is natural to extend PDE models by adding a noise term. This leads to stochastic PDEs (SPDEs) which are studied, e.g., in Da Prato, Zabczyk [5] and in Prévôt and Röckner [16] for the Wiener case. Peszat, Zabczyk consider more general equations with Lévy noise in [15] , where the solutions may have jumps.
Again, SPDEs can be reduced to large scale ordinary SDEs by a semi-discretization. A possibility to do that is the Galerkin method which is for example investigated in Grecksch, Kloeden [8] ,
Hausenblas [10] , Jentzen, Kloeden [11] and Redmann, Benner [17] . For that reason, generalizing model order reduction techniques to stochastic systems can easily be motivated. Inspired by this application, balanced truncation is considered for SDEs with Wiener noise in Benner, Damm [2] and for systems with Lévy noise by Benner, Redmann in [4] . Benner and Redmann additionally pointed out the benet of BT in the eld of SPDEs in detail by applying it to particular examples, see [4] and [17] .
An alternative method to obtain a reduced order model (ROM) is the singular perturbation approximation (SPA), see Liu, Anderson [12] and Fernando, Nicholson [7] for deterministic linear systems. Rather than setting all truncated states to zero as in BT, they are assumed constant which allows to solve for them and thus include this information in the dierential equation for the remaining states. This has the advantage of a zero steady-state error, a property often important in applications. The SPA also exists for bilinear systems. For that framework, we refer to Hartmann et al. [9] .
In this paper, we generalize the work of Liu and Anderson to linear systems with Lévy noise. In Section 2, we motivate the SPA for stochastic systems and derive the ROM which coincides with the deterministic case ROM if N = 0. Next, in Section 3, we analyze the properties of the ROM.
First, we consider the stability of the reduced system. We show that it is mean square stable and discuss why the ideas from Benner et al. [3] cannot be adopted in order to prove the preservation of mean square asymptotic stability. Additionally, we state the remaining part to complete the proof of mean square asymptotic stability for the ROM. Besides the stability analysis of the ROM, we investigate the reachability and observability in the reduced model by the SPA. Therefore, we repeat the concepts used in Benner, Damm [2] and Benner, Redmann [4] and show, by an example, that one can lose the complete reachability and observability in the ROM even if one starts with a completely reachable and observable original model which is in contrast to the deterministic case. In Section 4, we assume to have a ROM that preserves the mean square asymptotic stability 1 which is vital for the existence of the error bound we provide in that section. This error bound we obtain by modifying the coecients of the ROM in order to have the same structure as in the original system. The modied matrices coincide with the ones that are used in the bilinear case by Hartmann et al. [9] . Furthermore, from that error bound, we can point out the cases in which we have a good approximation by the SPA. Finally, in Section 5, we compare BT and the SPA by reducing a large scale system we get from a special discretization of a second order SPDE with Poisson noise. There, we see that SPA can be better if one considers the underlying equations on a larger time interval. We present a second example, which we generate randomly, to illustrate further advantages of the SPA.
SPA
Let M be a scalar and square integrable Lévy process with mean zero dened on a ltered probability space (Ω, F, (F t ) t≥0 , P). 1 In addition we assume M to be (F t ) t≥0 -adapted and the increments M (t + h) − M (t) to be independent of F t for t, h ≥ 0. We consider the following equations: 
where we dene the processes v 1 and v 2 to be equal in L 2 T if they coincide almost surely with respect to P ⊗ dt. Further, we assume the control u ∈ L
2
T for every T > 0. Below, the solution of (1) at time t ≥ 0 with initial condition x 0 ∈ R n and given control u is always denoted by X(t, x 0 , u). We assume
for t → ∞ and x 0 ∈ R n . This concept of stability is also used in [2] and is necessary to dene (innite) Gramians, which are the solutions of the generalized Lyapunov equations (3) and (4) below.
Theorem 2.1. The following are equivalent: (1) is asymptotically mean square stable.
(ii) There exists a matrix P > 0, such that
(iii) The eigenvalues of We assume that the system (1) is balanced, meaning that solutions of the following generalized Lyapunov equations are diagonal and equal
where Σ = diag(σ 1 , . . . , σ n ) with σ 1 ≥ . . . ≥ σ n > 0. We introduce the following partitions
, the idea of balanced truncation is to select the rst r rows in equation (1) and to neglect X 2 which means that we set X 2 = 0. This yields a reduced order model with coecients (A 11 , N 11 , C 1 , B 1 ).
A detailed motivation regarding BT in the stochastic case one can nd in [2] and [4] . From [3] we know that balanced truncation preserves asymptotic stability also in the stochastic case if
The same is true for the truncated part meaning
From the properties (5) and (6) we can also conclude that A 11 and A 22 are invertible.
The method we introduce below is called singular perturbation approximation (SPA) with a more general idea of setting the symbolic derivative dX2 dt equal to zero instead. We obtain a system
where we assume x 0 = 0 below. From the second line in (7), we obtain
such that an Ito integral equals an ordinary integral which is a strange situation, since the ordinary integral is dierentiable and the Ito integral is not in general. We dene the process S(t) = t 0 
with [S i , S i ] t being the quadratic variation part of the i-th component of S. Inserting the dierential of S and using the property
If we apply this to equation (8), we get
By inserting this in the rst line in equation (7), we have
Remark. (i) The SPA yields a reduced order model (10) which has a dierent structure than the original model (1), meaning that we obtained a system in which the output equation is controlled and the control in the state equation is disturbed by Lévy noise. If we use this ROM, we have to restrict ourselves to controls with existing left limits u(t−), t ≥ 0, in order to have equation (10) well dened. Since we prefer a ROM having the same shape like the original model we will often emphasize the case (B,B 0 ,D) = (B 1 , 0, 0) which we get by setting B 2 = 0 in equation (9).
(ii) If we set (B,B 0 ,D) = (B 1 , 0, 0), we precisely obtain the matrices that are recommended for the SPA in the bilinear case in [9] .
3.1 Preservation of (asymptotic) mean square stability
We multiply A −T from the left and A −1 from the right hand side in equation (3) and get
It can be shown easily that using these transformed coecientsÃ andÑ instead of A and N does not eect the asymptotic mean square stability. By
The reason to consider the matricesÃ andÑ is the following equivalence between its left upper blocks and the reduced order model coecients:
we haveÃ 11 =Ā −1 ,Ñ 11 =NĀ −1 . So, proving asymptotic mean square stability in the ROM is now transformed into the following problem:
Starting with a system with coecientsÃ andÑ , show that this property is preserved if one truncates the system, i.e. one chooses the reduced order coecientsÃ 11 andÑ 11 .
The main diculty is the fact that this system is not balanced since the solution of equation (12) is neither diagonal nor it coincides with the one from equation (11) . For that reason, the ideas that are used for the stability analysis of BT in [3] (see Sections 4.3 4.5) cannot be applied.
In the deterministic case, where N = 0, the dual equation (12) is obtained by pre-and postmultiplying equation (4) with A −1 and A −T which in that case yields a balanced system, see [12] .
Unfortunately, this does not work in the more general framework N = 0 because we would get A −1 N instead of the desired matrixÑ = N A −1 . We could state the desired result then under the assumption that A and N commute, which could at least partially prove the conjecture.
Since the solution of equation (11) is in diagonal form, we can adopt at least a few arguments from [3] which we state in the proof of the lemma below.
Lemma 3.1. The reduced order models with the coecients (Ã 11 ,Ñ 11 ) or (Ā,N ) are mean square stable, i.e.
and
Proof. We use a suitable partition ofÃ,Ñ ,C , Σ and obtain the following equation for the left upper block of (11): 
since by pre-and post-multiplying (14) withĀ T andĀ, we get
Using Theorem 3.1 in [3] , we obtain
with K = I r ⊗Ã 11 +Ã 11 ⊗ I r +Ñ 11 ⊗Ñ 11 · c. By (13) it remains to show that 0 ∈ σ(K) to get the desired asymptotic mean square stability. This we summarize as follows:
Conjecture 3.2. The reduced order model with coecients (Ā,N ) is asymptotically mean square stable, i.e. 0 ∈ σ(K).
The result in Conjecture 3.2 is theoretically important for the existence of the error bound we state in Section 4. Practically, it is easy to check if zero is an eigenvalue of K or not since the reduced order dimension r is usually small.
Observability and reachability in the ROM
We introduce the fundamental solution of the state equation (1) as an R n×n -valued process Φ
Now, we can introduce the observability Gramian Q = ∞ 0 E Φ T (s)C T CΦ(s) ds and the reacha-
ds which exist by assumption (2). Q solves equation (3) and P fullls (4). That is proven in Section 3 in [4] . Here, we are in a balanced situation which means that
We know that system (1) is completely observable if and only if the Gramian Q is positive denite, see Section 3.2 in [4] . Since the reachability concept for system (1), used in Section 3.1 in [4] , neglects the information that is contained in N , it is not surprising that P can only provide partial information about the reachability of a state x ∈ R n . To be more precise, if x is reachable, then x ∈ im P but the other direction is not true. So, it is necessary to introduce the deterministic Gramian P D = Since the ROM (10) has a dierent structure than the original model one might think that the Gramian of the ROM has to be dened dierently in order to characterize observability and reachability of the system. We will see soon that the additional matricesB 0 andD have no impact in that context. In order to discuss this property we repeat the concepts of observability and reachability of the ROM:
Since the observation concept is considered in the uncontrolled case (u ≡ 0), the matrixD does not enter in the following denition.
Denition 3.
3. An initial statex 0 is called observable if the corresponding observation energy is positive:
dt > 0.
Since we haveC X 1 (t,x 0 , 0) =CΦ(t)x 0 , t ≥ 0, it follows
Here,Φ denotes the fundamental solution of the ROM.
Hence, the ROM is completely reachable if and only if Q R > 0. Below, we distinguish between the solution of (15) for generalB 0 which we denote by X 1 (t,x 0 , u) and X 0 1 (t,x 0 , u), t ≥ 0, denoting the solution of (15) in case B 0 = 0. Now, we dene reachable average states. Denition 3.4. A statex is called reachable on average (from zero) if there is a time T > 0 and a control function u ∈ L 2 T , such that we have
Applying the expectation on both sides of equation (15) and using the property that the Ito integral has mean zero yields that the functions E [X 1 (t,x 0 , u)] and E X 0 1 (t,x 0 , u) , t ≥ 0, are both solutions of the ODĖ which is asymptotically mean square stable. In addition, we have a balanced system since for the solution of the equations (3) and (4) it holds P = Q = diag(2, 1, 1). Consequently, it is also completely observable. The complete reachability we obtain by P D > 0. The corresponding one dimensional ROM has the coecients Since there is no control in the state equation of the ROM and the output of the uncontrolled ROM is identically zero, the reduced order system is neither completely reachable nor completely observable. Of course, this also holds for the modied ROM, where one sets (B,B 0 ,D) := (B 1 , 0, 0) = (0, 0, 0).
The fact that reachability and observability are not necessarily preserved by the SPA is not surprising since analogous observations are made for BT in [4] .
Error bound
In this section, we provide an error bound for the case (B,B 0 ,D) = (B 1 , 0, 0) and x 0 = 0. In the error bound below, the matrix
T (t)dt enters. For its existence we assume that the mean square asymptotic stability is preserved in the ROM. This means that
which we know from Section 3.1. Condition (17) is usually easy to check since the reduced order dimension r is small.
where
Below, we specify this bound to emphasize the cases in which the SPA performs well.
Theorem 4.1. If the ROM is asymptotically mean square stable, then
where P G,1 are the rst r and P G,2 the last n − r rows of
Proof. The right lower block of (3) satises
If we multiply (3) 
and thus
Furthermore, using (4) one can conclude
From
we also know that
We dene E := tr CΣC T + tr C P RC T − 2 tr CP GC T 1 2 and obtain
Using equation (21) yields
By equation (24) we obtain
Using equation (20), we have
and hence,
Thus,
By denition, the Gramians P R and Q R satisfȳ
andĀ
such that one can conclude tr(CP RC T ) = tr(B
Consequently,
Inserting equation (22) provides
Below, we analyze the term tr(B T 1 (Q R − Σ 1 )B 1 ). First, notice that the following holds:
With (27) we thus know that
Applying the equations (28) and (29) yields
We apply these results to (26) and obtain
The error bound representation in Theorem 4.1 depends on Σ 2 which contains the n − r smallest Hankel singular values σ r+1 , . . . , σ n of the original system. In case these values are small, the reduced order model obtained by the SPA is of good quality.
Comparison between balanced truncation and singular perturbation approximation
In this section, we compare BT which is discussed in [4] and the SPA which we consider in this paper. The aim is to point out the cases, when the SPA is better to motivate the practical relevance of this method. We start with an example which we obtain by discretizing an SPDE in the spatial component and afterwards we state a random example to illustrate further eects.
Both examples are not in the balanced form already but balancing these systems can be done easily by the procedure stated in Section 4 in [4] .
The numerical experiments are run on a desktop computer with a dual-core Intel Pentium processor E5400 and 3GB RAM. All algorithms are implemented and executed in MATLAB 7.14.0.739 (R2012a) running on Ubuntu 10.04.1 LTS.
SPDE example
To compare BT and the SPA we use an example created in [17] . There, a second order SPDE with Lévy noise is considered and approximated by a large scale system of ordinary SDEs.
Example 5.1. The lateral displacement of an electricity cable impacted by wind can be modeled by
Here, M (t) = −(N (t) − t) with (N (t)) t≥0 being a Poisson process with parameter 1. The boundary and initial conditions are X(0, t) = 0 = X(π, t) and X(0, ζ),
The output is an approximation for the position of the middle of the string
where > 0.
We introduce the following approximating SDE with state space dimension n, initial condition X (0) = 0 and output Y n :
• the output matrix C is given by C T = (c k ) k=1,...,n with c 2 = 0 and c
where we assume n to be even, = 1, . . . ,
Following the arguments in [17] this approximation is meaningful, since
equation is asymptotically mean square stable (see [17] ) which means that
for t → ∞ and any initial condition such that we can apply balanced truncation and the singular perturbation approximation, respectively below. We consider the deviation between Y n and the outputs of the ROMs via BT and via the SPA in the norm on the left hand side of (18). We insert particular normalized control functions u 1 (t) =
, where w is a Wiener process. The exact errors and the error bound E 1 of BT we take from [17] and we additionally determine these values for the SPA, where E 2 denotes the corresponding error bound stated in Theorem 4.1. Furthermore, we set (B,B 0 ,D) = (B 1 , 0, 0). D = − diag(10 abs(randn(n, 1))) − 2I n and J = randn(n), where we use randn('state',1) for D and randn('state',2) for J. The matrices B, C, N are also random and generated by B = randn(n, n), C = randn(1, n) and N = rand(n)/100, where we use rand('state',1) for N , rand('state',3) for B and rand('state',4) for C. One can check numerically that there is a positive denite solution X to A T X + XA + N T XN = −I.
By Theorem 2.1 this mean that the system is asymptotically mean square stable. We insert the controls u i (i = 1, . . . , n) on [0, 12]
where the k i are randomly generated constants. In Figure 1 we visualize a trajectory of the output Figure 2 is above the red line, then the SPA is better. From the two plots we observe that the SPA is a better approximation if the output curve is at. In this case, it seems to be a good assumption to suppose certain state components to be constant (symbolic derivative dX2 dt = 0, see (7)), whereas BT provides a smaller error, where the slope of the output is big.
Conclusions
We generalized the singular perturbation approximation for stochastic systems with noise processes having jumps as an alternative to balanced truncation. In particular, we focused on a linear we emphasized the advantages of using the singular perturbation approximation.
