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Abstract
In this paper, we introduce the notion of a finite non-simple directed
graph, called an ornated graph and initiate a study on ornated graphs. An
ornated graph is a directed graph on n vertices, denoted by On(sl), whose
vertices are consecutively labeled clockwise on the circumference of a circle
and constructed from an ordered string sl joining them in such a way that
for an odd indexed entry at of the string, a tail vi has clockwise heads vj if
and only if (i + at) ≥ j and for an even indexed entry as of the string a tail
vi has anticlockwise heads vj if and only if (i− as) ≤ j. The collection of the
ornated graphs having this property is called the family of ornated graphs.
Some interesting results are also presented in this paper on certain types of
ornated graphs.
Keywords: Degree sequence, ornated graph, Kyle graph, symmetric directed
graph.
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2 A study on ornated graphs
1 Introduction
For general notations and concepts in graph theory, we refer to [1], [3] and [5] and for
digraph theory, we further refer to [2] and [4]. All graphs (and digraphs) mentioned
in this paper are simple, connected and finite graphs, unless mentioned otherwise.
The set of all positive integers and set of all non-negative integers are denoted
in this paper by N and N0 respectively. We denote a directed graph by D and its
underlying graph by D. The order and size of a graph (or a digraph) is the number
of vertices and the number edges (or arcs) in that graph (or digraph). The degree
of a vertex, d(vi) in a directed graph D, we explicitly refer to the degree found in
the underlying graph denoted D, hence dD(vi) = dD(vi) = d
+
D(vi) + d
−
D(vi).
2 Ornated Graphs
Definition 2.1. An ordered string, denoted by sl, is defined as an l-tuple (aj)
l
j=1
where aj ∈ N0 , 1 ≤ j ≤ l for j, l ∈ N. For brevity, we write sl = (aj); 1 ≤ j ≤ l.
Analogous to the corresponding terms in set theory, if the element at is an entry
in the ordered string sl, then we write at ∈ sl. For an entry of the ordered string
say at, t is called the index of at. It should also be noted that the values n, aj and
l are independent from each other.
In view of the above concepts, we introduce the notion of ornated graphs as
follows.
Definition 2.2. Let n be a positive integer and sl = (aj); 1 ≤ j ≤ l be an or-
dered string of non-negative integers. An ornated graph on n vertices, associated
with an ordered string sl, is denoted by On(sl) and is defined as a directed graph
(digraph) with vertex set V = V (On(sl)) = {vi : i ∈ N, i ≤ n} and the arc
set A = A(On(sl)) ⊆ V × V such that for i, j ∈ N, (vi, vj) ∈ A if and only if
(i+ at) ≥ j, i < j, for odd indices t and (i− as) ≤ j, i > j, for even indices s.
The collection of all ornated graphs with respect to a given ordered string sl is
called the family of ornated graphs, denoted by On.
The following is another important concept on the ornated graphs on the same
number of vertices.
Definition 2.3. When we apply the ordered strings sl1 , sl2 consecutively to the
same n vertices we write On(sl1 + sl2) = On(sl1) +On(sl2).
Invoking the above notation, we have the following result.
Lemma 2.4. We have the following properties for ornated graphs.
1. For the string s3 = (a1, a2, a3), we have the following properties.
(i) Associative law: On(a1, a2, a3) = On(a1, 0, 0)+On(0, a2, a3) = On(0, a2, 0)+
On(a1, 0, a3) = On(0, 0, a3) +On(a1, a2, 0).
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(ii) Summation law: On(a1, a2, a3) = On(a1, 0, 0)+On(0, a2, 0)+On(0, 0, a3).
2. For the string s4 = (a1, a2, a3, a4), we have the following properties.
(i) Partial commutative law: We have On(a1, a2, a3, a4) = On(a3, a2, a1, a4) =
On(a1, a4, a3, a2) = On(a3, a4, a1, a2).
(ii) Redundancy law: If sm = (bj); 1 ≤ j ≤ m is an ordered string reduced
from sl = (aj) : 1 ≤ j ≤ l by removing all the zero entries from sl then
their underlying graphs are isomorphic.
Proof. (i) From Definition 2.2, it follows that the ornated graph On(a1, 0, 0) has arcs
(vi, vj) ∈ A(On(a1, a2, a3)) if and only (vi, vj) ∈ {(vi, vj) : (i + a1) ≥ j, i < j}. By
same definition, the ornated graph On(0, a2, a3) has arcs (vi, vj) ∈ A(On(a1, a2, a3))
if and only (vi, vj) ∈ {(vi, vj) : (i + a3) ≥ j, i < j} ∪ {(vi, vj) : (i − a2) ≤ j, i > j}.
Hence, A(On(a1, a2, a3)) = A(On(a1, 0, 0)) ∪ A(On(0, a2, a3)).
Therefore, it follows that V (On(a1, a2, a3)) = V (On(a1, 0, 0))∪V (On(0, a2, a3)) =
V (On(a1, 0, 0)+On(0, a2, a3)) and for the arc set, A(On(a1, a2, a3)) = A(On(a1, 0, 0))∪
A(On(0, a2, a3)) = A(On(a1, 0, 0) +On(0, a2, a3)) and hence the result follows.
The other results ((ii), (iii) and (iv)) follow in a similar way.
We have the following observations as the direct and immediate consequences of
Definition 2.2 and Lemma 2.4.
Remark 2.5. Provided that the number of vertices and the values of even indexed
and odd indexed entries respectively, remain the same and irrespective the positions
of the even or odd indexed, except that they remain even or odd indexed, the number
of ordered strings (aj); 1 ≤ j ≤ l with l = m + t entries (with m the number of
even indexed entries and t the number of odd indexed entries respectively), that
construct identical ornated graphs, is given by m! t!.
Remark 2.6. If the number of vertices and the values of even indexed and odd
indexed entries respectively, remain the same, and the positions of the entries (even
or or indexed) are disregarded then the number of ordered strings that construct
isomorphic underlying ornated graphs is given by l!
We now introduce another notion called the reduced degree-string with respect
to a given ordered string as follows.
Definition 2.7. Consider the ordered string sl = (aj); 1 ≤ j ≤ l. If entry at =
min{aj : 1 ≤ j ≤ l}, then after removing all entries at the ordered string sl1 =
(bj); 1 ≤ j ≤ l1, is called the reduced degree-string with respect to (aj); 1 ≤ j ≤ l.
Recursively, the reduced degree-string sl2 = (cj); 1 ≤ j ≤ l2 with respect to
(bj); 1 ≤ j ≤ l1 can be found. The smallest reduced degree-string is always the
string (aq, aq, aq, . . . , aq), aq = max{(aj); 1 ≤ j ≤ l}.
Now, we introduce the notion of the Kyle graph of a given family of ornated
graphs as given below.
4 A study on ornated graphs
Definition 2.8. The Kyle graph of a given family On of ornated graphs on n
vertices is the smallest ornated graph in On, attaining maximal degree associated
with a given ordered string sl.
The existence of a Kyle graph for a given family of On of ornated graph On(Sl)
is established in the following result.
Lemma 2.9. Let sl = (aj); 1 ≤ j ≤ l be a given ordered string. Then, the Kyle
graph which attain the maximum possible degree ∆ = ∆(On(sl)) = 2
l∑
i=1
aj at a single
vertex can be constructed on n = 2k+1, vertices where k = aq = max{(aj); 1 ≤ j ≤
l}.
Proof. Let k = aq = max{(aj); 1 ≤ j ≤ l}. Then, 2k + 1 is always a unique odd
number and hence d(vd 2k+1
2
e) is also unique. The vertex vk+1 can be considered the
unique central vertex of the ornated graph O2k+1(sl).
Clearly, beginning with the arc-less graph on 2k+ 1 vertices and without loss of
generality, let r be an odd index and then linking only the arcs {(vi, vj) : (i+ ar) ≥
j, i < j} where ar ≤ k, we have ∆(O2k+1(0, 0, 0, . . . , ar, . . . , 0)) = 2ar. Now, set the
value of t recursively as t = am,where m = 1, 2, 3, . . . , (r − 1), (r + 1), . . . , l. Hence,
by linking the arcs {(vi, vj) : (i+ t) ≥ j, i < j} (odd index) and {(vi, vj) : (i− t) ≤
j, i > j} (even index) recursively, it follows that ∆(On=2k+1(sl)) = 2
l∑
j=1
aj, uniquely
at vertex vk+1. This completes the proof.
The Kyle graph of the family of ornated graphs corresponding to the ordered
string (1, 3) is illustrated in Figure 1.
Figure 1
The following result determines the number of vertices with maximum degree
in an ornated graph.
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Proposition 2.10. For n ∈ N, consider the family of ornated graphs with respect
to the ordered string sl = (aj); 1 ≤ j ≤ l and let k = aq = max{(aj); 1 ≤ j ≤ l}.
Then, the ornated graph O(2k+1)+r(sl); r ∈ N0 , has exactly (r+ 1) vertices with the
maximum possible degree ∆(O(2k+1)+r(sl)) = 2
l∑
j=1
aj.
Proof. Let sl = (aj); 1 ≤ j ≤ l be the given ordered string and let k = aq =
max{(aj); 1 ≤ j ≤ l}. By Lemma 2.9, the vertex vk+1 has degree d(vk+1) =
∆(O(2k+1)(sl)) = 2
l∑
j=1
aj.
Now, consider the ornated graph O(2k+1)+1(sl). It can be noted that the vertex
vk+1 serves as the central vertex with respect to vertices v1, v2, v3, . . . , vk in applying
Definition 2.2 for all odd indexed vertices. It also serves as the central vertex for
vertices vk+2, vk+3, . . . , v2k in applying Definition 2.2 to for all even indexed vertices.
Hence, d(vk+1) = ∆(O(2k+1)+1(sl)) = 2
l∑
i=1
ai.
Similarly, vk+2 is the central vertex with respect to vertices vk+3, vk+4, . . . , v2k+1
in applying Definition 2.2 for all even indexed vertices and also serves as central
vertex for vertices v2, v3, . . . , vk+1 in applying Definition 2.2 for all odd indexed
vertices. Hence, d(vk+2) = ∆(O(2k+1)+1(sl)) = 2
l∑
j=1
aj.
Hence, d(vk+1) = d(vk+2) = ∆(O(2k+1)+1(sl)) = 2
l∑
j=1
aj. The result follows
recursively, for O(2k+1)+r(sl), r ∈ N0 .
Invoking the above results, we define the following notion.
Definition 2.11. The set of vertices in the ornated graph O(2k+1)+r(sl), r ∈ N0 ,
with degree ∆(On(sl)) is called the central cluster of the ornated graph and is
denoted by C(On(sl)).
The properties of the vertices having the maximal possible degree in an ornated
graph have already been discussed. An interesting question that arises in this
context is about the vertices of these ornated graphs having minimum degree. As
a result, we have the following.
Lemma 2.12. For all ornated graphs from a family of finite ornated graphs On
which are larger or equal in order to the Kyle graph of that family, we have the
vertices v1 and vn only such that d(v1) = d(vn) = δ(On(sl)) =
l∑
j=1
aj.
Proof. Let sl = (aj); 1 ≤ j ≤ l be an ordered string. The proof for the statement
d(v1) = d(vn) = δ(On(sl)) =
l∑
j=1
aj, follows similarly to the proof of Lemma 2.9.
Assume that there exists another vertex vi with d(vi) = δ(On(sl)). Also assume,
without loss of generality, that 1 < i < m, where m is the smallest index with
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vm ∈ C. Beginning with the arcless graph and linking the arcs of an entry say, at it
follows that d(v2) = d(v1) + 1 in the subgraph of the ornated graph. It also follows
that d(v2) ≤ d(v3) ≤ d(v4) ≤ . . . ≤ d(vi) . . . ≤ d(vm). The latter holds true as
the linkages for all entries are added resulting in d(v1) < d(v2) < d(v3) < d(v4) <
. . . < d(vi) . . . < d(vm) = ∆(On(sl)). This is a contradiction to the assumption that
d(vi) = δ(On(sl)).
The following result is an immediate consequence of Proposition 2.10 and Lemma
2.12.
Corollary 2.13. For any ornated graph On(sl) in a family On of finite ornated
graphs with order greater than or equal to that of a Kyle graph of that family,
∆(On(sl)) = 2δ(On(sl)).
Proof. Since δ(On(sl)) =
l∑
j=1
aj and ∆(On=(2k+1)+r(sl)) = 2
l∑
j=1
aj, for an ornated
graph on at least 2k + 1 vertices,where k = max{(aj); 1 ≤ j ≤ l}, we have
∆(On(sl)) = 2δ(On(sl)).
The degree sequence in the Kyle graph of the family of ornated graphs On is
recursively determined in the following theorem.
Theorem 2.14. Let sl = (aj); 1 ≤ j ≤ l be an ordered string. For the Kyle Graph,
O2k+1(sl), k = aq = max{(aj); 1 ≤ j ≤ l} and aj ≥ 1 ∀j the degree sequence is
given by
d(vi) =

l∑
j=1
aj + (i− 1)l, 1 ≤ i ≤ hi + 1;h1 = min{(aj); 1 ≤ j ≤ l}
l∑
j=1
aj + h1l) + (i− 1)l1; h1 + 2 ≤ i ≤ h2 − h1;h2 = 2ndmin{(aj); 1 ≤ j ≤ l}
...
(recursively)
...
2
l∑
j=1
aj − ((k − k1)− 1); i = k1 + 2; k1 = 2ndmax{(aj); 1 ≤ j ≤ l}
2
l∑
i=1
ai − 1; i = k
2
l∑
j=1
aj; i = k + 1
and vk+1 being the central vertex, the degrees of the remaining vertices are recursively
given by d(v(2k+1)−i) =
l∑
j=1
aj + il; 0 ≤ i ≤ h1 − 1 and h1 = min{(aj); 1 ≤ j ≤ l}.
Proof. We prove the result for vertices v1, v2, v3, . . . vk+1 since the mirror image of
the degree sequence then follows from Definition 2.2.
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Consider the ordered string sl = (aj); 1 ≤ j ≤ l. Since the degree sequence of
the Kyle Graph, O2k+1(sl), k = aq = max{(aj); 1 ≤ j ≤ l} is identical to the degree
sequence of the underlying Kyle Graph we use Remark 2.6 and consider the ordered
string (bj); 1 ≤ j ≤ l such that bj ≥ b` if and only if j > l and bi = aj for at least
one value of j. Hence, d(v1) =
l∑
i=1
bi follows from Lemma 2.12.
Consider the reduced string s1 = (b1). Invoking Definition 2.2, we note that
for the underlying Kyle Graph, O(2b1+1)(b1) we have that d(v1) = b1 =
1∑
i=1
bi. Since
h1 = b1 and l = 1 it follows from Definition 2.2 that d(v2) = b1+1 =
1∑
i=1
bi+l, d(v3) =
d(v2) + 1 = b1 + 2.1 =
1∑
i=1
bi + 2l, . . . , d(vb1+1) = d(vb1) + 1 = b1 + b1.1 =
1∑
i=1
bi + h1l.
Hence, the result holds for O(2b1+1)(b1).
Now we consider the following cases.
Case 1: Consider the reduced string s2 = (b1, b2), b1 = b2. It follows that for the
underlying Kyle Graph, O(2b1+1)(b1, b2) we have that d(v1) = 2b1 = 2(
1∑
i=1
bi) =
2∑
i=1
bi.
It also follows that since h1 = b2 and l = 2 for this case, we have d(v2) = 2(b1 +1) =
2(
1∑
i=1
bi + 1) = 2(b2 + 1) =
2∑
i=1
bi + 2 =
2∑
i=1
bi + l, d(v3) = 2(d(v2) + 1) = 2(b1 + 2) =
2(
1∑
i=1
bi + 2) = 2(b2 + 2) =
2∑
i=1
bi + 4 =
2∑
i=1
bi + 2l, . . . , d(vb1+1) = 2(d(vb1) + 1) =
2(b1 + b1) = 2(
1∑
i=1
bi + b1) = 2(b2 + b2) = 2
1∑
i=1
bi + 2b2 =
2∑
i=1
bi + h1l. So the result
holds for O(2b1+1)(b1, b2), b1 = b2.
Case 2: Consider the reduced string s2 = (b1, b2), b1 > b2. Let b1 − b2 = t. Def-
inition 2.2 allows the underlying graph of O2b1+1(0, b2) to have degree sequence
d(v1) = b2, d(v2) = b2 + 1, d(v3) = b2 + 2, and proceeding like this, d(v(2b1+1)−t) =
b2 + b2 = 2b2. Thereafter, for j = 1, 2, 3, . . . , t, we have d(v(2b1+1)−(t−j)) = 2b2.
Hence, it follows that the underlying graph of O2b1+1(b1, b2) has degree sequence,
d(v1) =
2∑
i=1
bi, d(v2) =
2∑
i=1
bi + 2, d(v3) =
2∑
i=1
bi + 4, . . . . . . , d(v(2b1+1)−t) =
2∑
i=1
bi + 2b2.
Thereafter for j = 1, 2, 3, . . . , t, we have d(v(2b1+1)−(t−j)) =
2∑
i=1
bi + j. Hence, h1 = b2
and l = 2 for vertices i = 1, 2, 3, . . . , (2b1−t) and for the subsequent t vertices, l1 = 1
and for first h1+1 vertices, we have d(v1) =
l∑
i=1
ai, d(v2) =
l∑
i=1
ai+l, d(v3) =
l∑
i=1
ai+2l
and so on up to d(vh1+1) =
l∑
i=1
ai+h1l where h1 = min{(aj); 1 ≤ j ≤ l}, for the next
h2−h1 vertices, we have d(v(h1+2)) =
l∑
i=1
ai+h1l+l1, d(v(h1+3)) =
l∑
i=1
ai+h1l+2l1, and
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so on up to d(v(h2−h1)) =
l∑
i=1
ai +h1l+ (h2−h1)l1, where h2 = 2nd min{(aj); 1 ≤ j ≤
l}, and recursively proceeding like this, for sequential reduced degree-strings until we
have d(vk1+2) = 2
l∑
i=1
ai− ((k−k1)− 1), . . . . . . , d(vk) = 2
l∑
i=1
ai− 1, d(vk+1) = 2
l∑
i=1
ai
for (k − k1) vertices, where k1 = 2ndmax{(aj); 1 ≤ j ≤ l}, with vk+1 being central
vertex. Then, recursively mirror image degree values follow.
Hence, the result follows recursively for the underlying graphs ofO2b1+1(b1, b2, b3),
O2b1+1(b1, b2, b3, b4), so on up to O2b1+1((bj); 1 ≤ j ≤ l).
Illustration 1. For the Kyle Graph O17(1, 3, 5, 1, 2, 8) the degree sequence is given
by d(v1) = 20, d(v2) = 26, d(v3) = 30, d(v4) = 33, d(v5) = 35, d(v6) = 37, d(v7) =
38, d(v8) = 39, d(v9) = 40, d(v10) = 39, d(v11) = 38, d(v12) = 37, d(v13) = 35, d(v14) =
33, d(v15) = 30, d(v16) = 26, and d(v17) = 20. Let the notation d(vi)  aj for il-
lustrative purposes, denote d(vi) in On(0, 0, 0, ..aj, .., 0). The degree sequence can
easily be calculated by using the summation law (Lemma 2.4 (ii)). See the table
below:
vi
d(vi) 
a1
d(vi) 
a2
d(vi) 
a3
d(vi) 
a4
d(vi) 
a5
d(vi) 
a6
d(vi)
v1 1 3 5 1 2 8 20
v2 2 4 6 2 3 9 26
v3 2 5 7 2 4 10 30
v4 2 6 8 2 4 11 33
v5 2 6 9 2 4 12 35
v6 2 6 10 2 4 13 37
v7 2 6 10 2 4 14 38
v8 2 6 10 2 4 15 39
v9 2 6 10 2 4 16 40
v10 2 6 10 2 4 15 39
v11 2 6 10 2 4 14 38
v12 2 6 10 2 4 13 37
v13 2 6 9 2 4 12 35
v14 2 6 8 2 4 11 33
v15 2 5 7 2 4 10 30
v16 2 4 6 2 3 9 26
v17 1 3 5 1 2 8 20
Note the “mirror image” degree sequence with v9 being central to the degree
sequence.
Remark 2.15. Since the number of edges in a graph G half of the sum of degrees
of all vertices of G, we can find the number of edges in the Kyle graph of a family
of ornated graphs On by adding all the terms explained in Theorem 2.14.
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3 Determining the Ornated Graphs
Definition 3.1. Consider vertices vi and vi+1 of an ornated graph. The relative
indegree and outdegree of a vertex vi, denoted by d
−
r (vi) and d
+
r (vi) respectively, are
defined to be the number of (vi+1, vi) and (vi, vi+1) arcs, respectively.
The following result is on the number odd and even indexed entries in an ordered
string related to the indegree and outdegree of a vertex in the corresponding ornated
graph.
Proposition 3.2. For a vertex vi, i < n in an ornated graph, On((aj); 1 ≤ j ≤ l)
which is larger or equal to the Kyle Graph, if d−r (vi) = m and d
+
r (vi) = t, then
the ordered string has m+ t entries composed of m even indexed entries and t odd
indexed entries.
Proof. Construct the ornated graph On((aj); 1 ≤ j ≤ l), l = m+ t with m the num-
ber of even indexed entries and t the number of odd indexed entries, by beginning
with the arcless graph on n vertices and linking first, the arcs {(vi, vj) : (i + a1) ≥
j, i < j}. Clearly we have that d+r (vi) = 1, for i = 1, 2, 3, . . . , n− 1. By recursively
adding the linkage of arcs {(vi, vj) : (i + as) ≥ j, i < j} for all, say t odd indexed
entries, we have that d+r (vi) = t for i = 1, 2, 3, . . . , n− 1.
By applying Definition 2.2 for all, say m even index entries,the result d−r (vi) = t
for i = 1, 2, 3, . . . , n− 1 follows in a similar manner.
Theorem 3.3. [Ratanang’s Theorem] For a Kyle Graph with m × m adjacency
matrix 
0 e12 . . . e1m
e21 0 . . . e2m
. . . . . . . . . . . . . . . . . . .
em1 em2 . . . 0
 ,
with each entry eij equal to the number of arcs (vi, vj), the ordered string defining
the ornated graph On(sl), n ≥ m, is given by sl = (aj); 1 ≤ j ≤ l such that a1 <
a2 < a3 < . . . < al, l = (ei(i+1) + e(i+1)i), i ≤ (m− 1) and a1, a2, a3, . . . , al = bm2 c can
all be determined.
Proof. The result l = (ei(i+1) +e(i+1)i), i ≤ (m−1) follows directly from Proposition
3.2.
Consider the adjacency matrix of the Kyle Graph,
0 e12 . . . e1m
e21 0 . . . e2m
. . . . . . . . . . . . . . . . . . .
em1 em2 . . . 0
 .
Without loss of generality we assume that the defining ordered string sl = (aj); 1 ≤
j ≤ l has odd number of entries. Consider row (e1j), 1 ≤ j ≤ m (row 1) and count
the number of entries e1j ≥ 1, 1 < j ≤ m, say q. From Definition 2.2 it follows that
al = q = bm2 c.
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Now, consider the deviated matrix where we subtract 1 from each first row
entry, e1j ≥ 1, (1 < j ≤ m). Consider first row of the deviated matrix and count
the number of entries e∗1j ≥ 1, 1 < j ≤ m, say t. From Definition 2.2 it follows that
a(l−2) = t. Recursively all entries a1, a3, a5, . . . , al can be determined.
Now, consider the column (ej1), 1 ≤ j ≤ m, (column 1) and count the number of
entries ej1 ≥ 1, 1 < j ≤ m, say t. From Definition 2.2 it follows that al−1 = t. Now,
consider the deviated matrix where we subtract 1 from each first column entry,
ej1 ≥ 1, 1 < j ≤ m. Consider the first column of the deviated matrix and count the
number of entries e∗j1 ≥ 1, 1 < j ≤ m, say w. From Definition 2.2 it follows that
a(l−3) = w. Recursively all entries a2, a4, a6, . . . , al−1 can be determined.
This completes the proof.
A relation between the degrees of vertices in an ornated graph and its adjacency
matrix is established in the following result.
Corollary 3.4. For any vertex vi in an ornated graph, d(vi) =
n∑
j=1
eij +
n∑
j=1
eji,
where eij, eji are the corresponding entries in the n× n adjacency matrix.
Proof. Because d+(vi) =
n∑
j=1
eij and d
−(vi) =
n∑
j=1
eji the result d(vi) = d
+(vi) +
d−(vi) =
n∑
j=1
eij +
n∑
j=1
eji, follows easily.
4 Generalised Ornated and Kyle Graphs
We now introduce the concept of generalised ornated and Kyle graphs by applying
a finite number of finite strings consecutively to n ∈ N vertices.
Definition 4.1. When applying the finite number of ordered strings sl1 , sl2 , . . . slt
consecutively to the same n vertices, we write On(sl1 , sl2 , . . . , slt) = On(sl1) +
On(sl2) + . . .+On(slt) =
t∑
i=1
On(sli) and the graph is called the generalised ornated
graph.
Let ki = max{(aj); aj ∈ sli}. In view of this definition, we establish the following
theorem.
Theorem 4.2. For the finite number of ordered strings sl1 , sl2 , . . . , slt, the smallest
ornated graph having the maximum degree ∆(On(sl1 , sl2 , . . . , slt)) =
t∑
j=1
∆(On(slj))
has n = 2(max{ki}∀i) + 1 vertices.
Proof. For the ordered string slm having km = max{ki}∀i, we have the Kyle vertex
vkm+1 with ∆(O2km+1(slm)) = dO2km+1(vkm+1). Without loss of generality, if we
apply ordered string slh with kh ≤ km, then vertex vkm+1 ∈ K(O2km+1(slh)). Hence,
∆(O2km+1(slm , slh)) = dO2km+1(vkm+1)+2kh +1 = dO2km+1(vkm+1)+dO2kh+1(vkh+1) =
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∆(O2km+1(vkm+1)) + ∆(O2kh+1(vkh+1)) = ∆(O2km+1(vkm+1)) + ∆(O2km+1(vkh+1)).
Recursively the result follows.
Corollary 4.3. If n = 1+2 max{ki}, then for any vertex vi ∈ V (On(sl1 , sl2 , . . . , slt))
we have d(vi) =
t∑
j=1
dOn(slj )(vi).
Proof. The result follows immediately from the proof of Theorem 4.2.
The Kyle graph corresponding to On(sl1 , sl2 , . . . , slt), n = 2(max{ki}∀i) + 1 is
called the generalised Kyle graph
5 Conclusion and Scope for Further Studies
In this paper, we have introduced a new family of directed graphs called ornated
graphs and initiated a study on the structural properties and characteristics of
ornated graphs. Some problems in this area are still to be settled and they seem
to be much promising and challenging for further intensive investigation. Some of
those problems we have identified for future studies in this are are the following.
Let us now introduce the notion of a symmetric directed graph as follows.
Definition 5.1. If the vertices of a directed graph D on n vertices can be numbered
such that d+(v1) ≤ d+(v2) ≤ . . . ≤ d+(vi) ≤ d+(vi+1) = . . . = d+(vi+j)j−1≥0,≥
d+(vn−(i−1)) ≥ d+(vn−(i−2)) ≥ . . . ≥ d+(vn) and d−(v1) ≤ d−(v2) ≤ . . . ≤ d−(vi) ≤
d−(vi+1) = . . . = d−(vi+j)j−1≥0 ≥ d−(vn−(i−1)) ≥ d−(vn−(i−2)) ≥ . . . ≥ d−(vn), then
D is called a symmetric directed graph.
We strongly believe that the following conjecture on symmetric directed graphs is
true.
Conjecture 5.2. For a symmetric directed graph consider the corresponding adja-
cency matrix, 
e11 e12 . . . e1m
e21 e21 . . . e2m
. . . . . . . . . . . . . . . . . . . .
em1 em2 . . . emm
 .
A symmetric directed graph is a Kyle Graph if and only if
(i) m is odd and m = 2al + 1, al as determined by Ratanang’s Theorem,
(ii) eii = 0,∀i,
(iii) ei(i+1) + e(i+1)i = ej(j+1) + e(j+1)j, 1 ≤ i, j ≤ (m− 1),
(iv) For row (e1j) we have e12 ≥ e13 ≥ . . . ≥ e1bm
2
c = 1 and e1j = 0, bm2 c+ 1 ≤ j ≤
m,
(v) For column (ej1) we have e21 = e31 = . . . = e(bm
2
c−1)1 = 1 and ej1 = 0, bm2 c ≤
j ≤ m.
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It can be seen that the first part of the conjecture is an immediate consequence
of Lemma 2.9 on Kyle graphs. Since no loops are included in the definition of
ornated graphs, we can also note that eii = 0,∀i. The remaining parts of the above
result remain to be settled.
Some other open problems we have identified in this area are the following.
Problem 5.3. Conclude the proof of Conjecture 5.2.
Problem 5.4. Find the values of d+(vi) and d
−(vi) for the ornated graph, On((aj); 1 ≤
j ≤ l)) for j ∈ {1, 2, 3, . . . , n} in general.
Problem 5.5. Generalise Ratanang’s Theorem allowing ordered strings such that
a1 ≤ a2 ≤ a3 ≤ . . . ≤ al.
Problem 5.6. Generalise Ratanang’s Theorem with regard to the generalised or-
nated graph, On(sl1 , sl2 , . . . , slt), where n = 1 + 2 max{ki}, where 1 ≤ i ≤ l .
Now repetition and more entry values are possible. Hence, for example, (1, 3, 5, 6)
can become (1, 1, 2, 3, 4, 4, 4, 4, . . . , 4, 5, 5, 6, 6, 6, . . . , al = 6), 1 ≤ ai ≤ 6, 1 ≤ i ≤ l.
Problem 5.7. Given the degree sequence d(v1), d(v2), d(v3), . . . , d(vm) of a Kyle
Graph, is it possible to determine an ordered string sl so that On(sl) obtains the
exact degree sequence? At least it is obvious that ν(On(sl)) = m and that, al = bm2 c.
All these facts highlight that there is a wide scope in this area for further re-
search.
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