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Abstract
For certain classes of Dedekind domains S we want to characterize S-modules U such that Ext(U,M) = 0 for some module
S ⊆ M ⊆ Q. We shall call these modules M-Whitehead modules. On the one hand we will show that assuming (V = L) all
M-Whitehead modules U are S0-free, i.e. U ⊗ S0 is a free S0-module where S0 is the nucleus of M . On the other hand if there is
a ladder system on a stationary subset of ω1 that satisfies 2-uniformization, then there exists a non-S0-free M-Whitehead module.
Conversely, we will show that in the special case of Abelian groups the existence of a non-S0-free R-Whitehead group – here R is
a rational group – implies that there is a ladder system on a stationary subset of ω1 that satisfies 2-uniformization.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
In 1952 Whitehead asked the famous question whether every (Abelian) group A which satisfies Ext1Z(A,Z) = 0
is free. Therefore, a group G is called a Whitehead group if Ext1Z(G,Z) = 0 and, more generally, an S-module U
(over some ring S) is called a Whitehead Z-module if Ext1S(U, S) = 0. Shelah [10] showed in 1974 that Whitehead’s
problem is undecidable in ZFC. He proved that assuming V = L all Whitehead groups of cardinality < ℵω1 are
free. In contrast to that he constructed a non-free Whitehead group of cardinality ℵ1 assuming Martin’s axiom and
2ℵ0 > ℵ1. One year later Shelah [11] was able to show with the help of the singular compactness theorem (cf. [1,
Theorem IV.3.5]) that assuming (V = L), every Whitehead group is free. Aiming for a complete characterization of
Whitehead groups Shelah [12] translated in 1980 Whitehead’s problem into a combinatorial problem. He proved that
there is a non-free Whitehead group of cardinality ℵ1 if and only if there is a ladder system on a stationary subset of
ω1 which satisfies 2-uniformization. Since then, Whitehead modules have been investigated in various directions; for
a good survey, see [1].
In an analogy to the definition of Whitehead modules we define an S-module U to be an M-Whitehead module if
Ext1S(U,M) = 0. In 1969 Gerstner, Kaup and Weidner [3] proved that for every principal ideal domain (PID) which
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is not a complete discrete valuation ring, the Whitehead modules of countable rank are exactly the free modules. In
the same way as for Whitehead groups it was shown that assuming (V = L), every Whitehead module over a PID
which is not a complete discrete valuation ring is free (see [1, Corollary XII.1.11]). Complete discrete valuation rings
are excluded, however, since in that case every torsion-free module is a Whitehead module.
We want to characterize the M-Whitehead modules for an S-module M such that S ⊆ M ⊆ Q. For certain
Dedekind rings and assuming (V = L), all M-Whitehead modules U are S0-free, i.e. U ⊗ S0 is a free S0-module
where S0 is the nucleus of M . We will see that the existence of a ladder system on a stationary subset of ω1 that
satisfies 2-uniformization yields the existence of non-S0-free M-Whitehead modules for certain Dedekind domains S.
2. M-Whitehead modules in ZFC respectively (V = L)
Throughout this paper let S be a Dedekind domain, Q = Q(S) its quotient field and spec(S) the set of all prime
ideals. Then all non-zero prime ideals are maximal. Dedekind domains are hereditary and therefore the free S-modules
are exactly the projective S-modules. Moreover, since S is a Pru¨fer domain, divisible S-modules are injective and by
[7, Theorem 18.8] we have
Q/S ∼=
⊕
06=P∈spec(S)
E(S/P)
where E(S/P) denotes the injective hull of S/P . For any prime ideal P the localization SP of S at P is a noetherian
valuation domain and hence a principal ideal domain.
Let M be an S-module such that S ⊆ M ⊆ Q. Then M is torsion-free and rkM = 1 where rkM = dimQ(Q⊗M).
Definition 2.1. We call an S-module a U M-Whitehead module if Ext1S(U,M) = 0.
Note that ExtnS( , ) = 0 for n > 1, since S is hereditary. Thus we shall abbreviate Ext1S( , ) by Ext( , ) in the
sequel.
In the following we want to characterize M-Whitehead modules. The next lemma, which is an easy consequence of
the long Hom–Ext sequences of Cartan and Eilenberg, shows that we can restrict ourselves to torsion and torsion-free
modules. For an S-module U , let T(U ) denote its torsion part.
Lemma 2.2. Let U be an S-module. Then
Ext(U,M) = 0⇔ Ext(T(U ),M) = 0 and Ext(U/T(U ),M) = 0.
We start with the case of torsion modules. If U is a torsion S-module, thenU decomposes into the direct sum of its
P-primary components
U =
⊕
06=P∈spec(S)
U ⊗ SP =
⊕
06=P∈spec(S)
UP .
Proposition 2.3. Let P ∈ spec(S) and U = UP be a non-zero P-torsion module. Then Ext(U,M) = 0 if and only if
M is P-divisible.
Proof. The sequence
0→ M → Q → Q/M → 0
is exact and Q/M ∼= ⊕P ′∈D E(S/P ′) where D is the set of all prime ideals 0 6= P ′ of S such that M is not
P ′-divisible. Then
0 = Hom(U, Q)→ Hom(U, Q/M)→ Ext(U,M)→ Ext(U, Q) = 0
is exact, too. Hence Hom(U, Q/M) ∼= Ext(U,M). Hom(U, Q/M) is zero if and only if Q/M has no P-torsion
component and therefore, Ext(U,M) = 0 if and only if M is P-divisible. 
The case of arbitrary torsion modules follows immediately.
22 R. Go¨bel et al. / Annals of Pure and Applied Logic 148 (2007) 20–30
Corollary 2.4. Let U be a non-zero torsion module. Then Ext(U,M) = 0 if and only if M is P-divisible for all prime
ideals P such that UP 6= 0.
In the following we will concentrate on torsion-free modules. Let S0 be the nucleus of M , that is the largest ring
contained in M . Then S0 is also a Dedekind domain and M is an S0-module.
Definition 2.5. Let A be an S-module. We call A S0-free if A ⊗ S0 is a free S0-module.
It is easy to show that for torsion-free modulesU ExtS(U,M) = 0 if and only if ExtS0(U⊗ S0,M) = 0. Therefore,
we will assume without loss of generality that S = S0 in the proofs of the following results. Then
Q/M ∼=
⊕
06=P∈spec(S)
E(S/P)
and freeness in this case implies S0-freeness in the general case. Clearly every S0-free module is an M-Whitehead
module.
Before we can show that every finite rank M-Whitehead module is S0-free we need the following preparatory
lemma. Therefore remember that ŜP is an almost finite extension of S if ŜP is contained in a finite field extension of
Q. Here ŜP denotes the completion of S in the P-adic topology for a non-zero prime ideal P .
Lemma 2.6. Let S be a Dedekind domain which is not a complete discrete valuation domain. Assume that one of the
following conditions is satisfied.
(a) |S| < 2ℵ0 ;
(b) char S = 0;
(c) S is not local;
(d) S is local, char S = p > 0 and ŜP is not an almost finite extension of S.
Then ŜP is not of finite rank over S.
Proof. If (a) is satisfied, then |S| < |S|ℵ0 = |ŜP | and therefore ŜP cannot be of finite rank as an S-module.
We will show that the other three cases imply that ŜP is not an almost finite extension of S. Then there are infinitely
many S-linearly independent elements in ŜP and thus ŜP is not of finite rank over S.
If S satisfies (d) there is nothing to show. Now assume (b). Then Q and Q(ŜP ) both have characteristic 0 and hence
Q(ŜP ) is separable over Q. Meinel has shown in [8, Lemma 2] that if Q(ŜP ) is a finite field extension of Q, then
Q(ŜP ) is purely inseparable over Q. Therefore ŜP is not an almost finite extension of S.
In case (c) the proof of [8, Main Theorem] shows that if S is not local, ŜP is not an almost finite extension of S. 
We conclude the following result.
Proposition 2.7. Let S be a Dedekind domain which is not a complete discrete valuation domain. Moreover assume
that one of the conditions of Lemma 2.6 is satisfied. Let U be a torsion-free S-module of finite rank. Then
Ext(U,M) = 0 if and only if U is S0-free.
Proof. As shown above, we can assume without loss of generality that S = S0. Let Ext(U,M) = 0 and rk(U ) = n.
Assume for contradiction that U is not free. Choose a free S-module F ⊆ U of rank n. Then the sequence
0→ F → U → U/F → 0
is exact and T := U/F is a torsion module. If T is bounded, then there exists s ∈ S\{0} such that sT = 0. Hence
sU ⊆ F ⊆ U and sU is free as a submodule of the free module F . Since sU ∼= U , U is free. Hence T has to be
unbounded. We distinguish the following two cases.
(i)
⊕
i<ω S/Pi ⊆ T where Pi ∈ spec(S);
(ii) E(S/P) ⊆ T for some P ∈ spec(S).
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Using S = S0 in the first case
∏
i<ω
S/Pi ∼=
∏
i<ω
Hom
S/Pi , ⊕
06=P∈spec(S)
S/P
 ⊆ Hom(T, Q/M).
In the second case by [6, Theorem 10]
ŜP = Hom(E(S/P), E(S/P)) ⊆ Hom(T, Q/M).
By Lemma 2.6 Hom(T, Q/M) is not of finite rank in either case. Thus Ext(T,M) is not of finite rank since
Ext(T,M) ∼= Hom(T, Q/M).
However, the sequence
· · · → Hom(F,M)→ Ext(T,M)→ Ext(U,M) = 0
is exact. But since F is of finite rank, Hom(F,M) is of finite rank and therefore Ext(T,M) must be of finite rank, too
– a contradiction. Hence U has to be free. 
In order to pass from finite rank torsion-free S-modules to S-modules of countable rank we need to restrict to
principal ideal domains (PIDs) or to Dedekind domains with a countably generated quotient field. In these cases
Pontryagin’s well-known test criterion for projectivity holds. Note, for instance, that a Dedekind domain of cardinality
at most 2ℵ0 whose spectrum is countable has a countably generated quotient field.
Lemma 2.8. Assume that S is a Dedekind domain with a countably generated quotient field Q or that S is a PID. Let
U be a torsion-free S-module of countable rank. Then U is projective if and only if all finite rank submodules of U
are projective.
Proof. See [2, p. 537] and [1, Theorem IV.2.3]. 
This lemma together with Proposition 2.7 implies directly
Corollary 2.9. Let S be a Dedekind domain which is not a complete discrete valuation domain. Assume that Q is
countably generated as an S-module or that S is a PID. Moreover let S satisfy one of the conditions of Lemma 2.6
and U be a torsion-free S-module of countable rank. Then Ext(U,M) = 0 if and only if U is S0-free.
In the same way as for Whitehead modules (see, e.g., [1, Corollary XII.1.11]) one can show that in Go¨del’s
constructible universe every M-Whitehead module is S0-free. We need to restrict ourselves to domains of cardinality
≤ ℵ1 because the Γ -invariant (see [1, Proposition IV.1.7]) only works in that case.
Theorem 2.10. Let (V = L) hold and S be a Dedekind domain of cardinality at most ℵ1 which is not a complete
discrete valuation domain. Assume that Q is countably generated as an S-module or that S is a PID. Moreover, let S
satisfy one of the conditions of Lemma 2.6 and U be a torsion-free S-module. Then Ext(U,M) = 0 if and only if U is
S0-free.
As an application this result can be used to characterize the lattice of cotorsion pairs cogenerated by modules
M such that S ⊆ M ⊆ Q. Recall that the cotorsion pair cogenerated by M is the pair (⊥M, (⊥M)⊥) where
⊥M = {N |Ext(N ,M) = 0} and M⊥ = {N |Ext(M, N ) = 0}. For an introduction to cotorsion pairs, see, for
example, [9] or [4].
Corollary 2.11. Under the assumptions of Theorem 2.10 two S-modules M1 and M2 such that S ⊆ Mi ⊆ Q (i ≤ 2)
cogenerate the same cotorsion pair if and only if M1 and M2 have the same nucleus S0.
Hence the lattice of cotorsion pairs cogenerated by S-modules M such that S ⊆ M ⊆ Q is order-isomorphic to
the lattice of isomorphism classes of ring S0 such that S ⊆ S0 ⊆ Q.
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3. The existence of non S0-free M-Whitehead modules
In this section we want to prove the following theorem which shows that Theorem 2.10 cannot be strengthened to a
result in ZFC. Hence the question for non-S0-free M-Whitehead modules is undecidable in ZFC similar to Whitehead
groups.
Theorem 3.1. Let S be a Dedekind domain and M be an S-module such that S ⊆ M ⊆ Q. Moreover, assume that
there is some p ∈ S such that M is not p-divisible and M/pM is finite. If there exists a ladder system on a stationary
subset of ω1 that satisfies 2-uniformization, then there exists a non-S0-free M-Whitehead module.
Throughout this section let S be a Dedekind domain and M and S0 as before. Moreover, assume that there exists
some p ∈ S such that M is not p-divisible and M/pM is finite. Let |M/pM | = n and choose a fixed representative
mi (i ≤ n) for every equivalence class mi + pM in M/pM . Denote the set of all mi ’s by M0. Then M0 has cardinality
n and we will identify M0 with n when we use the uniformizing function.
Let η be a ladder system on a stationary set E ⊆ lim(ω1). Remember that a ladder system η = {ηδ : δ ∈ E} is a
set of maps (ladders) ηδ : ω→ δ such that each ηδ is srictly increasing and has a range cofinal in δ.
Let Fp be the free S-module with basis {xi : i ∈ ω1} ∪ {zδ,k : δ ∈ E, k ∈ ω} and K p the free submodule of Fp
generated by {wδ,k : δ ∈ E, k ∈ ω} where each wδ,k is defined by the relation wδ,k = zδ,k − pzδ,k+1 + xηδ(k). Define
U p(η) = Fp/K p. Using the filtration {Uα ⊗ S0 : α < ω1} where Uα is generated by {zδ,k + K p : δ ∈ E, δ < α, k ∈
ω} ∪ {xδ+1 + K p : δ + 1 < α} one can show that E ⊆ Γω1(U p(η) ⊗ S0) and hence U p(η) is not S0-free (cf. [1,
Lemma XIII.1.3]).
We will show that if η has the 2-uniformization property, then U p(η) is an M-Whitehead module. A ladder system
η has the 2-uniformization property if every 2-coloring, that is, a family c = {cδ : δ ∈ E} such that each cδ is a
map from ω to 2, can be uniformized. A uniformization of a coloring c of η is a pair ( f, f ∗) such that f : ω1 → 2,
f ∗ : E → ω and for every δ ∈ E and ν ≥ f ∗(δ) the equality f (ηδ(ν)) = cδ(ν) holds.
Before we can show that U p(η) is an M-Whitehead module, we need the following preparatory lemma.
Lemma 3.2. For every homomorphism ψ : K p → M there is a homomorphism θ : Fp → M such that for all δ ∈ E
and k ∈ ω
(θ − ψ)(wδ,k) ∈ M0.
Proof. Let θ(xi ) = 0 for all i ∈ ω1. For δ ∈ E we will define θ(zδ,k) by induction on k. Let θ(zδ,0) = 0 and assume
that θ(zδ,n) is already defined for all n ≤ k. Then chooseψ ′(wδ,k) ∈ M0 such that θ(zδ,k)−ψ(wδ,k)−ψ ′(wδ,k) ∈ pM .
Define
θ(zδ,k+1) = θ(zδ,k)− ψ(wδ,k)− ψ
′(wδ,k)
p
∈ M.
Then
θ(wδ,k) = θ(zδ,k)− pθ(zδ,k+1)+ θ(xηδ(k))
= θ(zδ,k)− θ(zδ,k)+ ψ(wδ,k)+ ψ ′(wδ,k)
= ψ(wδ,k)+ ψ ′(wδ,k)
and hence
(θ − ψ)(wδ,k) = ψ ′(wδ,k) ∈ M0. 
Remember that if η has the 2-uniformization property, then η has the λ-uniformization property for every finite λ
(see [1, Lemma XIII.3.2]).
Theorem 3.3. If η has the 2-uniformization property and U p(η) is as above, then Ext(U p(η),M) = 0.
Proof. If η has the 2-uniformization property, then η also has the n-uniformization property. To show that
Ext(U p(η),M) = 0, we will show that every homomorphism from K p to M extends to a homomorphism from
Fp to M . Therefore, let a homomorphism ψ : K p → M be given. By Lemma 3.2 there is θ : Fp → M
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such that for all δ ∈ E, k ∈ ω is (θ − ψ)(wδ,k) ∈ M0. Recall that we can identify M0 with n. Define an
n-coloring cδ(k) = (θ − ψ)(wδ,k). Since η has the n-UP, there are maps f : ω1 → M0, f ∗ : E → ω such
that f (ηδ(k)) = cδ(k) = (θ − ψ)(wδ,k) for all k ≥ f ∗(δ). Let ϕ′(xi ) = f (i) for all i ∈ ω1 and ϕ′(zδ,k) = 0 for
k ≥ f ∗(δ). Then
ϕ′(wδ,k) = ϕ′(zδ,k)− pϕ′(zδ,k+1)+ ϕ′(xηδ(k)) = f (ηδ(k)) = (θ − ψ)(wδ,k)
for k ≥ f ∗(δ). Let ϕ(xi ) = (θ − ϕ′)(xi ) for i ∈ ω1 and ϕ(zδ,k) = (θ − ϕ′)(zδ,k) for k ≥ f ∗(δ). Then
ϕ(xi ) = −ϕ′(xi ) = − f (i)
and
ϕ(zδ,k) = θ(zδ,k)− ϕ′(zδ,k) = θ(zδ,k)
if k ≥ f ∗(δ). Hence
ϕ(wδ,k) = ϕ(zδ,k)− pϕ(zδ,k+1)+ ϕ(xηδ(k))
= θ(zδ,k)− pθ(zδ,k+1)− (θ − ψ)(wδ,k)
= ψ(wδ,k)
for k ≥ f ∗(δ). For k < f ∗(δ) we define ϕ(zδ,k) backwards by
ϕ(zδ,k) = ψ(wδ,k)+ pϕ(zδ,k+1)− ϕ(xηδ(k)).
Then ϕ(wδ,k) = ψ(wδ,k) for all δ ∈ E, k ∈ ω and ϕ is an extension of ψ to Fp. Hence Ext(U p(η),M) = 0. 
Now the claim of Theorem 3.1 follows immediately since U p(η) is a non-S0-free M-Whitehead group.
Remark 1. The results of this section can be generalized to arbitrary torsion-free S-modules M such that M is
s-reduced whenever S0 is s-reduced for s ∈ S and there is p ∈ S such that M/pM is finite.
Remark 2. Note that the result of Theorem 3.1 is already known for arbitrary not left perfect rings if there exists a
ladder system with the λ-uniformization property where λ is the cardinality of the ring (cf. [1, Theorem XIII.1.4]).
4. R-Whitehead groups
In this section we show some sort of converse of Theorem 3.1, namely that the existence of a non-S0-free M-
Whitehead module implies the existence of a ladder system having the 2-uniformization property. Due to technical
reasons we restrict ourselves to the case of Abelian groups. The proofs work for PIDs S such that there is a linear
ordering of the elements of S such that for every element s ∈ S there is a prime p such that p > s and for every prime
p ∈ S the factor module M/pM is finite and there exists an infinite ascending chain |M/p1M | < |M/p2M | < · · · <
|M/piM | < · · · . The general case, however, remains open.
Let R be a rational group with nucleus R0 and ΠR be the set of all primes p such that R is p-divisible. Let
Π0 = Π \ΠR . For p ∈ Π0 we will denote by R(p) the rational group isomorphic to R in which p does not divide 1.
The proof of Theorem 4.6 follows the analogues proof for Whitehead groups (see [1, Chapter XIII.2]). Therefore
we shall skip technical details at some parts but point out the important facts.
Lemma 4.1. Let H be an Abelian group and Y, Y ′ finite subsets of H with |Y |2 < |Y ′|. Then there exists b ∈ Y ′ such
that Y and b + Y are disjoint.
Proof. It is |{x − y : x, y ∈ Y }| ≤ |Y |2 < |Y ′|. Hence there is b ∈ Y ′\{x − y : x, y ∈ Y }. Then b + Y and Y are
disjoint. 
Let p ∈ Π0. For x ∈ R(p) define [x] := b with b ∈ {0, . . . , p−1} and b ≡ |x | mod pR(p). Moreover, let jp ∈ N0
be maximal with p jp divides 1 ∈ R. Then [p jpm] = [p jpm′] if and only if |m| ≡ |m′| mod pR.
Lemma 4.2. Let p ∈ Π0. Then there exist k0p and k1p ∈ R and a function Φp : R/pR → 2 such that
Φp(m + klp + pR) = l (l = 0, 1) for all m ∈ R with (2[p jpm] + 1)2 < p.
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Proof. Let k0p = 0, H = Y ′ := R/pR and Y = {m + pR : (2[p jpm] + 1)2 < p}. Then |Y |2 < |Y ′| and we can
apply Lemma 4.1. Hence there is b ∈ Y ′ such that Y and b + Y are disjoint. Choose k1p ∈ {0, 1p jp , . . . ,
p−1
p jp
} with
k1p + pR = b. Then k0p + Y + pR and k1p + Y + pR are disjoint and we can define Φp with the desired property. 
Lemma 4.3. Let p ∈ Π0, r ≥ 0 and µ = (µ1, . . . , µr ) be a sequence of elements in R0. Then there exist klp,µ ∈ R
(l = 0, 1) and a function Φp,µ : R/pR → 2 with the property that if m0, . . . ,mr ∈ R with (2[p jpmi ] + 1)2r+2 < p
for all i ≤ r , then Φp,µ(m0 +∑ri=1 µimi + klp,µ + pR) = l for l = 0, 1.
Proof. Apply Lemma 4.1 to H = R/pR = Y ′ and
Y =
{
m0 +
r∑
i=1
µimi + pR : (2[p jpmi ] + 1)2r+2 < p
}
. 
Before we can proceed, we need to define a strictly increasing sequence of integers in the following way. Let
p ∈ Π0 and a positive integer r be given. Let t0 = 0. If ti−1 is already defined, let ti = ti−1 + di where di is the
smallest integer such that
(2pti−1 + 1)2r+2 p2ti−1 < pdii .
Moreover, for x ∈ R(p) define [x]ip := b where b ∈ {0, . . . , pti − 1} such that b ≡ |x | mod pti R(p).
Lemma 4.4. Let r ≥ 0 and p ∈ Π0. Moreover, let ti (i ∈ N0) be the sequence defined above. Then for every sequence
of functions µ = (µ1, . . . , µr ) with µ j : ω → R0 and every i ≥ 1 there exists a function Φi,µ : R(p)/pR(p)→ 2
and integers kln,µ ∈ {0, . . . , p − 1} (ti−1 ≤ n < ti , l = 0, 1) such that for all m0, . . . ,mr ∈ R(p) with [m j ]ip ≤ pti−1
and kν ∈ {0, . . . , p − 1} for ν < ti−1
Φi,µ
(
m0 +
r∑
j=1
(∑
ν<ti
pνµ j (ν)
)
m j +
∑
ν<ti−1
pνkν +
ti−1∑
n=ti−1
pnkln,µ + pti R(p)
)
= l.
Proof. Again apply Lemma 4.1 with H = R(p)/pti R(p),
Y =
{
m0 +
r∑
j=1
(∑
ν<ti
pνµ j (ν)
)
m j +
∑
ν<ti−1
pνkν + pti R(p) : [m j ]ip ≤ pti−1
for all j ≤ r, kν ∈ {0, . . . , p − 1}
}
and
Y ′ =
{
ti−1∑
n=ti−1
pnxn + pti R(p) : xn ∈ {0, . . . , p − 1}
}
. 
We need one more preparatory lemma.
Lemma 4.5. Let λ = 2 or λ = ω and E ⊆ ω1 be a stationary set. Moreover, assume that there is a ω1-filtration
{Bν : ν ∈ ω1} of a set B of cardinality ℵ1 and a family of functions ηγ : ω → Bγ (γ ∈ E) such that for every
λ-coloring {cγ : γ ∈ E} there exists a pair ( f, f ∗) with f : B → λ, f ∗ : E → ω and for every γ ∈ E and
n ≥ f ∗(γ ) holds f (ηγ (n)) = cγ (n).
Then there is a stationary subset E ′ of E with E˜ = E˜ ′ and a ladder system on E ′ which has the λ-uniformization
property.
Proof. For the proof see [1, Lemma XIII.2.4]. 
Now, we can prove the main result of this section.
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Theorem 4.6. If A is a torsion-free, non-R0-free R-Whitehead group of cardinality ℵ1, then there exists a ladder
system on a stationary set which has the 2-uniformization property.
Proof. Let A be a torsion-free, non-R0-free R-Whitehead group of cardinality ℵ1. Then A ⊗ R0 =: Aˆ is a
non-free R0-module of cardinality ℵ1 with Ext( Aˆ, R) = 0. From now on, free means free as an R0-module.
Aˆ is ℵ1-free by Corollary 2.9 and the set E ′ = {ν < ω1 : Aˆ/Aν not ℵ1-free } is stationary in ω1 for every
ω1-filtration {Aν : ν ∈ ω1} of Aˆ. Choose an ω1-filtration {Aα : α ∈ ω1} such that Aα+1/Aα is not free whenever
Aˆ/Aα is not ℵ1-free. By Pontryagin’s criterion (see Lemma 2.8) we can assume that Aγ+1/Aγ has finite rank for
γ ∈ E ′ = {α < ω1 : Aα+1/Aα is not free }. Moreover, by [1, Corollary II.4.5] we can assume that there is r ∈ ω such
that
E = {γ ∈ ω1 : Aγ+1/Aγ is not free of rank r + 1 and every subgroup of rank r is free}
is stationary in ω1.
Firstly, we will prove the result for a special case. Assume that E is as above with r = 0. Moreover, assume that
for every γ ∈ E the module Aγ+1 is generated over Aγ by the set {zγ,n : n ∈ ω} and the relations
pγ,nzγ,n+1 = zγ,0 + aγ,n
where the pγ,n ∈ Π0 are all distinct and aγ,n ∈ Aγ . (Note that this special case can only occur if |Π0| = ∞.)
We define inductively a free resolution
0→ K → F ϕ→ Aˆ → 0
of Aˆ. Assume that Fβ , Kβ and ϕα are already defined for β < α ≤ γ such that
0→
⊕
β<α
Kβ →
⊕
β<α
Fβ
ϕα→ Aα → 0
and ϕα extends ϕα′ for all α′ < α. If γ ∈ E , let Fγ = ⊕n∈ω zγ,nR0 and define ψγ : Fγ → Aγ+1 by zγ,n 7→ zγ,n .
Let ϕγ+1 : ⊕β<γ+1 Fβ → Aγ+1 be given by ϕγ+1⊕β<γ Fβ = ϕγ and ϕγ+1Fγ = ψγ . Then Kγ has a basis{wγ,n : n ∈ ω} with
wγ,n = zγ,0 − pγ,nzγ,n+1 + a′γ,n
where ϕγ (a′γ,n) = aγ,n . If γ /∈ E , define Fγ , Kγ and ϕγ+1 in the following way. Let Fγ be a free module of
cardinality < ω1 such that there is an epimorphism ψγ onto Aγ+1. Define ϕγ+1 : ⊕β<γ+1 Fβ → Aγ+1 by
ϕγ+1
⊕
β<γ Fβ = ϕγ and ϕγ+1Fγ = ψγ . Choose a basis {bi : i ∈ I } of ψ−1γ [Aγ ] and { fi : i ∈ I } ⊆
⊕
β<γ Fβ
such that ϕγ (bi ) = ψγ ( fi ). Then let Kγ be the group generated by {bi − fi : i ∈ I }. This completes the inductive
step for γ /∈ E . Finally let K =⊕β<ω1 Kβ , F =⊕β<ω1 Fβ and ϕ =⋃β<ω1 ϕβ .
Now let B = Z × F and Bν = Z × (⊕β<ν Fβ). For γ ∈ E define ηγ (n) = (pγ,n, a′γ,n) ∈ Bγ . By Lemma 4.2
there exist k0pγ,n and k
1
pγ,n ∈ R and a function Φpγ,n : R/pγ,nR → 2 with the properties stated there. Let a 2-coloring
c = {cγ : γ ∈ S} be given and define θ : K → R by θ(wγ,n) = kcγ (n)pγ,n . Since Ext( Aˆ, R) = 0, there is an extension
θ¯ : F → R. We define the uniformizing map f on B as follows
f ((k, y)) =
{
Φk(θ¯(y)+ kR) if k ∈ Π0,
0 otherwise.
Moreover, we define
f ∗(γ ) = min{n ∈ N | ∀m ≥ n : pγ,m > (2[p jpγ,mγ,m θ¯ (zγ,0)] + 1)2}.
Then for all n ≥ f ∗(γ ) holds f (ηγ (n)) = cγ (n):
It is
θ¯ (a′γ,n) = θ(wγ,n)− θ¯ (zγ,0)+ pγ,n θ¯ (zγ,n+1)
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and hence
θ¯ (a′γ,n)+ pγ,nR = kcγ (n)pγ,n − θ¯ (zγ,0)+ pγ,nR.
Therefore,
f (ηγ (n)) = f ((pγ,n, a′γ,n))
= Φpγ,n (θ¯(a′γ,n)+ pγ,nR)
= Φpγ,n (kcγ (n)pγ,n − θ¯ (zγ,0)+ pγ,nR)
= cγ (n).
Hence by Lemma 4.5 there is a ladder system with the 2-uniformization property. This completes the proof in our
special case.
In the general case using [1, Corollary II.4.5] again and if necessary replacing Aγ+1/Aγ by a submodule we can
assume that one of the following two cases holds.
(1) For all γ ∈ E holds that Aγ+1/Aγ has a free submodule Lγ /Aγ of rank r such that Aγ+1/Lγ as Abelian group
has a type which p-entries are all 0 or 1 if p ∈ Π0 and∞ if p ∈ ΠR .
(2) There is a prime p ∈ Π0 such that for all γ ∈ E , Aγ+1/Aγ has a free submodule Lγ /Aγ of rank r such that the
entries of the type of Aγ+1/Lγ as Abelian group are∞ for p and all q ∈ ΠR and 0 otherwise.
Then Aγ+1 is generated over Aγ by a set {yγ, j : j = 1, . . . , r} ∪ {zγ,n : n ∈ ω} module of the following relations.
(1) pγ,nzγ,n+1 = zγ,0−∑rj=1 µγ, j (n)yγ, j + aγ,n (n ∈ ω), where pγ,n are different primes in Π0 and µγ, j (n) ∈ R0,
aγ,n ∈ Aγ ;
(2) pzγ,n+1 = zγ,n −∑rj=1 µγ, j (n)yγ, j + aγ,n (n ∈ ω), where µγ, j (n) ∈ R0 and aγ,n ∈ Aγ .
As before we construct a free resolution of Aˆ.
0→ K → F ϕ→ Aˆ → 0.
Fγ has {zγ,n : n ∈ ω} as basis and Kγ has a basis {wγ,n : n ∈ ω} where the wγ,n depends on the case.
(1) wγ,n = zγ,0 − pγ,nzγ,n+1 −∑rj=1 µγ, j (n)yγ, j + a′γ,n with ϕγ (a′γ,n) = aγ,n .
(2) wγ,n = zγ,n − pzγ,n+1 −∑rj=1 µγ, j (n)yγ, j + a′γ,n with ϕγ (a′γ,n) = aγ,n .
For the first case let B = Rr0 × Z× F and Bν = Rr0 × Z× (
⊕
β<ν Fβ). Define µγ (n) = 〈µγ, j (n) : j = 1, . . . , r〉
and ηγ : ω → B by ηγ (n) = 〈µγ (n), pγ,n, a′γ,n〉. By Lemma 4.3 there are k0pγ,n ,µγ (n) and k1pγ,n ,µγ (n) ∈ R and a
function Φpγ,n ,µγ (n) : R/pγ,nR → 2 with the properties stated there. Let a 2-coloring c = {cγ : γ ∈ S} be given.
Then, define θ : K → R by θ(wγ,n) = kcγ (n)pγ,n ,µγ (n). Since Ext( Aˆ, R) = 0, there is an extension θ¯ : F → R of θ . Then,
let f : B → 2,
f (w) = Φp,µ(θ¯(a)+ pR) for w = 〈µ, p, a〉 with µ ∈ Rr0, p ∈ Z, a ∈ F.
Moreover, define f ∗ : S → ω by
f ∗(γ ) = min{n ∈ N|∀m ≥ n : (2[p jpγ,mγ,m θ¯ (zγ,0)] + 1)2r+2 < pγ,m and
(2[p jpγ,mγ,m θ¯ (yγ, j )] + 1)2r+2 < pγ,m for j = 1, . . . , r}.
Then, for all n ≥ f ∗(γ ) holds f (ηγ (n)) = cγ (n):
It is
θ¯ (a′γ,n)+ pγ,nR = θ(wγ,n)− θ¯ (zγ,0)+
r∑
j=1
µγ, j (n)θ¯(yγ, j )+ pR
= kcγ (n)pγ,nµγ (n) − θ¯ (zγ,0)+
r∑
j=1
µγ, j (n)θ¯(yγ, j )+ pR
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and hence
f (ηγ (n)) = Φpγ,n ,µγ (n)(θ¯(a′γ,n)+ pR)
= Φpγ,n ,µγ (n)
(
k
cγ (n)
pγ,nµγ (n) − θ¯ (zγ,0)+
r∑
j=1
µγ, j (n)θ¯(yγ, j )+ pR
)
= cγ (n).
Then, by Lemma 4.5 there is a ladder system which satisfies the 2-uniformization. This completes the proof in the
first case.
In the second case we can assume without loss of generality that R = R(p). Define a strictly increasing sequence
of integers in the following way. Let t0 = 0. If ti−1 is already defined, let ti = ti−1+di where di is the smallest integer
such that (2pti−1 + 1)2r+2 p2ti−1 < pdii .
Now, let B =⊕ω Rr0×⊕ω F and Bν =⊕ω Rr0×⊕ω(⊕β<ν Fβ). Defineµγ (n) = 〈µγ, j (m) : j = 1, . . . , r,m <
tn+1〉 and ηγ (n) = 〈µγ (n), a′γ,m : m < tn+1〉. By Lemma 4.4 there are integers k0n,µγ (n) and k1n,µγ (n) and a function
Φi,µγ (n) : R(p)/pR(p) → 2 with the property stated there. Let a 2-coloring c = {cγ : γ ∈ S} be given. Let
bn = max{i ∈ N0 : ti ≤ n} and define θ : K → R by θ(wγ,n) = kcγ (bn)n,µγ (n). Then, there is an extension θ¯ : F → R of
θ . For w = 〈〈µ j (m) : j = 1, . . . , r〉, a′m : m < ti 〉 ∈ B let f : B → 2,
f (w) = Φi,µ
(∑
m<ti
pm θ¯ (a′m)+ pti R
)
and f ∗ : S → ω,
f ∗(γ ) = min{n ∈ N|∀m ≥ n : [θ¯ (zγ,0)]m+1p ≤ ptm and [θ¯ (yγ, j )]m+1p ≤ ptm for all j ≤ r}.
As above one can easily show that f (ηγ (n)) = cγ (n) for all n ≥ f ∗(γ ). Hence, by Lemma 4.5 there is a ladder
system on a stationary subset of ω1 which satisfies 2-uniformization. 
As a corollary we obtain the following result.
Corollary 4.7. In every model of set theory the following are equivalent.
(a) There exists a non-free Whitehead group of cardinality ℵ1.
(b) There exists a non-R0-free R-Whitehead group of cardinality ℵ1.
It remains open whether or not there is a model of ZFC in which the R-Whitehead groups and R0-Whitehead
groups do not coincide. Therefore, we put the following question.
Question 1. Is there a model of set theory in which there exists a rational group R such that there is an R-Whitehead
group which is not an R0-Whitehead group?
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