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Abstract
Complex systems can oen be modelled as networks, in which their basic units are
represented by abstract nodes and the interactions among them by abstract links.is
network of interactions is the key to understanding emergent collective phenomena in
such systems. In most cases, it is an adaptive network, which is dened by a feedback loop
between the local dynamics of the individual units and the dynamical changes of the net-
work structure itself.is feedback loop gives rise to many novel phenomena. Adaptive
networks are a promising concept for the investigation of collective phenomena in dier-
ent systems. However, they also present a challenge to existing modelling approaches and
analytical descriptions due to the tight coupling between local and topological degrees of
freedom.
In this thesis, I present a simple rule-based framework for the investigation of adaptive
networks, using which a wide range of collective phenomena can be modelled and ana-
lysed from a common perspective. In this framework, a microscopic model is dened by
the local interaction rules of small network motifs, which can be implemented in stochas-
tic simulations straightforwardly. Moreover, an approximate emergent-level description
in terms of macroscopic variables can be derived from the microscopic rules, which we
use to analyse the system’s collective and long-term behaviour by applying tools from
dynamical systems theory.
We discuss three adaptive-network models for dierent collective phenomena within
our common framework. First, we propose a novel approach to collective motion in
insect swarms, in which we consider the insects’ adaptive interaction network instead of
explicitly tracking their positions and velocities. We capture the experimentally observed
onset of collective motion qualitatively in terms of a bifurcation in this non-spatial model.
We nd that three-body interactions are an essential ingredient for collective motion
to emerge. Moreover, we show what minimal microscopic interaction rules determine
whether the transition to collective motion is continuous or discontinuous.
Second, we consider a model of opinion formation in groups of individuals, where
we focus on the eect of directed links in adaptive networks. Extending the adaptive
voter model to directed networks, we nd a novel fragmentation mechanism, by which
the network breaks into distinct components of opposing agents. is fragmentation
is mediated by the formation of self-stabilizing structures in the network, which do
not occur in the undirected case. We nd that they are related to degree correlations
stemming from the interplay of link directionality and adaptive topological change.
ird, we discuss amodel for the evolution of cooperation among self-interested agents,
in which the adaptive nature of their interaction network gives rise to a novel dynamical
mechanism promoting cooperation. We show that even full cooperation can be achieved
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1. Introduction
Collective phenomena are ever-present in our day-to-day lives.is is irritatingly obvious
in the usual trac jam on our way to work every morning, but there are many more less
annoying examples. Collective phenomena are bound to appear in systems built from a
large number of interacting units, such as the cars during rush hour, football fans in a
stadium performing theMexican wave, or investment bankers whose collective behaviour
determines the rise and fall of stock prices. In fact, one may be tempted to say that life is
a collective phenomenon, driven by the collective dynamics of molecules, genes, cells,
organisms, groups, societies, and so on.
Collective phenomena appear as a macroscopic eect resulting from the microscopic
interactions of many units. While these microscopic interactions are in many cases
well-understood, it is oen unclear how they can give rise to unexpected, large-scale
behaviour which is very dierent from the microscopic dynamics.e functioning of a
car is perfectly well-known, and so is how to operate it if one wants to go faster or slower
in order to avoid collisions with other cars. Yet, what triggers the sudden trac jam in
the so far smoothly owing road trac largely remains a mystery.
e relationship between the microscopic interactions of a system’s constituting enti-
ties and its observed macroscopic behaviour has for long been a fundamental research
question in a wide range of disciplines. In the social and economic sciences, it is known as
the “micro-macro” paradigm (Schelling, 1978), and it is strongly connected to the concept
of emergence and complexity in physics and philosophy (Anderson, 1972; Fromm, 2004).
Understanding the connection between the microscopic properties of a system and their
macroscopic manifestation is one of the major goals in statistical physics. Many powerful
concepts and tools have been developed in this eld, with successful applications in
physics, biology, and chemistry.
Within the framework of statistical physics, the aggregate phases of matter can be
understood as collective phenomena, as well as the phase transitions from one to the
other, or for instance, the phenomena of superconductivity and superuidity. Moreover,
the concepts and methodology of statistical physics are not restricted to the traditional
areas of research, but have been exported also to seemingly disparate elds, such as
neuroscience (Dayan and Abbott, 2005) and sociology (Castellano et al., 2009).
One of the central notions in statistical physics is the concept of emergence. Collective
phenomena are emergent in a system of interacting units, which means that they cannot
be anticipated from the microscopic properties of the units alone, but arise from the
interactions amongmany of them (Anderson, 1972). Systems that display such emergence
are oen called complex systems, although many concurrent denitions exist for this term
(e.g. Standish, 2008). One possible such denition characterizes a complex system as
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[...] a system in which large networks of components with no central control
and simple rules of operation give rise to complex collective behaviour, so-
phisticated information processing, and adaptation via learning or evolution
(Mitchell, 2009).
In this denition, an important concept for the understanding of complex systems is
introduced: Although the nature of the interacting entities may dier fundamentally in
dierent systems, they generally can be viewed as an abstract or physical network. In this
network, the interacting parts of the system are represented by abstract nodes and the
interactions among them by links, which may undergo complex changes over time. Many
dierent systems can be considered from this point of view, so that the common feature of
an underlying network structure may serve as a starting point for a unifying description
of collective phenomena in complex systems. In sociology, for instance, the concept of a
network has for long been used to represent the social relations among individuals, and
it was one of the main insights in this eld that there is an intimate coupling between
the behaviour of individuals and the structure of their social network (Freeman, 2004;
Borgatti et al., 2009).
Networks are, however, notmerely useful representations of social relations, but provide
a powerful abstraction of complex systems. By considering its network structure, one may
condense the essential features of a complex system into a simplied model, where much
of its complexity can be hidden in abstract nodes and links. A network model emphasizes
the role of the interactions among the many parts forming a complex system instead of
focusing on their specic internals, which are oen rather complex by themselves. Such
simple, oen conceptual models provide fundamental insights about the basic principles
in complex systems and allow to draw connections and analogies between dierent elds
and applications. For this reason, the “network perspective” has been adopted in many
research areas beyond traditional sociology.e properties and dynamics of networks
themselves have recently become the focus of a dedicated research eld termed “network
science” (Börner et al., 2007).
Traditionally, the origin of certain network properties and their dynamical implications
are largely considered separately in network science. More precisely, the processes gene-
rating particular network structures (the dynamics of the network) and the dynamical
interactions of the nodes in a given network structure (the dynamics on the network)
are investigated in separate lines of research. For most real-world networks, however,
this separation appears rather arbitrary because their structure and dynamics typically
evolve simultaneously. Moreover, the network structure oen changes in response to the
ongoing dynamics on the network, creating a feedback loop between the dynamics of
the nodes and the evolution of their interaction topology. Networks containing such a
feedback loop are called adaptive or coevolutionary networks (Gross and Blasius, 2008;
Gross and Sayama, 2009).
e coupling between local and topological degrees of freedom can give rise to novel
macroscopic phenomena in adaptive networks. For instance, complex, hierarchical net-
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work topologies can self-organize in adaptive networks, and distinct classes of nodes
can emerge from an initially homogeneous conguration. Such phenomena are ubiqui-
tous in natural adaptive networks, e.g. biological or chemical networks, and have been
observed in a number of adaptive-network models (Gross and Blasius, 2008, and ref-
erences therein). Understanding the dynamics of adaptive networks is a challenge to
existing modelling approaches and analytical frameworks from network science.ese
approaches must be extended and new frameworks must be developed to address the
dual nature of adaptive networks, in which both the network structure and the local node
states evolve simultaneously.
In this thesis, I present a modelling framework for adaptive networks that extends
existing approaches for the simulation and analytical description of non-adaptive net-
works. In this rule-based framework, an adaptive-networkmodel is dened in terms of its
microscopic processes, i.e. its local interaction rules, and a prescription of how these rules
are applied to evolve the system. To study the model dynamics, the microscopic rules are
directly implemented in agent-based simulations of the system. Moreover, I discuss how
an approximate, macroscopic description of the emergent dynamics can be derived from
the microscopic rules in terms of a low-dimensional system of dierential equations. I
show how the analysis of this coarse-grained analytical description using the tools from
dynamical systems theory helps understand the global behaviour of adaptive-network
models.
In the main part of this thesis, I propose three dierent adaptive-network models
for collective phenomena in three dierent research elds, namely collective motion in
animal groups, opinion formation in social networks, and the evolution of cooperation
in evolutionary game theory. Considering the dierent systems studied in these elds
as adaptive networks makes it possible to investigate their dynamics within the same
framework and reveal their similarities.
is thesis is organized as follows: in chapter 2, I give a brief overview of the basic
concepts from graph theory and network science used in this work. I introduce adaptive
networks, showing their ubiquity in natural and man-made systems, and review the
recent research on adaptive networks.
In chapter 3, the modelling framework is introduced. It is based on the concepts of a
transformation rule, which denes a microscopic process or interaction, and an update
scheme, which determines how to apply a set of transformation rules. I discuss the
specics of implementing ecient agent-based simulations of large adaptive networks.
Further, I demonstrate how an emergent-level description can be derived from the
transformation rules by considering coarse-grained, macroscopic variables and using
suitable approximations.
e modelling framework for adaptive networks is applied to the phenomenon of col-
lective motion in insect swarms in chapter 4. We propose an adaptive-network model for
a swarming experiment that studied collective motion in desert locusts. Inspired by mod-
els of opinion formation in groups of interacting individuals, our model only considers
3
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the insect’s marching directions as node states, which can change due to interactions, and
neglects all spatial embedding. Although being a highly simplied, non-spatial model, it
reproduces qualitatively the experimentally observed onset of collective motion in terms
of a phase transition. Using our framework, we can address the questions what mini-
mal interaction rules lead to collective behaviour, and which microscopic interactions
determine whether collective motion sets in in a continuous or discontinuous transition.
In chapter 5, we further consider the theme of opinion formation in groups of indi-
viduals and propose an extension of the well-known voter model to directed adaptive
networks, in which we take the asymmetric character of social relationships into account.
In particular, we are interested in the eect of directed links in adaptive networks. We
show that the fragmentation transition in the adaptive voter model, in which the social
network breaks into distinct components of opposing agents, is accelerated in directed
networks by a novel mechanism, which we call early fragmentation.
In chapter 6, we consider the evolution of cooperation in groups of self-interested
individuals. We ask how the adaptive nature of their social interactions can promote
cooperative behaviour even though all individuals act in their own interest only. We
propose an adaptive-network model for the evolution of cooperation in a population of
selsh agents, whose interactions are modelled in the framework of evolutionary game
theory. Here, we observe a novel mechanism that promotes cooperation dynamically and
opens a new route to almost full cooperation.is mechanism relies on the coupling of
topological and local dynamics in the adaptive network and can be understood from the
emergent-level description of the system.
Finally, I summarize our ndings in chapter 7, comparing the dierent models and syn-
thesizing our results. Moreover, I discuss possible extension of our modelling framework
and suggest directions for future work.
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2. Complex and adaptive networks
In the recent past, the study of networks and dynamical processes on them has received
considerable interest across disciplines. Networks can be found in many dierent areas,
ranging from biological networks, such as protein interaction networks, gene-regulatory
networks, food webs, etc., to social and technological networks, such as friendship and
acquaintance networks, or the Internet (Barrat et al., 2008; Boccaletti et al., 2010).e
increasing availability of large datasets on online (social) networks has boosted research
on topics as diverse as epidemic spreading, information dissemination, opinion and
community formation, attack resilience, or ecient routing in networks. Concerned
with the analysis and modelling of complex networks from diverse complementary
perspectives, network science brings together dierent research questions, applications,
and approaches from a wide range of disciplines, such as biology, sociology, physics,
engineering, mathematics, and computer science (Barabási, 2002; Watts, 2003; Börner
et al., 2007).
Both the quantitative analysis of complex networks and the understanding of their
basic mechanisms have greatly beneted from the methodology of mathematics and
statistical physics. In the next section I will give a brief overview of the basic concepts of
the ‘statistical mechanics of complex networks’ (Albert and Barabási, 2002), which are most
relevant for the purpose of the present work. A detailed introduction in the analysis and
modelling of networks can be found in (Newman, 2003; Newman et al., 2006; Newman,
2010).
2.1. Basic concepts
A network is an abstract representation of a set of entities and the relations that exist among
them. It consists of a number of nodes connected by links. Mathematically speaking, a
network is a graph G(V, E) formed by the set V of nodes i ∈ V (also called vertices) and
the set E of links (i , j) ∈ E (also called edges). As such, it is a well-studied object in the
venerable mathematical discipline of graph theory, which has its origins in Euler’s work
on the Königsberg bridge problem (Euler, 1736; Bollobás, 1998; Diestel, 2005).
Inmanynetworks, the links represent unidirectional relations, such as the links between
websites, or the regulatory relations between genes or proteins (Fig. 2.1). In this case, the
network is directed, and the notation (i , j) ∈ E means that there exists a link from node i
to node j (but not necessarily from j to i). I will occasionally also write i→j to denote a
directed link. By contrast, in undirected networks, no specic direction is assigned to the
links. Undirected networks can be viewed as directed ones in which the existence of a
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Figure 2.1.:Networks with two dierent node types/states. Two nodes i and j are marked, as well
as the connecting link (i , j). Le: undirected network. Right: directed network with a pair of
reciprocal links.
link (i , j) ∈ E always implies that there also exists ( j, i) ∈ E.
Both the nodes and links can be associated with additional variables, such as node states
or link weights. For instance, the nodes could be assigned one of two labels s ∈ {♂, ♀}
representingmen andwomen in a social network, and the links could represent friendship,
acquaintance, or sexual relationship. In this example, a “weight” could be assigned to
each link, i.e. a scalar variable measuring the intensity of the respective relation.
Degree distribution
e basic topological property in networks is the degree of a node, dened as the number
of neighbours the node is connected to.e node degrees in a network (or an ensemble
thereof) are distributed according to the degree distribution pk , which gives the probability
that a random node has exactly k neighbours. If the network is directed, a node has
two dierent degrees: an in-degree counting the number of incoming links and an out-
degree counting the number of outgoing links. In this case the probability of nding
a random node with exactly kin incoming and kout outgoing links is given by the joint
distribution p(kin, kout). From this distribution, the in- and the out-degree distributions
can be computed as the respective marginal distributions pin(k) = ∑k′ p(k, k′) and
pout(k) = ∑k′ p(k′, k).
e degree distribution oers a simplemeans of identifying dierent classes of networks.
In degree-homogeneous networks such as regular lattices, every node has the same
degree k0 and pk = δk k0 . Moderately heterogeneous undirected networks of relatively
small variance in the node degrees are conveniently characterized by theirmean degree⟨k⟩ = 2K/N , where N is the number of nodes and K is the number of links in the
network. Many real-world networks, however, have strongly heterogeneous degrees
following exponential, power-law, or mixed distributions. For instance, the Internet
appears to have degree distributions1 pk ∝ k−γ for large k, with 2 ≤ γ ≤ 3 (Broder, 2000),
1e Internet can be viewed as a (directed) network on dierent levels. Typically, one considers the
“autonomous systems” level or the level of “class C subnets”. On a more ne-grained scale, the World-
Wide Web is considered, which is the network formed by the set of all websites.
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although this result has been subject to some debate, as it seems to depend on the way of
measuring (Chen et al., 2002).
Networks that show such a power-law degree distribution with 2 ≤ γ ≤ 3 are called
scale-free, because they do not possess a characteristic scale or typical degree. For large
scale-free networks, the second moment of the degree distribution diverges quickly, so
that the mean degree computed from pk becomes meaningless. In particular, both the
mean degree and the second moment tend to innity for γ = 2 in the limit of innite
network size. As it turns out, the degree distributions of many real-world networks can be
tted by a scale-free distribution (Barabási and Albert, 1999; Albert and Barabási, 2002;
Newman, 2010).e quality and signicance of such ts, however, have been subject to
criticism (Stumpf et al., 2005; Clauset et al., 2009).
In the analysis of networks and their dynamics, it is oen necessary to consider another
type of degree distribution, which is derived from pk . In contrast to the degree distribution
pk , which is the probability to select a node of degree k by picking a random node from
the network, the distribution gk is the probability to select a node of degree k by following
a random link. Picking a random link from the network and choosing one of the nodes it
connects, one has the probability gk that this node has exactly k neighbours. As a node
with degree k can be selected in this way via any of its k links, the probability gk must be
proportional to kpk , and hence gk = kpk/⟨k⟩ is the properly normalized distribution. A
variant of this distribution, the excess degree distribution (Newman, 2003), is also oen
used: qk = gk+1 is the probability that a node selected by following a random link has
exactly k additional links apart from the one by which it has been reached.e expected
number of additional links of a node selected in this way is hence given by the mean
excess degree ⟨q⟩ = ∑k kqk = ⟨k2⟩/⟨k⟩− 1, where ⟨k2⟩ is the second moment of the degree
distribution pk .
Average path length
e distance between two nodes is dened as the number of links in the shortest path
from one to the other (if there is any).e average of all distances between any two nodes
in the network is called its average path length ℓ. For degree-homogeneous networks,
such as regular d-dimensional lattices, this quantity scales with the system size N as
ℓ ∝ N 1/d . By contrast, real-world networks typically have relatively small average path
lengths scaling as ℓ ∝ lnN (Albert and Barabási, 2002). e relative compactness of
real-world networks resulting from this slow scaling is known as the “small-world” eect
(Watts and Strogatz, 1998) or the famous notion of “six degrees of separation”, which refers
to the surprisingly low average path lengths in social acquaintance networks (Milgram,
1967; Watts, 2003).
Slow scaling of the average path length does not, however, imply a particular organiza-
tion principle. It is found in a wide range of network classes, including totally random
networks obtained by randomly placing links among a given number of nodes, which
will be introduced in 2.2.
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Clustering
A common feature observed in real-world networks is clustering. In social networks,
for instance, two friends of someone are oen also friends with each other. Cliques of
friends are a typical extreme example, in which everybody is connected to everybody else.
is locally high interconnectivity can be quantied by the clustering coecient. For any
node i in the network, it is dened as Ci = 2Ei/ki(ki − 1), where ki is the degree of the
node, and Ei is the total number of links among the neighbours of i.us, Ci measures
the local degree of clustering as the ratio of the number of realized connections among
i’s neighbours and the number of possible connections among them, which is given
by ki(ki − 1)/2. As a global measure of clustering in the network, one uses the average
clustering coecient C = ∑i Ci/N . As an alternative measure, one sometimes uses the
transitivity C′ = 3∆/T , where ∆ is the total number of closed triangles in the network, and
T is the total number of connected triples, i.e. three nodes connected in a line or a triangle
(Watts and Strogatz, 1998).is measure is also called the “fraction of transitive triples”
in the sociology literature (Wasserman and Faust, 1994). Most real-world networks
exhibit a signicant amount of clustering, with average clustering coecients of about
C ≈ 0.1 . . . 0.8 (Albert and Barabási, 2002).
2.2. Networkmodels
In order to understand the origin and the structure of networks, many simple models of
network formation have been proposed.ey are typically formulated as constructive
algorithms, which sample from an ensemble of networks satisfying certain constraints
(Bollobás, 2001). Network formation models aim at reproducing the structural features
observed in real-world networks. In the rst paradigmatic models, the most important
such features were scale-free degree distributions, small average path lengths, and strong
clustering. I will briey introduce the three most prominent network formation models
in this section.
Erdős-Rényi random graphs
e simplest model of network formation is the Erdős-Rényi (ER) model of random
graphs (Erdős and Rényi, 1959, 1960). Starting from N nodes, it generates a random
undirected network. It samples uniformly from the ensemble of networks with exactly N
nodes and K links, which is achieved by connecting at random K pairs of nodes among
the N(N − 1)/2 possible ones.e random graph ensemble with exactly N nodes and K
links, or an instance thereof, is sometimes denoted as G(N ,K). A variant of the original
ERmodel is the ensemble G(N , p), which is considerably easier to analyse mathematically.
In this variant, each of the N(N − 1)/2 possible links is realized with the xed probability
8
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p.e degree distribution of the resulting network is a binomial distribution,
pk = (N − 1k )pk(1 − p)N−1−k (2.1)
with mean degree ⟨k⟩ = p(N − 1). In the thermodynamic limit of large N with xed ⟨k⟩,
it converges to the Poisson distribution,
pk = e−⟨k⟩ ⟨k⟩kk! , (2.2)
which is why networks from the ensemble G(N , p) are also called Poisson networks.
e simplicity of the ensemble G(N , p)makes it possible to compute analytically most
of its properties. For this reason, it is an attractive baseline model for various applications,
although it does not reproduce typical features of real-world networks such as a scale-free
degree distribution or strong clustering. In an ER graph, the average path length scales
as ℓ ∝ lnN/ ln⟨k⟩, while the average clustering coecient is C ∝ ⟨k⟩/N due to the
independent placement of links (Newman et al., 2001; Albert and Barabási, 2002).is
means that large ER graphs exhibit very small clustering, so that the local neighbourhood
of any node is expected to be tree-like, i.e. clear of closed triangles or loops. In fact, the
probability of nding a closed triangle in a given ER graph is∝ 1/N .
It is worth noting that for networks with a Poisson degree distribution, such as the ER
networks, the excess degree distribution qk is also Poissonian. In particular, ⟨q⟩ = ⟨k⟩ in
Poisson networks.
Watts-Strogatz small-world networks
Although the ER model reproduces the small-world eect, i.e. an average path length
ℓ ∝ lnN , it fails to capture the observed strong clustering in real networks. A network
formation model that generates both short path lengths and strong clustering is theWatts-
Strogatz (WS) model (Watts and Strogatz, 1998). In the literature on complex networks,
the term “small-world network” is oen used synonymously with theWSmodel.
Starting from an already clustered network, the average path length is reduced by
rewiring a fraction of the links to create long-range connections. In the original WS
model, N nodes are initially connected in a ring, so that each node is connected to its k
closest neighbours in this ring (with k even).en, for each link, one of the link ends
is rewired to a random node with probability p, avoiding self-loops and multiple links
between the same two nodes. A fraction p of the kN/2 links is thus converted to long-
range links, which leads to a fast decrease in the average path length, while the average
clustering decreases much slower. Tuning the parameter p ∈ [0, 1], one can interpolate
between a regular ring graph and a random network.
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Preferential attachment
By construction, both the ER and theWSmodel produce networks with narrow degree
distributions. To generate broad degree distributions, a dierent approach is required.e
most popular network evolution model generating scale-free networks is the preferential
attachment algorithm. Originally introduced as a model for citation networks in scientic
publications (de Solla Price, 1965), its roots date back to statistical models for word
frequency distributions (Yule, 1944; Simon, 1955). It leapt into fame when Barabási and
Albert (1999) realized its potential relevance for many dierent real-world networks. For
this reason, the preferential attachment algorithm is usually referred to as the Barabási-
Albert (BA) model.
e BA model combines two ingredients to produce scale-free networks: network
growth and preferential attachment. Starting from a small seed graph of m0 nodes, new
nodes are added continuously to the network. Every new node is connected to m ≤ m0
existing nodes such that the probability Π j of connecting to an already present node j is
proportional to the degree k j of this node, namely Π j = k j/∑i ki . It is straightforward to
compute the asymptotic degree distribution this algorithm generates (see, e.g., Albert
and Barabási, 2002). In the limit of large networks it approaches pk ∝ k−3.
e power-law degree distribution implies that there exist a few high-degree nodes,
which connect to a large fraction of the network, whereas most of the nodes connect to
only a few others.ese high-degree “hub” nodes eciently connect dierent parts of
the network, which is why scale-free networks have short average path lengths. In the
BAmodel, the average path length scales with the number of nodes as ℓ ∝ lnN/ ln lnN ,
and the clustering coecient approximately follows a power law C ∝ N−α with 0 < α < 1
(Bollobás, 2001).
e combination of growth and preferential attachment has become the paradigmatic
mechanism that generates a scale-free degree distribution. It provides a plausible sce-
nario for the emergence of scale-free degree distributions in many real-world networks.
However, scale-free degree distributions can also be generated by a number of dierent
models, some of which also produce signicant clustering and/or small average path
lengths (Caldarelli et al., 2002; Holme and Kim, 2002; Klemm and Eguíluz, 2002a,b;
Gómez-Gardeñes and Moreno, 2006).erefore, preferential attachment is only one of
several knownmechanisms that might have shaped the degree distributions of real-world
networks (cf. Keller, 2005).
2.3. Dynamical processes on networks
e network formation models discussed above aim at generating specic topologies that
reproduce observed features of real-world networks. Using these models to produce well-
controllable network topologies, one can investigate how the structure of the interaction
network or certain network properties aect the dynamics of the constituting elements,
i.e. the nodes and links. In this approach, the network structure is considered as the
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underlying interaction geometry for some dynamical process. It is a straightforward
extension to the established practice of studying dynamical processes on regular lattices
of some dimension. For instance, the Ising model of ferromagnetism has been studied
on networks of dierent degree distributions, revealing that its critical temperature and
the order of the phase transition depend strongly on the underlying network structure
(e.g., Dorogovtsev et al., 2002, 2008).
Many dynamical processes can be studied on networks (Barrat et al., 2008). In general,
a node’s state is described by one or more dynamical variables, whose evolution is deter-
mined by some internal dynamics of the node and the coupling to its network neighbours.
A simple example is the propagation of a disease in a contact network of susceptible
agents (Liljeros et al., 2001; Keeling and Eames, 2005). In this case, the node states are
binary variables: a node is either healthy and hence susceptible to the disease, or it has
been infected and is thus infectious itself. A susceptible node may contract the disease
from an infectious neighbour, become infectious itself, and pass the disease on to the
next susceptible neighbour.us, the contact network in which the nodes are connected
provides the geometry in which the disease can spread. Depending on the network
topology and the infectiousness of the disease, an epidemic may occur or the disease may
die out (Boots and Sasaki, 1999; Kuperman and Abramson, 2001; Pastor-Satorras and
Vespignani, 2001a).
Further examples of dynamical processes on networks include synchronization phe-
nomena and resource ows or diusion in networks. In simple conceptual models of, e.g.,
neuronal networks, the synchronization of oscillators coupled through an interaction
network is considered (Kuramoto, 2003; Moreno and Pacheco, 2004, and references
therein).e ow of resources is of interest in models of diusion on networks (Noh
and Rieger, 2004), trac ows in road networks and transport of data or information
in technological networks (Barthélemy and Flammini, 2006; Tadić et al., 2004), or food
webs, which model the ow of biomass among predator and prey species (Pimm, 2002;
Camacho et al., 2002; Gross et al., 2009). What most modelling approaches for these
systems have in common is that they consider a xed, static network topology providing
the geometry in which the node dynamics takes place. Most real-world networks are,
however, not static but changing continuously. Moreover, they may change in response to
the dynamics on the network, thus establishing a coupling between the node dynamics
and the topological change. Networks containing such a coupling are called adaptive
networks.
2.4. Adaptive networks
Traditionally, the research on complex networks has focused on two key aspects of network
dynamics.e rst aspect is the emergence and evolution of particular network structures,
that is to say, the dynamics of the network topology itself. Here, the mechanisms giving
rise to observed properties of real-world networks are investigated, such as scale-free
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Figure 2.2.: In adaptive networks, the node dynamics aects the topological evolution, thus
creating a feedback loop between the local dynamics on the network and the topological evolution
of the network. Figure adapted from (Gross and Blasius, 2008).
degree distributions, short average path lengths, or strong clustering. To that end, simple
network formation models have been designed, as for instance the ER, theWS, and the BA
model introduced above.
e second aspect in the focus of complex network research is the dynamics of processes
on the network. In this context, the network structure is considered as a static substrate
on which some dynamical process takes place, such as disease propagation or message
passing. In this case the network nodes are the dynamical systems of interest, whose
interaction topology is determined by the network, as for instance in a network of coupled
oscillators.e eect of the underlying topology is then investigated using dierentmodel
networks as a substrate.
In most real-world systems, however, the underlying networks do not only provide a
static interaction topology for some superimposed process, but rather evolve and change
in time themselves. Moreover, the ongoing dynamical processes within the network can
inuence the topological change, providing a feedback loop between the dynamics of
the network and the dynamics on the network (Fig. 2.2).at is to say, the dynamics of
the nodes inuence the network topology, while the network topology in turn inuences
the dynamics of the nodes. Networks in which such a feedback loop is present are called
adaptive or coevolutionary networks (Gross and Blasius, 2008).
Many natural and man-made networks are adaptive networks. Distribution networks
such as the vascular system, river networks, power grids, or the Internet are prime
examples. In a distribution network, the nodes and links are subject to a certain load
or throughput of resources, i.e. blood, water, power, or data. If the load on a given link
exceeds its capacity, the link fails, leading to congestion or even breaking the link, so that
it is eectively removed from the network.e same is true if the load on a node exceeds
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its capacity. On a longer time scale, however, the network may respond adaptively to
persistent high load by reinforcing the aected parts and/or creating new connections
that take part of the load. During the thawing period, for instance, many small creeks
are added to the network of rivers, because the existing rivers cannot take all the load
from the increased inow, bursting their banks. Within geological time scales, however,
these small creeks can shape the landscape and become rivers themselves, thus providing
new paths in the network that relieve the high load. Similarly, very busy roads are oen
congested with trac jams, leading to their short-term failure in the trac network, but
also leading to a possible long-term expansion (aer an even more congestion-prone
period of road works, of course).
Further examples are found in neural networks, which are also highly adaptive, strength-
ening or weakening the synaptic connections in response to the activity of the neurons.
Moreover, most social networks are adaptive networks, in which connections are formed,
for instance, between like-minded individuals, and opinions are adjusted to the opinions
of social contacts. For an overview of these and other examples, see Gross and Blasius
(2008), Blasius and Gross (2009), Gross and Sayama (2009), and references therein.
Dynamical processes taking place on a (xed) network are in general highly sensitive
to the underlying topology.e network structure is thus reected in the local dynamics,
and in some sense the dynamics encodes topological information (Gross and Sayama,
2009). Indeed, this mapping of the network topology to the local dynamics may be
used to identify certain topological features of the network by analysing the behaviour of
dynamical processes on the network (Reichardt and Bornholdt, 2004; Arenas et al., 2006;
Hu et al., 2008).
Global topological information is thus made locally accessible to some extent, as it
determines the local dynamics of the nodes. In an adaptive network, the nodes can use this
global information in making local changes to the topology, which will then be reected
again in the dynamics. is intricate feedback loop in adaptive networks gives rise to
genuinely novel phenomena. Gross and Blasius (2008) observed that several phenomena
appear as a common theme in many dierent adaptive networks.ey proposed four
(non-exhaustive) “hallmarks” of adaptive-network behaviour, namely robust dynamical
self-organization (oen towards critical behaviour), spontaneous division of labour, the
formation of complex topologies, and complex system-level dynamics. In the following,
I will briey discuss these phenomena and provide some examples, closely following and
summarizing the review in (Gross and Blasius, 2008).
Robust self-organization
e feedback of global information into the topological evolution through the local
dynamics can allow an adaptive network to self-organize towards a critical state.is is
well illustrated in the example of Boolean threshold networks, which are simple models
for gene regulatory and neural networks (Kauman, 1969; Derrida et al., 1987). In these
models, a node’s state is represented by a single Boolean variable that encodes whether
13
2. Complex and adaptive networks
a certain gene is being transcribed or a neuron is ring. A node becomes active only
if the inputs it receives through its links exceed a certain threshold, where the links
connecting the nodes represent promoting or inhibiting interactions. Bornholdt and
Rohlf (2000) considered an adaptive threshold network, in which the local dynamics are
complemented by a topological update rule.is rule is based on monitoring random
nodes for a xed time, during which the system is moving on an attractor or chaotically.
en, new connections are established to “frozen” nodes, i.e. nodes that do not change
their state within this xed time. Conversely, existing connections are removed from
“dynamical” nodes, which ip their state at least once while monitored.
e topological update rule thus changes the average degree in the network. In their
model, Bornholdt and Rohlf found that an average degree of ⟨k⟩ = 2 is approached in the
limit of innite networks independently of the initial conditions.is is closely related to
a topological phase transition which can be observed in the non-adaptive variant of this
model, where no links among the nodes are created or deleted. When varying the average
degree as a parameter, the average fraction of frozen nodes in the network drops from
1 to 0 at a critical value ⟨k⟩c = 2. In the adaptive network, the topological update rule
therefore almost always adds links if ⟨k⟩ < 2, because almost all nodes are frozen in this
case, whereas it almost always deletes links if ⟨k⟩ > 2. Hence, the average degree tends to
increase if it is below, and to decrease if it is above ⟨k⟩c .e network thus self-organizes
towards the critical average degree ⟨k⟩c = 2.
is model is an example of how global information is made locally accessible by
the dynamics and used in local topological update rules:e global fraction of frozen
nodes is sampled stochastically by locally monitoring random nodes for activity.is
global information is then used in the local topological rule that creates or deletes links
accordingly. us, a global order parameter associated to a phase transition becomes
locally accessible and can be used to self-organize the system towards the phase transition.
is dynamical self-organization is highly robust. It does not depend sensitively on the
initial conditions nor the specic parameter choice. It was also observed in further studies
on dierent models (Christensen et al., 1998; Bornholdt and Röhl, 2003; Liu and Bassler,
2006), including a somewhat realistic model of spike-time-dependent plasticity in neural
networks (Meisel and Gross, 2009), which highlights the generality of the underlying
mechanism.
Spontaneous division of labour
e co-evolution of the node states and the network topology in adaptive networks
can lead to the emergence of distinct classes of nodes from an initially homogeneous
population. is spontaneous “division of labour” was demonstrated in an adaptive
network of coupled oscillators by Ito and Kaneko (2001). In their model, a number of one-
dimensional chaotic oscillators is coupled in a weighted directed network.e node states
evolve according to a logistic map, which depends on the states of the network neighbours.
e network topology is changed according to an update rule that redistributes the link
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weights: link weights between oscillators whose dierence in the state variables is not
too large are increased, while the total weight of all incoming links of each node is kept
constant.
For certain parameters, the nodes dierentiate into two distinct classes that dier
in their eective out-degree, namely a class of nodes with a high total weight of their
outgoing connections, and a class of nodes with a low total weight of their outgoing
connections. In the distribution of in-degrees, however, no dierence between the two
classes is observed. From an initially homogeneous population, the two degree classes
emerge and remain largely separated once they have formed, even though the system does
not reach a frozen conguration.at is to say, a node in the low-degree class generally
remains in the low-degree class for a long time, and the same is true for the high-degree
nodes. As the nodes in the network are coupled so that each node is inuenced by its
incoming connections, a node with a high eective out-degree is an inuential node that
has an impact on many others. By contrast, a low-degree node only inuences a small
number of other nodes while still receiving a similar number of inputs as a high-degree
node. In this sense, Gross and Blasius (2008) described the emergence of the two classes
as the emergence of “leaders” and “followers” in the system, or as a spontaneous “division
of labour.”
A similar emergence of dierent node classes has been observed in related models,
in which the topological evolution is generally such that connections are strengthened
between nodes in a similar state (Gong and van Leeuwen, 2004; van den Berg and van
Leeuwen, 2004). Emergent “leadership” has also been found in a game-theoretic model of
the Prisoner’s Dilemma in an adaptive network (Zimmermann et al., 2004; Eguíluz et al.,
2005), where the nodes imitate other nodes in self-organized hierarchical structures.
Formation of complex topologies
e emergence of leaders and followers is one example of how heterogeneous structures
can be formed from homogeneous initial conditions by the feedback of the local dynamics
on the topological evolution in adaptive networks. is feedback can achieve further,
highly complex topologies, which has been observed in dierent models of opinion
formation, evolutionary game theory, and epidemiology, and also in some of the new
models discussed in the present work.
A prominent example of topological restructuring that can be achieved in adaptive
networks is the emergence and separation of distinct communities in models of opinion
formation. In contrast to the spontaneous division of labour in the model of Ito and
Kaneko, where the network remains largely connected, network components may also
become fully disconnected from each other as a result of adaptive rewiring rules.is is
the case, for instance, in the voter model on adaptive networks, a paradigmatic model
of opinion formation (Holme and Newman, 2006; Vazquez et al., 2008). In this model,
the nodes represent agents holding one of many possible opinions. A node can discard
the link to an opposing neighbour (holding a dierent opinion) and establish a new
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connection to a random consenting node (holding the same opinion as the focal node).
Further, a node can change its state by adopting the opinion of a neighbour. In this simple
model, a generic phase transition occurs at a critical value of the time scale ratio between
rewiring dynamics and opinion adoption. Below the transition, the topological change
is slow compared to the node state dynamics, allowing the system to reach a state of
full consensus, in which all nodes have the same opinion. Above the transition point,
however, the fast rewiring dynamics leads to the separation of the randomly distributed
initial opinions, and the network splits into many disconnected components reecting
the initial conditions. Each of these components is internally in consensus, i.e. all nodes
in one component have the same opinion. Similar group segregation phenomena have
been observed in related epidemiological and game-theoretic models (Gross et al., 2006;
Gräser et al., 2009).
e emergent structure of disconnected “consensus communities” is a global property
of the network topology, which is achieved by processes acting on the local neighbourhood
of the nodes. In adaptive networks, this is possible because the topological change is
driven by the node dynamics. us, global structure can emerge from local rules in
adaptive networks.
e emergence of global structure from local interactions has also been demonstrated
in a recent game-theoretic model of cooperation in weighted adaptive networks (Do et al.,
2010). In this model, the nodes represent agents making investments in the interactions
with other agents, such as rms investing in collaborations with other rms, for instance.
e links represent these interactions, with the associated link weights representing
the investments of each partner. e benet obtained from an interaction depends
on the investment made by the interacting partners. By increasing or decreasing their
investments in dierent interactions, the nodes try to optimize the total benet they
obtain.
Under very general conditions, complex, stable interaction topologies are formed
in this model. In these stationary congurations, some nodes have high degree, thus
obtaining high benets, and some nodes have only a single link, thus investing in a single
interaction only.is pattern is similar to the emerging leadership discussed before. At
the same time, bidirectionally connected communities arise, within which every node
makes the same total investment and the total link weight of each link is the same.is
strong coordination among individual nodes is achieved by purely local rules: although
none of the nodes has enough information to assess the total investment made by any of
its neighbours, all nodes settle on the same total investment.
Further examples of how complex topologies emerge in adaptive networks include the
formation of hierarchical networks in dierent game-theoretic models of competition,
where a scale-free degree distribution is achieved by local interaction rules (Zimmermann




In many adaptive networks, the dynamical feedback loop between the node states and
the topology allows for new dynamical phenomena, which are not found in the cor-
responding non-adaptive systems. Novel types of phase transitions and bifurcations
involving both local and topological degrees of freedom can be observed. In simple
epidemiological models on adaptive networks, for instance, the coupling of local and
topological dynamics creates a rich array of dynamical regimes.is has been shown in
an adaptive-network model of disease propagation, in which the nodes represent healthy
or infectious individuals, and the healthy nodes can contract the disease via the links
to infectious ones (Gross et al., 2006; Gross and Kevrekidis, 2008). In addition to that,
the healthy nodes rewire their links away from infectious neighbours to other, randomly
selected healthy nodes at a certain rate.
In thismodel, dierent long-term dynamics are observed. As in non-adaptive networks,
the disease only persists in the network if the rate of infection exceeds a certain thresh-
old, otherwise it dies out. A non-zero rewiring rate increases this threshold, because it
eectively reduces the number of links between healthy and infectious nodes. Further
varying the rates of infection and rewiring reveals a bistable regime, in which both the
endemic and the disease-free state are observed for dierent initial conditions, and an
oscillatory regime, in which the number of infected nodes changes periodically.
As a further example, the fragmentation into disconnected parts in the adaptive voter
model introduced above and similar models of opinion formation is the result of a
dynamical phase transition made possible by the state-dependent rewiring of links (Gil
and Zanette, 2006; Kimura and Hayakawa, 2008; Böhme and Gross, 2011). Network
adaptivity has also been found to produce phase transitions in many dierent models
from game-theory (Pacheco et al., 2006b; Santos et al., 2006a; Szolnoki and Perc, 2009b;
van Segbroeck et al., 2009, 2011; Demirel et al., 2011a).
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In this chapter, I introduce the formal framework used to dene and analyse adaptive-
network models in the present work. In this framework, a model is dened in terms
of a set of microscopic transformation rules and an update mechanism, which together
determine the evolution of an initial network conguration. I discuss how the emerging
population-level dynamics observed in, e.g., computer simulations can be analysed using
an approximate macroscopic description in terms of a low-dimensional system of ordi-
nary differential equations.
3.1. Rule-basedmodelling
In the present work, I consider adaptive-networkmodels whose dynamics can be specied
in terms of simple, discrete, and local rules. In these models, each network node i is
associated with a discrete variable σi taking values from a nite set S , which describes
the node’s state or type. For instance, S2 = {0, 1} could be used to describe inactive and
active nodes representing deactivated and activated genes in a simplied gene regulation
network.e same set may also refer to healthy and infected nodes in the spreading of a
disease, or the two possible spin directions in an Ising model of ferromagnetism.e
elements in the set S are usually labelled using upper-case Latin letters.
In the following, I introduce a framework by which the dynamics of such discrete
adaptive networks can be described and analysed.e basic concepts of this framework
are best explained building on an analogy with chemical reaction kinetics. On a macro-
scopic scale, chemical processes appear to run smoothly and in a continuous fashion. We
know, however, that they consist of many distinct reaction events on a microscopic scale.
Similarly, we can imagine the time evolution of a network to consist of many independent
update events that change the network locally in some small neighbourhood. From this
point of view, an adaptive-network model is dened by the node state set S , the possible
“reactions” that can occur, and their associated reaction rates. In the context of adaptive
networks, I will refer to the microscopic reactions by the term transformation rules.
3.1.1. Transformation rules
e possible transitions in the local neighbourhood of a node are dened by stochastic
transformation rules that depend on the node’s state and the states of its neighbours. In
their simplest form, these rules can be written symbolically as chemical reactions among
the network units, such as nodes, links, or small subgraphs. ey are associated with
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Figure 3.1.: Examples of dierent transformation rules: (a) contact process at constant rate p per
S-I-link, e.g., disease propagation from infectious (I) to susceptible (S) node; (b) link removal at
rate d per S-I-link; (c) link creation at rate c per S node; (d) link rewiring at rate w per S-I-link. A
dashed circle denotes a random node picked from the whole population.
certain reaction rates, which can be simple constants or more elaborate functions. A
transformation rule may locally change the nodes’ states and/or the network topology.
For the purpose of the present work, I consider only transformation rules that aect
either the state of a node or the network topology, but not both at the same time (Fig. 3.1).
As an example of a rule aecting the state of a node, consider the so-called contact
process (CP).is prototypical process describes the transmission of a node’s state to a
neighbour via their connecting link, such as the propagation of a disease from an infected
node to a susceptible neighbour. Fig. 3.1 (a) shows a pictorial representation of the rule
describing the CP. It illustrates the general form of these rules: a le-hand side (LHS)
subgraph is transformed into a right-hand side (RHS) subgraph at a given rate per LHS
subgraph. Such small subgraphs with given node states are also calledmotifs. Here, an
infection occurs at a rate p on links connecting nodes in the infective state I to nodes in
the susceptible state S, i.e. on the S-I-link motif.
Adaptive changes of the network can be expressed in rules that alter the network topol-
ogy depending on the node states. For instance, in the example of disease propagation,
susceptible individuals may choose to avoid contact with the infected ones.is can be
modelled by a rule that breaks links between infected and susceptible nodes at a certain
rate (Fig. 3.1 (b)), or a rewiring rule, by which susceptible nodes seek to reconnect a link
from an infectious neighbour to a random node in the network (Fig. 3.1 (d)). Taken
together, such rules and the CP specify the dynamics of an adaptive network: the CP
describes the topology-dependent dynamics of the node states, and the link deletion or
rewiring rule provides a feedback of this dynamics on the network topology.
Note that the transformation rules describe stochastic dynamics, similar to chemical
reactions. If the CP is the only rule in the model, the rate p can be interpreted straight-
forwardly as the probability per unit time for a single S-I-link to be transformed into an
I-I-link (possibly rescaling time to ensure 0 ≤ p ≤ 1).
It should be emphasized that the symbolic notation of the transformation rules does
not imply that the LHS subgraph has to be isolated in the network.e rules apply to all
subgraphs of the form on the LHS, regardless of how these are attached to the rest of the
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Figure 3.2.: Application of the CP rule to a network.e LHS subgraph of the CP rule matches all
the circled links. Here, it is applied to the shaded link.
network (Fig. 3.2).is means that the CP rule with a constant rate as in Fig. 3.1 (a) is
linear in the number of S-I-links, i.e. that an S-node with exactly two I-neighbours is
twice as likely to switch to state I as one with a single I-neighbour.
3.1.2. Update schemes
A set of transformation rules does not dene a unique model. It must be complemented
by some instructions on how to apply the transformation rules to the network. To
be more precise, an update scheme must be chosen. It species in which way the LHS
subgraph should be selected from the network in order to apply a given rule. A full model
specication must include both the transformation rules and the update scheme.
In general, LHS subgraphs containing more than a single node can be picked from the
network in more than one way. As a specic example consider a network whose nodes
represent interacting agents which hold one of two possible “opinions”, so that the node
state set is S2 = {A, B}.e agents can change their opinion by adopting the opinion of
the agents they interact with.is simple model is called the voter model, as it gives a
stylized description of political opinion formation (Holley and Liggett, 1975; Sood and
Redner, 2005).
e agents’ opinion changes are described by the CP rule on the network, by which the
nodes copy the states of their neighbours. To implement this rule, a link connecting two
nodes in dierent states, i.e. an A-B-link, must be selected from the network, along which
one of the nodes then copies the state of its neighbour. Such a link can be selected from
the network in three dierent ways. First, one can pick a random node from the network
and, if it has any neighbours in a dierent state, select at random one of them. If all its
neighbours are in the same state, the procedure is repeated with another random node.
is is called the direct node update scheme. Alternatively, one can reverse the order of
selection: a random node is picked from the network, and then one of its neighbours in a
dierent state (if any) copies its state.is is the reverse node update scheme. As a third
possibility, one picks directly an A-B-link from all the A-B-links in the network, and then
one of the nodes copies from the other.is is the link update scheme.
For transformation rules involving more complicated LHS subgraphs, there are in
general evenmore dierent possible update schemes.ese include dierent node update
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⟨ktarget⟩ ⟨ksource⟩
direct node update ⟨k⟩ ⟨k2⟩/⟨k⟩
reverse node update ⟨k2⟩/⟨k⟩ ⟨k⟩
link update ⟨k2⟩/⟨k⟩ ⟨k2⟩/⟨k⟩
Table 3.1.: Expected degrees of source and target nodes under the dierent update schemes for
the CP, in which the target node copies its state from the source node. In the direct node update
scheme, the target node is selected at random and copies from a random neighbour (source).
In the reverse node update scheme, the source is selected at random rst, and a random target
neighbour then copies its state. In the link update scheme, a link is selected at random, and either
node copies from the other with equal probability.
schemes, which “build” the required LHS subgraph by successively picking random nodes
and their neighbours, and themotif update scheme, which consists of selecting the LHS
subgraph uniformly at random from all the matching LHS subgraphs in the network.e
motif update scheme thus generalizes the link update scheme for higher LHSmotifs.
e three possible update schemes for selecting an A-B-link dier in the way they
select the node whose state is copied and the node which copies this state. In particu-
lar, the probability that a node of degree k is selected depends on the update scheme.
Whenever a node is selected by following a random link, either by following a link to a
random neighbour in the node update schemes or directly in the link update scheme, the
probability that it has exactly k neighbours is proportional to kpk , where pk is the degree
distribution.is is because there are k possibilities to select a node of degree k in this
way, as it can be reached via any of its k links. By contrast, if a node is directly selected at
random from all the nodes in the network, it has exactly k neighbours with probability
pk .
e expected degree of the node whose state is being copied (the “source” node) and
the node who copies (the “target” node) depends on the particular way they have been
selected (Tab. 3.1). For a node picked at random from the whole population, it is simply⟨k⟩, the average degree of the network. For a node selected by following a random link,
however, it is ⟨k2⟩/⟨k⟩, where ⟨k2⟩ is the second moment of the degree distribution (cf.
section 2.1).erefore, the expected degree of the source node is ⟨k2⟩/⟨k⟩ in the direct
node update scheme and the link update scheme, while it is ⟨k⟩ in the reverse node update
scheme.e expected degree of the target node, on the other hand, is ⟨k2⟩/⟨k⟩ in the
reverse node update scheme and the link update scheme, and it is ⟨k⟩ in the direct node
update scheme.
ese dierences in the expected degree of a node in the dierent update schemes result
in potentially strong degree biases, which one has to keep inmindwhenmodelling. As can
be seen in Fig. 3.3, selecting a node by following a random link introduces a bias in favour
of nodes with many neighbours in degree-heterogeneous networks.1erefore, using
1is also provides an explanation for the everyday experience that ‘your friends have more friends than
you do’ (Feld, 1991).
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Figure 3.3.: Expected degrees of a randomly selected node (blue) and a random neighbour of a
randomly selected node (red) for dierent network types with N = 5000 nodes and ⟨k⟩ ≈ 2, whose
overall appearance is illustrated by the network pictures. In strongly heterogeneous networks (the
star network being the extreme case), the expected degree of a random neighbour can exceed that
of a random node by several orders of magnitude. For theWS network, p = 0.1 was used.
either of the three update schemes can lead to drastically dierent results (Castellano,
2005; Sood et al., 2008).is eect is especially pronounced in adaptive networks, where
degree heterogeneity can arise naturally from the topological dynamics (Nardini et al.,
2008).
e choice of an update scheme depends on the application. Depending on the partic-
ular system to be modelled, the node or link update scheme may be more appropriate.
In the context of disease propagation, for instance, it is typically the case that there is a
certain transmission probability per contact between susceptible and infectious agents.
Because infection is thus an inherently link-related process and not “initiated” by either
agent, using the link update scheme is the natural choice here.
In the adaptive-network models discussed in the present work, I use the link or motif
update scheme except where noted otherwise.
3.2. Adaptive-network simulation
e dynamics of adaptive-network models can be conveniently studied by means of
computer simulations. Due to the similarity between the microscopic transformation
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rules and chemical reactions, the basic algorithms used in stochastic simulations of
chemical reactions can be adopted for the simulation of adaptive-network models.
Similar to chemical reactions, the transformation rules describe largely independent
stochastic processes which produce a series of microscopic update events.2 e rates
at which these events occur are determined by the transition rates associated with the
transformation rules. Given an appropriate computer representation of the full network
structure, the model dynamics can thus be simulated by directly applying the transforma-
tion rules in an asynchronous fashion according to their associated rates.
For the models considered in the present work, Gillespie’s algorithm is employed to
apply the transformation rules (Gillespie, 1976). Originally invented for the simulation of
chemical reaction networks at low concentrations, this Monte Carlo algorithm has been
successfully used in a wide range of dierent applications, including the modelling of
biological populations (Renshaw, 1991). In contrast to step-based simulation algorithms
that go from one time step to the next time step, Gillespie’s algorithm jumps directly
from event to event, skipping over time steps in which no event takes place. Given the
current state of the network and the transition rates associated to the transformation
rules, it is straightforward to determine the time at which the next event will take place
and what kind of event this will be, i.e. which transformation rule is to be applied (Press
et al., 2007).e basic algorithm is thus the following:
1. Given the current state of the network, determine the transformation ruleR to be
applied next according to the transition rates and its associated time increment τ.
2. Select at random an appropriate LHS subgraph for R according to the update
scheme.
3. Apply R to the selected LHS subgraph, update the network conguration, and
increase the time t accordingly, setting t ← t + τ.
4. If t < tmax, repeat from step 1.
e transformation rules are thus applied asynchronously to matching LHS subgraphs
in the network, which is a natural realization of the real-world processes they describe.
Nevertheless, one could also try to implement an alternative simulation scheme, in
which the transformation rules are applied synchronously to all matching LHSs. Such
synchronous updating is routinely used for cellular automaton models on regular lattices
(Ilachinski, 2001). For adaptive networks, however, it is problematic for a number of
reasons.
2Note that, while the molecules taking part in chemical reactions are indeed independent, this is only
approximately true for the LHS subgraphs in the transformation rules, as they might overlap or be direct
neighbours of each other. In the following, we consider large networks under asynchronous sequential
updating, so that assuming independent transformation rules is well justied.
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3.2. Adaptive-network simulation
First, it is oen hard to imagine that the large number of units in a complex system
are driven by an external “pacemaker” that dictates their local actions to occur syn-
chronously.3 Synchronous updating of the whole population may be appropriate in
modelling the evolution of a biological species, where a sequence of well-dened genera-
tions can be observed in time. In many cases, however, asynchronous updating is a more
natural choice.
Second, implementing synchronous changes in an adaptive network can lead to practi-
cal problems. When rewiring links, for instance, ambiguities may arise if a link (i , j) is
to be rewired to (i , k) and (l , j) simultaneously, which must be explicitly checked for
and treated in a well-dened way.4Moreover, synchronous updating can lead to spurious,
articial results, which depend strongly on the synchrony of the local update events and
are immediately lost if the synchrony is not perfect (Nowak and May, 1992; Huberman
and Glance, 1993; Cornforth et al., 2002; Newth and Cornforth, 2009).
Asynchronous updating is thus a natural and practical choice for many applications
and in particular for the models considered in the present work. In the following, I use
asynchronous updating except where noted otherwise.
e rule-based simulation approach used here is closely related to the concept of
generative network automata in computer science (Sayama and Laramee, 2009). In the
framework of generative network automata, a labelled graph is evolved by sequential
“graph rewriting” events, each of which is dened by an extraction rule selecting a specic
subgraph that is to be altered, and a replacement rule that produces a new subgraph from
the selected one and determines how to embed this new subgraph in the network. Gene-
rative network automata form a more general framework for the computer simulation of
the models considered in the present work, which are specied in terms of the transfor-
mation rules and the update scheme. In this sense, the update scheme corresponds to
the extraction rules, as it denes how the LHS subgraphs of the transformation rules are
selected from the network, and the transformation rules themselves correspond to the
replacement rules. A similar graph rewriting formalism was previously introduced as an
extension of cellular automata, which can be applied synchronously (Tomita et al., 2002,
2009) or asynchronously (Tomita et al., 2007).
In order to implement the transformation rules according to Gillespie’s algorithm,
appropriate data structures are needed that provide a computer representation of the
full network conguration, including the network topology and the node states at each
step. For an ecient simulation, they must allow to perform the typical update processes
at relatively low computational cost. e most commonly used processes in adaptive
networks are the addition or removal of nodes and links and changes in the nodes’ states
depending on their neighbourhood.us, addition and removal of nodes and links and
inspecting a node’s neighbourhood are required to be fast operations. In order to directly
3Synchronized behaviour may of course be achieved dynamically through the interactions among the
individual units, as for instance in networks of coupled oscillators.is emergent phenomenon, however,
is quite dierent from explicit synchronous updating.
4For an example of synchronous link dynamics that avoids such ambiguities, see (Tomita et al., 2002).
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implement the transformation rules specied by the given model, enumerating typical
LHS subgraphs must also be fast, such as enumerating all nodes in a given state or all links
connecting two nodes in given states.
e data structures used to represent graphs in computer science are typically tailored
towards the ecient implementation of certain algorithms, as for instance graph traversal,
search, or nding the shortest paths (Sedgewick, 2002; Siek et al., 2002). In many cases,
these algorithms work on graphs with a xed number of nodes. Moreover, node and
link states are not considered specically in many algorithms, so that ecient access to
these properties is usually not of major concern. For the ecient simulation of adaptive
networks, existing data structures allowing for the fast traversal and manipulation of a
node’s neighbourhood must therefore be extended to support ecient access to the node
and link states and also state-specic access to the nodes and links.
e simulations of the adaptive-network models considered in the present work have
been implemented in C++. We store all the nodes, links, and required larger motifs in a
custom-made, index-based container similar to std::vector, which can hold items in
dierent discrete categories (states).5 It ensures that items in the same category are stored
in contingent memory, and provides both index-based and category-based access, so that
selecting a random item in a given category can be achieved in constant time, for instance.
e network structure is modelled directly in memory using nodes and links as the basic
entities in a double adjacency set representation, in which each node keeps a std::set
of pointers to its incoming and outgoing links. At the cost of some memory overhead,
addition and removal of links is thus achieved in logarithmic time. Depending on the
complexity of the transformation rules, simulating large adaptive networks of N = 106
and more is feasible in our implementation.
3.3. Emergent-level description
In order to gain further insight in the behaviour of an adaptive-network model, investi-
gation beyond computer simulation of the transformation rules is desirable.e large
number of degrees of freedom in an adaptive network and the stochastic nature of the
transformation rules make it prohibitively dicult to follow the system’s microscopic dy-
namics. However, the microscopic properties of the system are usually of minor interest.
Instead, one is oen interested in the behaviour of macroscopic quantities, such as the
total number of infected nodes, for instance, in a model of disease propagation.
us, suitable projections of the high-dimensional phase space spanned by the possible
network congurations (including both the topological conguration and the nodes’
states) are needed. In other words, one seeks an appropriate macroscopic model that
captures the emergent behaviour arising from the microscopic transformation rules.
For the models considered in the present work, the observables of most interest are




the so-called networkmoments.ese are the densities of small subgraphs (motifs), such
as the nodes in a given state or the links connecting nodes in given states.e number
of links involved in the network moment denes its order: node densities are moments
of zeroth order, link densities are moments of rst order, etc. In the following I discuss
how these moments can be used in a low-dimensional, emergent-level description of the
network dynamics in terms of deterministic ordinary differential equations (ODEs). For
the sake of clarity, I will use a simple example model of disease propagation to illustrate
the method.
3.3.1. From rules tomoment equations
e possible changes in any conguration of an adaptive network are dened by the
transformation rules, which determine the events that can take place in the network, and
the update scheme, which determines in which way these events take place. For instance,
the CP rule under the link update scheme states that S-nodes can be transformed into
I-nodes via the S-I-links in the network at a constant rate p per link. Due to the stochastic
nature of the rule, this means that, at any time t, such state change events occur on average
at a rate p times the average number of S-I-links at that time, where the average is taken
over many realizations. Using this interpretation, one can write a rate equation for the
expectation value of a macroscopic observable f , starting from the general form
d
dt
⟨ f (t)⟩ = ∑
events є
rate of є × change in f due to є, (3.1)
where the sum runs over all possible events described by the transformation rules (Rand,
1999). Here, both the average rate of an event and its associated change in f are instan-
taneous, that is to say, they generally depend on the (average) network conguration
at time t. Equation (3.1) describes the time evolution of the phase space average of an
observable f .erefore, it can be derived in principle from the master equation of the
system (Barrat et al., 2008). Nevertheless, it is oen more convenient to directly con-
struct balance equations for the macroscopic observables, especially if one is interested
in network moments. In this case, such balance equations can be derived intuitively from
the transformation rules.
To be specic, consider the CP rule in Fig. 3.1 (a) together with the recovery rule
I S
r
under the motif update scheme for a (non-adaptive) network model of susceptible-infect-
ed-susceptible (SIS) disease propagation in a population of N nodes.e nodes can be
susceptible to the disease or infectious, denoted by S = {S, I}. Infection occurs through
the contact of individuals at a constant rate p per S-I-link, i.e. by the CP rule. Infected
nodes recover and become susceptible again at a rate r, which does not depend on their
neighbourhood.
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We are interested in a low-dimensional, deterministic description of the average system
trajectories of this SIS model in terms of a system of ODEs for the network moments.
Obviously, the fraction of infectious nodes, denoted by [I], is of particular interest. We
write [σ] for the fraction of nodes in state σ and [σσ ′] for the number of links connecting
nodes in states σ and σ ′ divided by N . us, the network moments are subject to the
normalization conditions [S]+ [I] = 1 and [SS]+ [SI]+ [II] = ⟨k⟩/2, stating that the total
numbers of nodes and links are conserved by the transformation rules.
According to (3.1), the change in the average fraction [I] of infectious nodes in the





p × N−1 − ∑
recovery
r × N−1,
where the rst sum runs over all infection events, which increase [I] by N−1 each, and
the second sum runs over all recovery events, which decrease [I] by N−1. At any time t,
infection occurs at an instantaneous rate p on any S-I-link, and recovery occurs at a rate








−1 = p[SI] − r[I]. (3.2)
is equation is a direct translation of the transformation rules: infectious nodes are lost
by recovery, whereas one infectious node is gained on average per infection event on
S-I-links. Note that this equation is valid only in the thermodynamic limit of innite
system size, because we treat [I] and [SI] as continuous density variables and neglect the
eect of stochastic uctuations.
Equation (3.2) is not yet a closed ODE and needs to be complemented by an additional
dynamical equation for [SI]. Taking into account the possible infection and recovery




N ∑σi=I{ni(I) − ni(S)} + pN ∑σi j=SI{ni(S) − ni(I)} , (3.3)
where ni(σ) denotes the number of node i’s neighbours in state σ .e rst term balances
the gain and loss in S-I-links due to recovery of I-nodes. One S-I-link is gained for
every I-node connected to a recovering I-node, and lost for every S-node connected to a
recovering I-node, which contributes +N−1 and −N−1 to [SI], respectively.e second
term accounts for the direct and indirect gains and losses due to infection on S-I-links,
which creates new S-I-links from every additional link to an S-neighbour of the S-node
that is to be infected, and transforms every S-I-link to an I-neighbour of this node into
an I-I-link (Fig. 3.4).











Figure 3.4.: Infection on an S-I-link aects the state of all additional links connected to the
S-node. Here, two S-S-links are destroyed and two I-I-links are created by the infection, while
there is no net change in the number of S-I-links.




[SI] = 2r[II] − r[SI] + p
N ∑σi j=SI ni(S)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
indirect gain
− p
N ∑σi j=SI (ni(I) − 1)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
indirect loss
− p
N ∑σi j=SI 1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
direct loss= 2r[II] − r[SI] + p[SSI] − 2p[ISI] − p[SI],
(3.4)
where [σσ ′σ ′′] denotes the number of σ-σ ′-σ ′′-triplets, i.e. the number of second-order
motifs consisting of three nodes in a row, divided by N . Deriving in the same way a
similar equation for [SS], we obtain
d
dt
[I] = p[SI] − r[I], (3.5)
d
dt
[SI] = 2r[II] − r[SI] + p[SSI] − 2p[ISI] − p[SI], (3.6)
d
dt
[SS] = r[SI] − p[SSI]. (3.7)
At this point, an important property of the CP becomes obvious. In (3.5)–(3.7), several
terms associated to infection involve moments of higher order than the order of the
equation.at is, the infection-related terms in the equation for the zeroth-order moment[I] involve the rst-order moment [SI].e equations for the link motifs [SI] and [SS]
involve the second-order moments [SSI] and [ISI], and so on.is is a general property
of the CP in this type of moment expansion equations: an equation describing the change
in a moment of order n depends on moments of order n + 1. Writing equations for these
higher-order moments therefore results in an innite cascade of ODEs. In order to close
the ODE system, a truncation at some order is necessary, which can be achieved using
suitable approximations (e.g. Do and Gross, 2009). I will discuss suchmoment closure
approximations in section 3.3.2.
links (i , j) connecting nodes in state σ and σ ′ as∑σ i j=σσ′ . More precisely, we have for any x i and y i j
that∑σ i=σ x i ≡ ∑i δσ i σx i and∑σ i j=σσ′ y i j ≡ ∑(i , j) δσ i σ δσ j σ′ y i j .
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Non-linear rates
For the simple processes considered so far, the corresponding rate equations could be
derived rather intuitively.e reason for that is that the rates associated with the transfor-
mation rules are simple constants and do not depend on the specic realization of the
LHS subgraph in the network. In particular, they depend linearly on the local topology
dened by the LHS.






describing the state change of a node i at an instantaneous rate g(Ni), which is some
function of the node’s topological neighbourhood Ni . In general, this rate will vary
among the nodes because they dier in their local neighbourhoods.e change in, e.g.,[S] is then given by
d
dt
[S] = − 1
N ∑σi=S g(Ni). (3.8)
Depending on the specic form of g(Ni), the summation may be simplied to involve
only macroscopic observables or not. For instance, consider the rate
g1(Ni) = pni(I),




[S] = − 1
N ∑σi=S g1(Ni) = − pN ∑σi=S ni(I) = −p[SI].
Comparing this expression with the change in [S] due to the CP as in Fig. 3.1 (a), it is obvi-
ous that both the general rule with rate g1(Ni) and the CP lead to the same macroscopic
description. One can thus expect that the general rule gives rise to the same macroscopic
behaviour as the CP rule under the direct node update scheme, although their microscopic
implementation is dierent.e general rule may therefore be written equivalently as
the CP rule with an S-I-link as the LHSmotif.
In general, however, the summation in (3.8) cannot be carried out if the transition rates
are non-linear functions ofNi . Nevertheless, they can sometimes be expanded in a power
series in the number of, say, I-neighbours of the focal node. In this case the corresponding
rules may be replaced by a set of surrogate rules that involve linear transition rates but
include higher-order LHSmotifs. On the level of the ODE description, these surrogate
rules are expected to show the same macroscopic behaviour as the original non-linear
rules, as discussed in appendix A.
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3.3.2. Moment closure approximations
Transformation rules of the CP-type lead to an innite cascade of dynamical equations
because the change in a network moment of order n depends on moments of order n + 1.
erefore, suitable approximations are necessary to close the ODE system. Using such
approximations, the moments of highest order are expressed in terms of lower-order
moments.
e simplest approximation of this kind is themean-eld approximation, which closes
the ODE system at zeroth order. It assumes that the system is homogeneous, so that the
local density of I-neighbours of susceptible nodes equals the global density [I]. us,[SI] ≈ ⟨k⟩[S][I] and (3.2) can be closed as
d
dt
[I] = p⟨k⟩[S][I] − r[I] = (p⟨k⟩ − r) [I] − p⟨k⟩[I]2, (3.9)
where we have used the normalization condition. In the mean-eld approximation, all
structural properties of the network are neglected except the mean degree ⟨k⟩. is
means that transformation rules creating or destroying links or larger motifs, such as in
Fig. 3.1 (b)–(d), cannot be taken into account within this approximation.
To be able to capture some features of the topological dynamics, the moment equations
must be closed at a higher order than in the mean-eld approximation. e simplest
extension beyond the mean-eld approximation is keeping the dynamical equations for
the link motifs and closing at rst order.is is done using the pair approximation (PA)
(Keeling et al., 1997; Rand, 1999; Gross et al., 2006), using which the triplet moments[σσ ′σ ′′] are expressed in terms of links and nodes.
To derive the PA, the triplet moments are written as
µσσ ′′[σσ ′σ ′′] = µσσ ′[σσ ′]Q(σ ′′∣σ ′σ), (3.10)
where µσσ ′ = 1 + δσ σ ′ accounts for the double-counting of symmetric triplets. Here,
Q(σ ′′∣σ ′σ) denotes the average number of additional σ ′′-nodes connected to the σ ′-
node in a σ-σ ′-link.en two assumptions are made. First, one assumes that, given a
σ-σ ′-link, the number of additional σ ′′-neighbours of the σ ′-node does not depend on the
fact that it has already at least one σ-neighbour. In other words, one assumes that there is
no correlation between next-nearest neighbours in the network. Second, one assumes that
the σ ′-σ ′′-links are distributed homogeneously in the network.is is similar to themean-
eld assumption for the zeroth-order approximation, where one assumes that the nodes
in a given state are distributed homogeneously. Combining these two assumptions, the
average number of additional σ ′′-neighbours of the σ ′-node,Q(σ ′′∣σ ′σ), is approximated
as the expected number of σ ′′-σ ′-links drawn from a binomial distribution with the single-
event probability P(σ ′′∣σ ′) of nding a σ ′′-node connected to a σ ′-node in the network,
Q(σ ′′∣σ ′σ) ≈ ⟨qσ ′⟩P(σ ′′∣σ ′). (3.11)
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Here, ⟨qσ ′⟩ is themean excess degree of the σ ′-nodes, i.e. the number of additional links
connected to a σ ′-node selected by following a random link,7 each of which is a σ ′-σ ′′-
link with probability P(σ ′′∣σ ′). As the σ ′-σ ′′-links are assumed to be homogeneously
distributed, this probability is given by
P(σ ′′∣σ ′) = µσ ′σ ′′[σ ′σ ′′]∑σ µσ ′σ[σ ′σ] = µσ ′σ ′′[σ ′σ ′′]⟨kσ ′⟩[σ ′] . (3.12)
us in the PA, the triplet moments are approximated as
[σσ ′σ ′′] ≈ ⟨qσ ′⟩⟨kσ ′⟩ [σσ ′][σ ′σ ′′][σ ′] µσσ ′µσ ′σ ′′µσσ ′′ , (3.13)
where ⟨kσ ′⟩ and ⟨qσ ′⟩ denote the mean degree and the mean excess degree of the σ ′-
nodes. For simplicity one oen assumes ⟨qσ ′⟩ ≈ ⟨q⟩ and ⟨kσ ′⟩ ≈ ⟨k⟩ instead of using
the state-specic quantities, as the mean excess degree ⟨q⟩ can be computed from the
the state-independent degree distribution pk as ⟨q⟩ = ⟨k2⟩/⟨k⟩ − 1.e validity of this
simplication should, however, be tested for each particular application, as the coupling
of topological and node state dynamics can give rise to strong correlations between a
node’s state and degree in adaptive networks.
Within the PA, (3.5)–(3.7) become
d
dt
[I] = p[SI] − r[I], (3.14)
d
dt
[SI] = 2r[II] + 2pκ [SS][SI][S] − r[SI] − p[SI] − pκ [SI]2[S] , (3.15)
d
dt
[SS] = r[SI] − 2pκ [SS][SI][S] , (3.16)
with κ = ⟨q⟩/⟨k⟩.is forms a closed ODE system together with the link conservation
condition [SS] + [II] + [SI] = ⟨k⟩/2. It can now be (numerically) integrated to obtain the
time evolution of the network moments.
e system’s long-term behaviour can be characterized by applying the tools from the
theory of dynamical systems to analyse the stationary states, their stability, the depen-
dence on parameters, and the phase space structure of the ODE system (e.g., Kuznetsov,
1998; Strogatz, 2001; Guckenheimer and Holmes, 2002). For instance, consider the two
stationary solutions of equations (3.14)–(3.16) which lie within the physical boundaries:8
the trivial healthy state with zero infectious nodes, [I]∗ = 0, and the endemic state
characterized by a non-vanishing prevalence,
[I]∗ = 2r(κ − 1) − pκ(1 + ⟨k⟩) + κ√p2(⟨k⟩ − 1)2 + 4rp(1 + ⟨k⟩(κ − 1))
2r(κ − 1)2 − 2pκ .
7e state-specic mean excess degree ⟨qσ⟩ is computed from the degree distribution of the σ-nodes, pσk ,
as∑k k(k + 1)pσk/⟨kσ⟩[σ], where pσk is the probability that a randomly selected node is in state σ and
has exactly k neighbours (cf. section 2.1).










Figure 3.5.: Bifurcation diagram of the non-adaptive SISmodel showing the stationary fraction
of infectious nodes [I]∗ as a function of the infection rate p.e healthy state [I]∗ = 0 is stable
below a critical infection rate, at which the endemic state [I]∗ > 0 becomes stable in a transcritical
bifurcation.e unstable stationary state [I]∗ < 0 is a non-physical solution of the PA equations.
Parameters: r = 0.05, ⟨k⟩ = 4, κ = 1.
At low infection rates p, the healthy state is stable, whereas the endemic state is stable at
high infection rates. Indeed, linear stability analysis reveals a transcritical bifurcation9 at
an infection rate pc = r/⟨k⟩κ = r/⟨q⟩, in which the two stationary states exchange their
stability (Fig. 3.5).is critical infection rate is called the epidemic threshold (Hethcote,
2000; Pastor-Satorras and Vespignani, 2001a,b).
Limitations and improvements of the PA
Using the moment closure equations, both the time evolution and the long-term dy-
namics of an adaptive-network model can be studied within the scope of the underlying
assumptions. To assess the accuracy of the moment closure approach, the predictions of
the approximate ODE description must be compared with experimental realizations of the
model, i.e. with experimental data or computer simulations. In this way, the validity of the
underlying assumptions can be tested, and improved approximations can be developed
in cases where these assumptions are violated.
e PA relies on two essential assumptions: the independence of next-nearest neigh-
bours and the suciently homogeneous distribution of the dierent link types across the
network.e rst assumption is oen violated when the network is clustered and many
closed triangles are present. Assuming that two next-nearest neighbours are independent
is clearly not justied in this case because they are likely to be direct neighbours of each
other. For clustered networks, the PA can be modied to include a heuristic accounting
for the correlations induced by such clustering. Denoting by ϕ the average clustering
9For a brief overview of the basic concepts of dynamical systems theory used in this work, see appendix B.
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coecient of the network (cf. 2.1), the second-order moments are thus approximated as
[σσ ′σ ′′] ≈ ⟨q⟩⟨k⟩ µσσ ′µσ ′σ ′′µσσ ′′ {(1 − ϕ)[σσ ′][σ ′σ ′′][σ ′] + ϕ [σσ ′][σ ′σ ′′][σ ′′σ][σ][σ ′][σ ′′] µσ ′′σ⟨k⟩ } .
e second term in this expression is a heuristic to account for the closed triangles in the
network, motivated by the so-called Kirkwood approximation for three-point correlation
functions in chemical physics (Keeling et al., 1997; Morris, 1997; Rand, 1999; Singer,
2004). In the present work, however, I concentrate on networks with low clustering and
transformation rules with no signicant bias towards creating clustered topologies, so
that the original PA expression (3.13) is expected to be sucient.
e second assumption in the PA approach is homogeneity in the link distributions, so
that the local probability Pi(σ ′∣σ) of nding a σ ′-node connected to a given node i in
state σi = σ can be approximated as the global density of σ-σ ′-links per σ-node, namely
P(σ ′∣σ) = µσσ ′[σσ ′]/⟨kσ⟩[σ] as in (3.12). is assumption fails if the transformation
rules tend to create strongly localized structures. For instance, this is the case in the
early stages of disease propagation in a xed network of susceptible individuals with
a single initially infectious node. Clearly, the infection spreads rst to the immediate
neighbourhood of this node, leading to a localized density of infectious nodes. en,
the probability of nding an infectious node connected to a susceptible node within this
initial cluster is much larger than the global link density because most of the S-nodes are
connected to other S-nodes in the network. As the number of infectious nodes increases
and the disease spreads across the network, this discrepancy oen decreases, so that the
assumption of homogeneity may become valid again. For this reason, the standard PA
approach typically fails to predict the transient dynamics of disease propagation and
similar processes, whereas it oen gives good estimates for, e.g., the stationary prevalence
of infectious nodes.
In order to account for the transient localized eects in spreading processes, the PA
approach can be modied to explicitly describe the link densities within the initial cluster.
is method predicts the transient dynamics much better than the PA, but it was found to
give less accurate results for the system’s long-term behaviour (Bauch, 2005). Improving
the PA is thus also a matter of the particular application and the research questions to be
addressed.
A natural way to further improve the accuracy of the moment equations seems to
be closing them at second or higher order. Instead of closing at the level of links, for
instance, one can also include equations for the triplets and approximate the occurring
4-node motifs in terms of triplets and links. However, although the moment expansion
up to innite order would, in principle, be exact, truncating at a higher order is not
guaranteed to reduce the approximation error as compared to a truncation at lower order.
Moreover, approximation schemes for moments of order three and greater are generally
not unique. A particular choice may be justied by the transformation rules of the model
in question (Bauch, 2005; Kimura and Hayakawa, 2008; Peyrard et al., 2008; House et al.,
2009; Rozhnova and Nunes, 2009; Demirel et al., 2011b).
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In most of the present work, I focus on the long-term dynamics of dierent adaptive-
network models in which only little clustering is expected.erefore, I typically use the
ordinary PA given by (3.13) in the analytical description of these models.
3.3.3. Other approaches
In addition to the procedure of moment expansion and closure, several other approaches
for a macroscopic, approximate description of dynamical processes on networks have
been proposed in the recent past. One can broadly identify three paths being pursued:
the mesoscopic description in terms of less coarse-grained dynamical variables than the
global moments (Pugliese and Castellano, 2009; Marceau et al., 2010; Baronchelli and
Pastor-Satorras, 2010; House and Keeling, 2011), the use of an ensemble picture based on
“annealed” adjacency matrices (Guerra and Gómez-Gardeñes, 2010), and the formulation
of the model as a message passing problem (Karrer and Newman, 2010; Hébert-Dufresne
et al., 2010).
ese approaches have been successfully applied to describe spreading dynamics on
non-adaptive networks, while their application to adaptive networks is still limited. So
far, only the mesoscopic description and the ensemble approach have also been applied
to adaptive networks. In both cases, higher accuracy compared to the moment closure
procedure is obtained at the expense of losing the low dimensionality of, e.g., the PA
approach.
In the mesoscopic description, for instance, less coarse-grained, degree-dependent
dynamical variables are used instead of the global moments to obtain higher precision. In
the SISmodel on an adaptive network, the long-term dynamics can thus be predicted with
high accuracy even for very sparse networks with low ⟨k⟩, for which the PA yields less
accurate results.is has been shown by Marceau et al. (2010), who used as dynamical
variables the quantities Skl and Ikl , respectively, which count the numbers of S- and
I-nodes with exactly k neighbours, of which l ≤ k are in the infectious state I. In this
approach, a system of O(k2max) ODEs must be solved, where kmax is a cut-o at the
maximum node degree that is to be taken into account.is approach is thus not easily
scalable to models with three or more node states (leading to cubic or higher complexity),
or cases where high node-degrees emerge dynamically.
Similar scalability problems arise in the ensemble approach, in which the central dy-
namical quantity is the so-called annealed adjacencymatrix, which describes an ensemble
of networks subject to some constraints (Guerra and Gómez-Gardeñes, 2010). It consists
of the probabilitiesAi j that nodes i and j are connected in a network drawn from this
ensemble.e matrixA can thus be obtained as the ensemble average of all possible ad-
jacency matrices or constructed directly from the network constraints.e probabilitiesAi j can then be used in the dynamical equations for, e.g., disease propagation, leading to
a computational complexity of O(N2) equations in the worst case.
Compared to these approaches, the moment expansion approach discussed above
and moment closure using, e.g., the PA, have the advantage of yielding simple, low-
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dimensional ODE systems, which can be analysed with the tools from dynamical systems
theory and thus reveal the mechanisms driving the model dynamics. Depending on the
particular application, however, the accuracy of the PA and similar closures may not be
satisfactory, so that more ne-grained methods are required.
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In this chapter, I develop an adaptive-network approach to the phenomenon of swarming,
i.e. collective coherent motion in large groups of social animals. I show how the onset of
collective motion can be understood from the adaptive nature of the interaction network
among the swarm members.
Among the large number of collective phenomena in nature, animal swarms certainly
belong to the most impressive ones. e elegance of bird ocks and sh schools, the
power of bualo herds, or the destructive force of locust swarms have always fascinated
humans throughout history.
But swarms1 are not only interesting because of their mesmerizing nature. As a swarm,
many animals can solve complex tasks far beyond what a single individual would be
able to achieve. A single ant, for instance, is a relatively simple insect (if one neglects
the complexity of biochemical processes responsible for its every-day life), and yet a
colony of hundreds of thousands of them builds a highly sophisticated nest structure
containing an intricate system of underground passages and chambers. Furthermore,
recent studies show that many animals can oen make better choices in groups than
individually (Couzin et al., 2005; Couzin, 2007; Cucker and Huepe, 2008). Swarming
behaviour seems thus to allow for eective collective action, a phenomenon which has
been termed swarm intelligence. As a collective phenomenon, it appears to follow from
universal organizing principles (Bonabeau et al., 1999).
In the following, I focus on the basic phenomenon of collective motion in animal
swarms, that is, how coherent motion is achieved in a large group of animals without
central control or a clear leader. I discuss the onset of collective motion as a dynamical
phenomenon, which is traditionally modelled using agent-based simulations of self-pro-
pelled particles (SPPs). Aer giving an introduction to a paradigmatic such agent-based
model, I present an adaptive-network approach to a specic experiment focusing on the
onset of collective motion in desert locusts.
4.1. Collective motion in swarms
Depending on the particular species, insect swarmsmay comprise from a few hundred up
to millions of individuals. A small number of insects, however, runs about incoherently
instead of forming a cohesive swarm. ‘A hundred army ants put together will walk in
meaningless circles until they die’ (Franks, 1989; Mitchell, 2009). Yet, half a million of them
can form an intimidating “super-organism” raiding rainforest grounds and devouring
1In the following, I refer to ocks, herds, schools, etc. by the general term swarm.
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everything edible on its way.is is not only true for insect swarms. Coherent collective
behaviour seems to emerge in general only in suciently large animal groups. Under-
standing the onset of swarming behaviour, i.e. the transition from incoherent, disordered
animal groups to coherent swarms of collectively moving animals, is a key challenge
in the research on animal swarming and a prerequisite for the development of ecient
approaches to controlling animal swarms.
4.1.1. Models of collective motion
In the research on collective motion, essentially two dierent modelling approaches have
been pursued so far. In the agent-based approach, the focus is on the motion of the
individual swarm members, which are oen modelled as self-propelled particles (SPPs)
(Vicsek et al., 1995; Mach and Schweitzer, 2007; Aldana et al., 2007; Chaté et al., 2008;
Huepe and Aldana, 2008; Sumpter et al., 2008; Romanczuk et al., 2009). By contrast, in
uid-like models, one considers the whole swarm as a cohesive uid that can be studied
using concepts from hydrodynamics (Toner and Tu, 1995, 1998; Topaz and Bertozzi, 2004).
In the present chapter, I present a complementary approach focusing on the adaptive
interaction network among the individual swarm members. It is developed starting from
an agent-based viewpoint.erefore, I briey discuss the most inuential agent-based
model, the Vicsek model, but I pay no further attention to the hydrodynamic approach.
e most famous agent-based model, which has become the paradigm of agent-based
models for collective motion, was proposed by Vicsek et al. (1995). In this simple two-
dimensional model, a swarm of SPPs is considered, all of which move at the same constant
speed, i.e. absolute value of their velocity.ey seek to align their direction of motion
to the average direction of the neighbouring particles within an interaction radius r.
Specically, the position xi and direction of motion θ i of the ith particle are updated
simultaneously according to
xi(t + ∆t) = xi(t) + vi(t)∆t,
θ i(t + ∆t) = ⟨θ i(t)⟩r + ξi , (4.1)
where ⟨θ i(t)⟩r denotes the average direction of the velocities of the ith particle and all
neighbouring particles within the radius r, and ξi is a noise term drawn uniformly at
random from [−η/2, η/2] for each particle. Only the particles’ direction of motion is
updated, while the absolute value of their velocity is held xed, so that ∥vi∥ = v for all i.
Hence, the particles tend to align to their neighbours but at the same time are subject to
uctuations, whose intensity range can be controlled by varying η ∈ [0, 2pi]. For η = 0,
the particles always align to the average direction of motion within their interaction
radius, which gives rise to purely deterministic dynamics. For η = 2pi, on the other hand,
the particles do not interact with their neighbours but choose a random direction on
each update, which gives rise to purely random motion.e parameter η thus plays a
similar role in this system as temperature in equilibrium many-particle systems.
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In simulations of this simple model, a non-equilibrium phase transition is observed
between a disordered phase and an ordered phase when the noise intensity η is decreased.
At high noise intensity or, equivalently, low particle density, the particles move in an
uncorrelated fashion without any preferred direction. At low noise intensity, the particles
align and tend to move in the same, spontaneously selected direction, thus breaking the
rotational symmetry. is transition is clearly visible in the behaviour of a character-
istic order parameter, namely the normalized average velocity v¯ = ∥∑i vi∥ /Nv. In the
disordered phase v¯ = 0, whereas v¯ > 0 in the ordered phase.
e observed phase transition from a disordered, incoherent state to ordered, collective
motion is oen referred to as the swarming transition. Although a non-equilibrium phase
transition, it shows similar characteristics as well-known equilibrium phase transitions,
such as the order-disorder transition in the two-dimensional Ising model, for instance.
In particular, characteristic scaling behaviour of the order parameter v¯ is observed close
to the critical point, indicating that the transition is of second order.
Several other SPPmodels have been considered, ranging from simple variations of the
Vicsek model to more sophisticated models based on, e.g., phenomenological particle
interaction potentials (Grégoire and Chaté, 2004; Mach and Schweitzer, 2007; Chaté
et al., 2008; Cucker and Huepe, 2008; Streer et al., 2008; Dossetti et al., 2009). In all of
them, a swarming transition from disordered to ordered collective motion is observed,
indicating that this is a robust emergent phenomenon. In so-called zonal models, for
instance, three layered interaction zones are dened either explicitly or by an appropriate
choice of an interaction potential: to avoid collisions, agents try to move away from
agents within a short-range repulsion zone, they align to agents within an intermediate-
range alignment zone, and they move towards agents within a long-range cohesion zone
(Lukeman et al., 2010).us, cohesive swarms are obtained in simulations, whose visual
appearance resembles real bird ocks, sh shoals, or insect swarms. e three basic
ingredients—separation, alignment, and cohesion—were already introduced in the rst
SPP computer simulation of swarms (Reynolds, 1987), and have since then been used in
animation algorithms for lms and computer games.
Coherent collective motion is achieved in the SPPmodels, because the local interactions
among the particles give rise to emergent long-range order. is is made possible by
the motion of the particles, which, over time, builds up long-range correlations in their
moving directions as they enter and leave their respective interaction ranges.us, the
particle motility generates eective long-range interactions, although the microscopic
rules are purely local (Toner and Tu, 1995).
In fact, Aldana and Huepe (2003) suggested that the existence of the phase transition
does not depend on the details of the kinematic updating rule as long as it generates long-
range interactions. To show this, they used a network approach in which they considered
non-moving particles placed on a regular lattice and aligning to their lattice neighbours,
similar to the two-dimensional XY-model.ere is no transition to an ordered regime
in the regular lattice, but the transition from disorder to order is observed as soon as
the lattice is transformed into a small-world network by randomly introducing a small
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number of long-range links.
While the existence of the phase transition seems to depend only on the presence of
long-range interactions and not on themodel details, its order appears to be determined by
the specic kinematic interaction rules. In particular, it has been shown that whether the
transition is continuous or discontinuous depends crucially on how noise is incorporated
in the system (Grégoire and Chaté, 2004; Aldana et al., 2007; Eimie et al., 2007; Nagy
et al., 2007; Chaté et al., 2008; Aldana et al., 2009).
Aldana and Huepe (2003) and Aldana et al. (2007) already suggested to use complex
networks to model the interactions among SPPs.eir studies focused on the eect of
long-range connections in static interaction networks and did not consider the changes
in the interaction network that would be caused by the particle motion. In the following,
I present an adaptive-network model of swarm dynamics, in which these motion-driven
network changes are taken into account explicitly. is model is based on a recent
experiment investigating the swarming behaviour of juvenile desert locusts.
4.1.2. A swarming experiment
In a recent experiment, the swarming behaviour of the desert locust, Schistocerca gre-
garia, has been investigated (Buhl et al., 2006).is species is known to exhibit density-
dependent polyphenism. When many locusts are kept in a crowd, their repeated, acciden-
tal touching each other’s back legs stimulates them to switch from a “solitarious” phase
to a “gregarious” phase, which diers in behaviour and physiology (Simpson et al., 1999,
2001; Anstey et al., 2009). In the solitarious phase, the insects are shy and non-social,
whereas they are inclined to aggregate in large numbers in the gregarious phase. Before
taking ight as adults, wingless juvenile insects (nymphs) in the gregarious phase form
large marching groups that can extend over kilometres.e swarming transition is thus
related to the change from the solitarious to the gregarious phase in the locust nymphs.
Buhl et al. studied its dependence on the insect density.
In the experiment, up to 120 locust nymphs were placed in a ring-shaped arena and le
to march freely for eight hours, while their positions and orientations were tracked using
a digital camera.e insects walk around in the arena and react on the encounters with
others by changes in direction and/or walking speed.ese local interactions seem to be
driven by the insects’ tendency towards cannibalism (Simpson et al., 2006; Bazazi et al.,
2008), leading to dynamics of “pursuit and escape” among the individuals (Romanczuk
et al., 2009). Buhl et al. observed how this gives rise to ordered collective motion.







Here, m is the number of moving locusts, and χi(t) is the orientation of the ith insect,
dened as the smallest angle between two consecutive insect positions and a line drawn
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Figure 4.1.: Instantaneous alignment Φ(t) for 7 (a), 20 (b), and 60 (c) locusts in the arena. At
low insect number, no ordered collective motion is observed. Persistent coherent motion arises at
high insect number, while an intermittent switching regime is observed at intermediate numbers.
Figure adapted from (Buhl et al., 2006).
from the centre of the arena to the rst position.e order parameter takes its extreme
value ±1 when all insects are aligned in the same direction, whereas a value of Φ(t) = 0
indicates a disordered state.
In Fig. 4.1, time series of themeasured order parameter are shown for dierent numbers
of insects, which correspond to insect densities due to the xed geometry. At a low density,
Φ(t) uctuates strongly but no ordered collective motion arises.e locusts walk around
incoherently in the arena. At an intermediate density, the locusts start aligning, and
periods of collective rotational motion are observed, in which most of the insects march
in the same direction. ese periods are interrupted by rapid spontaneous direction
changes, switching the collective heading from clockwise to counter-clockwise or vice
versa. At a high density, no such spontaneous direction switches are observed, and the
locusts adopt a persistent common marching direction.
With increasing insect density, a swarming transition is thus observed in the exper-
iment, going from disordered to ordered collective motion via an intermediate region
of intermittent switching between the two marching directions. Buhl et al. were able
to reproduce these experimental results qualitatively in simulations of a modied one-
dimensional Vicsek model similar to (4.1). Subsequent studies concentrated on the role
of noise in this system, suggesting that inherent noise plays a key role in establishing and
maintaining coherent motion (Yates et al., 2009; Escudero et al., 2010).
In the next section, I present an alternative modelling approach for the locust experi-
ment, which focuses on the adaptive interaction network among the insects instead of
considering explicitly the motion of each insect in a system of SPPs. Inspired by previous
work on opinion formation in populations of interacting agents, it reveals the similarities
between swarming and collective decision-making.
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4.2. Adaptive-network approach to swarming2
Swarming behaviour and collectivemotion havemany similarities with collective decision-
making processes, as for instance collective opinion formation in humans (Conradt and
List, 2009). Indeed, cohesive swarms, in which all individuals move in the same direction,
can only form if some consensus about this direction is reached among the individuals. In
a swarm, such consensus seems to be achieved by an eective long-range communication
mediated by the local interactions.
It is interesting to note that, although regarded as collective decision-making processes,
swarming behaviour and collectivemotion aremodelled dierently from decisionmaking
in human populations.eoretical studies of collective motion have mostly focused on
agent-based simulations of SPPs and uid-like models that treat the whole swarm as a
continuous medium. By contrast, studies of decision making and opinion formation in
social systems typically represent the system as a network, emphasizing the discrete nature
of interactions (Holley and Liggett, 1975; Liggett, 1999; Sood and Redner, 2005; Castellano
et al., 2009). Although a network approach was used to investigate the role of long-range
interactions in the swarming transition (Aldana and Huepe, 2003; Aldana et al., 2007),
the relation to network models of opinion formation has not yet been considered. One of
the reasons for this dierence in modelling approaches is that for swarm systems, spatial
embedding is assumed to be of central importance, whereas social interactions are felt to
be less constrained by physical space.
Furthermore, in collective motion, it cannot be neglected that an agent’s decision
to move in a certain direction determines the agents with whom it will be interacting
next.is feedback of individual decisions on future interaction partners is, however,
reminiscent of the feedback of the local dynamics on the topological evolution in adaptive
networks. Indeed, the moving agents can be considered as network nodes, whose node
states correspond to the agents’ moving directions. Two nodes are linked if the corre-
sponding agents can interact with each other, i.e. if they are close enough to each other in
the underlying space. As the agents move, links are created and destroyed depending on
the agents’ direction of motion, i.e. the node states.us, the topological evolution of the
agents’ interaction network is aected by their local dynamics, rendering the interaction
network an adaptive network.
Starting from the insight that the spatial embedding leads to an adaptive interaction
network, we propose in the following a non-spatial adaptive-network model of swarming
behaviour, in which spatial information is used only as a rationale for the network
adaptivity, while any explicit spatial embedding is neglected. Reproducing characteristic
observations for swarm systems, we nd that spatial geometry might play a less central
role than has been assumed. Our approach highlights the analogy between swarming and
opinion formation on adaptive networks (Holme and Newman, 2006; Gil and Zanette,
2006; Vazquez et al., 2008;Nardini et al., 2008; Benczik et al., 2008; Kimura andHayakawa,
2is section is based on the author’s article (Huepe et al., 2011) published in the New Journal of Physics.
42
4.2. Adaptive-network approach to swarming
L R L R
ao
link creation
L L L L
ae
*
L R L R
do link deletion





L R R R
w2 * induced switching
R L R R R R
w3
*
Table 4.1.: Transformation rules used to dene the adaptive-network model of the swarming
experiment. For starred (*) rules, the rule obtained by swapping R and L is also present in the
model denition.
2008; Böhme and Gross, 2011), thus building a bridge between two areas of research that
have been so far considered separately.
4.2.1. Model
We focus on the experiment by Buhl et al. (2006) discussed in section 4.1.2. Instead of
recreating this experiment in silico by using a Vicsek-type model of SPPs, we model it
using a dierent approach. We try to address the mechanism leading to the observed
collective dynamics with the help of a simple low-dimensional description that lends
itself to analytical treatment. To that end, we consider the system of interacting agents as
an adaptive network of N nodes, representing the locusts. Nodes are linked if the corre-
sponding locusts are mutually aware of each other through any interaction mechanism.
As in (Buhl et al., 2006), we distinguish only two directions of motion, so that the possible
node states are chosen from the set S = {R, L}, where a node in state R or L represents an
agent that marches clockwise (a right-goer) or counter-clockwise (a le-goer), respectively.
We refer below to pairs of nodes in the same state as equal-goers and to those in dierent
states as opposite-goers.
e proposed model only takes into account the agents’ headings and contact network
while neglecting all other information, including insect positions.e evolution of the
network is modelled by the transformation rules in Tab. 4.1. As locusts advance in the
experimental system, non-interacting opposite-goers eventually meet and start sensing
each other, as schematically shown in Fig. 4.2 a. We model this by randomly introducing
R-L-links at a rate ao per node. In addition, interacting opposite-goers will eventually
lose contact, which is modelled by the random deletion of R-L-links at a rate do per








Figure 4.2.: Schematic illustration of the interaction processes in the adaptive-network model,
depicted in the arena geometry of the original experiment: (a) upon encounter, le-going (red)
and right-going (green) agents create a link between them; (b) linked opposite-goers can interact;
(c) linked equal-goers may also interact; (d) linked agents can dissociate; (e) agents can interact
with more than one other agent.
or separate from each other due to marching speed dierences or lateral displacements
(Fig. 4.2 c).is is represented by also introducing for equal-goers the attachment rate
per node ae and deletion rate per link de . Using these conventions, all rates are dened
as intensive quantities.
e state dynamics of each node is given by a stochastic process that depends on its
topological neighbours. It is reasonable to assume that the probability for an agent to
switch direction is some non-linear function of its number of adjacent opposite-goers.






with a non-linear transition rate g(Ni), we consider three linear transformation rules
acting on dierent LHSmotifs. Taken together, these are expected to generate the same
macroscopic behaviour as the corresponding non-linear rule (cf. appendix A).We assume
that each node switches direction with probability w2 for every R-L-link it has to an
opposite-goer (Fig. 4.2 b).is corresponds to a symmetric CP, in which L-nodes can
“infect” R-nodes, and vice versa. Additionally, we introduce a probabilityw3 of the central
node switching direction for every L-R-L- and R-L-R-chain (Fig. 4.2 e), which accounts for
non-linear three-agent interactions. Finally, noise is represented by a constant probability
q of an agent spontaneously switching direction.
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All transformation rules are implemented using the motif update scheme: when apply-
ing a rule, the LHS subgraph is selected uniformly at random from all the corresponding
subgraphs in the network rather than being “discovered” by successively selecting a
random node and its neighbours (cf. section 3.1.2).
4.2.2. Analytical description
Following the moment expansion approach in 3.3, we derive a system of ODEs for the
network moments.e zeroth-order equations for the densities of le and right-goers




























= q ([L] − [R]) +w3 ([RLR] − [LRL]) , (4.3)
and the symmetric expression for [L], obtained by interchanging R and L. Due to the
symmetry between le- and right-goers in our model, the w2-process does not appear in
the zeroth-order equations.e rst-order equations are
d
dt
[RR] = q ([LR] − 2[RR]) +w2 ([LR] + 2[RLR] − [RRL])+w3 (2[RLR] + 3[RLRR] − [RRLL]) + ae[R]2 − de[RR], (4.4)
and the symmetric expression for [LL]. Here we use [ABCD] to denote the density of
third-order motifs with a central node in state B ∈ {L, R} linked to three nodes in states
A,C ,D ∈ {L, R}. Such third-order motifs appear in the equations due to the three-body
w3-process. Similarly to the CP, this process leads to a cascade of moment equations,
in which moments of order n + 1 and n + 2 are involved in the evolution equations for
moments of order n.
Finally, rather than writing an equation for [LR], we note that the total rst-order
moment dynamics depends only on the link creation and deletion processes through
d
dt
([LR] + [RR] + [LL]) = ao[L][R] − do[LR]+ ae ([R]2 + [L]2) − de ([LL] + [RR]) . (4.5)
is system of ODEs for the zeroth-order and rst-order moments is not yet closed, as
it involves higher-order moments. In order to close it, we approximate the triplets and
quadruplets using the PA as
[RLR] ≈ κ [LR]2
2[L] , [RRL] ≈ 2κ [LR][RR][R] ,
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[RLRR] ≈ κ2 [LR]36[L]2 , [RRLL] ≈ κ2 [LR]2[RR][R]2 ,
and symmetric expressions. As for the second-order moments, we assume that the A-,
C-, and D-nodes in [ABCD] are uncorrelated in this approximation.
e factor κ = ⟨q⟩/⟨k⟩ relates the second and rst moments of the degree distribution.
Because links are randomly created and destroyed in our model all the time, we expect
not too large deviations from the initial Poisson distribution in the degree distribution of
the unknown, randomly evolving network topology. We thus set κ = 1, which is its exact
value for the Poisson distribution (cf. 2.2).is approximation has been routinely used
in related models of opinion formation and epidemic spreading in (adaptive) networks
(Keeling et al., 1997; Gross et al., 2006; Vazquez et al., 2008; Kimura and Hayakawa, 2008).
For ae = de = 0, the stationary solutions of the ODE system (4.3)–(4.5) decouple,
with Eqs. (4.3) and (4.5) solved independently. In this case, we obtain analytically a
mixed-phase solution branch [R]∗ = [L]∗ = 1
2
, (4.6)
which becomes unstable in a supercritical pitchfork bifurcation (cf. appendix B) at a∗o =
2do
√
2q/(κw3). At this point, two stable solution branches appear,





ese stationary states are asymmetric states, in which a majority of the nodes is in the
same state (either L or R).
For ae ≠ 0 and de ≠ 0, the stationary solutions can be computed numerically by solving
the corresponding system of algebraic equations. In this case, we also nd a supercritical
pitchfork bifurcation for small ae , as shown in Fig. 4.3 (top). For higher values of ae ,
however, the transition occurs through a subcritical pitchfork bifurcation (Fig. 4.4, right-
column insets).is yields a bistable phase where ordered and disordered states coexist,
highlighted in Fig. 4.3 (bottom).
Note that the pitchfork bifurcation is only obtained if non-linear interactions involving
triple motifs are present in the system, i.e. w3 > 0.is is true both for ae = de = 0 and
ae , de ≠ 0. Non-linearity, as introduced by the three-body interactions in our model, is
thus an essential ingredient to break the symmetry and allow for ordered states.
We note that a supercritical pitchfork bifurcation, in which the stable solution branches
are given by





could be already observed in a mean-eld approximation, in which the system is closed
at the zeroth order by approximating the third-order moments in equation (4.3) in terms
of the node densities. However, the PA is more accurate when compared with stochastic
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Figure 4.3.: Top: Bifurcation diagram of the density of right-goers [R] vs. link creation rate ao .
Solutions of the ODE system (solid line) yield a supercritical pitchfork bifurcation in excellent
agreement with results from network simulations (circles). Bottom: Phase diagram showing
the bifurcation point as a function of the link creation rates ao and ae . In the bistable region
(grey), the pitchfork bifurcation becomes subcritical. Parameters: N = 104, do = 0.25, de = 0.1,
w2 = w3 = 0.2, q = 0.1, and (top only) ae = 0.2.
simulations of the network. Moreover, it allows for the new class of subcritical solutions,
which we discuss below.
4.2.3. Results
In Fig. 4.3 (top), we show that the ODE system solutions are in excellent agreement
with individual-based stochastic simulations of the network dynamics. Varying the link-
creation rate ao, we observe a pitchfork bifurcation according to (4.7) from a mixed state,
where [R]∗ = 1/2, to an asymmetric state, where one of the two node states L or R is in
the majority. We veried that the small remaining discrepancy is due to the assumption
that κ = 1, and not other factors such as nite-size eects.
We now compare the results of our adaptive-network model to the locust experiments
by Buhl et al. (2006) (Fig. 4.1).e bifurcation diagram in Fig. 4.3 uses the link-creation
rate between opposite-goers ao as control parameter, which is proportional to the ex-
perimental agent density in our current framework.3 We can thus compare our results
directly to the behaviour observed experimentally at dierent agent numbers.
For a low association rate ao, the network is found in a mixed state with [R]∗ = 1/2,
3Assuming a homogeneous insect distribution in the arena and an equal, constant angular velocity ω for
each insect (clockwise or counter-clockwise), it is straightforward to derive ao = (ω/pi)N from the
average encounter rates between le- and right-going individuals.
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exhibiting no order or symmetry breaking.is corresponds to the disordered mix of
le- and right-goers obtained in experiments at low insect number, in which no coherent
collective motion develops.
For high ao, the system is driven towards one of the two stable solution branches, with
a majority of nodes in either state (R or L).is is the ordered collective marching state
found at high insect number, in which the majority of the insects walks collectively either
clockwise or counter-clockwise. A similar pitchfork bifurcation is also observed when
using the noise intensity, q, instead of ao as control parameter, as done in most previous
numerical works (Vicsek et al., 1995; Chaté et al., 2008; Huepe and Aldana, 2008). In this
case, the disordered state is observed for large q, and the ordered states for small q.
Let us emphasize that the presence of this transition in the adaptive-network model
implies that very few elements of the agent dynamics are required to obtain such swarming
behaviour. In particular, we did not choose any specic interaction rule but only required
that it drives agents to head in the same direction. By contrast, we nd that three-body,
i.e. non-linear, interaction processes are required to break the symmetry and obtain
swarming solutions. Furthermore, a subcritical bifurcation, giving rise to hysteresis or
sudden polarization, is only possible in the adaptive-network model if ae and de are
non-zero. is qualitative result could shed light on the current controversy over the
order of the swarming transition (Vicsek et al., 1995; Aldana et al., 2007; Nagy et al., 2007;
Chaté et al., 2008; Pimentel et al., 2008). Indeed, a rst-order transition (stemming from
the subcritical pitchfork bifurcation) is only possible here if groups of equal-goers can
associate or dissociate while heading in the same direction. It would be very interesting
to explore if a similar eect is present in agent-based simulations and experiments.
Fig. 4.4 shows the degree distributions obtained in the ordered and disordered phases
for supercritical and subcritical cases. Both display similar connectivities. In the dis-
ordered states (top), most agents have very few links to equal-goers and no links to
opposite-goers.is is also observed in agent-based simulations and experiments (Buhl
et al., 2006; Huepe and Aldana, 2008), where the disordered regime develops no large
clusters and, therefore, small connectivity.
In the ordered (right-going) state (bottom), R-R links are strongly favoured. is
corresponds to the formation of large right-going groups in the agent-based dynamics.
e number of L-R links also increases, which corresponds to encounters between a
few le-goers and these large right-going clusters.e typical number of all other links
decreases.
In previous experiments and simulations it was observed that there is an intermittent
regime at intermediate insect densities, where the swarm is polarized but can switch the
marching direction spontaneously (Fig. 4.1 b). is behaviour is also captured by the
adaptive-network model.e intermittent regime occurs in simulations of the network
at ao-values in the ordered phase close to the bifurcation, where a low nucleation barrier
allows for stochastic switching between the two branches.
Fig. 4.5 shows the survival probability of ordered states, i.e. the cumulative distribution
of residence times (lasting τ or longer) in which the network resides in a majority R
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Figure 4.4.: Degree distributions of four dierent stationary solutions obtained through adaptive
network simulations.e top (bottom) row shows cases in the disordered (ordered) phase, with
insets displaying their location in the bifurcation diagram.e le (right) column shows cases
with a supercritical (subcritical) pitchfork bifurcation. Dierent curves display the connectivity
of le-goers (L), of right-goers (R), of le-goers only to le-goers (LL) or only to right-goers (LR),
etc. Parameters: Same as in Fig. 4.3, except when noted on plots.









































Figure 4.5.: Cumulative distribution of residence-times in a majority L or majority R state for the
adaptive network dynamics at various values of ao . As ao is increased, the system becomes more
ordered, switching direction less oen, and the distribution becomes broader. For ao > 0.6, a
preferred residence time appears at large τ ∼ 103 due to nite-size eects. Insets show the density
of right-goers [R] vs. time for ao = 0.1 (bottom-le) and ao = 1.0 (top-centre). Parameters: Same
as in Fig. 4.3 (top) but for N = 100 nodes.
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state before switching to a majority L state or vice-versa. In the disordered phase, this
distribution decays exponentially as expected, since it results frommemoryless stochastic
uctuations about the stationary state (van Kampen, 1997). As ao approaches its critical
value, the distribution develops a long tail approximating a power law with exponent −1/2,
providing evidence for a switching process with memory similar to the one observed in
intermittent turbulent hydrodynamic ows (Bramwell et al., 1998; Portelli et al., 2003).
We note that a power-law distribution of switching times with the same exponent was ob-
served in previous spatial SPPmodels (Huepe and Aldana, 2004, 2008).e experimental
locust dynamics also display intermittency at intermediate densities, but the available
time series are not long enough to characterize its statistics.
For ao ≥ 0.8 nite-size eects produce a preferred residence time at large τ ∼ 103 that
grows with the system size, appearing as a plateau in the cumulative distributions.is
corresponds to the typical escape time from highly polarized states, where the system
gets trapped when system-wide connectivity is reached within the nite network.
4.2.4. Conclusions
In summary, we have proposed an adaptive-network model of a swarm experiment
that captures much of its characteristic collective behaviour and likens it to an opinion-
formation process. In particular, our model displays a transition from a disordered to
an ordered phase with increasing insect density. Furthermore, an intermittent regime is
observed close to the transition point, where a fat-tailed distribution of residence-times
emerges.
We emphasize that in the proposed model, these characteristics of swarming systems
are recovered without an explicit spatial representation of the system.is suggests that
the spatial context of swarming may not be of central importance for many phenomena.
By contrast, non-linear interactions (as implemented by the three-body processes) and
an increased probability of interaction between agents with intersecting trajectories are
found to be essential in our model.
Further work is certainly necessary to test whether the experimentally observed tran-
sition is caused by the same mechanism that is at work in our non-spatial model. In
order to improve our understanding of the role of spatial dynamics in swarms, detailed
network- and agent-based simulations should therefore be compared. We postulate that
the same dynamics will be followed by point-like agents, which are well described by the
nodes in our model, but not by spatially extended agents, where jamming must play an
important role.
In the present work, we used a modelling approach originally proposed for social
networks. We believe that the analogies we have drawn between swarming phenomena
and opinion formation processes could be fruitfully exploited in further studies, thus




In this chapter, we have applied the concept of adaptive networks to the modelling of
swarming behaviour in animals. In particular, a novel modelling approach for the collec-
tive motion in swarms was proposed, in which the network formed by the interactions
among the swarm members is considered instead of modelling the spatial dynamics.
We have seen that the characteristic swarming transition from disordered to ordered
collective motion as observed in a recent experiment with desert locusts can be cap-
tured by a minimal adaptive-network model without an explicit spatial representation
of the moving agents. In our model, the agents interact in an abstract adaptive network,
where the eects of spatial embedding, insect motion, and interaction are mimicked by
stochastic transformation rules.
Using this approach, it is possible to run simulations of very large systems at relatively
low computational cost, which is oen dicult with traditional agent-based simulations of
SPPs. Moreover, we have derived from themicroscopic transformation rules amacroscopic
description in terms of a low-dimensional system of ODEs, which allows for the detailed
analysis of the emergent behaviour in the framework of dynamical systems theory.
In our model, the swarming transition is reproduced as a sub- or supercritical pitchfork
bifurcation, in which the disordered stationary state becomes unstable. We have seen
that this bifurcation is caused by the adaptive nature of the network, as it is only present
when the coupling between local and topological degrees of freedom is switched on. In
particular, we have identied non-linear three-body interactions as essential ingredients
for the transition to appear. It is thus an example of how complex system-level behaviour
can emerge from the interplay between the node dynamics and the topological dynamics
in adaptive networks.
Furthermore, the microscopic interactions determining the order of the swarming
transition could be identied in the adaptive-network model. From the emergent-level
description we have seen that a subcritical pitchfork bifurcation is only obtained if there
are also interactions between agents heading in the same direction, in addition to in-
teractions between agents heading in opposite directions. erefore, a discontinuous
transition from a disordered to an ordered state is possible only in this scenario.
Wehave reproduced the experimental results qualitatively using the non-spatial adaptive-
network model.is includes also the intermediate regime, in which the insects switch
intermittently between the two collective marching directions. Our results suggest that
spatial embedding plays a less central role for the understanding of collective motion than
previously assumed. Instead, the adaptive nature of the interaction network among the
agents (which is a consequence of spatial embedding, of course) appears to be of crucial
importance. Nevertheless, our model connects to agent-based spatial models via the
survival probability statistics of ordered states in the intermittent regime. At the transition
point, the same power-law exponent as in corresponding SPPmodels is obtained.
Focusing on the adaptive interaction network among the agents allowed us to draw an
analogy between swarming and opinion formation processes in social networks, two elds
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which have been so far considered separately.is is an example of how the “network
perspective” can provide an abstract and reduced view on complex systems, thereby
revealing similarities between seemingly disparate research elds and phenomena.
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In the previous chapter, we have seen how the phenomenon of collective motion can be
modelled in terms of a non-spatial adaptive network.is approach was inspired by the
similarities of collective motion with the process of opinion formation and the emergence
of consensus within groups of interacting individuals. In this chapter, I further discuss
the dynamics of opinion formation in social networks and present an adaptive-network
model of opinion formation with asymmetric interactions.
In the research on opinion formation in groups of social individuals, one investigates
how groups form and organize, how consensus is achieved in society, or what prevents
such consensus. Simple, conceptual models of interacting agents are considered for that
purpose, in which an agent’s opinion is represented by an abstract state variable, and the
agents interact with each other in well-dened ways (Conradt and List, 2009; Castellano
et al., 2009).e interactions among the agents represent the social inuence individuals
exert on each other. As a result of the interactions with other agents, for instance, an
agent’s state (its opinion) can change. If the states of all agents in the population are equal,
consensus has been reached.
One of the central models of opinion formation is the paradigmatic voter model (VM)
(Holley and Liggett, 1975). In this model, the agents’ state can take any value from a
discrete set of opinions.e agents’ social inuence on each other is represented in the
following way: an agent that interacts with another one holding a dierent opinion adopts
this opinion with some probability, i.e. “copies” the other agent’s state. As the agents adopt
each other’s opinions, consensus may thus be achieved in the population from an initially
inhomogeneous distribution of opinions.e VM is usually considered on regular lattices
or networks, in which the agents interact with their direct neighbours only.
Several other models of opinion formation have been studied, including extensions of
the VM and continuous models (Deuant et al., 2000), in which the agents’ state can take
any value from some interval of real numbers (cf. Castellano et al., 2009, and references
therein). In this chapter, I focus on the VM on heterogeneous and adaptive networks.
In the VM on adaptive networks, the agents can not only adopt the opinions of their
neighbours but they may also discard their links to dissenting neighbours (which hold
a dierent opinion) and establish new connections to agents holding the same opinion.
Instead of reaching global consensus, the network may thus split into disconnected
components, within each of which all agents hold the same opinion.
In the following, I discuss the VM on networks and adaptive networks in more detail.
en I present its extension to directed adaptive networks. We will see that the adaptive
nature of the network combined with the directionality of the links can give rise to a novel
phenomenon that accelerates the network fragmentation and prevents global consensus.
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5.1. The voter model
e voter model (VM) is a caricature model of opinion formation in a population of
agents, in which each agent’s choice of one of two possible opinions is inuenced by
the opinions of other agents. It was originally introduced as ‘a model of spatial conict’
(Cliord and Sudbury, 1973) and later on named “voter model” by Holley and Liggett
(1975). In economics and sociology, it is known under the name of “binary choice with
externalities” (e.g. Schelling, 1978), and has become one of the most important conceptual
models for opinion formation in populations of intelligent agents (Conradt and List,
2009; Castellano et al., 2009).
5.1.1. Non-adaptive case
e original version of the VM consist of N sites on a d-dimensional hypercubic lattice,
each of which can be in one of two states (opinions) A or B. In each update step, a
random site is chosen and assigned the opinion of a random nearest neighbour.us,
the two homogeneous congurations, in which all sites have the same opinion A or B,
are absorbing states. Once the system has reached one of these consensus congurations,
no subsequent update step can change the system any more, and it remains in this state.
Due to its similarity with interacting spin systems and its equivalence to certain branch-
ing processes (Holley and Liggett, 1975), the VM has attracted considerable attention in
the physics literature. ere, the main interest lies in the question whether or not an
ordered state, i.e. consensus, is achieved in innite systems, and in which way such an
ordered state is approached. In particular, it has been shown that the VM only orders in
d ≤ 2 dimensions. For d = 2, consensus is achieved by a slow coarsening process that
is sharply distinct from the well-known curvature-driven coarsening in, e.g., the Ising
model below the critical temperature. It has been argued that the distinct coarsening
behaviour of the VM is found generically at non-equilibrium order-disorder transitions
driven by interfacial noise in models containing two dynamically symmetric absorbing
states (Dornic et al., 2001).is denes a non-equilibrium universality class, namely the
VM universality class (Hinrichsen, 2006).
Being a conceptual model for opinion formation among social agents, the VM has
also been investigated using more realistic, complex networks as underlying interaction
topologies, rather than regular lattices. In the physics literature, the focus is on the eect of
dierent topologies on the ordering dynamics of nite systems,1 which has been studied
in complex networks (Sood and Redner, 2005; Suchecki et al., 2005a,b; Castellano, 2005;
Ángeles Serrano et al., 2009; Sood et al., 2008; Vazquez and Eguíluz, 2008), including
weighted (Baronchelli et al., 2011) and directed networks (Sánchez et al., 2002; Jiang et al.,
2008). It has been shown that the average time to reach consensus is strongly inuenced
1e VM does not reach consensus in complex networks of innite size, as they generally correspond to
d → ∞ (Albert and Barabási, 2002; Dorogovtsev et al., 2008). What is of interest here is how nite
networks approach consensus, which is always achieved due to nite size uctuations.
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Figure 5.1.: Transformation rules for the adaptive VM. Dashed circles denote A- or B-nodes picked
at random from the whole population.
by the degree distribution in nite heterogeneous networks (Sood and Redner, 2005;
Suchecki et al., 2005b).
5.1.2. Adaptive voter model
In order to improve the realism of the VM as a metaphor for opinion formation in
social networks, Holme and Newman (2006) considered an extension of the model, in
which they introduced homophily among the agents. Homophily is the tendency of
social individuals to prefer interactions with like-minded or otherwise similar others
(McPherson et al., 2001). If the individuals in a population are free to choose with whom
to interact, homophily leads to the segregation of dierent groups in the population
(Schelling, 1969).
In the model of Holme and Newman, the agents adopt the opinion of random neigh-
bours as in the original VM. In addition to that, the agents can discard links to neighbours
of dierent opinion and rewire them to random agents holding the same opinion as them-
selves.us, the interaction network does not remain xed but evolves in time. Moreover,
the interaction network is an adaptive network because the topological evolution is tightly
coupled to the local opinion dynamics.
e adaptive VM is generally studied under the direct node update scheme, in which a
random agent is selected in each update step to adopt the opinion of a randomly selected
neighbour or rewire the link between them (Holme and Newman, 2006; Vazquez et al.,
2008). In the following, however, I consider this model under the link update scheme, in
which a random active link is selected in the rst place. We will see that this does not
change the model behaviour qualitatively but allows for a somewhat simpler analysis.
Moreover, it facilitates the comparison with the subsequent extension of the model to
directed networks.
e adaptive VM evolves according to the transformation rules in Fig. 5.1, which are
applied using the link update scheme. Every node i holds an opinion σi ∈ S . In each
update step, a random link (i , j) is selected from the network. If σi = σ j, the link is said
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Figure 5.2.: Size distribution of consensus components in the adaptive VM with g opinions for
rewiring rates below (p = 0.04, top), at (p = 0.458, center), and above the critical point (p = 0.96,
bottom). Circles denote averages over 104 simulation runs using the direct node update scheme.
Parameters: N = 3200, ⟨k⟩ = 4, g = 320. Figure taken from (Holme and Newman, 2006).
to be inert, and nothing happens. If σi ≠ σ j, the link is said to be active. In this case, it is
either rewired, or one of the nodes adopts the opinion of its neighbour. More precisely,
the link (i , j) is rewired to become a link (i , k) with probability p/2 or to become a link(l , j) with the same probability p/2, where the node k (l) is randomly selected from all
nodes holding the same opinion as i ( j). Otherwise, with probability (1 − p)/2, node i
updates its opinion σi to j’s opinion σ j, or node j updates its opinion σ j to i’s opinion σi
with the same probability.e rewiring rate p thus parametrizes the relative time scales
of social adjustment (adopting the opinion of a neighbour) and segregation (rewiring).
For small p, the nodes tend to revise their opinions, while they tend to change their
interaction partners for p → 1. Holme and Newman (2006) investigated numerically the
general case where each agent could initially adopt one of absS = g possible opinions,
similar to a g-state Potts model. Subsequently, Vazquez et al. (2008) focused on the
analytical treatment of the case g = 2, which corresponds to the situation in the original
non-adaptive VM.
Note that all transformation rules require the presence of an active link, i.e. an A-B-link,
on the LHS. If the network reaches a conguration in which there remain no active links,
the dynamics stops. Hence, the states with zero active links are absorbing states of the
system. In these states, all nodes in the same connected component hold the same opinion.
e size distribution of these consensus components depends crucially on the rewiring
rate p, as is apparent in the simulation results shown in Fig. 5.2. If p = 0, no links are
rewired and the consensus components correspond to the connected components of
the initial ER network, i.e. one giant component whose size is O(N) and O(N) small
components whose size is O(1) (Albert and Barabási, 2002). If p = 1, on the other hand,
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the nodes do not change their opinions and only rewire their links. In this case, the
network splits into many small components whose size distribution equals the initial
distribution of opinions. Between these two limits, a continuous phase transition takes
place at a critical rewiring rate pc , at which the component size distribution follows a
power law. As this transition occurs between a global consensus phase, in which most of
the network holds the same opinion, and a fragmented phase, in which the network is
split into dierent consensus components, it is called the fragmentation transition. It has
also been observed in other variants of the adaptive VM (Gil and Zanette, 2006; Nardini
et al., 2008; Kimura and Hayakawa, 2008).
If there are only two possible opinions (S = {A, B}) initially distributed homoge-
neously with equal probabilities, the network splits into two disconnected components
of approximately the same size for p > pc . In this case, the dynamics below and above
the transition can be further understood from the approximate analytical description of
the system in terms of moment equations (Vazquez et al., 2008; Kimura and Hayakawa,
2008).
To prepare the discussion of the VM in directed adaptive networks, I briey present the
moment equations for the undirected case. We consider the basic network moments [A],
the density of nodes in state A, and [AB], the per-capita density of A-B-links. Following
3.3, we obtain a set of coupled ODEs for these moments. e change in the density of











N−1 = 0. (5.1)
Here, the summation runs over all active links because the node state changes are link
events under the link update scheme.e rst term represents the gain in A-nodes when
the B-node in an A-B-link adopts the opinion of its A-neighbour, and the second term
represents the loss when the A-node adopts the opinion of its B-neighbour.ese events
change [A] by ±N−1. As the transformation rules are symmetric with respect to the two
possible opinions, i.e. they are invariant under the exchange A↔ B, the two contributions
cancel. Hence, any initial density of A-nodes is conserved in innite systems.is is a
direct consequence of using the link update scheme, whereas the same is only true under
the direct node update scheme if one additionally assumes the average degrees of A- and
B-nodes to be equal (Vazquez et al., 2008).
e density of active links, [AB], evolves according to
d
dt






















where the rst line corresponds to rewiring events, which always reduce the number of
active links, and the second and third line correspond to opinion adoption events. Here,
ni(σ) denotes the number of σ-neighbours of the node i. Carrying out the sums in the
same way as in section 3.3, we obtain
d
dt
[AB] = −p[AB] + 1 − p
2
{[AAB] − 2[BAB] − [AB]}
+ 1 − p
2
{[BBA] − 2[ABA] − [AB]}. (5.3)
As the adoption of a neighbour’s opinion is, in essence, a CP, this equation depends again
on triplet moments. erefore, we could either derive further equations for the time
evolution of the latter or close the ODE system by means of a suitable approximation. We
express the triplet moments in terms of link and node densities using the PA according to
Eq. (3.13) and obtain
d
dt
[AB] = −p[AB] + (1 − p)[AB] + 1 − p
2
{κA 2[AA][AB][A] − κA [AB]2[A] }
+ 1 − p
2
{κB 2[BB][AB][B] − κB [AB]2[B] } ,
(5.4)
where κσ = ⟨qσ⟩/⟨kσ⟩.
For further simplication we assume that the mean degrees and mean excess degrees
of the A- and B-nodes are equal, ⟨kA⟩ = ⟨kB⟩ = ⟨k⟩ and ⟨qA⟩ = ⟨qB⟩ = ⟨q⟩, which is a
valid assumption as long as both states are abundant in the system (Vazquez et al., 2008).




[A] = 0, (5.5)
d
dt
[AB] = [AB] {(1 − p)κ (⟨k⟩ − [AB][A] (1 − [A])) − 1} , (5.6)
with κ = ⟨q⟩/⟨k⟩. Any initial density of A-nodes is conserved while the density of active
links evolves according to (5.6). e node states A and B are, in fact, arbitrary labels
and completely interchangeable.erefore, meaningful variables are themagnetization
m = [A] − [B] = 1 − 2[A] and the (conveniently normalized) active link density ρ =
2[AB]/⟨k⟩.
e ODE system has two stationary states, which we write in terms of m and ρ as
ρ∗1 = 0, m∗1 ∈ [−1, 1], (5.7)
ρ∗2 = 1 − (m∗2 )22 {1 − 1(1 − p)κ⟨k⟩} , m∗2 ∈ [−1, 1]. (5.8)
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In both cases,m∗ is arbitrary, so that ρ∗1 and ρ∗2 actually describe two families of stationary
states in them-ρ-plane.e rst family corresponds to the absorbing states in the system,
in which there are no active links (ρ∗1 = 0). In these states, either global consensus is
achieved (m = ±1), or the network is fragmented into two disconnected components
(−1 < m < 1).e second family corresponds to active states, i.e. dynamical equilibria in
which a constant fraction of links is active.
It is instructive to compare equations (5.7)–(5.8) with the analogous results obtained
for the original adaptive VM under the direct node update scheme (Vazquez et al., 2008),
ρNU1 = 0, m∗1 ∈ [−1, 1], (5.9)
ρNU2 = 1 − (m∗2 )22 {1 − 1(1 − p)(⟨k⟩ − 1)} , m∗2 ∈ [−1, 1]. (5.10)
emain dierence between the link update and the node update results is the appearance
of the factor κ in the link update equation (5.8). In particular, the factor (⟨k⟩−1) in (5.10)
is replaced by a factor κ⟨k⟩ = ⟨q⟩ in (5.8), which reects the inuence of the network’s
degree distribution on the update procedure (cf. 3.1.2).
e factor κ, however, is unknown because the rewiring dynamics is continually
changing the degree distribution. Although the mean degree ⟨k⟩ is not aected by the
rewiring of links (the total number of links is xed), the second moment of the degree
distribution, and hence ⟨q⟩, does not remain constant.erefore, κ must be treated as an
additional parameter that can be tted to simulation data or approximated using suitable
assumptions. As the rewiring dynamics creates and destroys links largely at random
(active links are updated randomly and links are rewired to random nodes), we expect
the emerging degree distribution to remain relatively close to the Poisson distribution
of the initial ER network.erefore, a reasonable and practical approximation is κ = 1,
which is exact for a Poissonian degree distribution (cf. 2.1).
e stability of the two families of stationary states depends on the rewiring rate p.
At small p, the active states ρ∗2 are stable, whereas the absorbing fragmented states ρ∗1
are stable for large p because fast rewiring can eciently separate the network into two
components.e linear stability analysis of the system reveals a transcritical bifurcation2
at
pc = 1 − 1κ⟨k⟩ = 1 − 1⟨q⟩ , (5.11)
at which the active and absorbing states exchange stability (Fig. 5.3). Again, this can be
compared to the analogous result for the direct node update scheme,
pNUc = 1 − 1⟨k⟩ − 1 , (5.12)
where the term ⟨k⟩ − 1 appears again instead of ⟨q⟩.
2See appendix B for an overview of the bifurcation types that play a role in the present work.
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Figure 5.3.: Bifurcation diagram of the adaptive VM for ⟨k⟩ = 4, m∗ = 0, and κ = 1. e active
state ρ∗ > 0 and the absorbing state ρ∗ = 0 exchange stability in a transcritical bifurcation at
pc = 3/4.e unstable stationary state ρ∗ < 0 is a non-physical solution of the moment equations.
e parabola of active stationary states becomes unstable at the critical rewiring rate
pc , where it coincides with the line of absorbing states with ρ = 0. Moreover, for p > pc
the now unstable active states predicted by (5.8) are non-physical solutions of the ODE
with ρ < 0 and hence cannot be accessed by the system.
In simulations of the adaptive VM, the system always reaches one of the absorbing
states due to the nite network size. Below the fragmentation transition the typical
trajectories in the m-ρ-plane follow a characteristic parabola corresponding to the stable
stationary states in the innite system, as shown in Fig. 5.4. Starting from an ER network
with randomly assigned, equiprobable node states, the system quickly approaches the
parabola and then randomly dris along this line of stationary states until it reaches one
of the absorbing consensus states with m = ±1. Nevertheless, the predicted parabola
ρ∗2 (m∗) according to (5.8) consistently overestimates the observed active link density if
the Poisson approximation κ = 1 is used. A better agreement with the simulation results
is obtained for lower values of κ, indicating that the rewiring dynamics tends to generate
a narrower degree distribution than the original Poisson distribution. is is indeed
observed in simulations. However, although a parameter κ < 1 is measured, its deviation
from the Poisson approximation is in general much smaller than what would be needed
to t Eq. (5.8) to the experimental data.erefore, the mismatch between the PA result
and the simulation data must be additionally attributed to emerging correlations not
taken into account in the approximations (Demirel et al., 2011b).
At large rewiring rates, the typical trajectories quickly reach a fragmented absorbing
state, in which the network has split into two disconnected components of roughly the
same size. As shown in Fig. 5.5, the fragmentation transition is clearly visible in the
absolute value of the magnetization m in the nal state in simulations. However, the
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Figure 5.4.: Typical trajectories of the adaptive VM in the m-ρ-plane.e network is initialized
as an ER network with equiprobable node states (m = 0, ρ = 0.5). For p < pc (red), the trajectory
dris along the parabola of active stationary states until a consensus state (m = ±1, ρ = 0) is
reached. For p > pc (blue), the trajectory quickly reaches a fragmented absorbing state. Note that
the Poisson approximation for the unknown parameter κ, κ = 1, consistently overestimates the
density of active links. Parameters: N = 104, ⟨k⟩ = 4, p = 0.1 (red), p = 0.8 (blue).





Figure 5.5.: Fragmentation transition in simulations of the adaptive VM. Shown is the absolute
value of the magnetization m in the nal state for dierent rewiring rates p.e critical point
computed from the moment equations (dotted, for κ = 1) overestimates the critical rewiring
rate, whereas the motif expansion yields a better estimate of the fragmentation point (dashed).
Parameters: N = 104, ⟨k⟩ = 4.
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critical rewiring rate (5.11) overestimates the transition point signicantly.
Although themoment equations fail to predict themodel behaviour quantitatively, they
provide a qualitative understanding of the voter dynamics.e characteristic parabolic
shape of the system trajectories in the m-ρ-plane is readily explained by the family of
stable, active stationary states in (5.8). Moreover, the fragmentation transition can be
understood from the destabilization of these states at a critical rewiring rate pc . For
p > pc , the active states are inaccessible to the system (and unstable). erefore, the
system trajectories are attracted by the now stable absorbing states. As the magnetization
is conserved, fragmentation is observed for any initial magnetization with ∣m∣ ≠ 1.
A more accurate estimate for the critical rewiring rate can be obtained using a dierent
analytical approach that was proposed by Böhme and Gross (2011). Instead of tracking the
time evolution of simple network moments starting from a random, connected network,
the dynamics of the last remaining connections shortly before fragmentation is analysed
in this approach. To that end, an almost fragmented network is considered, consisting of
two almost isolated components which are internally in consensus, but are still connected
by a low density of “active motifs”. An active motif is a star-like subgraph containing at
least one active link.
In the so-called motif expansion, a series of balance equations is derived for the time
evolution of the densities of active motifs. Fragmentation is achieved if the active motifs
cannot proliferate and invade the two consensus components but die out instead. From
this condition, the critical fragmentation point can be obtained.is is done by analysing
the linear stability of the absorbing stationary state that contains zero active motifs.e
critical rewiring rate pc is the value of p at which this state becomes a stable stationary
state of the motif expansion equations. Using this approach, the fragmentation point
observed in simulations is well approximated (Fig. 5.5).
e adaptive VM has been studied so far on undirected networks, assuming the social
interactions through which the agents adjust their opinions to be symmetric. In the
context of opinion formation in social groups, however, the interaction network represents
“who can inuence whom” or “who listens to whom”, which are inherently asymmetric
inter-agent relations. It is therefore reasonable to study opinion formation and voter
dynamics on directed networks, encoding “who pays attention to whom” as directed links
among the agents.
While opinion formation on static directed networks has been investigated in various
models, including several variants of the non-adaptive VM (Sánchez et al., 2002; Park
and Kim, 2006; Jiang et al., 2008; Ángeles Serrano et al., 2009; Masuda and Ohtsuki,
2009), little insight has been gained in the dynamics of directed adaptive networks. A
generic threshold model for directed Boolean networks that bears some similarity with
the adaptive VM has been investigated by Lambiotte and González-Avella (2011).ey
observe a similar fragmentation transition as in the adaptive VM in their model, indicating
that the characteristic dynamics in undirected networks may carry over to the directed
case. To the author’s knowledge, the original adaptive VM has not yet been studied on
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directed networks.
Directed links representing the possible directions of opinion transfer introduce an
asymmetry in the local update rules, as they assign distinct roles to the nodes they connect.
Which of the two nodes adopts the opinion of the other in a directed active link, for
instance, is determined by the link direction, whereas either node can copy from the
other in an undirected link.is symmetry breaking can be expected to give rise to novel
phenomena in directed adaptive networks, which are not observed in their undirected
counterparts. In the next section, I present an extension of the adaptive VM to directed
networks, in which the interplay between the link directionality and the adaptive rewiring
accelerates the network fragmentation in comparison with the undirected case. We will
see that this is achieved by a novel mechanism that is enabled by the asymmetry of the
interaction network.
5.2. Early fragmentation in directed adaptive networks3
In this section, we investigate voter dynamics in a directed adaptive network, in which
both the opinion dynamics and the topological change are inuenced by the directionality
of the interactions. In our model, the agents’ relationships are represented by directed
links, which encode “who listens to whom” in the system. An agentmay adopt the opinion
of a neighbour it pays attention to, i.e. to which it has an outgoing link.e agents can
avoid disagreeing with neighbours by rewiring their outgoing links, whereas they cannot
aect their incoming links (which represent the inuence they have on other agents).e
overall network topology thus changes adaptively, while the out-degree of each agent, i.e.
its number of outgoing links remains unchanged.is enables us to study the inuence of
dierent realistic out-degree distributions. We nd that for suciently dense Poissonian
out-degree distributions, fragmentation occurs if the rewiring of network connections
exceeds a critical rate, which is consistent with previous results on undirected networks.
However, for scale-free out-degree distributions and Poissonian distributions with small
mean degree, fragmentation can already be observed at much lower rewiring rates than in
undirected networks. We show that this behaviour is due to the nodes of low out-degree,
which can form self-stabilizing topological structures that nucleate fragmentation.
5.2.1. Model
We consider a network of N nodes representing agents and K directed links representing
social interactions, so that the average in- and out-degree of the nodes are ⟨k⟩i = ⟨k⟩o =⟨k⟩ = K/N .4 Each node i holds a binary opinion σi ∈ {A, B}. e direction of links
3is section is based on the author’s article (Zschaler et al., 2012) published in Physical Review E.
4Note that we write ⟨k⟩ = K/N for the average in-degree and the average out-degree of the nodes here,
which must necessarily be equal in any well-formed directed network. In an undirected network, the






















Figure 5.6.: Transformation rules for the directed adaptive VM. Dashed circles denote A- or
B-nodes picked at random from the whole population.
indicates the ow of attention between the agents. In other words, in our notation we
draw links in the direction that one would draw the “follows”-links in the micro-blogging
service Twitter, for instance.
We initialize the network as a randomdirected graph5with randomly assigned equiprob-
able strategies.e node states and the network topology are then le to evolve according
to the transformation rules shown in Fig. 5.6. ese rules are analogous to the trans-
formation rules in the undirected VM (cf. 5.1.2), except that an additional asymmetry is
introduced by the link directionality. Using the link update scheme, a link i→j is picked at
random from the network. If it is an inert link (σi = σ j), nothing happens. Otherwise, the
active link is either rewired (probability p), or an opinion update takes place (probability
1 − p). In the former case, the node i cuts the link and reconnects to a random node k
with σk = σi . In the latter case, node i switches its opinion σi to σ j. In contrast to the
undirected VM, it is always the node i in an i→j-link that changes its opinion or rewires
the link.erefore, the rewiring of links only changes the in-degree distribution, whereas
the out-degree distribution and the average degree ⟨k⟩ = K/N of the network remain
xed.
In contrast to previous studies of the VM on static directed networks, we do not need
to restrict our model to networks consisting of a single strongly connected component6
(Dorogovtsev et al., 2001; Sánchez et al., 2002; Ángeles Serrano et al., 2009), because the
network’s component structure is aected by the ongoing rewiring of links, which contin-
uously forms and re-routes paths between dierent strongly connected components.
Below, we study the proposed model in terms of the density n of A-nodes (correspond-
ing to agents holding opinion A) and the per-capita densities f and h of active links,
f ≡ [A→B] and h ≡ [B→A]. To be able to compare our results with the undirected model,
we characterize the state of the network by the magnetization m = 1 − 2n and the active
link density ρ = ( f + h)/⟨k⟩.
5A random directed graph is constructed from an undirected ER graph by assigning to each link a random
direction.
6A strongly connected component of a directed network is a maximal subgraph in which there is a directed
path from each node to all other nodes in this subgraph (Newman, 2010).
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Figure 5.7.: Typical trajectories of the directed adaptive VM in the m-ρ-plane below the estimated
fragmentation point. Shown are trajectories corresponding to networks with Poissonian out-
degree distributions with ⟨k⟩ = 4 (red), ⟨k⟩ = 8 (black), and an out-degree distribution following
pk ∝ k−2 (blue).e trajectories initially dri along a parabola of active states (dotted lines in
matching colours, analytical results from Eq. (5.22)). However, only the black trajectory reaches a
consensus state, whereas the others eventually collapse to a fragmented state.e inset shows a
time series of ρ from the scale-free network shortly before fragmentation. N = 104, p = 0.1.
In network simulations of the directed adaptive VM, one observes qualitatively dif-
ferent types of trajectories: First at suciently high rewiring rates, the network rapidly
approaches a fragmented state (∣m∣ > 0, ρ = 0), in which the network breaks into at least
two components, which are internally in consensus. Second, for suciently low rewiring
rates the network rst approaches a stationary active state (∣m∣ ≪ 1, ρ > 0), in which the
opinions and the topology change continually. Because such active states form a parabola
in the m-ρ-plane, the system can dri randomly along the parabola until an absorbing
consensus state (m = ±1, ρ = 0) is reached.ese dynamics are closely reminiscent of the
dynamics observed in the undirected adaptive VM discussed in 5.1.2 and can be explained
by an analogous analytical approach, as we will see in the next section.
In addition to the trajectories described above, the directed model can show a third
type of behaviour not observed in the undirected case. Here, the systems dris along
the parabola of active states for some time and then collapses slowly to the fragmented
state (Fig. 5.7).is can lead to fragmentation signicantly below the critical rewiring
rate found in undirected networks.e delayed fragmentation aer the dri along the
parabola of active states suggests that in the active state the network undergoes some slow
reorganization that eventually destabilizes the active states. In the following, we investigate




To explore the impact the directionality of attention has on the opinion formation process,
we compare the dynamics of the directed adaptive VM to the undirected adaptive VM.
In the following we refer to these two models simply as the directed model and the
undirected model, respectively. We compare simulation results of the directed model with
the analytical approximations that are known to capture the dynamics of the undirected
model in dierent limits, as discussed in 5.1.2. In this comparison an agreement between
analytical and numerical results indicates that the assumptions made for the undirected
model are still valid in the directed model, whereas a disagreement points to new physics
in the directed model that is not observed in the undirected model.
Moment expansion
Following the discussion in 5.1.2, we derive dierential equations for the time evolution
of the network moments, namely the densities n, f , and h dened above.e change in




n = (1 − p) (h − f ) , (5.13)
which does not vanish as in the undirected case due to the asymmetry between the two
dierent active link types.
e density of A→B-links, f , changes according to
d
dt
f = −p f + (1 − p){[A→A→B] − 2[B←A→B] + [B←B→A] − [A→B→A] − f }, (5.14)
where the two types of per-capita triplet densities [X→Y→Z] and [X←Y→Z] enter the
equations (X ,Y , Z ∈ {A, B}). Here, the rst term corresponds to the gain in f due to
rewiring, whereas the remaining terms correspond to gains and losses due to opinion
adoption. In an opinion adoption event, a node copies a neighbour’s opinion via one of its
outgoing active links, transforming it into an inert link. As in the undirected model, this
also aects all other links connected to the focal node so that active links are transformed
into inert ones and vice versa.e resulting indirect change in the density of active links
is accounted for by the triplet variables.




h = −ph + (1 − p){[B→B→A] − 2[A←B→A] + [A←A→B] − [B→A→B] − h}. (5.15)
Equations (5.13)–(5.15) do not constitute a closed ODE system, as they involve the
triplet moments [X→Y→Z] and [X←Y→Z]. In principle, the equation system could be
complemented by similar equations for the triplet moments. ese would, however,
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depend on higher moments, such as four-node motifs. In order to obtain a closed system
of equations, we use the PA to approximate the triplet densities in terms of node and link
densities.
Following the argument in section 3.3.2, we express the triplet densities as
[X→Y→Z] ≈ [X→Y]⟨kY⟩ [Y→Z]⟨kY⟩[Y] , (5.16)
µXZ[X←Y→Z] ≈ [Y→X]⟨qY⟩o [Y→Z]⟨kY⟩[Y] , (5.17)
where µXZ = 1 + δXZ accounts for the double-counting of symmetric triplets. ese
equations are the equivalent of Eq. (3.13) for directed networks. We approximate the
numbers of triplets as the number of X→Y- or Y→X-links times the average number of
Y→Z-links connected to a Y-node, assuming that the probability of nding an outgoing
Z-neighbour of a Y-node is independent of the presence of an X-neighbour of the Y
node.us the probability of nding a given triplet depends on the global link density[Y→Z]/⟨kY⟩[Y]. In (5.16), each of the ⟨kY⟩ outgoing links of the Y-node is a Y→Z-link
with this probability. In (5.17), on the other hand, the Y-node has already been selected
by following one of its outgoing links. In this case, each of its remaining ⟨qY⟩o outgoing
links is a Y→Z link with this probability. e quantity ⟨qY⟩o denotes the mean excess
out-degree of the Y-nodes in the network (cf. 2.1).
As a further simplication we assume again that the average degree and excess degree
in the network are independent of the node states, so that ⟨kA⟩ = ⟨kB⟩ = ⟨k⟩ and⟨qA⟩o = ⟨qB⟩o = ⟨q⟩o. Simulation results suggest that this is a valid assumption as long
as both node states are abundant in the system, similar to the undirected model. With
this assumption we can write [A→A] = ⟨k⟩n − f and [B→B] = ⟨k⟩(1 − n) − h to obtain a
closed set of ODEs,
d
dt
n = (1 − p) (h − f ) , (5.18)
d
dt
f = −p f + (1 − p){(⟨k⟩n − f ) − κo f
n
f + κo(⟨k⟩(1 − n) − h) − f
1 − n h − f}, (5.19)
d
dt
h = −ph + (1 − p){(⟨k⟩(1 − n) − h) − κoh
1 − n h + κo(⟨k⟩n − f ) − hn f − h}, (5.20)
where κo = ⟨q⟩o/⟨k⟩.
is system of dierential equations has a trivial solution,
h∗ = f ∗ = 0, (5.21)
which corresponds to the absorbing states in which there are no active links.ese states
can be either fragmented states (0 < n∗ < 1) or consensus states (n∗ = 0 or n∗ = 1).
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Additionally, there is a continuum of non-absorbing, active stationary states,
f ∗ = h∗ = n∗(1 − n∗)(⟨k⟩ − 1(1 − p)(1 + κo)) , (5.22)
in which neither consensus nor fragmentation is achieved.ese states form the parabola
in the m-ρ-plane discussed above (Fig. 5.7),
ρ∗ = 1 − (m∗)2
2
{1 − 1(1 − p)(1 + κo)⟨k⟩} . (5.23)
is equation closely resembles Eq. (5.8) for the undirected model.e only dierence
is that the mean degree ⟨k⟩ appears with a factor κo + 1 instead of κ. In the limiting
case of a Poissonian (out-)degree distribution where κo = κ = 1, the expressions for the
undirected and the directed model coincide (taking into account that the ‘total’ average
degree neglecting the link directions is 2⟨k⟩ in the directed network).
Comparing the results of the moment expansion for the directed model with the
undirected model, we see that the same analytical approach can be used in both cases and
predicts qualitatively the same behaviour. In particular, the parabola of active stationary
states in them-ρ-plane is again observed in simulations as the low-dimensional manifold
along which the trajectories dri randomly for rewiring rates far below fragmentation.
We have seen that the moment expansion becomes less reliable close to the fragmenta-
tion point and overestimates pc in the undirected model, which can be predicted with
higher accuracy using a motif expansion approach. To compute a better estimate of the
fragmentation point in the directed model, we therefore extend this approach to the case
of directed networks. It is nevertheless instructive to consider the critical rewiring rate
obtained from the ODE system,
p˜c = 1 − 1(κo + 1)⟨k⟩ , (5.24)
which is computed by a linear stability analysis of the active states. For p < p˜c the active
states are stable, whereas the absorbing states are stable for p > p˜c .is estimate of the
critical point can be compared with the analogous result (5.11) for the undirected model.
e main dierence is that in the undirected case, the parameter κo is unknown and
therefore usually set to unity or tted from simulation data. By contrast, the outgoing
degree distribution remains xed in the directed model, and κo has to be considered
explicitly. In the results presented here, we use values of κo that are explicitly measured
in realizations of the respective out-degree distributions.
Motif expansion
In the undirected model, a good estimate for the fragmentation point is obtained using
the motif expansion approach proposed by Böhme and Gross (2011).is approach can
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Figure 5.8.: Transitions of a general active motif (min ,mout , lin , lout).e transition probabilities
are a consequence of the link update rule. New active motifs are only created when an opinion
update occurs on an incoming active link (second row). In this case the number of incoming and
outgoing active links (dashed) of the new motif is estimated based on the in-degree distribution
pin and out-degree distribution pout of the network.
be extended straightforwardly to the case of directed networks. In directed networks the
active motifs are characterized by their numbers of inert incoming and outgoing links
(min,mout) and active incoming and outgoing links (lin, lout). Following the procedure
in (Böhme and Gross, 2011), we derive a set of balance equations capturing the eect of
all possible update processes on the densities of active motifs,
η˙(min,mout, lin, lout) = − η(min,mout, lin, lout)+ lin + 1
lin + 1 + lout pη(min,mout, lin + 1, lout)+ lin + 1
lin + 1 + lout (1 − p)η(min − 1,mout, lin + 1, lout)+ lout + 1
lin + lout + 1 pη(min,mout − 1, lin, lout + 1)+ mout
min +mout (1 − p)η(lin, lout,min,mout) (5.25)
for min > 0 and mout > 1, and
η˙(0, 1, lin, lout) = −η(0, 1, lin, lout)+ (1 − p)pin(lin)pout(lout + 1)∑ ninnin + nout η(min,mout, nin, nout) (5.26)
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for min = 0,mout = 1.e summation runs over all active motifs (min,mout, nin, nout) up
to a maximum in- and out-degree, i.e. over all possible 4-tuples with min + nin ≤ kˆin and
mout + nout ≤ kˆout, where kˆin and kˆout denote the cut-os. Note that the dimension of the
transition matrix grows with the cut-o faster than kˆ3, so that the largest usable cut-os
are strongly limited by the available computation time.
A schematic representation of the transition probabilities is shown in Fig. 5.8. We
account for heterogeneous in- and out-degree distributions (pin, pout), but assume that the
in- and out-degree of a node are uncorrelated. In the balance equations, the fragmented
state is obtained as the stationary solution containing zero active motifs. e critical
rewiring rate pc is then extracted from the linear stability analysis of this state as the
rewiring rate at which the fragmented state becomes stable.
5.2.3. Numerical exploration of early fragmentation
In the following, we compare the estimated fragmentation points obtained from the
approximations above with results from agent-based simulation of the networks. We rst
consider the case of a network with Poissonian out-degree distribution with ⟨k⟩ = 8. As a
second example we study a network with a scale-free out-degree distribution, in which
the fragmentation is observed much earlier. We conjecture that this early fragmentation
occurs due to the presence of a large number of nodes with low out-degree, which is then
veried in a network with Poissonian degree distribution with ⟨k⟩ = 4.
Poissonian out-degree distribution with ⟨k⟩ = 8
We rst consider networks with a Poissonian out-degree distribution, because this dis-
tribution closely matches the distribution observed in the undirected model (Vazquez
et al., 2008). Starting from a random graph with both in- and out-degrees drawn from a
Poisson distribution with mean ⟨k⟩, we simulate the full network dynamics for systems
of up to N = 104 nodes until a frozen state is reached or a maximum simulation time tmax
is exceeded. Time is measured in units of 1/K, so that K update events take place in one
simulated time unit.
e results in Fig. 5.9 show a relatively sharp fragmentation transition at a critical
rewiring rate pc ≈ 0.79. For p < pc , the network reaches a state of global consensus, in
which all nodes have the same state (∣m∣ = 1). By contrast, for p > pc , it separates into two
disconnected components of approximately the same size, which hold opposing opinions
but are internally in consensus.ese results are strongly reminiscent of the undirected
model, in which the same fragmentation behaviour is observed (cf. 5.1.2).
e analogy between the directed and undirected model extends also to the analytical
results. As in the undirected model, the moment expansion overestimates the transition
point, whereas the motif expansion yields a relatively precise estimate.
e study of the directed model in Poissonian networks with ⟨k⟩ = 8 highlights the
similarities between the directed and undirected networks and provides a basic test for
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Figure 5.9.: Fragmentation of a network with Poissonian out-degree distribution and ⟨k⟩ = 8.
Shown is the absolute value of the magnetization in the nal frozen state (top) and the proportion
r of simulation runs that reach a fragmented state before tmax = 80000 (bottom) as a function of
the rewiring rate p. Each point is an average over 100 simulations.e critical point computed by
the moment closure approximation (dotted) overestimates the critical rewiring rate, whereas the
motif expansion yields a better estimate of the true fragmentation point. For the motif-expansion
a cut-o of kˆin = kˆout = 10 was used. For a higher cut-o the estimated critical rewiring rate is
expected to shi to slightly higher values.
our analytical approaches. For these networks, the directed model exhibits the same
dynamics as the undirected model, and the analytical approaches capture the dynamics
with similar precision as in the undirected case.
Scale-free out-degree distribution
We now ask how the model behaves for more realistic out-degree distributions which
cannot be realized in the previously studied undirected model. In the following, we
consider power-law distributions of the form pk ∝ k−2, which capture the diversity
that is observed in a wide variety of social applications (Barabási and Albert, 1999). To
generate networks with power-law distributed out-degrees and Poissonian in-degrees,
we rst draw an out-degree sequence of length N from a power-law distribution. For
each out-degree ki in this sequence, we then connect the outgoing links of node i to
ki random nodes in the network. We explicitly avoid creating nodes without outgoing
links as these would never change their state and act as “zealots”, trivially preventing the
possibility of global consensus (Mobilia et al., 2007).
e results in Fig. 5.10 show that in scale-free networks the fragmentation occurs
much earlier, that is at lower rewiring rates than in the Poissonian case. Moreover, the
















Figure 5.10.: Early fragmentation in scale-free networks.e plots are analogous to Fig. 5.9, but
describe networks with the out-degree distribution pk ∝ k−2 (inset). Fragmentation occurs far
below the estimated transition points (dashed, dotted) and extends over a wider range. N = 104,⟨k⟩ = 5.5665, kˆin = kˆout = 10.
p. Considering individual simulation runs in detail, one nds that the networks remain
for some time in an active state before slowly approaching fragmentation—a behaviour
not observed in the undirected model or in the directed networks considered in the
previous section.
e observation that the networks spend some time in the active state before fragment-
ing indicates that these states are still feasible at least in the beginning of the simulation
runs.e mechanism by which fragmentation is reached must therefore dier from the
mechanism observed in the cases studied so far, where fragmentation occurs due to the
destabilization of the parabola of active states in a transcritical bifurcation.
Notably both the moment and motif expansion seem not to capture the dierent
mechanism for fragmentation because they signicantly overestimate the fragmentation
point.e main assumption used in both approximations is the absence of correlations
between a node’s in- and out-degree and between nearest neighbours.eir failure thus
indicates the appearance of correlations that are absent or not substantial in the networks
with Poissonian out-degree distribution. In the following we call fragmentation well
below the estimated fragmentation point early fragmentation.
Network simulations suggest that early fragmentation is initiated by the formation of
self-stabilizing structures among the agents. To understand the process leading to such
structures, consider that the networks, even far from fragmentation, are partially ordered.
In average, the number of in- and outgoing neighbours of an agent that share the focal
agent’s opinion will be greater than the number of neighbours that oppose the focal agent’s
opinion, because the rewiring dynamics transforms active links into inert ones. is
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Figure 5.11.: Almost fragmented network ofN = 100 nodes with out-degree distribution pk ∝ k−2.
e two components are only connected by the hub node with the largest out-degree and a single
link from the second-to-largest hub (black line). A self-stabilizing triangle of nodes of out-degree
one and a subsequently recruited stable “chain” of nodes of out-degree one are marked in blue.
Note that the nodes with high out-degree have very low or zero in-degree.
implies that if an agent changes her opinion, she is likely to experience a subsequent loss
of incoming links because the majority of her neighbours now oppose her opinion and
rewire their links with some probability. In the long run, agents that frequently change
their opinion have lower in-degree than those who change their opinion rarely.erefore,
the attention, measured in terms of incoming links, focuses on the agents that have a low
out-degree and thus rarely change their opinion.
Focusing the attention on agents of low out-degree impedes the propagation of opinions
across the network. In particular, it can lead to the formation of small clusters which have
few outgoing links and hence have a very high resistance to invasion of the opposing
opinion. In an extreme case, small subgraphs can form in which all nodes are in consensus
and all outgoing links starting within the subgraph lead to other nodes in the same
subgraph. Because of this lack of outgoing links, such subgraphs can never be invaded
by the opposing opinion. Furthermore, no outgoing links leaving the subgraph can be
formed because none of the nodes in the subgraph will ever rewire an outgoing link.
We call subgraphs that are hard or impossible to invade self-stabilizing structures.
e initial formation of such a structure is a stochastic event that occurs with a small
probability. However, once such a structure has formed, it can grow as other nodes rewire
their outgoing links into the structure. Nodes of low out-degree can be recruited rapidly
because only few rewiring events are necessary to rewire all of their outgoing links into
the self-stabilizing structure. Recruitment of nodes with more outgoing links takes longer
because more rewiring events are required for this. In simulations, networks observed
shortly before fragmentation are oen found to consist of two almost disconnected
clusters, which are only connected by a few nodes of high out-degree. Because of their
frequent changes of state, these connecting hubs have very few or no incoming links.
For illustration of the mechanism described above, an embedding of a small network
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shortly before fragmentation is shown in Fig. 5.11. e network has broken into two
almost disconnected clusters. e remaining connections are formed by a single hub
and one additional link. e fragmentation has been nucleated by the formation of a
self-referential cycle consisting of three nodes of out-degree one. Subsequently, almost
half of the network has been recruited into this self-stabilizing structure.
Given the observations above, we can explain the shape of the trajectories shown in
Fig. 5.7. Because the formation of a self-stabilizing structure is a rare event, they are
generally not present in the initial network.e system therefore approaches the parabola
of active states, which is in agreement with results from the undirected model and the
analytical approximations for the directed model. However, while the system dris along
the parabola of active states, self-stabilizing structures are eventually formed due to the
ongoing rewiring. As the self-stabilizing structures grow, the permissible range for the
magnetization shrinks, eectively arresting m as almost all nodes are recruited into the
self-stabilizing structures. Because the last nodes to join the structures are “hub” nodes
with high out-degree, a relatively high density of active links can be maintained for some
time. Because the hub nodes undergo rapid opinion switches, rewiring can only slowly
separate them from opposing neighbours, which explains the slow fragmentation.e
switching and rewiring of the hub nodes are clearly visible in the time series of the active
link density ρ. In the inset in Fig. 5.7, this is shown for the last 103 time units before
fragmentation. Here, one of the two remaining connecting hubs detaches from one
of the components and the nal hub still switches several times before eventually also
separating.
Summarizing the observations above, we conjecture that early fragmentation is initi-
ated by the formation of self-stabilizing structures among nodes of low out degree. We
emphasize that contrary to most dynamical phenomena observed in scale-free networks,
the dynamics of interest is generated primarily in the nodes of low degree. Nodes of high
degree still play an important role as they are the last nodes to connect the separating com-
ponents and thus determine the time of fragmentation.is mechanism is not captured
by current analytical approaches, because it relies on the build-up of negative correlations
between the in-degree and out-degree of nodes that is neglected in the approximation
schemes.
e important role of the nodes with low out-degree becomes obvious if one considers
networks in which a lower bound on the out-degree is enforced. We construct networks
with a minimum out-degree of kout = 2 from scale-free networks by randomly redistribut-
ing outgoing links to the nodes with out-degree k = 1 until every node has at least two
outgoing links. Clearly, the resulting networks cannot be called scale-free. Nevertheless,
they still exhibit a broad out-degree distribution and contain a few hub nodes of very
large out-degree.e results in Fig. 5.12 show that in such networks a relatively sharp
fragmentation transition is observed again.is is because self-stabilizing structures are
formed less frequently in these networks, as they are mostly created by rewiring among
the nodes with out-degree two now, which must rewire both their outgoing links into a
forming structure to stabilize it.
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Figure 5.12.: Fragmentation in networks with an out-degree distribution roughly following pk ∝
k−2, in which a minimum out-degree of kmin = 2 is enforced by redistributing outgoing links to
the nodes with kout = 1 (inset). Compared to scale-free networks, a relatively sharp transition
is again observed at a larger critical rewiring rate, which is still overestimated by the analytical
predictions. N = 104, ⟨k⟩ = 5.5665, kˆin = kˆout = 10.
Although the nodes with out-degree one play an important role for early fragmentation,
they alone cannot explain this phenomenon.e motif expansion still overestimates the
fragmentation point signicantly (Fig. 5.12), even though the modied out-degree distri-
bution can be taken into account in this approach.erefore, the emerging correlations
between the nodes’ in- and out-degrees, which are neglected in the approximations, are
of similar importance.
Poissonian out-degree distribution with low ⟨k⟩
Because the mechanism postulated above relies on the formation of correlations, one can
perform a simple test by considering a system in which these correlations are removed by
an additional rewiring process. However, such a test is for two reasons dicult in scale-
free networks: First, because of the constraints in scale-free topology it is well-known
that it is dicult to remove correlations in scale-free networks completely, and second,
because of the presence of nodes of very high degree, fragmentation takes a long time,
making numerical studies of fragmentation tedious.
Our reasoning above predicts that early fragmentation should be observed also in
directed Poissonian networks with suciently low mean degree. In the present section
we therefore consider a Poissonian network with a mean degree of 4, which avoids the
diculties encountered in scale-free networks. In this section we show a) that this

















Figure 5.13.: Fragmentation of networks with Poissonian out-degree distribution and low ⟨k⟩, in
which the inert links are also rewired (squares) or are not rewired (circles). Early fragmentation
is clearly visible, although the shown averages over 100 simulation runs are still rather noisy
due to the highly stochastic nature of early fragmentation. Shown are the absolute value of the
magnetization (top), the proportion of fragmenting simulation runs (centre), and the correlation
coecient between the in- and out-degree of the nodes in the nal state (bottom). N = 104,⟨k⟩ = 4, kˆin = kˆout = 10.
by an additional rewiring mechanism that destroys the correlations implicated in the
formation of self-stabilizing structures.
Simulation results for the network described above are shown in Fig. 5.13.e gure
shows clear evidence of fragmentation well below the estimated fragmentation point.
Further, this early fragmentation is accompanied by the build-up of negative correlations
between the in- and out- degrees of the nodes, which is measured by their correlation
coecient.7is conrms our previous observation that attention focuses on those nodes
who pay little attention to others themselves.
To verify that the correlation described above is the cause and not a symptom of the
early fragmentation, we now consider a dierent variant of the model. is variant is
identical to the model used so far, except that when an inert link is chosen, this link is
also rewired to a randomly chosen target node that is in the same state as the source.
7e linear correlation coecient, or Pearson product-moment correlation coecient, between the in- and
out-degree of the nodes is dened as θ io = ⟨(kin − ⟨k⟩) (kout − ⟨k⟩)⟩/σinσout , where σin and σout denote
the standard deviations of the in- and out-degrees, respectively.
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emodel variant in which the rewiring of inert links is switched on shows no evidence
for early fragmentation (see Fig. 5.13). Fragmentation occurs in a relatively sharp transition
at a critical rewiring rate pc that is consistent with the estimate from the motif expansion.
We emphasize that the rewiring of inert links neither introduces nor destroys active
links. It therefore has no direct impact on fragmentation. However, rewiring inert links
prevents the build-up of correlation between the in-degree and the out-degree of nodes
and thereby inhibits the formation of self-stabilizing structures. e absence of early
fragmentation in a model where these correlations are removed conrms the causal
relationships postulated above. We therefore conclude that in directed adaptive networks,
the slow build-up of negative correlations between in-degree and out-degree can initiate
early fragmentation by leading to the formation of self-stabilizing structures.
5.2.4. Conclusions
In this section, we have investigated an extension of the VM on adaptive networks that
takes the directionality of inter-agent interactions into account. We found that our model
can transition to a fractionated state for rewiring rates that lie much below the critical
value estimated using analytical approaches that are known to work well in the undirected
case. We discovered that fragmentation occurs due to a novel mechanism that depends
inherently on the directed nature of the links. is early fragmentation occurs when
agents focus their attention on those who are steady in their opinion because they pay
attention only to few sources of information. In this case, self-stabilizing structures can
form that nucleate fragmentation.
e mechanism described here might constitute a threat to one of the central functions
of real-world opinion formation processes, namely the debunking of counter-factual
opinions.e formation of self-stabilizing structures in our model would correspond
to a situation where a given subset of the society only pays attention to information
sources with the same belief system, thus reinforcing and perpetuating opinions that are
never confronted with opposing views. Recent media reports have indeed pointed out
the existence of similar self-stabilizing structures in political media networks in the U.S.
(Maddow, 2010).
Strong homophily, i.e. the tendency of humans to favour discussing with others who
share similar beliefs, seems to be facilitated by current sociological and technological
developments. With the increasing diversity of oine and online media (Webb, 2006;
Flaounas et al., 2010) and new media technologies (Hensinger et al., 2010), it is becoming
easier to avoid opposing opinions altogether. In particular, the Internet enables people
not only to access but also to publish information easily. One of the best examples is
perhaps the micro-blogging service Twitter, which hosts more than a billion user posts
per week.8 Among this ood of information, it is easy to nd sources supporting almost
every conceivable opinion, while avoiding contradicting evidence.
8as reported at http://blog.twitter.com/2011/06/200-million-tweets-per-day.html
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In this light, the potential existence of an early fragmentation mechanism may be
both problematic and an opportunity. Early fragmentation maintains the diversity of
opinions: it may thus aid the survival of counter-factual myths, but also of legitimate and
well-founded views of minorities.
On more general grounds, our results illustrate that directed networks can exhibit new
physics not observed in their undirected counterparts. Especially in the investigation
of opinion formation processes, the oen directed ow of attention should therefore be
taken into account in models.
e adaptive directed VM still paints a highly simplied picture of real-world opinion
formation processes and thus must be considered as a toy model.erefore, investigation
of more realistic models is an important goal for the future. Based on the results and
analysis presented here, we believe that the mechanism of early fragmentation will be
observed whenever directed attention is focused preferentially on agents that change
their opinions at less than average rate. We therefore expect that early fragmentation
should be robust to future renements of the model.
A key ingredient that is missing in our present model is novelty. Here we considered
only the exchange of opinions regarding a single, well-dened question, whereas in reality
many discussions are enriched by the constant inow of new ideas. We have shown that
homophily favours connecting to poorly informed agents and thereby promotes early
fragmentation, whereas curiosity would favour connecting to well informed agents and
thereby hinder early fragmentation. In this light, novelty, whether in the form of true
innovation or arbitrarily changing fashions may play an important role in preventing
social fragmentation.
5.3. Summary
In this chapter, we have studied opinion and consensus formation in populations of inter-
acting agents. In the paradigmatic adaptive VM, agents holding a binary opinion interact
with other agents in an adaptive network, in which they can adopt their neighbour’s
opinions or rewire their connections to other agents. We have seen that the coupling of
the topological dynamics to the node dynamics can lead to a global reorganization of the
topology in this model, ultimately causing the fragmentation of the network into at least
two disconnected components. Fragmentation occurs if the time scale ratio of opinion
adoption and rewiring exceeds a critical threshold, which is well approximated by a motif
expansion method.
Although the approximate analytical description of the adaptiveVM in terms ofmoment
equations overestimates the critical rewiring rate, it allows to understand qualitatively
the mechanism leading to fragmentation. At the critical rewiring rate, above which frag-
mentation is observed, the active, non-fragmented stationary states become unstable in a
transcritical bifurcation. Above this point, the fragmented states are the only accessible
and stable stationary states, so that fragmentation is always observed. Fragmentation is
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thus enabled by the destabilization of the active stationary states in the adaptive VM in
undirected networks.
We proposed a novel extension of the adaptive VM to directed networks.is directed
adaptive VM allows to consider the eect of asymmetric inter-agent interactions on
opinion formation and study the inuence of dierent out-degree distributions. e
fragmentation transition known from the undirected case is also observed in directed
networks with Poissonian out-degree distributions and a suciently large average degree.
e analytical approaches used for undirected networks can also be applied in this case
and yield similar results.
In networks where a signicant number of nodes has low out-degree, however, a novel
phenomenon is observed. In such networks, the rewiring dynamics can lead to the forma-
tion of self-stabilizing structures in our model.ese structures nucleate the formation of
stable consensus groups and thus promote the fragmentation of the network. As we have
observed this type of fragmentation at rewiring rates far below the fragmentation point
estimated by the motif expansion approach, we call it early fragmentation. In contrast
to “ordinary” fragmentation that depends on the destabilization of the active stationary
states at large rewiring rates, early fragmentation is initiated by a dierent mechanism,
namely the formation of self-stabilizing structures.is mechanism cannot be accounted
for in the macroscopic ODE description, because the formation of such structures is an
inherently microscopic, i.e. localized phenomenon.
e topological transition from a connected network of agents holding dierent opin-
ions to a fragmented network consisting of disconnected, state-homogeneous components
is an important example of the phenomena genuinely associated with adaptive networks.
Here, a complex topology is achieved from an initially random conguration through the
tight coupling between local and topological degrees of freedom. For ordinary fragmen-
tation, this can be interpreted as a dynamical phase transition in which the fragmented
network state becomes stable. Early fragmentation, on the other hand, is possible because
the adaptive nature of the network allows for the formation of self-stabilizing structures.
79

6. Evolution of cooperation
In this chapter, the concept of adaptive networks is applied in the eld of evolutionary
game theory, which is concerned with the question how cooperative behaviour can evolve
and persist in a population of inherently selsh individuals. Wewill see how the dynamical
self-organization in adaptive networks can act as a mechanism promoting cooperation.
Specically, I discuss an adaptive-network model of interacting agents in which the
topological response to the agents’ local dynamics gives rise to oscillatory behaviour and
allows for asymptotically full cooperation. I show how this novel dynamical mechanism
can be understood from the emergent-level ODE description.
6.1. Cooperation in nature and society
e phenomenon of cooperation is ubiquitous in nature. It can be found on a wide
range of scales: in genes that cooperate in forming and controlling cells; bacteria and
other microbes that show cooperative behaviour; cells that cooperate in multicellular
organisms; and animals that cooperate in social groups (Kappeler and van Schaik, 2006;
West et al., 2007; Pennisi, 2009). Clearly, cooperation is at the heart of human society.
Humans cooperate in families, neighbourhoods, and cities forming countries and states.
States cooperate in global politics. Firms cooperate in joint ventures and global markets.
us, to a large extent, human behaviour is cooperative behaviour.
e evolutionary success of the human species is built on cooperation, and the stability
of human society hinges on its maintenance. Yet, how cooperative behaviour evolves and
is maintained among inherently selsh individuals is still not fully understood, nor are
the mechanisms behind the sometimes catastrophic failures of cooperation in human
society (Turchin, 2003).
Cooperative behaviour is a behaviour of an individual that provides a benet to others
and comes at a cost to the individual. In many situations, the cooperating individual
itself (the cooperator) will also benet from its behaviour, although this does not have
to be the case. By providing a benet to others, a cooperator faces the risk of being
exploited by other individuals who only use the benet but do not contribute anything
themselves.us, these individuals (the defectors) do not have to spend resources on the
costly cooperative act, which allows them to enjoy the full benet.
A specic example found in social animals is alarm call behaviour. In many animals
living in groups, the group members take turns in watching out for predators and giving
alarm calls while the others are foraging or resting.us, these sentinels put themselves at
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risk for the benet of the rest of the group.1 Group members that never stand sentinel can
avoid this risk and enjoy the benet of being warned of potential danger, thus exploiting
the sentinel individuals.
is example illustrates the key question in the evolution of cooperation: If cooperation
is costly and prone to exploitation, why is it so common in nature and society? How does
cooperation evolve among self-interested individuals?is is a long-standing question
in evolutionary biology, where it can be phrased in rather well-dened words: If costly
cooperation can be exploited by defectors so that they can outcompete cooperators,
how can it evolve under natural selection?is central question has been addressed in
numerous works using the framework of evolutionary game theory.
Evolutionary game theory uses concepts from economics and game theory to describe
the evolutionary dynamics of populations of interacting agents, such as genes, microbes,
and animals. It has contributed many valuable insights to our current understanding of
the genetic evolution of cooperation.is term refers to the evolution of biological species,
whose key ingredients are reproduction, mutation, and natural selection. Furthermore,
evolutionary game theory may also be used to study the cultural evolution of social
behaviour, which refers to the evolution of cultural traits in a population of social agents,
e.g. humans, that can imitate each other.
Clearly, applying an abstract and highly simplied theory to as complex a system
as human society needs to be done with delicate caution. Still, keeping in mind the
assumptions that determine the scope of its results, evolutionary game theory is a valuable
tool to understand the basic principles behind the evolution and possible failure of
cooperation in social systems (Frank, 2009).
In this chapter, I give a brief introduction to the basic concepts of evolutionary game
theory and its application to cultural evolution in social systems. Aer discussing hetero-
geneous interactions as a key mechanism promoting cooperation, I present a model for
the evolution of cooperation in adaptive networks. In this model, the coupling between
evolutionary and topological dynamics gives rise to a novel dynamical mechanism leading
to asymptotic full cooperation.
6.2. Evolutionary game theory
e phenomenon of cooperation, its emergence and survival not only in biological sys-
tems but also in a social and economic context, can be investigated in the framework of
evolutionary game theory. Since its beginnings (Maynard Smith and Price, 1973; Axelrod
and Hamilton, 1981; Maynard Smith, 1982; Axelrod, 1984), it has attracted considerable
attention from scientists in a variety of elds. It uses concepts from mathematical game
1It has been argued that sentinel behaviour is not an altruistic (i.e. seless) act but rather a selsh behaviour
(Bedneko, 1997; Blumstein, 1999). As considered in the present work, however, cooperative behaviour
is not required to contain an altruistic element. Standing sentinel and giving alarm calls therefore is an
example of cooperation in animal groups, whether it is altruistic or not.
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theory to model the interactions between individuals.is allows to dene the evolution-
ary success of a behavioural type, which results from these interactions, in terms of the
outcome, or payo, of a well-dened game (Weibull, 1997).
In order to discuss evolutionary game theory, some basic concepts from mathematical
game theory are needed. Game theory was originally invented by von Neumann and
Morgenstern (1944) as a “theory of economic behaviour” that deals with decision making
of interacting rational individuals. A concise characterization of game theory is given by
Ross, who denes it as
[...] the study of the ways in which strategic interactions among economic
agents produce outcomes with respect to the preferences (or utilities) of those
agents, where the outcomes in question might have been intended by none
of the agents. (Ross, 2010)
Game theory thus is a theory of decision making in the interactions with others. It
assumes the game players to act rationally, using all the information they can access to
maximize their utility, which is an abstract measure for the agents’ preferences. In a
bargaining situation, for instance, the seller’s utility corresponds to the money he makes
by selling an item, whereas the buyer’s utility could be the money the buyer saves. Placing
strategic oers, both try to maximize their utility.e seller wants to achieve the highest
possible price that sells the item.e buyer, on the other hand, wants to pay the smallest
possible price that buys the item, i.e. save the highest possible amount of money. In this
situation, whether the item is sold and at what price depends on the bargaining skills of
both participants, and so does the utility of both players.
To provide some insight into the type of strategic situations considered in game theory,
I discuss the famous Prisoner’s Dilemma in the next section.
6.2.1. The Prisoner’s Dilemma
e basic ideas of game theory are best explained using the well-known Prisoner’s Di-
lemma (PD) game, which is typically illustrated by the following narrative. Imagine two
suspects being arrested for having jointly committed some crime. Evidence, however,
is insucient for a conviction, so the police speak separately to the prisoners, oering
both the same deal: If one testies against his accomplice and the other remains silent,
the former goes free while the latter receives the full sentence of ten years in prison. If
both remain silent, each of them is sentenced to two years only, whereas both receive ve
years in prison if they testify against each other.e prisoners are not allowed to confer,
and they must choose either to testify or to remain silent.
e situation can be summarized in a table of possible outcomes (years in prison) for
each prisoner:
B silent B testies
A silent 2 years each B free, A 10 years
A testies A free, B 10 years 5 years each
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Assuming that both prisoners decide rationally and want to minimize their own time
in prison, it is immediately clear that they should always testify, no matter what the
other does. If B remains silent, A should testify in order to be set free. Conversely, if
B testies, A should again testify, because he will then serve only ve years in prison,
which is preferable to serving ten years when remaining silent.e same reasoning can
be applied for prisoner B.us, rational prisoners will always choose to testify against
their accomplice in this situation, which, however, results in ve years in prison for each
of them.
e crucial point in the PD game is that the prisoners couldminimize the total time they
spend in prison if both remained silent, in which case they would serve only two years
each. Yet, the individual prospect of going free by testifying against the other prevents
this outcome and leads to the suboptimal result of a ve-year sentence.erefore, this
game is called a dilemma.2
In the language of game theory, the PD can be formalized as a strategic game played
by two players choosing simultaneously from two strategies,3 namely cooperation (C)
and defection (D). Both players receive a (possibly abstract) payo that depends on
their strategy and the strategy of their opponent. In the situation described before,
remaining silent corresponds to cooperation and testifying to defection. e payo
(counted positive) of one player corresponds to the number of years not spent in prison





D 10 5 ),
giving the payo received by the row player in dependence of the strategy chosen by the
column player. Again, a rational row player trying to maximize his payo should always
choose D, because a payo of 10 is preferable to 8 and a payo of 5 is preferable to 0.
Both players choosing to defect is the only Nash equilibrium in the PD game.is means
that none of the players can increase their payo by choosing to cooperate, given that
the other defects (Osborne and Rubinstein, 1994). By contrast, if the other cooperates,
defecting always increases a player’s payo.




D T P ), (6.1)
where the matrix entries are traditionally named “reward” R for mutual cooperation,
2Much can be said about the philosophical and ethical implications of the PD and the assumption of rational
individuals, which is beyond the scope of the present work. I refer the reader to, e.g., Lucas (1959) or
Cunningham (1967).
3Two-player games with two possible strategies are called 2×2-games.
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“sucker’s payo” S, “temptation to defect” T , and “punishment for mutual defection” P.
e ordering T > R > P > S denes the PD game, ensuring that unconditional defection
is always the best strategy. Because of this ordering, the PD game constitutes a “social
dilemma,” as the defecting players receive a total payo that is lower than if they had both
cooperated. Dierent situations can be described by (6.1) by choosing dierent relative
orderings of the matrix entries.
In order to reduce the number of free parameters, alternative parametrizations of the




C b − c −c
D b 0 ), (6.2)
which has a very intuitive interpretation: cooperators invest a cost c in the cooperative act
providing a benet b to others, whereas defectors do not. For b > c > 0, this is a special
case of (6.1) that implies the restriction R + P = S + T .
6.2.2. Strategic games and evolution
Evolutionary game theory combines formal games like the PD game with population
dynamics, i.e. dynamics of reproduction. In a population of agents, the agents have
dierent behavioural strategies or traits (phenotypes) that determine their performance
in the interaction with others and their environment.e performance of an agent in turn
determines its ability to reproduce. In other words, agents with a behavioural strategy
or trait that performs well in the interaction with others have a higher probability to
reproduce. Hence, the behavioural success of an agent denes its evolutionary tness, i.e.
its reproductive success.
In evolutionary game theory, the interactions between competing agents are repre-
sented by formal games, where the agents’ dierent behavioural strategies are mapped to
the possible game strategies.e success of an agent is then simply the payo it obtains
from the games played with other agents, and the tness of an agent is a function of its
success. Agents whose strategy performs well in the game interaction can thus proliferate,
possibly outcompeting the other agents.
e key concepts of the theory of genetic evolution can be carried over to cultural
evolution, if behavioural traits are replaced by behavioural strategies, and reproduction
is replaced by imitation. In genetic evolution, the frequency of a particular phenotype
changes due to the reproduction of successful agents. In cultural evolution, on the other
hand, the frequency of a behavioural strategy changes due to the imitation of successful
agents. Although essentially dierent, genetic and cultural evolution are rather similar
from the modeller’s point of view. Both can be considered as the reproduction and spread
of traits (strategies) in a population of agents striving for success. For this reason, genetic
and cultural evolution can oen be studied in technically equivalent models, paying due
attention to the precise interpretation of the results.
85
6. Evolution of cooperation
As an example, consider a large population of cooperators and defectors who interact
in random pairs in a PD game according to the payo matrix (6.1). e population is
assumed to be well-mixed, so that every agent interacts with every other agent with the
same probability.us, all agents following the same strategy obtain the same payo. If
we consider reproduction dynamics (genetic evolution), we assume that the reproduction
rate of an agent is given directly by its payo. For imitation dynamics (cultural evolution),
we assume that an agent’s rate of being imitated is given by its payo. In both cases, the
proportion x of cooperators in the population changes in time according to4
x˙ = x ( fC − f¯ ) , (6.3)
where fC is the total payo of a cooperator and f¯ = x fC + (1− x) fD , the average payo of
the population. With the notation of (6.1), fC = xR + (1 − x)S and fD = xT + (1 − x)P.
Equation (6.3) is exact in the limit of innite population size and well-mixed populations.
It is a special case of the replicator equation,
x˙i = xi ( fi(x) − f¯ (x)) , (6.4)
which describes the evolution of the relative abundance of strategy i in a well-mixed
population of agents with i = 1, . . . , n strategies under frequency-dependent selection
(Hofbauer and Sigmund, 1998). Here, fi(x) denotes the tness of agents following strategy
i, which is a function of the frequencies of all strategies in the population, and f¯ (x) is its
population average. From (6.4) it is clear that agents whose tness is above average will
thrive, which formalizes Darwinian survival of the ttest.
If the payo matrix satises the ordering T > R > P > S of the PD game, the only stable
stationary state of (6.3) within the physical bounds 0 ≤ x ≤ 1 is the state containing zero
cooperators, x∗ = 0. Hence, assuming that the agent interactions can be modelled as PD
games, evolutionary game theory predicts that cooperation should not evolve and survive
under natural selection in well-mixed populations.erefore, additional mechanisms
must exist that allow cooperators to thrive despite their evolutionary disadvantage of being
prone to exploitation. I discuss examples of such mechanisms in section 6.3, specically
focusing on network reciprocity.
Other 2×2-games
e payo matrix (6.1) does not only describe the PD game. Depending on the relative
ordering of the matrix entries, it also captures three other paradigmatic games, namely
the Snowdri game, the stag-hunt game, and the harmony game. Depending on the
underlying game, the replicator equation (6.3) has dierent stable and unstable xed
points (Fig. 6.1).
e ordering T > R > S > P describes the Snowdri (SD) game, in which mutual
defection is no longer the only outcome. It models a situation in which it is the best to
4is equation is derived in appendix C for both reproduction and imitation dynamics.
86









Figure 6.1.:e four dierent 2×2-games in well-mixed populations: (a) only full defection is
stable in the PD game, (b) only coexistence of cooperators and defectors is stable in the SD game, (c)
full defection and full cooperation are stable in the stag-hunt game, and (d) only full cooperation
is stable in the harmony game.
do the opposite of what one’s opponent does. As the PD game, it is typically illustrated
using a short narrative: A car with two passengers is stuck in a snowdri. To be able to
drive on, the passengers need to remove the snowdri blocking their way. Now, each
passenger has two options: get out of the car and start shovelling (i.e. cooperate), or stay
in and wait for the other to do all the work (i.e. defect). If both shovel, they can share the
work and be on their way again in a short time. If only one shovels, they can still go on
eventually, whereas they will not be able to go on if both stay in the car.e best choice
for each player in the SD game thus depends on the action of the other. If the opponent
cooperates (shovels), it is best to defect (stay in the car and wait). If the opponent defects
(stays in), it is best to cooperate (shovel).
e SD game is also called hawk-dove game or chicken game, depending on the situation
it is used as a metaphor for (Sugden, 1986; Doebeli and Hauert, 2005). Similar to the PD
game, the SD game is oen studied in a reduced form using the benet-cost-matrix
(
C D
C b − c2 b − c
D b 0 ), (6.5)
which emphasizes that the players share the cost c if both cooperate.
In contrast to the PD game, cooperators in a well-mixed population interacting in the
SD game have an advantage when rare.erefore, cooperation does not die out under SD
dynamics. Rather, equation (6.3) has an interior stable xed point at x∗ = 1 − c/(2b − c)
in this case,5 so that an intermediate level of cooperation is maintained (Fig. 6.1 b). It is
important to note, however, that the SD game still constitutes a social dilemma, because
the total payo of the population would be greater if everybody cooperated. Nevertheless,
in evolutionary game theory, the SD has received only little attention, because it does not
present such a dicult situation for cooperators as the PD game and already allows for a
moderate level of cooperation without any additional mechanisms. Still, it is considerably
dicult tomeasure the payo matrix for, e.g., the interaction of dierent species, so that
it is not clear whether real-world interactions are best modelled using the PD or the SD
game (Doebeli and Hauert, 2005). In fact, the SD game might be more appropriate for
5For the more general payo matrix (6.1) with SD game ordering, x∗ = (P − S)/(P − S + R − T).
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modelling the competition between dierent microbial strains (Gore et al., 2009), and in
particular for modelling the cooperation among humans (Kümmerli et al., 2007).
e ordering R > T > P > S describes the stag-hunt, or coordination game. In this
game, it is the best for each player to choose the same strategy as the other. Only mutual
cooperation provides the highest payo for both, but a player also faces the highest risk
when choosing to cooperate, namely the least payo S if the other defects.is game is
named aer the following narrative: Two hunters go on a hunt together, each choosing to
hunt for a stag (cooperate) or a hare (defect) without telling the other. A single hunter can
get a hare by himself, but they can only get a stag if working together. As a stag is worth
more than a hare, choosing to defect minimizes a players risk but choosing to cooperate
opens the possibility of obtaining a bigger reward, namely the stag. For the stag-hunt
game, the replicator equation has two stable xed points, x∗0 = 0 and x∗1 = 1, whereas
the single interior xed point x∗ is unstable (Fig. 6.1 c). e dilemma in this game is
that cooperation can only be maintained if at least a fraction x > x∗ of the population
cooperates, which then leads to full cooperation. If most of the players prefer to minimize
their risk by initially choosing to defect, however, cooperation will die out.
For the sake of completeness, let us consider the ordering R > T > P ∧ R > S > P.
It describes the harmony game, in which cooperation is always the best choice. Full
cooperation is the only stable xed point of the replicator equation in this case (Fig. 6.1 d).
erefore, this game does not present a social dilemma, as its outcome is always mutual
cooperation.
6.3. Mechanisms promoting cooperation
A rst and fundamental prediction of evolutionary game theory is that under PD-type
interactions, cooperation should not evolve, unless some additional mechanism works
in favour of cooperators. Many dierent such mechanisms have been identied in the
last decades (Hofbauer and Sigmund, 1998; Hammerstein, 2003; Levin, 2009). I briey
summarize some of them in the next paragraphs, roughly following Nowak’s ‘ve rules
for the evolution of cooperation’ (Nowak, 2006).
One importantmechanism promoting cooperation is kin selection, which is particularly
relevant for genetic evolution. It refers to the idea that cooperation can be promoted
by natural selection if the interacting agents are genetic relatives.is is formalized in
Hamilton’s rule stating that cooperation is favoured if r > c/b, where r measures the
relatedness of the agents in terms of the probability of sharing a gene, and c/b is the
cost-to-benet ratio of the PD according to (6.2) (Hamilton, 1964; West et al., 2002). Kin
selection provides an explanation for many examples of cooperation observed in biology,
for instance in social insects (Bourke and Franks, 1995; Ratnieks et al., 2001).
Cooperation among humans, however, goes far beyond the scope of relatives. In fact, in
many situations we are even inclined to help complete strangers without any immediate
benet to ourselves. us, while kin selection is highly relevant in the evolution of
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biological species, there must be other mechanisms at work in cultural evolution that do
not necessarily rely on relatedness.e most relevant such mechanisms depend on some
form of reciprocity.
Direct reciprocity emerges if the same agents interact more than once and remember
the previous interactions. Cooperation can thus prevail, because “if I help you, you might
help me later.” Indeed, when the PD game is played repeatedly between the same two
players, always defecting is no longer the strategy that ensures the highest average payo.
Instead, this is achieved by tit-for-tat, a strategy that cooperates in the rst round and then
always does whatever the opponent did in the previous round (Axelrod and Hamilton,
1981). An even more successful and robust strategy is win-stay, lose-shi, in which agents
play C or D as long as they “win”, i.e. obtain R or T in the PD game, and shi to the
other strategy as soon as they “lose” (obtaining S or P) (Nowak and Sigmund, 1993). In
contrast to tit-for-tat, this strategy does not break down in the presence of noise, but can
compensate for irrational decisions or mistakes.
As a further mechanism that is mostly relevant for humans, indirect reciprocity captures
the idea that “I help you because you helped somebody else before.” It thus relies on
the reputation of agents. Cooperating with an agent is relatively safe if the agent has a
reputation of cooperating oen. Conversely, an agent deciding whether to cooperate may
take into account the consequences for its reputation. A good reputation will be rewarded
by others by choosing to cooperate. In turn, cooperating achieves a good reputation.
Hence, indirect reciprocity can promote cooperation among social agents (Nowak and
Sigmund, 1998, 2005).
More complex interactions may also help cooperation to evolve. For instance, if the
agents can choose to punish defecting interaction partners and/or reward cooperating
ones, cooperation may thrive (Sigmund et al., 2001; Sigmund, 2007). Furthermore,
dropping the requirement for agents to always participate in the game has a similar eect.
If the agents can volunteer for playing the game, still obtaining a xed baseline payo if
they do not participate, cooperation does not die out (Hauert et al., 2002).
In the example in 6.2.2, we found that cooperation cannot survive under PD dynamics
in a well-mixed population, in which everybody interacts with everybody else with the
same probability. But the mixing assumption is a strong over-simplication and does
not hold in most real-world populations. Agents are more likely to interact if they are
spatially close than far apart. We interact more oenwith friends and colleagues than with
strangers. Hence, real-world populations are not well-mixed but structured by spatial and
social relations.e resulting heterogeneity in the interaction patterns among the agents
has a strong impact on the evolution of cooperation.e inuence of this interaction
structure can be studied in evolutionary games on lattices and complex networks, in
which the agents are represented by the nodes of the network and interact with their
direct neighbours only.us, the agents collect payos from the local interactions on the
network, which dene their tness in the local competition with their neighbours.
e competition among the agents in the network can be modelled by many dierent
evolutionary rules dening the transformation rules and the update scheme for the
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specicmodel. Popular choices are the so-called birth-death rule, the death-birth rule, the
imitation rule, and pairwise comparison (Ohtsuki andNowak, 2006; Traulsen et al., 2006).
According to the birth-death rule, an agent is randomly selected from the population with
a probability proportional to its tness and reproduces to a random neighbouring site,
i.e. its ospring replaces a random neighbour. Following the death-birth rule, a random
agent is removed from the population, leaving its neighbours to compete for the empty
site according to their tness. Under the imitation rule, a random agent is selected to
imitate the strategy of one of its neighbours according to their tness. Finally, under
the pairwise comparison rule, an agent and one of its neighbours are chosen at random
using node or link update (cf. 3.1.2) and one of them imitates the other with a probability
proportional to their tness dierence.
For evolutionary games on networks, it has been reported that the results of specic
models depend strongly on the model details, such as the particular choice of one of
these update rules (Szabó and Fáth, 2007; Roca et al., 2009). One reason for this is
the strong degree bias associated with the dierent node update rules, as discussed in
3.1.2. Nevertheless, a rather robust result is that cooperation can prevail in “clusters”
of cooperators, in which cooperators interact more oen with other cooperators than
defectors (Nowak andMay, 1992; Szabó and Tőke, 1998; Hauert, 2002; Doebeli andHauert,
2005).is eect is called network reciprocity.
For degree-regular networks, in which every agent has exactly k neighbours, the
relation b/c > k is a necessary condition for cooperators to survive under imitation
dynamics (Ohtsuki et al., 2006). In degree-heterogeneous networks, this condition
generalizes to b/c > ⟨knn⟩, where ⟨knn⟩ is the average nearest neighbour degree in the
network (Konno, 2011). Moreover, a modied replicator equation similar to (6.4) can
be derived which takes into account the network structure to describe the evolution of
cooperation on regular networks (Ohtsuki and Nowak, 2006).
In real social networks, agents establish new contacts or discard existing ones as they
encounter other agents either at randomor strategically in order to improve their situation.
Interaction networks or social networks therefore do not merely play the role of a xed
substrate for the game dynamics, but they are continuously subject to change. Moreover,
they may respond adaptively to the agents’ behaviour.us, the evolution of cooperation
in social networks should be modelled using adaptive networks. In the remaining part
of this chapter, I discuss some of the main results of recent adaptive-network models of
cooperation and present a new model, in which the adaptivity of the network opens a
route to asymptotic full cooperation.
6.4. Cooperation in adaptive networks
Network reciprocity is an example of how cooperation can be promoted by an appropriate
interaction topology. Such an interaction topology may be achieved dynamically if the
agents can choose their interaction partners according to their strategies, that is if the
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agents interact in an adaptive network. Moreover, network adaptivity can lead to a number
of less obvious mechanisms allowing for the evolution and persistence of cooperation
(a list of various co-evolutionary mechanisms including network adaptivity has been
assembled by Perc and Szolnoki, 2010). In this section, I give an overview on several
dierent mechanisms by which cooperation can be promoted in adaptive networks.
Local eects
In adaptive networks, a node is not constrained to remain within the static interaction
topology of its—possibly unfavourable—neighbourhood. It can rather try to increase
its tness, which is determined by the payo it extracts from this neighbourhood, by
discontinuing unprotable links and seeking to establish new advantageous connections,
for instance.
It is generally advantageous for cooperators to connect to other cooperators and form
tightly connected clusters, as these produce high payo and cannot be invaded easily
by defectors (network reciprocity). In adaptive networks, cooperator clusters can be
created actively by appropriate link dynamics directly or indirectly favouring assortative
interactions between cooperating agents. Indeed, ‘cooperation prevails when individuals
adjust their social ties,’ i.e. prefer links to cooperators over links to defectors (Santos et al.,
2006a). Such link dynamics can be quite counter-intuitive. In (Zimmermann et al., 2000,
2001, 2004; Eguíluz et al., 2005), for instance, cooperators cannot alter their connections,
but defectors are allowed to rewire, seeking new cooperators to exploit. Nevertheless,
the population reaches a highly cooperative stationary state that cannot be invaded by
defectors.
Structure
Not only local clustering of cooperators but also heterogeneity in the number of contacts
per agent can signicantly promote cooperation. Notably, the positive eect of degree
heterogeneity has been observed in a somewhat unifying way for dierent games on
scale-free networks (Santos and Pacheco, 2005; Santos et al., 2006b). Santos and Pacheco
(2005) argued that cooperators typically occupy the high-degree hub nodes in static
scale-free networks, acting as leaders in the population.
In adaptive networks, such leadership emerges naturally in the hierarchical topolo-
gies that can self-organize due to the interplay between the strategy dynamics and the
topological dynamics. Starting from some initial conguration, the network may thus
be reshaped into a more favourable structure enabling cooperators to survive.is was
rst observed in (Zimmermann et al., 2000, 2001, 2004; Eguíluz et al., 2005), where an
initially random network evolves into a stationary hierarchy of well-connected inuential
cooperators (leaders), which are imitated by a large number of followers. Consequently,
a substantial fraction of the population cooperates.
Similarly, broad-scale topologies have been observed to self-organize in a dierent
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model by Ebel and Bornholdt (2002), which is based on an iterated version of the PD
game.ere, in addition to promoting cooperation, the topological dynamics also lead
to increased clustering and assortative mixing, features observed in many real-world
networks.
Mixing
Although the topological change in adaptive networks may lead to a high level of hetero-
geneity, it can also reduce the inuence of the network structure on the node dynamics by
providing an eective mixing of the population. When the agents are allowed to choose
their connections in a suciently random way, they eectively sample interactions from
the whole network. If this proceeds on a fast time-scale, one expects similar dynamics as
in well-mixed populations.
When the linking dynamics proceed totally random, the topological evolution eec-
tively decouples from the strategy dynamics, simply mixing the underlying network
structure. In this limit, the network is not an adaptive network any more. is was
observed, for instance, in a PDmodel with random, state-independent rewiring of the
adjacent links aer each node update (Kun and Scheuring, 2009). Due to this eective
mixing, the probability for cooperators to survive and spread is very low, similar to the
case of a well-mixed population.
Active linking, on the other hand, may result in a rather dierent behaviour. In this
case, links are formed and disconnected at state-dependent rates. If these processes are
fast compared to the node updates, the situation is transformed into an eective game in
a well-mixed population with a rescaled payo matrix, which depends on the stationary
regime of the linking processes (Santos et al., 2006b; Pacheco et al., 2006a,b).e PD
game can thus be mapped on an eective coordination game in a well-mixed population,
where cooperation is greatly enhanced. Similarly, the SD game is transformed into an
eective harmony game, which even allows for full cooperation of every single agent.
e number of cooperators surviving in the stationary state is thus a function of the ratio
between the time scales of the strategy dynamics and active linking.
Growth
So far, we have considered only adaptive networks of a xed size, i.e. a given number
of agents.e complex dynamics during network formation and growth, however, also
play an important role for the evolution of cooperation. When the interaction network
grows adaptively, i.e. new agents connect to existing ones depending on the strategy
dynamics, cooperation can be favoured by a novel mechanism rooted in this adaptive
growth process.
Two prominent examples are the growing network models of Ren et al. (2006) and
Poncela et al. (2009b). In thesemodels, new agents are added continuously and connect to
existing ones according to a preferential attachment rule. In contrast to the BA algorithm
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for scale-free networks, here the preference is for tness rather than degree.us, the
agents receive new connections with a probability proportional to their tness. With this
rule, highly hierarchical networks emerge where the most successful players in terms of
payo are also themost connected ones. For the imitation processes, a probabilistic update
rule is used in synchronous updates of all agents, so that they occasionally adopt the
worse strategy. Notably, a high level of cooperation is achieved in (Poncela et al., 2009b),
which decays once the network stops growing. Hence, a genuinely novel mechanism is at
work in this model: It is the preferential growth process itself that facilitates cooperation
in this system rather than the resulting heterogeneous hierarchical topology.
In a stricter variant of the model where the agents never adopt a worse strategy, coope-
ration increases even further aer the nal system size has been reached (Poncela et al.,
2008).us, only rather rational agents (never adopting a worse strategy) can achieve and
sustain a cooperative state when the network stops growing. Still, the mechanism at work
is dierent from the way cooperation is promoted in static scale-free networks (Santos
and Pacheco, 2005). In contrast to the latter, cooperators do not necessarily occupy the
most connected hub nodes. In fact, a high level of cooperation is reached ‘despite the
presence of defector hubs’ (Poncela et al., 2009a).
Dynamics
e central question in evolutionary game theory is how cooperation can evolve and
survive in a population of selsh individuals. For this reason, most studies in this eld
focus on average and therefore quasi-static quantities such as the stationary fraction of
cooperators in the population or the probability that an initially rare strategy can spread
and xate in the population (xation probability). Cooperation on adaptive networks is,
however, an inherently dynamic process exhibiting a number of interesting phenomena
apart from the fact that it can be promoted substantially by network adaptivity. We have
already seen that cooperation may be promoted dynamically as long as the network keeps
growing. Furthermore, oscillations in the number of cooperators have been observed in
adaptive networks (Hanaki et al., 2007; Suzuki et al., 2008; Szolnoki et al., 2008; Szolnoki
and Perc, 2009a,b). In (Zimmermann et al., 2000, 2001, 2004; Zimmermann and Eguíluz,
2005; Eguíluz et al., 2005), a perturbation of the highly cooperative stationary state results
in large reorganization avalanches until a new stationary regime of high cooperation is
reached.
In the remaining part of this chapter, I discuss how cooperation can be promoted
dynamically in a specic model where the agents have access to non-local information
about the average performance of the strategies. In this model, fast topological change
can even achieve asymptotic full cooperation in innite populations.
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6.5. A homoclinic route to full cooperation6
As already pointed out, cooperation on adaptive networks is an inherently dynamical
process. Still, the role of dynamical phenomena in these systems has not received much
attention, as the research traditionally focuses on the stationary (average) level of coope-
ration or the xation probability of a strategy invading a homogeneous population, which
are both quasi-static quantities.
Dynamical phenomena such as the appearance of oscillations are known, however, to
play a role in non-adaptive models of iterated and cyclic games, where they have been
investigated thoroughly (e.g., Nowak and Sigmund, 1989; Imhof et al., 2005; Reichenbach
et al., 2006). Only recently, oscillations have also been observed in an adaptive-network
model, where they were interpreted in terms of a Red Queen mechanism that is also able
to promote cooperation (Szolnoki and Perc, 2009b).
In the following, we study an evolutionary game on an adaptive network where the col-
lective dynamics of the agents lead to asymptotic full cooperation. In contrast to previous
work that mainly focused on local update rules based on the payo of neighbouring nodes,
the agents use non-local information about the general performance of the strategies in
our model.is corresponds to the accessibility of certain global knowledge in social
systems through, e.g., the media.
We nd oscillations in the number of cooperating players, in which the time-averaged
payo of the latter equals that of the defectors in the limit of innite population size.
Nevertheless, a state of full cooperation is approached asymptotically if the rate of topo-
logical change exceeds a nite threshold.is can be understood from the emergent-level
description of the model in terms of a low-dimensional ODE system.e analysis of this
ODE system reveals the formation of a homoclinic loop in a global bifurcation, which is
interpreted as the underlying mechanism for the asymptotic approach to full cooperation.
We show that in nite populations, this mechanism can lead to periods of almost full
cooperation interrupted by recurrent collapses to episodes of predominant defection,
revealing a possible scenario for the sudden failure of cooperation in real systems (Chu
and Lee, 1994; Turchin, 2003).
6.5.1. Model
We consider an undirected network of N nodes, representing agents, and K links, repre-
senting interactions. Each agent i is assigned a strategy σi from the strategy setS = {C,D},
which can either be cooperation, C ∶= 1, or defection, D ∶= 2.e interactions among the
agents are modelled by the SD game (cf. 6.2.2) using the benet-cost payo matrix (6.5),
M = ( b − c2 b − cb 0 ) . (6.6)
6is section is based on the author’s article (Zschaler et al., 2010) published in the New Journal of Physics.
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e payo a player i receives from the interaction with player j can then be written as
Mσiσ j . e total payo player i gains from all interactions is given by pii = ∑ j∼i Mσiσ j ,
where the summation runs over all j linked to i.
Starting from a random graph and randomly assigned equiprobable strategies, we
evolve the network in a similar way as for the VM in chapter 5. In every time step, one
link is selected at random (link update). With probability p, this focal link is rewired.
Otherwise, i.e. with probability q = 1 − p, one of the linked players adopts the other
player’s strategy. For large p, the players thus tend to change their interaction partners,
whereas for small p they tend to revise their behaviour.
To complete the model, we have to specify which agent copies the other’s strategy in
a strategy adoption event, and which agent keeps the link when rewiring takes place.
Most previous models assume that the agents’ access to information is governed by the
same network as the underlying games, forcing the agents to base their decisions on
information from direct neighbours.e same network topology thus determines three
dierent aspects of the system: the interaction partners of an agent, against whom the
game is played, the potential role models, whose strategies can be adopted, and the agents
from which information can be obtained. However, for intelligent agents, and especially
humans, there is no reason to assume that these three network roles are all fullled by
coinciding topologies (Ohtsuki et al., 2007). In fact, the use of identical networks for
information and state transmission has recently been criticized for the related application
of epidemic spreading (Funk et al., 2009, 2010).
Here, we assume that information transfer in the population is not governed exclusively
by the interaction network. As a rst approximation, we consider the simplest case in
which the information transmission network is replaced by an eective global coupling,
as information can be rapidly transmitted and is also transported by the mass media in
the human population. In the main part of this work, we assume that the agents rely on
their perception of a strategy’s general performance.is global measure for a strategy σ
is obtained as the average payo of all agents currently using σ ,
ϕ(σ) = ∑
σi=σ
pii[σ]N = ∑σ ′∈S(1 + δσσ ′)Mσσ ′ [σσ
′][σ] , (6.7)
where δ is the Kronecker delta, [σ] is the fraction of the population using the strategy,
and [σσ ′] is the number of links between agents using strategies σ and σ ′ normalized by
N .e validity of assuming such a measure based on global information is discussed in
section 6.5.3, where we consider the eect of a nite “information horizon” within which
the agents assess the performance of a strategy.
If strategy adoption occurs on a link connecting the agents i and j, then we assign the
strategy of agent i to agent j with probability given by the Fermi function (Blume, 1993;
Szabó and Tőke, 1998)
fβ(i , j) = (1 + e−β[ϕ(σi)−ϕ(σ j)])−1 . (6.8)
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q fβ( j, i)
Figure 6.2.: Imitation rules. Whether node i imitates j or vice versa depends on the non-linear






















p fα( j, i)
Figure 6.3.: Rewiring rules. Whether node i or j keeps the link in a rewiring event depends on
the non-linear rate function fα(i , j). A dashed circle represents a node picked at random from
the whole population.
Otherwise, i.e. with probability fβ( j, i) = 1 − fβ(i , j), the strategy of agent j is assigned
to agent i (Fig. 6.2).
e parameter β is the selection intensity and corresponds to an inverse temperature.
For small β, the strategy adoption is almost random, whereas for β → ∞, the more
successful strategy is always adopted. Following established practice (Nowak et al., 2004;
Ohtsuki et al., 2006, 2007), we mainly focus on the case of weak selection (small β),
which is known to be highly relevant for biology and supported by recent evidence for
social systems (Traulsen et al., 2010). Weak selection also implies that an agent’s local
neighbourhood is more important for an agent’s strategy than the global information.
While the global information (weakly) inuences the probability that the agent’s strategy
changes in a given strategy update, the local neighbourhood governs the rates at which
update events involving the focal agent occur.
In a similar fashion, we assume that the players using the more successful strategy are
more likely to keep links during rewiring events. If a rewiring event occurs on a link
connecting the agents i and j, the link is cut and then a new link is established between
a randomly selected agent k and agent i (with probability fα(i , j)) or between k and j
(with probability fα( j, i)) (Fig. 6.3). Here, we have used the Fermi function with selection
intensity α to capture that agents following a successful strategy may nd it easier to
attract new contacts.
Using the average payo ϕ(σ) in rewiring instead of the payo obtained by individual
agents prevents successful players from acquiring an unrealistically large number of links,
which could otherwise lead to the formation of star-like topologies. It also implies that all
agents using the same strategy are considered equivalent for the dynamics. We note that
a similar assumption is made in the large class of models where the topological processes
depend exclusively on the nodes’ states instead of their tness (e.g. Pacheco et al., 2006a;
van Segbroeck et al., 2009).
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Figure 6.4.: Time series of the fraction of cooperators in an adaptive network for dierent rewiring
rates p. When rewiring occurs almost at random (α = 0.1, red), cooperation and defection coexist
at a stationary level for all p. When players following the more successful strategy keep the link
with high probability (α = 30, black), oscillations appear as the rate of rewiring exceeds a critical
threshold. Parameters: N = 105, K = 106, β = 0.1, b = 1, c = 0.8.
6.5.2. Simulation results
In order to explore the dynamics of the model, we run individual-based stochastic
simulations for N = 105 and K = 106. Typical time series for dierent rewiring rates p are
shown in Fig. 6.4. For weak selection (α, β ≪ 1), the system approaches a stable steady
state where both strategies coexist. In this regime the stationary density of cooperators
depends only weakly on p. If rewiring is strongly selective (α ≫ β), then the dynamics
depend strongly on p. Stationary behaviour is still observed if p is small, but as p increases,
the system undergoes a continuous transition in which the density of cooperators starts
to oscillate.e same transition can also be observed for higher β, but is shied to greater
values of p. As p is increased further, the amplitude and period of the cycle grows. At
higher p, long periods of almost full cooperation appear, which are interrupted by sudden
episodes of defection.
To understand the onset of oscillations, note rst that in the stationary state the average
payos of cooperators and defectors have to be identical, so that strategy adoption and
rewiring happen randomly. If, due to uctuations, cooperators receive a slightly higher
payo than defectors, then the density of C-C links, [CC], starts to increase due to the
eect of the strongly selective rewiring, which tends to de-mix the network by accumu-
lating links in the population with the higher payo. e increasing [CC] constitutes
a positive feedback increasing the payo of the cooperators further. As agents adopt
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Figure 6.5.: Cycles of cooperation and defection in agent-based simulations. Top: dynamics
in the [C]-[CC]-plane for rewiring selection intensity α = 30. Bottom: degree distributions of
cooperators (solid) and defectors (dashed) for rewiring rate p = 0.8 at the two turning points of
the cycle. Simulation parameters as in Fig. 6.4.
the cooperating strategy, the system approaches a state where both [C] and [CC] are
high (point B in Fig. 6.5). In this state, strategy adoption can overcome the de-mixing
eect of rewiring because adoption of the defecting strategy by cooperators creates many
C-D-links.e payo of defectors rises rapidly, leading the system back to a mixed state,
where a substantial number of agents are defecting.
6.5.3. Analytical results
To gain a deeper understanding we formulate a low-dimensional, emergent-level descrip-
tion of the present model according to the moment-expansion procedure in section 3.3.
Closing the obtained ODE system at the mean-eld level yields a one-dimensional ODE for
the density of cooperators, [C], which cannot reproduce oscillatory long-term dynamics.
We therefore close the system at the level of links using again the PA.
We treat [C], [CC], and [DD] as dynamical variables, whereas [D] and [CD] are given
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by the conservation laws [C]+ [D] = 1 and [CC]+ [DD]+ [CD] = ⟨k⟩/2.us we obtain
d
dt
[C] = q[CD] ( fβ − f¯β) , (6.9)
d
dt
[CC] = p[C][CD] fα − p[D][CC] + q[CD] {(1 + [CD][D] ) fβ − 2[CC][C] f¯β} , (6.10)
d
dt
[DD] = p[D][CD] f¯α − p[C][DD] + q[CD] {(1 + [CD][C] ) f¯β − 2[DD][D] fβ} , (6.11)
where we have introduced the abbreviated notation fξ = 1/ (1 + e−ξ[ϕ(C)−ϕ(D)]) and
f¯ξ = 1 − fξ. In (6.9), the rst factor, q[CD], denotes the rate of strategy adoption events,
while the second factor is the expected change in [C] in each such event. Analogously, the
rst two terms in (6.10) and (6.11) describe the gain and loss rates of the respective link
density due to rewiring, while the third and fourth terms account for the link creation
and loss due to strategy adoption.
In the regime of weak rewiring selection, α ≪ 1, and weak strategy selection, β ≪ 1,
our model reduces to previously studied systems in two important limiting cases. For fast
rewiring (p ≈ 1), which is almost random when α is small, the system evolves according
to standard replicator dynamics in a well-mixed population (cf. 6.2.2). In this case, the





[C][D] (ϕ(C) − ϕ(D)) = q⟨k⟩
2
[C] (ϕ(C) − ϕ¯) , (6.12)
which is, up to a time scale, the replicator equation (6.3). On the other hand, when
strategy adoption is much faster than rewiring, p ≪ 1, the network is almost static and
themodied replicator equation for static regular graphsmay be used as an approximation
(Ohtsuki and Nowak, 2006).
We now use the low-dimensional model, (6.9)–(6.11), to explore the system with the
tools of non-linear dynamics.e bifurcation diagram of the ODE system in Fig. 6.6 is
in good agreement with the results of the agent-based simulations. If rewiring is slow
(small p), the system approaches an equilibrium in which cooperators and defectors
coexist. For strongly selective rewiring (α ≫ β), however, a critical threshold p exists
at which this steady state is destabilized in a supercritical Hopf bifurcation (point S in
Fig. 6.6) and a stable limit cycle emerges, explaining the onset of oscillations (Fig. B.4).
e now unstable stationary state still exists for larger p, converging to the mean-eld
value determined by the replicator equation (6.12) for p → 1.
As p is increased further, the amplitude of the limit cycle grows. Eventually, the
cycle undergoes a homoclinic bifurcation as its upper turning point connects to the
fully cooperative state ([C] = 1, [CC] = ⟨k⟩/2, [DD] = 0). Dynamically, this state is a
saddle point, which the cycle approaches along its stable manifold and leaves along the
unstable manifold (Guckenheimer and Holmes, 2002), forming a homoclinic loop as
shown schematically in Fig. B.5. In the saddle point, the velocity at which the system
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Figure 6.6.: Bifurcation diagram for the case of strong rewiring selection (α = 30). If rewiring is
slow (small p), cooperators and defectors coexist in a stable steady state. At higher rewiring rates
the stability is lost in a supercritical Hopf bifurcation (S), from which a stable limit cycle emerges.
e limit cycle undergoes a homoclinic bifurcation in point H as it connects to a saddle point
at [C] = 1. e lines show the stable (solid) and unstable (dashed) steady state, and the upper
turning point of the limit cycle (red), computed in the low-dimensional model. Circles denote
agent-based simulation results for N = 105, K = 106.e inset shows a blow-up of the bifurcation
point S. See Fig. 6.4 for parameters.
moves along the cycle approaches zero. If observed at a random point in time, the ODE
system is therefore found to be in the fully cooperative state with probability one.
Let us emphasize that the asymptotic full cooperation is a purely dynamical eect.
e existence of a limit cycle shows that the time-averaged tnesses of cooperators and
defectors are equal. However, in the homoclinic bifurcation the time-average becomes
meaningless as it has to be taken over innite time, while for any nite time the cooperators
dominate.
e deterministic description provided by the ODE system holds in the thermodynamic
limit of large system size. In the agent-based model, full cooperation is an absorbing
state of the strategy dynamics. Small systems can reach this state and remain at full
cooperation. In larger systems (N > 100), the system slowly approaches the saddle point
along the stable manifold, but is eventually carried over to the unstable manifold by
uctuations. Once on the unstable manifold, defection rapidly invades the population,
launching the system into another round on the cycle before the fully cooperative state is
approached again (Fig. 6.5). Because of their stochastic excitable nature, these invasions
of defectors occur at irregular time intervals (Fig. 6.4 bottom), becoming longer with
100
6.5. A homoclinic route to full cooperation
























Figure 6.7.: Two-parameter bifurcation diagrams showing the dependence on the rewiring rate
p and the cost-to-benet ratio (Doebeli and Hauert, 2005) r = c/(2b − c) (le, for α = 30), and
the rewiring selection strength α (right, for b = 1, c = 0.8), resp. In region I, cooperation and
defection coexist in a stationary state. A Hopf bifurcation line (solid) marks the transition to the
oscillatory parameter region (II, shaded), which is bounded by a line of homoclinic bifurcations
(dashed) leading to asymptotic full cooperation (III). Stable full cooperation (IV) is reached via a
transcritical bifurcation (dash-dotted) if r is low. All bifurcation lines meet in a codimension-2
Takens-Bogdanov bifurcation (Guckenheimer and Holmes, 2002). See Fig. 6.6 for additional
parameters.
increasing system size.
In the two-parameter bifurcation diagrams shown in Fig. 6.7, the Hopf and homoclinic
bifurcation points form lines, which separate parameter regions of qualitatively dierent
long-term dynamics.e oscillatory dynamics and asymptotic full cooperation can be
observed in a large parameter region, demonstrating the robustness of the observed
phenomenon to the SD game conditions (parametrized by the cost-to-benet ratio r =
c/(2b − c) of mutual cooperation) and the rewiring selection strength α. For larger α,
the Hopf bifurcation occurs already at slower rewiring rates (Fig. 6.7, right), whereas the
opposite is true for larger β (not shown): Although stronger replacement selection leads
to oscillations at higher frequencies than before, it can be balanced by suciently fast
rewiring and does not necessarily counteract the homoclinic mechanism.
Finally, we ask how our ndings depend on our initial assumption that the agents have
access to global, i.e. population-wide information in terms of ϕ(σ). To that end, we let
the players estimate the tness of strategies by averaging over a neighbourhood of nodes
they can reach in a nite number of steps rather than over the whole population. In this
case, the transition rates associated to the rules in Fig. 6.2 and Fig. 6.3 do not only depend
on the global averages ϕ(C) and ϕ(D), but on the corresponding averages in a local
neighbourhood. Because of their non-linearity due to the presence of the Fermi function,
however, it is no longer possible to average the transition rates over the whole population
in order to derive the emergent-level ODE description. Further, it is also not possible to
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Figure 6.8.: Eect of increasing the agents’ information horizon for fast rewiring in simulations.
When the agents assess a strategy’s tness by averaging over the accumulated payos of the focal
link’s nearest neighbours only (green), a small limit cycle is obtained. It is larger when also the
next-nearest neighbours are included (red).e size of the cycle grows with increasing averaging
radius.e quasi-homoclinic cycle of long cooperative periods interrupted by short bursts of
defection is recovered when the average is taken over the whole population (black). Parameters
as in Fig. 6.4, p = 0.98.
translate the non-linear transformation rules into additional, linear transformation rules
as suggested in 3.3.1, because the transition rates do not simply depend on the numbers of,
say, neighbouring cooperators, but rather the payos of all players in the neighbourhood.
erefore, we analyse the eect of averaging over a nite local neighbourhood by means
of computer simulations.
We observe similar behaviour as before in simulations with such an “information
horizon”. In particular, fast selective rewiring leads to oscillations whenever this kind
of neighbourhood information is used. As can be seen in Fig. 6.8, the amplitude and
period of these oscillations grow with the information horizon (for xed p).erefore,
access to the information from a suciently large neighbourhood is, in the present model,
necessary to observe the homoclinic route to full cooperation.
6.5.4. Conclusions
In this section, we proposed a model of cooperation on an adaptive network in which
agents have access to non-local information. We observed that full cooperation is reached
asymptotically through a global dynamical mechanism operating far from equilibrium,
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which is made possible by the interplay between topological and local dynamics in the
adaptive network. In addition to the results shown, we have veried that similar dynamics
can be observed in other parameter regimes, such as stronger strategy selection, and in
variants of the model.
In our model, asymptotic full cooperation is achieved dynamically, rather than by
assembling characteristic topologies that allow cooperators to thrive. In nite popula-
tions, spontaneous collapses of highly cooperative states are observed.e homoclinic
mechanism in combination with noise may thus be a relevant ingredient in the systemic
failure of cooperation that is found in real world systems.
Although it is conceivable that global information can be accessible in social systems
through, e.g., general beliefs, rumours, or the mass media, we note that this assumption
is not necessary for the oscillatory behaviour. When the agents are restricted to a nite
“information horizon”, the present model still exhibits oscillations.
A suciently large information horizon is necessary to observe the homoclinic transi-
tion. We note, however, that in a dierent model in which local update rules are assumed
and which explicitly enforces realistic limits on the node degrees, a similar transition was
found numerically (Szolnoki and Perc, 2009a). We believe that in the present model, the
homoclinic mechanism only requires large information horizons because they prevent
the formation of unrealistic star-like topologies, which would otherwise stabilize the
dynamics.
More work is certainly necessary to explore the role of the homoclinic mechanism in
nature.is work will, however, oer the intriguing possibility to identify and understand
the dynamical features promoting cooperation in many systems, and may reveal what
causes the sudden collapses of cooperative behaviour observed in the human population.
6.6. Summary
In this chapter, the eect of adaptive interaction networks on the evolution of cooperation
among inherently selsh individuals was discussed in the framework of evolutionary
game theory. We have seen that the dynamical self-organization in adaptive networks can
give rise to strong behavioural correlations between interacting agents, because the agents
can actively discard unfavourable links and seek protable connections to cooperators
instead. us, cooperators can form clusters in the network, in which they interact
more oen with other cooperators than defectors. Such assortative interactions, termed
network reciprocity, are known to promote cooperation.
In adaptive networks, particular topologies can thus be assembled that provide an
advantage to cooperators and therefore allow them to survive. In addition to that, we
demonstrated in a specic model that cooperation can also be promoted by novel mecha-
nisms arising from the adaptivity of the network. In particular, oscillations and asymptot-
ically full cooperation were found under the assumption that the agents were capable of
using non-local information about the (average) performance of their strategies.is is a
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reasonable assumption for intelligent agents and especially for human society, in which
information is disseminated quickly through, e.g., the media and even made globally
accessible.
From the emergent-level ODE description of the model, we identied a novel mech-
anism which leads to asymptotically full cooperation in innite systems through the
formation of a homoclinic loop in phase space. In nite systems, the motion on the
homoclinic loop is subject to intrinsic noise, which causes sudden collapses of highly
cooperative states. Our analysis showed that the reason for this is the instability of the
fully cooperative state, which is the saddle point the homoclinic loop is attached to. Once
it is close enough to the saddle point, small uctuations can drive the system from the
stable to the unstable manifold, on which it moves away rapidly from the state of full
cooperation.erefore, long periods of high cooperation are observed while the system is
slowly approaching the saddle point, which are then punctuated by sudden break-downs
to low cooperation when it is pushed to the unstable manifold by a nite size uctuation.
In contrast to knownmechanisms leading to a stationary state of increased cooperation
in networks, cooperation is promoted dynamically in our model. Full cooperation can be
achieved asymptotically even though the fully cooperative state is unstable.
is dynamical mechanism is another example of the complex system-level behaviour
made possible by the intimate coupling of local and topological dynamics in adaptive
networks. In networks of nite size, this coupling gives rise to two intriguing collective
phenomena in our model: the self-organization of the network towards an unstable state,
in which almost all agents cooperate, and the sudden, self-reinforcing collapses of these
phases of cooperation, which are triggered by small uctuations.
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In the present thesis, I have studied adaptive-network models of collective phenomena
in dierent systems within a common modelling framework. In this framework, the
evolution of an adaptive-network model is specied by a set of microscopic transfor-
mation rules and a prescription how these rules are applied to the network. By directly
implementing the transformation rules, the model can be conveniently studied in com-
puter simulations. Moreover, I have demonstrated how an approximate description of its
emergent, macroscopic behaviour can be derived from the transformation rules in terms
of low-dimensional ODEs.
In chapter 4, we have proposed a non-spatial model for collective motion in insect
swarms that is inspired by models of opinion and consensus formation in social groups. It
focuses on the adaptive interaction network among the swarm members and neglects all
spatial embedding.is model reproduces qualitatively the results of a recent experiment
with desert locusts, i.e. the transition from disordered to ordered collective motion with
increasing insect density and the intermittent switching regime in the vicinity of the
transition point. Our results suggest that the adaptive nature of the insects’ interaction
network is an essential requirement for the swarming transition, whereas the spatial
embedding and the geometry of the swarm might not be as inuential as previously
assumed. Moreover, our model allows to identify the minimal microscopic interactions
that determine whether the transition to ordered collective motion is continuous or
discontinuous. We have seen that a discontinuous transition is only possible if interactions
between insects marching in the same direction are included in the model.
In chapter 5, we expanded on the subject of opinion formation in groups of individuals,
moving towards conceptual models for the dynamics of social networks. We have pro-
posed an extension of the adaptive VM to directed networks, which takes the asymmetry
of social relationships into account and allows to study dierent realistic out-degree dis-
tributions.e fragmentation transition observed in undirected networks is also present
in our model. In addition to that, we have observed early fragmentation in networks
where a signicant number of nodes with low out-degree can lead to the formation of
self-stabilizing structures. Due to the formation of such structures, the network splits
into two disconnected components already at comparably low rewiring rates.is new
phenomenon relies on the symmetry breaking in the microscopic transformation rules
introduced by the link directionality and the build-up of degree correlations.
In chapter 6, we applied ourmodelling framework to study the evolution of cooperation
in groups of self-interested individuals. How cooperative behaviour can emerge and
survive in populations of selsh agents is a long-standing question in evolutionary biology,
sociology, and economics, which is generally addressed in the frame of evolutionary
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game theory. We proposed an adaptive-network model based on the paradigmatic SD
game, in which cooperation is promoted by a new dynamical mechanism.e coupling
of local and topological dynamics in this model gives rise to oscillations during which
the system spends more time in states with a high level of cooperation than in states
with a lower level. Cooperation is thus promoted dynamically in our model, in contrast
to models where high levels of cooperation are achieved in the stationary regime.e
approximate emergent-level description of our model revealed that fast rewiring can
lead to asymptotic full cooperation in innite systems via a homoclinic bifurcation.is
insight also allows to understand the sudden collapses of highly cooperative states in
nite systems, which are triggered by small uctuations close to the unstable state of full
cooperation in the population.
e results presented in this thesis illustrate one of the main advantages of the “network
perspective”—it provides an abstraction of complex systems, allowing to draw high-level
analogies between seemingly disparate research elds and phenomena. As a particular
example, we have used ideas from the research on opinion formation in social networks
to develop a new modelling approach for collective motion, which emphasizes the sim-
ilarities between swarming and consensus formation in social groups. Moreover, our
approach has also provided an important basis for subsequent research on the dynamics
of sh swarms containing informed and uninformed individuals, in which an extension
of our model is considered (Couzin et al., 2011).
e concept of adaptive networks provides a natural way of describingmany real-world
systems, because it combines the dynamics of the network and the dynamics on the net-
work instead of treating them separately. It contributes to the understanding of collective
phenomena in complex systems both because it is a modelling approach complement-
ing traditional approaches (as demonstrated in the swarming model) and because most
complex systems can indeed be regarded as having a network structure that changes
adaptively over time. In the present work, we were able to study emergent collective
phenomena in dierent complex systems within a common modelling framework by
considering these systems as adaptive networks.
Wehave seen that the feedback loop between local and topological dynamics in adaptive
networks can give rise to novel phenomena. In the three proposed models, global order
can be achieved by local rules, which is observed as ordered collective motion in the
swarming model, as global consensus in the VM, and as asymptotic full cooperation in
the cooperation model.
Furthermore, phase transitions between dierent dynamical regimes involving both
local and topological degrees of freedom can occur in adaptive networks. We have
interpreted such transitions as bifurcations in the underlying dynamical system. e
disorder-order transition in the swarming model, for instance, corresponds to a super- or
subcritical pitchfork bifurcation in the emergent-levelODEdescription.e fragmentation
transition in the adaptive VM can be interpreted as a transcritical bifurcation, in which
the connected state loses stability and the fragmented state becomes stable.e observed
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oscillations in the cooperation model are associated with a Hopf bifurcation, and the
irregular periods of almost full cooperation in nite systems can be understood from the
existence of an innite-period limit cycle at a homoclinic bifurcation in innite systems.
e current adaptive-network models necessarily remain mostly conceptual, including
the models presented in this work. Nevertheless, they are of twofold use. First, they
illustrate the wide range of new phenomena that can be expected from the interplay
between local dynamics and topological evolution in adaptive networks. Second, these
simple models are an important test bed for the analytical approaches and tools aiming
at the new methodological challenges associated with adaptive networks.
To gain an understanding of the dynamical mechanisms behind the observed collective
behaviour in our models, we mainly used the moment expansion approach and the PA
to describe them analytically. We have shown that this approach, which was originally
developed to study dynamical processes on static networks, is also a useful tool for
the analysis of adaptive networks.e moment equations can be conveniently derived
from the transformation rules in our modelling framework. By means of the moment
expansion, one can capture the global behaviour of the high-dimensional system that is
an adaptive network in a low-dimensional system of ODEs, which can be analysed using
dynamical systems theory.
As the moment closure relies on mean-eld assumptions, the moment expansion
approach is expected to give inaccurate or wrong predictions in systems with emerging
correlations.is is one of its known shortcomings in static networks, in which it typically
fails to capture the transient dynamics before an equilibrium conguration is reached. In
adaptive networks, however, the ongoing topological change may counteract the build-up
of correlations due to the node state dynamics if it results in an eective mixing of the
network connections. We have seen that this is indeed the case for the swarming model
and the cooperation model, in which the analytical predictions agree nicely with the
results of computer simulations. By contrast, the rewiring dynamics may also promote
correlations in adaptive networks, so that the moment expansion approach is bound to
fail. Specically, we have seen that the early fragmentation observed in the directed VM
cannot be accounted for by the moment equations, although they do provide a qualitative
understanding of “ordinary” fragmentation.
To address the diculties of an analytical approach to adaptive networks with emerging
correlations, a detailed understanding of the failure of the moment closure approxima-
tions is necessary for these systems. We hope that the techniques presented in this
thesis may serve as a basis for future work in developing improved analytical approaches.
Despite their shortcomings, the current low-dimensional descriptions allow for an un-
derstanding of the basic mechanisms behind the phenomena in many adaptive networks,
as demonstrated in this work. To maintain this advantage of tractability, improved ana-
lytical approaches will have to remain rather low-dimensional while possibly being less
coarse-grained.
While we have focused on relatively simple microscopic transformation rules in the
models considered in this work, rules involving more complex LHS subgraphs, for in-
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stance, are conceivable. Our approach can be applied to such rules in the same way.
Computer simulations of more complex rules will be, however, limited by the strongly
increasing memory and computation time requirements these rules imply. In deriving
the corresponding moment equations, there is no such limitation, although the number
of independent equations also grows quickly. Generating these equations from the model
specication can, in principle, be automated. However, suitable approximation schemes
beyond the PA and heuristic triplet approximations for the necessary truncation at higher-
order moments are presently not available.e renement and further optimization of
our computer simulations and the development of consistent higher-order approximation


















A. Surrogate rules for non-linear rates
Consider the general rule changing the state of a node i at a rate that depends on the






Assuming that g(Ni) can be written as a truncated power series in the number of I-
neighbours connected to i, g(Ni) = a0 + a1ni(I)+ a2n2i (I), the change in [S] is given by
d
dt
[S] = − 1
N ∑σi=S g(Ni) = −a0[S] − a1[SI] − a2N ∑σi=S n2i (I). (A.1)
e last term is related to the number of I-S-I-triplets in the network divided by N , [ISI].
Using the relation
[ISI] = 1




[S] = − 1
N ∑σi=S g(Ni) = −a0[S] − (a1 + a2)[SI] − 2a2[ISI]. (A.2)
In the same way, we can transform the equation for, e.g., [SS],
d
dt
[SS] = − 1
N ∑σi=S g(Ni)ni(S)= − 1




[SS] = −2a0[SS] − (a1 + a2)[SSI] − 2a2[ISIS], (A.3)
where [ISIS] denotes the number of “stars” with a central S-node that has two I-neighbours
and one S-neighbour. Here, we have used that
[ISIS] = 1N ∑σi=S(ni(I)2 )ni(S) = 12N ∑σi=S{n2i (I)ni(S) − ni(I)ni(S)} .
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Following the same argument, the equation for [II] reads
d
dt
[II] = (a0 + a1 + a2)[SI] + 2(a1 + 3a2)[ISI] + 6a2[ISII]. (A.4)
With a suitable closure approximation for the triplet and quadruplet motifs, equations
(A.2)–(A.4) describe the average time evolution of the system. We are looking for a
surrogate system of transformation rules involving linear rates only whose emergent-level
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[S] = −a˜0[S] − a˜1[SI] − a˜2[ISI], (A.5)
d
dt
[SS] = −2a˜0[SS] − a˜1[SSI] − a˜2[SSII], (A.6)
d
dt
[II] = (a˜0 + a˜1)[SI] + 2(a˜1 + a˜2)[ISI] + 3a˜2[ISII]. (A.7)
Comparing the coecients with (A.2)–(A.4) yields
a˜0 = a0, a˜1 = a1 + a2, a˜2 = 2a2. (A.8)
is means that the average dynamics of the transformation rule involving the quadratic
rate g(Ni) and the above rules with linear rates according to (A.8) are described by the
same ODEmodel.ey are therefore expected to show the same macroscopic behaviour.
For the purpose of studying its emergent-level properties, the original non-linear trans-
formation rule can thus be replaced by a set of linear rules involving link and triplet
motifs.
e advantage of this surrogate system is twofold. First, replacing the non-linear rates
by linear ones makes it possible to formulate an ODE description that involves only the
macroscopic network moments as dynamical variables, although this comes at the cost
of introducing higher-order moments. Second, simulating the full network dynamics
for linear rules, in which the transition rates are the same for every instance of the LHS
motif in the network, is oen less computationally costly than simulating with non-linear
transition rates, which are essentially dierent across the network.
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In principle, the surrogate system approach can be also used for transition rates in-
volving greater powers of ni(I). However, more replacement rules involving LHSmotifs
of even higher order are required in this case, oen complicating the construction of
the corresponding rate equations. Moreover, the surrogate system is not necessarily
advantageous in computer simulations if motifs of very high order are involved.
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B. Bifurcations in dynamical systems
In this section, I give a brief overview of the basic concepts of dynamical systems theory
that are most relevant for the purpose of this work. It is not intended to be mathematically
rigorous, but rather a pragmatic glossary of the analytic tools that allow further analysis of
the moment equations. For a detailed, mathematically sound introduction to dynamical
systems theory, I refer the reader to standard textbooks in this eld, as for instance
Kuznetsov (1998), Strogatz (2001), or Guckenheimer and Holmes (2002).
e models considered in the present work are dened in terms of microscopic trans-
formation rules, from which a macroscopic, emergent-level description is derived. In
general, this macroscopic description is formulated as a d-dimensional, deterministic,
autonomous ODE,
x˙(t) = f (x(t), µ1, µ2, . . . , µm) , (B.1)
where x(t) ∈ Rd is the d-dimensionalmoment vector, whose time evolution is determined
by the vector eld f ∶ Rd+m → Rd .is function depends on the parameters µ1, . . . , µm,
as for instance the rate constant p in the CP rule in Fig. 3.1 (a).
e long-term dynamics of an ODE system are determined by the structure of its phase
space, which is spanned by all possible system trajectories x(t), i.e. solutions of (B.1). For
the purpose of the present work, two common subsets of an ODE system’s phase space are
of particular interest: xed points and limit cycles. Fixed (or stationary) points are points
in phase space, for which the right-hand side of (B.1) vanishes.us, a trajectory that
reaches a xed point stays there. A limit cycle is an isolated closed trajectory in phase
space, on which the system moves periodically. In general, the phase space may be more
complex than just containing xed points and limit cycles. In particular, intricate fractal
structures may be present.is is, however, not the case for the models considered in the
present work.
Fixed points and limit cycles are said to be Lyapunov stable if all trajectories starting
close to them remain close.ey are called (asymptotically) stable if all nearby trajectories
come even closer in the course of time. Conversely, they are called unstable if there are
close trajectories that leave their vicinity.
For a given parameter set {µi}, xed points and limit cycles can be computed from
the right-hand side of the ODE. It is important to know whether their existence and
stability are aected if some of the µi are varied. In particular, the parameters may be
experimentally determined values, which may be subject to noise or vary within some
error interval. To test the robustness of the ODE results, it is thus necessary to study their
dependence on the parameters.
In most cases, the phase space structure changes only slightly for small parameter
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changes. ere are, however, certain parameter values at which a qualitative change
occurs, i.e. a change in the topology of the phase space, such as the birth or death of a
xed point or a change in stability. Such points in parameter space are called bifurcation
points. At a bifurcation point, the system is said to undergo a bifurcation, a qualitative
change in its long-term behaviour.
Bifurcations are broadly categorized into local bifurcations, which can be identied by
analysing a “small” region of phase space, and global bifurcations, which are determined
by the global phase space structure. In the following I briey discuss the local and global
bifurcations that play a role in the present work, roughly following the presentation in
(Strogatz, 2001).
Local bifurcations
Local bifurcations of xed points are bifurcations that are associated with a single point
in phase space.erefore, they can be identied by observing the local neighbourhood
of this point. We nd local bifurcations by monitoring the stability of xed points while
continuously varying one ormore parameters µi .1 Dened as a local property, the stability
of a xed point x∗ can be determined by analysing the ow of trajectories in a small phase
space region around x∗. For this purpose, it oen suces to consider the linearization of
the ODE system around the xed point, i.e. the Jacobian Jf of the vector eld f in (B.1)
evaluated at x∗,
Jf(x∗) = ( ∂ fi∂x j)∣x=x∗ .
Depending on the eigenvalue spectrum of Jf(x∗), the xed point can be stable or unstable.
If all eigenvalues of Jf(x∗) have strictly negative real parts, the xed point is stable.
Conversely, it is unstable if there are eigenvalues with strictly positive real parts. In
particular, if all eigenvalues have non-zero real parts, and there are some with strictly
positive and some with strictly negative real parts, the xed point is called a saddle point.
If there is an eigenvalue with vanishing real part, the stability of x∗ cannot be decided
from the linearized system and further non-linear terms in the expansion of the ODE
must be considered.
When varying a parameter µi continuously, an eigenvalue of Jf(x∗) may cross the
imaginary axis. At that point, the stability of x∗ changes and a bifurcation occurs. In the
present work, three common scenarios for this are of particular interest: the transcritical




Figure B.1.: Generic form of a transcritical bifurcation. At the critical parameter value µc , a stable
and an unstable xed point collide and exchange stability. Solid lines denote stable stationary
states, dashed lines denote unstable ones. Arrows indicate the ow in state space.
Transcritical bifurcation
Inmany physical situations and in particular in themodels considered in the present work,
there is a stationary state, i.e. a xed point, that exists for all values of a parameter. As the
parameter is varied, the xed point may change its stability in a transcritical bifurcation
when a purely real eigenvalue of the Jacobian crosses the imaginary axis.e transcritical
bifurcation can be written generically in its one-dimensional normal form
x˙ = µx − x2, (B.2)
where the parameter µ ∈ R is varied. For all values of µ, there is a xed point at x∗0 = 0.
e eigenvalue of the corresponding Jacobian at x∗0 is µ, so that x∗0 is stable for µ < 0
and unstable for µ > 0. In addition there is an unstable xed point at x∗1 = µ for µ < 0,
which approaches the origin as µ is increased. At µ = 0, the two xed points collide and
exchange their stability: x∗1 = µ is stable for µ > 0 (Fig. B.1).
Pitchfork bifurcation
While the number of xed points before and aer the bifurcation is the same in the
transcritical case, there are other bifurcations in which xed points can be created or
destroyed. A common such bifurcation in systems with a discrete symmetry is the
pitchfork bifurcation, which can be either supercritical or subcritical.
e supercritical pitchfork bifurcation can be written generically in the normal form
x˙ = µx − x3, (B.3)
1In the present work, this is done numerically in most cases using the bifurcation and continuation soware
auto (Doedel et al., 2009).
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Figure B.2.: Supercritical (le) and subcritical (right) pitchfork bifurcation.
where the parameter µ ∈ R is varied.is equation is invariant under spatial inversion,
i.e. under the transformation x → −x, which is a manifestation of the system’s symmetry.
Similar to the transcritical bifurcation, the origin x∗0 = 0 is a xed point for all values of
µ, and µ is the corresponding eigenvalue of the Jacobian.e xed point x∗0 is stable for
µ < 0 and unstable for µ > 0. In contrast to the transcritical case, it is the only xed point
for µ < 0, while there appear two new stable xed points x∗1,2 = ±√µ for µ > 0. Hence,
below the bifurcation all trajectories are attracted by the single xed point x∗0 . Above the
bifurcation, however, they approach either of the two stable xed points x∗1,2, depending
on where they originate from in phase space. For µ > 0, the (one-dimensional) phase
space is divided into two regions, where all trajectories in one region approach x∗1 and
all trajectories in the other region approach x∗2 .ey are separated by the unstable xed
point x∗0 (Fig. B.2, le).
e subcritical pitchfork bifurcation can be written generically in the normal form
x˙ = µx + x3, (B.4)
where the cubic termnowhas positive sign. Here, the origin is stable for µ < 0 andunstable
for µ > 0. In addition, there are two symmetric unstable xed points x∗1,2 = ±√−µ for
µ < 0, which vanish at µ = 0. Consequently, there are no stable xed points for µ > 0.
Moreover, the cubic term leads to a blow-up of the system: for any initial condition
x(0) ≠ 0 the trajectories tend to innity in nite time.
In most physically relevant situations, however, this blow-up is counteracted by the
presence of additional, stabilizing terms.e subcritical pitchfork bifurcation is usually
encountered in systems of the form
x˙ = µx + x3 − x5, (B.5)
where the x5-term prevents the catastrophic blow-up by creating2 two additional stable
xed points x∗3,4 = ±√(1 +√1 + 4µ) /2, which exist for all µ > −1/4 (Fig. B.3).
2At µ = −1/4, the four symmetric xed points x∗1,2 and x∗3,4 are created in two pairs of a stable and unstable





Figure B.3.: Typical scenario for the subcritical pitchfork bifurcation (at µc). e unstable
branches fold back at µs to become stable.
e subcritical pitchfork bifurcation has two remarkable properties. First, the system’s
long-termbehaviour changes discontinuously at µ = 0, where the origin becomes unstable.
While all the stable branches meet at µ = 0 in the supercritical pitchfork bifurcation, so
that the two symmetric ones emerge continuously from the origin as µ is increased, this
is not the case in the subcritical bifurcation. Here, a system started close to x∗0 = 0 will
eventually jump to one of the stable branches x∗3,4 when µ becomes positive.erefore,
the subcritical pitchfork bifurcation is closely related to rst-order phase transitions in
statistical physics, while the supercritical one is related to second-order phase transitions.
e second remarkable property of the subcritical pitchfork bifurcation is the presence
of bistability for −1/4 < µ < 0. In this parameter region, the long-term dynamics of the
system can reach one of two qualitatively dierent stationary states, either the origin
x∗0 or one of the two symmetric states x∗3,4.is allows for a hysteresis loop when µ is
increased beyond 0 and then decreased again down to µ < −1/4.
Hopf bifurcation
In two- and more-dimensional dynamical systems, several other local bifurcations can
occur. One of the most important examples is theHopf bifurcation (also called Andronov-
Hopf bifurcation), through which oscillations can appear in a dynamical system. In
particular, a stable limit cycle is created in a supercritical Hopf bifurcation, while an
unstable limit cycle is destroyed in a subcritical one.
e supercritical Hopf bifurcation occurs in systems of the general form
x˙ = µx − ωy + O(x3) + O(y3),
y˙ = ωx + µy + O(x3) + O(y3) (B.6)
with µ,ω ∈ R and ω ≠ 0.e system has a xed point at the origin x∗ = y∗ = 0, whose
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B. Bifurcations in dynamical systems
µ < µc µ = µc µ > µc µ
x
µc
Figure B.4.: Schematic phase portrait (le) and schematic one-parameter bifurcation diagram
(right) of the supercritical Hopf bifurcation (showing upper and lower turning points of the limit
cycle).
stability is determined by the corresponding Jacobian
J(0) = (µ −ωω µ ) . (B.7)
It has a pair of complex conjugate eigenvalues λ = µ ± iω, so that the origin is stable for
µ < 0. At µ = 0, the two eigenvalues cross the imaginary axis simultaneously.is is the
characteristic feature of a Hopf bifurcation.
As illustrated in Fig. B.4, the origin loses stability and a stable limit cycle is created in a
supercritical Hopf bifurcation. For µ < 0, all trajectories close to the origin spiral into the
xed point x∗ = y∗ = 0. For µ > 0, they spiral away from the now unstable origin and
approach the newly created stable limit cycle that surrounds it. As µ increases further,
the limit cycle grows continuously in size.
In the subcritical Hopf bifurcation, an unstable limit cycle surrounding a stable xed
point is destroyed as the latter loses stability. In analogy to the subcritical pitchfork
bifurcation, this can lead to a catastrophic blow-up of the system, as the trajectories are
then driven away from the now unstable xed point.
Global bifurcations
Bifurcations that do not originate from a single point in phase space are called global
bifurcations. In the present work, the only relevant global bifurcation is the homoclinic
bifurcation.
Homoclinic bifurcation
Whenever a limit cycle approaches an (unstable) saddle point x∗ in the phase space of a
dynamical system, a homoclinic bifurcation can occur. In the schematic phase portrait
in Fig. B.5, there is a stable limit cycle in the vicinity of a saddle point for a parameter
value µ < µc . As µ is increased, the limit cycle grows and moves towards the saddle point
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µ < µc µ = µc µ > µc
Figure B.5.: In a homoclinic bifurcation, a limit cycle collides with a saddle point, so that a
homoclinic orbit is formed.
until it collides with the xed point. At the bifurcation (µ = µc), the cycle becomes a
homoclinic orbit of x∗, i.e. a closed trajectory connecting the saddle point with itself.
e homoclinic orbit is a limit cycle of innite period, so that the approach to the saddle
point is innitely slow along this trajectory. For µ > µc , the limit cycle has vanished.
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C. The replicator equation
Reproduction dynamics
Consider a well-mixed population of N agents displaying one of n phenotypes. Under
reproduction dynamics, an agent of phenotype i reproduces at a nite instantaneous rate
fi(t). Hence the number Xi(t) of agents of phenotype i increases in a time interval ∆t
according to
Xi(t + ∆t) = Xi(t)[1 + fi(t)∆t], (C.1)
and therefore
Xi(t + ∆t)
N(t + ∆t) = Xi(t)[1 + fi(t)∆t]∑ j X j(t)[1 + f j(t)∆t] (C.2)
= N(t)xi(t)[1 + fi(t)∆t]
N(t)[1 + f¯ (t)∆t] , (C.3)
where xi(t) = Xi(t)/N(t) and f¯ (t) = ∑ j x j(t) f j(t). Hence we have
xi(t + ∆t) − xi(t)
∆t
= xi(t)[ fi(t) − f¯ (t)]1 + f¯ (t)∆t . (C.4)
Taking the limit ∆t → 0 and dropping the time arguments, we obtain the replicator
equation
x˙i = xi( fi − f¯ ). (C.5)
Imitation dynamics
We obtain the same equation for imitation dynamics. In this case, an agent of strategy
i is imitated by other agents at a rate fi(t) and the population size remains constant,
N(t) ≡ N .us,






X j(t) f j(t)∆t
N
. (C.6)
Dividing by N∆t and taking the limit ∆t → 0, we obtain
x˙i(t) =∑
j≠i xi(t)x j(t)[ fi(t) − f j(t)] (C.7)= xi(t)∑
j
x j(t)[ fi(t) − f j(t)]. (C.8)
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C. e replicator equation
With the normalization condition∑i xi = 1, this reduces to
x˙i = xi( fi − f¯ ), (C.9)
which is the same expression as (C.5).
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