A source expansion algorithm automatically extends a given text corpus with related content from large external sources such as the Web. The expanded corpus is not intended for human consumption but can be used in question answering (QA) and other information retrieval or extraction tasks to find more relevant information and supporting evidence. We propose an algorithm that extends a corpus of seed documents with web content, using a statistical model to select text passages that are both relevant to the topics of the seeds and complement existing information.
INTRODUCTION
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for answering trivia questions, and newswire corpora provide relevant information about politics and the economy. However, these resources may not contain the answers to all questions, and answers may be hard to find if there is little redundancy in the sources. To improve the coverage of local sources and to facilitate the extraction and validation of answers, the sources can be expanded automatically with related information from large external text corpora such as the Web. In this paper, we present a fully implemented statistical approach to source expansion and compare it to several baselines for selecting relevant source content. We further demonstrate that source expansion consistently and significantly improves QA performance on large datasets drawn from the Jeopardy! quiz show and TREC evaluations.
We decompose the source expansion (SE) task into a fourstage process. Given a corpus of seed documents, our approach (1) retrieves, for each seed, related documents from the Web or other external sources, (2) extracts paragraph-or sentence-length text nuggets from the retrieved documents, (3) estimates the relevance of the nuggets with regard to the seed document using a statistical model, and (4) compiles a new pseudo-document from the most relevant text. The pseudo-documents can be indexed along with the seeds, yielding a larger corpus with increased coverage and reformulations of existing information. Note that this expansion is performed only once in a preprocessing step and does not require specific knowledge of the questions that will be asked at QA runtime.
SE is an effective method for improving QA performance because it addresses the most common types of failures in state-of-the-art systems:
1. Source failures, i.e. the knowledge sources do not contain the information sought by a question. SE helps by adding more relevant content.
2. Search and candidate extraction failures, i.e. the system cannot retrieve or extract a correct answer, often because of insufficient keyword overlap with the question. SE helps by adding paraphrases of existing information.
3. Answer selection failures, i.e. the answer is outscored by a wrong answer, often because of insufficient supporting evidence in the sources or because the relevant search results ranked too low. SE again helps by adding reformulations and increasing redundancy.
In contrast, by performing query expansion or using pseudorelevance feedback (PRF) in the search phase of the QA system, one can (at most) address failures of types 2 and 3.
In practice, these approaches may introduce noise and hurt performance [28] . Often, they are only applied as a fallback solution if an initial query yields low recall [19, 3] . Source expansion performed as a preprocessing step can also be preferable over live web searches at QA runtime. While web search engines must be used as black boxes, local sources can be indexed with open-source IR systems such as Indri 1 or Lucene 2 , which allow full control over the retrieval model. Local sources can also be preprocessed and annotated with syntactic and semantic information, which can be leveraged to formulate queries that better describe the information need expressed in a question [30, 6] . Furthermore, in applications where speed and availability matter, where the knowledge sources contain confidential data or restricted-domain knowledge, or where a self-contained system is required, a live web search may be infeasible. Local sources also guarantee reproducible results, whereas the Web and search engines change constantly. Finally, local sources can be consolidated e.g. by merging related content into a single document and removing noise.
Source expansion has many potential applications beyond QA. For instance, the pseudo-documents generated through SE could be added to the document representations of the seeds to improve retrieval accuracy of a traditional document retrieval system. The expanded documents could also be used by a relation extraction algorithm to validate instances of relations found in the seeds and to find additional instances. This paper, however, focuses on QA as one example of a task where SE helps consistently. We show that SE significantly improves the performance of Watson [17] , one of the most effective QA systems to date, yielding gains of 4.2%-8.6% in search recall and 7.6%-12.9% in QA accuracy on large datasets of Jeopardy! and TREC questions.
RELATED WORK
Source expansion is related to a number of NLP tasks, including content-based information filtering, topic tracking, multi-document summarization and definitional QA. The problem of extracting text nuggets from documents that relate to a given topic is perhaps most similar to multidocument summarization (e.g. [18, 27] ) but differs in important ways: (1) the extraction is guided by the content of a seed document which is used to model topicality, (2) while we avoid lexical redundancy, semantically redundant text that phrases the same information differently is desirable, and (3) the generated summaries need not be coherent as they are not intended for human consumption.
Recent research on definitional QA has led to various algorithms for compiling relevant texts on topics such as people, organizations or events (e.g. [7, 32] ). However, these algorithms generate answers to individual questions from existing sources at QA runtime, whereas the proposed method compiles new source material that can be used by a QA system to answer a wide range of questions with little computational overhead.
QA systems often use the Web as a large, redundant knowledge source [14, 16] , but it has been noted that there are situations where a local search is preferable [13, 22] . Clarke et al. [13] evaluated the performance impact of locally indexed web crawls on TREC QA data. They found that large crawls of over 50 GB were required to outperform the 3 GB reference corpus used in TREC, and that performance degraded if the crawl exceeded about 500 GB. Our approach improves on earlier work by using statistical models to reduce the size of the retrieved web data by two orders of magnitude and to filter out noise that may hurt QA performance.
Balasubramanian and Cucerzan [4] propose an algorithm for generating documents about given topics from web content. The usefulness of sentences extracted from web pages is determined with aspect models built from web search logs. These aspect models consist of terms that frequently cooccur with a given topic or related topics in the query logs. In contrast, our SE method leverages the content of existing seed corpora to model topicality. While query logs may be hard to come by, particularly when starting out in a new domain (e.g. medical or legal search), suitable seed corpora are often readily available (e.g. medical encyclopedias, legal dictionaries).
A variety of techniques have been proposed for expanding text documents to facilitate their retrieval if the queries do not exactly match the terminology used in those documents. For example, documents can be augmented with terms extracted from related documents retrieved from the same collection or an auxiliary corpus. It has been shown that document expansion improves retrieval performance on various tasks, including spoken document retrieval [29] , cross-lingual IR [24] and topic tracking [23] . When indexing a collection of web pages, the anchor texts associated with hyperlinks provide high-level descriptions of the linked documents and can be added to their index representations [15] . Similarly, in a scientific corpus, terms that appear in the vicinity of citations can be associated with the referenced articles [8] . Conversely, the content of linked or cited documents can be propagated to the documents that contain the references [25] .
Similarly to query expansion and PRF, these document expansion techniques are unlikely to help if the information sought by an IR system is missing in the corpus (failure type 1 in the introduction). In contrast, the proposed SE method augments a seed corpus with additional information that can be used by applications such as QA, increasing the amount of useful content several-fold. SE can also help if the expanded sources are used directly by an information extraction system (e.g. for relation extraction) without performing a search.
APPROACH
The input of the source expansion (SE) algorithm is a collection of documents in which each document contains information about a distinct topic. We refer to each of the documents as a seed document or simply seed, and to the entire collection as the seed corpus. Examples of pre-existing seed corpora that are suitable for SE are encyclopedias (such as Wikipedia) and dictionaries (such as Wiktionary). For each seed, a new pseudo-document is generated that contains related information retrieved from large external resources. By expanding the seed documents, we gather additional relevant content about their topics, as well as paraphrases of information that was already covered. A question answering system can benefit both from the increased coverage and the added semantic redundancy.
Seed documents are expanded in a four-stage pipeline, illustrated in Figure 1 using the Wikipedia article about Tourette Syndrome as an example. For each seed, the SE system retrieves related documents from an external source (retrieval stage in Figure 1 ). We used the Web as a large source of related content for all experiments reported in this paper. The retrieved documents are divided into paragraphor sentence-length text nuggets (extraction stage), and their relevance to the topic of the seed is estimated using a statistical model (scoring stage). Finally, a pseudo-document is compiled from the most relevant nuggets (merging stage). Note that this expansion is performed as a separate preprocessing step, and the expanded sources can then be used in conjunction with the seed corpora by a QA system and other information retrieval or extraction applications.
Retrieval
For each seed, the retrieval component generates a query, performs a Yahoo! search for related content, and fetches up to 100 web pages linked from the highest ranking search results. In experiments with Wikipedia and Wiktionary, we used the document titles as queries since they already provide fully disambiguated descriptions of the topics. However, queries can also be generated from documents that do not have descriptive titles by extracting topical terms from their bodies based on markup information or using statistical techniques.
Extraction
The extraction component splits the retrieved web documents into paragraph-length text nuggets. For HTML documents, structural markup can be used to determine boundaries. Typical text nuggets are HTML paragraphs, list items or table cells. They range in length from short fragments (e.g. born: 1968) to narratives of multiple sentences. Since in the merging stage individual nuggets are selected and added to the pseudo-document, the text nuggets should ideally be self-contained (i.e. meaningful on their own) and either entirely relevant or irrelevant. Nuggets that are delimited by structural markup are mostly self-contained, but are often only partially relevant. Thus we further split the nuggets into sentences and experimented with both markupbased nuggets and sentence-level nuggets. In Section 4.2 we present evaluation results for both granularities.
Scoring
The core component of our SE approach is a statistical model that scores the extracted text nuggets based on their relevance to the topic of the seed document. A large dataset of manually labeled nuggets described in Section 4.1 was used to fit the relevance model. We experimented with various features that estimate the topicality or textual quality of nuggets and are thus predictive of their relevance. In Table 1 we briefly describe and motivate each feature, and specify its type (topicality, search or surface feature), its range and whether it is generated at the level of documents or individual nuggets. The most predictive topicality features (TopicLRSeed, TFIDFSeed and MMR) utilize the body of the seed document, which provides useful information about the topicality of text nuggets that is not available in definitional QA or summarization tasks. For the features that are based on language models (TopicLRSeed and TopicLRNuggets), we used simple unigrams with Good-Turing discounting since often not much data is available to fit the topic models.
We first fitted a logistic regression (LR) model [1] using these features to estimate the relevance of each text nugget independently. However, we found that text nuggets should not be evaluated independently since they are more likely to be relevant if the surrounding text is relevant. Thus we relaxed the independence assumption by adding features of adjacent nuggets to the LR model. More precisely, in addition to the original relevance features, we added the nugget-level features (i.e. all features except DocRank) of the previous nugget and the next nugget, and fitted a model using this larger feature set. In Section 4.2 we show that this simple extension improves nugget ranking performance.
Merging
The merging component ranks the text nuggets by their relevance scores in descending order. A filter reduces lexical redundancy by removing nuggets whose keywords are sub- sumed by higher ranking nuggets or the seed. Nuggets are also dropped if their relevance scores are below an absolute threshold, or if the total character length of all nuggets exceeds a threshold that is relative to the length of the seed. In Section 5.2 we describe how thresholds were chosen in our experiments. The remaining nuggets are compiled into a pseudo-document that can be indexed and searched along with the seed. 
Examples

INTRINSIC EVALUATION
Dataset
A large dataset of manually annotated web pages was created to evaluate different relevance estimation strategies. For a sample of 15 Wikipedia articles about people, things and events, we retrieved 100 web pages each and presented them to human annotators with instructions to select relevant substrings. The annotators were given guidelines in the form of a checklist for making consistent decisions. A nugget was considered relevant if any of its tokens were selected by an annotator. Table 2 lists the topics along with the total number of extracted markup-based nuggets and the number of nuggets labeled as relevant. The agreement between annotators was high, with κ scores of 0.9085 to 0.9379.
Experiments
Using this dataset, we evaluated different relevance models through 15-fold cross-validation (one fold for each topic). The nuggets were ranked by relevance estimates in descending order, and performance was measured in terms of mean average precision (MAP) and micro-averaged precision-recall curves. Precision and recall were computed at the level of tokens rather than text nuggets so that results are comparable across different nugget granularities. For instance, pre- cision is the percentage of tokens up to a given cutoff point in the ranking that were annotated as relevant. We present evaluation results on sentence-level nuggets (Sentence) and markup-based nuggets (Markup) for the independent logistic regression model (LR Independent), the model with features of adjacent instances (LR Adjacent) and these baselines:
• Random. Nuggets are ranked randomly. We report the expected performance if each token is treated as an independent nugget.
• Round Robin. Selects the first nugget from all documents, followed by the second nugget, and so forth, assuming that relevant text is more concentrated at the top of documents. • Search Rank. Preserves the ranking of the documents by the search engine and the order of the text nuggets within the documents.
• MMR. The maximal marginal relevance (MMR) algorithm [10, 18] is used to rank the text nuggets. MMR is one of the most effective algorithms for multi-document summarization. It iteratively selects text passages with high "marginal relevance", i.e. passages that are relevant to a query and add novel information. We used the full seed documents as queries and set the parameter λ = 1, i.e. the algorithm selects the most relevant nuggets regardless of their novelty. This setup worked best in a preliminary study. Table 3 shows MAP scores for all ranking strategies and Figure 3 illustrates their performance in terms of precisionrecall curves. Note that Random breaks down nuggets into tokens and Search Rank preserves the original order of the nuggets, and thus these strategies do not depend on the size of the nuggets. Among the baselines, MMR is clearly most effective, followed with some distance by the search engine rankings. The LR models outperform the baselines, with the only exception that MMR-based rankings have higher precision on markup-based nuggets at very low recall levels (too low to generate expanded documents of reasonable length). The independent nugget scoring model performs worse than the model with features of adjacent instances and has been omitted in the precision-recall plot for ease of presentation. The results also indicate that it is more effective to rank the longer markup-based text nuggets, even though they are of- 
APPLICATION TO QA
Datasets
The source expansion approach was evaluated on large datasets of Jeopardy! and TREC questions. A summary of the datasets is given in Table 4 .
Jeopardy! questions and their answers were retrieved from J! Archive 3 . Most of these questions ask for factoid answers that can be extracted from text corpora, but there are also puzzles, word plays and puns that require additional processing and specialized inference. In each Jeopardy! episode, human contestants compete in answering up to 60 regular questions (sometimes not all questions are revealed) and one Final Jeopardy! question. Most questions in Jeopardy! only have a single correct answer. In the following experiments we use both regular Jeopardy! and Final Jeopardy! datasets. Final Jeopardy! questions are usually harder, both for human players and Watson, which will be reflected in the results. Questions with audio or visual clues were excluded.
For experiments with TREC datasets, we used independent factoid questions from the TREC 8-12 evaluations [31] . The questions and corresponding answer keys were obtained from the NIST website 4 . NIL questions without known answers were removed. TREC questions often have more than one acceptable answer, and the answer keys only cover answers that were found in the reference corpora used in the evaluations. When we evaluated end-to-end QA results, assessors who were not involved in the development of the approach judged the top answers returned by Watson and extended the answer keys with additional correct answers. However, when measuring search performance, we did not further extend the answer keys because it was impractical to judge all search results manually.
Sources
We expanded two sources that are both useful for Jeopardy! and TREC question answering: Wikipedia and the online dictionary Wiktionary 5 . Wikipedia, in particular, has proven to be a valuable resource for a variety of natural language processing tasks [9, 26] and has been used successfully in QA [2, 21] . The sources differ in two significant ways that affect SE: (1) Wiktionary entries are on average much shorter than Wikipedia articles (780 vs. 3,600 characters), and (2) Wiktionary entries are often about common terms. The shorter Wiktionary seeds render some topicality features less effective. Web queries for common terms yield more noise, which we alleviated by adding the keyword "define" to all queries and dropping search results that did not contain the topic in their title or URL. Our cleansed copies of Wikipedia and Wiktionary contain about 2.1 million and 600,000 documents, respectively. To reduce computational costs and to avoid adding noise, we focused on expanding seeds that we deemed most relevant for Jeopardy! and TREC. Questions in both QA tasks are often about topics of common interest, such as famous people or well-known events, and thus SE should be prioritized to cover the most popular seeds first. For Wikipedia, in which rich hyperlink information is available, we defined the popularity of an article as the number of references from other articles in Wikipedia. Since Wiktionary contains only sparse hyperlink information, we estimated the popularity of a Wiktionary entry based on its frequency in a large collection of English documents across a variety of topics and genre. We sorted the seeds by popularity in descending order and plotted the number of seeds versus the number of those seeds that are relevant for the Jeopardy! task. A seed was considered relevant if its title was the answer to one of 32,000 Jeopardy! questions selected randomly from episodes that are not part of our test sets. This is an approximation of relevance based on the potential impact of a seed if only document titles are retrieved. The relevance curves for both sources, shown in Figure 4 , have decreasing slopes, indicating that popularity-based rankings outperform random rankings of the seeds, which are illustrated by straight lines. We also performed this analysis for all factoid questions in TREC 8-15 and obtained very similar curves.
Based on these relevance curves, we chose to expand the top 300,000 Wikipedia articles and the top 100,000 Wiktionary entries. The size of the expanded pseudo-documents was restricted to at most 10 times the length of the seeds, and nuggets with relevance scores below 0.1 were dropped. We analyzed a sample of the pseudo-documents and chose Later we also performed QA experiments using different parameter settings and found that the precise thresholds have very little impact on QA performance. In general, more lenient thresholds yield slightly better results at the expense of larger expanded sources and thus longer QA runtime. The text nuggets were scored using the model with features of adjacent instances, trained on all 15 topics. Overall, we processed about 40 million web pages, totaling about 2 TB of web data and 4 billion text nuggets. The expansion of each seed took around 15-45s and was dominated by the retrieval of web pages from different hosts. These numbers illustrate the necessity of a highly efficient and robust implementation. The sizes of the seed corpora and expanded sources are given in Table 5 . The SE algorithm condensed the web data by two orders of magnitude, yielding a corpus that can be indexed and searched on a single node.
QA Search Experiments
We evaluated the impact of SE on search performance using Watson [17] , a state-of-the-art QA system. As baselines, we used (1) Wikipedia, (2) Wiktionary and (3) a large collection of existing sources that we manually identified to be relevant for Jeopardy! and TREC based on an iterative error analysis. The collection (subsequently referred to as All Sources) comprises 23 GB of text, including encyclopedias such as Wikipedia and World Book, dictionaries such as Wiktionary, thesauri, newswire sources such as the AQUAINT corpus and a New York Times archive, literature and other sources of trivia knowledge [12] . We compare the Wikipedia and Wiktionary baselines to configurations that include the corresponding expanded sources. The collection of all sources is compared to a corpus to which only expanded versions of Wikipedia and Wiktionary were added.
The sources were indexed and searched with both Indri and Lucene, and the results were pooled. Queries were generated with Watson's retrieval component [11] . Two search strategies were evaluated: (1) we fetched a total of 20 passages and aligned them with sentence boundaries, and (2) we retrieved 50 documents in total and used their titles as results. The title searches target questions asking for an entity that matches a given description, such as the Jeopardy! question Table 6 shows the impact of source expansion on search recall when retrieving only titles or passages and when combining these search results. We also indicate for each setup the number of questions gained and lost and the percentage gain. The performance on regular Jeopardy! is higher than on Final Jeopardy! since the regular questions are generally easier to process and ask about less obscure facts. The TREC performance numbers are lower than the regular Jeopardy! results because the answer keys were incomplete and because most of our development effort focused on Jeopardy! questions. On all datasets, SE yields consistent and significant (p < .001) improvements over the baselines, independently of the search strategy used. Even if a seed corpus with reasonable coverage for a QA task exists, such as Wikipedia for Jeopardy! and TREC, SE improves performance substantially. If a corpus with lower coverage is expanded, such as Wiktionary, very large gains can be realized. Compared to the strongest baseline, SE improves total search recall by 4.2% on regular Jeopardy! questions, 8.6% on Final Jeopardy! and 4.6% on TREC questions. The improvements are significant, even though of all the sources used in the baseline only Wikipedia and Wiktionary (one third of the collection) were expanded. It can also be seen that relatively few questions are hurt (e.g. 171 regular Jeopardy! questions are gained but only 44 out of 3,508 are lost). This distinguishes source expansion from most query expansion techniques: SE adds noise to the sources in addition to relevant content, but that is less likely to cause a search to fail than irrelevant keywords added to the query.
The recall curves in Figure 5 illustrate that SE improves search recall independently of the hit list length on both Jeopardy! and TREC questions. For these experiments we used only Indri and performed only one title search and one passage search to have a single hit list for each strategy. The gains in passage search recall are larger on Jeopardy! than on TREC questions because there is more headroom in Jeopardy! search performance. Passage recall on the TREC dataset approaches 90% even though the answer keys are often incomplete. Title searches are less effective for TREC since the questions targeted by this strategy are relatively infrequent in this dataset. The results also show that when adding the expanded sources, fewer titles or passages yield the same search recall as longer hit lists without source expansion. Decreasing the hit list lengths can be worthwhile since this reduces the number of candidate answers and improves the efficiency and effectiveness of answer selection. Table 7 shows the impact of SE when expanding varying numbers of Wikipedia seeds. The top 100,000 seeds are responsible for most of the performance gain, which confirms that popularity-based seed selection is effective. On TREC, performance even degrades (though not significantly) if more than 200,000 seeds are expanded.
End-to-End QA Experiments
The Watson system was also used to evaluate the impact of source expansion on end-to-end QA accuracy, the percentage of questions answered correctly. Watson extracts candidate answers from the passage and title search results and scores them using a statistical model. During this answer scoring phase, additional supporting passages are retrieved for each of the top candidate answers, using a query comprising key terms from the question and the candidate itself. The supporting passages come from the same collection used in the initial searches, including the expanded sources. They are used to assess whether a candidate matches the information need expressed in the question and play a crucial role in answer scoring [17] . Thus Watson not only uses the expanded sources in the initial searches for candidate answers but also leverages them to score the candidates.
We again use the collection of manually acquired sources as a baseline and compare it to a configuration including expanded versions of Wikipedia and Wiktionary only. Watson scores and ranks candidate answers using supervised models trained on question-answer pairs with relevance judgments. For the Jeopardy! task, we trained these models on separate datasets and used the same test sets as in previous experiments. For TREC, we had to reserve most data for training, leaving TREC 11 (444 questions with known answers) as an independent test set. Table 8 shows that source expansion improves QA accuracy by 7.6% on regular Jeopardy! questions, 12.9% on Final Jeopardy! and 7.6% on TREC 11. The improvements in QA performance are significant with p < .01, even though only a fraction of the sources in the baseline were expanded. It is also worth noting that the baseline includes the AQUAINT corpus, which was used as the reference source in TREC 11 and thus contains the answers to all TREC questions. The improvements in accuracy exceed the gains in search recall on all datasets, which supports our claim that SE also improves answer selection (failure type 3 in Section 1).
CONCLUSIONS AND FUTURE WORK
We proposed a statistical approach for source expansion and evaluated its impact on large datasets of Jeopardy! and TREC questions, using different seed corpora and applying different search strategies. The proposed method yields significant gains in search performance on all datasets, improving search recall by 4.2-8.6%. These improvements were achieved without retrieving more text at QA runtime. Recall can always be increased through additional or longer search results, but this often comes at the expense of adding noise and hurting answer scoring efficiency and effectiveness. SE also significantly improves the overall performance of Watson, one of the most effective QA systems to date, increasing accuracy by 7.6-12.9% on Jeopardy! and TREC datasets.
It may seem that search performance always improves if more source content is added, but we found that this is not the case. For instance, just adding large web crawls is ineffective since the vast majority of web pages do not contain useful information [13] . We have shown that it is important to select relevant seed content for source expansion (Figure 4) and that performance can degrade if too many seeds are expanded (Table 7) . Even if the most relevant seeds are chosen, an effective model is needed to accurately estimate the relevance of related text and avoid adding noise.
It is usually possible to make large improvements early in the development of a QA system, but as the system becomes more effective at its task the gains invariably get smaller. Often the impact of new algorithms depends on the order in which they are added because different approaches address similar issues. Yet we found that the impact of SE did not diminish as Watson was improved over time because advances in other components also helped better utilize the additional source content. For instance, more correct answers could be found in the expanded sources because of improved question analysis, search and answer extraction, and advances in answer scoring helped cope with the added noise. Because the gains from SE are largely orthogonal to other improvements, it is likely that this method will also help other QA systems and will be useful for other applications beyond QA. Since the approach is fully automated, it can be applied to new tasks with low effort.
We have begun working on sequential models for relevance estimation that predict transitions between relevant and irrelevant text using lexical coherence features derived from text segmentation algorithms [20, 5] . Preliminary results indicate that these models can outperform the logistic regression models discussed in this paper. We are also extending SE to seed corpora in which there is no one-to-one correspondence between documents and topics, such as newswire sources or web pages, by automatically detecting relevant topics and building pseudo-documents about them. Finally, SE can be applied to QA in different languages, and to other information retrieval and extraction tasks, such as document retrieval and relation extraction.
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