The Generalized Dimension Exchan!ge (GDE) 
Introduction
The mapping problem in parallel computations is to distribute the workload or processes of a computation across the available processors so that each processor would end up with more or less the same amount of work to do. In most cases, this is done prior to execution and is done only once-called statzc mapping. Static mapping can be quite ef€ective for computations that have predictable runtime behaviors [l] . For computations whose runtime behavior is non-deterministic, however, doing mapping only once in the beginning is insufficient. For these cases, one might have to do the mapping more than once or periodically during runtime-this is called dynamzc remappzng. Dynamic remapping produces ideal loadbalances at the cost of additional runtime overheads. A successful remapping mechanism must therefore try to produce enough benefits that would outweigh the overheads incurred. We introduce such a remapping *On leave from Shantou University, P.R. China mechanism in this paper, which is based on a very simple but effective load balancing method, the Generalized Dimenszon Exchange (GDE) method [2, 31. We demonstrate the effectiveness of this mechanism through its incorporation in two major data parallel applications.
Consider time-dependent data parallel computations in distributed memory multicomputers [l] . The parallel computation follows the so-called SingleProgram-Multiple-Data (SPMD) paradigm in which each processor executes the same program but on different subdomains of the problem. It proceeds in phases which are separated by global synchronization points. During each phase, the processors operate independently on their own data, and then communicate with their data-dependent peers. Figure 1 shows a typical scenario of the paradigm in a system of four processors. The horizontal scale corresponds to elapsed time (or computation time) of the processors; the vertical lines represent synchronization points at which a round of communications among the processors is due to begin.
as the computation proceeds in time-dependent applications, the computation time in the processors may vary from phase to phase in spite of the uniform distribution from the initial mapping. Consequently, the duration of a phase is determined by the heavily loaded processors, and system performance may deteriorate in time. To lessen the penalty of load imbalances, an effective way is to dynamically remap (redecompose) the problem domain onto the processors as the computation proceeds.
In the literature, much effort has been devoted to dynamic remapping. Nicol [5] . The remapping was implemented in such a way that every processor would broadcast the information about its initial partition to all others, and then perform load migration based on the collected information. A similar idea based on global knowledge was implemented by Hanxleden and Scott in periodical remapping in the WaTor simulation [6] .
The benefits of such kind of remapping would be limited by the cost of collecting global knowledge. An alternative would be fully distributed remapping. We prefer distributed remapping because it would have less chances of running into bottleneck problems and is generally more scalable and reliable. This paper reports on the implementation of a distributed remapping method for time-dependent data parallel computations. It is based on a simple lowoverhead load balancing method, the Generalized Dimension Exchange (GDE) method. We have analyzed the GDE method theoretically in our previous work, and showed that that it is highly effective and scalable in many direct communication networks [a, 31. This paper on the one hand continues on with the study of the GDE method with the emphasis on its applicability to real problems, and on the other hand demonstrates the benefits of distribuhed remapping in general. We evaluate its performance in two distinct applications, the WaTor simulation and the parallel thinning of images. The experimental results show that the gains in computation time from using the GDE-based remapping over static uniform mapping are reasonably substantial and comparable to performance results in the literature for centralized remapping.
Distributed remapping with the GDE method
The remapping is imposed between successive phases, and hence the total computational workload is fixed during remapping. Let wi represent the computation time of the ith processor prior to remapping. Assuming N processors, the remapping with the GDE method is to redistribute the system workload such that each processor ends up with the same expected computation time w = wi/N. Such a redistribution is possible if a processor's workload index wi implies there are wi independent pieces of work, each requiring one unit of execution time.
The GDE method
A remapping procedure with the GDE method progresses in an iterative fashion that every processor successively balances its workload with each one of its nearest neighbors in an iteration step till a global load-balance state is reached. The GDE method is based on edge-coloring of the interprocessor connection graphs. We represent the graph by G = ( V , E ) , where V is a set of nodes labeled from 1 to N and With the GDE method in the edge-colored graph, a "dimension" is then defined to be the collection of all edges of the same chromatic index. At each iteration sweep, a processor then exchanges its load with each one of its neighbors in turn according to the chromatic indices of its incident edges. The exchange operator between a pair of processors splits their total workload under the control of a prescribed exchange parameter A, 0 < A < 1. For processor i, the exchange of workload with a nearest neighbor j is executed as
where wi and wj are the current workloads of processor i and j respectively. Note that when A = 1 / 2 , the GDE method is reduced to the DE method studied in [7] . Figure 2 illustrates the change of workload distribution subject to the integer ceiling and floor operations after an iteration sweep with the DE method.
Clearly, for an arbitrary structure, the DE method will not yield a uniform workload distribution after a single iteration sweep. The introduction of the exchange parameter X aims at accelerating the convergence rate of the load balancing procedure. For t he ndimensional kl x k2 . . . x k , mesh and 2k1 x 2 k 2 . ' .x 2kn torus, we derived their optimal exchange parameters, Xopt = 1/(1 + sin(r/k)), where k = max{d:,, 1 5; i 5 n } , which do speed up the GDE balancing procedure significantly. Through statistical simulation, it was shown that the optimal GDE method is highly efficient in terms of the necessary iteration steps, and highly scalable in that the number of iteration steps is in the order O ( N ) , where N is the number of processors [3].
Implementation of a GDE-based remapping mechanism
Our previous theoretical studies of the GDE method ignored interprocess communication overheads. In practice, the method is also applicable to problems which have interprocessor communications during execution. The local iterative nature of the GDE method facilitates the preservation of communication locality in subsequent re-decomposit ions.
First of all, we represent the problem domain as a group of internal load distributions together with an external load distribution. Every subdomain in a node ir represented by a workload distribution foir the computational requirements of its internal finer portions, and by an external integer value for its total workload. Table 1 shows an example of the internal and external load distributions of a 64 x 64 problem domain. The domain is supposed to be distributed in strips across eight processors connected as a chain. Each strip is made up of 8 rows (i.e., internal finer portions of a strip). We take a row as the basic unit in the re-decomposition, and attach to it an external integer value to represent its computational requirement.
The remapping mechanism comprises two components: the decision maker and the workloao! adjuster. The decision maker is concerned only with the external load distribution, and responsible for calculaking the amount of workload inflow or outflow along each link of a node. The workload adjuster then adjusts the borders of the problem domain among the nodes according to the results of the decision maker.
The decision maker uses the GDE method, but does not involve any load migration. Below is the sketch of the algorithm that runs in every processor, which incorporates a mechanism for the global termination detection [8] . Each 
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Applying the algorithm to the external load distribution in Table 1 , we obtain the inflow or outflow value €or each link, as illustrated in Figure 3 . The workload adjuster of a node works on its internal load distribution and the FlowTrace vector obtained by the decision maker. It involves the selection of a data set to be split, the transfer of data sets between nodes and the merge of a received data set with the original subdomain. In principle, the split and the where tWithoutRemap and tWjthRemap denote the execution time without and with remapping respectively. Another metric of interest is the overhead of the remapping mechanism. The timings are given in ticks. A tick is the basic timing unit in Transputer and is equivalent to 64 microseconds.
WaTor-A Monte Carlo dynamical simulation
WaTor is an algorithm that simulates the activities of fishes in a two-dimensional periodic ocean. Fishes in the ocean breed, move, eat and die according to certain nondeterministic rules. The simulation is Monte Carlo in nature, and serves to illustrate many crucial ideas in dynamic time-and event-driven simulations.
In the simulation, the ocean space is supposed to be divided into fine grids which are connected as a torus structure. In accordance with the toroidal structure, we implement the WaTor algorithm on a ringstructured system. The simulation is done for a 256 by 256 ocean grid on 16 Transputers, with a limit of 100 simulation steps. The parallel implementation decomposes the ocean grids into strips, and assigns each of them to a processing node. The simulation time is 274,716 ticks.
The computational requirement of a node is dependent on the density of fishes in its strip. More fishes exist, more computation time is needed for the update. Owing to the tendency of the fishes to form schools dynamically and unpredictable breeding, eating and dying of the fishes, the processor utilization varies not so smoothly over time, as shown in the TIME curve of Figure 4 . We impose periodically a remapping based on the GDE method on the parallel implementation. Since the computational workload of a processor is proportional to the number of fishes in the strip, we use the latter as the measure of workload. Figure 4 (the FISH curve) plots the processor utilization in terms of the number of fishes of each processor at various simulation steps. The close agreement in shape of the two curves confirms the reasonableness of workload estimation.
Its improvement for various remapping intervals is plotted in Figure 5 (the case of DR, EL=O). The curve shows that relatively frequent remapping gives an improvement of 7 -15% in the simulation time. Conversely, less frequent remapping could end up with no improvement or even degradation of performance. It is because the load distribution across processors changes in an unpredictable way. Since the decision making and the load adjustment are all fish-oriented, the remapping cost does not change with the increase of the time a fish spends Figure 5: Improvement due to remapping 'of various intervals in a simulation step. Hence, the remapping would be even more beneficial if a fish does some extra work in a simulation step or spends more time in its activities.
The resulting performance is evident in Figure 5 (the cases of DR, EL=1 and DR, EL=2, in which the time for the update of a fish is increased by extraload of 1 and 2 ticks, respectively.) For comparison, we also give improvements resulting from an efficient implementation of a centralized remapping method in the figure (the case of CR, EL=O). With the method, a designated processor takes the responsibility of making decisions according to the external load distribution [6] . This centralized decision making takes a much longer time (about 200 ticks) than of the GDE decision making (about 46 ticks). It is found that the GDE-based remapping outperforms the centralized method by a factor of 40% or so in the frequent invocation cases.
Parallel thinning
Thinning is a fundamental preprocessing operation over a binary image for producing a highlight of the significant features of an object in the image. In the process, redundant information in the image is removed. It takes as input a binary picture consisting of objects and background which are represented by 1-valued pixels and 0-valued pixels respectively. It produces object skeletons that preserve the original shapes and connectivity. An iterative thinning algorithm performs successive iterations on the picture by converting the 1-valued pixels that do not belong to the skeletons into 0-valued pixels until no more conversions are necessary.
A parallel thinning algorithm decomposes the image domain into a number of portions and applies its thinning operator to all portions simultaneously. Since the study of parallel thinning algorithms itself is beyond the scope of this study, we employ and implement an existing parallel thinning algorithm, the HSCP algorithm [9] , on a chain-structured system using stripwise decomposition.
We use the typical image of a man body, as shown in Figure 6 , to be the test image. For the image of size 128 x 128, the number of iterations required by the thinning algorithm is 15. The thinning time and some other performance data for various numbers of the processors are tabularized in Table 2 . The parallel efficiency measures the benefits of using more processors to solve the same problem. The loss of the efficiency is due to the communication overhead and the load imbalance. The percentage of the communication cost in the overall thinning time is presented in In the parallel thinning, the computational requirements of a node is mainly dependent on the 1-pixels. The amount of conversions of 1-pixels to 0-pixels in an iteration step is unpredictable, and hence the computational workload can vary greatly with time. We thus resort to dynamic remapping over the course of the thinning procedure. We approximate the computational workload of a processing node at an iteration by the processing time used in the previous iteration because the processing time does not differ dramatically between two consecutive iterations.
From the experience in the WaTor simulation, we t r y two invocation policies for the remapping. One is to invoke the remapping once every two steps, and the other is to invoke the remapping only once at beginning of the thinning process. Since no computation time is available before the first iteration step to serve as an estimate of the workload, we perform the remapping between the first and the second iteration step. Figure 7 plots the processor utilization U k across eight processors at various iteration steps for cases with and without remapping.
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0 L a c 3 Figure 7 : Processor utilizations at various iteration steps (8 processors) The curve for case 1 (without remapping) shows that the initial unbalanced workload distribution tends to uniform as the thinning algorithm proceeds. This points to the fact that the problem in question does not favor remapping. In fact, by applying the once-at-the-beginning remapping to the problem (case 2), the overall performance seems to become worse: the initial balanced load distribution which is the result of the remapping, unfortunately, tends to nonuniform afterwards. To preserve the uniform distribution, it seems necessary to invoke the rema.pping periodically (case 3). This time improvement is evident, as can be seen in the figure. Then in Figure 8 , we show the improvement due to remapping (cases 2 and 3) in overall thinning time for different numbers of processors. Note that even though case 2 has seemed t o be not so satisfactory in terms of processor utilization as shown in Figure 7 , it does however reap performance gain in terms of thinning time most of the time, even outperforming case 3 in some instances. From Figure 8 , it is clear that the parallel thinning algorithm does benefit from remapping. Although the once-at-the-beginning remapping could sometimes outperform frequent remapping, the latter tends to give smoother performance throughout. As we have already pointed out, this particular test image is unfavorable as far as remapping is concerned because its workload distribution would tend to a uniform distribution as thinning progresses. Therefore, we consider the saving due to remapping of only a few percents in the overall thinning time in both cases satisfactory.
In comparison with the interprocessor communication cost which accounts also for a few percents (see Ta- ble 2), this saving is significant.
Conclusions
In this paper, we study distributed remapping with the generalized dimension exchange method. We evaluate its performance in two data parallel computations. In the WaTor simulation of a 256 x 256 toroidal ocean on 16 processors, it is found that frequent remapping leads to about 15% improvement in simulation time over static uniform mapping, and it outperforms centralized remapping by a factor of 50%. In parallel thinning of a 128 x 128 image on 8 processors, the policy of frequent remapping still saves about 5% thinning time although the test image is unfavorable for remapping. The gain is significant in comparison with the interprocessor communication cost incurred in the thinning of the test image.
Finally, we should point out that the performance gains from remapping on the order of 10 -20% are satisfactory because our test problems are themselves balanced in statistical sense-i. e., the mean and variance of the workload distribution are more or less homogeneous across the domain, and the imbalance is mainly due to siatistical fluctuations. For other problems that have substantial imbalances (the simulation of timed Petri nets, for instance), improvements on the order of hundreds of percents could sometimes be observed [lo] .
