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Abstrakt
Pra´ce se zaby´va´ te´matem paraleln´ıho numericke´ho rˇesˇen´ı parcia´ln´ıch diferencia´ln´ıch rovnic.
Pra´ce se nejprve zameˇrˇuje na obycˇejne´ parcia´ln´ı diferencia´ln´ı rovnice (ODR) a jejich me-
tody rˇesˇen´ı pomoc´ı Taylorova polynomu. Dalˇs´ı cˇa´st je veˇnova´na parcia´ln´ım diferencia´ln´ım
rovnic´ım (PDR). Jsou zde popsa´ny typy PDR, jedna´ se o parabolicke´, hyperbolicke´ a elip-
ticke´ PDR. Take´ je vysveˇtleno, jaky´m zp˚usobem pouzˇ´ıvat syste´m TKSL prˇi vy´pocˇtu PDR.
Dalˇs´ı cˇa´st pra´ce je zameˇrˇena na metody rˇesˇen´ı PDR, mezi tyto metody patrˇ´ı doprˇedna´,
zpeˇtna´ a kombinovana´ metoda. Bylo vysveˇtleno, jaky´m zp˚usobem lze tyto metody rˇesˇit
v syste´mech TKSL a Matlab. Da´le je diskutova´na prˇesnost a cˇasova´ na´rocˇnost vy´pocˇtu.
Dalˇs´ı soucˇa´st´ı je paraleln´ı rˇesˇen´ı PDR. Dı´ky mozˇnosti prˇevodu PDR na soustavu ODR lze
jednotlive´ rovnice reprezentovat neza´visly´mi operacˇn´ımi jednotkami, ktere´ umozˇnˇuj´ı para-
leln´ı vy´pocˇet. Posledn´ı kapitola je veˇnova´na implementaci. Aplikace umozˇnˇuje vygenerovat
soustavy ODR pro syste´m TKSL, ktere´ reprezentuj´ı zadanou hyperbolickou PDR.
Abstract
This thesis deals with the topic of partial differential equations parallel solutions. First, it
focuses on ordinary differential equations (ODE) and their solution methods using Taylor
polynomial. Another part is devoted to partial differential equations (PDE). There are se-
veral types of PDE, there are parabolic, hyperbolic and eliptic PDE. There is also explained
how to use TKSL system for PDE computing. Another part focuses on solution methods of
PDE, these methods are forward, backward and combined methods. There was explained,
how to solve these methods in TKSL and Matlab systems. Computing accuracy and time
complexity are also discussed. Another part of thesis is PDE parallel solutions. Thanks to
the possibility of PDE convertion to ODE systems it is possible to represent each ODE
equation by independent operation unit. These units enable parallel computing. The last
chapter is devoted to implementation. Application enables generation of ODE systems for
TKSL system. These ODE systems represent given hyperbolic PDE.
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Kapitola 1
U´vod
Parcia´ln´ı diferencia´ln´ı rovnice (PDR) maj´ı velky´ vy´znam v r˚uzny´ch oblastech. Tyto rovnice
nab´ız´ı uplatneˇn´ı v mnoha pr˚umyslovy´ch oblastech jako jsou naprˇ´ıklad jaderne´ reaktory,
vesmı´rne´ projekty, rˇ´ızen´ı dopravy, vy´roba a distribuce elektricke´ energie, atd. Soustava
PDR pote´ slouzˇ´ı jako matematicky´ model, ktery´ zachycuje podstatne´ vlastnosti vytvorˇeny´ch
syste´mu˚ za u´cˇelem jejich popisu, prˇ´ıpadeˇ prˇedpoveˇdi jejich chova´n´ı a rˇ´ızen´ı jejich cˇasove´ho
vy´voje. C´ılem diplomove´ pra´ce je sezna´mit se s paraleln´ım numericky´m rˇesˇen´ım parcia´ln´ıch
diferencia´ln´ıch rovnic (PDR).
Kapitola 2 slouzˇ´ı k uveden´ı do problematiky obycˇejny´ch diferencia´ln´ıch rovnic (ODR).
Podkapitola 2.1 na´s strucˇneˇ seznamuje s mozˇny´mi metodami rˇesˇen´ı ODR. Dalˇs´ı podka-
pitola 2.2 se zameˇrˇuje zejme´na na metody jejich rˇesˇen´ı pomoc´ı Taylorovy rˇady. Da´le je
zde popsa´no, jak lze vyuzˇ´ıt RC prˇ´ıcˇkovy´ cˇla´nek k vy´pocˇt˚um cˇlen˚u Taylorova polynomu.
Podkapitola 2.3 se zameˇrˇuje na volitelny´ rˇa´d numericke´ integracˇn´ı metody.
Kapitola 3 pojedna´va´ o typech PDR a jejich metoda´ch rˇesˇen´ı. Podkapitola 3.1 se
zameˇrˇuje na parabolicke´, hyperbolicke´ a elipticke´ PDR. V dalˇs´ı cˇa´sti (podkapitola 3.2)
je nast´ıneˇn zp˚usob prˇevodu PDR na ODR.
Kapitola 4 je zameˇrˇena na rˇesˇen´ı PDR v syste´mu TKSL. Syste´m TKSL doka´zˇe rˇesˇit
pouze ODR. Proto jsou zde vysveˇtleny principy, jak se jednotlive´ typy PDR prˇeva´d´ı na sou-
stavu ODR. K tomuto u´cˇelu se vyuzˇ´ıvaj´ı n-bodove´ aproximace (viz podkapitola 4.1). Dalˇs´ı
podkapitoly 4.2, 4.3 a 4.4 se veˇnuj´ı prˇevodu hyperbolicky´ch, parabolicky´ch a elipticky´ch
PDR na soustavy ODR.
V Kapitole 5 jsou uvedeny r˚uzne´ metody rˇesˇen´ı PDR, jedna´ se o doprˇednou, zpeˇtnou
a kombinovanou metodu (viz podkapitoly 5.1, 5.2, 5.3). Vsˇechny tyto metody jsou spjaty
s Taylorovou rˇadou a je vysveˇtleno, jaky´m zp˚usobem je mozˇne´ rˇesˇit PDR pra´veˇ pomoc´ı
Taylorovy rˇady. V textu se konkre´tneˇ zameˇrˇujeme na hyperbolickou PDR, ktera´ popisuje
kmita´n´ı struny. V dalˇs´ı cˇa´sti (podkapitola 5.4) je vysveˇtleno, jaky´m zp˚usobem lze rˇesˇit
PDR v syste´mu Matlab, vy´pocˇty byly opeˇt inspirova´ny Taylorovou rˇadou. Na´sledneˇ se
v podkapitole 5.5 seznamujeme s rˇesˇen´ım PDR v syste´mu TKSL pro jednotlive´ metody.
Dalˇs´ı podkapitola (5.6) se veˇnuje prˇesnosti vy´pocˇtu. Jsou zde analyzova´ny faktory, ktere´
vy´znamny´m zp˚usobem ovlivnˇuj´ı prˇesnost vy´pocˇtu, a tedy i kvalitu vy´sledk˚u. Posledn´ı cˇa´st
te´to kapitoly je zameˇrˇena na cˇasovou na´rocˇnost vy´pocˇtu, jsou zde srovna´ny syste´my Matlab
a TKSL (viz podkapitola 5.7).
Kapitola 6 se zameˇrˇuje na paraleln´ı rˇesˇen´ı PDR. Je zde uka´za´no, jaky´m zp˚usobem
a pomoc´ı jaky´ch komponent vytvorˇit prˇ´ıslusˇne´ programove´ sche´ma pro libovolne´ parametry
vy´pocˇtu (tedy pro libovolny´ pocˇet rˇez˚u na struneˇ a pro libovolnou n-bodovou aproximaci).
Take´ je diskutova´no zrychlen´ı vy´pocˇtu, ktere´ paraleln´ı rˇesˇen´ı prˇina´sˇ´ı.
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Kapitola 7 se veˇnuje implementaci graficke´ho uzˇivatelske´ho rozhran´ı, ktere´ je schopno
generovat soustavu ODR, ktera´ reprezentuje prˇeva´deˇnou hyperbolickou PDR. Da´le je zde
vysveˇtlen princip vy´pocˇtu a spojitosti jednotlivy´ch cˇa´st´ı aplikace, ktere´ se pod´ılej´ı na tvorbeˇ
vy´sledk˚u.
V za´veˇru pra´ce (kapitola 8) jsou zhodnoceny dosazˇene´ vy´sledky a je nast´ıneˇna mozˇnost
dalˇs´ıho vy´voje.
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Kapitola 2
Obycˇejne´ diferencia´ln´ı rovnice
Nejprve se sezna´mı´me s pojmem diferencia´ln´ı rovnice. Diferencia´ln´ı rovnice (da´le DR) je
rovnice, kde nezna´mou je funkce a rovnice obsahuje i derivaci te´to funkce. Na zacˇa´tek
uva´d´ıme definici 2.3. Podrobneˇjˇs´ı informace jsou uvedeny v [6, 3, 11, 10, 8, 7]. Diferencia´ln´ı
rovnice mu˚zˇeme rozdeˇlit podle derivac´ı na´sledovneˇ:
• obycˇejne´ DR (ODR) – obsahuj´ı derivace hledane´ funkce podle jedne´ promeˇnne´,
• parcia´ln´ı DR (PDR) – obsahuj´ı derivace hledane´ funkce podle v´ıce promeˇnny´ch.
Rovnice uvedene´ v definici 2.3, se nazy´vaj´ı obycˇejne´ diferencia´ln´ı rovnice.
Definice 2.1. Rovnice ve tvaru F (yn, yn−1, . . . , y′, y, x) = 0 se nazy´va´ diferencia´ln´ı rov-
nice n-te´ho rˇa´du pro funkci y = y(t). Specia´lneˇ je
F (y′, y, t) = 0 nebo y′ = f(t, y)
diferencia´ln´ı rovnic´ı prvn´ıho rˇa´du. Rˇa´d diferencia´ln´ı rovnice je rˇa´d nejvysˇsˇ´ı promeˇnne´
hledane´ funkce y(x).
Rovnice uvedene´ v definici 3.1 se nazy´vaj´ı parcia´ln´ı diferencia´ln´ı rovnice. Abychom
z´ıskali jednoznacˇne´ rˇesˇen´ı soustavy, je nutne´ specifikovat pro kazˇdou rovnici pocˇa´tecˇn´ı
podmı´nku.
Definice 2.2. Necht’ x0, y0 ∈ R. U´loha naj´ıt rˇesˇen´ı DR, ktere´ splnˇuje tzv. pocˇa´tecˇn´ı
podmı´nku
y(x0) = y0,
se nazy´va´ pocˇa´tecˇn´ı u´loha. Jej´ım rˇesˇen´ım je funkce, ktera´ splnˇuje pocˇa´tecˇn´ı podmı´nku a je
na neˇjake´m otevrˇene´m intervalu, obsahuj´ıc´ım bod x0, rˇesˇen´ım DR.
2.1 Metody rˇesˇen´ı diferencia´ln´ıch rovnic
Diferencia´ln´ı rovnice lze rˇesˇit:
• analyticky,
• numericky.
V prˇ´ıpadeˇ analyticke´ho rˇesˇen´ı prova´d´ıme integraci podle prave´ strany rovnice. Analyticke´
rˇesˇen´ı je ovsˇem cˇasto prˇ´ıliˇs vy´pocˇetneˇ na´rocˇne´ nebo nen´ı mozˇne´.
Pomoc´ı numericke´ho rˇesˇen´ı z´ıska´va´me prˇiblizˇne´ rˇesˇen´ı. Metod pro numericke´ rˇesˇen´ı
diferencia´ln´ıch rovnic je neˇkolik.
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Metody lze rozdeˇlit na
• jednokrokove´,
• v´ıcekrokove´.
Jednokrokove´ metody vyuzˇ´ıvaj´ı pro vy´pocˇet informace pouze z jedine´ho prˇedchoz´ıho kroku.
Nejjednodusˇ´ı metodou tohoto typu je Eulerova metoda (jedna´ se o numerickou metodu
prvn´ıho rˇa´du). Dalˇs´ı metoda je Runge-Kutta rˇa´du 4. Jej´ı vy´pocˇet je sice na´rocˇny´, ale je
vyva´zˇen vysˇsˇ´ı prˇesnost´ı d´ıky vysˇsˇ´ımu rˇa´du metody.
U v´ıcekrokovy´ch metod vyuzˇ´ıva´me pro vy´pocˇet informace z neˇkolika prˇedchoz´ıch krok˚u.
Mezi v´ıcekrokove´ metody patrˇ´ı naprˇ´ıklad Adams-Bashforthovy metody, Adams-Moultonovy
metody a metoda prediktor-korektor.
2.2 ODR rˇesˇene´ pomoc´ı Taylorovy rˇady
Nejdrˇ´ıve uvedeme definice pro Taylorovu rˇadu 2.3 a Taylor˚uv polynom 3.1.
Definice 2.3. Necht’ f je funkce a a neˇjaky´ bod z vnitrˇku definicˇn´ıho oboru. Prˇedpokla´dejme,
zˇe f ma´ derivaci vsˇech vysˇsˇ´ıch rˇa´d˚u v a. Pak definujeme Taylorovu rˇadu v a vzorcem
T (x) =
∞∑
k=0
f (k)(a)
k!
(x− a)k.
Definice 2.4. Necht’ funkce f ma´ vsˇechny derivace azˇ po rˇa´d n v a. Pak definujeme Tay-
lor˚uv polynom f stupneˇ n se strˇedem a jako
Tn(x) = f(a) + f
′(a)(x−a) + 1
2!
(a)(x−a)2 + · · ·+ 1
n!
f (n)(a)(x−a)n =
n∑
k=0
f (k)(a)
k!
(x−a)k.
2.2.1 RC cˇla´nek
Prˇi vy´pocˇtu cˇlen˚u Taylorova polynomu lze vyuzˇ´ıt derivacˇn´ı RC cˇla´nek (viz obra´zek 2.1).
Tento obvod vznikne vytvorˇen´ım deˇlicˇe napeˇt´ı jednoduchy´m spojen´ım rezistoru a kon-
denza´toru. Derivacˇn´ı RC cˇla´nek ma´ vlasnost hornofrekvencˇn´ı propusti (horn´ı propust). To
tedy znamena´, zˇe derivacˇn´ım cˇla´nkem projdou pouze slozˇky cˇasoveˇ promeˇnne´ho elektricke´ho
proudu, ktere´ maj´ı frekvenci vysˇsˇ´ı nezˇ je urcˇita´ mezn´ı frekvence.
Obra´zek 2.1: RC cˇla´nek
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Prˇi prˇechodu elektricke´ho obvodu z jednoho energeticke´ho stavu do druhe´ho docha´z´ı
v elektricke´m obvodu k prˇechodne´mu deˇji. Prˇechodne´ deˇje nasta´vaj´ı prˇi na´hly´ch zmeˇna´ch
v elektricke´m obvodu, naprˇ´ıklad prˇipojen´ı cˇi odpojen´ı zdroj˚u elektricke´ho napeˇt´ı, zkraty,
odpojen´ı neˇktere´ z veˇtv´ı nebo na´hle´ zmeˇny parametr˚u neˇktery´ch prvk˚u, atd. Prvky v elek-
tricky´ch obvodech mu˚zˇeme rozdeˇlit na´sledovneˇ:
• nesetrvacˇne´ prvky,
• setrvacˇne´ prvky.
U nesetrvacˇny´ch prvk˚u jaka´koliv zmeˇna napeˇt´ı vyvola´ okamzˇitou zmeˇnu elektricke´ho proudu.
Mezi tento typ prvk˚u patrˇ´ı rezistory. Naopak setrvacˇne´ prvky akumuluj´ı energii a cˇasove´
pr˚ubeˇhy jsou spojite´. Patrˇ´ı sem kapacitory (cˇasove´ pr˚ubeˇhy na U a C jsou spojite´) a take´
induktory (cˇasovy´ pr˚ubeˇh I na L je spojity´).
Prˇ´ıklad 2.1. Meˇjme na´sleduj´ıc´ı RC obvod (viz obra´zek 2.2). V obvodech, kde se vyskytuj´ı
kapacity, sestavujeme diferencia´ln´ı rovnice pro napeˇt´ı na kapaciteˇ. Chceme zjisit vztah pro
napeˇt´ı u′C .
Obra´zek 2.2: RC obvod
Vy´choz´ı vztah pro vy´pocˇet bude na´sleduj´ıc´ı.
u′C =
1
C
i (2.1)
Vyja´drˇ´ıme proud i.
u = uR + uC = Ri + uCi =
u− uC
R
(2.2)
Nyn´ı dosad´ıme do vy´choz´ıho vztahu u′C =
1
C i a dosta´va´me n´ızˇe uvedenou rovnici.
u′C =
1
RC
(u− uC) uC(0) = 0 (2.3)

Nyn´ı si uka´zˇeme, jak mu˚zˇeme vypocˇ´ıtat cˇleny Taylorovy rˇady efektivneˇ. Pro ilustraci
vyuzˇijeme na´sleduj´ıc´ı prˇ´ıklad 2.2.
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Prˇ´ıklad 2.2. Uvazˇujme jednoduchou diferencia´ln´ı rocnici
y′ = y y(0) = y0 (2.4)
Nasˇ´ım u´kolem je sestavit Taylorovu rˇadu pro bod y(1) a vyja´drˇit prvn´ıch peˇt cˇlen˚u Taylorovy
rˇady.
Taylorova rˇada pro bod y(1) je uvedena n´ızˇe, vycha´z´ıme z definice 2.3.
y(1) = y(0) + hy
′
(0) +
h2
2!
y′′(0) +
h3
3!
y′′′(0) +
h4
4!
y′′′′(0) (2.5)
Nyn´ı postupujeme na´sledovneˇ. Prvn´ı cˇlen Taylorovy rˇady je y(0). Druhy´ cˇlen je hy
′
(0).
V tomto okamzˇiku ihned dosad´ıme ze zada´n´ı. T´ım se zbav´ıme derivace a tento cˇlen oznacˇ´ıme
jako DY1.
DY 1 = hy′(0) = hy0 (2.6)
Poznamenejme, zˇe dosazovat ihned do zada´n´ı lze z toho d˚uvodu, zˇe plat´ı na´sleduj´ıc´ı vztahy.
y′ = y (2.7)
y′′ = y′ (2.8)
y′′′ = y′′ (2.9)
y′′′′ = y′′′ (2.10)
Ve druhe´m cˇlenu Taylorovy rˇady vid´ıme, zˇe se zde jizˇ vyskytuje faktoria´l, umocnˇova´n´ı a take´
druha´ derivace. Uka´zˇeme si ovsˇem, zˇe druhy´ cˇlen lze vypocˇ´ıtat pouze pouzˇit´ım operac´ı
na´soben´ı a deˇlen´ı. Druhy´ cˇlen Taylorovy rˇady oznacˇ´ıme jako DY2. Pro vy´pocˇet cˇlenu DY2
postacˇ´ı, pokud prˇedchoz´ı cˇlen DY1 vyna´sob´ıme zlomkem h2 :
DY 2 =
h2
2!
y′′(0) (2.11)
DY 2 =
h
2
DY 1 (2.12)
DY 2 =
h
2
hy(0) (2.13)
Pod´ıva´me se na rovnici 2.13 a zkontrolujeme, zda opravdu koresponduje s rovnic´ı 2.11.
V cˇitateli zlomku z´ıska´va´me skutecˇneˇ h2. Ve jmenovaleli najdeme cˇ´ıslo 2, cozˇ odpov´ıda´,
protozˇe 2! = 2 · 1 = 2. Konecˇneˇ, cely´ zlomek je na´soben y0, cozˇ odpov´ıda´ y′′. Trˇet´ı
cˇlen Taylorovy rˇady oznacˇ´ıme jako DY3. Postupujeme obdobny´m zp˚usobem a vycha´z´ıme
z prˇedchoz´ıho cˇlenu DY2.
DY 3 =
h3
3!
y′′′(0) (2.14)
DY 3 =
h
3
DY 2 (2.15)
DY 3 =
h
3
(
h
2
hy(0)
)
(2.16)
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Opeˇt je zrˇejme´, zˇe rovnice 2.16 odpov´ıda´ rovnici 2.14. Cˇitatel obsahuje cˇlen h3, jmenovatel
pak 3! = 3 · 2 · 1 = 6. Cely´ zlomek je na´soben y0, cozˇ odpov´ıda´ y′′′. Posledn´ı cˇlen Taylorovy
rˇady vyja´drˇ´ıme zp˚usobem uvedeny´m n´ızˇe.
DY 4 =
h4
4!
y′′′′(0) (2.17)
DY 4 =
h
4
DY 3 (2.18)
DY 4 =
h
4
(
h
3
(
h
2
hy(0)
))
(2.19)

2.2.2 Prˇ´ıcˇkovy´ RC cˇla´nek
Prˇ´ıcˇkovy´ RC cˇla´nek je obvod, ktery´ je slozˇeny´ z rezistor˚u a kapacit. Prˇ´ıklad prˇ´ıcˇkove´ho
cˇla´nku zna´zornˇuje obra´zek 2.3. Nı´zˇe uvedene´ vy´pocˇty plat´ı pra´veˇ pro tento prˇ´ıcˇkovy´ cˇla´nek.
Prˇedpokla´da´me na´sleduj´ıc´ı hodnoty.
U = 1V
C = 1F
R = 1Ω
h = 0, 1
TMAX = 10
Obra´zek 2.3: Prˇ´ıcˇkovy´ RC cˇla´nek
Kapacity v obvodu se postupneˇ nab´ıj´ı. Nejdrˇ´ıve se nabije kapacita C1, pote´ C2, C3 azˇ
C5. Pr˚ubeˇh napeˇt´ı v za´vislosti na cˇase mu˚zˇe vypadat tak, jak je uka´za´no v grafu 2.4. Dle
prvn´ıho Kirchhoffova za´kona o proudech (uzlech) plat´ı rovnice 2.20 azˇ 2.24 uvedene´ n´ızˇe.
Pro prˇipomenut´ı poznamena´me, zˇe prvn´ı Kirchhoffuv za´kon rˇ´ıka´, zˇe v kazˇde´m bodeˇ (uzlu)
elektricke´ho obvodu plat´ı, zˇe soucˇet proud˚u vstupuj´ıc´ıch do uzlu se rovna´ soucˇtu proud˚u
vystupuj´ıc´ıch z uzlu.
IA = IB + ICA (2.20)
IB = IC + ICB (2.21)
IC = ID + ICC (2.22)
ID = IE + ICD (2.23)
IE = ICE (2.24)
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Obra´zek 2.4: Graf za´vislosti napeˇt´ı na cˇase na kapacita´ch
Podle Ohmova za´kona vyja´drˇ´ıme vztah pro proud (I).
U = R · I (2.25)
I =
U
R
(2.26)
Nyn´ı tedy prˇep´ıˇseme rovnici pro uzel A.
IA = IB + ICA (2.27)
U − UCA
R
=
UCA − UCB
R
+ ICA (2.28)
Pro napeˇt´ı UCA na kapaciteˇ C1 plat´ı vztah zna´zorneˇny´ n´ızˇe.
U ′CA =
I
C
ICA (2.29)
Vı´me, zˇe plat´ı na´sleduj´ıc´ı rovnice.
ICA = IA − IB (2.30)
Mu˚zˇeme tedy psa´t vztah uvedeny´ n´ızˇe.
ICA = IA − IB (2.31)
U ′CA =
I
C
(IA − IB) (2.32)
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Zlomek 1C vytkneme a proudy IA a IB prˇep´ıˇseme dle Ohmova za´kona I =
U
R .
U ′CA =
I
C
(
U − UCA
R
− UCA − UCB
R
)
(2.33)
Vytkneme jesˇteˇ zlomek 1R a z´ıska´me vy´sledny´ vztah pro napeˇt´ı na kapaciteˇ C1. Napeˇt´ı
U ′CA(0) v bodeˇ 0 je pote´ vyja´rˇeno rovnic´ı uvedenou n´ızˇe.
U ′CA(0) =
I
C
1
R
(
U − 2UCA(0) + UCB(0)
)
(2.34)
Obdobny´m zp˚usobem mu˚zˇeme vyja´drˇit i napeˇt´ı pro ostatn´ı kapacity C2, C3, C4 a C5.
Pocˇa´tecˇn´ı podmı´nky uvazˇujeme nulove´.
U ′CB(0) =
I
C
1
R
(
UCA(0) − 2UCB(0) + UCC(0)
)
(2.35)
U ′CC(0) =
I
C
1
R
(
UCB(0) − 2UCC(0) + UCD(0)
)
(2.36)
U ′CD(0) =
I
C
1
R
(
UCC(0) − 2UCD(0) + UCE(0)
)
(2.37)
U ′CE(0) =
I
C
1
R
(
UCD(0) − UCE(0)
)
(2.38)
Pro vy´pocˇet v bodeˇ 0 jsme vyuzˇili pocˇa´tecˇn´ı podmı´nky. Pro vy´pocˇet v dalˇs´ıch bodech jizˇ
mus´ıme vyuzˇ´ıt Taylorovu rˇadu. Uka´zˇeme sestaven´ı Taylorovy rˇady pro UCA(1), cozˇ odpov´ıda´
simulacˇn´ımu cˇasu t = h = 0, 1.
UCA(1) = UCA(0) + h · U ′CA(0) +
h2
2!
· U ′′CA(0) +
h3
3!
· U ′′′CA(0) +
h4
4!
· U ′′′′CA(0) (2.39)
Na uka´zku vyja´drˇ´ıme prvn´ıch peˇt cˇlen˚u Taylorovy rˇady pro UCA(1). Prvn´ı cˇlen Taylorovy
rˇady je UCA(0). Ostatn´ı cˇleny oznacˇ´ıme postupneˇ jako DUCA1(0), DUCA2(0), DUCA3(0),
DUCA4(0). Nejsou zde uvedeny zlomky
1
C ,
1
R , ktere´ jsme mohli videˇt v rovnic´ıch 2.34 azˇ
2.38. Je to tak proto, zˇe uvazˇujeme hodnoty R = 1Ω a C = 1F .
DUCA1(0) = h · U ′CA(0) = h(U − 2UCA(0) + UCB(0)) (2.40)
DUCA2(0) =
h2
2!
· U ′′CA(0) =
h
2
· (0− 2DUCA1(0) +DUCB1(0)) (2.41)
DUCA3(0) =
h3
3!
· U ′′′CA(0) =
h
3
· (0− 2DUCA2(0) +DUCB2(0)) (2.42)
DUCA4(0) =
h4
4!
· U ′′′′CA(0) =
h
4
· (0− 2DUCA3(0) +DUCB4(0)) (2.43)
Ma´me tedy Taylorovu rˇadu pro UCA(1). Ma´me peˇt uzovy´ch bod˚u, cozˇ znamena´, zˇe pro kazˇdy´
krok vy´pocˇtu sestav´ıme peˇt Taylorovy´ch rˇad. Je tedy zapotrˇeb´ı vytvorˇit i dalˇs´ı Taylorovy
rˇady pro UCB(1), UCC(1), UCD(1) a UCE(1). V ra´mci vy´pocˇtu kazˇde´ Taylorovy rˇady mus´ıme
pocˇ´ıtat jednotlive´ cˇleny Taylorovy rˇady – cˇleny DUCXY, kde X oznacˇuje uzel v elektricke´m
obvodu, tedy X oznacˇuje uzly A azˇ F, p´ısmeno Y oznacˇuje porˇad´ı cˇlenu v Tayloroveˇ rˇadeˇ,
tedy Y ∈ 〈1,∞〉, Y ∈ Z.
Vsˇimneˇme si, zˇe v rovnici 2.41 jizˇ pro vy´pocˇet potrˇebujeme cˇlen DUCB1(0), ktery´ ovsˇem
jesˇteˇ nezna´me. Obdobna´ situace nasta´va´ i v dalˇs´ıch rovnic´ıch 2.42 a 2.43. Z te´to skutecˇnosti
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vyply´va´, zˇe mus´ıme prˇi vy´pocˇtu postupovat tak, zˇe soubeˇzˇneˇ z´ıska´vat nejdrˇ´ıve prvn´ı cˇleny
Taylorovy´ch rˇad, tedy cˇlenyDUCA1(0), DUCB1(0), DUCC1(0), DUCD1(0), DUCE1(0). Po-
tom z´ıska´me soucˇasneˇ druhe´ cˇleny Taylorovy´ch rˇad DUCA2(0), DUCB2(0), DUCC2(0),
DUCD2(0), DUCE2(0), atd. Uvedeme nyn´ı ostatn´ı cˇtyrˇi Taylorovy rˇady pro UCB(1), UCC(1),
UCD(1) a UCE(1). Pro UCB(1) sestav´ıme n´ızˇe uvedenou Taylorovu rˇadu.
UCB(1) = UCB(0) + h · U ′CB(0) +
h2
2!
· U ′′CB(0) +
h3
3!
· U ′′′CB(0) +
h4
4!
· U ′′′′CB(0) (2.44)
Vy´pocˇet cˇlen˚u Taylorovy rˇady mu˚zˇeme videˇt n´ızˇe.
DUCB1(0) = h · (UCA(0) − 2UCB(0) + UCC(0)) (2.45)
DUCB2(0) =
h
2
· (DUCA1(0) − 2DUCB1(0) +DUCC1(0)) (2.46)
DUCB3(0) =
h
3
· (DUCA2(0) − 2DUCB2(0) +DUCC2(0)) (2.47)
DUCB4(0) =
h
4
· (DUCA3(0) − 2DUCB3(0) +DUCC3(0)) (2.48)
Taylorovu rˇadu pro UCC(1) je zna´zorneˇna n´ızˇe.
UCC(1) = UCC(0) + h · U ′CC(0) +
h2
2!
· U ′′CC(0) +
h3
3!
· U ′′′CC(0) +
h4
4!
· U ′′′′CC(0) (2.49)
Cˇleny Taylorovy rˇady jsou vypocˇteny na´sleduj´ıc´ım zp˚usobem.
DUCC1(0) = h · (UCB(0) − 2UCC(0) + UCD(0)) (2.50)
DUCC2(0) =
h
2
· (DUCB1(0) − 2DUCC1(0) +DUCD1(0)) (2.51)
DUCC3(0) =
h
3
· (DUCB2(0) − 2DUCC2(0) +DUCD2(0)) (2.52)
DUCC4(0) =
h
4
· (DUCB3(0) − 2DUCC3(0) +DUCD3(0)) (2.53)
Taylorova rˇada pro UCD(1) ma´ na´sleduj´ıc´ı tvar.
UCD(1) = UCD(0) + h · U ′CD(0) +
h2
2!
· U ′′CD(0) +
h3
3!
· U ′′′CD(0) +
h4
4!
· U ′′′′CD(0) (2.54)
Cˇleny Taylorovy rˇady vypocˇteme pomoc´ı n´ızˇe uvedeny´ch vztah˚u.
DUCD1(0) = h · (UCC(0) − 2UCD(0) + UCE(0)) (2.55)
DUCD2(0) =
h
2
· (DUCC1(0) − 2DUCD1(0) +DUCE1(0)) (2.56)
DUCD3(0) =
h
3
· (DUCC2(0) − 2DUCD2(0) +DUCE2(0)) (2.57)
DUCD4(0) =
h
4
· (DUCC3(0) − 2DUCD3(0) +DUCE3(0)) (2.58)
Na´sleduje Taylorova rˇada pro UCE(1).
UCE(1) = UCE(0) + h · U ′CE(0) +
h2
2!
· U ′′CE(0) +
h3
3!
· U ′′′CE(0) +
h4
4!
· U ′′′′CE(0) (2.59)
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Cˇleny Taylorovy rˇady jsou vypocˇteny n´ızˇe.
DUCE1(0) = h · (UCD(0) − UCE(0)) (2.60)
DUCE2(0) =
h
2
· (DUCD1(0) −DUCE1(0)) (2.61)
DUCE3(0) =
h
3
· (DUCD2(0) −DUCE2(0)) (2.62)
DUCE4(0) =
h
4
· (DUCD3(0) −DUCE3(0)) (2.63)
Taylorova rˇada je potencia´lneˇ nekonecˇna´ a proto je tedy nutne´ stanovit podmı´nky,
kdy bude vy´pocˇet ukoncˇen. Podmı´nkou pro ukoncˇen´ı vy´pocˇtu mu˚zˇe by´t splneˇn´ı prˇesnosti
ε nebo dosazˇen´ı maxima´ln´ıho simulacˇn´ıho cˇasu TMAX. Prˇi vy´pocˇtu budeme postupovat
podle algoritmu 2.1:
Algoritmus 2.1. 1. Stanov´ıme prˇesnost vy´pocˇtu ε.
2. Pocˇ´ıta´me k-te´ aproximace, k ∈ 〈1,∞), k ∈ Z. Z´ıska´va´me aproximaci UCX(k), kde X
oznacˇuje uzly A azˇ F . V ra´mci k-te´ aproximace postupneˇ pocˇ´ıta´me cˇleny DUCXY,
kde Y ∈ 〈1,∞).
3. Vy´pocˇet koncˇ´ı, azˇ je v jednom kroku k splneˇna prˇesnost pro vsˇechny noveˇ vypocˇtene´
cˇleny DUCXY. Tedy jakmile plat´ı, zˇe vsˇechny cˇleny |DUCXY | < ε.
4. Posuneme se v simulacˇ´ım cˇase t = t+ h.
5. Pokud t > TMAX, vy´pocˇet koncˇ´ı.
6. Vy´sledna´ hodnota pro UCX(k) je suma vsˇech vypocˇteny´ch cˇlen˚u DUCXY.
Pomoc´ı tohoto algoritmu z´ıska´me postupneˇ hodnoty napeˇt´ı na kapacita´ch C1, C2 azˇ C5
v intervalu 〈t, TMAX〉, s dany´m krokem h.
2.3 Experimenta´ln´ı vy´pocˇty
V te´to podkapitole se zameˇrˇ´ıme na simulacˇn´ı syste´m TKSL. Tento syste´m byl vytvorˇen
pro testova´n´ı algoritmu˚, ktere´ vyuzˇ´ıvaj´ı Taylorovu rˇadu pro rˇesˇen´ı diferencia´ln´ıch rovnic.
Vy´pocˇet prob´ıha´ s promeˇnny´m integracˇn´ım krokem. K dispozici jsou dveˇ verze. Starsˇ´ı verze
syste´mu nese jme´no TKSL/3861. Pro pra´ci s t´ımto syste´mem je potrˇeba mı´t nainstalovany´
emula´tor DOSBox2. Noveˇjˇs´ı verz´ı simulacˇn´ıho na´stroje TKSL/386 je syste´m TKSL/C3,
ktery´ je napsa´n v jazyce C++. Oproti starsˇ´ımu syste´mu prˇina´sˇ´ı rˇadu vy´hod, naprˇ´ıklad: je
mozˇne´ rˇesˇit libovolny´ pocˇet rovnic, syste´m TKSL/C je prˇenositelny´, disponuje jednodusˇsˇ´ı
syntax´ı, lze vyuzˇ´ıvat v´ıceslovnou aritmetiku a take´ ho lze zacˇlenit do jiny´ch projekt˚u.
1Vı´ce informac´ı na http://www.fit.vutbr.cz/~kunovsky/TKSL/tksl386.html.cs.
2Dostupny´ zdarma na http://www.dosbox.com/.
3Vı´ce informac´ı na http://www.fit.vutbr.cz/~kunovsky/TKSL/tkslc.html.cs.
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2.3.1 Syste´m TKSL a promeˇnny´ integracˇn´ı krok
Syste´m TKSL vyuzˇ´ıva´ pro vy´pocˇet volitelny´ rˇa´d numericke´ integracˇn´ı metody. Problema-
tiku si budeme opeˇt vysveˇtlovat na prˇ´ıcˇkove´m RC cˇla´nku s peˇti kapacitami C1, C2 azˇ C5.
Zdrojovy´ ko´d mu˚zˇeme videˇt na obra´zku 2.5 a vycha´z´ı z rovnic 2.34 azˇ 2.38. Pro za´pis
pocˇa´tecˇn´ıch podmı´nek se pouzˇ´ıva´ znak &. Vsˇechny pocˇa´tecˇn´ı podmı´nky uvazˇujeme nulove´.
Na obra´zc´ıch 2.6, 2.7 a 2.8 jsou vyja´drˇeny za´vislosti napeˇt´ı jednotlivy´ch kapacit na cˇase.
Obra´zek 2.5: Zdrojovy´ ko´d pro prˇ´ıcˇkovy´ RC cˇla´nek o peˇti kapacita´ch
Vsˇimneˇme si ale take´ zˇlute´ schodovite´ prˇ´ımky v horn´ı cˇa´sti grafu, ktera´ vyjadrˇuje rˇa´d
Taylorovy rˇady (ORD). Vid´ıme, zˇe na grafu 2.6 v cˇase t = 0.1 je rˇa´d ORD = 12. Na dalˇs´ım
grafu 2.7 v cˇase t = 0.3 je rˇa´d ORD = 11. Posledn´ı graf 2.8 ukazuje, zˇe v cˇase t = 0.4 je
rˇa´d ORD = 10. Rˇa´d potrˇebny´ pro vy´pocˇet cˇlen˚u Taylorovy rˇady se tedy postupneˇ snizˇuje.
Prvn´ı cˇleny potrˇebuj´ı pro sv˚uj vy´pocˇet vysˇsˇ´ı rˇa´d. Cˇ´ım se nacha´z´ıme na cˇasove´ ose da´l, t´ım
mensˇ´ı rˇa´d je pro vy´pocˇet cˇlen˚u potrˇeba.
Rˇa´d metody lze ovlivnit v´ıce faktory. Pokud zvy´sˇ´ıme integracˇn´ı krok h, bude rˇa´d Taylo-
rovy rˇady vysˇsˇ´ı. Du˚vodem je to, zˇe pro dosazˇen´ı stejne´ prˇesnosti mus´ıme vyuzˇ´ıt v´ıce cˇlen˚u
Taylorovy rˇady, take´ potrˇebujeme delˇs´ı simulacˇn´ı cˇas TMAX. Dalˇs´ı situac´ı, kdy mu˚zˇe doj´ıt
ke zvy´sˇen´ı rˇa´du metody je, pokud rozd´ıl mezi napeˇt´ımi U a UCX (napeˇt´ı na kapacita´ch)
je prˇ´ıliˇs velky´. Nyn´ı zkus´ıme zvy´sˇit integracˇn´ı krok metody, zmeˇn´ıme ve zdrojove´m ko´du
pro syste´m TKSL/386 hodnotu konstanty DT. Nastav´ıme tedy DT = 1 (viz obra´zek 2.9).
Vy´sledky mu˚zˇeme videˇt v grafech 2.10 a 2.11. V cˇase t = 1 je rˇa´d ORD = 24, v cˇase t = 2
potom ORD = 21. Hodnota rˇa´du je tedy vy´razneˇ veˇtsˇ´ı, nezˇ kdyzˇ jsme pocˇ´ıtali s krokem
DT = 0.1. V dalˇs´ıch grafech 2.13 a 2.14 mu˚zˇeme videˇt vy´stupy pro prˇ´ıpad, kdy zvy´sˇ´ıme
rˇa´d metody na hodnotu 2, tedy DT = 2 (viz obra´zek 2.12). Mu˚zˇeme si vsˇimnout, zˇe v cˇase
t = 2 je rˇa´d ORD = 35, v cˇase t = 4 je rˇa´d ORD = 29. Opeˇt dosˇlo k vy´razne´mu zvy´sˇen´ı
rˇa´du metody.
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Abychom sn´ızˇili rˇa´d metody, mu˚zˇeme se pokusit vhodny´m zp˚usobem modifikovat al-
goritmus 2.1. Nı´zˇe uva´d´ıme novy´ algoritmus 2.2. Kontrolujeme prˇesnost ε u kazˇde´ho noveˇ
vypocˇtene´ho cˇlenu DUCXY. Pokud zjist´ıme, zˇe je dany´ cˇlen |DUCXY | < ε, znamena´ to,
zˇe prˇ´ırustek je tak maly´, zˇe jizˇ prˇ´ıliˇs neovlivn´ı vy´sledek. Tento cˇlen nastav´ıme na hodnotu
0. V dalˇs´ıch kroc´ıch pak nen´ı zahrnut do vy´pocˇt˚u, z˚usta´va´ tedy nulovy´. Vy´pocˇet koncˇ´ı
v prˇ´ıpadeˇ, zˇe vsˇechny cˇleny DUCXY maj´ı nastavenou nulovou hodnotu.
Algoritmus 2.2. 1. Stanov´ıme prˇesnost vy´pocˇtu ε.
2. Pocˇ´ıta´me k-te´ aproximace, k ∈ 〈1,∞), k ∈ Z. Z´ıska´va´me aproximaci UCX(k), kde X
oznacˇuje uzly A azˇ F . V ra´mci k-te´ aproximace postupneˇ pocˇ´ıta´me cˇleny DUCXY,
kde Y ∈ 〈1,∞).
3. Pokud je absolutn´ı hodnota aktua´lneˇ pocˇ´ıtane´ho cˇlenu mensˇ´ı nezˇ prˇenost ε,
|DUCXY | < ε, potom hodnota tohoto cˇlenu DUCXY = 0. V dalˇs´ıch kroc´ıch s t´ımto
cˇlenem neprova´d´ıme zˇa´dne´ vy´pocˇty.
4. Vy´pocˇet koncˇ´ı, pokud vsˇechny cˇleny DUCXY maj´ı nastavenou nulovou hodnotu.
5. Posuneme se v simulacˇ´ım cˇase t = t+ h.
6. Pokud t > TMAX, vy´pocˇet koncˇ´ı.
7. Vy´sledna´ hodnota pro UCX(k) je suma vsˇech vypocˇteny´ch cˇlen˚u DUCXY.
V ra´mci diplomove´ pra´ce byl napsa´n zkusˇebn´ı program, ktery´ implementuje vy´sˇe po-
psany´ algoritmus. Program je napsa´n v jazyce C++. Generuje take´ skripty pro syste´m
Gnuplot, je tedy mozˇne´ vytva´rˇet graficke´ vy´stupy. Grafy 2.15, 2.16, 2.17, 2.18 a 2.19 uka-
zuj´ı hodnotu rˇa´du ORD v za´vislosti na cˇase t pro kazˇdou promeˇnnou – tedy pro promeˇnne´
UCA, UCB azˇ UCE . Oproti grafu 2.6 jsou hodnoty rˇa´du ORD mensˇ´ı.
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Obra´zek 2.6: Graf zna´zornˇuj´ıc´ı rˇa´d ORD pro cˇas t = 0, 1
Obra´zek 2.7: Graf zna´zornˇuj´ıc´ı rˇa´d ORD pro cˇas t = 0, 3
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Obra´zek 2.8: Graf zna´zornˇuj´ıc´ı rˇa´d ORD pro cˇas t = 0, 4
Obra´zek 2.9: Zdrojovy´ ko´d, integracˇn´ı krok DT = 1
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Obra´zek 2.10: Graf zna´zornˇuj´ıc´ı hodnotu rˇa´du ORD v za´vislosti na cˇase t (DT = 1)
Obra´zek 2.11: Graf zna´zornˇuj´ıc´ı hodnotu rˇa´du ORD v cˇase t = 2 (DT = 1)
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Obra´zek 2.12: Zdrojovy´ ko´d, integracˇn´ı krok DT = 2
Obra´zek 2.13: Graf zna´zornˇuj´ıc´ı hodnotu rˇa´du ORD v cˇase t = 2 (DT = 2)
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Obra´zek 2.14: Graf zna´zornˇuj´ıc´ı hodnotu rˇa´du ORD v cˇase t = 4 (DT = 2)
Obra´zek 2.15: Graf zna´zornˇuj´ıc´ı hodnotu rˇa´du ORD v za´vislosti na cˇase t pro promeˇnnou
UCA
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Obra´zek 2.16: Graf zna´zornˇuj´ıc´ı hodnotu rˇa´du ORD v za´vislosti na cˇase t pro promeˇnnou
UCB
Obra´zek 2.17: Graf zna´zornˇuj´ıc´ı hodnotu rˇa´du ORD v za´vislosti na cˇase t pro promeˇnnou
UCC
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Obra´zek 2.18: Graf zna´zornˇuj´ıc´ı hodnotu rˇa´du ORD v za´vislosti na cˇase t pro promeˇnnou
UCD
Obra´zek 2.19: Graf zna´zornˇuj´ıc´ı hodnotu rˇa´du ORD v za´vislosti na cˇase t pro promeˇnnou
UCE
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Kapitola 3
Parcia´ln´ı diferencia´ln´ı rovnice
Rovnice uvedene´ v definici 3.1, se nazy´vaj´ı parcia´ln´ı diferencia´ln´ı rovnice (PDR). Podrobneˇji
se parcia´ln´ımi diferencia´ln´ımi rovnicemi zaby´vaj´ı publikace [11, 1, 4].
Definice 3.1. Parcia´ln´ı diferencia´ln´ı rovnice k-te´ho rˇa´du je rovnice ve tvaru
F
(
x1, x2, . . . , xn, z,
∂z
∂x1
, . . . ,
∂z
∂xn
,
∂2z
∂x21
,
∂2z
∂x1∂x2
, . . . ,
∂2z
∂x1∂xn
,
∂2z
∂x22
, . . . ,
∂kz
∂xkn
)
= 0
kde z(x1, x2, . . . , xn) je nezna´ma´ funkce n promeˇnny´ch. Rˇa´d parcia´ln´ı diferencia´ln´ı rovnice
je urcˇen rˇa´dem nejvysˇsˇ´ı derivace, ktera´ se v rovnici vyskytuje.
3.1 Typy parcia´ln´ıch diferencia´ln´ıch rovnic
Nyn´ı se budeme zaby´vat parcia´ln´ımi diferencia´ln´ımi rovnicemi druhe´ho rˇa´du, viz definice
3.2.
Definice 3.2. Rovnice ve tvaru
F
(
x, y, u,
∂u
∂x
,
∂u
∂y
,
∂2u
∂x2
,
∂2u
∂x∂y
,
∂2u
∂y2
)
= 0
se nazy´va´ parcia´ln´ı diferencia´ln´ı rovnic´ı druhe´ho rˇa´du pro nezna´mou funkci u dvou
promeˇnny´ch, kde F (x, y, u, p, q, r, s, t) je funkce 8 promeˇnny´ch.
Pomoc´ı parcia´ln´ıch direrencia´ln´ıch rovnic lze rˇesˇit celou rˇadu technicky´ch i fyzika´ln´ıch
proble´mu˚. Neˇktere´ parcia´ln´ı diferencia´ln´ı rovnice se proto nazy´vaj´ı rovnice matematicke´
fyziky a popisuj´ı neˇktere´ fyzika´ln´ı deˇje (v urcˇite´m rozsahu a s urcˇitou prˇesnost´ı). Podle di-
menze prostoru, ve ktere´m zkoumany´ jev prob´ıha´, je nezna´mou funkce u(x, t), u(x, y, t), u(x, y, z, t),
prˇ´ıpadneˇ pak u(x1, x2, . . . , xN , t) ve vysˇsˇ´ıch dimenz´ıch.
Mezi nejzna´meˇjˇs´ı typy PDR patrˇ´ı:
• Parabolicka´ PDR (difuzn´ı rovnice) ∂u∂t = ∂
2u
∂x2
,
• Hyperbolicka´ PDR (vlnova´ rovnice) ∂2u
∂t2
= ∂
2u
∂x2
,
• Elipticka´ PDR (Laplaceova rovnice) ∂2u
∂x2
+ ∂
2u
∂y2
= 0.
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3.1.1 Parabolicka´ PDR
Tato rovnice slouzˇ´ı pro popis prˇenosu tepla. Ma´me tepelneˇ izolovanou tycˇ de´lky l, jej´ı
pr˚urˇez zanedba´me. Tycˇ je umı´steˇna na ose x a jej´ı levy´ konec lezˇ´ı v pocˇa´tku sourˇadnicove´ho
syste´mu. Prˇedpokla´da´me, zˇe promeˇnna´ u = u(x, t) popisuje teplotu tycˇe v mı´steˇ x a cˇase
t. Lze doka´zat, zˇe tato funkce splnˇuje parcia´ln´ı diferencia´ln´ı rovnici 3.12.
∂u
∂t
= a2
∂2u
∂x2
+ f(x, t), (x, t) ∈ (0, l)× (0, T ) (3.1)
kde a2 = kρc je tepelna´ difuzivita, k je koeficient tepelne´ vodivosti, ρ je meˇrna´ hmotnost, c
je meˇrne´ teplo. Funkce f(x, t) charakterizuje intenzitu vnitrˇn´ıch zdroj˚u (naprˇ. pokud tycˇ´ı
procha´z´ı elektricky´ proud, vyv´ıj´ı se v n´ı teplo), T je doba trva´n´ı zkoumane´ho deˇje.
Rovnice 3.12 ma´ nekonecˇneˇ mnoho rˇesˇen´ı. Aby bylo mozˇne´ urcˇit teplotu tycˇe jedno-
znacˇneˇ v libovolne´m mı´steˇ a cˇase, je nutne´ k rovnici prˇipojit pocˇa´tecˇn´ı podmı´nky. Jednu
pocˇa´tecˇn´ı podmı´nku popisuj´ıc´ı teplotu tycˇe na pocˇa´tku deˇje a potom dveˇ okrajove´ podmı´nky,
ktere´ charakterizuj´ı situaci na obou konc´ıch tycˇe v pr˚ubeˇhu cele´ho deˇje. Tyto podmı´nky lze
popsat vzahy:
u(x, 0) = g(x), 0 < x < l, (3.2)
u(0, t) = h1(t), 0 < t < T, (3.3)
u(l, t) = h2(t), 0 < t < T. (3.4)
Podmı´nky 3.2, 3.3 a 3.4 popisuj´ı situaci, kdy levy´ konec tycˇe je udrzˇova´n na teploteˇ h1,
druhy´ konec na teploteˇ h2. Funkce gx popisuje teplotu tycˇe na pocˇa´tku deˇje.
3.1.2 Hyperbolicka´ PDR
Hyperbolicka´ parcia´ln´ı diferencia´ln´ı rovnice se cˇasto pouzˇ´ıva´ prˇi popisu sˇ´ıˇren´ı vln. Meˇjme
dokonale pruzˇnou strunu de´lky l, ktera´ je ukotvena na ose x a nap´ına´na konstantn´ı silou F.
Kmita´n´ı popisuje rovnice 3.5.
∂2u
∂t2
= a2
∂2u
∂x2
+ f(x, t), (x, t) ∈ (0, l)× (0, T ) (3.5)
kde a2 = Rρ , ρ je de´lkova´ meˇrna´ hmotnost struny, F je nap´ınac´ı s´ıla a u(x, t) je vertika´ln´ı
vy´chylka od rovnova´zˇne´ polohy struny v bodeˇ x a cˇase t a f(x, t) znamena´ prˇ´ıpadne´ dalˇs´ı
vneˇjˇs´ı zat´ızˇen´ı (naprˇ´ıklad gravitace). K rovnici 3.5 dopln´ıme pocˇa´tecˇn´ı podmı´nky (viz rov-
nice 3.6).
u(x, 0) = g1(x),
∂u
∂t
(x, 0) = g2(x), 0 < x < l (3.6)
Oproti rovnici veden´ı tepla je nutne´ uvazˇovat pocˇa´tecˇn´ı vy´chylku struny a take´ pocˇa´tecˇn´ı
rychlost struny. Okrajove´ podmı´nky charakterizuj´ıc´ı chova´n´ı struny v mı´stech uchycen´ı lze
opeˇt popsat vztahy 3.3 a 3.4.
3.1.3 Elipticka´ PDR
Elipticka´ parcia´ln´ı diferencia´ln´ı rovnice se vyuzˇ´ıva´ v cˇasoveˇ sta´ly´ch modelech. V za´vislosti
na dimenzi mu˚zˇeme rovnice veden´ı tepla a vlnovou rovnici vyja´drˇit ve tvaru 3.7.
∂u
∂t
= a2∆u+ f,
∂2u
∂t2
= a2∆u+ f (3.7)
Symbol ∆ se nazy´va´ Laplace˚uv opera´tor, ktery´ je da´n definic´ı 3.3.
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Definice 3.3. Plat´ı, zˇe obecneˇ v prostoru promeˇnny´ch x1, . . . , xN ma´ Laplace˚uv opera´tor
tvar
∆ =
∂2
∂x21
+ · · ·+ ∂
2
∂x2N
V prˇ´ıpadeˇ cˇasoveˇ sta´ly´ch model˚u maj´ı rovnice veden´ı tepla a vlnova´ rovnice forma´lneˇ
stejny´ tvar
−∆u = f, (3.8)
kde ∆ je Laplace˚uv opera´tor a f je funkce promeˇnny´ch x1, . . . , xn. Rovnice 3.8 se nazy´va´
Poissonova rovnice. Ve dvourozmeˇrne´m prostoru, kdy N = 2, mu˚zˇeme rovnici zapsat ve
tvaru 3.9.
−∂
2u
∂x2
− ∂
2u
∂y2
= f(x, y) (3.9)
Zvla´sˇtn´ım prˇ´ıpadem Poissonovy rovnice 3.8 je Laplaceova rovnice.
∆u = 0 (3.10)
Rovnici 3.10 mu˚zˇeme zapsat ve dvourozmeˇrne´m prostoru ve tvaru 3.11.
∂2u
∂x2
− ∂
2u
∂y2
= 0 (3.11)
3.2 Prˇevod PDR na ODR
Aby bylo mozˇne´ rˇesˇit tyto rovnice syste´mem TKSL, je nutne´ soustavu rovnic upravit do
jine´ho tvaru. Pro rˇesˇen´ı PDR se vyuzˇ´ıvaj´ı diferencˇn´ı metody, jejichzˇ za´kladem je aproximace
parcia´ln´ıch derivac´ı konecˇny´mi diferencˇn´ımi pod´ıly. Metoda s´ıt´ı je vy´sledkem nahrazen´ı
vsˇech parcia´ln´ıch derivac´ı v rovnici, naproti tomu metoda prˇ´ımek ponecha´va´ pouze jednu
spojitou promeˇnnou (cˇas) a derivace ostatn´ıch promeˇnny´ch jsou nahrazeny diferencˇn´ımi
pod´ıly.
3.2.1 Metoda prˇ´ımek
Tuto metodu lze odvodit z rovnice veden´ı tepla v jednorozmeˇrne´ idea´ln´ı tycˇi. Cˇasovou
promeˇnnou t necha´me meˇnit spojiteˇ a prostorovou promeˇnnou x diskretizujeme.
∂u
∂t
= a2
∂2u
∂x2
+ f(x, t), (x, t) ∈ (0, l)× (0, T ) (3.12)
Interval 〈0, l〉 mus´ıme rozdeˇlit na n d´ılk˚u o de´lce h, viz vztah 3.13.
∆x = h =
L
n
(3.13)
Graficky mu˚zˇeme tuto skutecˇnost zna´zornit obra´zkem 3.1. Ve smeˇru osy x budeme parcia´ln´ı
derivace nahrazovat v kazˇde´m diskre´tn´ım bodeˇ (uzlu) pod´ılem konecˇny´ch diferenc´ı. Prvn´ı
parcia´ln´ı derivace u = u(x, t) podle x ma´ na´sleduj´ıc´ı tvar.
∂u(x, t)
∂x
= lim
x→0
u(x+ ∆x, t)− u(x, t)
∆x
(3.14)
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Obra´zek 3.1: Princip metody prˇ´ımek
Ma´me-li interval rozdeˇleny´ na stejneˇ velke´ cˇa´sti, potom mu˚zˇeme pro konecˇnou hodnotu
x = h stanovit prvn´ı aproximaci. V prˇ´ıpadeˇ symetricky´ch diferenc´ı v libovolne´m bodeˇ
intervalu mu˚zˇeme psa´t n´ızˇe uvedeny´ vztah.
∂u(x, t)
∂x
∣∣∣∣
x
≈ u(x+ h/2, t)− u(x− h/2, t)
h
(3.15)
Pro bod x = xi plat´ı na´sleduj´ıc´ı vztah.
∂u(x, t)
∂x
∣∣∣∣
xi
≈ u(xi+1/2, t)− u(xi−1/2, t)
∆x
≈ ui+1/2(t)− ui−1/2(t)
∆x
(3.16)
Vztah 3.16 lze prˇepsat do na´sleduj´ıc´ıho tvaru.
∂u(x, t)
∂x
∣∣∣∣
xi
≈ ui+1(t)− ui−1(t)
2∆x
(3.17)
Pokud vyuzˇ´ıva´me nesymetricke´ vzorce, potom plat´ı na´sleduj´ıc´ı vztah.
∂u(x, t)
∂x
∣∣∣∣
xi+1/2
≈ ui+1(t)− ui(t)
∆x
(3.18)
∂u(x, t)
∂x
∣∣∣∣
xi−1/2
≈ ui(t)− ui−1(t)
∆x
(3.19)
Nyn´ı uvedeme vztahy pro aproximaci vysˇsˇ´ıch derivac´ı.
Pro 2. parcia´ln´ı derivaci plat´ı n´ızˇe uvedeny´ vztah.
∂2u(x, t)
∂x2
∣∣∣∣
xi
≈ ui+1(t)− 2ui(t) + ui−1(t)
(∆x)2
(3.20)
Obdobny´m zp˚usobem vyja´drˇ´ıme i vztah pro 3. parcia´ln´ı derivaci.
∂3u(x, t)
∂x3
∣∣∣∣
xi
≈ ui+2(t)− 3ui+1(t) + 3ui−1(t)− ui−2(t)
2(∆x)3
(3.21)
Pro 4. parcia´ln´ı derivaci plat´ı vztah, ktery´ je uveden n´ızˇe.
∂4u(x, t)
∂x4
∣∣∣∣
xi
≈ ui+2(t)− 4ui+1(t) + 6ui(t)− 4ui−1(t)− ui−2(t)
2(∆x)4
(3.22)
Pokud potrˇebujeme vysˇsˇ´ı prˇenost rˇesˇen´ı, mu˚zˇeme pouzˇ´ıt veˇtsˇ´ı pocˇet prˇ´ımek anebo pouzˇ´ıt
vysˇsˇ´ı rˇa´d diferencˇn´ıho vzorce. U metody prˇ´ımek je vzˇdy nutne´ se rozhodnout, kterou
promeˇnnou ponecha´me spojitou a kterou naopak budeme diskretizovat. V prˇ´ıpadeˇ rovnic
matematicke´ fyziky je tomu tak, zˇe cˇas zachova´me jako spojitou promeˇnnou.
28
Kapitola 4
Parcia´ln´ı diferencia´ln´ı rovnice
v syste´mu TKSL
V te´to kapitole si uka´zˇeme, jak vytva´rˇet zdrojove´ texty pro syste´m TKSL. Uka´zˇeme po-
stupneˇ konkre´tn´ı prˇ´ıklady pro vsˇechny zmı´neˇne´ typy PDR, tedy pro parabolickou, hyper-
bolickou i eliptickou PDR. Informace k syste´mu TKSL jsou uvedeny v [9].
4.1 n-bodove´ aproximace
Tycˇ bude rozdeˇlena deseti rˇezy (ma´me tedy deveˇt cˇa´st´ı) a vyuzˇijeme trˇ´ıbodovou aproxi-
maxi. Trˇ´ıbodova´ aproximace znamena´, zˇe prˇi urcˇova´n´ı prˇiblizˇny´ch diferenc´ı bereme jeden
uzel z leve´ strany od aktua´ln´ıho bodu a jeden uzel z prave´ strany. V prˇ´ıpadeˇ peˇtibodove´
aproximace bereme dva uzly z leve´ strany od aktua´ln´ıho bodu a dva uzly z prave´ strany,
atd. Je ale zapotrˇeb´ı si uveˇdomit, zˇe je nutne´ ve druhe´m (u1) a prˇedposledn´ım bodeˇ (u8)
pouzˇ´ıt nesymetricke´ aproximace. Situaci vystihuje obra´zek 4.1. Pokud budeme vyuzˇ´ıvat
peˇtibodovou aproximaci a budeme pocˇ´ıtat hodnotu v bodeˇ u1, potom nelze vyuzˇ´ıt syme-
trickou aproximaci, tedy dva body zleva a dva body zprava. Je proto nutne´ pouzˇ´ıt nesy-
metrickou aproximaci, kdy vezmeme pouze jeden bod z leve´ strany (u0) a pak trˇi body
ze strany prave´ (u2, u3, u4). Obdobneˇ je tomu u prˇedposledn´ıho bodu (u8), viz 4.2, kdy
naopak vezmeme trˇi body z leve´ strany (u5, u6, u7) a jeden bod z prave´ strany (u9). Pozna-
mena´me, zˇe pokud ma´me hyperbolickou rovnici a uvazˇujeme trˇ´ıbodovou aproximaci, potom
nesymetricke´ vzorce nevyuzˇijeme. Uvazˇujme, zˇe ma´me strunu rozdeˇlenou deseti rˇezy, ktere´
odpov´ıdaj´ı bod˚um u0 azˇ u10. Potom body u0 u10 jsou body uchycen´ı struny a zde je hodnota
nulova´. Pomoc´ı trˇ´ıbodove´ aproximace vyjadrˇujeme body u1 azˇ u9. Pro bod u1 ma´me tedy
k dispozici jeden bod zleva, cozˇ je u0 i bod zprava, cozˇ je u2. Pro bod u9 ma´me k dispozici
zleva bod u8 a zprava bod u10.
Obra´zek 4.1: Peˇtibodova´ nesymetricka´ aproximace – bod u1
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Obra´zek 4.2: Peˇtibodova´ nesymetricka´ aproximace – bod u8
4.2 Hyperbolicka´ PDR
Hyperbolicka´ parcia´ln´ı diferencia´ln´ı rovnice popisuje kmita´n´ı struny, viz 3.1.2. Graficke´
zna´zorneˇn´ı mu˚zˇeme videˇt na obra´zku 4.3.
∂2u
∂t2
=
∂2u
∂x2
(4.1)
U tohoto typu PDR je nutne´ prova´deˇt substituci. Pravou stranu rovnice uprav´ıme pomoc´ı
trˇ´ıbodove´ aproximace. Uka´zˇeme si, jak prob´ıha´ u´prava pro konkre´tn´ı bod u2.
Obra´zek 4.3: Kmitaj´ıc´ı struna – aproximace pro bod u2
Postup prˇi na´hradeˇ druhe´ derivace prob´ıha´ na´sleduj´ıc´ım zp˚usobem.
∂2u
∂x2
∣∣∣∣
2
=
∂u
∂x
∣∣
2
− ∂u∂x
∣∣
1
∆x
=
u3 − u2
∆x
− u2 − u1
∆x
=
u3 − 2u2 + u1
(∆x)2
(4.2)
Hyperbolickou rovnici mu˚zˇeme nyn´ı vyja´drˇit pomoc´ı n´ızˇe uvedene´ho vztahu.
a
∂2u
∂t2
∣∣∣∣
2
=
1
(∆x)2
(u3 − 2u2 + u1) k = 1
a(∆x)2
(4.3)
Na´hrada prvn´ı derivace se provede za pomoc´ı vztahu uvedene´ho n´ızˇe.
∂u
∂x
∣∣∣∣
2
≈ ∆u
∆x
∣∣∣∣
2
=
u2 − u1
∆x
∂u
∂x
∣∣∣∣
1
≈ u2 − u1
∆x
(4.4)
Pravou stranu rovnice nyn´ı prˇevedeme pomoc´ı prˇiblizˇny´ch diferenc´ı.
∂2u
∂x2
∣∣∣∣
2
= k(u1 − 2u2 + u3) (4.5)
Celkova´ podoba rovnice je uvedena n´ızˇe.
∂2u
∂t2
= k(u1 − 2u2 + u3) (4.6)
Nyn´ı jizˇ ma´me derivaci pouze podle jedne´ promeˇnne´, mu˚zˇeme tedy rovnici upravit na
na´sleduj´ıc´ı tvar.
d2u
dt2
= k(u1 − 2u2 + u3) (4.7)
u′′2 = k(u3 − 2u2 + u1) (4.8)
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Syste´m TKSL ovsˇem doka´zˇe rˇesˇit pouze diferencia´ln´ı rovnice prvn´ıho rˇa´du. Proto je nyn´ı
potrˇeba zave´st substituci, d´ıky ktere´ z´ıska´me dveˇ rovnice prvn´ıho rˇa´du.
u′2 = v2 (4.9)
v′2 = k(u3 − 2u2 + u1) (4.10)
Obdobneˇ lze samozrˇejmeˇ aproximovat i dalˇs´ı body. Kompletn´ı zdrojovy´ ko´d je uveden
n´ızˇe. Body u0 a u10 jsou nastaveny na nulu, protozˇe se jedna´ o body, ve ktery´ch je struna
ukotvena. V bodech u1 azˇ u9 prob´ıha´ vy´pocˇet tak, zˇe bereme jeden bod z leve´ strany a jeden
bod ze strany prave´. Vy´pocˇet pro body u1, u2 a u3 je zna´zorneˇn na obra´zc´ıch 4.4, 4.5 a 4.6.
var u0, u1, u2, u3, u4, u5, u6, u7, u8, u9, u10,
v1, v2, v3, v4, v5, v6, v7, v8, v9;
Const
PR= 10,
eps=1e-20,
A= PR*PR,
tmax=20,
dt=0.1,
PI= 3.1415926535897932385;
System
u0= 0;
u10= 0;
v1’= A* (u0-2*u1+u2) &Sin(PI*1/PR);
v2’= A* (u1-2*u2+u3) &Sin(PI*2/PR);
v3’= A* (u2-2*u3+u4) &Sin(PI*3/PR);
v4’= A* (u3-2*u4+u5) &Sin(PI*4/PR);
v5’= A* (u4-2*u5+u6) &Sin(PI*5/PR);
v6’= A* (u5-2*u6+u7) &Sin(PI*6/PR);
v7’= A* (u6-2*u7+u8) &Sin(PI*7/PR);
v8’= A* (u7-2*u8+u9) &Sin(PI*8/PR);
v9’= A* (u8-2*u9+u10) &Sin(PI*9/PR);
u1’= v1 &0;
u2’= v2 &0;
u3’= v3 &0;
u4’= v4 &0;
u5’= v5 &0;
u6’= v6 &0;
u7’= v7 &0;
u8’= v8 &0;
u9’= v9 &0;
SysEnd.
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Obra´zek 4.4: Trˇ´ıbodova´ aproximace – bod u1
Obra´zek 4.5: Trˇ´ıbodova´ aproximace – bod u2
Obra´zek 4.6: Trˇ´ıbodova´ aproximace – bod u3
4.3 Parabolicka´ PDR
Jak jizˇ bylo rˇecˇeno v podkapitole (3.1.1), parabolicka´ PDR popisuje veden´ı tepla v tenke´
izolovane´ tycˇi.
∂u
∂t
=
∂2u
∂x2
(4.11)
Budeme pouzˇ´ıvat trˇ´ıbodovou aproximaci. U tohoto typu PDR nepotrˇebujeme zava´deˇt zˇa´dne´
substituce, prˇ´ımo z´ıska´me diferencia´ln´ı rovnici prvn´ıho rˇa´du. Diferencˇn´ı vy´raz na prave´
straneˇ rovnice pouze nahrad´ıme prˇiblizˇny´mi diferencemi, jak jsme jizˇ uka´zali v prˇedchoz´ı
podkapitole 4.2.
var u0, u1, u2, u3, u4, u5, u6, u7, u8, u9, u10;
System
u0=0;
u10=0;
u1’=(u0-2*u1+u2) &0;
u2’=(u1-2*u2+u3) &0;
u3’=(u2-2*u3+u4) &0
u4’=(u3-2*u4+u5) &0;
u5’=(u4-2*u5+u6) &0;
u6’=(u5-2*u6+u7) &0;
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u7’=(u6-2*u7+u8) &0;
u8’=(u7-2*u8+u9) &0;
u9’=(u8-2*u9+u10) &0;
Sysend.
4.4 Elipticka´ PDR
Elipticka´ parcia´ln´ı diferencia´ln´ı rovnice ma´ na´sleduj´ıc´ı tvar (viz 3.1.3).
∂2u
∂x2
+
∂2u
∂y2
= 0 (4.12)
Zde plat´ı, zˇe mus´ıme nahradit derivace ve smeˇru osy x i y. Situaci si mu˚zˇeme prˇedstavit
jako dvourozmeˇrnou s´ıt’, viz obra´zek 4.7.
Obra´zek 4.7: Na´hrada derivac´ı ve smeˇru osy x i y
Mus´ıme tedy pomoc´ı prˇiblizˇny´ch diferenc´ı nahradit levou i pravou stranu rovnice. Uka´zˇeme
konkre´tn´ı situaci, kdy chceme aproximovat hodnotu v bodeˇA22 a budeme vyuzˇ´ıvat trˇ´ıbodovou
aproximaci. Zacˇneˇme levou stranou. Zde budeme nahrazovat ve smeˇru osy x, prˇi sestavova´n´ı
rovnic pro pomeˇrove´ diference tedy bereme jeden prvek z leve´ strany (A21) a jeden prvek
z prave´ strany (A23). Na prave´ straneˇ prob´ıha´ nahrazova´n´ı ve smeˇru osy y, bereme tedy
jeden prvek shora (A12) a jeden zespodu (A32). Situaci zna´zornˇuje obra´zek 4.8.
Pro levou stranu rovnice provedeme na´hradu pomoc´ı prˇiblizˇny´ch diferenc´ı na´sledovneˇ.
∂2u
∂x2
∣∣∣∣
22
≈ A21 − 2A22 +A23
(∆x)2
(4.13)
Pro pravou stranu rovnice postupujeme podobny´m zp˚usobem.
∂2u
∂y2
∣∣∣∣
22
≈ A12 − 2A22 +A32
(∆y)2
(4.14)
Celkoveˇ dosta´va´me n´ızˇe uvedeny´ vztah.
∂2u
∂x2
+
∂2u
∂y2
≈ k(A21 +A23 +A12 +A32 − 4A22) = 0 (4.15)
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Obra´zek 4.8: Na´hrada derivac´ı pro bod A22
Nyn´ı mu˚zˇeme z´ıskat rovnici pro prvek A22.
A22 =
A21 +A23 +A12 +A32
4
(4.16)
Tuto rovnici da´me prˇep´ıˇseme na tvar, ktery´ je uvedeny´ n´ızˇe.
u21 + u23 + u12 + u32 − 4u22 = 0 (4.17)
Analogicky bychom postupovali i pro dalˇs´ı uzly s´ıteˇ. Z´ıskali bychom tedy soustavu linea´rn´ıch
algebraicky´ch rovnic (SLAR). Pro vy´pocˇty v syste´mu TKSL je ovsˇem nutne´ tuto SLAR
transformovat na soustavu diferencia´ln´ıch rovnic (SDR). Po prˇevodu dostaneme na´sleduj´ıc´ı
rovnici, ktera´ je jizˇ vhodna´ pro rˇesˇen´ı pomoc´ı TKSL.
u21 + u23 + u12 + u32 − 4u22 = u′22 (4.18)
34
Kapitola 5
Metody rˇesˇen´ı PDR
V te´to kapitole si uka´zˇeme, jaky´mi metodami lze rˇesˇit parcia´ln´ı diferencia´ln´ı rovnice, bude se
jednat o doprˇednou metodu, zpeˇtnou metodu a kombinovanou metodu. Setka´me se zde opeˇt
s Taylorovou rˇadou (da´le TRˇ) a vysveˇtl´ıme si, jak pomoc´ı n´ı lze numericky rˇesˇit parcia´ln´ı
diferencia´ln´ı rovnice. Blizˇsˇ´ı informace k dane´ problematice lze naj´ıt v publikac´ıch [2]. Pro
lepsˇ´ı pochopen´ı problematiky, ty´kaj´ıc´ı se Taylorovy rˇady a v´ıcebodovy´ch aproximac´ı, si
uka´zˇeme na´sleduj´ıc´ı prˇ´ıklad.
Prˇ´ıklad 5.1. Vı´me, zˇe bod u0 = 0 a chceme z´ıskat hodnoty (naprˇ´ıklad hodnoty napeˇt´ı)
v bodech u1, u2, u3 a u4. Vy´pocˇet budeme prova´deˇt s dany´m krokem h. U´lohu budeme nejdrˇ´ıve
rˇesˇit klasickou TRˇ (viz obra´zek 5.1) a pote´ TRˇ pro peˇtibodovou aproximaci (viz obra´zek 5.2).
Obra´zek 5.1: Vy´pocˇet pomoc´ı klasicke´ TRˇ
Obra´zek 5.2: Vy´pocˇet pomoc´ı TRˇ pro peˇtibodovou aproximaci
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Pokud bychom tuto u´lohu rˇesˇili klasickou Taylorovou rˇadou, potom bychom z´ıskali tyto
rovnice. Pro jednoduchost uvazˇujeme jen prvn´ıch peˇt cˇlen˚u Taylorovy rˇady.
u1 = u0 + hu
′
0 +
h2
2!
u′′0 +
h3
3!
u′′′0 +
h4
4!
u′′′′0 (5.1)
u2 = u1 + hu
′
1 +
h2
2!
u′′1 +
h3
3!
u′′′1 +
h4
4!
u′′′′1 (5.2)
u3 = u2 + hu
′
2 +
h2
2!
u′′2 +
h3
3!
u′′′2 +
h4
4!
u′′′′2 (5.3)
u4 = u3 + hu
′
3 +
h2
2!
u′′3 +
h3
3!
u′′′3 +
h4
4!
u′′′′3 (5.4)
Nyn´ı si uka´zˇeme, jak lze rˇesˇit zadanou u´lohu pomoc´ı v´ıcebodove´ (v tomto prˇ´ıpadeˇ peˇtibodove´)
aproximace. Opeˇt vyuzˇijeme Taylorovu rˇadu.
u1 = u0 + hu
′
0 +
h2
2!
u′′0 +
h3
3!
u′′′0 +
h4
4!
u′′′′0 (5.5)
u2 = u0 + 2hu
′
0 +
2h2
2!
u′′0 +
2h3
3!
u′′′0 +
2h4
4!
u′′′′0 (5.6)
u3 = u0 + 3hu
′
0 +
3h2
2!
u′′0 +
3h3
3!
u′′′0 +
3h4
4!
u′′′′0 (5.7)
u4 = u0 + 4hu
′
0 +
4h2
2!
u′′0 +
4h3
3!
u′′′0 +
4h4
4!
u′′′′0 (5.8)

Srovna´me nyn´ı klasickou TRˇ s TRˇ pro peˇtibodovou aproximaci. U klasicke´ TRˇ (rovnice
5.1 azˇ 5.4) je jasneˇ videˇt, zˇe prˇi vy´pocˇtu dalˇs´ıch bod˚u uvazˇujeme vzˇdy prˇedcha´zej´ıc´ı bod.
Naprˇ´ıklad pokud pocˇ´ıta´me hodnotu v bodeˇ u1, vycha´z´ıme z bodu u0, prˇi vy´pocˇtu hod-
noty v bodeˇ u2 vycha´z´ıme z bodu u1, atd. Krok h tedy z˚usta´va´ sta´le stejny´, protozˇe pro
vy´pocˇet v dane´m bodeˇ uvazˇujeme vzˇdy hodnotu bezprostrˇedneˇ prˇedchoz´ı. Pomoc´ı klasicke´
TRˇ z´ıska´va´me postupneˇ hodnoty prvn´ıch derivac´ı pro zadane´ body u1, u2, u3, u4. U TRˇ pro
peˇtibodovou aproximaci (rovnice 5.5 azˇ 5.8) si mu˚zˇeme vsˇimnout hned neˇkolika odliˇsnost´ı.
Pomoc´ı te´to modifikace TRˇ z´ıska´va´me prvn´ı (rovnice 5.5), druhou (rovnice 5.6), trˇet´ı (rov-
nice 5.7) a cˇtvrtou (rovnice 5.8) derivaci v bodeˇ u0. V rovnic´ıch neusta´le vycha´z´ıme z bodu
u0. Z toho plyne dalˇs´ı odliˇsnost – krok h zde nen´ı konstantn´ı, ale postupneˇ se zveˇtsˇuje.
Krok h tedy naby´va´ postupneˇ hodnot h, 2h, 3h, 4h. Nejd˚ulezˇiteˇjˇs´ı je, zˇe dosta´va´me soustavu
rovnic (n − 1) × (n − 1), kde n oznacˇuje, kolikabodovou aproximaci pouzˇ´ıva´me. V nasˇem
prˇ´ıpadeˇ z´ıska´me soustavu rovnic o rozmeˇrech 4× 4.
Rovnice 5.5 azˇ 5.8 mu˚zˇeme prˇepsat na´sleduj´ıc´ım zp˚usobem. Zna´mou promeˇnnou u0
prˇesuneme na levou stranu rovnice a za´rovenˇ jednotlive´ cˇleny TRˇ ve tvaru h
i
i! u
(i), i ∈ 〈1; 4〉
oznacˇ´ıme postupneˇ DY 1, DY 2, DY 3 a DY 4.
u1 − u0 = DY 1 +DY 2 +DY 3 +DY 4 (5.9)
u2 − u0 = 2DY 1 + 22DY 2 + 23DY 3 + 24DY 4 (5.10)
u3 − u0 = 3DY 1 + 32DY 2 + 33DY 3 + 34DY 4 (5.11)
u4 − u0 = 4DY 1 + 42DY 2 + 43DY 3 + 44DY 4 (5.12)
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Vy´sˇe uvedene´ rovnice lze prˇepsat do maticove´ho za´pisu.
u1 − u0
u2 − u0
u3 − u0
u4 − u0
 =

1 12 13 14
2 22 23 24
3 32 33 34
4 42 43 44
 ·

DY 1
DY 2
DY 3
DY 4
 (5.13)
Nyn´ı chceme z´ıskat hodnoty nezna´my´ch DY 1, DY 2, DY 3 a DY 4. Pro jejich vy´pocˇet plat´ı
tato rovnice v maticove´m za´pisu.
DY 1
DY 2
DY 3
DY 4
 =

1 12 13 14
2 22 23 24
3 32 33 34
4 42 43 44

−1
·

u1 − u0
u2 − u0
u3 − u0
u4 − u0
 (5.14)
Pokud nyn´ı chceme z´ıskat hodnoty derivac´ı u′0, u′′0, u′′′0 a u′′′′0 , mus´ıme je vyja´drˇit na´sledovneˇ.
u′0 =
DU1
h
(5.15)
u′′0 =
DU2
h2
2!
(5.16)
u′′′0 =
DU3
h3
3!
(5.17)
u′′′′0 =
DU4
h4
4!
(5.18)
5.1 Doprˇedna´ metoda
Pod´ıva´me se bl´ızˇe na prvn´ı metodu rˇesˇen´ı parcia´ln´ıch diferencia´ln´ıch rovnic. Princip metody
spocˇ´ıva´ v tom, zˇe pro vy´pocˇet derivace v dane´m bodeˇ pouzˇ´ıva´me vy´hradneˇ body na´sleduj´ıc´ı
od aktua´ln´ıho bodu vy´pocˇtu. Metodu budeme ilustrovat na prˇ´ıkladu 5.2. Jesˇteˇ si zavedeme
neˇktere´ konvence ktere´ budeme vyuzˇ´ıvat i u dalˇs´ıch metod. Matice A bude reprezentovat
matici koeficient˚u. Jedna´ se koeficienty, ktere´ jsme z´ıskali ze za´pisu pomoc´ı Taylorovy rˇady.
Da´le zava´d´ıme vektor ~b. Tento vektor reprezentuje hodnoty rozd´ıl˚u zna´my´ch vzork˚u.
Definice 5.1. Meˇjme vzorky f−l, . . . , f−1, f0, f1, fk v cˇasech −lh, . . . ,−h, 0, . . . , kh, n =
l + k + 1. Potom je mozˇne´ pouzˇ´ıt Taylor˚uv polynom:
∀i ∈ −l,−l + 1, . . . ,−1, 0, 1, . . . , k − 1, k : fi = f0 +
n∑
m=1
imhm
m!
f (m)(0). (5.19)
Vy´sˇe uvedeny´ vztah lze zapsat v maticove´ podobeˇ.
~b =

f−l − f0
f−l+1 − f0
. . .
f−1 − f0
f1 − f0
. . .
fk−1 − f0
fk − f0

(5.20)
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A =

(−l)1 (−l)2 . . . (−l)n
(−l + 1)1 (−l + 1)2 . . . (−l + 1)n
. . . . . . . . . . . .
(−1)1 (−1)2 . . . (−1)n
(1)1 (1)2 . . . (1)n
. . . . . . . . . . . .
(k − 1)1 (k − 1)2 . . . (k − 1)n
(k)1 (k)2 . . . (k)n

(5.21)
Prˇ´ıklad 5.2. Uvazˇujme strunu, ktera´ bude rozdeˇlena rˇezy u0 azˇ u10. Nasˇim u´kolem je sesta-
vit Taylorovy rˇady pro prvn´ı trˇi body u0, u1, u2. Budeme uvazˇovat peˇtibodovou aproximaci.
Prˇi vy´pocˇtech postupujeme od zacˇa´tku struny (bod u0) smeˇrem ke konci (bod u10).
Situaci na struneˇ ilustruj´ı obra´zky 5.3, 5.4 a 5.5. Cˇerveneˇ oznacˇeny´ bod je bod, ve ktere´m
aktua´lneˇ pocˇ´ıta´me hodnoty derivac´ı. Zeleneˇ jsou zvy´razneˇny body, ktere´ pouzˇ´ıva´me prˇi
vy´pocˇtu pomoc´ı doprˇedne´ metody. Body, ktere´ v aktua´ln´ım kroku vy´pocˇtu neuvazˇujeme,
jsou oznacˇeny cˇerneˇ. Du˚lezˇite´ je si uveˇdomit, zˇe v kazˇde´m bodeˇ sestavujeme v´ıce rovnic,
tedy v´ıce Taylorovy´ch rˇad. Pro pocˇet rovnic plat´ı, zˇe pokud ma´me n-bodovou aproximaci,
potom pocˇet sestavovany´ch Taylorovy´ch rˇad v kazˇde´m budeˇ bude roven n− 1. My jsme se
rozhodli vyuzˇ´ıt peˇtibodovou aproximaci, pro kazˇdy´ bod na struneˇ budeme tedy sestavovat
cˇtyrˇi Taylorovy rˇady. Z toho plyne, zˇe v kazˇde´m bodeˇ jsme tedy schopni zjistit prvn´ı,
druhou, trˇet´ı i cˇtvrtou derivaci aktua´lneˇ pocˇ´ıtane´ho bodu.
Taylorovy rˇady pro bod u0 maj´ı na´sleduj´ıc´ı tvar, situaci vystihuje obra´zek 5.3. Aktua´ln´ım
bodem vy´pocˇtu je tedy bod u0 oznacˇeny´ cˇerveneˇ. V prˇ´ıpadeˇ doprˇedne´ metody a peˇtibodove´
aproximace tedy bereme cˇtyrˇi na´sleduj´ıc´ı body na struneˇ. Jedna´ se o zeleneˇ vyznacˇene´ body
u1, u2, u3, u4.
u1 = u0 + hu
′
0 +
h2
2!
u′′0 +
h3
3!
u′′′0 +
h4
4!
u′′′′0 (5.22)
u2 = u0 + 2hu
′
0 +
2h2
2!
u′′0 +
2h3
3!
u′′′0 +
2h4
4!
u′′′′0 (5.23)
u3 = u0 + 3hu
′
0 +
3h2
2!
u′′0 +
3h3
3!
u′′′0 +
3h4
4!
u′′′′0 (5.24)
u4 = u0 + 4hu
′
0 +
4h2
2!
u′′0 +
4h3
3!
u′′′0 +
4h4
4!
u′′′′0 (5.25)
Da´le uvedeme Taylorovy rˇady pro bod u1. K teˇmto rovnic´ım se va´zˇe obra´zek 5.4. Analo-
gicky postupujeme da´le. Aktua´ln´ım bodem se nyn´ı sta´va´ bod u1, pro vy´pocˇet opeˇt vezmeme
cˇtyrˇi na´sleduj´ıc´ı body u2, u3, u4, u5.
u2 = u1 + hu
′
1 +
h2
2!
u′′1 +
h3
3!
u′′′1 +
h4
4!
u′′′′1 (5.26)
u3 = u1 + 2hu
′
1 +
2h2
2!
u′′1 +
2h3
3!
u′′′1 +
2h4
4!
u′′′′1 (5.27)
u4 = u1 + 3hu
′
1 +
3h2
2!
u′′1 +
3h3
3!
u′′′1 +
3h4
4!
u′′′′1 (5.28)
u5 = u1 + 4hu
′
1 +
4h2
2!
u′′1 +
4h3
3!
u′′′1 +
4h4
4!
u′′′′1 (5.29)
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Obra´zek 5.3: Doprˇedna´ metoda – bod u0
Obra´zek 5.4: Doprˇedna´ metoda – bod u1
Obra´zek 5.5: Doprˇedna´ metoda – bod u2
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Na´sleduj´ı Taylorovy rˇady pro bod u2. Situace je zobrazena na oba´zku 5.5. V posledn´ım
kroku, ktery´ si zde uka´zˇeme, je aktua´ln´ı bod u2 a na´sleduj´ıc´ı body jsou u3, u4, u5 a u6.
u3 = u2 + hu
′
2 +
h2
2!
u′′2 +
h3
3!
u′′′2 +
h4
4!
u′′′′2 (5.30)
u4 = u2 + 2hu
′
2 +
2h2
2!
u′′2 +
2h3
3!
u′′′2 +
2h4
4!
u′′′′2 (5.31)
u5 = u2 + 3hu
′
2 +
3h2
2!
u′′2 +
3h3
3!
u′′′2 +
3h4
4!
u′′′′2 (5.32)
u6 = u2 + 4hu
′
2 +
4h2
2!
u′′2 +
4h3
3!
u′′′2 +
4h4
4!
u′′′′2 (5.33)
Obdobny´m zp˚usobem lze samozrˇejmeˇ postupovat da´le. Pokud se dostaneme do situace,
kdy jizˇ nema´me na prave´ straneˇ dostatek bod˚u pro vy´pocˇet, lze zvolit jednu z na´sleduj´ıc´ıch
mozˇnost´ı. Bud’ vy´pocˇet ukoncˇ´ıme, protozˇe k dispozici nema´me dalˇs´ı body (viz obra´zek 5.6)
anebo mu˚zˇeme pro vy´pocˇet pouzˇ´ıt dalˇs´ı body za koncovy´m bodem u10 (viz obra´zek 5.7).
Obra´zek 5.6: Doprˇedna´ metoda – nedostatek bod˚u pro dalˇs´ı vy´pocˇet
Obra´zek 5.7: Doprˇedna´ metoda – dalˇs´ı bod u11

5.2 Zpeˇtna´ metoda
Prˇedstav´ıme si nyn´ı druhou metodu rˇesˇen´ı parcia´ln´ıch diferencia´ln´ıch rovnic. Tato metoda
je obdobou doprˇedne´ metody, kterou jsme si uka´zali vy´sˇe. Modifikace spocˇ´ıva´ v tom, zˇe prˇi
vy´pocˇtu postupujeme opacˇny´m smeˇrem. Pro vy´pocˇet derivac´ı v dane´m bodeˇ se vyuzˇ´ıvaj´ı
prˇedchoz´ı body od aktua´ln´ıho bodu vy´pocˇtu. Pro snazsˇ´ı pochopen´ı zacˇneme opeˇt prˇ´ıkladem
(viz prˇ´ıklad 5.3). Vsˇimneˇme si, zˇe postupujeme od konce struny (bod u10) smeˇrem k zacˇa´tku
(bod u0).
Prˇ´ıklad 5.3. Uvazˇujme strunu, ktera´ bude rozdeˇlena opeˇt rˇezy u0 azˇ u10. U´kolem bude
sestavit Taylorovy rˇady pro posledn´ı trˇi body u10, u9, u8, pouzˇ´ıva´me peˇtibodovou aproximaci.
Pro ilustraci uva´d´ıme obra´zky 5.8, 5.9 a 5.10. V kazˇde´m bodeˇ vy´pocˇtu sestavujeme v´ıce
Taylorovy´ch rˇad. Opeˇt si uka´zˇeme Taylorovy rˇady pro peˇtibodovou aproximaci. Vy´znamnou
odliˇsnost´ı je ovsˇem to, zˇe se pohybujeme po struneˇ se za´porny´m krokem −h.
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Taylorovy rˇady pro bod u10 maj´ı na´sleduj´ıc´ı tvar, situaci pro bod u10 vystihuje obra´zek
5.8. Aktua´lneˇ pocˇ´ıtany´ bod u10 je zna´zorneˇn cˇerveneˇ. V prˇ´ıpadeˇ zpeˇtne´ metody vyuzˇ´ıva´me
k aproximaci derivac´ı prˇedcha´zej´ıc´ı body u9, u8, u7, u6, ktere´ jsou zna´zorneˇny zeleneˇ. Kv˚uli
tomu, zˇe postupujeme se za´porny´m krokem −h, zname´nka prˇed jednotlivy´mi cˇleny Taylo-
rovy´ch rˇad alternuj´ı.
u9 = u10 + (−h)u′10 +
(−h)2
2!
u′′10 +
(−h)3
3!
u′′′10 +
(−h)4
4!
u′′′′10 (5.34)
u8 = u10 + (−2h)u′10 +
(−2h)2
2!
u′′10 +
(−2h)3
3!
u′′′10 +
(−2h)4
4!
u′′′′10 (5.35)
u7 = u10 + (−3h)u′10 +
(−3h)2
2!
u′′10 +
(−3h)3
3!
u′′′10 +
(−3h)4
4!
u′′′′10 (5.36)
u6 = u10 + (−4h)u′10 +
(−4h)2
2!
u′′10 +
(−4h)3
3!
u′′′10 +
(−4h)4
4!
u′′′′10 (5.37)
Nyn´ı prˇistoup´ıme k bodu u9. K aproximaci derivac´ı vyuzˇ´ıva´me v tomto prˇ´ıpadeˇ body
u8, u7, u6 a u5. Pro lepsˇ´ı prˇedstavu uva´d´ıme obra´zek 5.9. Taylorovy rˇady sestav´ıme na´sledovneˇ.
u8 = u9 + (−h)u′9 +
(−h)2
2!
u′′9 +
(−h)3
3!
u′′′9 +
(−h)4
4!
u′′′′9 (5.38)
u7 = u9 + (−2h)u′9 +
(−2h)2
2!
u′′9 +
(−2h)3
3!
u′′′9 +
(−2h)4
4!
u′′′′9 (5.39)
u6 = u9 + (−3h)u′9 +
(−3h)2
2!
u′′9 +
(−3h)3
3!
u′′′9 +
(−3h)4
4!
u′′′′9 (5.40)
u5 = u9 + (−4h)u′9 +
(−4h)2
2!
u′′9 +
(−4h)3
3!
u′′′9 +
(−4h)4
4!
u′′′′9 (5.41)
Na za´veˇr uva´d´ıme Taylorovy rˇady pro bod u8, vsˇe ukazuje obra´zek 5.10. Obdobny´m zp˚usobem
mu˚zˇeme postupovat da´le. Podobneˇ jako u doprˇedne´ metody zde plat´ı, zˇe v prˇ´ıpadeˇ nedo-
statku bod˚u z leve´ strany mu˚zˇeme bud’ vy´pocˇet ukoncˇit nebo uvazˇovat pro vy´pocˇet i dalˇs´ı
body prˇed bodem u0.
u7 = u8 + (−h)u′8 +
(−h)2
2!
u′′8 +
(−h)3
3!
u′′′8 +
(−h)4
4!
u′′′′8 (5.42)
u6 = u8 + (−2h)u′8 +
(−2h)2
2!
u′′8 +
(−2h)3
3!
u′′′8 +
(−2h)4
4!
u′′′′8 (5.43)
u5 = u8 + (−3h)u′8 +
(−3h)2
2!
u′′8 +
(−3h)3
3!
u′′′8 +
(−3h)4
4!
u′′′′8 (5.44)
u4 = u8 + (−4h)u′8 +
(−4h)2
2!
u′′8 +
(−4h)3
3!
u′′′8 +
(−4h)4
4!
u′′′′8 (5.45)

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Obra´zek 5.8: Zpeˇtna´ metoda – bod u10
Obra´zek 5.9: Zpeˇtna´ metoda – bod u9
Obra´zek 5.10: Zpeˇtna´ metoda – bod u8
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5.3 Kombinovana´ metoda
Trˇet´ı metodou rˇesˇen´ı PDR je kombinovana´ metoda. Jak jizˇ na´zev napov´ıda´, bude se jednat
o kombinaci prˇedchoz´ıch dvou metod. Kombinovana´ metoda vyuzˇ´ıva´ principu symetricky´ch
i nesymetricky´ch diferenc´ı. Pro symetricke´ diference to znamena´, zˇe pro vy´pocˇet vyuzˇ´ıva´me
stejny´ pocˇet bod˚u z leve´ i prave´ strany od aktua´ln´ıho bodu vy´pocˇtu. Zmeˇna ovsˇem nasta´va´
v okol´ı pocˇa´tecˇn´ıho a koncove´ho bodu struny, kde mus´ıme vyuzˇ´ıt nesymetricke´ diference.
Prˇedstavme si, zˇe chceme prova´deˇt vy´pocˇet pomoc´ı peˇtibodove´ aproximace. Kombinovana´
metoda tedy znamena´, zˇe k vy´pocˇtu derivac´ı v dane´m bodeˇ budeme vyuzˇ´ıvat dva body
z leve´ strany a dva body ze strany prave´. Pokud se ovsˇem nacha´z´ıme na pocˇa´tku struny
(bod u0), potom na leve´ straneˇ od tohoto bodu nema´me dalˇs´ı body k dispozici. V tomto
prˇ´ıpadeˇ bude vy´pocˇet prob´ıhat pomoc´ı Doprˇedne´ metody a budeme pouzˇ´ıvat cˇtyrˇi body
z prave´ strany – body u1, u2, u3, u4 (viz obra´zek 5.11). Du˚lezˇite´ je si take´ uveˇdomit, zˇe
pokud bereme body pro vy´pocˇet z prave´ strany, je krok h kladny´, pokud pouzˇ´ıva´me body
ze strany leve´, krok je −h, tedy za´porny´.
Pod´ıva´me se, jak bude vypadat vy´pocˇet v bodeˇ u1. Nyn´ı ma´me k dispozici z leve´ strany
bod u0 a z prave´ strany je nutne´ vz´ıt body u2, u3, u4. Dalˇs´ım bodem je bod u2, ve ktere´m
mu˚zˇeme konecˇneˇ vyuzˇ´ıvat symetricke´ diference. Pro vy´pocˇet pouzˇijeme dva body z leve´
strany (body u0, u1) a dva body z prave´ strany (body u3, u4). Obdobneˇ tomu bude pro
bod u3. Z leve´ strany vyuzˇijeme body u1, u2, z prave´ strany potom body u4, u5. Zmeˇna
nastane v bodeˇ u9, kde je nutne´ vz´ıt trˇi body z leve´ strany (body u6, u7, u8). Z prave´ strany
pro vy´pocˇet pouzˇijeme pouze bod u10. Pro posledn´ı bod u10 pouzˇijeme Zpeˇtnou metodu
(viz obra´zek 5.8), budeme tedy pouzˇ´ıvat pouze body z leve´ strany od aktua´lneˇ pocˇ´ıtane´ho
bodu (body u9, u8, u7, u6). Obra´zek 5.12 ukazuje zp˚usob vy´pocˇtu v bodeˇ u1, obra´zek 5.13
zna´zornˇuje vy´pocˇet v bodeˇ u2 (symetricky´ vzorec), konecˇneˇ obra´zek 5.14 ilustruje situaci
v bodeˇ u9.
Nyn´ı si uka´zˇeme, jak se sestavuj´ı Taylorovy rˇady pro kombinovanou metodu. Zacˇneme
Taylorovou rˇadou pro bod u0, cozˇ odpov´ıda´ doprˇedne´ metodeˇ.
u1 = u0 + hu
′
0 +
h2
2!
u′′0 +
h3
3!
u′′′0 +
h4
4!
u′′′′0 (5.46)
u2 = u0 + 2hu
′
0 +
2h2
2!
u′′0 +
2h3
3!
u′′′0 +
2h4
4!
u′′′′0 (5.47)
u3 = u0 + 3hu
′
0 +
3h2
2!
u′′0 +
3h3
3!
u′′′0 +
3h4
4!
u′′′′0 (5.48)
u4 = u0 + 4hu
′
0 +
4h2
2!
u′′0 +
4h3
3!
u′′′0 +
4h4
4!
u′′′′0 (5.49)
Pro bod u1 jizˇ mus´ıme vyuzˇ´ıt nesymetricke´ diference. Vsˇimneˇmeˇ si, zˇe u posledn´ı uvedene´
Taylorovy rˇady (viz 5.53) pouzˇ´ıva´me krok −h, protozˇe bod u0 se od aktua´ln´ıho bodu
vy´pocˇtu u1 nacha´z´ı nalevo.
u2 = u1 + hu
′
1 +
h2
2!
u′′1 +
h3
3!
u′′′1 +
h4
4!
u′′′′1 (5.50)
u3 = u1 + 2hu
′
1 +
2h2
2!
u′′1 +
2h3
3!
u′′′1 +
2h4
4!
u′′′′1 (5.51)
u4 = u1 + 3hu
′
1 +
3h2
2!
u′′1 +
3h3
3!
u′′′1 +
3h4
4!
u′′′′1 (5.52)
u0 = u1 + (−h)u′1 +
(−h)2
2!
u′′1 +
(−h)3
3!
u′′′1 +
(−h)4
4!
u′′′′1 (5.53)
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Obra´zek 5.11: Kombinovana´ metoda – bod u0
Obra´zek 5.12: Kombinovana´ metoda – bod u1
Obra´zek 5.13: Kombinovana´ metoda – bod u2
Obra´zek 5.14: Kombinovana´ metoda – bod u9
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Prˇejdeme k bodu u2, ve ktere´m vyuzˇijeme symetricke´ diference. Zde bude tvar Taylorovy´ch
rˇad takovy´, zˇe dveˇ z nich budou postupovat s krokem h (viz 5.54 a 5.55) a dalˇs´ı dveˇ s krokem
−h (viz 5.56 a 5.57).
u3 = u2 + hu
′
2 +
h2
2!
u′′2 +
h3
3!
u′′′2 +
h4
4!
u′′′′2 (5.54)
u4 = u2 + 2hu
′
2 +
2h2
2!
u′′2 +
2h3
3!
u′′′2 +
2h4
4!
u′′′′2 (5.55)
u1 = u2 + (−h)u′2 +
(−h)2
2!
u′′2 +
(−h)3
3!
u′′′2 +
(−h)4
4!
u′′′′2 (5.56)
u0 = u2 + (−2h)u′2 +
(−2h)2
2!
u′′2 +
(−2h)3
3!
u′′′2 +
(−2h)4
4!
u′′′′2 (5.57)
Taylorovy rˇady pro body u3 azˇ u8 by se sestavovaly stejny´m zp˚usobem, jako Taylorovy
rˇady pro vy´sˇe uvedeny´ bod u2. Prˇesuneme se nyn´ı do bodu u9, kde budeme, podobneˇ jako
v bodeˇ u1, vyuzˇ´ıvat nesymetricke´ diference. Body u6, u7, u8 se nacha´z´ı nalevo od aktua´ln´ıho
bodu u9. Proto zde najdeme trˇi Taylorovy rˇady s krokem −h (viz 5.59, 5.60, 5.61), posledn´ı
bod u10 se nacha´z´ı na prave´ straneˇ, takzˇe postupujeme s krokem h (viz 5.58).
u10 = u9 + hu
′
9 +
h2
2!
u′′9 +
h3
3!
u′′′9 +
h4
4!
u′′′′9 (5.58)
u8 = u9 + (−h)u′9 +
(−h)2
2!
u′′9 +
(−h)3
3!
u′′′9 +
(−h)4
4!
u′′′′9 (5.59)
u7 = u9 + (−2h)hu′9 +
(−2h)h2
2!
u′′9 +
(−2h)3
3!
u′′′9 +
(−2h)4
4!
u′′′′9 (5.60)
u6 = u9 + (−3h)u′9 +
(−3h)2
2!
u′′9 +
(−3h)3
3!
u′′′9 +
(−3h)4
4!
u′′′′9 (5.61)
Na za´veˇr si uka´zˇeme Taylorovy rˇady pro bod u10. Jak jsme jizˇ zmı´nili drˇ´ıve, Taylorovy rˇady
budou mı´t stejny´ tvar jako jsme jizˇ uva´deˇli u zpeˇtne´ metody.
u9 = u10 + (−h)u′10 +
(−h)2
2!
u′′10 +
(−h)3
3!
u′′′10 +
(−h)4
4!
u′′′′10 (5.62)
u8 = u10 + (−2h)u′10 +
(−2h)2
2!
u′′10 +
(−2h)3
3!
u′′′10 +
(−2h)4
4!
u′′′′10 (5.63)
u7 = u10 + (−3h)u′10 +
(−3h)2
2!
u′′10 +
(−3h)3
3!
u′′′10 +
(−3h)4
4!
u′′′′10 (5.64)
u6 = u10 + (−4h)u′10 +
(−4h)2
2!
u′′10 +
(−4h)3
3!
u′′′10 +
(−4h)4
4!
u′′′′10 (5.65)
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5.4 Metody rˇesˇen´ı PDR v syste´mu Matlab
V te´to cˇa´sti si pop´ıˇseme, jak se prova´d´ı vy´pocˇet derivac´ı pomoc´ı syste´mu Matlab. Protozˇe
chceme prova´deˇt vy´pocˇty s vysokou prˇesnost´ı, je vhodne´ pro tento u´cˇel pouzˇ´ıt Symbolic
Math Toolbox. Pokud ma´me tuto knihovnu k dispozici, lze Matlab vyuzˇ´ıvat pro symbolicke´
vy´pocˇty (tedy prˇesne´, analyticke´ vy´pocˇty). Pro prˇesne´ vy´pocˇty budeme vyuzˇ´ıvat funkci
vpa() – cozˇ znamena´ Variable Precision Aritmetic. Syntaxe funkce je:
R = vpa(A)
R = vpa(A, d)
Funkce vpa() vypocˇ´ıta´ kazˇdou polozˇku A s prˇesnost´ı na d cˇ´ıslic. Pozˇadovanou prˇesnost lze
nastavit prˇ´ıkazem digits(n). Kazˇda´ polozˇka vy´sledku je potom symbolicky´m vy´razem.
Nı´zˇe mu˚zˇeme videˇt rozd´ıl mezi t´ım, zda pouzˇijeme cˇi nepouzˇijeme funkci vpa().
Prˇ´ıklad 5.4. Vypocˇ´ıta´me hodnotu funkce sinus v bodeˇ 0, 1 nejdrˇ´ıve s pouzˇit´ım funkce vpa()
a pote´ bez n´ı.
>> vpa(sin(0.1))
ans =
0.099833416646828154750181738563696853816509246826171875
>> sin(0.1)
ans =
0.0998

Budeme uvazˇovat hyperbolickou PDR, budeme tedy modelovat strunu. Pro tento u´cˇel byly
vytvorˇeny dva skripty. Prvn´ı z nich je diffNum.m. Tento skript obsahuje funkci function
y = diffNum(l, k, Imin, Imax, h, precision, fname, option). Vy´znam parametr˚u
je na´sleduj´ıc´ı:
• l – pocˇet bod˚u z leve´ strany od aktua´lneˇ pocˇ´ıtane´ho bodu,
• k – pocˇet bod˚u z prave´ strany od aktua´lneˇ pocˇ´ıtane´ho bodu,
• Imin – spodn´ı hranice okna,
• Imax – horn´ı hranice okna,
• h – krok vy´pocˇtu,
• precision – prˇesnost (pocˇet platny´ch cˇ´ıslic, lze nastavit pomoc´ı funkce digits(precision)),
• fname – jme´no souboru pro ulozˇen´ı vy´sledk˚u (druhy´ch derivac´ı),
• option – volba metody,
– ’f’ – Doprˇedna´ metoda,
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– ’b’ – Zpeˇtna´ metoda,
– ’c’ – Kombinovana´ metoda.
Cˇinnost skriptu mu˚zˇeme shrnout do na´sleduj´ıc´ıch krok˚u:
• vygeneruje hodnoty funkce sinus v intervalu 〈0;pi〉 s velkou prˇesnost´ı (za pomoc´ı funkce
vpa(), precision = 100) a s dany´m krokem h,
• prˇiprav´ı matici koeficient˚u A,
• prˇiprav´ı vektor ~b, jedna´ se o vektor rozd´ıl˚u funkcˇn´ıch hodnot funkce sinus,
• vypocˇte inverzn´ı matici A−1,
• vypocˇ´ıta´ jednotlive´ cˇleny Taylorovy rˇady, DY = A−1 ·~b,
• zaj´ımaj´ı na´s druhe´ derivace, takzˇe z´ıska´me druhou derivaci pro aktua´lneˇ pocˇ´ıtany´ bod
y = DY (2)
h2
2!
.
• vypocˇ´ıtanou hodnotu druhe´ derivace v dane´m bodeˇ zap´ıˇseme do vy´stupn´ıho souboru
Druhy´ skript nese na´zev diffRun.m. Tento skript vola´ vy´sˇe uvedeny´ skript diffNum.m
a zajiˇst’uje posun po struneˇ (funkce sinus). Uvnitrˇ skriptu se nacha´z´ı funkce function
diffRun(approx, h, precision, fname, option, draw, result), parametry skriptu jsou
na´sleduj´ıc´ı.
• approx – volba n-bodove´ aproximace,
• h – krok vy´pocˇtu,
• precision – prˇesnost (pocˇet platny´ch cˇ´ıslic, lze nastavit pomoc´ı funkce digits(precision)),
• fname – jme´no souboru pro ulozˇen´ı vy´sledk˚u (druhy´ch derivac´ı),
• option – volba metody,
• draw – nastaven´ı formy graficke´ho vy´stupu,
– 0 – zˇa´dny´ graficky´ vy´stup,
– 1 – zobraz´ı se analyticke´ a numericke´ rˇesˇen´ı,
– 2 – zobraz´ı se pouze chyba vy´pocˇtu,
– 3 – zobraz´ı se analyticke´ rˇesˇen´ı, numericke´ rˇesˇen´ı a take´ chyba vy´pocˇtu,
• result – nastaven´ı vy´pis˚u vy´sledk˚u,
– 0 – zˇa´dny´ vy´pis vy´sledk˚u,
– 1 – zobraz´ı se hodnoty druhy´ch derivac´ı,
– 2 – zobraz´ı se hodnoty chyby vy´pocˇtu (odchylka numericke´ho a analyticke´ho
rˇesˇen´ı).
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Obra´zek 5.15: Vysveˇtlen´ı pojmu okno
V tomto skriptu tedy prob´ıha´ prˇedevsˇ´ım nastavova´n´ı mez´ı okna pro vy´pocˇet – parame-
try Imin a Imax a take´ nastavova´n´ı parametr˚u l a k, ktere´ uda´vaj´ı pocˇet bod˚u z leve´ a prave´
strany. Pro jistotu uva´d´ıme obra´zek 5.15, ktery´ vysveˇtluje, co je pojmem okno mysˇleno.
Skripty jsou tedy spolecˇne´ pro vsˇechny trˇi metody, volbu metody zajiˇst’uje parametr option.
Du˚lezˇite´ je si uveˇdomit, zˇe vektor ~b se prˇi kazˇde´m posunut´ı okna meˇn´ı, protozˇe pocˇ´ıta´me
rozd´ıly funkcˇn´ıch hodnot funkce sinus v r˚uzny´ch bodech. Naoproti tomu inverzn´ı matice se
vzˇdy meˇnit nemus´ı. Nyn´ı si bl´ızˇe vysveˇtl´ıme, jak prob´ıha´ vy´pocˇet v syste´mu Matlab pro
jednotlive´ metody. Zameˇrˇ´ıme se na tvar matice A a inverzn´ı matice A−1.
V prˇ´ıpadeˇ doprˇedne´ metody spust´ıme vy´pocˇet vola´n´ım skriptu diffRun(5, vpa(0.01),
100, ’out.txt’, ’f’, 0, 1), vyuzˇ´ıva´me peˇtibodovou aproximaci, krok h=0.01. V tomto
prˇ´ıpadeˇ budeme volat skript diffNum.m s parametry l=0 a k=4, protozˇe uvazˇujeme pouze
body z prave´ strany od aktua´ln´ıho bodu (viz obra´zky 5.3, 5.4 a 5.5). Inverzn´ı matice k matici
A1 bude mı´t na´sleduj´ıc´ı podobu, oznacˇ´ıme ji A
−1
1 .
A1 =

1 1 1 1
2 4 8 16
3 9 27 81
4 16 64 256
 (5.66)
A−11 =

4, 0 −3, 0 1, 333 −0, 25
−4, 333 4, 75 −2, 333 0, 458
1, 5 −2, 0 1, 166 −0, 25
−0, 166 0, 25 −0, 166 0, 042
 (5.67)
Pro zpeˇtnou metodu provedeme vy´pocˇet pomoc´ı vola´n´ı skriptu diffRun(5, vpa(0.01),
100, ’out.txt’, ’b’, 0, 1). Skript diffNum.m je vola´n s parametry l=4, k=0. Inverzn´ı
matice k matici A2 je na´sleduj´ıc´ı (oznacˇ´ıme ji A
−1
2 ).
A2 =

−4 16 −64 256
−3 9 −27 81
−2 4 −8 16
−1 1 −1 1
 (5.68)
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A−12 =

0, 25 −1, 333 3, 0 −4, 0
0, 458 −2, 333 4, 75 −4, 333
0, 25 −1, 166 2, 0 −1, 5
0, 042 −0, 166 0, 25 −0, 166
 (5.69)
V prˇ´ıpadeˇ kombinovane´ metody vyuzˇijeme vsˇechny mozˇne´ tvary inverzn´ı matice, ktere´
lze pro peˇtibodovou aproximaci sestavit. Jedna´ se o kombinace parametr˚u l a k. Pro
prˇehlednost uva´d´ıme na´sleduj´ıc´ı tabulku 5.1.
Tabulka 5.1: Dostupne´ kombinace parametr˚u l a k pro tvorbu inverzn´ıch matic
parametr l parametr k pozna´mka
0 4 doprˇedna´/kombinovana´ metoda
1 3 kombinovana´ metoda
2 2 kombinovana´ metoda
3 1 kombinovana´ metoda
4 0 zpeˇtna´/kombinovana´ metoda
Pro u´plnost uva´d´ıme zby´vaj´ıc´ı inverzn´ı matice. Inverzn´ı matice A−13 k matici A3 pro
hodnoty parametr˚u l=1, k=3, inverzn´ı matice A−14 k matici A4 pro l=2, k=2 a inverzn´ı
matice A−15 k matici A5 pro l=3, k=1.
A3 =

−1 1 −1 1
2 4 8 16
3 9 27 81
4 16 64 256
 (5.70)
A−13 =

−0, 25 1, 5 −0, 5 0, 083
0, 458 0, 25 0, 166 −0, 042
−0, 25 −1, 0 0, 5 −0, 083
0, 042 0, 25 −0, 166 0, 042
 (5.71)
A4 =

−2 4 −8 16
−1 1 −1 1
3 9 27 81
4 16 64 256
 (5.72)
A−14 =

0, 083 −0, 666 0.666 −0, 083
−0, 042 0, 666 0.666 −0, 042
0, 083 −0, 5 1, 0 0, 25
−0, 083 −0, 166 −0, 166 0, 042
 (5.73)
A5 =

−3 9 −27 81
−2 4 −8 16
−1 1 −1 1
4 16 64 256
 (5.74)
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A−15 =

0, 25 −1, 333 3, 0 −4, 0
0, 458 −2, 333 4, 75 −4, 333
0, 25 −1, 166 2, 0 −1, 5
0, 042 −0, 166 0, 25 −0, 166
 (5.75)
5.5 Metody rˇesˇen´ı PDR v syste´mu TKSL
V te´to podkapitole si uka´zˇeme, jak lze rˇesˇit parcia´ln´ı diferencia´ln´ı rovnice v syste´mu TKSL.
Opeˇt se zameˇrˇ´ıme na hyperbolickou parcia´ln´ı diferencia´ln´ı rovnici. Z podkapitoly 3.1.2 v´ıme,
zˇe v syste´mu TKSL je zapotrˇeb´ı zava´deˇt substituce, protozˇe syste´m TKSL doka´zˇe rˇesˇit
diferencia´ln´ı rovnice pouze prvn´ıho rˇa´du.
5.5.1 Doprˇedna´ metoda v syste´mu TKSL
Doprˇedna´ metoda se vyznaacˇuje t´ım, zˇe pro sv˚uj vy´pocˇet vyuzˇ´ıva´ pouze body, ktere´ se
nacha´zej´ı smeˇrem doprava od aktua´ln´ıho bodu. Pro lepsˇ´ı pochopen´ı problematiky uvedeme
prˇ´ıklad 5.5.
Prˇ´ıklad 5.5. Ma´me strunu, ktera´ je rozdeˇlena dvana´cti rˇezy, uvazˇujeme peˇtibodovou apro-
ximaci, integracˇn´ı krok metody dt = 0.01, prˇesnost eps = 1e − 20. Odpov´ıdaj´ıc´ı zdrojovy´
ko´d je uveden n´ıˇze.
Obra´zek 5.16: Peˇtibodova´ aproximace – bod u1
Obra´zek 5.17: Peˇtibodova´ aproximace – bod u2
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var
u0, u1, u2, u3, u4, u5, u6, u7, u8, u9, u10, u11, u12,
v1, v2, v3, v4, v5, v6, v7, v8, v9, v10, v11;
Const
PR = 12,
A~= PR*PR/12,
tmax = 10, dt = 0.01,
eps = 1e-20,
PI = 3.141592653589793238462643383279502884197
169399375105820974944592307816406286208998628034825342117068;
system
u0 = 0;
u12 = 0;
v1’ = A~* -4.333*(u2-u1) + 4.75*(u3-u1) - 2.333*(u4-u1) + 0.458*(u5-u1)
&sin(PI*1/PR);
v2’ = A~* -4.333*(u3-u2) + 4.75*(u4-u2) - 2.333*(u5-u2) + 0.458*(u6-u2)
&sin(PI*2/PR);
v3’ = A~* -4.333*(u4-u3) + 4.75*(u5-u3) - 2.333*(u6-u3) + 0.458*(u7-u3)
&sin(PI*3/PR);
v4’ = A~* -4.333*(u5-u4) + 4.75*(u6-u4) - 2.333*(u7-u4) + 0.458*(u8-u4)
&sin(PI*4/PR);
v5’ = A~* -4.333*(u6-u5) + 4.75*(u7-u5) - 2.333*(u8-u5) + 0.458*(u9-u5)
&sin(PI*5/PR);
v6’ = A~* -4.333*(u7-u6) + 4.75*(u8-u6) - 2.333*(u9-u6) + 0.458*(u10-u6)
&sin(PI*6/PR);
v7’ = A~* -4.333*(u8-u7) + 4.75*(u9-u7) - 2.333*(u10-u7) + 0.458*(u11-u7)
&sin(PI*7/PR);
v8’ = A~* -4.333*(u9-u8) + 4.75*(u10-u8) - 2.333*(u11-u8) + 0.458*(u12-u8)
&sin(PI*8/PR);
v9’ = A~* 0.458*(u9-u8) + 0.25*(u10-u9) + 0.166*(u11-u9) - 0.042*(u12-u9)
&sin(PI*9/PR);
v10’ = A~* -0.042*(u10-u9) - 0.666*(u10-u8) + 0.666*(u11-u10) - 0.042*(u12-u10)
&sin(PI*10/PR);
v11’ = A~* 0.458*(u11-u10) - 2.333*(u11-u9) + 4.75*(u11-u8) - 4.333*(u12-u11)
&sin(PI*11/PR);
u1’ = v1 &0;
u1’ = v1 &0;
u2’ = v2 &0;
u3’ = v3 &0;
u4’ = v4 &0;
u5’ = v5 &0;
u6’ = v6 &0;
u7’ = v7 &0;
u8’ = v8 &0;
u9’ = v9 &0;
u10’ = v10 &0;
u11’ = v11 &0;
sysend.
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Body u0 a 12 jsou nastaveny na hodnotu 0, protozˇe se jedna´ o koncove´ body, v nichzˇ
je struna ukotvena. Body u1 azˇ u11 pote´ pop´ıˇseme pomoci diferencˇn´ıch vztah˚u. Situaci
v bodeˇ u1 vystihuje obra´zek 5.16. Vy´pocˇet bude prob´ıhat na za´kladeˇ vzork˚u u2, u3, u4, u5,
sˇ´ıˇrka okna je tedy peˇt, protozˇe aproximaci uvazˇujeme peˇtibodovou. Nyn´ı bereme postupneˇ
vzorky od aktua´lneˇ pocˇ´ıtane´ho bodu u1. Zdrojovy´ ko´d pro syste´m TKSL byl vygenerova´n
programem, ktery´ vznikl v ra´mci diplomove´ pra´ce, podrobneˇji se mu budeme veˇnovat v ka-
pitole 7.
Koeficienty prˇed za´vorkami zde uva´d´ıme zaokrouhleny na trˇi desetinna´ mı´sta. Jedna´ se
o koeficienty inverzn´ı matice k matici A, tedy A−1. Jak jsme jizˇ uvedli vy´sˇe, pomoc´ı skript˚u
jsme schopni pocˇ´ıtat cˇleny Taylorovy rˇady dle vztahu DY = A−1 ·~b. Vektor ~b prˇedstavuje
rozd´ıly hodnot vzork˚u, ktere´ vyuzˇ´ıva´me k vy´pocˇtu. V rovnici pro v1’ ma´ vektor ~b tvar
uvedeny´ n´ızˇe. Vsˇimneˇme si, zˇe koeficienty jsou u rovnic v1’ azˇ v8’ stejne´. Je tomu tak
z toho d˚uvodu, zˇe prˇi vy´pocˇtech neuvazˇujeme zˇa´dny´ bod z leve´ strany a naopak cˇtyrˇi body
ze strany prave´. To znamena´, zˇe prˇed za´vorky umı´st’ujeme sta´le stejne´ koeficienty inverzn´ı
matice A−11 , viz 5.67.
Zmeˇna nasta´va´ azˇ v rovnic´ıch pro v9’, v10’ a v11’. Zde nema´me dostatek bod˚u na
prave´ straneˇ. Tento proble´m vyrˇesˇ´ıme tak, zˇe rovnice pro tyto posledn´ı trˇi body rˇesˇ´ıme
kombinovanou metodou (viz 5.3). Vezmeˇme nejdrˇ´ıve situaci v rovnici v9’. V tomto prˇ´ıpadeˇ
mus´ıme uvazˇovat jeden bod z leve´ strany, cˇ´ımzˇ z´ıska´me vy´raz (u9-u8) a potom trˇi body ze
strany prave´, cˇ´ımzˇ z´ıska´va´me za´vorky (u10-u9), (u11-u9), (u12-u9). Koeficienty z´ıska´me
z druhe´ho rˇa´dku inverzn´ı matice 5.71. Nyn´ı prˇistoup´ıme k rovnici pro v10’. Zde mus´ıme
bra´t dva body z leve´ strany, z´ıska´me za´vorky (u10-u9), (u10-u8) a dva body z prave´
strany, z´ıska´me rovnice (u11-u10), (u12-u10). V tomto prˇ´ıpadeˇ jsme koeficienty z´ıskali
z druhe´ho rˇa´dku inverzn´ı matice 5.73. Konecˇneˇ v posledn´ı rovnici pro v11’ uvazˇujeme trˇi
body z leve´ strany, z´ıska´va´me (u11-u10), (u11-u9), (u11-u8) a jeden bod ze strany prave´,
pak z´ıska´va´me (u12-u11). Koeficienty z´ıska´me z druhe´ho rˇa´dku inverzn´ı matice 5.75.
Mu˚zˇeme si tedy vsˇimnout, zˇe posledn´ı trˇi rovnice pro v9’, v10’ a v11’ maj´ı prˇed
za´vorkami umı´steˇny odliˇsne´ koeficienty nezˇ rovnice prˇedchoz´ı, cozˇ je da´no t´ım, zˇe vyuzˇva´me
jiny´ pocˇet bod˚u z leve´ a prave´ strany. Hodnoty inverzn´ıch matic jsou zaokrouhleny na
trˇi desetinna´ mı´sta. Pro vy´pocˇet vzˇdy pouzˇ´ıva´me druhe´ rˇa´dky inverzn´ıch matic, protozˇe
chceme vypocˇ´ıtat druhe´ derivace v bodech dany´ch krokem h. Pokud bychom v dany´ch
bodech chteˇli zjistit naprˇ´ıklad cˇtvrte´ derivace, potom bychom pouzˇ´ıvali cˇtvrte´ rˇa´dky teˇchto
inverzn´ıch matic.
b =

u1 − u0
u2 − u0
u3 − u0
u4 − u0
 (5.76)
5.5.2 Zpeˇtna´ metoda v syste´mu TKSL
Bereme v u´vahu opeˇt hyperbolickou parcia´ln´ı diferencia´ln´ı rovnici. Podobneˇ jako u doprˇedne´
metody zacˇneme prˇ´ıkladem 5.6.
Prˇ´ıklad 5.6. Zada´n´ı prˇ´ıkladu je stejne´ jako u doprˇedne´ metody. Struna je rozdeˇlena dvana´cti
rˇezy, aproximaci uvazˇujeme peˇtibodovou. Integracˇn´ı krok metody je dt = 0.01 a prˇesnost
eps = 1e− 20. Odpov´ıdaj´ıc´ı zdrojovy´ ko´d m˚uzˇeme videˇt n´ıˇze.
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Obra´zek 5.18: Peˇtibodova´ aproximace – bod u11
Obra´zek 5.19: Peˇtibodova´ aproximace – bod u10
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var
u0, u1, u2, u3, u4, u5, u6, u7, u8, u9, u10, u11, u12,
v1, v2, v3, v4, v5, v6, v7, v8, v9, v10, v11;
Const
PR = 12,
A~= PR*PR/12,
tmax = 10, dt = 0.01,
eps = 1e-20,
PI = 3.141592653589793238462643383279502884197
169399375105820974944592307816406286208998628034825342117068;
system
u0 = 0;
u12 = 0;
v11’ = A~* 0.458*(u11-u10) - 2.333*(u11-u9) + 4.75*(u11-u8) + 0.458*(u11-u7)
&sin(PI*11/PR);
v10’ = A~* 0.458*(u10-u9) - 2.333*(u10-u8) + 4.75*(u10-u7) + 0.458*(u10-u6)
&sin(PI*10/PR);
v9’ = A~* 0.458*(u9-u8) - 2.333*(u9-u7) + 4.75*(u9-u6) + 0.458*(u9-u5)
&sin(PI*9/PR);
v8’ = A~* 0.458*(u8-u7) - 2.333*(u8-u6) + 4.75*(u8-u5) + 0.458*(u8-u4)
&sin(PI*8/PR);
v7’ = A~* 0.458*(u7-u6) - 2.333*(u7-u5) + 4.75*(u7-u4) + 0.458*(u7-u3)
&sin(PI*7/PR);
v6’ = A~* 0.458*(u6-u5) - 2.333*(u6-u4) + 4.75*(u6-u3) + 0.458*(u6-u2)
&sin(PI*6/PR);
v5’ = A~* 0.458*(u5-u4) - 2.333*(u5-u3) + 4.75*(u5-u2) + 0.458*(u5-u1)
&sin(PI*5/PR);
v4’ = A~* 0.458*(u4-u3) - 2.333*(u4-u2) + 4.75*(u4-u1) + 0.458*(u4-u0)
&sin(PI*4/PR);
v3’ = A~* 0.458*(u3-u2) - 2.333*(u3-u1) + 4.75*(u3-u0) - 4.333*(u4-u3)
&sin(PI*3/PR);
v2’ = A~* -0.042*(u2-u1) + 0.666*(u2-u0) + 0.666*(u3-u2) - 0.042*(u4-u2)
&sin(PI*2/PR);
v1’ = A~* 0.458*(u1-u0) + 0.25*(u2-u1) + 0.166*(u3-u1) - 0.042*(u4-u1)
&sin(PI*1/PR);
u1’ = v1 &0;
u1’ = v1 &0;
u2’ = v2 &0;
u3’ = v3 &0;
u4’ = v4 &0;
u5’ = v5 &0;
u6’ = v6 &0;
u7’ = v7 &0;
u8’ = v8 &0;
u9’ = v9 &0;
u10’ = v10 &0;
u11’ = v11 &0;
sysend.
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Body u0 a 12 jsou opeˇt nastaveny na hodnotu 0, protozˇe se jedna´ o body ukotven´ı struny.
Body u11 azˇ u1 pop´ıˇseme pomoci diferencˇn´ıch vztah˚u. Situaci v bodeˇ u11 vystihuje obra´zek
5.18. Vy´pocˇet bude prob´ıhat na za´kladeˇ vzork˚u u10, u9, u8, u7, sˇ´ıˇrka okna je tedy peˇt, protozˇe
aproximaci uvazˇujeme peˇtibodovou. Situace v dalˇs´ım bodeˇ u10, je zna´zorneˇna na obra´zku
5.19. Koeficienty jsou zaokrouhleny na trˇi desetinna´ mı´sta a byly opeˇt z´ıska´ny pomoc´ı pro-
gramu, ktery´ vznikl v ra´mci diplomove´ pra´ce. Pro rovnice v11’ azˇ v1’ plat´ı, zˇe vyuzˇ´ıva´me
inverzn´ı matici A−12 , viz 5.69, protozˇe pro vy´pocˇet vyuzˇ´ıva´me vzˇdy cˇtyrˇi body z leve´ strany
od aktua´ln´ıho bodu vy´pocˇtu.
Pro rovnice v3’, v2’ a v1’ mus´ıme vyuzˇ´ıt kombinovanou metodu. Postup je obdobny´
jako u doprˇedne´ metody. Pro rovnici v3’ plat´ı, zˇe z leve´ strany vezmeme pouze trˇi body,
z´ıska´va´me vy´razy (u3-u2), (u3-u1) a (u3-u0). Pote´ vezmeme jeden bod z prave´ strany
a dosta´va´me vy´raz (u4-u3). Koeficienty jsou z´ıska´ny z druhe´ho rˇa´dku inverzn´ı matice 5.75.
Pro rovnici v2’ je situace takova´, zˇe vezmeme dva body z leve´ strany a dva body z prave´
strany, vyuzˇ´ıva´me inverzn´ı matici 5.73. Nakonec jizˇ uvazˇujeme pouze jeden bod z leve´ strany
a trˇi body ze strany prave´, koeficienty z´ıska´me z druhe´ho rˇa´dku inverzn´ı matice 5.71.
5.5.3 Kombinovana´ metoda v syste´mu TKSL
Nakonec uva´d´ıme, jak se rˇesˇ´ı kombinovana´ metoda v syste´mu TKSL. Uvedeme ihned prˇ´ıklad
5.7. V tomto prˇ´ıpadeˇ vyuzˇijeme vsˇechny mozˇne´ tvary inverzn´ı matice (viz tabulka 5.1).
Prˇ´ıklad 5.7. Struna je rozdeˇlena dvana´cti rˇezy, vyuzˇ´ıva´me peˇtibodovou aproximaci. Inte-
gracˇn´ı krok metody je nastaven na hodnotu dt = 0.01, prˇesnost eps = 1e−20. Zdorjovy´ ko´d
pro syste´m TKSL je uveden n´ıˇze.
var
u0, u1, u2, u3, u4, u5, u6, u7, u8, u9, u10, u11, u12,
v1, v2, v3, v4, v5, v6, v7, v8, v9, v10, v11;
Const
PR = 12,
A~= PR*PR/12,
tmax = 10,
dt = 0.01,
eps = 1e-20,
PI = 3.141592653589793238462643383279502884197
169399375105820974944592307816406286208998628034825342117068;
system
u0 = 0;
u12 = 0;
v1’ = A~* 0.458*(u1-u0) + 0.25*(u2-u1) + 0.166*(u3-u1) - 0.042*(u4-u1)
&sin(PI*1/PR);
v2’ = A~* 0.458*(u2-u1) + 0.25*(u2-u0) + 0.166*(u3-u2) - 0.042*(u4-u2)
&sin(PI*2/PR);
v3’ = A~* -0.042*(u3-u2) + 0.666*(u3-u1) + 0.666*(u4-u3) - 0.042*(u5-u3)
&sin(PI*3/PR);
v4’ = A~* -0.042*(u4-u3) + 0.666*(u4-u2) + 0.666*(u5-u4) - 0.042*(u6-u4)
&sin(PI*4/PR);
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v5’ = A~* -0.042*(u5-u4) + 0.666*(u5-u3) + 0.666*(u6-u5) - 0.042*(u7-u5)
&sin(PI*5/PR);
v6’ = A~* -0.042*(u6-u5) + 0.666*(u6-u4) + 0.666*(u7-u6) - 0.042*(u8-u6)
&sin(PI*6/PR);
v7’ = A~* -0.042*(u7-u6) + 0.666*(u7-u5) + 0.666*(u8-u7) - 0.042*(u9-u7)
&sin(PI*7/PR);
v8’ = A~* -0.042*(u8-u7) + 0.666*(u8-u6) + 0.666*(u9-u8) - 0.042*(u10-u8)
&sin(PI*8/PR);
v9’ = A~* -0.042*(u9-u8) + 0.666*(u9-u7) + 0.666*(u10-u9) - 0.042*(u11-u9)
&sin(PI*9/PR);
v10’ = A~* -0.042*(u10-u9) + 0.166*(u10-u8) + 0.666*(u11-u10) - 0.042*(u12-u10)
&sin(PI*10/PR);
v11’ = A~* 0.458*(u11-u10) - 2.333*(u11-u9) + 4.75*(u11-u8) - 4.333*(u12-u11)
&sin(PI*11/PR);
u1’ = v1 &0;
u1’ = v1 &0;
u2’ = v2 &0;
u3’ = v3 &0;
u4’ = v4 &0;
u5’ = v5 &0;
u6’ = v6 &0;
u7’ = v7 &0;
u8’ = v8 &0;
u9’ = v9 &0;
u10’ = v10 &0;
u11’ = v11 &0;
sysend.

Kombinovana´ metoda se vyznacˇuje t´ım, zˇe v sobeˇ sdruzˇuje jak doprˇednou, tak i zpeˇtnou
metodu. Opeˇt uvazˇujeme celkem dvana´ct rˇez˚u na struneˇ a peˇtibodovou aproximaci. Vy´pocˇet
zacˇ´ına´ v bodeˇ u1, cˇemuzˇ odpov´ıda´ rovnice v1’. Zde bereme jeden bod z leve´ strany,
dosta´va´me vy´raz (u1-u0), pote´ vezmeme trˇi body z prave´ strany, z´ıska´va´me (u2-u1),
(u3-u1) a (u4-u1). V bodeˇ u2 je situace jina´, ma´me k dispozici jizˇ dva body z leve´ strany,
dosta´va´me vy´razy (u2-u1), (u2-u0) a dva body ze strany leve´, cˇ´ımzˇ dosta´va´me (u3-u2),
(u4-u2). Pro rovnice v3’ azˇ v10’ je postup stejny´, vzˇdy vezmeme dva body z leve´ strany
a dva body z prave´ strany. Zmeˇna nasta´va´ azˇ v posledn´ı rovnici pro v11’, zde mus´ıme
uvazˇovat trˇi body z leve´ strany, z´ıska´va´me (u11-u10), (u11-u9) a (u11-u8) a jeden bod
ze strany prave´, cˇ´ımzˇ z´ıska´me (u12-u11). Pro lepsˇ´ı na´zornost jsou k dispozici obra´zky 5.12,
5.13 a 5.14.
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5.6 Prˇesnost vy´pocˇtu
Nyn´ı se zameˇrˇ´ıme na prˇesnost vy´pocˇtu pomoc´ı doprˇedne´ metody. Budeme porovna´vat hod-
noty druhy´ch derivac´ı vypocˇtene´ doprˇednou metodou s rˇesˇen´ım analyticky´m. Struna je
modelova´na funkc´ı f(x) = sin(x). Pro prˇehlednost uva´d´ıme prvn´ı azˇ cˇvrtou derivaci funkce
f(x).
f ′(x) = cos(x) (5.77)
f ′′(x) = −sin(x) (5.78)
f ′′′(x) = −cos(x) (5.79)
f ′′′′(x) = sin(x) (5.80)
Nyn´ı si pov´ıme, jake´ parametry ovlivnˇuj´ı prˇesnost vy´pocˇtu. Prvn´ım parametrem je krok
vy´pocˇtu. Cˇ´ım mensˇ´ı bude krok vy´pocˇtu, t´ım prˇesneˇjˇs´ı vy´sledky obdrzˇ´ıme. Ilustraci te´to
skutecˇnosti zna´zornˇuj´ı obra´zky 5.20 azˇ 5.26. Grafy jasneˇ ukazuj´ı, zˇe cˇ´ım mensˇ´ı krok zvol´ıme,
t´ım v´ıce se prˇiblizˇne´ rˇesˇen´ı z´ıskane´ doprˇednou metodou (cˇervena´ krˇivka) bl´ızˇ´ı analyticke´mu
rˇesˇen´ı (modra´ krˇivka) a klesa´ tedy chyba vy´pocˇtu (v grafu zna´zorneˇna zelenou krˇivkou).
Pro veˇtsˇ´ı prˇehlednost byly grafy funkce sinus vykresleny v intervalu 〈0; 4pi〉. Skutecˇneˇ jako
vy´stup doprˇedne´ metody dosta´va´me grafy, ktere´ aproximuj´ı druhou derivaci funkce sinus,
tedy f ′′(x) = −sin(x).
Dalˇs´ım parametrem ovlivnˇuj´ıc´ım prˇesnost vy´pocˇtu je volba n-bodove´ aproximace. Plat´ı,
zˇe cˇ´ım je n vysˇsˇ´ı – tedy cˇ´ım v´ıce bod˚u k aproximaci pouzˇ´ıva´me, t´ım je vy´pocˇet prˇesneˇjˇs´ı.
Volba n-bodove´ aproximace souvis´ı s volbou kroku vy´pocˇtu. Pokud zvy´sˇ´ıme n, potom si
mu˚zˇeme dovolit zveˇtsˇit krok vy´pocˇtu, anizˇ by se sn´ızˇila prˇesnost rˇesˇen´ı. Volba n-bodove´
aproximace ovlivnˇuje rˇa´dy derivac´ı, ktere´ z´ıska´me. Pokud zvol´ıme na´m jizˇ zna´mou peˇtibodovou
aproximaci, potom jsme schopni v kazˇde´m bodeˇ vypocˇ´ıtat derivace azˇ cˇtvrte´ho rˇa´du. Pokud
bychom naprˇ´ıklad pouzˇili padesa´tibodovou aproximaci, lze z´ıskat v kazˇde´m bodeˇ azˇ derivaci
cˇtyrˇica´te´ho deva´te´ho rˇa´du.
Nyn´ı se pod´ıva´me, jak jsou prˇesne´ jednotlive´ metody. Zamysl´ıme se tedy, jaky´m zp˚usobem
prova´d´ıme vy´pocˇet u jednotlivy´ch metod. V prˇ´ıpadeˇ doprˇedne´ a zpeˇtne´ metody vzˇdy be-
reme n−1 bod˚u z leve´ cˇi prave´ strany od aktua´lneˇ pocˇ´ıtane´ho bodu (s vyj´ımkou pocˇa´tecˇn´ıch
a koncovy´ch bod˚u, ve ktery´ch mus´ıme vyuzˇ´ıt jine´ asymetricke´ vzorce). Plat´ı vy´sˇe zmı´neˇne´
principy – chybu lze zmensˇit bud’ zmensˇen´ım kroku metody nebo zvy´sˇen´ım pocˇtu vzork˚u
pro vy´pocˇet (zvy´sˇen´ı n pro n-bodovou aproximaci). Na obra´zc´ıch 5.27 azˇ 5.29 mu˚zˇeme videˇt
jak se meˇn´ı chyba vy´pocˇtu pomoc´ı peˇtibodove´ aproximace, pokud snizˇujeme krok metody.
Pokud zvol´ıme peˇtibodovou aproximaci a krok h = 0.1 vid´ıme, zˇe chyba vy´pocˇtu se
pohybuje v rˇa´dech 10−3. Prˇi volbeˇ kroku h = 0.01 je rˇa´d chyby 10−7 a prˇi volbeˇ h = 0.001
jizˇ pouze 10−10. Zde ukazujeme grafy pro doprˇednou metodu, pro zpeˇtnou metodu jsou
totizˇ grafy totozˇne´.
Obra´zky 5.30 azˇ 5.32 potom ukazuj´ı, zˇe ke sn´ızˇen´ı chyby take´ docha´z´ı, pokud pro
vy´pocˇet pouzˇ´ıva´me v´ıcebodove´ aproximace. Zvol´ıme krok h = 0.01 a budeme meˇnit pouze
n-bodove´ aproximace. Pro trˇ´ıbodou aproximaci se chyba vy´pocˇtu pohybuje v rˇa´dech 10−3,
pro peˇtibodovou v rˇa´dech 10−7. Da´le pro sedmibodovou aproximaci se chyba vy´pocˇtu po-
hybuje v rˇa´dech 10−11 a pro dev´ıtibodovou dokonce 10−13. Pro prˇehlednost uva´d´ıme para-
metry pouzˇite´ pro vy´pocˇet doprˇedne´ a zpeˇtne´ metody syste´mem Matlab (viz tabulky 5.2,
5.3). Pro prˇipomenut´ı poznamena´me, zˇe parametr l oznacˇuje pocˇet bod˚u z leve´ strany od
aktua´ln´ıho bodu vy´pocˇtu a parametr k znacˇ´ı, kolik bod˚u pro vy´pocˇet pouzˇ´ıva´me ze strany
prave´. Pro doprˇednou metodu se odka´zˇeme na prˇ´ıklad 5.5, pro zpeˇtnou na prˇ´ıklad 5.6.
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Obra´zek 5.20: Peˇtibodova´ aproximace, krok h = 0, 7
Obra´zek 5.21: Peˇtibodova´ aproximace, krok h = 0, 6
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Obra´zek 5.22: Peˇtibodova´ aproximace, krok h = 0, 5
Obra´zek 5.23: Peˇtibodova´ aproximace, krok h = 0, 4
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Obra´zek 5.24: Peˇtibodova´ aproximace, krok h = 0, 3
Obra´zek 5.25: Peˇtibodova´ aproximace, krok h = 0, 2
60
Obra´zek 5.26: Peˇtibodova´ aproximace, krok h = 0, 1
Tabulka 5.2: Kombinace parametr˚u l a k pro doprˇednou metodu
rovnice parametr l parametr k
v1’ 0 4
v2’ 0 4
v3’ 0 4
v4’ 0 4
v5’ 0 4
v6’ 0 4
v7’ 0 4
v8’ 0 4
v9’ 1 3
v10’ 2 2
v11’ 3 1
U kombinovane´ metody take´ samozrˇejmeˇ plat´ı vy´sˇe uvedene´ principy. Rozd´ıl oproti
doprˇedne´ a zpeˇtne´ metodeˇ je ve zp˚usobu vy´pocˇtu. Jak jsme si rˇekli drˇ´ıve, kombinovana´
metoda vyuzˇ´ıva´ pro vy´pocˇet n−12 bod˚u z leve´ i prave´ strany od aktua´lneˇ pocˇ´ıtane´ho bodu
(kromeˇ pocˇa´tecˇn´ıch a koncovy´ch bod˚u, kde je nutne´ opeˇt vyuzˇ´ıt asymetricke´ aproximace),
n oznacˇuje n-bodovou aproximaci.
Dı´ky tomu, zˇe k vy´pocˇtu vyuzˇ´ıva´me prˇeva´zˇneˇ symetricke´ vzorce, docha´z´ı ke vy´razne´mu
zprˇesneˇn´ı vy´pocˇtu. Situaci na´zorneˇ ukazuj´ı obra´zky 5.33 azˇ 5.38. Tyto vy´stupy mu˚zˇeme po-
rovat s vy´stupy doprˇedne´ a zpeˇtne´ metody. Rˇa´dy chyby vy´pocˇtu se nezmeˇnily, ale narozd´ıl
od doprˇedne´ a zpeˇtne´ metody ma´ krˇivka zna´zornˇuj´ıc´ı chybu kombinovane´ metody vanovity´
tvar. Vezmeˇme opeˇt peˇtibodovou aproximaci, z tabulky 5.4 jasneˇ vid´ıme, zˇe skutecˇneˇ po
veˇtsˇinu vy´pocˇtu vyuzˇ´ıva´me dva body z leve´ strany a dva body z prave´ strany. Dı´ky syme-
tricky´m aproximac´ım nedocha´z´ı k tak vy´razne´ akumulaci chyby v kazˇde´m kroku vy´pocˇtu
a vy´pocˇet je mnohem prˇesneˇjˇs´ı. Pro ilustraci kombinovane´ metody vyuzˇijeme prˇ´ıklad 5.7.
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Obra´zek 5.27: Chyba vy´pocˇtu Doprˇedne´ metody – n = 5, h = 0.1
Obra´zek 5.28: Chyba vy´pocˇtu Doprˇedne´ metody – n = 5, h = 0.0162
Obra´zek 5.29: Chyba vy´pocˇtu Doprˇedne´ metody – n = 5, h = 0.001
Obra´zek 5.30: Chyba vy´pocˇtu Doprˇedne´ metody – n = 3, h = 0.0163
Obra´zek 5.31: Chyba vy´pocˇtu Doprˇedne´ metody – n = 7, h = 0.01
Obra´zek 5.32: Chyba vy´pocˇtu Doprˇedne´ metody – n = 9, h = 0.0164
Obra´zek 5.33: Chyba vy´pocˇtu Kombinovane´ metody – n = 5, h = 0.1
Obra´zek 5.34: Chyba vy´pocˇtu Kombinovane´ metody – n = 5, h = 0.0165
Obra´zek 5.35: Chyba vy´pocˇtu Kombinovane´ metody – n = 3, h = 0.1
Obra´zek 5.36: Chyba vy´pocˇtu Kombinovane´ metody – n = 3, h = 0.01
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Obra´zek 5.37: Chyba vy´pocˇtu Kombinovane´ metody – n = 7, h = 0.01
Obra´zek 5.38: Chyba vy´pocˇtu Kombinovane´ metody – n = 9, h = 0.01
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Tabulka 5.3: Kombinace parametr˚u l a k pro zpeˇtnou metodu
rovnice parametr l parametr k
v11’ 4 0
v10’ 4 0
v9’ 4 0
v8’ 4 0
v7’ 4 0
v6’ 4 0
v5’ 4 0
v4’ 4 0
v3’ 3 1
v2’ 2 2
v1’ 1 3
Tabulka 5.4: Kombinace parametr˚u l a k pro kombinovanou metodu
rovnice parametr l parametr k
v1’ 1 3
v2’ 2 2
v3’ 2 2
v4’ 2 2
v5’ 2 2
v6’ 2 2
v7’ 2 2
v8’ 2 2
v9’ 2 2
v10’ 2 2
v11’ 3 1
5.7 Cˇasova´ na´rocˇnost vy´pocˇt˚u
V te´to podkapitole se pod´ıva´me na srovna´n´ı cˇasove´ na´rocˇnosti rˇesˇen´ı PDR v syste´mech
TKSL/C a Matlab. Oveˇrˇen´ı vy´pocˇt˚u PDR v syste´mu Matlab prob´ıhalo za pomoc´ı aplikacˇn´ı
knihovny Partial Differential Equation Toolbox 1, ktera´ obsahuje na´stroje pro rˇesˇen´ı parcia´ln´ıch
diferencia´ln´ıch rovnic ve dvou prostorovy´ch rozmeˇrech a cˇase. Pro rˇesˇen´ı hyperbolicke´
PDR lze vyuzˇ´ıt funkci hyperbolic2. Tato funkce pro rˇesˇen´ı vyuzˇ´ıva´ metodu konecˇny´ch
prvk˚u (FEM – Finite Element Method), rˇesˇen´ı vede na prˇevod na rozsa´hlou soustavu
linea´rn´ıch rovnic, pote´ vyuzˇit´ı LU dekompozic a velice rychly´ vy´pocˇet matic v Matlabu.
Vy´pocˇty prova´deˇne´ syste´mem Matlab jsou tedy vysoce optimalizovane´ a rychle´. Naproti
tomu vy´pocˇty hyperbolicky´ch PDR pomoc´ı doprˇedne´, zpeˇtne´ a kombinovane´ metody v syste´mu
TKSL/C takovy´ch rychlost´ı nedosahuj´ı a bylo by zapotrˇeb´ı prove´st optimalizace teˇchto
vy´pocˇt˚u. Je nutne´ ovsˇem podotknout, zˇe rˇesˇen´ı PDR v syste´mu TKSL/C se prova´deˇlo po-
moc´ı jejich prˇevodu na ODR (obycˇejne´ diferencia´ln´ı rovnice) prvn´ıho rˇa´du, jde tedy o na-
prosto odliˇsny´ zp˚usob vy´pocˇtu, nezˇ jaky´ je v syste´mu Matlab. Metoda je ale vhodna´ pro
paralelizaci vy´pocˇt˚u (viz kapitola 6), da´le lze take´ uvedenou metodu snadno modifikovat pro
1http://www.mathworks.com/products/pde/.
2http://www.mathworks.com/help/pde/ug/hyperbolic.html.
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vy´pocˇet parabolicky´ch a elipticky´ch PDR. Dalˇs´ım d˚ulezˇity´m aspektem je take´ to, zˇe pomoc´ı
te´to metody lze vypocˇ´ıtat i derivace vysˇsˇ´ıch rˇa´d˚u, nezˇ druhe´ho. Pokud bychom potrˇebovali
vycˇ´ıslit derivaci n-te´ho rˇa´du, vyuzˇijeme pro tento u´cˇel n-ty´ rˇa´dek inverzn´ı matice. Pokud pro
vy´pocˇet vyuzˇijeme n-bodovou aproximaci, potom lze z´ıskat azˇ (n − 1) derivaci v kazˇde´m
bodeˇ vy´pocˇtu. Pokud bychom naprˇ´ıklad vy´pocˇet prova´deˇli pomoc´ı desetibodove´ aproxi-
mace, potom bychom byli schopni v kazˇde´m bodeˇ z´ıskat derivaci azˇ deva´te´ho rˇa´du. Na
za´veˇr doda´me, zˇe na´mi zvolena´ metoda je vhodna´ pro testovac´ı sadu u´loh z prˇedmeˇtu VNV
(Vysoce na´rocˇne´ vy´pocˇty).
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Kapitola 6
Paraleln´ı rˇesˇen´ı PDR
V te´to kapitole se sezna´mı´me se zp˚usobem paraleln´ıho rˇesˇen´ı parcia´ln´ıch diferencia´ln´ıch rov-
nic. Uka´zˇeme si, jak vytvorˇit programove´ sche´ma pro hyperbolickou parcia´ln´ı diferencia´ln´ı
rovnici v za´vislosti na pocˇtu rˇez˚u na struneˇ, n-bodove´ aproximaci a take´ pouzˇite´ metodeˇ
vy´pocˇtu. Podrobneˇjˇs´ı informace jsou uvedeny v [5]. Vsˇe si vysveˇtl´ıme na na´sleduj´ıc´ıcm
prˇ´ıkladu 6.1. Pro rˇesˇen´ı parcia´ln´ıch diferencia´ln´ıch rovnic budeme vyuzˇ´ıvat s´ıt’ integra´tor˚u.
Integra´tory budou neza´visle na sobeˇ prova´deˇt vy´pocˇty nad vstupn´ımi daty. Dı´ky tomuto
principu lze PDR rˇesˇit paralelneˇ.
Prˇ´ıklad 6.1. Meˇjme trˇ´ıbodovou aproximaci a celkem deset rˇez˚u na struneˇ. Na za´kladeˇ
teˇchto informac´ı ma´me sestavit rovnice pro kombinovanou metodu rˇesˇen´ı PDR pro syste´m
TKSL.
var
u0, u1, u2, u3, u4, u5, u6, u7, u8, u9, u10,
v1, v2, v3, v4, v5, v6, v7, v8, v9;
Const
PR = 10,
A~= PR*PR/10,
tmax = 10,
dt = 0.01,
eps = 1e-20,
PI = 3.141592653589793238462643383279502884197
169399375105820974944592307816406286208998628034825342117068;
system
u0 = 0;
u10 = 0;
v1’ = A~* 0.5*(u1-u0) + 0.5*(u2-u1) &sin(PI*1/PR);
v2’ = A~* 0.5*(u2-u1) + 0.5*(u3-u2) &sin(PI*2/PR);
v3’ = A~* 0.5*(u3-u2) + 0.5*(u4-u3) &sin(PI*3/PR);
v4’ = A~* 0.5*(u4-u3) + 0.5*(u5-u4) &sin(PI*4/PR);
v5’ = A~* 0.5*(u5-u4) + 0.5*(u6-u5) &sin(PI*5/PR);
v6’ = A~* 0.5*(u6-u5) + 0.5*(u7-u6) &sin(PI*6/PR);
v7’ = A~* 0.5*(u7-u6) + 0.5*(u8-u7) &sin(PI*7/PR);
v8’ = A~* 0.5*(u8-u7) + 0.5*(u9-u8) &sin(PI*8/PR);
v9’ = A~* 0.5*(u9-u8) + 0.5*(u10-u9) &sin(PI*9/PR);
u1’ = v1 &0;
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u1’ = v1 &0;
u2’ = v2 &0;
u3’ = v3 &0;
u4’ = v4 &0;
u5’ = v5 &0;
u6’ = v6 &0;
u7’ = v7 &0;
u8’ = v8 &0;
u9’ = v9 &0;
sysend.

Na za´kladeˇ vy´sˇe uvedene´ho zdrojove´ho ko´du pro syste´m TKSL mu˚zˇeme zjistit, jake´ kom-
ponenty budeme potrˇebovat pro sestaven´ı programove´ho sche´matu. Nejprve si ujasn´ıme,
jake´ komponenty budou potrˇeba pro kazˇdou samostatnou rovnici. Nejdrˇ´ıve uva´d´ıme obra´zky
jednotlivy´ch prvk˚u, ktere´ budeme ve sche´matu vyuzˇ´ıvat. Jedna´ se o prvky integra´tor (obra´zek
6.1), suma´tor (obra´zek 6.2), invertor (obra´zek 6.3) a konstanta (obra´zek 6.4). Na jednot-
livy´ch obra´zc´ıch za´rovenˇ vid´ıme, jake´ operace dany´ prvek prova´d´ı.
Obra´zek 6.1: Integra´tor Obra´zek 6.2: Suma´tor
Obra´zek 6.3: Invertor Obra´zek 6.4: Konstanta
Protozˇe rˇesˇ´ıme PDR druhe´ho rˇa´du, urcˇiteˇ budeme muset pro vy´pocˇet vyuzˇ´ıt dva nu-
mericke´ integra´tory. Prˇi sestavova´n´ı programove´ho sche´matu plat´ı, zˇe leva´ strana rovnice
tvorˇ´ı vy´stup a prava´ strana vstup. Vezmeˇme rovnici pro v1’ z vy´sˇe uvedene´ho prˇ´ıkladu.
v1’ = A~* 0.5*(u1-u0) + 0.5*(u2-u1) &sin(PI*1/PR);
Na leve´ straneˇ rovnice vid´ıme derivovanou promeˇnnou v1’. Protozˇe rˇesˇ´ıme hyperbolicke´
PDR, vyskytuj´ı se zde substituce, tedy u1’=v1. Ve vy´sledku dosta´va´me, zˇe v1’=u1’’.
Skutecˇneˇ jsme tedy obdrzˇeli diferencia´ln´ı rovnici druhe´ho rˇa´du. Se´riove´ zapojen´ı dvou in-
tegra´tor˚u je zna´zorneˇno na obra´zku 6.5. Vstupem integra´toru I1 je tedy u1’’, vy´stupem je
potom integrovana´ hodnota vstupu, tedy u1’, ktera´ za´rovenˇ tvorˇ´ı vstup druhe´ho integra´toru
I2. Vy´stup druhe´ho integra´toru je potom samotne´ u1. Nyn´ı se pod´ıva´me na pravou stranu
rovnice, ktera´ bude tvorˇit vstup do se´rie integra´tor˚u. Mu˚zˇeme zde videˇt operace scˇ´ıta´n´ı,
odcˇ´ıta´n´ı a na´soben´ı. Zapojen´ı sestav´ıme takovy´m zp˚usobem, zˇe jednotlive´ vy´razy uvedene´
v za´vorka´ch prˇivedeme na vstup suma´tor˚u.
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Obra´zek 6.5: Se´riove´ zapojen´ı integra´tor˚u
V nasˇem prˇ´ıpadeˇ budou v programove´m sche´matu celkem dva suma´tory (S1, S2), kazˇdy´
z nich bude opatrˇen dveˇma vstupy, protozˇe potrˇebuje odcˇ´ıtat dveˇ hodnoty. Toho doc´ıl´ıme
tak, zˇe na vstup dane´ho suma´toru prˇivedeme za´pornou hodnotu, kterou z´ıska´me pomoc´ı
invertoru (oznacˇene´ho jako INV). Prvek invertor se ve sche´matu nacha´z´ı za posledn´ım in-
tegra´torem a obrac´ı polaritu. To znamena´, zˇe pokud naprˇ´ıklad na jeho vstup prˇivedeme
hodnotu u1, na vy´stupu bude hodnota opacˇna´, tedy -u1.
Da´le vid´ıme, zˇe kazˇdy´ vy´raz v za´vorce je na´soben jistou konstantou (konstanty k1,
k2) a na´sledneˇ jsou tyto vyna´sobene´ vy´razy prˇivedeny na vstup suma´toru S3. Na za´veˇr
doda´me, zˇe vy´raz &sin(PI*1/PR) oznacˇuje pocˇa´tecˇn´ı podmı´nky vy´pocˇtu, ktere´ budou na-
staveny na integra´torech. Vy´sledne´ zapojen´ı pro rovnici v1’ mu˚zˇeme videˇt na obra´zku 6.6.
Pro jednoduchost byla uvedena zapojen´ı pro rovnice v1’, v2’, v3’ a v9’. Nyn´ı v´ıme, jaky´m
zp˚usobem vypada´ zapojen´ı pro jednu rovnici. Pro ostatn´ı rovnice v2’ azˇ v9’ postupujeme
obdobneˇ. Vy´sledne´ sche´ma zna´zornˇuje obra´zek 6.7. Vsˇimneˇmeˇ si, zˇe pro hodnoty u0 a u10
nesestavujeme zapojen´ı integra´tor˚u, protozˇe se jedna´ o body ukotven´ı struny, jejichzˇ hod-
nota je nulova´. Pod´ıva´me se, jak bude zapojen´ı vypadat, pokud budeme mı´t opeˇt deset
rˇez˚u, ale peˇtibodovou aproximaci. Nav´ıc budeme uvazˇovat doprˇednou metodu rˇesˇen´ı PDR.
Pro ilustraci uva´d´ıme prˇ´ıklad 6.2.
Prˇ´ıklad 6.2. Meˇjme peˇtibodovou aproximaci a celkem deset rˇez˚u na struneˇ. Nasˇ´ım u´kolem
je sestavit rovnice pro doprˇednou metodu a pote´ odpov´ıdaj´ıc´ı programove´ sche´ma.
var
u0, u1, u2, u3, u4, u5, u6, u7, u8, u9, u10,
v1, v2, v3, v4, v5, v6, v7, v8, v9;
Const
PR = 10,
A~= PR*PR/10,
tmax = 10,
dt = 0.01,
eps = 1e-20,
PI = 3.141592653589793238462643383279502884197
169399375105820974944592307816406286208998628034825342117068;
system
u0 = 0;
u10 = 0;
v1’ = A~* -4.333*(u2-u1) + 4.75*(u3-u1) - 2.333*(u4-u1) + 0.458*(u5-u1)
&sin(PI*1/PR);
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v2’ = A~* -4.333*(u3-u2) + 4.75*(u4-u2) - 2.333*(u5-u2) + 0.458*(u6-u2)
&sin(PI*2/PR);
v3’ = A~* -4.333*(u4-u3) + 4.75*(u5-u3) - 2.333*(u6-u3) + 0.458*(u7-u3)
&sin(PI*3/PR);
v4’ = A~* -4.333*(u5-u4) + 4.75*(u6-u4) - 2.333*(u7-u4) + 0.458*(u8-u4)
&sin(PI*4/PR);
v5’ = A~* -4.333*(u6-u5) + 4.75*(u7-u5) - 2.333*(u8-u5) + 0.458*(u9-u5)
&sin(PI*5/PR);
v6’ = A~* -4.333*(u7-u6) + 4.75*(u8-u6) - 2.333*(u9-u6) + 0.458*(u10-u6)
&sin(PI*6/PR);
v7’ = A~* 0.458*(u9-u8) + 0.25*(u10-u9) + 0.166*(u11-u9) - 0.042*(u12-u9)
&sin(PI*9/PR);
v8’ = A~* -0.042*(u10-u9) - 0.666*(u10-u8) + 0.666*(u11-u10) - 0.042*(u12-u10)
&sin(PI*10/PR);
v9’ = A~* 0.458*(u11-u10) - 2.333*(u11-u9) + 4.75*(u11-u8) - 4.333*(u12-u11)
&sin(PI*11/PR);
u1’ = v1 &0;
u1’ = v1 &0;
u2’ = v2 &0;
u3’ = v3 &0;
u4’ = v4 &0;
u5’ = v5 &0;
u6’ = v6 &0;
u7’ = v7 &0;
u8’ = v8 &0;
u9’ = v9 &0;
sysend.

Prˇi vytva´rˇen´ı programove´ho sche´matu postupujeme obdobny´m zp˚usobem jako v prˇedchoz´ım
prˇ´ıkladu. Opeˇt nejdrˇ´ıve uvedeme zapojen´ı pro prvn´ı rovnici v1’ (viz obra´zek 6.8). Leva´
strana rovnice bude i v tomto prˇ´ıpadeˇ reprezentova´na dveˇma integra´tory zapojeny´mi v se´rii.
Rozd´ıl nasta´va´ prˇi zapojova´n´ı vstupu, ktery´ je da´n pravou stranou rovnice. Oproti prˇedchoz´ımu
prˇ´ıkladu zde mu˚zˇeme videˇt celkem cˇtyrˇi vy´razy v za´vorka´ch. To pro na´s znamena´, zˇe bu-
deme potrˇebovat cˇtyrˇi suma´tory S1, S2, S3, S4, ktere´ provedou secˇten´ı vy´raz˚u v za´vorka´ch.
Jednotlive´ vy´razy jsou na´sobeny konstantami k1, k2, k3 a k4. Takto vyna´sobene´ vy´razy
jsou prˇivedeny do suma´toru S5, jehozˇ vy´stup pak tvorˇ´ı vstup do se´rie integra´tor˚u. Vy´sledne´
sche´ma je uka´za´no na obra´zku 6.9, mu˚zˇeme zde videˇt zapojen´ı pro rovnice v1’, v2’ a v9’.
Nyn´ı mu˚zˇeme odvodit, jak bude vypadat programove´ sche´ma pro n-bodovou aproximaci
a libovolny´ pocˇet rˇez˚u na struneˇ. Pro trˇ´ıbodovou aproximaci a deset rˇez˚u na struneˇ jsme
pro jednu rovnici vyuzˇili tento pocˇet cˇlen˚u:
• 2 integra´tory,
• 1 invertor,
• 3 suma´tory, z toho 2 pro soucˇet prvk˚u v za´vorka´ch a 1 pro soucˇet samotny´ch vy´raz˚u
v za´vorka´ch,
• 2 konstanty pro vyna´soben´ı vy´raz˚u v za´vorka´ch.
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Pro peˇtibodovou aproximaci a deset rˇez˚u na struneˇ je situace na´sleduj´ıc´ı:
• 2 integra´tory,
• 1 invertor,
• 5 suma´tor˚u, z toho 4 pro soucˇet prvk˚u v za´vorka´ch a 1 pro soucˇet samotny´ch vy´raz˚u
v za´vorka´ch,
• 4 konstanty pro vyna´soben´ı vy´raz˚u v za´vorka´ch.
Oznacˇme nyn´ı n-bodovou aproximaci p´ısmenem n a pocˇet rˇez˚u na struneˇ p´ısmenem r. Pro
pocˇty prvk˚u v programove´m sche´matu pak plat´ı vztahy uvedene´ v tabulce 6.1. Polozˇka
tabulky Pocˇet d´ılcˇ´ıch suma´tor˚u vyjadrˇuje pocˇet suma´tor˚u, ktere´ prova´d´ı soucˇet prvk˚u
v jednotlivy´ch za´vorka´ch, polozˇka Pocˇet suma´tor˚u znacˇ´ı pocˇet souhrnny´ch suma´tor˚u, ktere´
scˇ´ıtaj´ı jizˇ jednotlive´ za´vorky. Jak jizˇ bylo naznacˇeno na zacˇa´tku kapitoly, kl´ıcˇovy´m para-
metrem pro paraleln´ı zpracova´n´ı je pra´veˇ pocˇet integra´tor˚u. Kazˇdou z rovnic jsme schopni
popsat pomoc´ı dvou integra´tor˚u a urcˇite´ho pocˇtu dalˇs´ıch prvk˚u. Tento celek pak tvorˇ´ı sa-
mostatnou operacˇn´ı jednotku. Zrychlen´ı tedy bude da´no pocˇtem integra´tor˚u, ktere´ jsou ve
sche´matu vyuzˇity. Pro zrychlen´ı vy´pocˇtu plat´ı tedy na´sleduj´ıc´ı vztah.
zrychleni = 2 · (pocetRezu− 1) (6.1)
Pro prˇehlednost uva´d´ıme tabulku 6.2, ve ktere´ mu˚zˇeme videˇt vypocˇtena´ zrychlen´ı pro r˚uzny´
pocˇet rˇez˚u na struneˇ.
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Tabulka 6.1: Pocˇet jednotlivy´ch prvk˚u v programove´m sche´matu v za´vislosti na n-bodove´
aproximaci a pocˇtu rˇez˚u na struneˇ
Prvek Vy´sledny´ pocˇet
Pocˇet integra´tor˚u 2 · (r − 1)
Pocˇet d´ılcˇ´ıch suma´tor˚u (n− 1) · (r − 1)
Pocˇet suma´tor˚u r − 1
Pocˇet invertor˚u r − 1
Pocˇet konstant (n− 1) · (r − 1)
Tabulka 6.2: Pocˇet jednotlivy´ch prvk˚u v programove´m sche´matu v za´vislosti na n-bodove´
aproximaci a pocˇtu rˇez˚u na struneˇ
Pocˇet rˇez˚u Vy´sledne´ zrychlen´ı
10 18
12 22
14 26
16 30
20 38
30 58
40 78
50 98
100 198
1000 1998
10000 19998
100000 199998
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Obra´zek 6.6: Programove´ sche´ma pro prˇ´ıklad 6.1 — rovnice v1’
Obra´zek 6.7: Celkove´ programove´ sche´ma pro prˇ´ıklad 6.1
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Obra´zek 6.8: Programove´ sche´ma pro prˇ´ıklad 6.2 — rovnice v1’
Obra´zek 6.9: Celkove´ programove´ sche´ma pro prˇ´ıklad 6.2
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Kapitola 7
Implementace
Tato kapitola se zaby´va´ implementac´ı aplikace PDE Generator, ktera´ slouzˇ´ı pro generova´n´ı
soustav ODR pro syste´m TKSL. Tyto soustavy ODR reprezentuj´ı hyperbolickou PDR.
Aplikace byla naprogramova´na v jazyce Java. Pro implementaci uzˇivatelske´ho rozhran´ı
bylo vyuzˇito architektury MVC (Model View Controller). Pro spra´vnou funkcˇnost aplikace
je zapotrˇeb´ı mı´t nainstalovane´ vy´vojove´ prostrˇed´ı Eclipse1 a take´ JDK (Java Development
Kit)2.
Model je v aplikaci reprezentova´n programy nthderivative, getSin a TKSLGen.py.
Programy nthderivative a getSin byly vytvorˇeny v jazyce C. Pro prˇeklad teˇchto pro-
gramu˚ je nutne´ mı´t ve vy´vojove´m prostrˇed´ı Eclipse nainstalovany´ na´stroj CDT (C/C++
Development Tooling). Na´stroj CDT mu˚zˇe pro samostatny´ prˇeklad vyuzˇ´ıvat r˚uzne´ kom-
pila´tory, v tomto prˇ´ıpadeˇ byl zvolen kompila´tor MinGW. Je nutne´, aby kompila´tor zahr-
noval knihovny GMP i MPFR (viz n´ızˇe). Nyn´ı se dosta´va´me k jednotlivy´m programu˚m.
Program nthderivative slouzˇ´ı k vygenerova´n´ı koeficient˚u inverzn´ı matice. Da´le program
getSin se vyuzˇ´ıva´ pro vygenerova´n´ı pocˇa´tecˇn´ıch podmı´nek, jejich vy´pocˇet prob´ıha´ dle
vztahu PP (i) = sin(pi · icuts), kde cuts znamena´ pocˇet rˇez˚u na struneˇ. Je d˚ulezˇite´ uve´st, zˇe
oba programy vyuzˇ´ıvaj´ı pro svoje vy´pocˇty funkce z knihoven GMP3 a MPFR4. Knihovna
GMP (GNU Multi Precision Arithmetic Library) umozˇnˇuje prova´deˇt vy´pocˇty s libovolnou
prˇenost´ı pro cela´ cˇ´ısla, raciona´ln´ı cˇ´ısla, rea´lna´ cˇ´ısla s pohyblivou rˇa´dovou cˇa´rkou. Knihovna
je p˚uvodneˇ napsa´na pro jazyk C, ale existuj´ı rozhran´ı i pro dalˇs´ı jazyky (C/C++, C#, Perl,
PHP, Python, Java). Dalˇs´ı vyuzˇ´ıvanou knihovnou je knihovna MPFR (GNU Multiple Pre-
cision Floating-Point Reliably), ktera´ je zalozˇena na jizˇ zmı´neˇne´ knihovneˇ GMP. Na rozd´ıl
od knihovny GMP je v knihovneˇ MPFR k dispozici mnohem v´ıce funkc´ı jako naprˇ´ıklad
transcendentn´ı funkce (exponencia´ln´ı funkce, logaritmy, sinus, cosinus, tangens, cotangens,
atd.). Pra´veˇ funkce sinus byla vyuzˇita v programu getSin pro vygenerova´n´ı pocˇa´tecˇn´ıch
podmı´nek. Posledn´ı soucˇa´st´ı modelu je program TKSLGen.py, ktery´ byl vytvorˇen v jazyce
Python a slouzˇ´ı pro vygenerova´n´ı za´vorkovy´ch vy´raz˚u pro jednotlive´ metody rˇesˇen´ı hyper-
bolicke´ PDR. Abychom mohli volat z Java aplikace funkce z tohoto skriptu, bylo nezbytne´
si opatrˇit knihovnu Jython5.
Vrstvu pohledu (view) zasˇtit’uje trˇ´ıda TKSLGenView.java, v te´to trˇ´ıdeˇ jsou umı´steˇny
jednotlive´ prvky uzˇivatelske´ho rozhran´ı. Vrstva kontrole´ru je reprezentova´na trˇ´ıdou
1http://www.eclipse.org.
2http://www.oracle.com/technetwork/java/javase/downloads/index.html.
3https://gmplib.org
4http://www.mpfr.org
5http://www.jython.org.
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TKSLGenController.java. Graficke´ uzˇivatelske´ rozhran´ı je uka´za´no na obra´zku 7.1.
Obra´zek 7.1: Graficke´ uzˇivatelske´ rozhran´ı
Cˇinnost aplikace zna´zornˇuje sekvencˇn´ı diagram 7.2. Prˇi stisku tlacˇ´ıtka Generovat se
nejdrˇ´ıve zjist´ı parametry vy´pocˇtu:
• jaky´ je pocˇet rˇez˚u na struneˇ,
• kolikabodova´ aproximace bude vyuzˇita,
• jaka´ metoda vy´pocˇtu byla zvolena (doprˇedna´, zpeˇtna´, kombinovana´),
• pro jaky´ syste´m se budou rovnice generovat (TKSL/C, TKSL/386).
Tyto informace z´ıska´me z trˇ´ıdy TKSLGenView.java, ktera´ reprezentuje pohled. Pote´ prob´ıha´
komunikace s modelem. Z´ıskaj´ı se koeficienty inverzn´ı matice pomoc´ı vola´n´ı programu
nthderivative, prˇicˇemzˇ parametry jsou pozˇadovana´ prˇesnost koeficient˚u (precision),
pocˇet vzork˚u z leve´ strany (left), pocˇet vzork˚u z prave´ strany (right) a rˇa´dek inverzn´ı
matice, ktery´ si prˇejeme z´ıskat (row), v nasˇem prˇ´ıpadeˇ vzˇdy z´ıska´va´me druhy´ rˇa´dek inverzn´ı
matice, protozˇe pocˇ´ıta´me druhe´ derivace. Pote´ je vola´n program getSin pro z´ıska´n´ı hod-
not pocˇa´tecˇn´ıch podmı´nek, parametrem je pocˇet rˇez˚u na struneˇ (cuts). Vy´sledky vra´cene´
programy nthderivative a getSin jsou ukla´da´ny do docˇasny´ch soubor˚u. Pro komunikaci
s programy napsany´mi v jazyce C byla vyuzˇita trˇ´ıda ProcessBuilder.
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: TKSLGen:
TKSLGenVie
w
: getSin:
nthderivative
:
TKSLGenCo
ntroller
6: totalString = GenerateEquations(bracList, coefList, sinList, system)
2: (cuts, approx, method, system) = GetParams()
7: frame.setText(totalString)
5: bracList = GenerateBrackets(cuts, approx)
4: sinList =  GenerateAllSinValues(cuts)
3: coefsList = GenerateAllCoefs(precision, left, right, row)
1: actionPerformed
Obra´zek 7.2: Sekvencˇn´ı diagram cˇinnosti aplikace
Nı´zˇe mu˚zˇeme videˇt prˇ´ıklad vola´n´ı programu nthderivative. V na´sleduj´ıc´ıch zdrojovy´ch
ko´dech jsou pro veˇtsˇ´ı prˇehlednost vynecha´ny bloky try-catch.
temp = File.createTempFile("tempCoefs", ".txt", new File(pathTemp));
ProcessBuilder coefBuilder = new ProcessBuilder(path + File.separator +
"nthderivative.exe", precision, left, right, row);
coefBuilder.redirectOutput(ProcessBuilder.Redirect.to(temp));
Process coefProcess = coefBuilder.start();
V dalˇs´ı cˇa´sti programu prob´ıha´ vola´n´ı funkc´ı ze skriptu napsane´m v jazyce Python. Tento
skript slouzˇ´ı, jak jizˇ bylo rˇecˇeno, pro vygenerova´n´ı prˇ´ıslusˇny´ch za´vorkovy´ch vy´raz˚u. Prˇ´ıklad
vola´n´ı funkce z tohoto skriptu mu˚zˇeme videˇt n´ızˇe.
ScriptEngineManager factory = null;
ScriptEngine engine = null;
// zisk enginu pro vyhodnocovani skriptu
factory = new ScriptEngineManager();
engine = factory.getEngineByName("python");
// vyhodnoceni skriptu
engine.eval(new java.io.FileReader(path));
Invocable inv;
inv = (Invocable) engine;
// volani funkce z~Python skriptu
PyList bracketsBegin = new PyList();
bracketsBegin = (PyList) inv.invokeFunction("GenerateCombined",
cutsInt, approxInt);
Pomoc´ı funkc´ı pro generova´n´ı rovnic je pote´ mozˇne´ sestavit vy´sledne´ rovnice pro syste´my
TKSL. Vy´sledny´ zdrojovy´ ko´d je zobrazen prˇ´ımo v graficke´m uzˇivatelske´m rozhran´ı a je
take´ ukla´da´n do souboru. Tento soubor nese jme´no aproximace pocetRezu.txt. Tedy,
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pokud zadame naprˇ´ıklad dvana´ctibodovou aproximaci a pocˇet rˇez˚u peˇt, vy´sledny´ soubor se
bude jmenovat 12 5.txt.
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Kapitola 8
Za´veˇr
C´ılem pra´ce bylo analyzovat problematiku paraleln´ıho numericke´ho rˇesˇen´ı parcia´ln´ıch dife-
rencia´ln´ıch rovnic (PDR). Nejdrˇ´ıve jsme se sezna´mili s obycˇejny´mi diferencia´ln´ımi rovnicemi
(ODR) a uka´zali, jak je mozˇne´ tyto rovnice rˇesˇit pomoc´ı Taylorovy rˇady. Tato problema-
tika byla prˇedvedena na RC cˇla´nku. Na´sledneˇ byly rovnice popisuj´ıc´ı obvod RC cˇla´nku
prˇevedeny do simulacˇn´ıho syste´mu TKSL, ktery´ pro vy´pocˇet pouzˇ´ıva´ promeˇnny´ rˇa´d me-
tody. Rˇa´d metody reprezentuje, kolik cˇlen˚u Taylorovy rˇady bylo v jednotlivy´ch cˇasovy´ch
bodech vyuzˇito. Bylo zjiˇsteˇno, zˇe sn´ızˇen´ı rˇa´du metody lze dosa´hnout sn´ızˇen´ım integracˇn´ıho
kroku vy´pocˇtu. Dalˇs´ı mozˇnost´ı, jak sn´ızˇit rˇa´d metody, je vyuzˇ´ıt modifikovane´ho algoritmu
vy´pocˇtu. Modifikace algoritmu spocˇ´ıva´ v tom, zˇe jakmile je aktua´lneˇ vypocˇ´ıtany´ cˇlen Taylo-
rovy rˇady mensˇ´ı nezˇ dana´ prˇesnost, nen´ı tento cˇlen jizˇ uvazˇova´n v dalˇs´ıch vy´pocˇtech a jeho
hodnota je nastavena na nulu.
V dalˇs´ı cˇa´sti pra´ce jsme se sezna´mili s parabolickou, hyperbolickou a eliptickou PDR,
vysveˇtlili jsme si jejich mozˇne´ rˇesˇen´ı pomoc´ı prˇevodu na soustavu obycˇejny´ch diferencia´ln´ıch
rovnic (ODR). Da´le bylo prˇedvedeno, jaky´m zp˚usobem lze tyto typy PDR prˇeve´st na sou-
stavy ODR a na´sledneˇ je rˇesˇit v syste´mu TKSL. Tento prˇevod je nezbytny´, protozˇe syste´m
TKSL umozˇnˇuje rˇesˇit pouze ODR.
Da´le se pra´ce zaby´vala metodami rˇesˇen´ı PDR. Konkre´tneˇ jsme se zameˇrˇili na hyperbo-
lickou PDR, ktera´ popisuje kmita´n´ı struny. Pro rˇesˇen´ı PDR lze vyuzˇ´ıt doprˇednou, zpeˇtnou
nebo kombinovanou metodu. Tyto metody vyuzˇ´ıvaj´ı pro sv˚uj vy´pocˇet n-bodove´ apro-
ximacˇn´ı vzorce. Prˇi vy´pocˇtu pomoc´ı teˇchto metod vycha´z´ıme z Taylorovy rˇady. Pro oveˇrˇen´ı
spra´vnosti rˇesˇen´ı byly vytvorˇeny programy v syste´mu Matlab, pomoc´ı ktery´ch byla oveˇrˇena
prˇesnost aproximace funkce f(x) = −sin(x), tedy druhe´ derivace funkce f(x) = sin(x).
Bylo zjiˇsteˇno, zˇe doprˇedna´ i zpeˇtna´ metoda vykazuj´ı stejnou chybu vy´pocˇtu, ktera´ je
zaprˇ´ıcˇineˇna pouzˇit´ım nesymetricky´ch aproximacˇn´ıch vzorc˚u. Naopak kombinovana´ metoda
dosahuje vy´razneˇ veˇtsˇ´ı prˇesnosti aproximace, protozˇe pro sv˚uj vy´pocˇet vyuzˇ´ıva´ prˇeva´zˇneˇ
symetricke´ aproximacˇn´ı vzorce. Ty zp˚usob´ı, zˇe akumulace chyby v pr˚ubeˇhu vy´pocˇtu je nizˇsˇ´ı,
nezˇ u doprˇedne´ a zpeˇtne´ metody.
Pra´ce se take´ zaby´vala paraleln´ım rˇesˇen´ım PDR. Vysveˇtlili jsme si, jak sestavit pro-
gramove´ sche´ma pro libovolne´ parametry (tedy libovolny´ pocˇet rˇez˚u na struneˇ a libovol-
nou n-bodovou aproximaci). Dı´ky tomu, zˇe jsme schopni PDR prˇeve´st na soustavu ODR,
lze kazˇdou ODR reprezentovat jako samostatnou operacˇn´ı jednotku. Tento prˇ´ıstup na´m
zajiˇst’uje vy´znamne´ zrychlen´ı vy´pocˇtu, ktere´ je da´no pocˇtem integra´tor˚u v programove´m
sche´matu.
V ra´mci diplomove´ pra´ce byl navrzˇen program, ktery´ je schopen vygenerovat soustavu
ODR pro syste´m TKSL. Tyto rovnice pak reprezentuj´ı hyperbolickou PDR s libovolny´mi
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parametry.
Dalˇs´ımi rozsˇ´ıˇren´ımi by mohla by´t optimalizace programu pro rychlejˇs´ı generova´n´ı vy´stup˚u
a rozsˇ´ıˇren´ı jeho funkcionality o dalˇs´ı typy PDR, da´le aplikace navrzˇene´ho algoritmu pro
sn´ızˇen´ı rˇa´du metody pro syste´m TKSL, analy´za stability vy´pocˇtu doprˇedne´, zpeˇtne´ a kom-
binovane´ metody a take´ podrobna´ analy´za a mozˇnosti dalˇs´ıch optimalizac´ı paralen´ıho
vy´pocˇtu.
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Prˇ´ıloha A
Obsah prˇilozˇene´ho CD
Prˇilozˇene´ CD obsahuje na´sleduj´ıc´ı polozˇky:
• soubor DP Necasova.pdf – technicka´ zpra´va diplomove´ pra´ce,
• slozˇka DP Text – zdrojove´ ko´dy technicke´ zpra´vy (soubory .tex),
• slozˇka DP UI – zdrojove´ ko´dy graficke´ho uzˇivatelske´ho rozhran´ı PDE Generator,
– TKSLGenerator GUI – zdrojove´ ko´dy v jazyce Java,
– TKSLGenerator – zdrojove´ ko´dy v jazyce Python pro vygenerova´n´ı za´vorkovy´ch
vy´raz˚u,
– CGenCoefs – zdrojove´ ko´dy v jazyce C zajiˇst’uj´ıc´ı generova´n´ı koeficient˚u in-
verzn´ıch matic,
– CGenSinValue – zdrojove´ ko´dy v jazyce C zajiˇst’uj´ıc´ı generova´n´ı pocˇa´tecˇn´ıch
podmı´nek vy´pocˇtu,
• slozˇka DP Matlab – zdrojove´ ko´dy pro syste´m Matlab,
• slozˇka DP Taylor – zdrojove´ ko´dy v jazyce C++, ktere´ byly vyuzˇity k experiment˚um
s promeˇnny´m rˇa´dem integracˇn´ı metody.
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