Optimal sample path properties of stochastic processes often involve generalized Hölder-or variation norms. Following a classical result of Taylor, the exact variation of Brownian motion is measured in terms of ψ (x) ≡ x 2 / log log (1/x) near 0+. Such ψ-variation results extend to classes of processes with values in abstract metric spaces. (No Gaussian or Markovian properties are assumed.) To establish integrability properties of the ψ-variation we turn to a large class of Gaussian rough paths (e.g. Brownian motion and Lévy's area viewed as a process in a Lie group) and prove Gaussian integrability properties using Borell's inequality on abstract Wiener spaces. The interest in such results is that they are compatible with rough path theory and yield certain sharp regularity and integrability properties (for iterated Stratonovich integrals, for example) which would be difficult to obtain otherwise. At last, ψ-variation is identified as robust regularity property of solutions to (random) rough differential equations beyond semimartingales.
Introduction
Optimal sample path properties of stochastic processes often involve generalized Hölder-or variation norms. For Brownian motion these results are classical and known as Lévy's modulus and Taylor's variation regularity respectively. Given an arbitrary stochastic process X (ω) : [0, 1] → (E, d), we give a criterion (condition 7 below) which implies (via Garsia-Rodemich-Rumsey) Gauss tails for a Lévy-type ϕ-modulus "norm 1 ". In the very same setting, we show that X has a.s. finite ψ-variation "norm" of Taylor-type. In general, X need not be of a ψ −1 -modulus and one needs careful probabilistic arguments, adapted from Taylor [18] to our setting in theorem 11; these arguments are ill-suited to extract any integrability of the ψ-variation norms.
If X is a real-valued Gaussian process and the function ψ : [0, ∞) → [0, ∞) is reasonably behaved (in particular, convex) one deals with a genuine (semi)norm and a classical result of Fernique implies (Gaussian) integrability. A more interesting example -and the motivation of the present work -are R d -valued centered Gaussian rough paths i.e. processes enhanced with a stochastic area process (such as Lévy's area in the case of Brownian motion). We view processes enhanced with their stochastic area as processes with values in G 2 R d ∼ = R d ⊕so (d), the step-2 nilpotent group equipped with Carnot-Caratheodory (CC) metric. The resulting Hölder and variation spaces (which play a fundamental rôle in rough path theory) have norms involving stochastic areas and hence do not allow us to use Fernique's result. Integrability properties of Wiener-Itô chaos (e.g. [10, Thm 4.1]) allow to go a bit further but ultimately fail to deal with the non-linear structure of the Hölder and variation "norms" of rough paths. To wit, the fine regularity properties required in rough path theory rely crucially on the cancellations on the right-hand-side of (1) below 2 . We overcome this difficulties with Borell's isoperimetric inequality which leads us to a generalized Fernique estimate (Theorem 4). As it may well be useful in other situations, we state and prove it in its natural setting of abstract Wiener spaces.
Keeping the recalls on rough path theory to a minimum, we remind the reader that rough paths take values in nilpotent groups with path regularity tied to the degree of nilpotency. For instance, Brownian motion and Lévy's area have (w.r.t. CC metric) finite p = (2 + ε)-variation and so one has to work in the group of step [p] = 2 nilpotency. The main result in rough path theory, due to T. Lyons, is that higher iterated integrals, stochastic integrals of 1-forms and the Itô map (i.e. the solution map to stochastic differential equations) all become continuous and deterministic functions of Brownian motion and Lévy's area. The study of ψ-variation is then natural from several points of view; (i) it allows us to establish the definite variational regularity of Gaussian rough paths;
(ii) ψ-variation regularity is the key to optimal regularity results for the coefficients of differential equations driven by rough paths (forthcoming work by A.M.Davie, not discussed here);
(iii) we shall see that rough path estimates, usually stated in p-variation, are valid in suitable ψ-variation.
It may be helpful to state some of the implications of this work without using too much language of rough path theory and with focus on the simplest 2 With focus on Hölder regularity, a "linear" brute-force approach using integrability of Banach-space valued Wiener-Itô chaos leads to a Gauss tail of sup 0≤s<t≤1 |As,t| 1/2 |t − s| α for α < 1/4, compare with the discussion preceeding (1) . In order to apply rough path theory, however, it is crucial to take α > 1/3 so that [p] = 2 with p = 1/α and α ∈ (1/3, 1/2). 
Theorem 1 (Optimal regularity and integrability of Lévy's Area) Set For example, theorem 1 sharpens the well-known statement [13] that for p > 2 (which corresponds to ψ (x) = x p above)
(This variational regularity of Lévy area increments is precisely what allows to use rough path analysis in conjunction with Brownian motion.)
As further application (and with regard to item (iii) above) rough path estimates are compatible with ψ-variation. For instance, Brownian motion and Lévy area can be enhanced with any number of higher iterated Stratonovich integrals and the resulting process has finite ψ-variation with Gaussian integrability of the associated homogenous norms, discussed in section 5.2. Similar arguments apply to sample path regularity of solution to stochastic differential equations in the rough path sense. When these are semimartingales (as is usually the case in Stratonovich theory) a.s. finite ψ-variation is seen just as for t → A 0,t above. On the other hand, our results imply that such regularity results are "robust" beyond semimartingales and apply to large classes of differential equations driven by Gaussian signals (including but far from restricted to fractional Brownian motion).
A Generalized Fernique Theorem
Let (B, |·|) be a real, separable Banach space equipped with its Borel σ-algebra B and a centered Gaussian measure µ. A famous result by X. Fernique states that |·| * µ has a Gauss tail; more precisely, 
Then, if K denotes the unit ball in H and µ * stands for the inner measure 4 associated to µ,
The reader should observe that the following theorem reduces to the usual Fernique result when applied to the Banach norm on B. 
and for some positive constant c,
Then, with the definition of σ given in (2) ,
Proof. We have for all b / ∈ N and all h ∈ rK, where K denotes the unit ball of H and r > 0,
Since h ∈ rK was arbitrary,
and we see that
We can take M = (1 + ε) cσr and obtain
Keeping ε fixed, take r ≥ r 0 where r 0 is chosen large enough such that
Letting Φ denote the distribution function of a standard Gaussian, it follows from Borell's inequality that
for some a > −∞. Equivalently,
withΦ ≡ 1 − Φ and usingΦ (z) exp −z 2 /2 this we see that this implies
Sending ε → 0 finishes the proof.
Regularity of stochastic processes
Sharp sample path properties for stochastic processes often require generalized Hölder-or variation norms. Using the following definition, Lévy's modulus for Brownian motion is captured by ϕ 2,1 -Hölder regularity, Taylor's variation regularity corresponds to generalized ψ 2,2 -variation. (Granted continuity and strictly monotonicity of ϕ and ψ, only the behaviour near zero matters.) , for x ≤ e −e 1 , otherwise
We shall see that (sharp) generalized Hölder-or variation regularity of a stochastic process can be shown from the following simple condition. It is not only satisfied by a generic class of Gaussian processes and Gaussian rough paths (discussed in sections 4.1, 4.2 below) but also by Markov processes with uniform (sub)elliptic generator in divergence form [17, 16] . 
Clearly, this condition guarantees the existence of a continuous version of X with which we always work.
Lemma 8 Condition (6) is equivalent to
Proof. Left to the reader.
Lévy's Modulus
has a Gauss-tail.
Proof. This is a straight-forward adaption of the case p = 2 in [4] . We include details as we want to make the point that there is no obvious extension of these ideas to generalized variation "norms". The proof is based on the well-known Garsia-Rodemich-Rumsey lemma with the pair of functions ψ,q given by
By Condition 7 and Fubini, F ∈ L 1 (P); adding 1 guarantees that F ≥ 1 which will be convenient below. By Fubini and Conditio we immediately see that F ∈ L 1 (especially finite a.s.). An elementary computation reveals
Combined with (7) we see that
It remains to see that
log (1 + F/u 2 )du and Jensen's inequality gives
It now suffices to choose λ ∈ (0, 1/2), so that the deterministic integral is finite, and to observe that 1 ≤ F λ ≤ F ∈ L 1 (P). To see that Gauss tail of ϕ p,1 -Hölder "norm", we split up the sup. For deterministic δ, small enough, we have
Using Gaussian integrability of M and |X| 0,[0,1] , cf. Theorem 10, we see that
has a Gauss tail. The same argument works for any other ϕ-modulus for which ϕ ∼ ϕ p,1 near 0+. th and in combination with (9) and (10) the last expression is the sum of two r.v. with a Gauss tail. It is easy to see that the sum of two r.v. with a Gauss tail has again a Gauss tail. The proof is finished by the observation that for every ϕ with ϕ (x) ∼ ϕ p,1 (x) for x → 0 the same argument works.
Theorem 10 Let X satisify Condition 7. Then there exists a constant
Proof.
and by Garsia-Rodemich-Rumsey, for any 0 ≤ α < 1/p,
It now suffices to take α = 0 and use Markov's inequality.
Taylor's Variation
Theorem 11 Let X satisify Condition 7. Then with probability 1,
In the notation of appendix A this is equivalent to
Let us remark that (11) holds for any function ψ (in a reasonable class, cf. appendix A) for which lim sup
this follows readily from (11)⇔ (13) . Good examples include s → s p+ε and s → ψ p,1 (s). It should be emphasized that the latter statement |X| ψ p,1 -var;[0,1] < ∞ a.s. is a trivial consequence of ϕ p,1 -Hölder regularity (cf. Theorem 9). However, examples show that finite ψ p,2 -variation can hold without having finite ϕ p,2 -Hölder modulus (e.g. Brownian motion with p = 2).
Lemma 12 Consider a sequence of positive real numbers
This rules out e −n 2 for instance.
and define for each n ∈ {1, 2, . . . } a family of intervals
Then there exists a δ > 0 only depending on (h n ) such that any interval (s, t) ⊂ [0, 1] with |t − s| < δ is well approximated by some interval J n,i in the sense that the following conditions are satisfied,
Furthermore, for fixed (h n ) the choice of n depends only on (t − s) and n ↑ ∞ as (t − s) ↓ 0.
Proof. We choose the largest n which still satisfies the second condition, that is
We then choose the largest possible index i so that J n,i satisfies the first condition, that is i 2 h n < s < i + 1 2 h n , and note that s − i 2 h n < h n /2. To see that (s, t) is indeed contained in J n,i it is enough to check that
But this is true by (12) and definition of C since
Proof of Theorem 11. As in [18] it is enough to show that
For a given D call an interval
for some deterministic c 1 to be determined by equation (17) below. Call this interval bad otherwise. Clearly,
and we only need to deal with bad intervals. We will see that, provided |D| < δ is small enough, the sum over the bad intervals can be controlled. Let (s, t) be a bad interval in D with |t − s| < δ 1 where δ 1 is the constant whose existence is guaranteed by the previous lemma. The same lemma, applied with h n = e −n and C = 2e, implies that we can find i and n such that
where we set c 2 = c 1 / (2e) and used that (s, t) is bad. Recalling ϕ p,2 ψ p,2 (s) ∼ s as s → 0 and ϕ p,2 ψ p,2 (s) = s for s ≥ 1 we obviously have ϕ p,2 ψ p,2 (s) ≤ c 3 s. Hence, using in particular Theorem 10, and writing c 4 for the constant whose existence it guarantees,
We now choose c 1 such that
Note that for n greater than some n 1 large enough, log 2 (c 2 h n ) = log (− log (c 2 h n )), and (16) reads
where the estimate holds true provided n ≥ n 2 large enough so that
We established that
If Z n = Z n (ω) denotes the number of intervals in J n which satisfy
Since Z n is the sum (over i = 1, . . . , [2/h n ] + 1) of all indicator functions of the events ψ p,2 |X| 0,Jn,i > c 2 h n ,
Introduce the event
and n P (A n ) < ∞, after all we have p ≥ 1 fixed. The Borel-Cantelli lemma now implies that P (A n infinitely often) = 0. Equivalently, with probability 1 there exists N (ω) such that
n for all n ≥ N (ω) . Using a.s. finiteness of the Lévy's modulus "norm", theorem 9, there exists C 6 (ω), finite almost surely, so that for any i ∈ {1, . . . , [2/h n ] + 1},
From our definition of ψ p,2 we have ψ p,2 (s) ≤ s p for all s and so
Now, for n ≥ N (ω), the sum of ψ p,2 |X| 0,Jn,i over all intervals J n,i ∈ J n which satisfy (19) is at most
As remarked in (15) every bad interval (s, t) of lenght smaller than δ 1 is contained in some J n,i ∈ J n and such that ψ p,2 |X| 0,Jn,i ≥ c 2 h n .Let δ = δ (ω) ∈ (0, δ 1 ) be small enough such that the (in the sense of lemma above) n = n (δ) > N (ω) and so we are only dealing with intervals J n,i to which our estimates apply. Then for any partition D with |D| < δ (ω),
and this sum is finite almost surely as required. (The last step actually shows that we get a deterministic upper bound in (13) but this is irrelevant for our purposes.) 
Law of Iterated Logarithm
Proof. The idea is to scale by a geometric sequence. Although not strictly necessary for the conclusion, we show that C = √ c 1 where c 1 is the constant whose existence is guaranteed by Theorem 10. To this end, fix ε > 0, q ∈ (0, 1) and set c 2 = (1 + ε) c 1 . Let
From Theorem 10 we see that for n large enough
This is summable in n and hence, by the Borel-Cantelli lemma, we get that only finitely many of these events occur. It then follows easily that for all n ≥ n 0 (ε, ω) and h small enough q n+1 ≤ h < q n and so, since ϕ p,2 (h) /h is decreasing, ϕ p,2 (q n ) /ϕ p,2 q n+1 ≤ q −1 , and then
We now pass to lim sup h→0 , followed by q ↑ 1 and ε ↓ 0. This finishes the proof.
Integrability of ψ p,2 -variation norm
We have seen that a (continuous) process X : [0, 1] → (E, d) which satisifies Condition 7 has a.s. finite ψ p,2 -variation. The aim of this section is to show that, for large classes of Gaussian processes and Gaussian rough paths, the ψ p,2 -variation "norm" (cf. appendix) enjoys Gaussian integrability. Due to Theorem 4 this reduces to check if the assumptions (4) and (5) of Theorem 4 are satisfied.
Gaussian paths
Assume that X is a centered (continuous) Gaussian process so that . This condition appears in [8] for instance. (For orientation, it holds for Brownian motion with ρ = 1 and fractional Brownian motion with 1/ρ = 1/ (2H)). Then a deterministic timechange of X, say Z, satisfies
With Gaussian integrability properties,
/2 this readily implies that Z satisfies condition 7. Using the invariance of (generalized) variation norms under reparametrization and theorem 11 we conclude that the sample paths of X are almost surely of finite ψ p,2 -variation for p = 2ρ. It is clear from the remark following theorem 11 that one also has finite V ψ; [0, 1] 
Gaussian Rough paths
Fernique's classical estimates are not applicable to Gaussian rough paths since the homogenuous norms involve the path level and Lévy area (which is not Gaussian). However, Gauss tail estimates for the ψ 2,p -variation norm (and any other ψ such that ψ ≡ ψ 2,p near 0+) do follow from our generalized Fernique theorem. We emphasize (again) that integrability properties of Wiener-Itô chaos (even Banach space valued) will not be sufficient for these estimates since the homogenous norms we are dealing with are fundamentally non-linear.
We shall need the result below.
Theorem 14 ([6]) Let X be a continuous, centered Gaussian process on [0, 1]
with covariance R (s, t) = E (X s X t ) such that
finite. Then, if H denotes the Cameron-Martin space associated to X, we have the continous embedding
More precisely, for all h ∈ H and all 0 ≤ s < t ≤ 1,
We recall that a Lipschitz continuous path in R d , by simple computation of its area integral, lifts to a path in G 2 R d , the step-2 nilpotent group with d generators equipped. We equip G 2 R d with the Carnot-Caratheodory metric d; this is natural, for instance the lifted path is then Lipschitz with respect to d.
Hölder and variation regularity of paths
are then special cases of the general discussion we had previously. We denote the resulting pathspace "norms" by · ϕ-Höl and · ψ-var etc. to distinguish from the general case. 
Proof. The first part of the statement (existence of lift) is proven in [6] . To show the Gauss tail we apply Theorem 4 with f = · ψ p,2 -var;[0,1] • S 2 where S 2 : X (ω) = ω → X (ω) denotes the lift constructed in [6] 7 , setting p = 2ρ we need to check (i) X ψ p,2 -var;[0,1] < ∞ a.s. and (ii)
Ad (i): We reparametrize (using the inverse of t → |R| 
It now follows from theorem 11 that Z has a.s. finite ψ p,2 -variation for p = 2ρ and thanks to invariance of generalized variation the same is true for X. Ad (ii). This is precisely theorem 28 below. We see in particular that any η < 1/ 2c 2 σ 2 where σ was defined in (2) and c is the constant which appears in (21) below. This finishes the proof. 7 A measurable map from [5] shows that H > 1/4 is possible.) Using the well-known results of Taylor [18] , KawadaKono [9] combined with the trivial |X| ψ p,2 -var ≤ X ψ p,2 -var we see from these examples that one cannot hope for stronger statements of this type.
Remark 16 This theorem applies in particular to

Applications
Regularity and Integrability of Lévy's Area
We now focus on the Lévy area A of d-dimensional Brownian motion B, defined by
We already know that the Brownian motion enhanced with Lévy's area gives rise to a rough path of ψ 2,2 -variation and the optimality of this is a consequence of the optimality of ψ 2,2 -variation of the underlying Brownian motion alone. We now show that implicit variation regularity of Lévy's area is optimal in its own right.
Proposition 17 (LIL for the Area process) There exists a positive constant
As a consequence, for every fixed t ∈ [0, 1), 
Proof. For brevity, we set ψ := ψ 2,2 . It is convenient to define V
. Then the proof works along the lines of [18] . We fix ε > 0 and for every δ > 0 define
where c is the constant which appears in (22). For fixed t and δ, P (t ∈ E δ ) = 1 and by Fubini P (|E δ | = 1) = 1. Now setting E := ∩ δ>0 E δ = ∩ n≥1 E 1 n gives P (|E| = 1) = 1.
This says that for every t ∈ E there exists an arbitrary small h > 0, such that
and these intervals of the form [t, t + h] form a Vitali covering of [0, 1] . Hence we can pick a finite disjoint union of such sets, each of length less than δ but of total length of at least 1 − ε. Now let D be a dissection with mesh |D| < δ which includes the above collection as subintervals. Then
ti is an element of the subcovering ψ c 2 A ti,ti+1
ti is an element of the subcovering
Now we see for each ε > 0 and δ > 0
Letting ε → 0 and then δ → 0 (through a countable sequence) gives
It is elementary to check from the definition of ψ that for all c ≥ 0 there exists a ∆ c so that
This readily implies that
and the proof is finished.
As a corollary of this we can now give the proof of the regularity and integrability of Lévy's area as stated in theorem 1 in the introduction. 
Fix a dissection D = (t i ) ⊂ [0, 1] and write a i = A ti,ti+1 1/2 for brevity. Then
Thanks to the previous theorem, taking lim δ↓0 sup |D|≤δ leaves the left-handside above strictly positive. By a.s. (uniform) continuity of (s, t) → A s,t we see that a i will be arbitrarily small as |D| ↓ 0, uniformly over all i. Thus, sup i ψ p,2 (a i ) /ψ (a i ) → 0 with |D| ↓ 0 and so we must indeed have that
This finishes the proof of Theorem 1.
Regularity of Iterated Integrals, Stochastic Integrals and Solutions to stochastic differential equations in ψ-variation
We now show that typical rough path estimates remain valid in ψ-variation. G N R d denotes the free step-N nilpotent group with d-generators and is the natural state space for rough paths. Equipped with Carnot-Caratheodory metric, it forms a metric space and the concept of ψ-variation is immediately meaningful. One of the basic theorems in rough path theory says that a continuous
We now show how to extend this to ψ-variation. The proof is a based on the clever concept of control functions introduced in the work of Lyons. These are continous functions ω :
, zero on the diagonal, and super-additive in the sense that ω (s, t)
Examples of control functions to have in mind are |t − s| θ for θ ≥ 1 and |x| 
This estimate remains true with
.
Clearly, ω is a control function on [s, t] and from the definition of ψ-variation it follows that ω (s, t) ≤ 1. It is also clear from the definition that
and this can be rewritten as
p and since the upper bound is a control function in (u, v) this yields
Using (24) (thanks to the convexity assumption, the right-hand-side is control function!) we get
with c 1 = C (N, p). Using this estimate and the superaddivity of ω to see that
By the definition of ψ-variation we conclude that
Step-2: We now assume that
where M is chosen large enough so that ω (s, t) ≤ ε. (This is possible by our assumption on ∆ η .) Again, ω is a control function on [s, t] and arguing exactly as in step 1, using that ψ −1 (ω (u, v)) p is a also control on [s, t], a we led
By the definition of ψ-variation we conclude that 
The Gauss tail of S N (B) ψ-var;[0,1] < ∞ is equivalent to the Gauss tail of
•dB
for all possible multi-indices I ∈ {1, . . . , d} N . Assuming the above properties, the notion of ψ-variation behaves "as expected". 
Proof. Clearly,
and by definition of V ψ it follows that |x s,t | ≤ ψ −1 (1) |x| ψ-var,[s,t] as required.
B Appendix: Rough Paths
B.1 Notation
Complete expositions of rough path theory include [12] , [13] . For the reader's convenience we review some basic concepts. For a fixed N ≥ 0, the truncated tensor algebra T N R d of degree N is defined as
where we set R d 0 := R d and R d ⊗k , equipped with the usual tensor product. Then T N R d forms an algebra under the usual scalar product and vector addition. Using Young integrals we can define for a path
This yields a path S N (x) with values in T N R d . There are numerous nonlinear relations between these iterated integrals and S N (x) stays in a the proper subset
It turns out that G N R d is a Lie group under induced tensor multiplication and (a possible realization of) the step-N free nilpotent group with d generators. The Carnot-Caratheodory (CC) "norm"
and using equivalence of continuous, homogenous norms (by a compactness argument) one the Lipschitz equivalence
which is very useful in compuations. Having a metric structure on G N R d we can speak paths of finite p-or ψ-variation, as well as of α-Hölder or ϕ-Hölder regularity. The class of (weak geometric) p-rough path is defined as
The order of nilpotency is tied to the regularity of the path. In the example of Brownian motion and Lévy's area (which give rise to a path in the step-2 group, one can take p ∈ (2, 3). Rough path theory implies that p-rough paths drive differential equations in a fully determinstic way with a variety of continuity properties of the solution map.
B.2 Translating Rough paths
We are interested in the translates of rough paths by paths of a CameronMartin space. For Brownian motion it is obvious that Cameron-Martin paths are of finite 1-variation. On the other hand, we have seen that (theorem 14) for many Gaussian processes X one has H (X) ֒→ C ρ-var for some ρ where H (X) is the Cameron-Martin space associated to X. We recall the definition of the translation operator in rough path theory (cf. [13] ).
where all cross integrals are well-defined Young integrals.
One should note that for smooth paths x, h and x = S 2 (x), the step-2 lift of x, the translate T h (x) is precisely S 2 (x + h). Therefore we can assume in the rest of the proof that the variation "norms" of y and h are arbitrary small (and therefore the increments as well, cf. Lemma 26 By assumption ψ is "quasi-subadditive" in the sense that ψ (s + t) ≤ ψ (2 max (s, t)) ≤ ∆ 2 ψ (max (s, t)) ≤ ∆ 2 (ψ (s) + ψ (t)) , 
To prepare for the remainder of the argument consider a ε , b ε , c ε all decreasing in ε ∈ (0, ∞) such that a ε ≤ b ε + c ε ∀ε. Then inf {ε > 0 : a ε ≤ 1} ≤ inf {ε > 0 :
We now use (27), (28), 
