A pre-processing design using neural networks is proposed for multiwavelet filters. Various numerical experiments are presented and a comparison is given between neural network pre-processing and a preprocessing for solving linear systems. Neural network pre-processing produces a good approximation for a large number of terms and converges repidly.
to use a shifted multiscaling function and call this procedure shifted scaling approximation. Numerical results show that our pre-processing is efficient when many approximation coefficients are used and compares favorably with the solution to linear systems by the Matlab \ operator.
Multiwavelets
The following standard wavelet and multiwavelet notation will be used.
Notation 1
• Given a function f ∈ L 2 (R) and integers j ∈ Z and k ∈ Z, we let f jk (x) denote the scaled and shifted function f jk (x) = 2 j/2 f (2 j x − k).
• Given a vector-valued function
, we let F jk denote the scaled and shifted vector functions
• D = {1, . . . , d} for a positive integer d.
• Z + = {0, 1, 2, . . .} is the set of natural numbers including zero.
• f, g = R f (x)g(x) dx is the L 2 (R) inner product of f and g. 
To construct a multiwavelet function, Ψ, from a multiscaling function, Φ, we generalize to multiwavelets the notion of multiresolution analysis given in Mallat [25] and Meyer [1] for scalar wavelets.
Definition 2 An increasing sequence of closed subspaces
is called a multiwavelet multiresolution analysis if it satisfies the following four properties:
(d) There exists a multiscaling function Φ :
When multiwavelets are constructed from a multiresolution analysis, there exist functions ϕ δ , δ ∈ D, called scaling functions, such that the set of functions
is an orthonormal basis of L 2 (R). The multiwavelet expansion of f ∈ L 2 (R) with respect to this orthonormal basis is
The coefficients f, ϕ δ 0,k and f, ψ δ jk are called multiscaling coefficients and multiwavelet coefficients, respectively.
Remark 1 In the n-dimensional case, a multiresolution analysis {V j } j∈Z of L 2 (R n ) for multiwavelets is defined the same way as in the one-dimensional case, but there are 2 n − 1 multiwavelet functions which can be parameterized by the set E := {0, 1} n \{(0, . . . , 0)} as
can be constructed from a given one-dimensional multiresolution analysis by means of the tensor product of multiresolution analysis.
Assume that we have a multiwavelet multiresolution analysis {V j } j∈Z of L 2 (R). Using notation (2), we define the lowpass matrix coefficients
and the matrix frequency response, or matrix symbol,
Then the dilation equation and its Fourier transform are
where
is a unitary matrix for almost all ξ ∈ [0, 2π], then the multiwavelet function Ψ is given by the wavelet dilation equation or by its Fourier transform,
where G k , k ∈ Z, are the Fourier coefficients of M 1 (ξ), that is,
Thus, G k , k ∈ Z, are given by the scalar products
Approximation using multiscaling functions
Hereafter, we only deal with the real-valued case and assume that the number of multiscaling functions is two, that is, d = 2.
The main problem
Our problem is to find the best approximation of f ∈ L 2 (R) in V j . As each element s j ∈ V j is represented as
our problem is to find coefficients c 1 j,k and c 2 j,k that minimize the integral
T is an orthonormal multiscaling function, the best approximation is given by
which can be calculated by numerical integration. When a given data consists of equally spaced samples, ∆ = x n+1 − x n , integral (6) can be approximated by ∆ times the sum E(c
We expect that the least square solution to (8) to be an accurate approximation at the points x n .
Shifted scaling approximation
For certain types of multiscaling functions, Φ, and sampling points, {x n }, it often happens that a given data f (x) cannot be approximated well by (5) . For example, the multiscaling functions CL2 and CL3, which will be discussed in section 5, have a structural problem in solving a finite dimensional version of the equation
where f j,n are determined from j and f (x n ). More precisely, when the left-hand side of (9) is represented in matrix form:
where the components of A are ϕ j.k (x n ), a finite dimensional approximation of A is a singular matrix. In such a case, we propose to use a shifted function s j (x + θ) instead of s j (x), where the shift parameter θ satisfies 0 ≤ θ ≤ ∆/2. We call this procedure a shifted scaling approximation and its algorithm is as follows.
Algorithm 1 (Shifted scaling approximation) Minimize
over θ.
Multiwavelet neural networks
Assume that each summation of (5) contains L terms and consider a three-layer neural network with input x and output s j (x) as shown in Figure 1 . Then, the back-propagation learning method gives the least square solution to (8) . We call such a neural network a multiwavelet neural network. 
Training algorithm
The training algorithm for our multiwavelet neural networks consists in the following four steps. (ii) Choose a constant 0 < λ [m] < 1 and calculate the conjugate gradients as follows:
(iv) Calculate the square error
is small enough, then the training is good and the algorithm is stopped. Else if the relative error,
is small, then the algorithm is aborted and we conclude that more training is hopeless and a larger resolution j is needed for this experiment. Otherwise, set m = m + 1 and go to (ii).
Numerical experiments for determined and overdetermined systems
In our numerical experiments, a shifted scaling approximation is applied. In multiwavelet neural networks, the pairs of input and output {x, s j (x + θ)} are known and the coefficients {c (ii) Overdetermined systems
In this case, the number of input and output pairs {x, s j (x + θ)} exceeds the number of unknown coefficients {c
For sampling width ∆ = 1, the resolution must satisfy j ≤ −2.
5 Numerical results
Multiscaling functions used in our numerical experiments
The following three types of multiscaling functions have been used in our numerical experiments.
(i) DB2 and DB3: The multiscaling functions, with support [0, 2N + 1], of Ashino, Nagase, and Vaillancourt [18] are generated by Daubechies' compactly supported scalar wavelets with N = 2 and N = 3, respectively.
(ii) CL2 and CL3: The multiscaling functions of Chui and Lian [28] 
Data used in the numerical experiments
Our numerical experiments dealt with determined and overdetermined systems. For these two kinds of systems, we used the following two groups of data.
(i) The five data shown in Figure 2 and described in subsection 5.2.1 were used when reconstruction is required. Figure 2: The data used in our numerical experiments when reconstruction is required.
(ii) The two data shown in Figure 3 and described in subsection 5.2.2 were used in the case of lower resolution. Graph of x and -x pasted at 0 2 2 Figure 3 : The data used in the numerical experiments in the case of lower resolution. Table 1 lists the notation used below.
Results for determined systems
Without loss of generality, we can assume that a given data belongs to V −1 and the number of elements of the data is 2L. We calculate the coefficients {c 1 −1,k , c 2 −1,k } with our multiwavelet neural networks and represent a given data as in Figure 2 . We take the shift parameter θ = 2 j−1 at resolution j for CL2, CL3 and θ = 0 for the other cases. Table 2 lists the results for leleccum which involves a real-world signal of electricity consumption measured over the course of three days. This signal is particularly interesting because noise was introduced when a defect developed in the monitoring equipment as measurements were made. Wavelet analysis effectively removes the noise. Table 3 lists the results for the Chinese sound gyo which means "fish". Table 4 lists the results for the function sin245:
sin 245(n) = sin 2πn 2 × 20 + sin 2πn 4 × 10 + sin 2πn 5 × 20 , n = 1, 2, . . . , 1000. (i) Comparing the quadrature error, E n , with the error after learning, E l , we see that our neural network preprocessing is much more accurate than the method of numerical integration.
(ii) Shifted scaling approximations work well for the multiscaling functions CL2 and CL3 as the error after learning, E l , is large with θ = 0 but small with θ = 2 −2 .
(iii) Our multiwavelet neural network pre-processing saves memory as compared with solving (9). 
Results for overdetermined systems
We calculate the 2L coefficients {c 1 j,k , c 2 j,k } by our multiwavelet neural networks. Assume that a given data belongs to V −1 and the number of elements of the data is much bigger than 2L. So the resolution must satisfy j ≤ −2.
The numerical experiments for the overdetermined systems were carried out by the following three-step algorithm. Algorithm 3 (For overdetermined systems) The three steps are:
(i) Set the initial resolution j = −10.
(ii) Train the multiwavelet neural networks and calculate the error after learning, E l .
(iii) If E l is smaller than the 2 norm of the original data, then stop and output E l . Otherwise, set j = j + 1 and go to (2).
By Algorithm 3, we can choose the proper resolution j which can approximate the original data with a given small error. Table 7 lists the result for the function sin10:
sin 10(n) = sin 10πn 1000 , n = 1, 2, . . . , 1000.
To train the network for sin10, start with resolution j = −10 and approximate the data in V j and calculate E . If E /( 2 norm of the initial data) ≤ 1/100, then put the resolution and the error in the table; otherwise do the same thing for next resolution j = j + 1. Table 8 lists the results for the function
The number of data is 1000 and the algorithm for sin10 is also used here. We have the following observations.
(i) Tables 7 and 8 show that the appropriate choice of the resolution, j, depends simultaneously on the data and the type of multiscaling function.
(ii) Comparing the error by numerical integration, E n , with the error after learning, E l , we find that our preprocessing is more accurate than the method of numerical integration. Two methods were used for solving the linear systems of equations for the multiscaling coefficients, namely, the Matlab left-inverse operator \ and multiwavelet neural networks. Given a linear system Ax = b, the Matlab left-inverse operator \ is used to obtain the solution x = A\b. Matlab uses the LU decomposition with partial pivoting by row interchange if the matrix A is square and nonsingular; otherwise a least square solution is sought by the QR decomposition or the singular value decomposition of A.
For square matrices, the resolution is j = −1 and the Matlab left-inverse operator \ can solve equations more precisely than neural networks, but it is slower.
In the least square case, with resolution j = −2, the Matlab left-inverse operator \ and neural networks can fit the coefficients with the same precision, but neural networks are faster. We use leleccum.mat for data fitting.
In Table 9 , SE means square error and NNs means neural networks. The first column lists the number of points in the data size. The third and fifth columns list the cpu time in seconds for the Matlab operator \ and NNs, respectively.
From our experiments we see, in Table 9 , that our pre-processing uses less cpu time than the method of inversion with the Matlab \ operator.
Computation was done with Matlab version 6.5.1 on a PC running under Windows 2000 with 512MB of RAM. The CPU is AMD Athlon 1.13GHz.
Conclusion
Various numerical experiments lead us to the following conclusion.
(i) In the case of high resolution approximations, the accuracy of our pre-processing greatly surpasses the accuracy of the method of numerical integration.
(ii) In the case of low resolution approximations, our pre-processing is one-digit more accurate than the method of numerical integration and it is cheaper than the method of inversion by means of the Matlab \ operator.
(iii) In the case of large data, our neural network pre-processing saves memory as compared with the conjugate gradient method for the same computational cost. 
