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TWO-DIMENSIONAL SHANNON TYPE EXPANSIONS VIA
ONE-DIMENSIONAL AFFINE AND WAVELET LATTICE ACTIONS
K. NOWAK AND M. PAP
Abstract. It is rather unexpected, but true, that it is possible to construct repro-
ducing formulae and orthonormal bases of L2(R2) just by applying the standard one
dimensional wavelet action of translations and dilations to the first variable x1 of the
generating function ψ(x1, x2), ψ ∈ L
2(R2), i.e., by making use of building blocks
ψu,s(x1, x2) = s
−1/2ψ
(
x1 − u
s
, x2
)
,where u ∈ R, s > 0,
in the case of reproducing formulae, and
ψk,m(x1, x2) = 2
−k/2ψ
(
x1 − 2
km
2k
, x2
)
,where k,m ∈ Z,
in the case of orthonormal bases. It is possible to compensate the fact, that the
second variable x2 is not acted upon, by a careful selection of the generating function
ψ . Shannon wavelet tiling of the time-frequency plane R2 , a standard illustration of
orthogonality and completeness phenomena corresponding to the Shannon wavelet,
χ(2km,2k(m+1)](x)χ2−kI(ξ), k,m ∈ Z, I = −(1/2, 1] ∪ (1/2, 1],
with x representing time and ξ frequency, is substituted by a phase space tiling of
R
4 with unbounded, hyperboloid type blocks of the form
χ(2km,2k(m+1)](x1)
∑
n,l
χ2−kID(n,l)(ξ1)χ(n,n+1](x2)χ(l,l+1](ξ2), k,m ∈ Z
where Ir = 2
−rI , r ≥ 1, and D : Z× Z→ N is a bijection, an additional parameter
of the generating function, needed for the lift from L2(R) to L2(R2). Variables x1, x2
are coordinates of position and variables ξ1, ξ2 of momentum.
1. Main Results and their Context
We begin by introducing the L2(R) background results. The one-dimensional Caldero´n
reproducing formula has the following form: for a function ψ ∈ L2(R) satisfying the
admissibility condition, i.e.,∫ ∞
0
|ψˆ(s)|2
ds
s
=
∫ ∞
0
|ψˆ(−s)|2
ds
s
= 1, (1)
where ψˆ(ξ) =
∫
R
ψ(x)e−2piixξ dx is the Fourier transform of ψ , we have
f =
∫
R2+
〈f, ψu,s〉L2(R)ψu,s
du ds
s2
(2)
1
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for all f ∈ L2(R), where R2+ = R×(0,∞), ψu,s(x) = s
− 1
2ψ(x−u
s
), u ∈ R, s > 0, and the
convergence of the integral in (2) is understood in the weak sense. Function ψ is called
the generating function of the Caldero´n reproducing formula (2). The admissibility
condition (1) is necessary and sufficient for the formula (2) to hold. If (2) holds we
call the system {ψu,s}u∈R,s>0 , together with its parameter measure
du ds
s2
, reproducing
in L2(R).
The one-dimensional Shannon wavelet system is defined as
ψSk,m(x) = 2
−k/2ψS
(
x− 2km
2k
)
, (3)
where k,m ∈ Z, and the Fourier transform ψ̂S of ψS has the form ψ̂S = χ[−1,−1/2)∪(1/2,1] .
The system
{
ψSk,m
}
k,m∈Z
is an orthonormal basis of L2(R), because on the Fourier
transform side it represents a family of the standard trigonometric systems adapted to
the dyadic partition of the real line R, i.e.
ψ̂Sk,m(ξ) = 2
k/2χ[−1,−1/2)∪(1/2,1](2
kξ)e2piim2
kξ. (4)
We move now to the L2(R2) context. We introduce ek,l(y) = χ(k,k+1](y) e
2piily , with
k, l ∈ Z, and fm(s) = χ(2−m−1,2−m](|s|), with m ≥ 1, m ∈ Z. The system {ek,l}k,l∈Z
is an orthonormal basis of L2(R), and
{
c−1f fm
}
m≥1
, where cf = (2 log 2)
1/2 , is an
orthonormal system on L2(R, ds
|s|
). Let D : Z × Z → N be a bijection. Define the
generating function ψD ∈ L2(R2) by requesting that
ψD(sˆ, y) =
∑
k,l∈Z
fD(k,l)(s)ek,l(y), (5)
where the symbol ˆ over an indicated variable means that the Fourier transform was
applied to it. Function ψD defined in (5) is our principal object of interest. It is the
generating function of the reproducing system
d−1f ψ
D
u,s(x1, x2) = d
−1
f s
− 1
2ψD
(
x1 − u
s
, x2
)
, u ∈ R, s > 0, (6)
where df = (log 2)
1/2 , and of the orthonormal basis
ψDk,m(x1, x2) = 2
−k/2ψD
(
x1 − 2
km
2k
, x2
)
, k,m ∈ Z. (7)
Both systems (6) and (7) are obtained by an application of the standard one-dimensional
wavelet action defined in (2) and (3) to the first coordinate x1 .
We are ready to formulate our principal results.
Theorem 1.1. Let us consider ψ ∈ L2(R2). The system
ψu,s(x1, x2) = s
− 1
2ψ
(
x1 − u
s
, x2
)
, u ∈ R, s > 0,
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with the parameter measure duds
s2
, is reproducing in L2(R2) if and only if the maps
f 7→
∫
R
ψ
(
±̂s, y
)
f(y) dy,
from L2(R) into L2(R+,
ds
s
), preserve inner products.
Corollary 1.2. The system
{
d−1f ψ
D
u,s
}
u∈R,s>0
, defined in (6), with the parameter mea-
sure du ds
s2
, is reproducing in L2(R2), i.e. for all f ∈ L2(R2)
f = d−2f
∫
R2+
〈f, ψDu,s〉L2(R2)ψ
D
u,s
du ds
s2
,
with the convergence of the integral understood in the week sense.
For a measurable function f , defined on a topological space X , equipped with a
Borel measure µ , we define its essential support ess-supp f as the intersection of all
closed sets F , satisfying f(x) = 0 for µ-almost every x in the complement of F .
Theorem 1.3. Let us consider ψ ∈ L2(R2). Suppose that for almost every y ∈ R
ess-suppψ(ˆ·, y) ⊂ [−1/2, 1/2]. The system
ψk,m(x1, x2) = 2
−k/2ψ
(
x1 − 2
km
2k
, x2
)
, k,m ∈ Z,
with the parameter measure being the counting measure on Z × Z, is reproducing in
L2(R2) if and only if for every pair f, g ∈ L2(R) the equality
〈f, g〉 =
∑
k
∫
R
ψ
(
2̂kξ, y
)
f(y) dy
∫
R
ψ
(
2̂kξ, y
)
g(y)dy (8)
holds for almost every ξ ∈ R.
Corollary 1.4. The system
{
ψDk,m
}
k,m∈Z
, defined in (7), is an orthonormal basis of
L2(R2).
Time-frequency representations exhibit the essence of wavelet orthonormal systems.
The basic time-frequency characteristics of wavelets are frequently illustrated with
tilings of the plane {(x, ξ) | x, ξ ∈ R} , where coordinate x represents time and coordi-
nate ξ frequency. In the case of our current interest, Shannon wavelet tiling has the
form {
χ(2km,2k(m+1)](x)χ2−kI(ξ)
}
k,m∈Z
, I = −(1/2, 1] ∪ (1/2, 1]. (9)
In terms of set representations, this is just the basic building block (0, 1]×I transformed
via affine actions of the lattice points
{
(2km, 2−k)
}
k,m∈Z
, resulting in a partitioning
of the time-frequency plane into pairs of rectangles of combined area 1, pairs corre-
sponding to a separate treatment of positive and negative frequencies. In terms of
the interpretation, covering property corresponds to completeness, and disjointness of
blocks of the partitioning to orthogonality relations. How about the lift to L2(R2)
presented in Corollary 1.4? Can one get an equally clear explanation of complete-
ness and orthogonality phenomena for
{
ψDk,m
}
k,m∈Z
via affine actions of the lattice
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points
{
(2km, 2−k)
}
k,m∈Z
? Yes, there is a very similar explanation, but now the build-
ing blocks of the partitioning are unbounded, of a hyperboloid type, with their exact
shape depending on the choice of the bijection D . The exact form of the tiling of
the phase space R4 = {(x1, x2, ξ1, ξ2) | x1, x2, ξ1, ξ2 ∈ R} , with x1, x2 position and ξ1, ξ2
momentum coordinates, is now
χ(2km,2k(m+1)](x1)
∑
n,l
χ(n,n+1](x2)χ(l,l+1](ξ2)χ2−kID(n,l)(ξ1), k,m ∈ Z, (10)
with Ir = 2
−rI , r ≥ 1, and D : Z × Z → N a bijection. The expression (10) is a
product of two functions, the first one depending on x1 and the second one on x2, ξ2, ξ1 .
The first factor is one dimensional and it is the same as in (9). The second factor is
three dimensional. It is convenient to visualize it as a graph over the horizontal plane
{(x2, ξ2) | x2, ξ2 ∈ R} , partitioned into squares (n, n+ 1]× (l, l+ 1], n, l ∈ Z, with two
boxes (n, n + 1] × (l, l + 1] × 2−kID(n,l) , one placed above and one placed below each
square. Variable ξ1 is the vertical coordinate.
The problem of constructing reproducing formulae out of group representations at-
tracted substantial attention in the field of wavelets since early 90’s. The origin of
it goes back to the theory of coherent states of mathematical physics. The book by
Ali-Antoine-Gazeau [1] presents both the current stage of development, as well as the
background results. In the field of wavelets, the analytic techniques needed in the
study, come from representation theory and analysis in phase space. A large variety of
applications provides a strong motivation for the extensive study of the topic. Despite
many efforts, no comprehensive understanding of constructions and classifications of
reproducing formulae has been achieved so far. New constructions emerge often. In
chronological order, substantial contributions came from Torre´sani [28], [29], Kalisa-
Torre´sani [22], Hogan-Lakey [21], Bernier-Taylor [4], Laugesen-Weaver-Weiss-Wilson
[23], De Mari-Nowak [15], [16], Fu¨hr [19], Cordero-De Mari-Nowak-Tabacco [5], [6],
[7] , Dahlke-Steidl-Teschke [11], De Mari-De Vito and collaborators [13], [2], [3], [14],
Cordero-Tabacco [8], Czaja-King [9], [10], Namngam-Schulz [25], [26]. One of the re-
producing formulae listed in [2], [3] gave the inspiration for our current study. The
classical paper by Fefferman [17] beatifully presents various aspects of the usage of
phase space tilings with Heisenberg boxes. The range of applicability, from the point
of view of analysis going beyond the context of spaces of square integrable functions
defined on Euclidean spaces, of our phase space partitioning into hyperboloid type
blocks, still has to be identified.
Books by Daubechies [12], Gro¨chenig [20], Folland [18], Wojtaszczyk [30] are compre-
hensive references on phase-space analysis and wavelets. We refer the reader to books
by  Lojasiewicz [24] and Rudin [27] for the background results we use in our proofs.
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2. Proofs of the Main Results and Auxiliary Facts
We use the Fourier transform in the form
Ff(ξ) = fˆ(ξ) =
∫
Rd
f(x) e−2pii〈x,ξ〉 dx.
Fourier transform F is a bijective map on the Schwartz class S(Rd), and its inverse
F−1 is represented by the integral
F−1f(ξ) = fˇ(ξ) =
∫
Rd
f(x) e2pii〈x,ξ〉 dx.
It extends, by density, from the Schwartz class S(Rd) to a unitary operator defined
on the Hilbert space L2(Rd), and, by duality, to a bijective map defined on the space
of tempered distributions S ′(Rd). In case of a function of several variables, we place
the symbol ˆ over a given variable, in order to indicate that the Fourier transform was
applied to it.
We start by proving Theorem 1.1. We show that the admissibility condition for
the reproducing formula may be expressed in terms of isometries from L2(R) into
L2
(
R+,
ds
s
)
.
Proof of Theorem 1.1. Take tensor products f, g ∈ L2(R2), f(x1, x2) = f1(x1) f2(x2),
g(x1, x2) = g1(x1) g2(x2), with f1, f2, g1, g2 ∈ S(R). In the first step we express the
inner products in terms of combined actions of the L1(R) involution and dilation
h 7→ s−1h(− · /s), denoted as ·∗s , and the convolution on R represented as ∗∫
R2+
〈f, ψu,s〉〈ψu,s, g〉
du ds
s2
=
=
∫
R2+
∫
R
f(·, x2) ∗ ψ(·
∗
s, x2)(u) dx2
∫
R
g(·, x2) ∗ ψ(·∗s, x2)(u) dx2 du
ds
s
.
Representation of inner products as iterated integrals is justified by the fact, that
for u, s fixed, functions f(x1, x2)ψu,s(x1, x2), g(x1, x2)ψu,s(x1, x2) are integrable with
respect to x1, x2 . In the second step we apply Plancherel’s formula with respect to u
and move the Fourier transform under the integral sign in order to get the following:∫
R2+
〈f, ψu,s〉〈ψu,s, g〉
du ds
s2
=
=
∫
R2+
∫
R
f(ξˆ, x2)ψ(ŝξ, x2) dx2
∫
R
g(ξˆ, x2)ψ(ŝξ, x2) dx2 dξ
ds
s
.
We use an approximation argument in order to justify the transition of the Fourier
transform under the integral sign. We represent the square integrable kernel ψ(·∗s, ·)
defined on of R2 , s is fixed, as an infinite sum of orthogonal tensor products, we
apply Plancherel’s formula to finite sums, and then pass to L2(R2) norm limits in both
expressions, the original one and the one obtained by an application of Plancherel’s
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formula. In the third step we change the order of integration, we apply multiplicative
invariance of the measure ds
s
, we denote by ± the sign of ξ , and we get that∫
R2+
〈f, ψu,s〉〈ψu,s, g〉
du ds
s2
=
=
∫
R
fˆ1(ξ)gˆ1(ξ)
∫ ∞
0
∫
R
f2(x2)ψ(±̂s, x2) dx2
∫
R
g2(x2)ψ(±̂s, x2) dx2
ds
s
dξ. (11)
Change of the order of integration is justified via polarization. We write the expressions
under the integral signs as sums of the form we obtain for f1 = g1 , f2 = g2 . Non-
negativity of the resulting terms allows us to apply Fubini’s theorem.
If the system {ψu,s}u∈R,s>0 is reproducing, then, via formula (11), we conclude that
the maps f 7→
∫
R
ψ
(
±̂s, y
)
f(y) dy restricted to f ∈ S(R) preserve inner products.
A standard density argument allows us to extend the statement to all f ∈ L2(R).
Conversely, if the maps f 7→
∫
R
ψ
(
±̂s, y
)
f(y) dy preserve inner products, then (11)
allows us to conclude that for f, g ∈ L2(R2) being finite sums of tensor products of the
form f1(x1) f2(x2), g1(x1) g2(x2), with f1, f2, g1, g2 ∈ S(R) we have∫
R2+
〈f, ψu,s〉〈ψu,s, g〉
du ds
s2
= 〈f, g〉.
Again, a standard density argument allows us to extend the equality to all f, g ∈
L2(R2). ⊓⊔
The following representation of the inner product on L2(R), valid for band limited
functions, is the principal tool allowing us to make a transition from the continuous
context of Theorem 1.1 to the discrete context of Theorem 1.3.
Lemma 2.1. Let f, g ∈ L2(R). Suppose that ess-supp fˆ , gˆ ⊂ [−2−k−1, 2−k−1]. Then∫ 2−k−1
−2−k−1
fˆ(ξ)gˆ(ξ) dξ = 2k
∑
m∈Z
f
(
2km
)
g (2km).
Proof. Assume first that k = 0. Let {en}n∈Z be an orthonormal basis of the Hilbert
space
BL = {f ∈ L2(R) | ess-supp fˆ ⊂ [−1/2, 1/2]},
given by the formula eˆn(ξ) = χ[−1/2,1/2](ξ) e
−2piinξ . Observe that for f ∈ BL 〈f, en〉 =
f(n). Indeed, the Fourier inversion formula holds pointwise for functions in S(R) ∩
BL. Moreover, convergence in BL implies pointwise convergence, therefore a standard
density arguments shows that the identity holds for all functions in BL. An applications
of Plancherel’s formula gives
∑
n∈Z
f(n)g(n) =
∑
n∈Z
〈f, en〉〈g, en〉 = 〈f, g〉 = 〈fˆ , gˆ〉 =
∫ 1/2
−1/2
fˆ(ξ)gˆ(ξ)dξ.
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A change of variables allows us to derive the formula for any k ∈ Z. Indeed
∫ 2−k−1
−2−k−1
fˆ(ξ)gˆ(ξ) dξ =
∫ 1/2
−1/2
fˆ
(
ξ
2k
)
gˆ
(
ξ
2k
)
dξ
2k
=
= 2−k
∫ 1/2
−1/2
(f2−k)
∧ (ξ)(g2−k)
∧ (ξ) dξ = 2−k
∑
n∈Z
2kf(2kn)2kg(2kn),
where the subscript applied to a function denotes the L1(R) dilation, i.e. hs(x) =
1
s
h(x
s
). ⊓⊔
We are ready to prove Theorem 1.3. The method of the proof of Theorem 1.1
combined with the formula of Lemma 2.1 allow us to formulate necessary and sufficient
conditions for the discretized system to be a Parseval frame. Again the admissibility
condition is expressed in terms of isometries, now from L2(R) into l2(Z).
Proof of Theorem 1.3. Take tensor products f, g ∈ L2(R2), f(x1, x2) = f1(x1) f2(x2),
g(x1, x2) = g1(x1) g2(x2), with f1, f2, g1, g2 ∈ S(R). In the first step we express inner
products 〈f, ψk,m〉, 〈g, ψk,m〉 as iterated integrals
∑
k,m
〈f, ψk,m〉〈ψk,m, g〉 =
=
∑
k,m
2k
∫
R
f(·, x2) ∗ ψ(·
∗
2k , x2)(2
km) dx2
∫
R
g(·, x2) ∗ ψ(·∗2k , x2)(2
km) dx2,
where ·∗2k is the combined action of the L
1(R) involution and dilation h 7→ 2−k/2h(− · /2k),
and ∗ is the convolution on R. The transition to iterated integrals is justified by the
integrability of f(x1, x2)ψk,m(x1, x2), g(x1, x2)ψk,m(x1, x2) with respect to x1, x2 , pa-
rameters k,m are fixed. In the second step we apply Lemma 2.1, we obtain that
∑
k,m
〈f, ψk,m〉〈ψk,m, g〉 =
=
∑
k
∫
R
∫
R
f(ξˆ, x2)ψ(2̂kξ, x2) dx2
∫
R
g(ξˆ, x2)ψ(2̂kξ, x2) dx2 dξ.
The usage of Lemma 2.1 is justified by the fact that for almost every x2 ∈ R we
have ess-suppψ(·∗2k , x2) ⊂
[
−2−k−1, 2−k−1
]
. We represent the square integrable kernel
ψ(·∗2k , ·), defined on R
2 , k is fixed, as an infinite sum of orthogonal tensor products
of functions, band limited, with respect to the first coordinate, and square integrable,
with respect to the second coordinate. Then, we apply Lemma 2.1 to finite sums, and
next we pass to norm limits in both expressions, the original one, and the one obtained
by an application of Lemma 2.1. In the next step we change the order of summation
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and integration and we get∑
k,m
〈f, ψk,m〉〈ψk,m, g〉 =
=
∫
R
fˆ1(ξ)gˆ1(ξ)
∑
k
∫
R
f2(x2)ψ(2̂kξ, x2) dx2
∫
R
g2(x2)ψ(2̂kξ, x2) dx2 dξ. (12)
An application of polarization formula produces non-negative terms, therefore Fubini’s
theorem applies.
If the system {ψk,m}k,m∈Z is reproducing, then, via formula (12), we have∫
R
|fˆ1(ξ)|
2
∑
k
∣∣∣∣
∫
R
f2(x2)ψ(2̂kξ, x2) dx2
∣∣∣∣2 dξ = ||f1||2||f2||2,
for all f1, f2 ∈ S(R), and therefore for every f ∈ S(R)∑
k
∣∣∣∣
∫
R
ψ(2̂kξ, y)f(y) dy
∣∣∣∣2 = ||f ||2 (13)
for almost every ξ ∈ R. A standard density argument, making use of the convergence
in the mixed norm space L∞(l2), allows us to conclude that for every f ∈ L2(R) (13)
holds for almost every ξ ∈ R. The fact that for every pair f, g ∈ L2(R) the equality
(8) holds for almost every ξ ∈ R follows by polarization. Conversely, if for every
pair f, g ∈ L2(R) the equality (8) holds for almost every ξ ∈ R, then (12) allows us
to conclude that for f, g ∈ L2(R2) being finite sums of tensor products of the form
f1(x1) f2(x2), g1(x1) g2(x2), with f1, f2, g1, g2 ∈ S(R) we have∑
k,m
〈f, ψk,m〉〈ψk,m, g〉 = 〈f, g〉.
Again, a standard density argument allows us to extend the equality to all f, g ∈
L2(R2). ⊓⊔
The following lemma summarizes the basic properties of the generating functions
ψD .
Lemma 2.2. Let ψD be the generating function defined in (5). Then
(i) the sum (5) representing ψD(sˆ, y) consists of a single term fD(k,l)(s)ek,l(y),
for s ∈ [−1/2, 0) ∪ (0, 1/2], with the unique k, l satisfying
s ∈ (2−D(k,l)−1, 2−D(k,l)], and it contains no non-zero terms for
s /∈ [−1/2, 0) ∪ (0, 1/2],
(ii) ess-suppψD (ˆ·, y) ⊂ [−1/2, 1/2] for every y ∈ R,
(iii)
∫
R2
∣∣ψD(sˆ, y)∣∣2 dy ds = 1,
(iv)SDN (s, y) =
∑
|k|≤N,|l|≤N
fD(k,l)(s)ek,l(y) converges to ψ
D(sˆ, y) in L2(R2) as N →∞.
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Proof. Part (i) follows directly from definitions. Part (ii) is justified by the fact that
ess-suppψD (ˆ·, y) ⊂ ess-supp
∑
k,l fD(k,l) = [−1/2, 1/2]. We observe that the building
blocks {fD(k,l)ek,l(y)}k,l∈Z of formula (5) have pairwise disjoint supports. We conclude
that ∣∣ψD(sˆ, y)∣∣ = ∑
k,l∈Z
fD(k,l)(s) |ek,l(y)| =
∑
k,l∈Z
χ(2−D(k,l)−1,2−D(k,l)](|s|)χ(k,k+1](y). (14)
The operation of shifting pairs of rectangles
χ(2−D(k,l)−1,2−D(k,l)](|s|)χ(k,k+1](y)
of formula (14) to position k = 0, i.e. to
χ(2−D(k,l)−1,2−D(k,l)](|s|)χ(0,1](y)
is measure preserving, therefore out of formula (14) we infer that∫
R2
∣∣ψD(sˆ, y)∣∣2 dy ds = ∫ 1/2
−1/2
∫ 1
0
dy ds = 1.
This proves part (iii). Part (iv) follows via the technique applied to part (iii). We
observe that as N gets large enough, only the dyadic intervals representing fD(k,l) ,
which are close to 0, show up in the expression controlling the L2(R2) norm of ψD (ˆ·, ·)−
SDN . ⊓⊔
With the background results presented so far, we are ready now to draw conclusions
for the generating functions ψD , i.e. to prove Corollaries 1.2, 1.4.
Proof of Corollary 1.2. We have checked in Lemma 2.2 that ψD ∈ L2(R2). We know
via Theorem 1.1 that it is enough to show that the ± maps
f 7→
∫
R
ψD
(
±̂s, y
)
f(y) dy,
from L2(R) into L2(R+,
ds
s
), preserve inner products. We have verified in Lemma 2.2
that for both ±s, where s > 0 is fixed, at most one of the terms of∑
k,l
fD(k,l)(±s)ek,l(y)
is non-zero. Therefore, for every s > 0, we may switch over summation and integration
and we obtain ∫
R
ψD
(
±̂s, y
)
f(y) dy =
∑
k,l
fD(k,l)(±s)〈f, ek,l〉 (15)
and ∫
R
ψD
(
±̂s, y
)
g(y) dy =
∑
k,l
fD(k,l)(±s)〈g, ek,l〉. (16)
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The systems {d−1f fm(±s)}m≥1 are orthonormal in L
2(R+,
ds
s
). Formulas (15), (16)
allow us to conclude that〈∫
R
d−1f ψ
D
(
±̂s, y
)
f(y) dy,
∫
R
d−1f ψ
D
(
±̂s, y
)
g(y) dy
〉
L2(R+,
ds
s
)
=
=
∑
k,l
〈f, ek,l〉〈g, ek,l〉 = 〈f, g〉,
and this finishes the proof. ⊓⊔
Proof of Corollary 1.4. We have verified in Lemma 2.2 that ψD ∈ L2(R2) and that
for every y ∈ R ess-suppψD (ˆ·, y) ⊂ [−1/2, 1/2]. We know via Theorem 1.3, that in
order to show that the system
{
ψDk,m
}
k,m∈Z
is reproducing, it is enough to show that
for every pair f, g ∈ L2(R) the equality
〈f, g〉 =
∑
k
∫
R
ψD
(
2̂kξ, y
)
f(y) dy
∫
R
ψD
(
2̂kξ, y
)
g(y)dy
holds for almost every ξ ∈ R. Support properties of functions fD(r,s) , fD(r′,s′) imply
that for every ξ 6= 0∑
k
∫
R
ψD
(
2̂kξ, y
)
f(y) dy
∫
R
ψD
(
2̂kξ, y
)
g(y)dy
=
∑
k
∑
r,s
r′,s′
fD(r,s)(2
kξ)fD(r′,s′)(2
kξ)〈f, er,s〉〈g, er,s〉
=
∑
r,s
〈f, er,s〉〈g, er,s〉 = 〈f, g〉.
Changes of the order of summation with respect to r, s and r′, s′ , with the integration
with respect to y , are justified by Lemma 2.2, i.e. by the fact that the the sums with
respect to r, s and r′, s′ consist of at most one term. We have proved completeness of
the system
{
ψDk,m
}
k,m∈Z
.
Now we prove the fact that the functions of the system
{
ψDk,m
}
k,m∈Z
are pairwise
orthogonal. The first step is based on an application of Plancherel’s formula with
respect to x1
〈ψDk,m, ψ
D
k′,m′〉 =
∫
R2
2−k/2ψD
(
x1 − 2
km
2k
, x2
)
2−k
′/2ψD
(
x1 − 2k
′m′
2k′
, x2
)
dx1 dx2 =
=
∫
R2
2k/2e−2pii2
kmξψD
(
2̂kξ, x2
)
2−k
′/2e2pii2
k′m′ξψD
(
2̂k′ξ, x2
)
dξ dx2
The transition to iterated integrals is justified by the fact that the function under the
integral sign is integrable. In the second step we change the order of integration and
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we apply the definition of ψD∫
R2
2k/2e−2pii2
kmξψD
(
2̂kξ, x2
)
2−k
′/2e2pii2
k′m′ξψD
(
2̂k′ξ, x2
)
dx2 dξ
=
∑
r,s
r′,s′
∫
R2
2k/2e−2pii2
kmξfD(r,s)(2
kξ)er,s(x2)2
−k′/2e2pii2
k′m′ξfD(r′,s′)(2
k′ξ)er′,s′(x2) dx2 dξ
The change of order of integration is justified by the integrability of the function under
the integral sign. Moving out the summations with respect to r, s and r′, s′ is justified
by the L2(R2) norm convergence of the expansion of (5) stated in Lemma 2.2. In the
third step we apply the orthogonality of the system {er,s}r,s∈Z and the fact that the
sets {ξ ∈ R | |ξ| ∈ (2−D(r,s)−1−k, 2−D(r,s)−k]} , k ∈ Z, are pairwise disjoint∑
r,s
∫
R
2k/2e−2pii2
kmξfD(r,s)(2
kξ)2−k
′/2e2pii2
k′m′ξfD(r,s)(2
k′ξ) dξ
= δk,k′2
k
∫ 2−k−1
−2−k−1
e2pii2
k(m′−m)ξ dξ = δk,k′ δm,m′ .
We have verified both completeness and orthogonality of the system
{
ψDk,m
}
k,m∈Z
,
therefore the fact that it constitutes an orthonormal basis follows. ⊓⊔
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