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The inequality T,(xy) < T,Z(x) r,(y), x, y > 1, where T,(x) is the Tchebycheff 
polynomial of the first kind, can be proven very easily by use of one of the extremal 
properties of these polynomials. It also follows from (dZ/dz?) log T,(e%‘) < 0, 
u > 0. Various proofs are given for these inequalities and for generalizations to 
other classes of polynomials. 
INTRODUCTION 
One of the important properties of the Tchebycheff polynomials is an 
extremal property outside (-1, 1): if p,(x) is an arbitrary polynomial of 
degree n which satisfies 
I P&>I < 1, - 1 5; x 2.; I) cO.1) 
and T,,(x) is the Tchebycheff polynomial defined by T,(cos 0) = cos nQ, then 
I Pn(4 G in, 5 > 1. (0.2) 
For this and several other properties of polynomials see Rogosinki [9] and 
Schur [lo]. 
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The main results of the present paper stem from the observation that this 
property of Tchebycheff polynomials gives 
T&v) 5: T,(x) T,(Y), ,x, y 3 1, (0.3) 
and that this inequality also follows from 
(0.4) 
Various proofs are given for these inequalities and for generalizations to 
other classes of polynomials. For instance, it is shown that the ultraspherical 
polynomials Cnn(x) satisfy 
~.: C,“(xy -I- (x2 - 1 )1’2 (y” - I>““> 
X?,“(l) _ 
for x, y > 1, h Y-- 0. 
( 
cnryuy .- (,u" ~- ])I/2 (y2 _ 1)1/") 
-.-. ~--~~ 
2G”(1) 
(0.5) 
1. PROOF OF (0.3) AND SOME EXTENSIONS 
Fix 2’ > 1 and consider 
P,,(X) y ~&YY~?z(Y) 
for 1 x / -< 1. Clearly, / T,,(cr)l 2; 1 when 1 II j ,‘< 1 and / T,(u)1 is an increasing 
function of / ZI 1 when ’ II 1 > 1. Thus p,(x), which is a polynomial of degree 
n, satisfies (0.1); so (0.2) gives 
: 7-,(xy)/7,(.Y)I : ’ T,(x), x, y ;> 1) 
which then gives (0.3) since T,(x) > 1 for x > 1. 
To extend (0.3) to other polynomials it is useful to generalize it to 
T,(r) Th) --Ti T,(x) T,(Y), 1 ::I r :.i x c< y & s, rs = xy, 
which is equivalent to 
$ log T,(e”) < 0, ll > 0. 
This leads us to the following general result. 
(1.1) 
(1.2) 
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THEOREM 1. Let p,(x) = a& + an-lxn-1 + ... + a, be a polynomial 
with only real roots and suppose that a, > 0 and a,-, < 0. Let c be an upper 
boundfor the roots of pn(x). Then 
p,(r>h(4 G P,(X) P,(Y) (1.3) 
whenever c < r < x < y < s and rs = xy. In particular, ifc = 1 andp,(l) 3 1, 
then 
P&Y) G P&) PAY), x,y > 1. (1.4) 
Note that the condition “an > 0” can be written “pn(x) + co as x + co” 
and when this holds the condition “anWl < 0” can be written “CrCzl xk > 0, 
where x1 ,..., x, are the roots of pn(x).” Theorem 1 applies to most of the 
classical orthogonal polynomials [ 111. 
COROLLARY 1. Inequality (1.3) holds in each of the following cases: 
(a) p,(x) is a Jacobi polynomial Pi*” with p 3 cx > - 1 and c = 1, 
(b) p,(x) is a generalized Laguerre polynomial L,“(x) with 01 > -1 
and c = 2n + 01 + 1 + ((2n + cx + 1)2 - n? + 1/4)1/2, 
(c) p,(x) is the Hermite polynomial H,(x) and c = (2n + l)lp. 
In particular, ifpn(x) is the Legendre poIynomiaI P,(x) or the TchebychefS 
polynomial T,(x), then 
P&Y) G P,(X) P,(Y), x, y 3 1. 
Proof of Theorem 1. Our hypotheses imply that the function 
~(4 = logp,(e”) 
is defined for all real u with ezL :, c. Since (1.3) is equivalent to 
g”(u) < 0 when eU > c, (1.5) 
it suffices to prove (1.5). Let xr ,..., x, be the roots ofp&). Then 
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. 
Partition the numbers l,..., II into two disjoint sets J and K so that xj 3 0 for 
jEJandx,<OforkEK.Then 
an-1 ==: - __ > 0: 
alzx2 
for x > c. Therefore g”(u) < 0 when eiL ‘,y c, as desired. 
Proof of Corollary 1. To prove that (1.3) holds for the case (a), we 
substitute PrsB) (x) into its associated homogeneous linear differential equation 
[l 1, p. 601 and collect the coefficients of Y-l to obtain 
(2n + oi f p, a,-, f (/!!I - 3) ??a, = 0. 
Since a, > 0, it follows that a,-, < 0. This can also be shown by using an 
explicit formula for Jacobi polynomials [l I, (4.21.2)]. We may take c = 1 
since the roots of P’,3”1( x ) 1 ie in the interval (- I, 1). The proofs for cases (b) 
and (c) are similar. (In (b) we used the fact that if (1.3) holds for some pn(x), 
then it also holds with p,(x) replaced by (- 1)” p,(x).) Bounds for the roots 
of p,(x) in these two cases follow from [II, (6.31.7) and (6.32.3)]. The last 
assertion holds since P,(x) and T,&(x) are included under case (a) and 
P,(I) r= T,8(1) = 1. 
Note that, by the Gauss theorem on the zeros of polynomial derivatives, 
the conclusions of Theorem 1 also hold for all derivatives ofp,(x). A different 
type of extension of (0.3) to derivatives of Tchebycheff polynomials is given 
in the following theorem. 
THEOREM 2. Let j and k be nonnegative integers with j + k < n. Then 
y”p’l)(xy) ( T’i;’ .(x) T’j’( u) n 1123 n (1.6) 
for x, y > 1: where T;‘;)(x) = (d”/dx’c) T,(x). 
Proqfi Let y 2 1 and put p(x) = T$(xy)/Tz’(y). Then p(x) is a poly- 
nomial of degree IZ - j. Moreover, 
I PC4 5 1, -1 <x -, 1. (1.7) 
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To see this, first note that an easy induction on j shows that 
n-j 
T:‘(t) = 2 A,jT~(t), 
where Aij > 0. Hence since each Ti(t) assumes its maximum absolute value 
on the interval [-v, ~1 at the point t = y, the same is true of T:‘(t). From 
(1.7) and a well-known extension of the extremal property for Tchebycheff 
polynomials (see [9] or [lo]), it follows from (1.7) that 
for x > I, which is (1.6). (The proof of (1.7) given here was suggested by 
T. J. Rivlin. Another proof can be obtained from [ll, (4.21.7) and (7.32.2)].) 
From the case x = 11 = 1 of (1.6), which is not entirely obvious, it is clear 
that Theorem 2 is weaker than the following: 
THEOREM 3. Let j and k be nonnegatiue integers with j f k < n. Then 
yk T:+“‘(xy) T?(X) T”‘(y) 
T:+“‘(l) 
<-CL-L 
T;Jj(‘) T:)(l) ’ 
x,y > 1. (1.8) 
Proof. Let c,~(x; h) = C,h(x)/C,A(l), h :2 -l/2, where CnA(~) is the 
ultraspherical polynomial [3, p. 1741. Then c&x; k) = T~‘(x)/T~,‘“‘(l), and 
so (1.8) is equivalent to 
JI~~c~-~-~~(xY;,~ + k) >S c,-j-,(X; k) C,-j(U;.i), X> Y 3 1. (1.9) 
To prove (1.9) first use part (a) of Corollary 1 (which applies since 
c,(x; A) = Py(x)/Py(l) 
with o(. = h - 4) to obtain 
y’c,-j-k(xy; j + k) -< y”C+-s(X; j -C k) C,-j-T;( .I’; .i -1 k) 
for x, y 3 1. Next use the inequality (proved below) 
c,(x; A) -.: c,(x; p). x31, x > p I- 4, (1.10) 
on the three factors: 
c,+~(x; J + k) < c,-~-~ x, ( .k), 
c,-j-k(y;.j + 4 < G-j-k(Y; i), 
J” < ck(.%j), (recall that yk = pz ck(y; h)) 
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to obtain 
ykCn-j-k(Xy;j f k) < ck(y;j) cn-j-k(x; k, cn-j-k(Y;.j), x,y 3 1. 
But 
Ck(Y;j) cn-j-k(Yij) d cn-j(Yij), Y > I, (1.11) 
(proved below), so (1.9) holds. 
Thus there remains only the problem of proving (1.10) and (I. 11). Consider 
(1.11) first. For X 3 0 it is known (see [I I, p. 390, Exercise 841 or [4]) that 
ni-VL 
4~; 4 4~; 3 = C 4k m, n> ck(x; 4, 
k=ln--ml 
with A(k, m, n) 3 0 and & / A(k, m, n)i = 1. If we can show that 
ck(x; A) < cn+&; 4, x 2 I, k < n + nz, (1.12) 
then (1 .I 1) clearly holds. We can show that (1.12) holds for an even wider 
class of orthogonal polynomials. Letp,(x) be a set of polynomials orthogonal 
on (- I, 1) with respect to a positive measure on (-1, 1) and assume 
Id--4 = (-l>“PnW 
(i.e., the measure is even) and pn(l) = 1. Then 
~P?aW = wJ,,,w + (I - 4Pn-dX), P”(X) = I, PI(X) = x, 
with 0 < a, < 1. Conversely this recurrence formula implies that p,(x) is 
orthogonal on (- I, 1) with respect to a positive even measure. Then 
GJPn+1W - Pn(41 = vnw - wbL(x> - (1 - GJPn-I(X) 
3 (1 - 4z> P,(X) - (1 - 4 Pn-l(X) 
= (1 - %>MX) - Pn-dX>I 
> ..* 2 KJP,(X) - POW1 3 0, 
for x > I, where K,, > 0. This gives (1.12). 
Thus there remains only (1.10). Recall Gegenbauer’s formula (see [6] 
or 111) 
C&i A> = i B(k, n) ck(x; /d, B(k, n) 3 0, h > p > -4. (1.13) 
k=O 
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Then C&k, n) = 1, and so 
c,(x; A) = f B(k, n) c,(x; p) s; i B(k, n) c,(x; p) = c,(x; p) 
k=O k=O 
for x 3 1, X > p > - a, which completes the proof. 
2. CONCAVlTY OF log / p,(e”)l 
Since the restriction x, y > 1 in (0.3) cannot be relaxed to x, y > c with 
c < 1, it is of interest o note that (0.4) extends to 
$ log I m(eY G 0, --c13<u<oo, Tn(eU) # 0. 
This is a special case of 
THEOREM 4. Let &(x) = a, ~,~& - xk) with x1 > x2 3 ... 2 x, and 
%-l-k = --XI,, k = 1, 2,..., n.Zf-cO<uucOande”#XkfOranyk,then 
$ log I zhkW9l f 0, (2.1) 
with equality if and only if each xk = 0. 
Proof. Let g(u) = log 1 p,(e”)i and x = e”. Then proceeding <as in the 
proof of Theorem 1, we have 
g”(u) = -e” f 
k=l (eU ‘xk)2 
r(n+l)lel 
c 
1 
z?z -x 
7c=l Xk (x 1 Xk)2 - ( (x + x1.Y 1 
[h+1)/21 2 
= -4x2 
k;l (x” ““,a’)2 ’ 
which gives (2.1) for p,(+eU). The result for pn(-eU) then follows from 
I PnW = I P,(--x)1 . 
For polynomials with only nonnegative zeros we have the following 
logarithmic concavity and convexity results. 
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THEOREM 5. Let pJx) = a, JJb,(x - x7:) with xIC > 0. k 
- 00 < u < co and e” # xl,..for any k, then 
-$ log I p,(eU>i d 0, -$ log 1 p,(-e”)I > 0, 
with equality !f and only if each xk = 0. 
Proof. Follows directly from the identities 
1 >-.a, n. If 
(2.2) 
Note that ifp,(x) has only negative roots then the inequalities in (2.2) must 
be reversed. In particular, since the root of 
Pp.“‘(x) = [(.Y j- p + 2)x +- iy -- /3/2 
is negative when N :‘- /I ’ - 1, we find that (d’/&) log Pya”)(e@) > 0, tl > 0, 
a: > p > 1; from which it follows that the restriction /3 Qk E in part (a) of 
Corollary 1 cannot be relaxed. However, since all of the zeros of PE14’(2x - 1) 
lie in the interval (0, 1) when 31, /3 : I --l, from Theorem 5 we have the 
following inequality. 
COROLLARY 2. rj’ 01, p > - 1, then 
P$a’(2r - 1) $9(2X - 1) < PJ,“.“‘(2x - 1) Pjp*@(2Jj -- l), (2.3) 
whenever 1 :*z Y :,< x .< y C< s and rs = XJ’. 
3. AN UPPER BOUND F-OR C,"(s) C',,A(~s) 
THEOREM 6. If X Y 0 and x, y > 1 then 
GA(x) GA(Y) 
mCB(1) 
~ C,“(xy + (x2 - 1)1/Z (v” -- 1)““) 
2G”Q > 
c,yxy 
- 
(x2 l)lP 
- - 
~+ (v2 1)1/Z) 2G”U) 3 (3.1) 
with equality only whet2 x 7~ 1 or y = 1, 
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Proof. Rewrite Gegenbauer’s formula [2, p. 1771 
G*(X) Cn^(.Y) = .I,” C,‘l(Xy - (X2 - l)lj2 (y” - 1)111 cos 0)(sin Qzn-lg 
&LA(l) JT (sin 0)2A-1 d0 
(3 2) 
in the form 
Cnn(x) C,*(y) = Jl’” C,*(xy - (x2 - 1)lj2 (yz - l)li2 cos @(sin 0)2A--1 d0 
G”(l) 2 Ji” (sin Qzn-l d0 
+ S,“‘” C,“(xy + (x2 - 1)112 ( y2 - l)lj2 cos @(sin 0)2A-1 d6 
~ 2 Ji'"(sin (j)"A-ldo 
(3.;) 
h > 0. Now use the strict convexity of CnA(t) for t > 1 (this is clear from 
[I 1, (4.7.6)]) to see that 
c,yxy - cx2 - lyj2 cy2 - lp2 cos e) + c,yxy + cx2 - iy cy2 - i y cos e) 
: . . : c,yxy - (x” - 1)1/Z (y” - l)‘/“) -+ C,“(xy + (X” - 1)1/Z (y” - l)li”), 
which, combined with (3.3), gives (3.1). 
Remarks. (i). The special case of (3.1) when x = y and X == l/2, so 
that Cnn(x) reduces to the Legendre polynomial, was found by Malkov [8]. 
In this case the inequality also holds for 0 < x < 1, and thus for a.11 real x, 
since both sides are even functions. 
(ii). Setting x = cash 0, y = cash g, in (3.1) and letting X -+ 0 gives 
cash n0 cash ncp -=, 4 cash n(0 + q) + 4 cash n(e - F); (3.4) 
and there is equality in (3.4) for all 8, F. If we let h + co in (0.5), then the 
first inequality becomes (xy)‘” -: xnyll, in which equality holds for all x, y. 
Similarly, (2.3) reduces to equality when LY -+ cc. 
(iii). Since T,(cosh 0) = cash no, the fact that equality holds in (3.4) 
gives the following simple proof of (0.3): 
~n(xl rn( Y> 
= T,(xy + (x2 - 1)1/Z (y” - I)‘:‘) + T,(xy - (X2 - 1)1/S (y” - I)‘/“) 
2 
;2 n 
T 
( 
xy + (x” - 1)1/Z (y” - l)lj2 + Xy - (X” - 1)1/Z (y2 - 1)1/Z 
2 > 
= T,(xy), 5, y > 1) 
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with equality only when x = 1 or J' = 1, since T,(x) is a strictly convex 
function for x > 1 and x~’ - (x” - l)l,” (y” - l)ljz > 1 when x. y >, 1. 
This convexity argument can be applied to (3.2) to derive the first inequality 
in (0.5). Application of this argument to an Integrated form of Koornwinder’s 
addition formula for Jacobi polynomials [7] leads to the special case 
a>,>- :, r 1 of(2.3). 
The first inequality in (0.5) also follows from the case p = -i of (2.3) by use 
of a quadratic transformation [I 1, (4.1.5)] One can give a simple proof ot 
(1.3) for symmetric polynomials by first proving (1.3) for symmetric poly- 
nomials of degree 1 and 2, which can easily be done directly, and then 
forming products of such polynomials. 
(iv) The results in [5] can be used to obtain some modifications of our 
inequalities. For instance, inequality (6) of [5] is equivalent to the fact that if 
p,(x) is a polynomial of degree n with only real roots, then 
whenever pll(x) f 0. 
Note added in proof. 
(v) If all the zeros of p,(x) have real part equal to zero then inequality 
(1.3) is reversed for all real r, x, ~1. s with r < s < y < s, I’S = xy, unless 
rs < 0 and x = 0 is a root of odd multiplicity, in which case (1.3) holds. 
This is clearly true forp,(x) = x and a simple calculation shows that it holds 
for pZ(x) = x2 -t- a2, a ;I 0. The general result follows by multiplication. 
(vi) Gegenbauer’s addition formula can be used to obtain 
c,y2x2 -- 1) 
G”(l) 
. (1 __ xP)2k ( =&--)‘, 
SO 
C,“(2x” - 1) 
GA(l) 
-1-l > 2 (s&f 
1 
‘1 
) x ;z 0, all real x. 
and 
C,Y2x2 - 1) -I- 1 < 2 C,“(x) 
GA(l) i I 
2 
C,“(l) I ’ 
- z < ,\ < 0, all real x. 
This extends Malkov’s inequality to ultraspherical polynomials. 
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