system, which recognizes specific foreign antigens or 'neo-antigens' from tumor mutations, the innate immune system recognizes general 'molecular patterns'. For example, DNA is tagged as being potentially foreign if it is in the wrong place, the cytoplasm.
The new papers focus on defects in nuclear structure as a source of cytoplasmic DNA that could trigger innate immune activation. Nuclear architecture defects, termed 'nuclear atypia', are a major feature of cancer used to establish tumor grade and prognosis. Micronuclei, small nuclear structures formed by mitotic errors or by chromosome breakage, are one component of nuclear atypia. Micronuclei not only are the result of genomic instability, but are a cause of it. Chromosomes contained within micronuclei are subject to massive DNA fragmentation that occurs coincident with a spontaneous loss of nuclear envelope integrity that exposes the DNA to the cytoplasm [3, 4] . This DNA fragmentation can cause a mutational pattern common in cancer genomes called chromothripsis, extensive genomic rearrangement with an unusual copy number pattern [4, 5] . Nuclear envelope fragility is not specific to micronuclei; the primary nucleus, especially of cancer cells, can undergo spontaneous disruption in a variety of circumstances [6] . Thus, chromosomes in tumor cells can wind up in the cytoplasm, where they might be mistaken for foreign DNA.
The primary mechanism for detecting cytoplasmic DNA is the cytoplasmic enzyme cGAS, cyclic 2'-3'-GMP-AMP synthase [7] . Upon binding DNA, the enzymatic activity of cGAS is activated, resulting in the production of a small molecule second messenger, cyclic GMP-AMP (cGAMP) [8] . cGAMP, in turn, binds to the central scaffold of the innate immune response called STING, launching a cascade of events that initiates transcription of inflammatory cytokines. Because of cytokine secretion and the transfer of cGAMP between cells through gap junctions [9] , this intracellular signal is rapidly converted into a paracrine effect.
It has been known for some time that the cGAS-STING transcriptional response can be activated by DNA damage, which is abundant in cancer cells, especially after chemotherapy or radiation [10] . There has been a strong hint that such local DNA damage in tumor cells might trigger a systemic proinflammatory response. This concept can be inferred from the so-called abscopal effect, a phenomenon where local cancer therapy elicits systemic disease regression. Although intriguing and of potentially high clinical significance, there are many open questions about the abscopal effect. For example, how do DNA fragments escape from the nucleus in order to trigger an immune response in the cytoplasm? When the nuclear envelope undergoes programmed disassembly in the mitotic phase of every cell cycle, why don't mitotic chromosomes activate a cGAS response? Harding et al. [1] set out to better understand the molecular basis for the abscopal effect.
The starting point for their study was a somewhat paradoxical observation. They inhibited the canonical non-homologous end-joining pathway (c-NHEJ) after a high dose of radiation, expecting that this would increase the amount of unrepaired DNA fragments and hyperactivate the immune response. However, they got the opposite result -c-NHEJ inhibition blocked phosphorylation of STAT1, a marker of inflammatory pathway activation. Because there was a strong G2 cell cycle arrest when c-NHEJ inhibition was combined with radiation, the authors speculated that something about passing through mitosis might be required for the innate immune response. Indeed, arresting the cell cycle in G2 phase also blocked cytokine production.
DNA breaks that persist into mitosis generate chromosome fragments that lack centromeres and thus do not attach normally to the mitotic spindle, resulting in their frequent partitioning into micronuclei after mitotic exit. Harding et al. suspected that micronuclei (particularly those with nuclear envelope disruption) could be the link between progression through mitosis and cGAS activation. Indeed, endogenous cGAS strongly accumulates on disrupted micronuclei, and genetic ablation of cGAS or STING blocked STAT1 phosphorylation and inflammatory cytokine production. Using a mouse model, they further demonstrated that inhibition of CDK1, cGAS or STING blocked abscopal tumor regression following a combination of ionizing radiation and immune checkpoint blockade. They conclude that micronuclei are an important source of cytoplasmic DNA for triggering the cGAS-STING proinflammatory response.
Mackenzie et al. [2] reached a similar conclusion, but from a different starting point. The group was studying cells lacking RNase H2, an enzyme that suppresses cGAS-STING-dependent inflammation by virtue of its role in ribonucleotide excision repair and genome maintenance. The observation of a high frequency of micronucleation in mouse embryonic fibroblasts lacking RNase H2 led to experiments showing cGAS accumulation on disrupted micronuclei and a requirement for passage through mitosis for STINGdependent cytokine production. Importantly, this group also detected a pro-inflammatory response when micronuclei were generated by mitotic errors, which avoids the complication of additional DNA fragmentation in the main nucleus caused by irradiation or clastogenic treatments. Consistent with RNA FISH data in the Harding et al. paper, single-cell RNA sequencing demonstrated a higher degree of proinflammatory gene expression in cells with radiation-induced micronuclei as compared with non-micronucleated cells.
These new reports are important because they establish a connection between nuclear structure abnormalities and activation of the cGAS proinflammatory response (Figure 1) . Micronuclei share features with other nuclear architecture abnormalitiesnuclear blebs, multilobed nuclei, and chromosome bridges -suggesting that the biological findings described here could apply generally across the nuclear atypia spectrum. Additionally, because disrupted micronuclei can be detected in tissues by standard immunohistological approaches [3] , they may provide a useful biomarker to guide the use of immunotherapy agents. There may also be implications for these findings beyond cancer. For example, it would be interesting to investigate whether nuclear integrity defects in cells from patients with the premature aging disease, progeria [6] , contribute to pathology via cGAS-STING pathway activation.
These studies raise interesting questions for the future. First, it will be important to determine whether ruptured micronuclei themselves are the main site A micronucleus forms but does not activate cGAS, either because it does not undergo NE disruption, or because of inhibition of cGAS activity by chromatinized DNA. The micronuclear chromosome is then fragmented during the next cell division. Some chromosomal fragments remain cytoplasmic and activate cGAS and a proinflammatory response. (C) Micronucleation is correlated with extensive DNA damage in the primary nucleus that activates cGAS. DNA damage, exogenous or endogenous, generates DNA fragments that are liberated after NE breakdown during mitosis. This DNA damage also generates an acentric chromosome fragment that is partitioned into a micronucleus. cGAS activation is triggered by the cytoplasmic DNA fragments, the micronucleus (if it undergoes NE disruption), or some combination thereof.
for launching the cGAS response, or whether it is caused by other correlated sources of DNA fragments [10, 11] . Both studies show that, after DNA damage, passage through mitosis is required for the proinflammatory response, which they interpret as a requirement for generating micronuclei. However, passing through mitosis will not only generate micronuclei, but should also liberate DNA fragments from the primary nucleus after nuclear envelope breakdown (Figure 1) . If the micronucleated cells have the highest level of DNA fragmentation generally, then the micronucleus could be the 'canary in the coal mine' for extensive DNA fragmentation in the primary nucleus. Additionally, chromosomes from micronuclei are often fragmented in the next cell division after the disrupted micronucleus forms, which could provide yet another source of DNA fragments that activate cGAS [4, 12] ( Figure 1) . A related issue is the suppressive effect of chromatin on cGAS activation, which could provide a primitive means of discriminating self-DNA and 'naked' DNA from an invading pathogen. A recent paper from Zierhut and Funabiki describes an interesting observation: although cGAS has a higher affinity for chromatinized DNA than for naked DNA, chromatin suppresses cGAS enzymatic activity 3-fold [13] . A similar trend for chromatin suppression of cGAS is evident in the data presented by Harding et al. This makes intuitive sense: you wouldn't want mitotic chromosomes to activate cGAS every time a cell divides. However, in the setting of a prolonged mitotic delay, cGAS eventually is activated, perhaps in an analogous fashion to what occurs when disrupted micronuclei sit for many hours in the interphase cytoplasm. Thus, slow activation of cGAS by chromatinized DNA could serve as a kind of 'molecular pattern', providing a crude discriminator between cells undergoing normal mitosis and cells with pathological chromosome structures. Defining the structural basis for these biochemical effects will be an interesting topic for future work.
Finally, it is worth considering the current findings in light of new data that has established a central role for the cGAS-STING pathway in the senescence-associated secretory phenotype (SASP) [14, 15] . Senescence is a permanent cell cycle arrest typically accompanied by DNA damage and NF-kB activation, which activates the proinflammatory SASP. Once activated, the SASP is self-reinforcing because the secreted factors can often induce senescence in neighboring cells. Interestingly, however, senescence is accompanied by autophagy-dependent degradation of nuclear lamins [16, 17] , which then leads to the release of chromatin into the cytoplasm [18] . Furthermore, cytoplasmic DNA in senescent cells was recently shown to recruit cGAS, like the chromosomes from disrupted micronuclei [15] .Thus, senescent cells appear to continually generate cGAS-activating cytoplasmic DNA by digesting their own nuclear lamina.
We speculate that the cGAS pathway activation observed by Harding et al. and Mackenzie et al. could in fact represent an early step in progression toward senescence and the activation of a SASP. While both studies show that cGAS activation requires cell proliferation, it is possible that mitotic progression is only required early following DNA damage and that the inflammatory response may then be sustained by the SASP upon progression to senescence. Consistent with this possibility, both papers report a delay of several days between DNA damage and subsequent up-regulation of cytokine-stimulated genes. Amplification of the proinflamatory response by a SASP-like phenotype could explain how the generally modest effects of micronuclear disruption can be converted into a more extensive biological effect.
Finally, there may be more than one slippery slope to senescence, as it was recently reported that aneuploidy, significant enough to cause DNA replication stress, also elicits a SASP-like effect [19, 20] . It will be interesting to learn if this too requires cGAS and STING. Perhaps weak, partial, or modified variants of the SASP may explain a number of phenomena linked to genomic instability.
In Organs are made from cells whose individual growth rates differ, yet the final shape of organs is highly robust. A new mechanics-based system is proposed to physically restrain cells that grow more than their neighbours, buffering their influence on organ size and shape.
Early work on growth and development by Thompson placed great emphasis on the role of mechanical forces [1] . However, in the intervening decades, much more focus has been placed on the role of chemical gradients in determining and coordinating growth and form, reflecting the insights provided by Turing, Meinhardt, Wolpert and others [2] [3] [4] , with the role of mechanics being relegated to a minor or, indeed, often negligible role. In contrast, the last few years has seen a resurgence of interest in the role of mechanical forces in development [5] [6] [7] [8] and has begun to see a reconciliation of these two apparently distinct ways of viewing a fundamental aspect of biology.
A fascinating facet of this problem is that organisms (and their constituent organs) show highly robust shapes and relative sizes [9] . Despite this constancy in form, in most instances the constituent cells from which organs are constructed show variation in the patterns of growth and division that eventually define the final shape and size of the organ. Trends are decipherable, but the extent to which an individual cell (and its progeny) contributes to the ultimate form of an organ is generally difficult to predict. Moreover, early experiments in which patterns of cell division were altered often led to surprisingly limited effects at the scale of whole-organ shape and size [10] [11] [12] . These observations indicate that there must be some way in which noise in the form-generating system is smoothed, decreased, ignored or compensated to ensure the 'correct' overall form is produced. The mechanism by which this occurs remains obscure and hotly debated. A new study in this issue of Current Biology by Hervieux et al. [13] sheds light on this mystery by showing that, in plants, a more rapidly growing cell can trigger a response in its neighbours which acts to mechanically limit the influence of the cell on the overall growth of the organ in which it resides.
This study uses the sepal of Arabidopsis flowers to explore the role that local mechanical interactions might play in smoothing out local irregularities in growth. Sepals form the outermost ring of leaf-like organs of the flower, serving to protect the delicate inner organs required for gamete production. They have become established as a good experimental system since their size and shape are particularly robust, they are amenable to in vivo imaging, and the plethora of genetic tools and resources available allows an array of exquisite experiments to test hypotheses relating cell division and growth to overall organ form [14] . For example, in this study Hervieux and colleagues use a combination of cell tracking, quantitative visualisation of the cytoskeleton and computational modelling, as well as molecular genetics, to explore the sepal system.
The paper focuses on a specific cell type, the trichome. These are small hairs that arise out of the otherwise smooth surface of the sepal and are a classical system in plant cell biology for studying both patterning and differentiation [15] . It
