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Let F be a distribution function on the line in the domain of
attraction of a stable law with exponent α ∈ (0,1/2]. We establish
the strong renewal theorem for a random walk S1, S2, . . . with step
distribution F , by extending the large deviations approach in Doney
[Probab. Theory Related Fileds 107 (1997) 451–465]. This is done by
introducing conditions on F that in general rule out local large devia-
tions bounds of the type P{Sn ∈ (x,x+h]}=O(n)F (x)/x, hence are
significantly weaker than the boundedness condition in Doney (1997).
We also give applications of the results on ladder height processes and
infinitely divisible distributions.
1. Introduction. Let X,X1,X2, . . . be i.i.d. real-valued random variables
with distribution function F . Denote Sn =
∑n
i=1Xi. This article concerns
the asymptotic of
U(x+ I) :=
∞∑
n=1
P{Sn ∈ x+ I} as x→∞,(1.1)
under certain tail conditions on F , where I = (0, h] with h ∈ (0,∞). Specifi-
cally, denoting by Rα the class of functions that are regularly varying at ∞
with exponent α and F (x) = 1− F (x) = P{X > x}, the first condition is
F (x)∼ 1/A(x) as x→∞ with A ∈Rα, α ∈ (0,1).(1.2)
By (1.2), p+ := P{X > 0}> 0. The second condition is the tail ratio condi-
tion
rF := lim
x→∞
{F (−x)/F (x)} exists and is finite.(1.3)
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Actually, we often only need the following weaker tail ratio condition:
lim sup
x→∞
{F (−x)/F (x)}< r <∞.(1.4)
There are several well-known works on the strong renewal theorem (SRT)
for Sn, that is, the nontrivial limit of xF (x)U(x+ I) as x→∞ with 0< h<
∞; see [4, 9, 20] for the arithmetic case and [7] for the nonarithmetic case.
The definitions of (non)arithmetic distributions and the related (non)lattice
distributions are given in Section 2. While the SRT always holds for α ∈
(1/2,1] in the arithmetic case as well as in the nonarithmetic case with the
extra condition P{X ≥ 0}= 1, there are examples where it fails to hold for
α ∈ (0,1/2]; see [20], and also [9] for explanations. For the arithmetic case,
a well-known condition that leads to the SRT for all α ∈ (0,1/2] is
sup
n≥0
{nP{X = n}/F (n)}<∞,
provided X is integer-valued. Under the condition, the SRT was established
for 1/4 < α≤ 1/2 in [20]. The general arithmetic case remained open until
[4], which took a different approach from previous efforts. The core of the
argument in [4] is an estimate of local large deviations (LLD) for the events
{Sn ∈ x+ I} as x→∞. Once these estimates are established, the rest of the
proof is basically an application of the local limit theorems (LLTs) ([1], The-
orem 8.4.1–2) [7, 9, 20]. Recently, it was shown [18] that, for the nonlattice
case, if
sup
x≥0
ωI(x)<∞,(1.5)
where for I ⊂R,
ωI(x) = xP{X ∈ x+ I}/F (x),(1.6)
then a much simpler argument than the one in [4] can be used to get the
same type of LLD bound, which then leads to the SRT.
However, condition (1.5) can be restrictive. As an example, let F be sup-
ported on [1,∞) and have piecewise constant density f(x)∝ h(x), such that
h(x) =
{
n−α−1, n≤ x < n+ 1, n ∈N \ {2k, k ≥ 1},
kn−α−1, n= 2k ≤ x < n+1, k ∈N.
Then F (x) ∼ C/x−α as x→∞, where C,C ′, . . . denote constants. Set I =
(0,1]. Since ωI(x)∼ C ′ lnx for x ∈ [2k,2k + 1), (1.5) does not hold. On the
other hand, the set of x with large ωI(x) has low density of order O(lnx/x),
while the large values of ωI(x) increases slowly at order O(lnx) as x→∞.
Thus it is reasonable to wonder if the SRT should still hold.
SRT BEYOND LLD 3
To handle similar situations as the example, one way is to control the
aggregate effect of large values of ωI(x). We therefore define the function
K(x,T ) =K(x,T ; I) =
∫ x
0
[ωI(y)− T ]+ dy,(1.7)
where c± = max(±c,0) for c ∈ R and T > 0 is a parameter. We will show
that, for example, if X > 0 and α ∈ (0,1/2), and if for some T > 0,
K(x,T ) = o(A(x)2),(1.8)
then the SRT holds for Sn. Since (1.5) implies K(x,T )≡ 0 if T > 0 is large
enough, it is a special case of (1.8). In the above example, since K(x,T ) =
O((lnx)2) for large T > 0, the SRT holds as well. Notice that if (1.8) holds
for one h ∈ (0,∞), it holds for all h ∈ (0,∞). As will be seen, the condition
can be further relaxed.
There has been constant interest in the large deviations of sums of random
variables with regularly varying distributions and infinite mean (0< α< 1),
most notably in the “big-jump” domain; see [3–5, 11, 16] and references
therein. The theme of this line of research is to identify the domain of large
x, such that the event Sn ∈ x+ I with an≪ x and 0< h≤∞ is mainly due
to a single large value among X1, . . . ,Xn. Here an are constants such that
Sn/an is tight; see the definition of an in Section 2. The local version of
this type of large deviations, with h <∞ as opposed to h=∞ in the global
version, requires more elaborate conditions on P{X ∈ x+ I}, and it seems
that none of the conditions in the current literature allows occasional large
values of ωI(x). As shown in [4, 18], to establish the SRT, the precise LLD
P{Sn ∈ x+ I} ∼ nP{X ∈ x+ I} is unnecessary, and instead P{Sn ∈ x+ I}=
O(n)P{X ∈ x+ I} or even P{Sn ∈ x+ I}=O(n)F (x)/x can be the starting
point. Our results implies the latter is not necessary either; in the above
example, for each fixed large n, lim supx→∞P{Sn ∈ x+ I}/[nF (x)/x] =∞,
because as k→∞,
P{Sn ∈ [2k + an,2k + an + 1)}
≥ nP{X ∈ [2k,2k +1/2)}P{Sn−1 ∈ [an, an +1/2)}
∼ cna−1n k/2k(α+1)
and F (2k + an)/(2
k + an)∼ c′/2k(α+1), where c, c′ > 0 are constants. On the
other hand, as in [4], we still need certain estimates of the Le´vy concentration
function of Sn [13]. These are systematically furnished by the analysis on
small-step sequences in [3].
As an application, we will consider the ladder height process of Sn. Be-
cause F is the basic information, it is of interest to find conditions on K
that yield the SRT for the ladder height process. It is known that under
4 Z. CHI
certain conditions, the step distribution of the ladder height process is in
the domain of attraction of stable law with exponent α̺, where 0≤ ̺≤ 1 is
the positivity parameter of the limiting stable distribution associated with
Sn [14]. We will show that, if K(x,T ) =O(A(x)
2c) for some c ∈ [0, ̺), then
the SRT holds for the ladder process. Note that since the ladder steps are
nonnegative, due to the results in [7, 9], only the case where α̺≤ 1/2 needs
to be considered.
As another application, we will also consider the case where X is infinitely
divisible. Since the Le´vy measure ν of X is typically much easier to spec-
ify than its distribution function F , a natural question is whether similar
conditions on K(x,T ) can be found for ν that lead to the SRT. This ques-
tion turns out to have a positive answer. Naturally, it is more interesting
and important to study the SRT for Le´vy processes under a similar setting.
However, this is beyond the scope of the paper.
The main results are stated in Section 2 and their proofs are given in
Section 3.
2. Main results. Since other than (1.2), there are no constraints on A(x),
we shall always assume without loss of generality that it is continuous and
strictly increasing on [0,∞) with A(0) > 0, such that for x≫ 1, A(x) =
xα exp{∫ x1 ε(v)dv/v}, where ε(v) is bounded and continuous, and ε(v)→ 0
as v→∞ ([12], Theorem IV2.2). Then
A−1(x) = x1/αβ(x)(2.1)
is continuous and strictly increasing, with β ∈ R0 ([1], Theorem 1.5.12).
Furthermore, by A′(x) ∼ αA(x)/x, (A−1)′(x)∼ A−1(x)/(αx). Denote an =
A−1(n). Then, as n→∞, an→∞ and n(1− an/an+1) = 1/α+ o(1).
Under conditions (1.2) and (1.3), Sn/an
D→ ζ , where ζ is a stable random
variable such that ([2], pages 207–213)
E[eiθζ ] = exp
{∫
(eiθx − 1)λ(x)dx
}
with λ(x) = 1{x > 0}x−α−1 + rF1{x < 0}|x|−α−1.
Letting γ = (1− rF )/(1 + rF ), the positivity parameter ̺= P{ζ > 0} of ζ is
equal to 1/2 + (πα)−1 tan−1(γ tan(πα/2)) ([1], page 380). Let g denote the
density of ζ .
Henceforth, F is said to be arithmetic (resp., lattice), if there is d > 0,
such that its support is contained in dZ (resp., a + dZ for some 0 ≤ a <
d). In either case, the span of F is the largest such d. F is said to be
nonarithmetic (resp., nonlattice) if it is not arithmetic (resp., not lattice).
A lattice distribution can be nonarithmetic. Indeed, provided the span of
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the distribution is d, the distribution is nonarithmetic ⇐⇒ its support is
contained in a+ dZ for some a > 0 with a/d being an irrational number.
We shall always assume h > 0 is fixed. Since it is well-known that for
α ∈ (1/2,1), the SRT holds if (1) F is nonarithmetic and concentrated in
[0,∞) [7], or (2) F is arithmetic [9, 20], we shall only consider α ∈ (0,1/2].
The main results of this section are obtained under the following:
Assumption 1. There exist a function L and a constant T0 > 0 such
that, letting θ = 1/α− 1, the following hold:
(a) L ∈Rc for some c ∈ [0, α] and is nondecreasing. If p+ = 1, then L(x)→
∞. If p+ ∈ (0,1), then L(x)/ lnx→∞. Furthermore,
xF (x)
∑
n≤L(x)
P{Sn ∈ x+ I}→ 0, x→∞.(2.2)
(b) If α ∈ (0,1/2), then
K(x,T0) = o
(
A(x)2
uθ(x)
)
, where uθ(x) =
∑
n≥L(x)
n−θ
β(n)
;(2.3)
(c) If α= 1/2, then
K(x,T0) =


O
(
A(x)2
u˜(x)
)
,
u˜(x)
u˜(L(x))
→ 1,
o
(
A(x)2
u˜(x)
)
, else,
(2.4)
where u˜(x) =
∫ A(x)
1
y−1 dy
β(y)
.
Theorem 2.1. Let α ∈ (0,1/2] and (1.2)–(1.3) hold. Then Assump-
tion 1 implies the SRT
lim
x→∞
xF (x)U(x+ I) = hΛF with ΛF = α
∫ ∞
0
x−αg(x)dx,(2.5)
where h > 0 is arbitrary if F is nonarithmetic, and is the span of F other-
wise.
Remark.
(1) If rF = 0 in (1.3), then ΛF = sin(πα)/π; see [7].
(2) Under Assumptions 1(a) and (b), uθ ∈Rc(2−1/α). Since θ = 1/α− 1>
1, if c > 0, then clearly the order of the bound in (2.3) is strictly higher than
A(x)2. If c = 0, then by L(x)→∞, uθ(x) = o(1), so the bound in (2.3) is
still strictly higher than A(x)2.
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(3) In Assumption 1(c), u˜(x) is increasing in x > 0. Also, either u˜ ∈ R0
or u˜(x) converges to a finite number as x→∞.
(4) The integral conditions in (2.3) and (2.4) also imply some “hard”
upper limits to ωI(x). Indeed, since uniformly for t ∈ [0, h],
ωI(x− t) + ωI(x+ h− t)
∼ x
F (x)
[P{X ∈ x− t+ I}+ P{X ∈ x+ h− t+ I}]≥ ωI(x)
as x→∞, if ωI(xn)→∞ for a sequence xn→∞, then for any T > 0,
K(xn + h,T )≥
∫ h
0
([ωI(xn − t)− T ]+ + [ωI(xn + h− t)− T ]+)dt
(2.6)
≥ h[ωI(xn)− 2T ]+.
Therefore, the bound in (2.3) or (2.4) applies to ωI(x) as well.
It can be shown that if the SRT holds, then (2.2) holds for any L(x) =
o(A(x)); see the Appendix. The question is, before validating the SRT for
F , whether one can find L so that (2.2) holds, and if so, how fast L can
grow? It is easy to see that if
xF (x)P{X ∈ x+ I}→ 0 or, equivalently ωI(x) = o(A(x)2),(2.7)
then (2.2) holds provided L grows slowly enough, and so Assumption 1(a) is
satisfied if p+ = 1. Also note that by (2.6), ωI(x) =O(K(x,T0)). Then the
next result is immediate.
Corollary 2.2. Let p+ = 1 and (1.2)–(1.3) hold. Let α ∈ (0,1/2) or
α= 1/2 and u˜(∞)<∞. If (2.7) holds and K(x,T0) =O(A(x)2), in partic-
ular, if K(x,T0) = o(A(x)
2), then the SRT holds for U .
Example. In [20], it is shown that if X only takes values in N, such
that
P{X = n}=
{
Cn−3/2 lnn, n 6= 2k for some k ∈ {0} ∪N,
Cn−1/2/(lnn)q, otherwise, with q = 1,
where C = C(q)> 0 is a constant that may change from line to line, then
(2.7) does not hold, and hence the SRT fails to hold. We show that if q ≥ 2,
then the SRT holds. First, as in [20], F (x) ∼ x−1/2 lnx, where C > 0 is
a constant. Then α = 1/2, (2.7) holds, and we can set A(x) = C
√
x/ lnx.
Since X is aperiodic with support {0} ∪N, h= 1. It follows that A−1(x) =
x2β(x) ∼ C(x lnx)2. By setting T0 > 0 large enough, [ωI(x) − T0]+ > 0 if
and only if x ∈ [2k − 1,2k) for some k ∈N, and in this case, [ωI(x)− T0]+ ∼
Cx/(lnx)1+q. Then K(x,T0)∼Cx/(lnx)q. Because β(x)∼ (lnx)2, it is easy
to check that u˜(x) converges as x→∞. Then by Corollary 2.2, the SRT
holds for U .
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On the other hand, if p+ ∈ (0,1), our argument for Theorem 2.1 requires
L grow faster than lnx. Meanwhile, it is desirable to have faster growth of L
in order to get weaker conditions on K(x,T0). We have the following prior
lower bound on the growth of L.
Proposition 2.3. Let (1.2) and (1.4) hold with α ∈ (0,1). If for some
κ ∈ [0,2α),
ωI(x) =O(x
κ),(2.8)
then for any ε ∈ (0,2α− κ), (2.2) holds with L(x) = xε/2.
Now we consider the SRT for the ladder height processes of Sn, with
S0 = 0. The (strict) ascending ladder height process Hn is defined to be STn ,
where T0 = 0, Tn =min{k :Sk >Hn−1}, n ≥ 1. The weak ascending ladder
height process is defined by replacing > with ≥ in the definition of Tn, and
the descending process is defined by symmetry. Then Hn is a random walk
such that the steps are i.i.d. ∼ H1. Denote H = H1 and U+ the renewal
measure for Hn. As noted in the Introduction, in the next statement, we
explicitly require α̺ ∈ (0,1/2].
Theorem 2.4. Let α ∈ (0,1) and (1.2)–(1.3) hold. Let α̺ ∈ (0,1/2] and
either (a) ̺ ∈ (0,1), or (b) ̺= 1 and Sn→∞ a.s. If there exist T > 0 and
c ∈ [0, ̺), such that
K(x,T ) = o(A(x)2c),(2.9)
then the SRT holds for U+,
lim
x→∞
xP{H >x}U+(x+ I) = h sin(πα̺)/π,
where h > 0 is arbitrary if F is nonarithmetic, and is the span of F other-
wise.
Remark. Under the same conditions, the SRT also holds for the weak
ladder process.
Now suppose X is infinitely divisible with Le´vy measure ν, such that
E[eiθX ] = exp
{
iµθ− σ2θ2/2 +
∫
(eiθu− 1− iθu1{|u| ≤ 1})ν(du)
}
.
For x > 0, denote ν(x) = ν((x,∞)) and ν(−x) = ν((−∞,−x)). Define
K˜(x,T ) =
∫ x
0
[ω˜I(y)− T ]+ dy where ω˜I(x) = xν(x+ I)/ν(x).
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Theorem 2.5. Let
ν(x)∼ 1/A(x), ν(−x)∼ rν/A(x), x→∞,(2.10)
where A ∈Rα with α ∈ (0,1/2] and 0≤ rν <∞, and for some κ ∈ [0,2α),
ν(x+ I) =O(ν(x)/x1−κ), x→∞.(2.11)
Suppose Assumptions 1(b) and (c) hold with K(x,T0) being replaced with
K˜(x,T0) and L(x) = x
ε/2, where ε ∈ (0,2α− κ) is a fixed number. Then the
SRT (2.5) holds for U , where h > 0 is arbitrary if ν is nonarithmetic, and
is the span of ν otherwise.
Remark.
(1) Since (2.10) implies F (x)∼ 1/A(x) and F (−x)∼ rν/A(x) as x→∞
([1], Theorem 8.2.1), as in Theorem 2.1, once Lemma 3.3 is established, the
rest of the proof of Theorem 2.5 is standard.
(2) Condition (2.11) can be written as xν(x+I)/ν(x) =O(xκ). Therefore,
it is analogous to (2.8) in Proposition 2.3. Indeed, our proof of Theorem 2.5
will rely on Proposition 2.3.
3. Proofs for SRT. We shall always denote Mn =max1≤i≤nXi, and J =
(−h,h]. Note I − I = (−h,h)⊂ J .
3.1. An auxiliary result. Some of the notation and arguments in this
subsection will also be used in the proof of Proposition 2.3. First, observe
that since for any x > 0 and y, there are at most two x+ kh+J , k ∈ Z, that
contain y, then for any n≥ 0 and event E,
∑
k
P{Sn ∈ x+ kh+ J,E}= E
[∑
k
1{Sn ∈ x+ kh+ J}IE
]
(3.1)
≤ E(2IE) = 2P(E).
Let Y1, Y2, . . . be i.i.d. following the distribution of X conditional on X > 0
and denote
S±n =
n∑
i=1
X±i , Nn =
n∑
i=1
1{Xi > 0}, Vn =
n∑
i=1
Yi, M˜n =max
i≤n
Yi.
Then Sn = S
+
n − S−n and
P{Yi > x}= F (x+)/p+ ∼ 1/A˜(x) with A˜(x) = p+A(x).
For n≥ 1 and x > 0, define
ζn,x = a
1−γ
n x
γ where (1 +α)/(1 + 2α)< γ < 1(3.2)
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and
E(3)n,x = {S+n ∈ x+ I,Xi > ζn,x for at least two i= 1, . . . , n},
E(2)n,x = {S+n ∈ x+ I,Mn > x/2} \E(3)n,x,
E(1)n,x = {S+n ∈ x+ I, ζn,x <Mn ≤ x/2} \E(3)n,x,
E(0)n,x = {S+n ∈ x+ I}
∖ 3⋃
i=1
E(i)n,x.
Let CF ,C
′
F , . . . denote constants that only depend on F (and possibly the
fixed h) and may change from line to line. The auxiliary result we need is
the following:
Lemma 3.1. Let (1.2) and (1.4) hold. Fix δ ∈ (0,1) such that δγα/2 < p+
and δ1−γ < 1/2. Let p= 1 if p+ = 1, or p= 9p+/10 if p+ ∈ (0,1). Then for
all x≫ 1, n0≫ 1, n0 ≤ n≤A(δx), pn≤m≤ n and T ≥ 1,
P{E(i)n,x|Nn =m} ≤
CFnF (x)
x
[
T +
K(2x,T/3)
an
]
, i= 3,2(3.3)
and
P{E(i)n,x|Nn =m} ≤
CFTnF (x)
x
, i= 1,0.(3.4)
Proof. Notice that for n≤A(δx), ζn,x ≤ (δx)1−γxγ < x/2 and n≤ ζn,x.
Conditional on Nn =m, S
+
n ∼ Vm. Then for 1≤m≤ n,
P{E(3)n,x|Nn =m}
≤m2P{Vm ∈ x+ I, Ym−1 > ζn,x, Ym > ζn,x}
≤ n2
∞∑
k=0
P{Vm ∈ x+ I, Ym−1 > ζn,x, Ym ∈ ζn,x + kh+ I}
≤ n2
∞∑
k=0
P{Vm−1 ∈ x− ζn,x − kh+ J,Ym−1 > ζn,x, Ym ∈ ζn,x + kh+ I},
where the last line is due to I − I ⊂ J . Then by independence of Yi, the last
inequality yields
P{E(3)n,x|Nn =m} ≤
n2
p+
∞∑
k=0
P{X ∈ ζn,x+ kh+ I}Qk,(3.5)
where
Qk =Qk(m,n,x) = P{Vm−1 ∈ x− ζn,x− kh+ J,Ym−1 > ζn,x}.
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To bound the RHS of (3.5), let
Dk =Dk(n,x,T ) = [ωI(ζn,x + kh)− T ]+.
Then for k ≥ 0,
P{X ∈ ζn,x + kh+ I} ≤ F (ζn,x + kh)
ζn,x + kh
(T +Dk)
≤ F (ζn,x)
ζn,x
(T +Dk).
Next, for x≫ 1, ζn,x ≥ ζ1,x > h. Then for k ≥ x/h, x − ζn,x − kh + h <
x− kh < 0, implying Qk(x) = 0. Meanwhile, by (3.1),
∞∑
k=0
Qk ≤ 2P{Ym−1 > ζn,x}= 2F (ζn,x)
p+
.
Combining (3.5) and the above bounds,
P{E(3)n,x|Nn =m} ≤
n2F (ζn,x)
p+ζn,x
∞∑
k=0
(T +Dk)Qk
(3.6)
≤ 2Tn
2F (ζn,x)
2
(p+)2ζn,x
+
n2F (ζn,x)
p+ζn,x
∑
0≤k<x/h
QkDk.
For each k,
Qk =
∫
(ζn,x,∞)
P{Vm−2 ∈ x− ζn,x − kh− z + J}P{X ∈ dz|X > 0}
(3.7)
≤ F (ζn,x)
p+
sup
t
P{Vm−2 ∈ t+ J}.
By the LLTs ([1], Theorem 8.4.1–2) and the boundedness of the density g,
for all n≫ 1 and pn≤m≤ n, suptP{Vm−2 ∈ t+ J} ≤ CF/A˜(m)≤ C ′F /an.
Consequently, by (3.7)
∑
0≤k<x/h
QkDk ≤ CFF (ζn,x)
an
∑
0≤k<x/h
Dk.
Then by (3.6),
P{E(3)n,x|Nn =m} ≤
2Tn2F (ζn,x)
2
(p+)2ζn,x
+
CFn
2F (ζn,x)
2
anp+ζn,x
∑
0≤k<x/h
Dk.(3.8)
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Observe that Dk = [ωI(ζn,x+kh)−T ]+ ≤ [ωJ(y)−T ]+ for y ∈ ζn,x+kh+
I . Then for x≫ 1,
∑
0≤k<x/h
Dk ≤ 1
h
∑
0≤k<x/h
∫ ζn,x+kh+h
ζn,x+kh
[ωJ(y)− T ]+ dy
≤ 1
h
∫ 2x
0
[ωJ(y)− T ]+ dy.
Set y0 > 0, such that for y ≥ y0,
ωJ(y) =
yP{X ∈ y − h+ I}
F (y)
+
yP{X ∈ y + I}
F (y)
≤ 2ωI(y− h) + ωI(y).
On [0, y0], ωJ(y)≤ y0/F (y0). By [2ωI(y − h) + ωI(y)− T ]+ ≤ 2[ωI(y − h)−
T/3]+ + [ωI(y)− T/3]+,
∑
0≤k<x/h
Dk ≤ 1
h
∫ y0
0
ωJ(y)dy+
1
h
∫ 2x
y0
[ωJ(y)− T ]+ dy
(3.9)
≤ C
′
F +CFK(2x,T/3)
h
.
This combined with (3.8) yields for all T ≥ 1,
P{E(3)n,x|Nn =m} ≤
CFn
2F (ζn,x)
2
ζn,x
[
T +
K(2x,T/3)
an
]
.
By [4], page 462, for x≫ 1 and n≤A(x), nF (ζn,x)2/ζn,x ≤CFF (x)/x. Insert
this inequality into the above one. Then (3.3) follows for E
(3)
n,x.
Since E
(2)
n,x = {S+n ∈ x+ I , one X+i >x/2, all other X+i ≤ ζn,x}, then
P{E(2)n,x|Nn =m}
≤mP{Vm ∈ x+ I, M˜m−1 ≤ ζn,x, Ym > x/2}
≤m
∞∑
k=0
P{Vm ∈ x+ I, M˜m−1 ≤ ζn,x, Ym ∈ x/2 + kh+ I}
≤ n
∞∑
k=0
P{Vm−1 ∈ x/2− kh+ J, M˜m−1 ≤ ζn,x, Ym ∈ x/2 + kh+ I}.
Denote Q′k =Q
′
k(m,n,x) = P{Vm−1 ∈ x/2− kh+ J, M˜m−1 ≤ ζn,x} and
D′k =D
′
k(n,x,T ) = [ωI(x/2 + kh)− T ]+.
12 Z. CHI
Then as the argument for (3.6),
P{E(2)n,x|Nn =m} ≤
CFnF (x)
x
∞∑
k=0
(T +D′k)Q
′
k
≤ CFnF (x)
x
(
2T +
∑
0≤k<x/h
Q′kD
′
k
)
.
By the LLTs, Q′k ≤ suptP{Vm−1 ∈ t+J} ≤CF /A˜(m)≤C ′F/an. On the other
hand,
∑
0≤k<x/hD
′
k has the same bound (3.9). Then (3.3) follows for E
(2)
n,x.
To finish the proof, we need the next general result, which is essentially
due to [3]; see also [4, 10] for results restricted to the arithmetic or operator
cases.
Lemma 3.2 (Denisov, Dieker and Shneer [3]). Let (1.2) and (1.4) hold.
There are CF > 0 and C
′
F > 0, such that for any positive sequence sn→∞,
P{Sn ∈ x+ I,Mn ≤ sn} ≤C ′F (1/sn +1/an)e−x/sn+CFn/A(sn),
all x > 0 and n≫ 1.
Continuing the proof of Lemma 3.1, since E
(1)
n,x = {S+n ∈ x+ I , one X+i ∈
(ζn,x, x/2], all other X
+
i ≤ ζn,x}, then
P{E(1)n,x|Nn =m}
≤mP{Vm ∈ x+ I, M˜m−1 ≤ ζn,x < Ym ≤ x/2}
=m
∫
(ζn,x,x/2]
P{Vm−1 ∈ x− z + I, M˜m−1 ≤ ζn,x}
× P{X ∈ dz|X > 0}
≤ nF (ζn,x)
p+
sup
t≥x/2
P{Vm−1 ∈ t+ I, M˜m−1 ≤ ζn,x}.
Since pn ≤ m ≤ n ≤ A(ζn,x) ≤ A˜(ζn,x), applying Lemma 3.2 to P{Vm−1 ∈
t+ I, M˜m−1 ≤ ζn,x} for t≥ x/2, with sn = ζn,x,
P{E(1)n,x|Nn =m} ≤CFnF (ζn,x)e−x/(2ζn,x)/an, pn≤m≤ n.
By nF (ζn,x) ∼ A(an)/A(ζn,x) ≤ 1 and e−x/(2ζn,x)/an ≤ CFnF (x)/x (cf. [4,
10]), (3.4) follows for E
(1)
n,x. Finally, by Lemma 3.2, for pn≤m≤ n,
P{E(0)n,x|Nn =m}= P{Vm ∈ x+ I, M˜m ≤ ζn,x} ≤CF e−x/ζn,x/an,
and (3.4) follows for E
(0)
n,x. 
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Proof of Lemma 3.2. This essentially is Lemma 7.1(iv) combined
with Proposition 7.1 in [3]. That lemma assumes sn to be some specific
sequence and F (−x) to be regularly varying at ∞. Both assumptions can
be removed. To start with, for any distribution F and s > 0 with F (s)> 0,
define F˜ (dx) = e−ψ(s)+x/s1{x≤ s}F (dx), where
ψ(s) = lnE[eX/s1{X ≤ s}] with X ∼ F.
Let Sn =X1 + · · ·+Xn with Xi i.i.d. ∼ F and S˜n = X˜1 + · · ·+ X˜n with X˜i
i.i.d. ∼ F˜ . Then
P{Sn ∈ x+ I,Mn ≤ s} ≤ e−x/s+nψ(s)P{S˜n ∈ x+ I}.
By lnEZ = ln[1 + E(Z − 1)] ≤ E(Z − 1) for any Z ≥ 0 and ex − 1 ≤ 2x for
x≤ 1, the following bounds hold:
ψ(s)≤ E[eX/s1{X ≤ s} − 1]
≤ E[(eX/s − 1)1{X ≤ s}]
≤ E[(eX/s − 1)1{0<X ≤ s}]
≤ 2s−1E[X1{0<X ≤ s}].
By integration by parts and Karamata’s theorem ([1], Theorem 1.5.11), (1.2)
alone implies that for p≥ 1,∫ s
0
upF (du) = p
∫ s
0
F (u)up−1 du−F (s)sp
(3.10)
∼ αs
p
(p− α)A(s) →∞, s→∞
and hence ψ(s)≤ 2s−1E[X1{0<X ≤ s}]∼CF/A(s). Let S˜n be defined with
s = sn. Then P{Sn ∈ x+ I,Mn ≤ sn} ≤ e−x/sn+Cn/A(sn)P{S˜n ∈ x+ I}, and
so it only remains to check
P{S˜n ∈ x+ I} ≤CF (1/sn + 1/an).(3.11)
Since (1.4) holds as well, there is s0 > 0, such that for s > s0,∫ 0
−s
|u|pF (du)≤ p
∫ s
0
F (−u)up−1 du
≤ CF + rp
∫ s
s0
F (u)up−1 du(3.12)
≤ CF sp/A(s).
Let µp(s) := E[|X|p1{|X| ≤ s}]. Then for s≫ 1, by (3.10) and (3.12),
CF s
p/A(s)≤ E[Xp1{0<X ≤ s}]≤ µp(s)≤C ′F sp/A(s).(3.13)
14 Z. CHI
It follows that lim supx→∞ x
2G(x)/µ2(x)<∞, where G(x) = P{|X| ≤ x}, so
by Proposition 7.1 in [3], for all n≫ 1,
sup
x
P{S˜n ∈ x+ I} ≤CF (1/sn +1/rn),(3.14)
where rn > 0 is the solution to Q(x) := x
−2µ2(x)+G(x) = 1/n, which exists
and is unique for all n≫ 1. On the one hand, since Q(x)≥ F (x)∼ 1/A(x),
rn ≥CFan. On the other, by (3.13), Q(x)≤ CF/A(x) and then rn ≤C ′Fan.
Then (3.11) follows from (3.14). 
3.2. Proof of Theorem 2.1. We need two lemmas for the proof of Theo-
rem 2.1.
Lemma 3.3. Let (1.2) and (1.4) hold. Then Assumption 1 implies
lim
δ→0+
lim sup
x→∞
x
A(x)
∑
n≤A(δx)
P{Sn ∈ x+ I}= 0.
Lemma 3.4. Let (1.2) and (1.3) hold. Given 0 < δ < 1, let Jδ(x) =
(A(δx),A(x/δ)). Then
lim
x→∞
x
A(x)
∑
n∈Jδ(x)
P{Sn ∈ x+ I}= αh
∫ 1/δ
δ
x−αg(x)dx.(3.15)
Assume the lemmas are true for now. Since P{Sn ∈ x+ I}=O(1/an) and∑
n≥A(x/δ)
1/an ∼ A(x/δ)
(α−1 − 1)x/δ ∼ δ
1−α A(x)
(α−1 − 1)x,
by (3.15),
lim
x→∞
x
A(x)
∑
n>A(δx)
P{Sn ∈ x+ I}= αh
∫ 1/δ
0
x−αg(x)dx.
Combining this with Lemma 3.3 and letting δ→ 0+, we then get (2.5).
Proof of Lemma 3.3. Denote Ωn,x = {Sn ∈ x+ I}. By Assumption 1,
it suffices to show
lim
δ→0+
lim sup
x→∞
x
A(x)
∑
L(x)≤n≤A(δx)
P(Ωn,x) = 0.(3.16)
Let δ > 0 such that δ−γα/2p+ > 1 > 2δ1−γ . Set p = 1 if p+ = 1, and p =
9p+/10 if p+ < 1. Then
P(Ωn,x)≤
∑
pn≤m≤n
P(Ωn,x|Nn =m)P{Nn =m}+ P{Nn < pn}.
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For each pn≤m≤ n, conditional on Nn =m, S+n and S−n are independent.
Therefore,
P(Ωn,x|Nn =m)
=
∫ ∞
0
P{S+n ∈ x+ z + I|Nn =m}P{S−n ∈ dz|Nn =m}.
Since {S+n ∈ x+ z+ I}=
⋃4
i=0E
(i)
n,x+z, by Lemma 3.1, for x≫ 1, L(x)≤ n≤
A(δx) and pn≤m≤ n,
P(Ωn,x|Nn =m)
≤CFn
∫ ∞
0
F (x+ z)
x+ z
[
T0 +
K(2x+2z,T0)
an
]
P{S−n ∈ dz|Nn =m}
=CFnE
{
F (xn)
xn
[
T0 +
K(2xn, T0)
an
]∣∣∣Nn =m
}
,
where xn = x+S
−
n . Nn is the sum of n independent Bernoulli random vari-
ables each with mean p+. If p+ ∈ (0,1), then by Chernoff’s inequality, for
n≫ 1, P{Nn < pn} ≤ e−λn, where λ = λ(p+) > 0 is a constant; cf. [17],
Corollary 1.9. As a result,
P(Ωn,x)≤CFnE
{
F (xn)
xn
[
T0 +
K(2xn, T0)
an
]}
+ e−λn.(3.17)
If p+ = 1, then Nn ≡ n and S−n = 0, so by setting λ=∞, the above inequality
still holds.
Since xn ≥ x, given c > 1, F (xn)/xn ≤ F (x)/x ≤ c/[xA(x)] for x≫ 1.
Then, writing
R(x) =
x
A(x)
∑
L(x)≤n≤A(δx)
n
an
E
[
K(2xn, T0)
xnA(xn)
]
,
we have
x
2A(x)
∑
L(x)≤n≤A(δx)
nE
{
F (xn)
xn
[
T0 +
K(2xn, T0)
an
]}
≤ T0
A(x)2
∑
L(x)≤n≤A(δx)
n+R(x).
The first term on the RHS is O(A(δx)2/A(x)2) = δ2α. To bound R(x), write
θ = 1/α− 1. Then θ > 0 and n/an = n−θ/β(n). Consider two cases.
Case 1: α ∈ (0,1/2). Then θ > 1. By Assumption 1,
K(2xn, T0) = o(A(2xn)
2/uθ(2xn)),
16 Z. CHI
and since L ∈Rc with c ∈ [0, α], uθ ∈Rc(1−θ). As a result,
R(x)≤ x
A(x)
( ∑
n≥L(x)
n
an
)
max
n≥L(x)
E
[
K(2xn, T0)
xnA(xn)
]
= o
(
xuθ(x)
A(x)
max
n≥L(x)
E
[
A(xn)
xnuθ(xn)
])
, x→∞.
Since A(x)/xuθ(x) ∈Rb with
b= α− 1 + c(θ − 1)≤ α− 1 + α(1/α− 2) =−α< 0,
then E[A(xn)/xnuθ(xn)] = O(A(x)/xuθ(x)). It follows that R(x) → 0 as
x→∞.
Case 2: α= 1/2. Since x/A(x)≤ 2xn/A(xn) for x≫ 1,
R(x) =O(1)
∑
L(x)≤n≤A(δx)
n
an
E
[
K(2xn, T0)
A(xn)2
]
.
If u˜(x)/u˜(L(x))→ 1, then by Assumption 1,
K(2xn, T0)/A(xn)
2 =O(1/u˜(2xn)).
Since u˜(x) is increasing, then
R(x) =O(1/u˜(x))
∑
A(L(x))≤n≤A(δx)
n−1
β(n)
=O(1/u˜(x))
∫ A(x)
A(L(x))
y−1
β(y)
dy = o(1).
If u˜(x)/u˜(L(x)) 6→ 1, then by Assumption 1,
K(2xn, T0)/A(xn)
2 = o(1/u˜(2xn)) = o(1/u˜(x)),
and hence
R(x) = o(1/u˜(x))
∑
n≤A(δx)
n−1
β(n)
= o(1).
Thus, for all α ∈ (0,1/2], R(x) = o(1). Finally, if p+ ∈ (0,1), then given
c > 0 such that λc > 1 − α, for x≫ 1, ∑n≥L(x) e−λn ≤∑n≥c lnx e−λn =
O(x−λc) = o(A(x)/x). Then by summing (3.17) over L(x)≤ n≤A(δx) and
taking the limit as x→∞ followed by δ→ 0, the proof is complete. 
Proof of Lemma 3.4. If X is arithmetic or nonlattice, then (3.15) is
well-known [4, 7, 9, 18]. The only remaining case is where X is lattice but
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nonarithmetic. While Theorem 2 in [7] correctly states that (3.15) still holds
in this case, the argument therein cannot establish the fact as it overlooks
issues caused by the discrete nature of X .
Let X be concentrated in a+ dZ with a/d > 0 being irrational and d > 0
the span. If h≥ d, then choose k ∈ N such that h′ = h/k < d. Letting I ′ =
(0, h′] and xj = x+ jh
′, P{Sn ∈ x+ I}=
∑k−1
j=0 P{Sn ∈ xj + I ′}, xj/A(xj)∼
x/A(x), and hence if (3.15) holds for P{Sn ∈ x + I ′}, it holds for P{Sn ∈
x+ I} as well. Thus, without loss of generality, let 0< h< d.
For z ∈R, denote Lz := dZ∩ (z+ I). Since h < d, Lz contains at most one
point. For x > 0 and n ≥ 1, if Lx−na = {dk}, by Gnedenko’s LLT, P{Sn ∈
x+ I}= P{Sn = na+dk}= (d/an)[g((na+kd)/an)+o(1)] as n→∞, where
o(1) is uniform in x ([1], Theorem 8.4.1). Since g has bounded derivative
and |x− (na+ kd)|< h, it is seen
P{Sn ∈ x+ I}= 1{Lx−na 6=∅}(d/an)[g(x/an) + o(1)].
For x≫ 1 and n ∈ Jδ(x), x/an ∈ (δ,1/δ). Since g > 0 on [δ,1/δ], the above
display can be written as
P{Sn ∈ x+ I}= 1{Lx−na 6=∅}(d/an)[1 + εn(x)]g(x/an),
(3.18)
with lim
x→∞
sup
n∈Jδ(x)
|εn(x)|= 0.
Let m = m(x) and M =M(x) be the smallest and largest integers in
(A(δx),A(x/δ) + 1), respectively. Fix integers m = N1 < N2 < · · · < Ns <
Ns+1 =M , where Ni =Ni(x) and s= s(x), such that as x→∞,
min
1≤i≤s
[Ni+1 −Ni]→∞, max
1≤i≤s
[aNi+1 − aNi ] = o(x).
Then by (3.18)
∑
n∈Jδ(x)
P{Sn ∈ x+ I} ∼ d
s∑
j=1
Nj+1−1∑
n=Nj
1{Lx−na 6=∅}g(x/an)
an
.
By the choice of N1, . . . ,Ns+1, for each 1≤ j ≤ s and n=Nj, . . . ,Nj+1− 1,
g(x/an)/an = [1+ εn(x)]g(x/aNj )/aNj ,
(3.19)
with lim
x→∞
sup
n∈Jδ(x)
|εn(x)|= 0.
Thus
∑
n∈Jδ(x)
P{Sn ∈ x+ I} ∼ d
s∑
j=1
g(x/aNj )
aNj
Nj+1−1∑
n=Nj
1{Lx−na 6=∅}.
18 Z. CHI
Denote K = {ω ∈C : |ω|= 1}. Then Lz 6=∅ ⇐⇒ e2πiz/d falls into the arc
Γ = {ω = e2πiθ : θ ∈ [−h/d,0)} ⊂ K. Let c = a/d and define T :K → K as
T (ω) = ωe−2πic. Let ωj = e
2πi(x−Nja)/d. Then
Nj+1−1∑
n=Nj
1{Lx−na 6=∅}=
Nj+1−Nj−1∑
n=0
1{T n(ωj) ∈ Γ}.
Since c is irrational, T is a homeomorphism of K with no periodic points,
that is, for any ω ∈K and n ∈N, T n(ω) 6= ω. Then by ergodic theory ([19],
Section 6.5), for any f ∈C(K), (1/N)∑N−1n=0 f(T nω)→ ∫ f dµ uniformly in
ω ∈K, with µ the uniform probability measure on K. Since µ(Γ) = h/d, and
for any ε > 0, there are f , g ∈ C(K) with 0≤ f(ω) ≤ 1{ω ∈ Γ} ≤ g(ω) ≤ 1
such that 0≤ ∫ (g− f)dµ< ε, then
Nj+1−Nj−1∑
n=0
1{T n(ωj) ∈ Γ}= (Nj+1 −Nj)[1 + εj(x)](h/d),
with lim
x→∞
sup
1≤j≤s
|εj(x)|= 0.
This combined with the previous two displays and then with (3.19) yields
∑
n∈Jδ(x)
P{Sn ∈ x+ I} ∼ d
s∑
j=1
g(x/aNj )
aNj
(Nj+1 −Nj)(h/d)
∼ h
s∑
j=1
Nj+1−1∑
n=Nj
g(x/an)
an
= h
∑
n∈Jδ(x)
g(x/an)
an
.
Multiply both sides by x/A(x) and let x→∞. Standard derivation such as
the one on page 366 in [1] then yields (3.15). 
3.3. Proof of Proposition 2.3. Given 0 < ε < 2α − κ, fix c ∈ (ε/(2α),1)
such that 1 + ε < c(α+1− κ) +α. Since Xi are i.i.d.,
P{Sn ∈ x+ I,Mn > xc}
≤ nP{Sn ∈ x+ I,Xn > xc}
= n
∞∑
k=0
P{Sn ∈ x+ I,Xn ∈ xc + kh+ I}
≤ n
∞∑
k=0
P{Sn−1 ∈ x− xc − kh+ J,Xn ∈ xc + kh+ I}
= n
∞∑
k=0
P{Sn−1 ∈ x− xc − kh+ J}P{X ∈ xc + kh+ I}.
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Then by (3.1), P{Sn ∈ x + I,Mn > xc} ≤ 2n supt≥xc P{X ∈ t + I}. By as-
sumption, for all t ≥ xc, P{X ∈ t + I} ≤ C/[t1−κA(t)] ≤ C/[xc(1−κ)A(xc)],
where C > 0 is a constant that may change from line to line. Then by the
choice of c,
xF (x)
∑
n≤xε/2
P{Sn ∈ x+ I,Mn > xc}
≤ Cx
A(x)
sup
t≥xc
P{X ∈ t+ I}
∑
n≤xε/2
n(3.20)
≤ Cx
1+ε
xc(1−κ)A(xc)A(x)
= o(1), x→∞.
Note that if Sn ∈ x+ I and Mn ≤ xc, then n≥ x1−c. By xε/2 = o(A(xc)) and
Lemma 3.2,∑
n≤xε/2
P{Sn ∈ x+ I,Mn ≤ xc}=
∑
x1−c≤n≤xε/2
P{Sn ∈ x+ I,Mn ≤ xc}
≤C
∑
x1−c≤n≤xε/2
(1/xc + 1/an)e
−x1−c
≤ o(e−x1−c).
Then xF (x)
∑
n≤xε/2 P{Sn ∈ x + I,Mn ≤ xc} = o(1), which together with
(3.20) completes the proof.
3.4. Proof of Theorem 2.4. Since α ∈ (0,1), it is known that A+ ∈Rα̺,
that is, A+(x) is regularly varying with exponent α̺ [14]. Let ω+I (x) and
K+(x,T ) denote the functions defined by (1.6) and (1.7) for H . By assump-
tion, K(x,T ) = O(x2cα) for some c ∈ [0, ̺) and T > 0. We shall show that
for any γ ∈ (c, ̺),
K+(x,T ) =O(x2γα).(3.21)
Once this is proved, then the proof follows from Corollary 2.2. For t > 0,
P{H ∈ t+ I}=
∫ ∞
0
P{X ∈ t+ y+ I}U−(dy),
where U−(dt) =
∑∞
n=0 P{H−n ∈ −dt} concentrates on [0,∞), with H−n the
weak decreasing latter process of Sn ([8], page 399). Then
[ω+I (t)− T ]+ =
1
P{H > t} [tP{H ∈ t+ I} − P{H > t}T ]
+
≤ 1
P{H > t}
∫ ∞
0
[tP{X ∈ t+ y + I} − F (t+ y)T ]+U−(dy)
20 Z. CHI
≤ 1
P{H > t}
∫ ∞
0
tF (t+ y)
t+ y
[ωI(t+ y)− T ]+U−(dy).
Denote gy(t) = tF (t+ y)/(t+ y). Then
K+(x,T )≤
4∑
i=1
Ii,
(3.22)
with Ii =
∫
Ai
gy(t)[ωI(t+ y)− T ]+
P{H > t} dtU
−(dy),
where A1 = {0 ≤ t ≤ x < y}, A2 = {0 ≤ t < y ≤ x}, A3 = {M ≤ y ≤ t ≤ x},
and A4 = {0 < y <M,y ≤ t≤ x}, where M ≫ 1 is a fixed number. Fix 0<
β < α.
First, let ̺ ∈ (0,1). For (t, y) ∈ A1, P{H > t} ≥ P{H > x}. Let x≫ 1.
Then gy(t)≤ hy(t) := t/(t+ y)1+β and
I1 ≤ 1
P{H > x}
∫ x
0
dt
∫ ∞
x
hy(t)[ωI(t+ y)− T ]+U−(dy).
Since for each y ≥ x, hy(t) is increasing on [0, x],
I1 ≤ 1
P{H > x}
∫ x
0
dt
∫ ∞
x
hy(x)[ωI(t+ y)− T ]+U−(dy)
≤ 1
P{H > x}
∫ ∞
x
hy(x)K(x+ y,T )U
−(dy)
≤ C
P{H > x}
∫ ∞
x
x
(x+ y)1+β−2cα
U−(dy),
where C > 0 is a constant. Since H− is in the domain of attraction of sta-
ble law with exponent α(1 − ̺) [6], U−(xdu)/xα(1−̺) converges vaguely
to Cuα(1−̺)−11{u > 0}du as x→∞, where C > 0 is a constant; see [1],
pages 361–363. Therefore, by variable substitute y = xu,
I1 ≤ Cx
−β+2cα+α(1−̺)
P{H >x}
∫ ∞
1
uα(1−̺)−1 du
(1 + u)1+β−2cα
.
As long as 0< α−β≪ 1, the integral is finite. (Recall that cα < α̺≤ 1/2.)
Then, for any γ > c, I1 =O(x
2γα).
To bound I2, observe P{H > t} ≥ P{H > y} for (t, y) ∈ A2. Then by
gy(t)≤ F (y),
I2 ≤
∫ x
0
U−(dy)
P{H > y}
∫ y
0
gy(t)[ωI(t+ y)− T ]+ dt
≤
∫ x
0
F (y)U−(dy)
P{H > y}
∫ y
0
[ωI(t+ y)− T ]+ dt
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≤
∫ x
0
F (y)K(2y,T )
P{H > y} U
−(dy).
By assumption, F (y)K(2y,T )/P{H > y} = O(y−β+2cα+α̺) for any β < α.
Since U−((0, x]) is regularly varying with exponent α(1− ̺), the integral is
of order O(x2γα) for any γ > c.
LetM ≫ 1 such that F (t+y)/P{H > t}< ky(t) := tα̺/(t+y)β for (t, y) ∈
A3. If β ∈ (α̺,α), then ky(t) has maximum value C/yβ−α̺, where C =
C(β)> 0 is a constant. Then
I3 ≤
∫
A3
Ct
(t+ y)yβ−α̺
[ωI(t+ y)− T ]+ dtU−(dy)
≤
∫ x
M
CU−(dy)
yβ−α̺
∫ x
y
[ωI(t+ y)− T ]+ dt
≤K(2x,T )
∫ x
M
CU−(dy)
yβ−α̺
.
The integral is of order O(xα−β). Then by the assumption on K, I3 =
O(x2γα) for any γ > c.
For I4, since gy(t)/P{H > t} ≤ F (t)/P{H > t} is bounded,
I4 ≤
∫ M
0
U−(dy)
∫ x
y
[ωI(t+ y)− T ]+ dt
≤K(2x,T )U−([0,M)) =O(x2cα).
Combining the above bounds for Ii and (3.22), then (3.21) follows when
̺ ∈ (0,1).
If ̺= 1 and Sn→∞ a.s., then U− is a finite measure ([8], pages 395–396).
It is then not hard to see the above bounds for Ii still hold. The proof is
then complete.
3.5. Proof of Theorem 2.5. From the proof of Theorem 2.1, it suffices to
prove Lemma 3.3 under the assumptions on the Le´vy measure ν of X . We
will use several times the fact that X ∼ Y1+ · · ·+YN +W , where Yi, N and
W are independent,
Yi ∼ Y ∼G(x) = 1{x > 1}ν((1, x))/ν0,
with ν0 = ν(1), N ∼ Poisson(ν0), and for θ ∈R,
E[eiθW ] = exp
{
iµθ− σ2θ2/2 +
∫
(eiθu − 1− iθu1{|u| ≤ 1})1{u≤ 1}ν(du)
}
.
Then E[etW ]<∞ for any t > 0 ([15], Theorem 25.17). Write ζN = Y1+ · · ·+
YN , and when N is random, always assume that it is independent of Yi.
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Lemma 3.5. Let (2.10) and (2.11) hold. Then given c ∈ (0,2α − κ),
(2.2) holds with L(x) = xc/2.
By this lemma, it suffices to show
lim
δ→0+
lim sup
x→∞
x
A(x)
∑
L(x)≤n≤A(δx)
P(Ωn,x) = 0,
where L(x) = xε/2 and Ωn,x = {Sn ∈ x+ I}. For n≥ 1,
Sn ∼ ζNn + Vn with Vn =W1 + · · ·+Wn,
where Nn ∼ Poisson(nν0), and Wi ∼W are independent random variables.
Then
P(Ωn,x)≤
∫ x/2
−∞
P{ζNn ∈ x− z + I}P{Vn ∈ dz}+ P{Vn ≥ x/2}.(3.23)
Since µ := lnE[eW ]<∞, P{Vn ≥ x/2} ≤ E[eVn−x/2] = enµ−x/2. Therefore,
max
n≤A(δx)
P{Vn ≥ x/2} ≤ max
n≤A(δx)
enµ−x/2 =O(e−x/4).(3.24)
Next, for z ≤ x/2,
P{ζNn ∈ x− z + I}
(3.25)
≤
∑
k>nν0/2
P{ζk ∈ x− z+ I}P{Nn = k}+ P{Nn ≤ nν0/2}.
Since E[e−Nn ] = enν0(1/e−1), by Markov’s inequality,
max
n≥L(x)
P{Nn ≤ nν0/2} ≤ max
n≥L(x)
e−nν0(1/2−1/e) ≤ e−L(x)ν0/10.(3.26)
On the other hand, note that for t > 1, P{Y ∈ t+I}= ν(t+I)/ν0 and G(t) =
ν(t)/ν0. Then, as x− z ≥ x/2 and Yi > 1, for each k > nν0/2≥L(x)ν0/2, by
Lemma 3.1,
P{ζk ∈ x− z + I} ≤ Cνkν(x− z)
x− z
[
T0 +
K˜(2(x− z), T0)
ak
]
,
where Cν is a constant only depending on ν. Then by (3.23)–(3.26), letting
xn = x− Vn,
P(Ωn,x)≤CνE
[
1{Vn ≤ x/2}Nnν(xn)
xn
[
T0 +
K˜(2xn, T0)
aNn
]]
+ εn(x),
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where maxL(x)≤n≤A(δx) εn(x) = o(x
−M ) for any M > 0. Note that Nn and
Vn are independent. Since ν(x)/x is regularly varying and decreasing, then
P(Ωn,x)≤ CνT0nν(x)
x
+C ′νE
[
Nn
aNn
]
E
[
1{xn ≥ x/2}ν(xn)K˜(2xn, T0)
xn
]
+ εn(x).
Since
E
[
Nn
aNn
1{Nn < nν0/2 or Nn > 2nν0}
]
= o(e−cn), n→∞,
where c > 0 is a constant, then by dominated convergence,
an
n
E
[
Nn
aNn
]
∼ E
[
Nn/n
aNn/an
1{nν0/2≤Nn ≤ 2nν0}
]
∼ ν1−1/α0 .
Consequently,
P(Ωn,x)≤CνT0nν(x)
x
+Cν
n
an
E
[
1{xn ≥ x/2}ν(xn)K˜(2xn, T0)
xn
]
+ εn(x).
Starting at this point, the treatment is very similar to that following (3.17).
First, by
x
A(x)
∑
L(x)≤n≤A(δx)
P(Ωn,x)
≤ CνT0
A(x)2
∑
n≤A(δx)
n+CνR˜(x) +
x
A(x)
∑
L(x)≤n≤A(δx)
εn(x)
=O(δ2) +CνR˜(x) + o(1),
where writing θ = 1/α− 1,
R˜(x) =
x
A(x)
∑
L(x)≤n≤A(δx)
n−θ
β(n)
E
[
1{xn ≥ x/2}ν(xn)K˜(2xn, T0)
xn
]
.
If α ∈ (0,1/2), then by Assumption 1, (2.3) holds for K˜(x,T0), and hence
R˜(x) =
x
A(x)
o
( ∑
L(x)≤n≤A(δx)
n−θ
β(n)
E
[
1{xn ≥ x/2}ν(xn)A(2xn)
2
xnuθ(2xn)
])
=
x
A(x)
o
( ∑
L(x)≤n≤A(δx)
n−θ
β(n)
A(x)
xuθ(x)
)
= o(1), x→∞.
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If α = 1/2, then by Assumption 1, (2.4) holds for K˜(x,T0). As a result, if
u˜(x)/u˜(L(x))→ 1, then
R˜(x) =O
( ∑
L(x)≤n≤A(δx)
n−θ
β(n)
E
[
1{xn ≥ x/2} xn
A(xn)
· ν(xn)A(2xn)
2
xnu˜(2xn)
])
=O
( ∑
L(x)≤n≤A(δx)
n−θ
β(n)
1
u˜(x)
)
= o(1), x→∞.
The case u˜(x)/u˜(L(x)) 6→ 1 can be shown likewise. This then completes the
proof of Theorem 2.5.
Proof of Lemma 3.5. By Proposition 2.3, it suffices to show that as
x→∞, P{X ∈ x+ I}=O(F (x)/x1−κ). For x > 0,
P{X ∈ x+ I}
= P{ζN +W ∈ x+ I}
≤ P{ζN +W ∈ x+ I,N < lnx,W < x/2}+ P{W ≥ x/2}
+ P{N ≥ lnx}
≤
∑
n<lnx
e−ν0νn0
n!
sup
z>x/2
P{ζn ∈ z + I}+ P{W ≥ x/2}+ P{N ≥ lnx}.
Given γ ∈ (0,1), by xγ lnx = o(x), for x≫ 1, n < lnx and z > x/2, if ζn ∈
z+ I , then there is at least one 1≤ i≤ n with Yi > zγ , and if there is exactly
one such i, then Yi > z/2. Thus
P{ζn ∈ z + I}
≤ n2P{ζn ∈ z + I, Yn−1 > zγ , Yn > zγ}+ nP{ζn ∈ z + I, Yn > z/2}.
First, following the argument to bound E
(3)
n,x in the proof of Lemma 3.1,
P{ζn ∈ z + I, Yn−1 > zγ , Yn > zγ}
=
∞∑
k=0
P{ζn ∈ z + I, Yn−1 > zγ , Yn ∈ zγ + kh+ I}
≤ sup
t>zγ
P{Y ∈ t+ I}
∞∑
k=0
P{ζn−1 ∈ z − zγ − kh+ J,Yn−1 > zγ}
≤ 2P{Y > zγ} sup
t>zγ
P{Y ∈ t+ I}.
By P{Y > zγ} = ν(zγ)/ν0 and P{Y ∈ t+ I} = ν(t+ I)/ν0 = O(ν(t)/t1−κ),
the RHS of the display is O(ν(zγ)2/zγ(1−κ)) =O(ν(xγ)2/xγ(1−κ)). It follows
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that if γ > (α+1− κ)/(2α+1− κ), then the RHS is o(F (x)/x1−κ). With a
similar argument, we also get
P{ζn ∈ z + I, Yn > z/2} ≤ 2 sup
t>z/2
P{Y ∈ z/2 + I}=O(F (x)/x1−κ).
As a result,
∑
n<lnx
e−ν0νn0
n!
sup
z>x/2
P{ζn ∈ z + I}=O(EN2 · F (x)/x1−κ)
=O(F (x)/x1−κ).
On the other hand, P{W ≥ x/2} ≤ E[e2(W−x/2)] =O(e−x) and, for any M >
0, P{N ≥ lnx} ≤ E[eM(N−lnx)] = O(x−M ). By letting M > α + 1− κ, the
above bounds together yield P{X ∈ x+ I}=O(F (x)/x1−κ), as desired. 
APPENDIX
In Section 2, we remarked that if the SRT holds, then (2.2) holds for any
L(x) = o(A(x)). This follows from the following
Proposition A. For F satisfying both (1.2) and (1.3),
lim inf
x→∞
xF (x)U(x+ I) = hΛF ,(A.1)
where ΛF is defined in (2.5), and h > 0 is arbitrary if F is nonarithmetic
and is the span of F otherwise.
Indeed, if the SRT holds, then lim inf in (A.1) can be replaced with lim.
On the other hand, by Lemma 3.4,
lim
δ→0
lim
x→∞
xF (x)
∑
n∈Jδ(x)
P{Sn ∈ x+ I}= hΛF ,(A.2)
where Jδ(x) = (A(δx),A(x/δ)). It then follows that
lim
δ→0
lim
x→∞
xF (x)
∑
n≤A(δx)
P{Sn ∈ x+ I}= 0
and hence (2.2) holds for any L(x) = o(A(x)).
Proof of Proposition A. It is well known that if F is nonlattice
with support in [0,∞) and infinite mean, then Proposition A holds ([1],
Theorem 8.6.6). For the general case, we follow the proof in [1]. Denoting
V (x) = U((0, x+]), the starting point is the identity
lim
x→∞
F (x)V (x) = ΛF /α.(A.3)
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This is established on page 361 in [1]. However, the proof there relies on
the Laplace transforms of F and U , so it cannot apply to the general case
as the transforms may be ∞. Instead, we shall prove (A.3) using a more
probabilistic argument, which is basically a coarse version of the one for the
SRT. For now assume (A.3) to be true. Then (A.2) implies
lim inf
x→∞
xF (x)U(x+ I)≥ hΛF .
Assume that strict inequality holds. Then by (A.3), there is h′ > h, such
that for all x≫ 1, U(x+ I)≥ h′αV (x)/x. Also V ∈Rα. Then as t→∞,∫ t
0
U(x+ I)dx≥ (1 + o(1))h′α
∫ t
0
V (x)x−1 dx∼ h′V (t).
However, since U(x+I) = V (x+h)−V (x) for x≥ 0, LHS = ∫ t+ht V −∫ h0 V ∼
hV (t), which contradicts the above display. Thus (A.1) follows.
It remains to show (A.3). Given δ ∈ (0,1),∑
n≤A(δx)
P{Sn ∈ (0, x]} ≤A(δx)∼ δαA(x), x→∞.(A.4)
On the other hand, by the LLTs and the boundedness of g, there is C > 0,
such that for all x≫ 1, n≥A(x/δ), and t ∈R, P{Sn ∈ t+ I} ≤C/an. Then,
by dividing (0, x] into ⌈x/h⌉ intervals of equal length, it is seen that P{Sn ∈
(0, x]} ≤Cx/an. Consequently,
∑
n≥A(x/δ)
P{Sn ∈ (0, x]} ≤Cx
∑
n≥A(x/δ)
1
an
(A.5)
∼ C
′xA(x/δ)
x/δ
∼C ′′′δ1−αA(x).
By the central limit theorem, as n→∞, Gn(s) := P{0 < Sn/an ≤ s} →
G(s) :=
∫ s+
0 g for each s. Since Gn and G are nondecreasing functions with
range contained in [0,1], and G is continuous, the pointwise convergence
gives sup |Gn −G| → 0. Then by P{Sn ∈ (0, x]}=Gn(x/an), as x→∞,∑
n∈Jδ(x)
P{Sn ∈ (0, x]}
=
∑
n∈Jδ(x)
G(x/an) + [A(x/δ)−A(δx)]o(1)
=
∫ A(x/δ)
A(δx)
G(x/A−1(t))dt+ (δ−α − δα)o(1)A(x).
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By change of variable u= x/A−1(t) and A′(u)∼ αA(u)/u as u→∞,
∫ A(x/δ)
A(δx)
G(x/A−1(t))dt=
∫ 1/δ
δ
G(u)
x
u2
A′(x/u)du
∼
∫ 1/δ
δ
G(u)
αA(x/u)
u
du
∼A(x)
∫ 1/δ
δ
G(u)αu−1−α du, x→∞.
As a result,
lim
δ→0
lim
x→∞
1
A(x)
∑
n∈Jδ(x)
P{Sn ∈ (0, x]}=
∫ ∞
0
G(u)αu−1−α du.(A.6)
The RHS is ΛF /α. Combining (A.4)–(A.6), then (A.3) follows. 
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