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Abstract –In this paper, we find recursive formulas for the Tutte polynomial of a family of small-
world networks: Farey graphs, which are modular and have an exponential degree hierarchy. Then,
making use of these formulas, we determine the number of spanning trees, as well as the number
of connected spanning subgraphs. Furthermore, we also derive exact expressions for the chromatic
polynomial and the reliability polynomial of these graphs.
Introduction. – The Tutte polynomial of a graph,
also known as the partition function of the Potts model
[1, 2], is a renown tool for analyzing properties of graphs
and networks. The two-variable polynomial, due to W.T.
Tutte [3,4], plays an important role in several areas of sci-
ences, for instance, combinatorics, statistical mechanics
and biology. In a strong sense it contains every graphi-
cal invariant that can be computed by deleting and con-
traction operations which are natural reductions for many
networks model. The Tutte polynomial T (G;x, y) can
be evaluated at particular points (x, y) to give numeri-
cal graph invariants, including the number of spanning
trees, the number of connected spanning subgraphs many
more. The Tutte polynomial also specializes to a vari-
ety of single-variable graphical polynomials, including the
chromatic polynomial, the reliability polynomial and the
flow polynomial. Furthermore, the Tutte polynomial has
been widely studied in the field of statistical physics where
it appears as the partition function of the Potts model
ZG(q, v). In fact, if G is a graph on n vertices with k
connected components, then
T (G;x, y) = (x− 1)−k(y− 1)−nZG((x− 1)(y− 1), (y− 1))
and so the partition function of the Potts model is sim-
ply the Tutte polynomial expressed in different variables.
For overviews, see Refs. [5–7]. However despite its pow-
erful applications, there are no widely-available effective
computational tools which are able to compute the Tutte
polynomial of a general graph.
In this paper, we follow a combinatorial approach and
use the self-similar structure to investigate the Tutte poly-
nomial of a family of recursive graphs which is called Farey
graphs. The Farey graph was first introduced by Matula
and Kornerup in 1979 and further studied by Colbourn
in 1982. Recently, this graph was used as a deterministic
small-world network model by Zhang and Comellas [8, 9].
This network model exhibits some remarkable properties
of real networks, it is small-world with its average distance
increasing logarithmically with its vertex number, and its
clustering coefficient converges to a large constant ln 2 [8].
The Farey graph also has many interesting graphical prop-
erties such as minimally 3-colorable, uniquely Hamilto-
nian, maximally outerplanar and perfect, see [10–12]. It
is worth mentioning that the Potts model on recursively
defined graphs was studied first by Dhar [13] and some
related work can be found in Refs. [14, 15].
By analyzing all the spanning subgraphs of this family
of graphs, we give recursive formulas for the Tutte poly-
nomial (see Theorem 2 and Corollary 3). In particular, as
special cases of the general Tutte polynomial, we get:
• The number of spanning trees (see equation 17);
• The number of connected spanning subgraphs (see
equation 14);
• The chromatic polynomial P (G;λ) (see equation 19);
• The reliability polynomial R(G; p) (see equation 18).
Preliminaries. – In this section we briefly discuss
some necessary background that will be used for our cal-
culations. We use standard graph terminology and the
words “network” and “graph” indistinctly.
Tutte polynomial. For a graph G we denote by V (G)
its set of vertices and by E(G) its set of edges. Let k(G)
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be the number of connected components of the graph G.
There is a useful relation that expresses the Tutte poly-
nomial T (G;x, y) as a sum of contributions from span-
ning subgraphs of G. Here, a spanning subgraph H =
(V (H), E(H)) has the same vertex set as G and a subset
of the edge set E(G), E(H) ⊆ E(G). This relation is
T (G;x, y) =
∑
H⊆G
(x− 1)r(G)−r(H)(y − 1)n(H), (1)
where r(H) = |V (H)|−k(H) is the rank of H and n(H) =
|E(H)|− r(H) is the nullity of H . Recall that a one-point
join G∗H of two graphs G and H is formed by identifying
a vertex u of G and a vertex v of H into a single vertex w
(necessarily a cut vertex) of G∗H . Using eq. (1), it is easy
to show that the Tutte polynomial fulfills the following
property:
T (G ∗H ;x, y) = T (G;x, y)T (H ;x, y). (2)
We will refer to this equality as Property 2 hereafter. In
the sequel of the paper, we will be interested in special
evaluations of the Tutte polynomial at some particular
points (x, y), that allow us to deduce many combinatorial
and algebraic properties of the graphs considered. We first
recall some definitions. A spanning forest of a graph G is
a spanning subgraph of G which is a forest. A connected
spanning subgraph of a graph G is a spanning subgraph
of G that is connected. The special evaluations of interest
are (i) T (G; 1, 1) = NST (G), the number of spanning trees
of G; (ii) T (G; 2, 1) = NSF (G), the number of spanning
forests of G; (iii) T (G; 1, 2) = NCSSG(G), the number of
connected spanning subgraphs of G [6].
The Tutte polynomial also contains several other graph-
ical polynomials as partial evaluations, such as the re-
liability polynomial, the flow polynomial and the chro-
matic polynomial. For a connected graph G = (V,E), let
R(G; p) be the reliability polynomial of G. Considering a
related graph H obtained from G by going through the
full edge set of G and, for each edge, randomly retain-
ing it with probability p (thus deleting it with probability
1−p), where 0 ≤ p ≤ 1. The reliability polynomialR(G; p)
gives the resultant probability that any two vertices in H
are connected, i.e., that for any two such vertices, there
is a path between them consisting of a sequence of con-
nected edges of G [6]. The chromatic polynomial P (G;λ)
of a graph G is an important specialization of the Tutte
polynomial, which counts the number of ways of coloring
the vertices of G subject to the constraint that no adja-
cent pairs of vertices have the same color [16, 17]. In a
different form, the chromatic polynomials arise in statis-
tical physics as a special limiting case, namely the zero-
temperature limit of the anti-ferromagnetic Potts model,
and in that context their complex roots are of particular
interest [18,19]. Their connections with the Tutte polyno-
mial are given by the following equations.
R(G; p) = qn(G)pr(G)T (G; 1, q−1), (3)
P (G;λ) = (−1)r(G)λk(G)T (G; 1− λ, 0), (4)
where q = 1 − p, n(G) and r(G) are the nullity and the
rank of G.
Farey graphs. The Farey graph [8–11] is derived from
the famous Farey sequence [20] and this graph can be cre-
ated in the following recursive way. Let Gn denote the
Farey graph after n (n > 0) generations. There are two
special vertices in Gn which are represented byXn and Yn,
respectively. Initially n = 0, G0 is an edge connecting two
special vertices. For n > 1, Gn can be obtained by joining
two copies of Gn−1 which are labeled by G
1
n−1 and G
2
n−1.
The special vertices of Gin−1 are represented respectively
by X in−1 and Y
i
n−1, for i = 1, 2. In the constructing pro-
cess, X2n−1 and Y
1
n−1 are identified as a new vertex Zn
of Gn, X
1
n−1 and Y
2
n−1 are connected by a new edge en.
Moreover, X1n−1 and Y
2
n−1 become respectively Xn and
Yn, see fig. 1. It is not difficult to prove by induction
n n
ne
n-1
2
2
n-1X
X
1
n-1
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Y
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1
Fig. 1: Recursive construction of Farey graphs that highlights
their self-similarity.
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Fig. 2: Farey graphs G0 to G3.
that the order and size of the Farey graph Gn = (Vn, En)
are, respectively,
|Vn| = 2
n + 1, |En| = 2
n+1 − 1. (5)
Remark 1. There is another definition of the Farey graph
given in [8] as Definition 2.1 which seems simpler and eas-
ier to imagine. In fact, the Farey graph Gn = (Vn, En) can
be constructed in the following iterative way: For n = 0,
F0 has two vertices and an edge joining them. For n > 1,
Fn is obtained from Fn−1 by adding to every edge intro-
duced at step n−1 a new vertex adjacent to the endvertices
of this edge, see fig. 2.
The Tutte polynomial of the Farey graph Gn . –
First of all, we define the following partition of the set of
spanning subgraphs of Gn:
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• G1,n denotes the set of spanning subgraphs of Gn,
where the special vertices of Gn belong to the same
connected component;
• G2,n denotes the set of spanning subgraphs of Gn,
where the special vertices of Gn belong to two differ-
ent connected components.
G
2,n1,n
G
Fig. 3: Schematic illustration of the two types of spanning
subgraphs G1,n, G2,n derived from Gn. In this figure, red
vertices represent the special vertices of Gn and two special
vertices joined by two blue lines belong to the same connected
component. Dotted lines means that the two special vertices
belong to different connected components.
Fig. 3 illustrates schematically these two types of spanning
subgraphs. Observe that, for each n ≥ 0, we have the
partition G1,n ∪ G2,n of the set of spanning subgraphs
of Gn. Next let us simply denote by Tn(x, y) the Tutte
polynomial T (Gn;x, y) and define, for every n ≥ 1, the
following polynomials:
• T1,n(x, y) =
∑
H∈G1,n
(x − 1)r(Gn)−r(H)(y − 1)n(H);
• T2,n(x, y) =
∑
H∈G2,n
(x − 1)r(Gn)−r(H)(y − 1)n(H).
We have
Tn(x, y) = T1,n(x, y) + T2,n(x, y). (6)
In order to give a recursive formula for Tn(x, y), we
provide recursive formulas for T1,n and T2,n, respectively.
From the construction of Gn, it is easy to observe that
any spanning subgraph of Gn can be obtained from two
spanning subgraphs of Gn−1, with possibly an edge. Let
Han−1 , H
b
n−1 be two spanning subgraphs of Gn−1. We
denote Han−1 ∗ H
b
n−1 as the graph obtained from H
a
n−1
and Hbn−1 by identifying the vertex Yn−1 of H
a
n−1 and
the vertex Xn−1 of H
b
n−1. Let Hn = H
a
n−1 ∗ H
b
n−1 ∪ C,
where C may be {en} or an empty set ∅. Thus Hn is a
spanning subgraph of Gn. Let (Gi,n−1, Gj,n−1) be the set
of Han−1 ∗H
b
n−1 with H
a
n−1 ∈ Gi,n−1 and H
b
n−1 ∈ Gj,n−1,
for i, j = 1, 2.
Theorem 2. For each n ≥ 1, the Tutte polynomial
Tn(x, y) of Gn is given by
Tn(x, y) = T1,n(x, y) + T2,n(x, y),
where the polynomials T1,n(x, y), T2,n(x, y) satisfy the fol-
lowing recursive relations:
T1,n(x, y) = yT
2
1,n−1 +
2
x− 1
T1,n−1T2,n−1 +
1
x− 1
T 22,n−1,
T2,n(x, y) = T
2
2,n−1 + 2T1,n−1T2,n−1,
with initial conditions
T1,0(x, y) = 1, T2,0(x, y) = x− 1.
Proof. The initial conditions are easily verified. The strat-
egy of the proof is to study all the possible combinations
of Han−1 ∗H
b
n−1 and C, and analyze which kind of contri-
bution they give to T1,n(x, y) and T2,n(x, y).
As shown in Table 1, we have,
T1,n(x, y) =
∑
Hn∈G1,n
(x− 1)r(Gn)−r(H)(y − 1)n(H)
= yT 21,n−1 +
2
x− 1
T1,n−1T2,n−1 +
1
x− 1
T 22,n−1,
T2,n(x, y) =
∑
Hn∈G2,n
(x− 1)r(Gn)−r(H)(y − 1)n(H)
= 2T1,n−1T2,n−1 + T
2
2,n−1.
It can be proven by induction that x−1 divides T2,n for
each n ≥ 0. As a consequence, we can write T2,n(x, y) =
(x − 1)Nn(x, y), with Nn(x, y) ∈ Z[x, y]. Then we have
the following corollary which will be very useful in the fol-
lowing derivation of special evaluations of the Tutte poly-
nomial Tn(x, y).
Corollary 3. For each n ≥ 1, the Tutte polynomial
Tn(x, y) of Gn is given by
Tn(x, y) = T1,n(x, y) + (x− 1)Nn(x, y),
where the polynomials T1,n(x, y), Nn(x, y) satisfy the fol-
lowing recursive relations:
T1,n(x, y) = yT
2
1,n−1 + 2T1,n−1Nn−1 + (x− 1)N
2
n−1,
Nn(x, y) = 2T1,n−1Nn−1 + (x− 1)N
2
n−1
with initial conditions
T1,0(x, y) = 1, N0(x, y) = 1.
Simple applications. – The problem of spanning
trees is closely related to various aspects of networks, such
as dimer coverings [21] and random walks [22,23]. Thus it
is of great interest to determine the exact number of span-
ning trees NST (G) [9,24,25]. Two well-known methods for
computing NST (G) are as follows: (i) via the Laplacian
matrix [26] and (ii) as a special value of the Tutte polyno-
mial. With these obtained results, we go on to compute
NST (Gn) using the second method. First, according to
Corollary 3, let x = 1, we have Tn(1, y) = T1,n(1, y), and
T1,n(x, 0) = 2T1,n−1Nn−1 + (x − 1)N
2
n−1, (7)
Nn(x, 0) = 2T1,n−1Nn−1 + (x − 1)N
2
n−1. (8)
p-3
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Table 1: All combinations and corresponding contributions
Han−1 ∗H
b
n−1 C Hn Contribution H
a
n−1 ∗H
b
n−1 C Hn Contribution
(G1,n−1, G1,n−1) {en} G1,n (y − 1)T 21,n−1 (G1,n−1, G1,n−1) ∅ G1,n T
2
1,n−1
(G1,n−1, G2,n−1) {en} G1,n
1
x−1T1,n−1T2,n (G1,n−1, G2,n−1) ∅ G2,n T1,n−1T2,n−1
(G2,n−1, G1,n−1) {en} G1,n
1
x−1T1,n−1T2,n (G2,n−1, G1,n−1) ∅ G2,n T1,n−1T2,n−1
(G2,n−1, G2,n−1) {en} G1,n
1
x−1T
2
2,n−1 (G2,n−1, G2,n−1) ∅ G2,n T
2
2,n−1
Eqs. (7) and (8) together yield a useful relation given by
Tn+1
T 2n
= (2 + y)−
2yT 2n−1
Tn
. (9)
For t > 2, we introduce
at(1, y) =
Tt(1, y)
Tt−1(1, y)2
, with a1(1, y) = 2 + y. (10)
Thus, eq. (9) can be further written as
an+1(1, y) = (2 + y)−
2y
an(1, y)
. (11)
If y = 2, eq. (11) leads to
1
an+1 − 2
=
1
an − 2
+
1
2
. (12)
Since a1(1, 2) = 4, we have
an(1, 2) =
2(n+ 1)
n
. (13)
Substituting the above obtained expression of an(1, 2) into
eq. (10) and using the initial condition T0(1, 2) = 1 yields
Tn(1, 2) =
2(n+ 1)
n
T 2n−1 = 2
2n−1(n+ 1)
n∏
i=2
i2
n−i
. (14)
It is well known that NCSSG(Gn) = Tn(1, 2). Therefore,
we obtain explicit expression of the number of connected
spanning subgraphs of the Farey graph Gn.
If y 6= 2, eq. (11) can be solved to obtain
an =
2n+1 − yn+1
2n − yn
(15)
Using the initial condition T0(1, y) = 1 and eq. (10), we
have
Tn(1, y) =
2n+1 − yn+1
2n − yn
T 2n−1
=
2n+1 − yn+1
(2− y)2n−1
n∏
i=2
(2i − yi)2
n−i
. (16)
Notice that, the eq.(16) is also right when y = 2, since
2i−yi = (2−y)(2i−1+2i−2y+ · · ·+2i−k−1yk+ · · ·+yi−1)
and
(2− y)
n∏
i=2
(2− y)2
n−i
= (2− y)2
n−1
.
Let y = 1, eq. (16) leads to
NST (Gn) = Tn(1, 1) = (2
n+1 − 1)
n∏
i=2
(2i − 1)2
n−i
. (17)
Thus far, we have derived the exact number of spanning
trees of the Farey graph Gn. Note that this specialization
of Tn(x, y) returns the equation obtained in Ref. [9], where
the authors use the Laplacian matrix.
In general case, the calculation of the reliability polyno-
mial is NP-hard [27]. But for the Farey graph, inserting
eqs. (16) and (5) into eq. (3), we obtain the explicit ex-
pression for the the reliability polynomial R(Gn; p) as
R(Gn; p) = q
2n−1p2
n 2n+1 − q−n−1
(2− q−1)2n−1
n∏
i=2
(2i − q−i)2
n−i
,
(18)
where q = 1− p.
Finally, we will determine the chromatic polynomial
P (Gn;λ). Since P (Gn;λ) satisfies the following relation:
P (Gn;λ) = (−1)
|Vn|−k(Gn)λk(Gn)Tn(1 − λ, 0)
= λTn(1− λ, 0), (19)
we turn our aim to finding Tn(x, 0). From Corollary 3, let
y = 0, we can easily get the following recursive equations,
Tn(x, 0) = T1,n(x, 0) + (x− 1)Nn(x, 0), (20)
T1,n(x, 0) = 2T1,n−1Nn−1 + (x− 1)N
2
n−1, (21)
Nn(x, 0) = 2T1,n−1Nn−1 + (x− 1)N
2
n−1. (22)
It follows from eqs. (21) and (22) that
T1,n(x, 0) = Nn(x, 0) (23)
Substituting eq. (23) into eq. (22), we obtain
Nn(x, 0) = (x+ 1)N
2
n−1(x, 0). (24)
Considering the initial condition N0(x, 0) = 1, eq. (20) is
solved to yield
Tn(x, 0) = xNn(x, 0) = x(x + 1)
2n−1 (25)
Plugging the last expression into eq. (19), we arrive at the
explicit formula for the chromatic polynomial,
P (Gn;λ) = λ(1 − λ)(2 − λ)
2n−1. (26)
Then, it is easy to see that Gn is minimally 3-colorable.
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conclusions. – In this paper, we find recursive for-
mulas for the Tutte polynomial of the Farey graph family
by using a method, based on their self-similar structure.
We also evaluate special cases of these results to compute
the corresponding reliability polynomial, chromatic poly-
nomial, the number of spanning trees and the number of
connected spanning subgraphs.
∗ ∗ ∗
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Appendices
Tutte polynomial of other self-similar networks.
– The computation of the Tutte polynomial of a general
graph is NP-hard. Indeed, even evaluating T (G;x, y) for
specific values (x, y) is #P-complete, except for a few spe-
cial points and a special hyperbola [28]. However we gain
explicit expressions of the Tutte polynomial of some other
self-similar networks with different degree distributions,
exponential or scale-free.
Koch network. We first study the self-similar Koch
network family [29, 30]. The Koch networks are derived
from the Koch fractals [31] and can be constructed recur-
sively. Let Km,n (m is a natural number) be the Koch net-
work in generation n. Then, the family of Koch networks
can be generated following a recursive-modular method.
For n = 0, Km,0 consists of a triangle with three vertices
labeled respectively by X , Y and Z, called hub vertices,
which have the highest degree among all vertices in the
networks. For n > 1, Km,n is obtained from 3m+1 copies
of Km,n−1 by joining them at the hub vertices. As shown
in Fig. 4, the network Km,n+1 may be obtained by the
juxtaposition of 3m+ 1 copies of Km,n which are labeled
as K1m,n,K
2
m,n, . . . ,K
3m
m,n and K
3m+1
m,n , respectively.
Km,n
3
Km,n
m+3
Km,n
m+2
Km,n
m+1Km,n
2
Km,n
1
Km,n
3m+1
Km,n
2m+3 K
m
,n
2
m
+
2
K
m
,n
2
m
+
1
X
YZ
Fig. 4: Recursive construction of Koch networks that highlights
their self-similarity. The right one is a particular Koch network
K2,2.
The number of vertices and edges of Km,n = (Vn, En)
are, respectively, |Vn| = 2(3m+1)n+1 and |En| = 3(3m+
1)n. The Koch networks present some typical properties
of real-world networks. They are scale-free with vertex
degree distribution P (k) in a power-law form, P (k) ∼ k−γ ,
where γ = 1+ ln(3m+1)ln(m+1) . They also have an obvious small-
world characteristic. They average path length increases
logarithmically with the network size and their clustering
coefficient is very high.
We now begin to determine the Tutte polynomial
T (Km,n;x, y). According to the construction of the Koch
network, Km,n can be obtained from 3m + 1 copies of
Km,n−1 through one-point join. From Property 2, we have
T (Km,n;x, y) = T (Km,n−1;x, y)
3m+1. (27)
Considering the initial condition T (Km,0;x, y) = x
2+x+y,
we obtain explicit expression of the Tutte polynomial of
the Koch network Km,n as,
T (Km,n;x, y) = (x
2 + x+ y)(3m+1)
n
. (28)
We next discuss some special valuations of T (Km,n;x, y).
It is easy to compute that
NST (Km,n) = T (Km,n; 1, 1) = 3
(3m+1)n ; (29)
NCSSG(Km,n) = T (Km,n; 1, 2) = 4
(3m+1)n ; (30)
NSF (Km,n) = T (Km,n; 2, 1) = 7
(3m+1)n . (31)
Note that these quantities coincide with the result ob-
tained in Refs. [29, 30] without using the Tutte polyno-
mial.
Small-world exponential network. In this section we
discuss a self-similar network which is observed from some
real-life systems. This network is constructed iteratively
[32], denoted by Sn after n (n > 0) iterations. The net-
work starts from a triangle S0, with three vertices called
initial vertices. For n ≥ 1, Sn is obtained from Sn−1: for
each existing vertex in Sn−1, two new vertices are gener-
ated, which and their mother vertex together form a new
triangle, see Fig. 5. It is easy to derive that the number of
vertices and edges of Sn are, respectively, |Vn| = 3n+1 and
|En| = 3(3n+1 − 1)/2. The resultant network has a de-
gree distribution decaying exponentially with the degree.
In addition, it is small-world with the average distance
growing logarithmically with its size.
As shown in Fig. 5, Sn can be obtained from three copies
of Sn−1 and a triangle through one-point join. Since the
Tutte polynomial of a triangle is equal to x2 + x + y, we
have
T (Sn;x, y) = (x
2 + x+ y)T 3(Sn−1;x, y). (32)
Additionally, it is easy to know that T (S0;x, y) = x
2 +
x+y. We can therefore obtain the exact expression of the
Tutte polynomial of Sn,
T (Sn;x, y) = (x
2 + x+ y)(3
n+1−1)/2. (33)
Based on the above equation, we can show some inter-
esting quantities for the network, such as the number of
p-5
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sn-1
sn-1 sn-1
sn s2
Fig. 5: Recursive construction of the small-world network fam-
ily that highlights their self-similarity. The right one is a par-
ticular network S2.
spanning trees NST (Sn), the number of connected span-
ning subgraphs NCSSG(Sn) and the number of spanning
forest NSF (Sn),
NST (Sn) = 3
(3n+1−1)/2; (34)
NCSSG(Sn) = 4
(3n+1−1)/2; (35)
NSF (Sn) = 7
(3n+1−1)/2. (36)
The same result about the number of spanning trees has
been proven in Ref. [24], where the authors use the Lapla-
cian matrix.
∗ ∗ ∗
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Abstract –In this paper, we find recursive formulas for the Tutte polynomial of a family of small-
world networks: Farey graphs, which are modular and have an exponential degree hierarchy. Then,
making use of these formulas, we determine the number of spanning trees, as well as the number
of connected spanning subgraphs. Furthermore, we also derive exact expressions for the chromatic
polynomial and the reliability polynomial of these graphs.
Introduction. – The Tutte polynomial of a graph,
also known as the partition function of the Potts model
[1, 2], is a renown tool for analyzing properties of graphs
and networks. The two-variable polynomial, due to W.T.
Tutte [3,4], plays an important role in several areas of sci-
ences, for instance, combinatorics, statistical mechanics
and biology. In a strong sense it contains every graphi-
cal invariant that can be computed by deleting and con-
traction operations which are natural reductions for many
networks model. The Tutte polynomial T (G;x, y) can
be evaluated at particular points (x, y) to give numerical
graph invariants, including the number of spanning trees,
the number of connected spanning subgraphs, the dimen-
sion of the bicycle space and many more. The Tutte poly-
nomial also specializes to a variety of single-variable graph-
ical polynomials, including the chromatic polynomial, the
reliability polynomial and the flow polynomial. Further-
more, the Tutte polynomial has been widely studied in
the field of statistical physics where it appears as the par-
tition function of the Potts model ZG(q, v). In fact, if G is
a graph on n vertices with k connected components, then
T (G;x, y) = (x− 1)−k(y− 1)−nZG((x− 1)(y− 1), (y− 1))
and so the partition function of the Potts model is sim-
ply the Tutte polynomial expressed in different variables.
For overviews, see Refs. [5–7]. However, there are no
widely available effective computational tools to compute
the Tutte polynomial of a general graph of reasonable size.
In this paper, we follow a combinatorial approach and
use the self-similar structure to investigate the Tutte poly-
nomial of a family of recursive graphs which is called Farey
graphs. The Farey graph was first introduced by Matula
and Kornerup in 1979 and further studied by Colbourn
in 1982. Recently, this graph was used as a deterministic
network model by Zhang and Comellas [8, 9]. This net-
work model exhibits some remarkable properties of real
networks, it is small-world with its average distance in-
creasing logarithmically with its vertex number, and its
clustering coefficient converges to a large constant ln 2 [8].
The Farey graph also has many interesting graphical prop-
erties, such as it is minimally 3-colorable, uniquely Hamil-
tonian, maximally outerplanar and perfect, see [10–12]. It
is worth mentioning that the Potts model on recursively
defined graphs was studied first by Dhar [13] and some
related work can be found in Refs. [14, 15].
By analyzing all the spanning subgraphs of this family
of graphs, we give recursive formulas for the Tutte poly-
nomial (see Theorem 2 and Corollary 3). In particular, as
special cases of the general Tutte polynomial, we get:
• The number of spanning trees (see equation 17);
• The number of connected spanning subgraphs (see
equation 14);
• The chromatic polynomial P (G;λ) (see equation 19);
• The reliability polynomial R(G; p) (see equation 18).
Preliminaries. – In this section we briefly discuss
some necessary background that will be used for our cal-
culations. We use standard graph terminology and the
words “network” and “graph” indistinctly.
Tutte polynomial. For a graph G we denote by V (G)
its set of vertices and by E(G) its set of edges. Let k(G)
be the number of connected components of the graph G.
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There is a useful relation that expresses the Tutte poly-
nomial T (G;x, y) as a sum of contributions from span-
ning subgraphs of G. Here, a spanning subgraph H =
(V (H), E(H)) has the same vertex set as G and a subset
of E(G), E(H) ⊆ E(G). This relation is
T (G;x, y) =
∑
H⊆G
(x− 1)r(G)−r(H)(y − 1)n(H), (1)
where r(H) = |V (H)|−k(H) is the rank of H and n(H) =
|E(H)|− r(H) is the nullity of H . Recall that a one-point
join G∗H of two graphs G and H is formed by identifying
a vertex u of G and a vertex v of H into a single vertex w
of G ∗H . Using eq. (1), it is easy to show that the Tutte
polynomial fulfills the following property:
T (G ∗H ;x, y) = T (G;x, y)T (H ;x, y). (2)
We will refer to this equality as Property 2 hereafter. In
the sequel of the paper, we will be interested in special
evaluations of the Tutte polynomial at some particular
points (x, y), that allow us to deduce many combinatorial
and algebraic properties of the graphs considered. We first
recall some definitions. A spanning forest of a graph G is
a spanning subgraph of G which is a forest. A connected
spanning subgraph of a graph G is a spanning subgraph
of G that is connected. The special evaluations of interest
are (i) T (G; 1, 1) = NST (G), the number of spanning trees
of G; (ii) T (G; 2, 1) = NSF (G), the number of spanning
forests of G; (iii) T (G; 1, 2) = NCSSG(G), the number of
connected spanning subgraphs of G [6].
The Tutte polynomial also contains several other graph-
ical polynomials as partial evaluations, such as the re-
liability polynomial, the flow polynomial and the chro-
matic polynomial. For a connected graph G = (V,E), let
R(G; p) be the reliability polynomial of G. Considering a
related graph H obtained from G by going through the
full edge set of G and, for each edge, randomly retain-
ing it with probability p (thus deleting it with probability
1−p), where 0 ≤ p ≤ 1. The reliability polynomialR(G; p)
gives the resultant probability that any two vertices in H
are connected, i.e., that for any two such vertices, there
is a path between them consisting of a sequence of con-
nected edges of G [6]. The chromatic polynomial P (G;λ)
of a graph G is an important specialization of the Tutte
polynomial, which counts the number of ways of coloring
the vertices of G subject to the constraint that no adja-
cent pairs of vertices have the same color [16, 17]. In a
different form, the chromatic polynomials arise in statis-
tical physics as a special limiting case, namely the zero-
temperature limit of the anti-ferromagnetic Potts model,
and in that context their complex roots are of particular
interest [18,19]. Their connections with the Tutte polyno-
mial are given by the following equations.
R(G; p) = qn(G)pr(G)T (G; 1, q−1), (3)
P (G;λ) = (−1)r(G)λk(G)T (G; 1− λ, 0), (4)
where q = 1 − p, n(G) and r(G) are the nullity and the
rank of G.
Farey graphs. The Farey graph [8–11] is derived from
the famous Farey sequence [20] and this graph can be cre-
ated in the following recursive way. Let Gn denote the
Farey graph after n (n > 0) generations. There are two
special vertices in Gn which are represented by Xn and
Yn, respectively. Initially n = 0, G0 is an edge connect-
ing two special vertices. For n > 1, Gn can be obtained
by joining two copies of Gn−1 which are labeled by G
1
n−1
and G2n−1. The special vertices of G
i
n−1 are represented
respectively by X in−1 and Y
i
n−1, for i = 1, 2. In the con-
structing process, X2n−1 and Y
1
n−1 are identified as a new
vertex Zn of Gn, X
1
n−1 and Y
2
n−1 are connected by a new
edge en. Moreover, X
1
n−1 and Y
2
n−1 become respectively
Xn and Yn, see fig. 1.
n n
ne
n-1
2
2
n-1X
X
1
n-1
Y Y
Y
1
n-1
n-1
X
nG
G
2
n-1G
1
Fig. 1: Recursive construction of Farey graphs that highlights
their self-similarity
.
G3G2
G1G0
Fig. 2: Farey graphs G0 to G3
.
It is easy to prove by induction that the order and size
of the Farey graph Gn = (Vn, En) are, respectively,
|Vn| = 2
n + 1, |En| = 2
n+1 − 1. (5)
Remark 1. There is another definition of the Farey graph
given in [8] as Definition 2.1 which seems simpler and eas-
ier to imagine. In fact, the Farey graph Gn = (Vn, En) can
be constructed in the following iterative way: For n = 0,
G0 has two vertices and an edge joining them. For n > 1,
Gn is obtained from Gn−1 by adding to every edge intro-
duced at step n−1 a new vertex adjacent to the endvertices
of this edge, see fig. 2.
The Tutte polynomial of the Farey graph Gn . –
First of all, we define the following partition of the set of
spanning subgraphs of Gn:
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• G1,n denotes the set of spanning subgraphs of Gn,
where the special vertices of Gn belong to the same
connected component;
• G2,n denotes the set of spanning subgraphs of Gn,
where the special vertices of Gn belong to two differ-
ent connected components.
G
2,n1,n
G
Fig. 3: Schematic illustration of the two types of spanning
subgraphs G1,n, G2,n derived from Gn. In this figure, red
vertices represent the special vertices of Gn and two special
vertices joined by two blue lines belong to the same connected
component. Dotted lines means that the two special vertices
belong to different connected components
.
Fig. 3 illustrates schematically these two types of spanning
subgraphs.
Observe that, for each n > 0, we have the partition
G1,n ∪G2,n of the set of spanning subgraphs of Gn. Next
let us simply denote by Tn(x, y) the Tutte polynomial
T (Gn;x, y) and define, for every n > 1, the following poly-
nomials:
• T1,n(x, y) =
∑
H∈G1,n
(x − 1)r(Gn)−r(H)(y − 1)n(H);
• T2,n(x, y) =
∑
H∈G2,n
(x − 1)r(Gn)−r(H)(y − 1)n(H).
We have
Tn(x, y) = T1,n(x, y) + T2,n(x, y). (6)
In order to give a recursive formula for Tn(x, y), we
provide recursive formulas for T1,n and T2,n, respectively.
From the construction ofGn, it is not difficult to observe
that any spanning subgraph of Gn can be obtained from
two spanning subgraphs of Gn−1, with possibly an edge.
Let Han−1 , H
b
n−1 be two spanning subgraphs of Gn−1.
We denote Han−1 ∗H
b
n−1 as the graph obtained from H
a
n−1
and Hbn−1 by identifying the vertex Yn−1 of H
a
n−1 and
the vertex Xn−1 of H
b
n−1. Let Hn = H
a
n−1 ∗ H
b
n−1 ∪ C,
where C may be {en} or an empty set ∅. Thus Hn is a
spanning subgraph of Gn. Let (Gi,n−1, Gj,n−1) be the set
of Han−1 ∗H
b
n−1 with H
a
n−1 ∈ Gi,n−1 and H
b
n−1 ∈ Gj,n−1,
for i, j = 1, 2.
Theorem 2. For each n > 1, the Tutte polynomial
Tn(x, y) of Gn is given by
Tn(x, y) = T1,n(x, y) + T2,n(x, y),
where the polynomials T1,n(x, y), T2,n(x, y) satisfy the fol-
lowing recursive relations:
T1,n(x, y) = yT
2
1,n−1 +
2
x− 1
T1,n−1T2,n−1 +
1
x− 1
T 22,n−1,
T2,n(x, y) = T
2
2,n−1 + 2T1,n−1T2,n−1,
with initial conditions
T1,0(x, y) = 1, T2,0(x, y) = x− 1.
Proof. The initial conditions are easily verified. The strat-
egy of the proof is to study all the possible combinations
of Han−1 ∗H
b
n−1 and C, and analyze which kind of contri-
bution they give to T1,n(x, y) and T2,n(x, y).
As shown in table 1, we have,
T1,n(x, y) =
∑
Hn∈G1,n
(x− 1)r(Gn)−r(H)(y − 1)n(H)
= yT 21,n−1 +
2
x− 1
T1,n−1T2,n−1 +
1
x− 1
T 22,n−1,
T2,n(x, y) =
∑
Hn∈G2,n
(x− 1)r(Gn)−r(H)(y − 1)n(H)
= 2T1,n−1T2,n−1 + T
2
2,n−1.
It can be proven by induction that x−1 divides T2,n for
each n > 0. As a consequence, we can write T2,n(x, y) =
(x − 1)Nn(x, y), with Nn(x, y) ∈ Z[x, y]. Then we have
the following corollary which will be very useful in the fol-
lowing derivation of special evaluations of the Tutte poly-
nomial Tn(x, y).
Corollary 3. For each n > 1, the Tutte polynomial
Tn(x, y) of Gn is given by
Tn(x, y) = T1,n(x, y) + (x− 1)Nn(x, y),
where the polynomials T1,n(x, y), Nn(x, y) satisfy the fol-
lowing recursive relations:
T1,n(x, y) = yT
2
1,n−1 + 2T1,n−1Nn−1 + (x− 1)N
2
n−1,
Nn(x, y) = 2T1,n−1Nn−1 + (x− 1)N
2
n−1
with initial conditions
T1,0(x, y) = 1, N0(x, y) = 1.
Simple applications. – The problem of spanning
trees is closely related to various aspects of networks, such
as dimer coverings [21] and random walks [22,23]. Thus it
is of great interest to determine the exact number of span-
ning trees NST (G) [9,24,25]. Two well-known methods for
computing NST (G) are as follows: (i) via the Laplacian
matrix [26] and (ii) as a special value of the Tutte polyno-
mial. With these obtained results, we go on to compute
NST (Gn) using the second method. First, according to
Corollary 3, let x = 1, we have Tn(1, y) = T1,n(1, y), and
T1,n(1, y) = yT
2
1,n−1 + 2T1,n−1Nn−1, (7)
Nn(1, y) = 2T1,n−1Nn−1. (8)
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Table 1: All combinations and corresponding contributions
Han−1 ∗H
b
n−1 C Hn Contribution Graphic H
a
n−1 ∗H
b
n−1 C Hn Contribution
(G1,n−1, G1,n−1) {en} G1,n (y − 1)T 21,n−1 (G1,n−1, G1,n−1) ∅ G1,n T
2
1,n−1
(G1,n−1, G2,n−1) {en} G1,n
1
x−1T1,n−1T2,n (G1,n−1, G2,n−1) ∅ G2,n T1,n−1T2,n−1
(G2,n−1, G1,n−1) {en} G1,n
1
x−1T1,n−1T2,n (G2,n−1, G1,n−1) ∅ G2,n T1,n−1T2,n−1
(G2,n−1, G2,n−1) {en} G1,n
1
x−1T
2
2,n−1 (G2,n−1, G2,n−1) ∅ G2,n T
2
2,n−1
Eqs. (7) and (8) together yield a useful relation given by
Tn+1(1, y)
T 2n(1, y)
= (2 + y)−
2yT 2n−1
Tn
. (9)
For t > 2, we introduce
at(1, y) =
Tt(1, y)
Tt−1(1, y)2
, with a1(1, y) = 2 + y. (10)
Thus, eq. (9) can be further written as
an+1(1, y) = (2 + y)−
2y
an(1, y)
. (11)
If y = 2, eq. (11) leads to
1
an+1 − 2
=
1
an − 2
+
1
2
. (12)
Since a1(1, 2) = 4, we have
an(1, 2) =
2(n+ 1)
n
. (13)
Substituting the above obtained expression of an(1, 2) into
eq. (10) and using the initial condition T0(1, 2) = 1 yields
Tn(1, 2) =
2(n+ 1)
n
T 2n−1 = 2
2n−1(n+ 1)
n∏
i=2
i2
n−i
. (14)
It is well known that NCSSG(Gn) = Tn(1, 2). Therefore,
we obtain explicit expression of the number of connected
spanning subgraphs of the Farey graph Gn.
If y 6= 2, eq. (11) can be solved to obtain
an(1, y) =
2n+1 − yn+1
2n − yn
(15)
Using the initial condition T0(1, y) = 1 and the expression
for an(1, y) provided by eq. (15), eq. (10) can be solved
inductively to obtain
Tn(1, y) =
2n+1 − yn+1
2n − yn
T 2n−1
=
2n+1 − yn+1
(2− y)2n−1
n∏
i=2
(2i − yi)2
n−i
. (16)
Notice that, the eq.(16) is also right when y = 2, since
2i−yi = (2−y)(2i−1+2i−2y+ · · ·+2i−k−1yk+ · · ·+yi−1)
and
(2− y)
n∏
i=2
(2− y)2
n−i
= (2− y)2
n−1
.
Let y = 1, eq. (16) leads to
NST (Gn) = Tn(1, 1) = (2
n+1 − 1)
n∏
i=2
(2i − 1)2
n−i
. (17)
Thus far, we have derived the exact number of spanning
trees of the Farey graph Gn. Note that this specialization
of Tn(x, y) returns the equation obtained in Ref. [9], where
the authors use the Laplacian matrix.
In general case, the calculation of the reliability polyno-
mial is NP-hard [27]. But for the Farey graph, inserting
eqs. (16) and (5) into eq. (3), we obtain the explicit ex-
pression for the the reliability polynomial R(Gn; p) as
R(Gn; p) = q
2n−1p2
n 2n+1 − q−n−1
(2− q−1)2n−1
n∏
i=2
(2i − q−i)2
n−i
,
(18)
where q = 1− p.
Finally, we will determine the chromatic polynomial
P (Gn;λ). Since P (Gn;λ) satisfies the following relation:
P (Gn;λ) = (−1)
|Vn|−k(Gn)λk(Gn)Tn(1 − λ, 0)
= λTn(1− λ, 0), (19)
we turn our aim to finding Tn(x, 0). From Corollary 3, let
y = 0, we can easily get the following recursive equations,
Tn(x, 0) = T1,n(x, 0) + (x− 1)Nn(x, 0), (20)
T1,n(x, 0) = 2T1,n−1Nn−1 + (x− 1)N
2
n−1, (21)
Nn(x, 0) = 2T1,n−1Nn−1 + (x− 1)N
2
n−1. (22)
It follows from eqs. (21) and (22) that
T1,n(x, 0) = Nn(x, 0) (23)
Substituting eq. (23) into eq. (22), we obtain
Nn(x, 0) = (x+ 1)N
2
n−1(x, 0). (24)
Considering the initial condition N0(x, 0) = 1, eq. (20) is
solved to yield
Tn(x, 0) = xNn(x, 0) = x(x + 1)
2n−1 (25)
Plugging the last expression into eq. (19), we arrive at the
explicit formula for the chromatic polynomial,
P (Gn;λ) = λ(1 − λ)(2 − λ)
2n−1. (26)
Then, it is easy to see that Gn is minimally 3-colorable.
p-4
Tutte polynomial of a small-world Farey graph
conclusions. – In this paper, we find recursive for-
mulas for the Tutte polynomial of the Farey graph family
by using a method, based on their self-similar structure.
We also evaluate special cases of these results to compute
the corresponding reliability polynomial, chromatic poly-
nomial, the number of spanning trees and the number of
connected spanning subgraphs.
∗ ∗ ∗
The authors are supported by the National Natural Sci-
ence Foundation of China Under grant No. 1171102
Appendices
Tutte polynomial of other self-similar networks.
– The computation of the Tutte polynomial of a general
graph is NP-hard. Indeed, even evaluating T (G;x, y) for
specific values (x, y) is #P-complete, except for a few spe-
cial points and a special hyperbola [28]. However we gain
explicit expressions of the Tutte polynomial of some other
self-similar networks with different degree distributions,
exponential or scale-free.
Koch network. We first study the self-similar Koch
network family [29, 30]. The Koch networks are derived
from the Koch fractals [31] and can be constructed recur-
sively. Let Km,n (m is a natural number) be the Koch net-
work in generation n. Then, the family of Koch networks
can be generated following a recursive-modular method.
For n = 0, Km,0 consists of a triangle with three vertices
labeled respectively by X , Y and Z, called hub vertices,
which have the highest degree among all vertices in the
networks. For n > 1, Km,n is obtained from 3m+1 copies
of Km,n−1 by joining them at the hub vertices. As shown
in Fig. 4, the network Km,n+1 may be obtained by the
juxtaposition of 3m+ 1 copies of Km,n which are labeled
as K1m,n,K
2
m,n, . . . ,K
3m
m,n and K
3m+1
m,n , respectively.
Km,n
3
Km,n
m+3
Km,n
m+2
Km,n
m+1Km,n
2
Km,n
1
Km,n
3m+1
Km,n
2m+3 K
m
,n
2
m
+
2
K
m
,n
2
m
+
1
X
YZ
Fig. 4: Recursive construction of Koch networks that highlights
their self-similarity. The right one is a particular Koch network
K2,2.
The number of vertices and edges of Km,n = (Vn, En)
are, respectively, |Vn| = 2(3m+1)n+1 and |En| = 3(3m+
1)n. The Koch networks present some typical properties
of real-world networks. They are scale-free with vertex
degree distribution P (k) in a power-law form, P (k) ∼ k−γ ,
where γ = 1+ ln(3m+1)ln(m+1) . They also have an obvious small-
world characteristic. They average path length increases
logarithmically with the network size and their clustering
coefficient is very high.
We now begin to determine the Tutte polynomial
T (Km,n;x, y). According to the construction of the Koch
network, Km,n can be obtained from 3m + 1 copies of
Km,n−1 through one-point join. From Property 2, we have
T (Km,n;x, y) = T (Km,n−1;x, y)
3m+1. (27)
Considering the initial condition T (Km,0;x, y) = x
2+x+y,
we obtain explicit expression of the Tutte polynomial of
the Koch network Km,n as,
T (Km,n;x, y) = (x
2 + x+ y)(3m+1)
n
. (28)
We next discuss some special valuations of T (Km,n;x, y).
It is easy to compute that
NST (Km,n) = T (Km,n; 1, 1) = 3
(3m+1)n ; (29)
NCSSG(Km,n) = T (Km,n; 1, 2) = 4
(3m+1)n ; (30)
NSF (Km,n) = T (Km,n; 2, 1) = 7
(3m+1)n . (31)
Note that these quantities coincide with the result ob-
tained in Refs. [29, 30] without using the Tutte polyno-
mial.
Small-world exponential network. In this section we
discuss a self-similar network which is observed from some
real-life systems. This network is constructed iteratively
[32], denoted by Sn after n (n > 0) iterations. The net-
work starts from a triangle S0, with three vertices called
initial vertices. For n ≥ 1, Sn is obtained from Sn−1: for
each existing vertex in Sn−1, two new vertices are gener-
ated, which and their mother vertex together form a new
triangle, see Fig. 5. It is easy to derive that the number of
vertices and edges of Sn are, respectively, |Vn| = 3n+1 and
|En| = 3(3n+1 − 1)/2. The resultant network has a de-
gree distribution decaying exponentially with the degree.
In addition, it is small-world with the average distance
growing logarithmically with its size.
As shown in Fig. 5, Sn can be obtained from three copies
of Sn−1 and a triangle through one-point join. Since the
Tutte polynomial of a triangle is equal to x2 + x + y, we
have
T (Sn;x, y) = (x
2 + x+ y)T 3(Sn−1;x, y). (32)
Additionally, it is easy to know that T (S0;x, y) = x
2 +
x+y. We can therefore obtain the exact expression of the
Tutte polynomial of Sn,
T (Sn;x, y) = (x
2 + x+ y)(3
n+1−1)/2. (33)
Based on the above equation, we can show some inter-
esting quantities for the network, such as the number of
p-5
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sn-1
sn-1 sn-1
sn s2
Fig. 5: Recursive construction of the small-world network fam-
ily that highlights their self-similarity. The right one is a par-
ticular network S2.
spanning trees NST (Sn), the number of connected span-
ning subgraphs NCSSG(Sn) and the number of spanning
forest NSF (Sn),
NST (Sn) = 3
(3n+1−1)/2; (34)
NCSSG(Sn) = 4
(3n+1−1)/2; (35)
NSF (Sn) = 7
(3n+1−1)/2. (36)
The same result about the number of spanning trees has
been proven in Ref. [24], where the authors use the Lapla-
cian matrix.
∗ ∗ ∗
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Abstract –In this paper, we find recursive formulas for the Tutte polynomial of a family of small-
world networks: Farey graphs, which are modular and have an exponential degree hierarchy. Then,
making use of these formulas, we determine the number of spanning trees, as well as the number
of connected spanning subgraphs. Furthermore, we also derive exact expressions for the chromatic
polynomial and the reliability polynomial of these graphs.
Introduction. – The Tutte polynomial of a graph,
also known as the partition function of the Potts model
[1, 2], is a renown tool for analyzing properties of graphs
and networks. The two-variable polynomial, due to W.T.
Tutte [3,4], plays an important role in several areas of sci-
ences, for instance, combinatorics, statistical mechanics
and biology. In a strong sense it contains every graphi-
cal invariant that can be computed by deleting and con-
traction operations which are natural reductions for many
networks model. The Tutte polynomial T (G;x, y) can
be evaluated at particular points (x, y) to give numerical
graph invariants, including the number of spanning trees,
the number of connected spanning subgraphs, the dimen-
sion of the bicycle space and many more. The Tutte poly-
nomial also specializes to a variety of single-variable graph-
ical polynomials, including the chromatic polynomial, the
reliability polynomial and the flow polynomial. Further-
more, the Tutte polynomial has been widely studied in
the field of statistical physics where it appears as the par-
tition function of the Potts model ZG(q, v). In fact, if G is
a graph on n vertices with k connected components, then
T (G;x, y) = (x− 1)−k(y− 1)−nZG((x− 1)(y− 1), (y− 1))
and so the partition function of the Potts model is sim-
ply the Tutte polynomial expressed in different variables.
For overviews, see Refs. [5–7]. However, there are no
widely available effective computational tools to compute
the Tutte polynomial of a general graph of reasonable size.
In this paper, we follow a combinatorial approach and
use the self-similar structure to investigate the Tutte poly-
nomial of a family of recursive graphs which is called Farey
graphs. The Farey graph was first introduced by Matula
and Kornerup in 1979 and further studied by Colbourn
in 1982. Recently, this graph was used as a deterministic
network model by Zhang and Comellas [8, 9]. This net-
work model exhibits some remarkable properties of real
networks, it is small-world with its average distance in-
creasing logarithmically with its vertex number, and its
clustering coefficient converges to a large constant ln 2 [8].
The Farey graph also has many interesting graphical prop-
erties, such as it is minimally 3-colorable, uniquely Hamil-
tonian, maximally outerplanar and perfect, see [10–12]. It
is worth mentioning that the Potts model on recursively
defined graphs was studied first by Dhar [13] and some
related work can be found in Refs. [14, 15].
By analyzing all the spanning subgraphs of this family
of graphs, we give recursive formulas for the Tutte poly-
nomial (see Theorem 2 and Corollary 3). In particular, as
special cases of the general Tutte polynomial, we get:
• The number of spanning trees (see equation 17);
• The number of connected spanning subgraphs (see
equation 14);
• The chromatic polynomial P (G;λ) (see equation 19);
• The reliability polynomial R(G; p) (see equation 18).
Preliminaries. – In this section we briefly discuss
some necessary background that will be used for our cal-
culations. We use standard graph terminology and the
words “network” and “graph” indistinctly.
Tutte polynomial. For a graph G we denote by V (G)
its set of vertices and by E(G) its set of edges. Let k(G)
be the number of connected components of the graph G.
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There is a useful relation that expresses the Tutte poly-
nomial T (G;x, y) as a sum of contributions from span-
ning subgraphs of G. Here, a spanning subgraph H =
(V (H), E(H)) has the same vertex set as G and a subset
of E(G), E(H) ⊆ E(G). This relation is
T (G;x, y) =
∑
H⊆G
(x− 1)r(G)−r(H)(y − 1)n(H), (1)
where r(H) = |V (H)|−k(H) is the rank of H and n(H) =
|E(H)|− r(H) is the nullity of H . Recall that a one-point
join G∗H of two graphs G and H is formed by identifying
a vertex u of G and a vertex v of H into a single vertex w
of G ∗H . Using eq. (1), it is easy to show that the Tutte
polynomial fulfills the following property:
T (G ∗H ;x, y) = T (G;x, y)T (H ;x, y). (2)
We will refer to this equality as Property 2 hereafter. In
the sequel of the paper, we will be interested in special
evaluations of the Tutte polynomial at some particular
points (x, y), that allow us to deduce many combinatorial
and algebraic properties of the graphs considered. We first
recall some definitions. A spanning forest of a graph G is
a spanning subgraph of G which is a forest. A connected
spanning subgraph of a graph G is a spanning subgraph
of G that is connected. The special evaluations of interest
are (i) T (G; 1, 1) = NST (G), the number of spanning trees
of G; (ii) T (G; 2, 1) = NSF (G), the number of spanning
forests of G; (iii) T (G; 1, 2) = NCSSG(G), the number of
connected spanning subgraphs of G [6].
The Tutte polynomial also contains several other graph-
ical polynomials as partial evaluations, such as the re-
liability polynomial, the flow polynomial and the chro-
matic polynomial. For a connected graph G = (V,E), let
R(G; p) be the reliability polynomial of G. Considering a
related graph H obtained from G by going through the
full edge set of G and, for each edge, randomly retain-
ing it with probability p (thus deleting it with probability
1−p), where 0 ≤ p ≤ 1. The reliability polynomialR(G; p)
gives the resultant probability that any two vertices in H
are connected, i.e., that for any two such vertices, there
is a path between them consisting of a sequence of con-
nected edges of G [6]. The chromatic polynomial P (G;λ)
of a graph G is an important specialization of the Tutte
polynomial, which counts the number of ways of coloring
the vertices of G subject to the constraint that no adja-
cent pairs of vertices have the same color [16, 17]. In a
different form, the chromatic polynomials arise in statis-
tical physics as a special limiting case, namely the zero-
temperature limit of the anti-ferromagnetic Potts model,
and in that context their complex roots are of particular
interest [18,19]. Their connections with the Tutte polyno-
mial are given by the following equations.
R(G; p) = qn(G)pr(G)T (G; 1, q−1), (3)
P (G;λ) = (−1)r(G)λk(G)T (G; 1− λ, 0), (4)
where q = 1 − p, n(G) and r(G) are the nullity and the
rank of G.
Farey graphs. The Farey graph [8–11] is derived from
the famous Farey sequence [20] and this graph can be cre-
ated in the following recursive way. Let Gn denote the
Farey graph after n (n > 0) generations. There are two
special vertices in Gn which are represented by Xn and
Yn, respectively. Initially n = 0, G0 is an edge connect-
ing two special vertices. For n > 1, Gn can be obtained
by joining two copies of Gn−1 which are labeled by G
1
n−1
and G2n−1. The special vertices of G
i
n−1 are represented
respectively by X in−1 and Y
i
n−1, for i = 1, 2. In the con-
structing process, X2n−1 and Y
1
n−1 are identified as a new
vertex Zn of Gn, X
1
n−1 and Y
2
n−1 are connected by a new
edge en. Moreover, X
1
n−1 and Y
2
n−1 become respectively
Xn and Yn, see fig. 1.
n n
ne
n-1
2
2
n-1X
X
1
n-1
Y Y
Y
1
n-1
n-1
X
nG
G
2
n-1G
1
Fig. 1: Recursive construction of Farey graphs that highlights
their self-similarity.
G3G2
G1G0
Fig. 2: Farey graphs G0 to G3.
It is easy to prove by induction that the order and size
of the Farey graph Gn = (Vn, En) are, respectively,
|Vn| = 2
n + 1, |En| = 2
n+1 − 1. (5)
Remark 1. There is another definition of the Farey graph
given in [8] as Definition 2.1 which seems simpler and eas-
ier to imagine. In fact, the Farey graph Gn = (Vn, En) can
be constructed in the following iterative way: For n = 0,
G0 has two vertices and an edge joining them. For n > 1,
Gn is obtained from Gn−1 by adding to every edge intro-
duced at step n−1 a new vertex adjacent to the endvertices
of this edge, see fig. 2.
The Tutte polynomial of the Farey graph Gn . –
First of all, we define the following partition of the set of
spanning subgraphs of Gn:
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• G1,n denotes the set of spanning subgraphs of Gn,
where the special vertices of Gn belong to the same
connected component;
• G2,n denotes the set of spanning subgraphs of Gn,
where the special vertices of Gn belong to two differ-
ent connected components.
G
2,n1,n
G
Fig. 3: Schematic illustration of the two types of spanning
subgraphs G1,n, G2,n derived from Gn. In this figure, red
vertices represent the special vertices of Gn and two special
vertices joined by two blue lines belong to the same connected
component. Dotted lines means that the two special vertices
belong to different connected components.
Fig. 3 illustrates schematically these two types of spanning
subgraphs.
Observe that, for each n > 0, we have the partition
G1,n ∪G2,n of the set of spanning subgraphs of Gn. Next
let us simply denote by Tn(x, y) the Tutte polynomial
T (Gn;x, y) and define, for every n > 1, the following poly-
nomials:
• T1,n(x, y) =
∑
H∈G1,n
(x − 1)r(Gn)−r(H)(y − 1)n(H);
• T2,n(x, y) =
∑
H∈G2,n
(x − 1)r(Gn)−r(H)(y − 1)n(H).
We have
Tn(x, y) = T1,n(x, y) + T2,n(x, y). (6)
In order to give a recursive formula for Tn(x, y), we
provide recursive formulas for T1,n and T2,n, respectively.
From the construction ofGn, it is not difficult to observe
that any spanning subgraph of Gn can be obtained from
two spanning subgraphs of Gn−1, with possibly an edge.
Let Han−1 , H
b
n−1 be two spanning subgraphs of Gn−1.
We denote Han−1 ∗H
b
n−1 as the graph obtained from H
a
n−1
and Hbn−1 by identifying the vertex Yn−1 of H
a
n−1 and
the vertex Xn−1 of H
b
n−1. Let Hn = H
a
n−1 ∗ H
b
n−1 ∪ C,
where C may be {en} or an empty set ∅. Thus Hn is a
spanning subgraph of Gn. Let (Gi,n−1, Gj,n−1) be the set
of Han−1 ∗H
b
n−1 with H
a
n−1 ∈ Gi,n−1 and H
b
n−1 ∈ Gj,n−1,
for i, j = 1, 2.
Theorem 2. For each n > 1, the Tutte polynomial
Tn(x, y) of Gn is given by
Tn(x, y) = T1,n(x, y) + T2,n(x, y),
where the polynomials T1,n(x, y), T2,n(x, y) satisfy the fol-
lowing recursive relations:
T1,n(x, y) = yT
2
1,n−1 +
2
x− 1
T1,n−1T2,n−1 +
1
x− 1
T 22,n−1,
T2,n(x, y) = T
2
2,n−1 + 2T1,n−1T2,n−1,
with initial conditions
T1,0(x, y) = 1, T2,0(x, y) = x− 1.
Proof. The initial conditions are easily verified. The strat-
egy of the proof is to study all the possible combinations
of Han−1 ∗H
b
n−1 and C, and analyze which kind of contri-
bution they give to T1,n(x, y) and T2,n(x, y).
As shown in table 1, we have,
T1,n(x, y) =
∑
Hn∈G1,n
(x− 1)r(Gn)−r(H)(y − 1)n(H)
= yT 21,n−1 +
2
x− 1
T1,n−1T2,n−1 +
1
x− 1
T 22,n−1,
T2,n(x, y) =
∑
Hn∈G2,n
(x− 1)r(Gn)−r(H)(y − 1)n(H)
= 2T1,n−1T2,n−1 + T
2
2,n−1.
It can be proven by induction that x−1 divides T2,n for
each n > 0. As a consequence, we can write T2,n(x, y) =
(x − 1)Nn(x, y), with Nn(x, y) ∈ Z[x, y]. Then we have
the following corollary which will be very useful in the fol-
lowing derivation of special evaluations of the Tutte poly-
nomial Tn(x, y).
Corollary 3. For each n > 1, the Tutte polynomial
Tn(x, y) of Gn is given by
Tn(x, y) = T1,n(x, y) + (x− 1)Nn(x, y),
where the polynomials T1,n(x, y), Nn(x, y) satisfy the fol-
lowing recursive relations:
T1,n(x, y) = yT
2
1,n−1 + 2T1,n−1Nn−1 + (x− 1)N
2
n−1,
Nn(x, y) = 2T1,n−1Nn−1 + (x− 1)N
2
n−1
with initial conditions
T1,0(x, y) = 1, N0(x, y) = 1.
Simple applications. – The problem of spanning
trees is closely related to various aspects of networks, such
as dimer coverings [21] and random walks [22,23]. Thus it
is of great interest to determine the exact number of span-
ning trees NST (G) [9,24,25]. Two well-known methods for
computing NST (G) are as follows: (i) via the Laplacian
matrix [26] and (ii) as a special value of the Tutte polyno-
mial. With these obtained results, we go on to compute
NST (Gn) using the second method. First, according to
Corollary 3, let x = 1, we have Tn(1, y) = T1,n(1, y), and
T1,n(1, y) = yT
2
1,n−1 + 2T1,n−1Nn−1, (7)
Nn(1, y) = 2T1,n−1Nn−1. (8)
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Table 1: All combinations and corresponding contributions
Han−1 ∗H
b
n−1 C Hn Contribution Graphic H
a
n−1 ∗H
b
n−1 C Hn Contribution
(G1,n−1, G1,n−1) {en} G1,n (y − 1)T 21,n−1 (G1,n−1, G1,n−1) ∅ G1,n T
2
1,n−1
(G1,n−1, G2,n−1) {en} G1,n
1
x−1T1,n−1T2,n (G1,n−1, G2,n−1) ∅ G2,n T1,n−1T2,n−1
(G2,n−1, G1,n−1) {en} G1,n
1
x−1T1,n−1T2,n (G2,n−1, G1,n−1) ∅ G2,n T1,n−1T2,n−1
(G2,n−1, G2,n−1) {en} G1,n
1
x−1T
2
2,n−1 (G2,n−1, G2,n−1) ∅ G2,n T
2
2,n−1
Eqs. (7) and (8) together yield a useful relation given by
Tn+1(1, y)
T 2n(1, y)
= (2 + y)−
2yT 2n−1
Tn
. (9)
For t > 2, we introduce
at(1, y) =
Tt(1, y)
Tt−1(1, y)2
, with a1(1, y) = 2 + y. (10)
Thus, eq. (9) can be further written as
an+1(1, y) = (2 + y)−
2y
an(1, y)
. (11)
If y = 2, eq. (11) leads to
1
an+1 − 2
=
1
an − 2
+
1
2
. (12)
Since a1(1, 2) = 4, we have
an(1, 2) =
2(n+ 1)
n
. (13)
Substituting the above obtained expression of an(1, 2) into
eq. (10) and using the initial condition T0(1, 2) = 1 yields
Tn(1, 2) =
2(n+ 1)
n
T 2n−1 = 2
2n−1(n+ 1)
n∏
i=2
i2
n−i
. (14)
It is well known that NCSSG(Gn) = Tn(1, 2). Therefore,
we obtain explicit expression of the number of connected
spanning subgraphs of the Farey graph Gn.
If y 6= 2, eq. (11) can be solved to obtain
an(1, y) =
2n+1 − yn+1
2n − yn
(15)
Using the initial condition T0(1, y) = 1 and the expression
for an(1, y) provided by eq. (15), eq. (10) can be solved
inductively to obtain
Tn(1, y) =
2n+1 − yn+1
2n − yn
T 2n−1
=
2n+1 − yn+1
(2− y)2n−1
n∏
i=2
(2i − yi)2
n−i
. (16)
Notice that, the eq.(16) is also right when y = 2, since
2i−yi = (2−y)(2i−1+2i−2y+ · · ·+2i−k−1yk+ · · ·+yi−1)
and
(2− y)
n∏
i=2
(2− y)2
n−i
= (2− y)2
n−1
.
Let y = 1, eq. (16) leads to
NST (Gn) = Tn(1, 1) = (2
n+1 − 1)
n∏
i=2
(2i − 1)2
n−i
. (17)
Thus far, we have derived the exact number of spanning
trees of the Farey graph Gn. Note that this specialization
of Tn(x, y) returns the equation obtained in Ref. [9], where
the authors use the Laplacian matrix.
In general case, the calculation of the reliability polyno-
mial is NP-hard [27]. But for the Farey graph, inserting
eqs. (16) and (5) into eq. (3), we obtain the explicit ex-
pression for the the reliability polynomial R(Gn; p) as
R(Gn; p) = q
2n−1p2
n 2n+1 − q−n−1
(2− q−1)2n−1
n∏
i=2
(2i − q−i)2
n−i
,
(18)
where q = 1− p.
Finally, we will determine the chromatic polynomial
P (Gn;λ). Since P (Gn;λ) satisfies the following relation:
P (Gn;λ) = (−1)
|Vn|−k(Gn)λk(Gn)Tn(1 − λ, 0)
= λTn(1− λ, 0), (19)
we turn our aim to finding Tn(x, 0). From Corollary 3, let
y = 0, we can easily get the following recursive equations,
Tn(x, 0) = T1,n(x, 0) + (x− 1)Nn(x, 0), (20)
T1,n(x, 0) = 2T1,n−1Nn−1 + (x− 1)N
2
n−1, (21)
Nn(x, 0) = 2T1,n−1Nn−1 + (x− 1)N
2
n−1. (22)
It follows from eqs. (21) and (22) that
T1,n(x, 0) = Nn(x, 0) (23)
Substituting eq. (23) into eq. (22), we obtain
Nn(x, 0) = (x+ 1)N
2
n−1(x, 0). (24)
Considering the initial condition N0(x, 0) = 1, eq. (20) is
solved to yield
Tn(x, 0) = xNn(x, 0) = x(x + 1)
2n−1 (25)
Plugging the last expression into eq. (19), we arrive at the
explicit formula for the chromatic polynomial,
P (Gn;λ) = λ(1 − λ)(2 − λ)
2n−1. (26)
Then, it is easy to see that Gn is minimally 3-colorable.
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conclusions. – In this paper, we find recursive for-
mulas for the Tutte polynomial of the Farey graph family
by using a method, based on their self-similar structure.
We also evaluate special cases of these results to compute
the corresponding reliability polynomial, chromatic poly-
nomial, the number of spanning trees and the number of
connected spanning subgraphs.
∗ ∗ ∗
The authors are supported by the National Natural Sci-
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Appendices
Tutte polynomial of other self-similar networks.
– The computation of the Tutte polynomial of a general
graph is NP-hard. Indeed, even evaluating T (G;x, y) for
specific values (x, y) is #P-complete, except for a few spe-
cial points and a special hyperbola [28]. However we gain
explicit expressions of the Tutte polynomial of some other
self-similar networks with different degree distributions,
exponential or scale-free.
Koch network. We first study the self-similar Koch
network family [29, 30]. The Koch networks are derived
from the Koch fractals [31] and can be constructed recur-
sively. Let Km,n (m is a natural number) be the Koch net-
work in generation n. Then, the family of Koch networks
can be generated following a recursive-modular method.
For n = 0, Km,0 consists of a triangle with three vertices
labeled respectively by X , Y and Z, called hub vertices,
which have the highest degree among all vertices in the
networks. For n > 1, Km,n is obtained from 3m+1 copies
of Km,n−1 by joining them at the hub vertices. As shown
in Fig. 4, the network Km,n+1 may be obtained by the
juxtaposition of 3m+ 1 copies of Km,n which are labeled
as K1m,n,K
2
m,n, . . . ,K
3m
m,n and K
3m+1
m,n , respectively.
Km,n
3
Km,n
m+3
Km,n
m+2
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Fig. 4: Recursive construction of Koch networks that highlights
their self-similarity. The right one is a particular Koch network
K2,2.
The number of vertices and edges of Km,n = (Vn, En)
are, respectively, |Vn| = 2(3m+1)n+1 and |En| = 3(3m+
1)n. The Koch networks present some typical properties
of real-world networks. They are scale-free with vertex
degree distribution P (k) in a power-law form, P (k) ∼ k−γ ,
where γ = 1+ ln(3m+1)ln(m+1) . They also have an obvious small-
world characteristic. They average path length increases
logarithmically with the network size and their clustering
coefficient is very high.
We now begin to determine the Tutte polynomial
T (Km,n;x, y). According to the construction of the Koch
network, Km,n can be obtained from 3m + 1 copies of
Km,n−1 through one-point join. From Property 2, we have
T (Km,n;x, y) = T (Km,n−1;x, y)
3m+1. (27)
Considering the initial condition T (Km,0;x, y) = x
2+x+y,
we obtain explicit expression of the Tutte polynomial of
the Koch network Km,n as,
T (Km,n;x, y) = (x
2 + x+ y)(3m+1)
n
. (28)
We next discuss some special valuations of T (Km,n;x, y).
It is easy to compute that
NST (Km,n) = T (Km,n; 1, 1) = 3
(3m+1)n ; (29)
NCSSG(Km,n) = T (Km,n; 1, 2) = 4
(3m+1)n ; (30)
NSF (Km,n) = T (Km,n; 2, 1) = 7
(3m+1)n . (31)
Note that these quantities coincide with the result ob-
tained in Refs. [29, 30] without using the Tutte polyno-
mial.
Small-world exponential network. In this section we
discuss a self-similar network which is observed from some
real-life systems. This network is constructed iteratively
[32], denoted by Sn after n (n > 0) iterations. The net-
work starts from a triangle S0, with three vertices called
initial vertices. For n ≥ 1, Sn is obtained from Sn−1: for
each existing vertex in Sn−1, two new vertices are gener-
ated, which and their mother vertex together form a new
triangle, see Fig. 5. It is easy to derive that the number of
vertices and edges of Sn are, respectively, |Vn| = 3n+1 and
|En| = 3(3n+1 − 1)/2. The resultant network has a de-
gree distribution decaying exponentially with the degree.
In addition, it is small-world with the average distance
growing logarithmically with its size.
As shown in Fig. 5, Sn can be obtained from three copies
of Sn−1 and a triangle through one-point join. Since the
Tutte polynomial of a triangle is equal to x2 + x + y, we
have
T (Sn;x, y) = (x
2 + x+ y)T 3(Sn−1;x, y). (32)
Additionally, it is easy to know that T (S0;x, y) = x
2 +
x+y. We can therefore obtain the exact expression of the
Tutte polynomial of Sn,
T (Sn;x, y) = (x
2 + x+ y)(3
n+1−1)/2. (33)
Based on the above equation, we can show some inter-
esting quantities for the network, such as the number of
p-5
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sn-1
sn-1 sn-1
sn s2
Fig. 5: Recursive construction of the small-world network fam-
ily that highlights their self-similarity. The right one is a par-
ticular network S2.
spanning trees NST (Sn), the number of connected span-
ning subgraphs NCSSG(Sn) and the number of spanning
forest NSF (Sn),
NST (Sn) = 3
(3n+1−1)/2; (34)
NCSSG(Sn) = 4
(3n+1−1)/2; (35)
NSF (Sn) = 7
(3n+1−1)/2. (36)
The same result about the number of spanning trees has
been proven in Ref. [24], where the authors use the Lapla-
cian matrix.
∗ ∗ ∗
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