and Salas (1985) compared kriging with several other interpolation techniques, including inverse distance, for (Leenaers et al., 1990) . for mapping soil P and K levels and found inverse dismental data and estimated results of kriging were higher than those of InvD for 57 out of a total of 60 data sets, kriging mean absolute tance to be relatively more accurate. Gotway et al.
squared errors (Laslett et al., 1987) , and correlation of the exponent value for InvD weighting and of the number of the coefficients between observed and estimated values closest neighbors for both InvD weighting and kriging (KO or KO log ) (Leenaers et al., 1990) .
significantly improved the estimation accuracy (P Յ 0.05). However, Several other studies, however, found inverse disno a priori decision could be made about the optimal exponent and tance weighting to be more accurate than kriging. Weber the number of the closest neighbors based on the statistical properties and Englund (1992) found that squared inverse distance of the data. For the majority of the data sets, kriging with the optimal weighting produced better interpolation results than any number of the neighboring points, a carefully selected variogram other method, including kriging. Wollenhaupt et al.
model, and appropriate log-transformation of the data performed
(1994) compared inverse distance weighting and kriging better than InvD weighting. Correlation coefficients between experifor mapping soil P and K levels and found inverse dismental data and estimated results of kriging were higher than those of InvD for 57 out of a total of 60 data sets, kriging mean absolute tance to be relatively more accurate. Gotway et al.
errors were lower for 44 data sets, and kriging mean errors were lower (1996) observed the best results in mapping soil organic than those of InvD weighting for 31 data sets.
matter contents and soil NO Ϫ 3 levels for several fields when inverse distance was used as an interpolation technique. The studies used mean squared error as a main P recision agriculture applies principles of farming criterion for comparison (Weber and Englund, 1992 ; according to the field variability, which creates new Gotway et al., 1996) . requirements for estimating and mapping spatial variKriging performance can be significantly affected by ability of soil properties. Improvement in estimation variability and spatial structure of the data (Leenaers quality depends, first, on reliable interpolation methods et al., 1990) , and by the choice of variogram model, for obtaining soil property values at unsampled locasearch radius, and the number of the closest neighboring tions and, second, on appropriate application of the points used for estimation. The above-mentioned studmethods with respect to data characteristics.
ies by Weber and Englund (1992) , Wollenhaupt et al. The interpolation techniques commonly used in agri- Gotway et al. (1996) used a number of culture include inverse distance weighting and kriging simplified assumptions in kriging applications. For ex- (Franzen and Peck, 1995; Weisz et al., 1995) . Both methample, the choice of the variogram model was limited ods estimate values at unsampled locations based on to a spherical model, and a fixed number of the closest the measurements from the surrounding locations with neighboring points was used for all the data sets. In a certain weights assigned to each of the measurements. subsequent study, Weber and Englund (1994) noted that Inverse distance weighting is easier to implement, while judicious selection of the variogram model and of the kriging is more time-consuming and cumbersome; hownumber of the closest neighbors used for the estimation ever, kriging provides a more accurate description of led to significantly better estimation precision. the data spatial structure, and produces valuable inforIt has been observed that many of soil properties are mation about estimation error distributions. The acculognormally rather than normally distributed. Numerracy of these two procedures has been compared in a ous examples were reviewed by Parkin and Robinson number of studies. Creutin and Obled (1982) and Tabios (1992) , including aggregate size, soil water flux, hydraulic conductivity, content of soil N, and concentration of bregts, 1978; Isaaks and Srivastava, 1989) , we only briefly soil pore CO 2 . Lognormal ordinary kriging has been describe the methods used in the study. For both inverse proposed as an alternative to ordinary kriging for logdistance (InvD) and kriging (KO or KO log ) interpolation methnormally distributed data (Rendu, 1979; Journel, 1980;  ods, the value of variable Z at unsampled location x 0 , Z*(x 0 ) Rivoirard, 1990) . It has been shown that if the distribuis estimated based on the data from the surrounding locations, tions of the experimental data are clearly lognormal, log-
transformation of the original data can result in better estimations (Journel and Huijbregts, 1978; Candela et , 1988) . However, lognormal ordinary kriging can be very sensitive to the back-transformation method and where w i are the weights assigned to each Z(x i ) value and n prone to produce biased estimation results, which makes is the number of the closest neighboring sampled data points its application a challenge (Journel, 1980; Deutsch and used for estimation. The weights for the inverse distance Journel, 1998 
MATERIALS AND METHODS
estimation quality (Isaaks and Srivastava, 1989; Weber and Englund, 1994; Gotway et al., 1996) . In our study, we compared
Data
InvD estimates with powers of 1, 2, 3, and 4. It is interesting We used soil test P and K data collected from 30 agricultural to note that most of the commercial software that is available fields in Illinois, Indiana, and Iowa. The fields were sampled currently for the production of soil fertility maps for guidance on a regular grid, as is often done in commercial soil sampling, of variable rate application equipment uses default exponent even though there is no mathematical requirement for grid values of 2 or 4 without checking the appropriateness of those sampling. The distance between sampling locations varied values (Agris, 1998, p. 147-171) . from 25 to 100 m for different fields (Table 1) . Statistical
The other factor affecting the precision of InvD weighting summaries of the P and K data, along with the number of is the number of the closest samples used for estimation. In data points for each field, are shown in Table 1. this study, two cases were considered. In the first case, the number of the closest samples was fixed at 12, which is consis-
Interpolation Techniques
tent with traditional approach to InvD weighting. In the second case, we applied InvD weighting with the number of the Since detailed information about interpolation procedures can be found elsewhere in the literature (Journel and Huij- closest samples varying from 5 to 30. The search radius chosen was large enough to include the required number of the closest where Z m is the sample mean. Geostatistical analysis consisting of variogram calculation, cross-validation, and kriging was samples. Cross-validation was used to compare the results obtained with different number of the closest samples. Each performed using the geostatistical software package GSLIB (Deutsch and Journel, 1998) . value from the data set was eliminated in turn, and then estimated using information from the rest of the data (Kane et al., 1982; Goovaerts, 1997 respectively. Variability of K content was less than the variability of P content for most of the studied fields,
with an average coefficient of variation equal to 49% size, we chose the number of classes that produced the (Zhang et al., 1995) . Cross-validation criteria used for sample lowest D-values for fitting data with normal distribution variogram selection were (Myers, 1991 ) the correlation coeffiand, hence, the closest correspondence between expericient between measured and estimated values, mean error (ME), mental and normal distributions. The same number of classes was also used for fitting lognormal distributions.
For all of the data sets, D for lognormal distribution (D ln ) was smaller than the appropriate table D-value at mean absolute error (MAE) (David, 1988), 0.01 significance level (Table 16 in Kanji, 1993) , that indicated that at 0.01 significance level all of the data
could be assumed to be lognormally distributed. For the majority of the data (21 P data sets and 24 K data and the reduced kriging variance (Zhang et al., 1992) ing following equation (Rendu, 1979; Rivoirard, 1990; Omnidirectional sample variograms for both original and Englund, 1992):
and log-transformed P and K contents were calculated the errors between the measured data and the estimates using cient samples, the directional variograms were inspected criteria such as mean error, mean absolute error, correlation visually. Since there was no an underlying physical phecoefficient, and the goodness-of-prediction statistic, G (Agternomenon to cause the data to be anisotropic, and there berg, 1984; Gotway et al., 1996): was no apparent anisotropy in directional variograms,
[Z m only omnidirectional variograms were used in further analysis (Goovaerts, 1997). Most of the sample variograms were best fitted with spherical models. Gaussian
[8] models were used for 12 P and K data sets, and exponen- Table 1 ).
The solid line represents either the theoretical normal distribution (Data Sets 8 and 30) or the theoretical lognormal distribution (Data Sets 12 and 19).
tial models were used for 4 data sets. Ranges of the The most significant difference was observed in mean error values. Large negative mean errors were obtained selected variogram models are presented in Table 2 . Table 3 presents correlation coefficients, mean errors, by applying KO log to the data from the normally distributed group for 12 out of total 14 data sets, with the mean absolute errors, and goodness-of-prediction G-values obtained by comparing measured data with estimaximum observed mean error of Ϫ17.7. The negative bias in KO log estimations was attributed to the deviation mates of ordinary kriging (KO) and lognormal ordinary kriging (KO log ), averaged for the data sets. For the data from lognormality in the data distributions (David, 1988) . Link and Koch (1975) showed that negative bias from the lognormally distributed group, KO log produced overall better results than KO. Correlation coefficients is possible when lognormal transformation was used for positively skewed but not exactly lognormal distribuand G-values from KO log were higher then those from KO for 42 and 41 data sets, respectively (out of total tions. For such data sets, either KO or KO log would be appropriate, depending on the objectives of the investi-45 lognormally distributed P and K data sets). Mean absolute errors of KO log were lower than those of KO gation. We observed that the improvement in estimation prefor 30 out of 45 data sets. Mean errors of KO log also were lower than or close to those of KO for the majority cision due to using lognormal kriging for the data from the lognormally distributed group could be related to of the data, although some relatively high negative values were observed. For the data from the normally disthe number of samples in the studied data sets. Three large data sets had positively skewed data that were tributed group, KO produced better results than KO log . Correlation coefficients for 9 out of total 14 normally significantly better fitted by lognormal than normal distribution (Data Sets 21, 19, and 12, with 1752, 390 and distributed data sets were higher for KO. G-values from KO were higher for 8 normally distributed data sets. 256 samples, respectively; Table 1 ); however, KO log did not considerably improve estimation precision comMean absolute errors of KO were lower than those of the KO log for all except 3 normally distributed data sets.
pared with KO. The relative improvement in the corre- lation coefficient for these data seems to decrease as Data statistics such as coefficient of variation, skewness, and kurtosis can be used along with the Kolmothe number of samples in the data set increases. Relative improvement (RI) in the correlation coefficient value gorov-Smirnov parameter D as an approximate indicator of how much better KO log will perform than KO. As due to using lognormal kriging was calculated as a general trend for lognormally distributed data, larger RI ϭ (R KOlog Ϫ R KO )/R KO [9] RI values were observed for data with larger differences where R KOlog and R KO are correlation coefficients bebetween the values of D n and D ln . Higher values of tween measured data and estimates of KO log and KO, skewness and kurtosis also frequently corresponded to respectively. Apparently, the influence of outliers that the higher RI values. Significant positive correlation cause the data distribution being positively skewed de-(R ϭ 0.506, P ϭ 0.05) was observed between mean creases with an increase in the size of the data set and errors of KO log and coefficients of variation. Coefficients the data distribution behaves more like a normal distriof variation for P and K data plotted versus mean error bution. Hence, the advantage of using log-transformavalues are shown in Fig. 3 . The plot suggests that KO log is tion disappears with an increase in the size of the data more likely to produce biased estimates (large negative set. The plot of RI versus the number of samples for mean errors) for the data sets with low coefficients of three largest data sets, along with the average RI and variation, while more accurate estimates can be exaverage sample size for the remaining data sets, is shown pected for those with high coefficients of variation. After we chose the best estimation procedure (either in Fig. 2 . KO or KO log ) for each data set, we compared it with and kurtosis. In this study, we observed that the majority of the data with high skewness (Ͼ2.5) were the best the estimations produced by InvD weighting. Average values of G goodness-of-prediction criteria, correlation estimated with a power of 4 (5 out of 8 data sets). For most of the data with low skewness (Ͻ1), a power of 1 coefficients, mean errors, and mean absolute errors for the studied data are shown in Table 4 . A noticeable yielded the most accurate estimates (9 out of 15 data sets). The numbers of the closest neighboring points difference in estimation precision was observed for different exponent values of InvD weighting and different varied with field and exponent. No correlation was observed between the numbers of the closest neighbors numbers of the closest neighboring points. For the majority of the studied data, a power of 4 produced the and data statistics for the studied fields. Optimum kriging (either KO or KO log ) with an optibest estimations, while for some data sets (22 out of total 60) a power of 1 was the best (Table 2) . For 14 mal number of neighboring points produced significantly better results than the 12-point InvD weighting data sets, a power of 2 or 3 produced the most accurate results. Gotway et al. (1996) noted that the coefficient with a power of 4, which is the traditional approach to InvD applications. Correlation coefficients and G-valof variation of the data can be an indicator of which exponent value to use. They observed that InvD ues from kriging were higher than those of InvD weighting for all of the studied data sets, and kriging weighting with a power of 1 performed the best for data with high coefficients of variation, while InvD weighting MAEs were lower than those of InvD weighting. Kriging MEs for the majority of the data were lower than those with a power of 4 performed better for the less variable data. In this study, no significant correlation was found of InvD weighting; however, a few relatively large negative kriging mean errors were observed. Kriging with between the exponent value and the coefficient of variation of the studied data. Weber and Englund (1994) an optimal number of neighboring points and an optimal exponent also produced more accurate estimations than found that InvD weighting with a power of 1 resulted in higher estimation quality for the data with high skewthe InvD method for the majority of the studied data. Kriging correlation coefficients were higher than those ness and kurtosis, while greater values for the exponent produced better estimations for data with low skewness of InvD weighting for 57 data sets, kriging G-values uted data than ordinary kriging. For some data sets, were higher for 59 data sets, kriging MAEs were lower however, lognormal ordinary kriging can result in biased for 44 data sets, and kriging MEs were lower for 31 estimations, with relatively high negative mean error data sets.
between measured data and estimates. The Kolmogorov-Smirnov goodness-of-fit parameter D can be
SUMMARY AND CONCLUSIONS
used as an indicator of which kriging procedure will Data for P and K from 30 experimental fields were result in better estimation quality. If D obtained by used to compare performance of three interpolation fitting data with lognormal distribution is lower than D techniques: inverse distance weighting, ordinary kriging, from using normal distribution (i.e., D ln Ͻ D n ), lognorand lognormal ordinary kriging. Our results indicate mal ordinary kriging can be expected to produce results that lognormal ordinary kriging can be expected to prowith higher correlation coefficients and lower mean absolute error between measured data and estimates. In duce overall better estimations for lognormally distrib- Table 4 . Comparison of the optimal kriging method (i.e., KO log for the lognormally distributed data and KO for the normally distributed data), the inverse distance method with an exponent value of 4 and with 12 closest neighboring points (InvD 12 ), and the inverse distance method with an optimal exponent value and the optimal number of the closest neighboring points (InvD opt ). P and K data collected from 30 agricultural fields. 
