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ABSTRACT
The problem of faulty sensor detection is investigated in large
sensor networks where the sensor faults are sparse and time-
varying, such as those caused by attacks launched by an ad-
versary. Group testing and the Kalman filter are designed
jointly to perform real time system state estimation and time-
varying faulty sensor detection with a small number of tests.
Numerical results show that the faulty sensors are efficiently
detected and removed, and the system state estimation per-
formance is significantly improved via the proposed method.
Compared with an approach that tests sensors one by one, the
proposed approach reduces the number of tests significantly
while maintaining a similar fault detection performance.
Index Terms— Fault detection, group testing, system
state estimation, Kalman filter
1. INTRODUCTION
Sensor faults happen when sensors return corrupted data [1,
2, 3]. The corruption could be caused by attacks from an ad-
versary, sensor malfunctioning, or disturbance from the envi-
ronment. In a multi-sensor system, detecting faulty sensors
is crucial to ensure the system’s normal operation, since sys-
tem state estimates based on faulty sensor measurements are
misleading.
In many cases, the faulty sensors are sparse in sensor net-
works. For example, if sensors are attacked by an adver-
sary, typically only a small number of sensors are attacked
and corrupted due to the adversary’s limited resources and
his/her intention to reduce the chance of being detected by
the system defender. Furthermore, the adversary may adopt a
time-varying attack strategy to further reduce the probability
of being detected. If the attacks are sparse, it is not neces-
sary to test all the sensor nodes which could be laborious and
inefficient in a large system. So our aim is to reliably de-
tect/identify the sparse faulty sensors, and at the same time to
significantly reduce the costs associated with testing the sen-
sors. One promising approach that could achieve this goal is
group testing [4]. It is a well known search method and can be
viewed as a Boolean version of compressive sensing [5, 6, 7],
where the sparse vector only consists of binary entries and
Boolean matrix multiplication is used to generate compressed
testing results which contain all the information of the sparse
vector.
There is little work on fault/failure detection using group
testing in dynamic systems with time-varying fault states.
One related publication is [8], in which a fault detection
method based on combinatorial group testing and the Kalman
filter was proposed. In this method, each testing group is
divided into two subgroups and two Kalman filters are run
separately on them. The detection decision for each testing
group is made by comparing predicted state estimates of the
two Kalman filters. Note that in [8], only the problem of
time-invariant faulty sensor detection was investigated. The
problem of sparse fault/failure detection in distributed sensor
networks was studied in [9]. To reduce communication cost,
the group testing procedure is successively separated into two
phases, in which all the sensors only need to communicate
with their neighbors. However, this method requires the fault
state to be time-invariant while preforming group testing over
phases. In addition, all the above mentioned approaches per-
form only sensor fault/failure detection but not system state
estimation.
Typically, faulty sensor detection and system state estima-
tion are realized separately and the latter is implemented after
all the faulty sensors are detected and removed from the sys-
tem. To detect the faulty sensor(s) via group testing, a time
consuming optimization problem needs to be solved. There-
fore, it is difficult to implement this procedure in real-time
systems. In this paper, a new approach for joint group testing
of time-varying faulty sensors and system state estimation is
proposed, in which system state is estimated before decoding
the fault state of sensors so that the system state can be esti-
mated in real time. A modified group testing is developed to
realize the time-varying faulty sensor detection.
2. PROBLEM FORMULATION
In this paper, linear dynamic systems are considered. The
system state could be modeled by the following discrete-time
linear system state equation [10]
xk+1 = Fxk + Γvk (1)
where xk is the nx × 1 state vector at time k, F is nx ×
nx state transition matrix, vk is the process noise at time k,
and Γ is the gain matrix for vk . Furthermore, {vk} is a se-
quence of white Gaussian process noise with E(vk) = 0 and
E(vkv
T
k ) = Qk for all k = 0, 1, 2, . . . .
Let us consider a large sensor network which is com-
posed of N sensors. Denote this sensor network as a set
N = {1, 2, . . . , N}. Assume that only a few sensors in the
sensor network are corrupted by adversary and the fault state
of sensors is time-varying. Denote the set of faulty sensors at
time k as Dk which is a subset of N . The components of Dk
are time-varying as different sensors are attacked over time.
Denote the size of Dk by Dk, which is also time-varying and
Dk ≪ N . To detect faulty sensors, the state of each sensor
is represented by two hypotheses H0 and H1. Let us assume
that under hypothesisH0, sensor i is normal, and its measure-
ment equation is
zik = H
ixk +w
i
k (2)
where zik is the nz×1 measurement vector of sensor i at time
k, Hi is the nz × nx measurement matrix of sensor i, and
wik is the measurement noise of sensor i at time k. Also,
{wik} is a sequence of white Gaussian measurement noise
with E(wik) = 0 and E(wikwik
T
) = Riw for k = 1, 2, . . .
and i = 1, 2, . . . , N .
Under hypothesis H1, sensor i is faulty and its measure-
ment equation is
zik = H
ixk +w
i
k + b
i
k (3)
where bik is the bias vector which is injected by the adversary
to sensor i at time k.
The Kalman filter is used to process the sensor measure-
ments. To maintain the performance of the Kalman filter, the
measurements of time-varying faulty sensors should be re-
moved adaptively. This motivates joint group testing of time-
varying faulty sensors and system state estimation.
3. JOINT TIME-VARYING FAULT DETECTION AND
SYSTEM STATE ESTIMATION
Since a large sensor network is considered and the faulty sen-
sors are assumed to be sparse in the sensor network, the group
testing is adopted to detect sensor faults. Group testing imple-
ments tests on several testing groups which are generated by
binary probabilistic sampling matrix, and the indicator vec-
tor of defective sensors is decoded from the testing results.
Typically, group testing is applied at each point in time. In
this paper, a new group testing structure is designed over a
period of time. By doing this, the fault detection method is
able to detect faulty sensors when their quantity and indices
are time-varying. Meanwhile, the number of tests and com-
putation costs can be reduced significantly.
The fault state of all the sensors during a time period K is
indicated by a KN -dimensional binary vector f ∈ GFKN(2),
where GF(2) is a Galois field of order two [11]. The f(i) = 1
indicates sensor 1 + [(i − 1) mod N ] at time ⌈i/N⌉ is faulty
whereas f(i) = 0 indicates a normal sensor. Denote the spar-
sity level of f by d, and clearly d =
∑K
k=1Dk. Assume
T testing groups are generated in total. The tests performed
on the sensor network are represented with T × KN proba-
bilistic sampling matrix Φ. If Φ(i, j) = 1, then the sensor
1 + [(j − 1) mod N ] at time ⌈j/N⌉ is selected in the ith test-
ing group. The entries of Φ follow i.i.d. Bernoulli(p). In
noise-free model, group testing outcome vector g is obtained
as follows
g = Φ⊙ f (4)
where g ∈ GFT (2), and⊙ denotes the Boolean matrix multi-
plication operator which is composed of the logical AND and
OR operators. In the presence of noise, group testing results
are inverted which can be illustrated by the following simple
model [12]
g = (Φ⊙ f)⊕ e (5)
where ⊕ denotes XOR operator, e ∈ GFT (2) is the Boolean
vector of errors which represents the effect of noise. The ones
in e indicate corruption and they will invert the corresponding
results of Φ ⊙ f which leads to false alarms or misses. Note
that the model (5) is one simple way to illustrate the presence
of noise/mistake and e is difficult to model in some cases.
A toy example of the noise-free group testing procedure
is shown in Fig. 1. In this example, N = 4, K = 2, and
D1 = D2 = 1. The 2nd sensor at time 1 and the 3rd sensor at
time 2 are faulty. The 2nd sensor at time 1 is selected in test
2 and the 3rd sensor at time 2 is selected in tests 1, 2, and 3.
As long as one faulty sensor is selected in a specified test, the
outcome of this test will be 1. If no faulty sensor is selected in
a test, then the testing outcome is 0. Therefore, the outcomes
of test 1, 2, and 3 are ones and the outcome of test 4 is zero.
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Fig. 1. An example of time-varying group testing problem
To decode the fault state vector f efficiently, the proba-
bilistic sampling matrix Φ should satisfy d-disjunct property
as it ensures identifiability of the d-sparse fault state vector. A
matrixΦ is called d-disjunct if for any d+1 columns, there al-
ways exists a row with entry 1 in a column and zeros in all the
other d columns [4]. In the example shown in Fig. 1,Φ is a 2-
disjunct probabilistic sampling matrix. The fault state vector
f is decoded via the linear programming (LP) relaxation as in
[12], in which the inputs are g and Φ, and the output is f .
Note that the outcome of group testing is a binary vector
but the measurements are continuous. We need to find a way
to decide whether a testing group contains faulty sensors or
not. The innovation of Kalman filter is a good choice as it is
a zero-mean, white, and Gaussian sequence. To achieve real-
time system state estimation and detect time-varying faulty
sensors, joint group testing of time-varying faulty sensors and
system state estimation are proposed and described as the fol-
lowing steps.
Step I: build testing groups. Generate T × KN proba-
bilistic sampling matrix Φ via Bernoulli(p). Let us divide Φ
into K blocks by column, where each block is T × N sub-
matrix Φk. Denote the t-th testing group, i.e. t-th row, in Φk
by Gt,k. The size of Gt,k is denoted by Gt,k,where 1 6 t 6 T
and 1 6 k 6 K .
Step II: generate outcome vector g. Run Kalman filter
from k = 1 to K . For each time k, run Kalman filter by us-
ing each testing group Gt,k, then obtain innovation νt,k and
measurement prediction covariance St,k. If all the sensors
in Gt,k are normal, then νt,k is a zero-mean Gaussian ran-
dom variable and it can be tested via χ2 test: νTt,kS
−1
t,kνt,k ∼
χ2(nzGt,k). Moreover, the innovation is a white sequence if
no faulty sensor in Gt,k, and we will have the following dis-
tribution
k∑
s=1
ν
T
t,sS
−1
t,sνt,s ∼ χ
2(nz
k∑
s=1
Gt,s) (6)
Note that if Gt,k = ∅, do not run Kalman filter in test t at time
k and skip the corresponding item in (6). The outcome vec-
tor g is generated via (6) as follows: If (6) is satisfied at time
k, the next innovation νt,k+1 is calculated and tested. If all
the testing groups Gt,1,Gt,2, . . . ,Gt,K in test t satisfy (6), the
outcome of test t is negative and gt = 0. Otherwise, this pro-
cedure is stopped for test t as long as (6) is not satisfied, the
outcome of test t is positive, and gt = 1. In this way, not all
testing groups chosen by Φ are fully tested as this procedure
may stop when k < K , which saves computational costs.
Step III: tracking object via Kalman filter. At each time
k, test all the sensor groups G1,k,G2,k, . . . ,GT,k via (6). Form
a normal sensor group by taking the union of all the sensor
groups which pass the test. Run Kalman filter on this normal
sensor group, then we obtain updated state estimate and up-
dated state covariance, which are used as the inputs of Kalman
filter in both Step II and Step III at the next time step, and as
the system state estimate output of the algorithm.
Step IV: identify faulty sensors via group testing. The
fault state vector f is decoded by solving the LP relaxation as
in [12].
Note that system state estimation is implemented before
decoding f which is time consuming. This design guarantees
real-time system state estimation with faulty sensors in large
sensor networks.
As we mentioned before, the aim of group testing is re-
ducing the number of tests. Here we derive the upper bound
on the average number of χ2 tests required by the proposed
method. According to Step II, the χ2 test in test t at time k
is skipped if Gt,k = ∅. So, one upper bound is the number of
nonempty sets Gt,k among the T ×K tests. Since the entries
of Φ follow i.i.d. Bernoulli(p), the probability of Gt,k being
nonempty is 1 − (1 − p)N . Therefore, the upper bound on
the average number of χ2 tests in designed group testing is
TK[1− (1 − p)N ].
If the sensors are tested via χ2 test one by one at each
time, we can design a similar testing procedure. The only
differences are T = N and Gt,k = 1 for all t ∈ {1, 2, . . . , T }
and k ∈ {1, 2, . . . ,K}. The number of χ2 tests in the one-
by-one testing approach is KN .
4. SIMULATION RESULTS
For simplicity we give a multi-sensor target tracking example
to illustrate the effectiveness of the proposed approach. Let
us assume that an object is moving in a 1-dimensional space
with its state at time k denoted by xk = [ϕk ϕ˙k]T , where
ϕk and ϕ˙k are the object’s position and velocity at time k,
respectively. The state transition matrix is
F =
[
1 Ts
0 1
]
where Ts = 0.1 seconds is the time interval between two
measurements. The process noise gain matrix Γ in (1) is
[T 2s /2 Ts]
T
. The variance of state process noise is Q = 0.01.
The mean and covariance matrix of the object’s initial state
are xˆ0|0 = [0 1.5]
T and P0|0 = diag([1000, 1]), respec-
tively. Assume that there are N = 150 sensors, all of which
measure the object’s position over time. Therefore, the mea-
surement matrix is Hi = [1 0] for all i. The covariance
matrix of sensor measurement noise is Riw = 1 for all i.
Assume that the adversary chooses sensors to attack ran-
domly via Bernoulli(q) where q = 0.01. The bias injected
by the adversary follows i.i.d. Gaussian distribution bik ∼
N (0,Rb) for all i. Choose K = 5 to design Φ and the
entries of Φ follow i.i.d. Bernoulli(p) where p = 1
qKN
=
0.01 [4]. The number of testing groups is T = 50 which
is O(qKNlog(KN)). Two-sided χ2 test with 0.001 signifi-
cance level is applied in Step II in Section 3. The regulariza-
tion parameter in LP relaxation [12] is set as 1. All the results
are based on 100 Monte Carlo simulations.
To evaluate the tracking performance of the proposed
method, it is compared with two methods: one is using the
measurements from all the sensors, the other is testing all the
sensors one by one and only uses the ones passes a χ2 test
to track the target. The performance of the three methods is
compared in terms of root mean squared error (RMSE) of
position and velocity. Assume Rb = 10000 which means
the injected bias noise by the adversary is strong. The sim-
ulation results are shown in Figs. 2 and 3. It is clear that
the RMSEs of position and velocity of the proposed method
are the smallest among the three methods and they are close
to the RMSEs achieved by a clairvoyant Kalman filter using
all the normal sensors. That is to say, the proposed method
chooses normal sensors efficiently when tracking the object.
The proposed method has better performance than testing all
the sensors one by one since the degrees of freedom of the χ2
distributions in the proposed method are larger. Furthermore,
both of the RMSE of position and velocity are small by using
the proposed method, which means this method is robust to
attacks with strong injection noise.
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Fig. 2. RMSE of Position over time
To study the fault detection performance of the proposed
method under different levels of attacks, Rb is changed from
100 to 50000 and probability of errors are evaluated under
different Rb. The simulation results are shown in Table 1,
in which test1 stands for one-by-one test and test2 stands for
group testing. The probabilities of false alarm of these two
methods are very close. The probabilities of miss of these
two methods are also close to each other when Rb is between
102 and 104. For both methods, probability of false alarm is
smaller than probability of miss as the significance level of
the χ2 test is low.
The average number of χ2 tests is shown in Table 2, in
which the theoretical upper bound on the average number of
tests in group testing is shown in the second row. Clearly, the
results are in accordance with the theoretical value and the
average number of χ2 tests in designed group testing is about
1
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Fig. 3. RMSE of Velocity over time
Table 1. Probability of errors under differentRb
Rb 100 1000 5000 10000 50000
test1 Pfa 0.0104 0.0007 0.0008 0.0039 0.0006
test2 Pfa 0.0056 0.0114 0.0115 0.0140 0.0155
test1 Pm 0.4629 0.2552 0.2058 0.1554 0.0800
test2 Pm 0.5027 0.3738 0.3380 0.3824 0.3535
simulation, the proposed method is able to achieve similar
fault detection performance to the one-by-one test by using a
much smaller number of tests.
Table 2. Average number of χ2 tests under differentRb
Rb 100 1000 5000 10000 50000
test1 750 750 750 750 750
upper bound 250 250 250 250 250
test2 197 184 179 178 172
5. CONCLUSION
In this paper, a new approach for joint time-varying faulty
sensor detection and system state estimation was proposed
by combining group testing and Kalman filter. A new group
testing structure was developed to detect the time-varying
fault state of sensors. To realize real-time tracking, system
state estimation is performed without the full knowledge of
fault state of sensors. It was shown from simulations that
the proposed method significantly improves the state estima-
tion performance in the presence of faulty sensors and it has
higher estimation performance than an alternative one-by-one
test. Compared to the one-by-one test, the proposed method
achieves similar fault detection performance by using a much
smaller number of tests.
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