The computation of quadratic functionals of the solution to a linear stochastic partial differential equation with multiplicative noise is considered. An operator valued Lyapunov equation, whose solution admits a deterministic representation of the functional, is used for this purpose and error estimates are shown in suitable operator norms for a fully discrete approximation of this equation. Weak error rates are also derived for a fully discrete approximation of the stochastic partial differential equation, using the results obtained from the approximation of the Lyapunov equation. In the setting of finite element approximations, a computational complexity comparison reveals that approximating the Lyapunov equation allows for cheaper computation of quadratic functionals compared to applying Monte Carlo or covariance-based methods directly to the discretized stochastic partial differential equation. Numerical simulations illustrates the theoretical results. arXiv:1910.05261v1 [math.NA] 
Introduction
The use of Lyapunov and Riccati equations in the context of stochastic partial differential equations (SPDEs for short) has been studied in the fields of linear quadratic control theory and filtering since the late 1970s, starting with [24] , which contains the first results in a semigroup framework. In the article we exploit the relation between SPDEs and Lyapunov equations in both directions. SPDEs driven by white noise motivate the study of Lyapunov equations under more generalized assumptions than previously obtained in the literature. Numerical discretization schemes for Lyapunov equations lead at the same time to efficient algorithms to compute quadratic functionals of SPDE solutions. To give the reader a better idea of our main objectives, let us start with a short introduction of the considered framework.
Consider the stochastic evolution equation for t ∈ T := [0, T ], T < ∞, with initial condition X(0) = X 0 in a Hilbert space H, driven by a cylindrical Wiener process W in another Hilbert space U . Here the operator −A is the generator of an analytic semigroup and B(v), v ∈ H, is a linear operator from U to H. When H = L 2 (D) (the set of all square integrable functions on some bounded domain D ⊂ R d , d = 1, 2, 3) and −A is a differential operator such as the Laplace operator ∆, (1) is said to be a stochastic partial differential equation (SPDE). Such equations have many applications in engineering, finance and the natural sciences. A natural quantity of interest for the solution to this equation is the quadratic functional Φ given by (2) Φ(x) := E T 0 RX(t) 2 dt + GX(T ) 2 X(0) = x for x ∈ H, where G and R are linear operators on H. The efficient computation of this functional is for example important in numerical studies of the mean square stability of (1). In this paper, the goal is to study a Lyapunov equation that allows us to approximate Φ numerically. In particular, our results are applicable when A = −∆, H = L 2 (D), U ⊆ H and B is a pointwise multiplication operator (this setting includes the so called parabolic Anderson model), with the equation being approximated on a finite dimensional space V h ⊂ H that can, for example, be chosen to be the space of piecewise linear functions on a mesh of D with maximal mesh size h. More specifically, the problem is to find L : T → L(H), where L(H) is the set of bounded linear operators on H, such that While we already mentioned that the research started in the late 1970s, we want to add at this point [13, 16, 17, 18, 19, 23, 33] which contain generalizations in different directions. Except for [23] , these papers only consider trace-class or finite dimensional Wiener processes. Moreover, results on the numerical approximation of Lyapunov and Riccati equations for stochastic problems are rare. We mention [27] but note that the authors of this paper only consider finite dimensional noise. To the best of our knowledge, this work is the first to provide rigorous a priori convergence rates for a fully discrete numerical approximation of the Lyapunov equation (3) . Moreover, we use this approximation to establish weak convergence rates (with respect to the functional Φ) for semi-and fully discrete approximations of the SPDE (1) itself. We believe we are the first to consider the use of Lyapunov equations for this purpose. Furthermore, we provide a detailed explanation on how to implement the fully discrete approximations in practice and compare the computational complexity of computing the functional Φ using either a discretization of (3) or of (1) .
The manuscript is organized as follows. In Section 2 the abstract setting and notation of the paper are introduced along with assumptions on a family (V h ) h∈(0,1] of finite dimensional subspaces of H. In Section 3, we show that (3) admits a so called mild solution, for which we deduce spatial and temporal regularity results. Next, we construct semidiscrete approximations X h and L h of X and L in V h and L(V h ), respectively, and use Itô's formula to show that L h (T )x, x = Φ h (x) for all x ∈ V h , where Φ h denotes the functional (2) with X h used instead of X. After showing that L h → L and X h → X as h → 0, we deduce (4) from this result. Section 4 and Section 5 are devoted to convergence analyses of fully discrete semiimplicit schemes for the approximation of (3) and (1), respectively. By deriving a relationship between the convergence rate of the discretizations and the regularity of the noise W , this allows us to compare the computational complexity of three numerical methods for the approximation of Φ in Section 6, one based on (3) and two based on (1) . We show that the method based on (3) is the superior one when considering finite element discretizations. Numerical simulations illustrate the theoretical results on the convergence rate for the fully discrete approximations of (1) and (3).
Notation and abstract setting
We start by introducing some notation. For separable Hilbert spaces U , V we denote by L(U, V ) the Banach space of all bounded linear operators U → V equipped with the operator norm, where we abbreviate L(U ) = L(U, U ). The space Σ(U ) ⊂ L(U ) is the subspace of all self-adjoint operators and Σ + (U ) ⊂ Σ(U ) is the restriction to all operators that are additionally non-negative definite. By L 2 (U, V ) ⊂ L(U, V ) we denote the space of all Hilbert-Schmidt operators U → V . This is a Hilbert space with norm and inner product given by where (e i ) ∞ i=1 is an orthonormal basis of U . The definition is independent of the choice of basis. For an interval I ⊂ R we denote by C(I, L(U )) and C s (I, L(U )) the spaces of continuous and strongly continuous functions from I to L(U ), respectively.
The beta function B : (0, ∞) × (0, ∞) → R is given by B(x, y) = 1 0 t x−1 (1 − t) y−1 dt. By a change of variable the following very useful identity is obtained: For all t 1 ≤ t 2 , x, y ∈ (0, ∞) it holds
We next introduce the setting that we consider throughout the article and start with the abstract PDE setting. Here U and H are fixed separable Hilbert spaces and by ·, · and · we denote the inner product of H and its induced norm, respectively.
Assumption 2.1. The equations (1) and (2) satisfy the following conditions.
(i) The linear operator A : D(A) ⊂ H → H is densely defined, self-adjoint and positive definite with compact inverse. (ii) The process W = (W (t)) t∈T is an adapted cylindrical I U -Wiener process on a filtered probability space (Ω, F, (F t ) t∈T , P).
(iii) For a fixed regularity parameter β ∈ (0, 1], the linear operator B satisfies
Fractional powers (A r/2 ) r∈R of A, such as A (β−1)/2 in the assumption above, are well-defined and enable us to define the spaces (Ḣ r ) r∈R , which are used to measure spatial regularity. More specifically, for r ≥ 0,
and for r < 0 the spaceḢ r is the closure of H under the A r/2 · -norm anḋ H r = (Ḣ −r ) , the dual space ofḢ −r with respect to ·, · . In that way we obtain a family (Ḣ r ) r∈R of separable Hilbert spaces with the property thatḢ r ⊂Ḣ s whenever r ≥ s ∈ R, where the embedding is dense and continuous. Moreover, by [7, Lemma 2.1], for every s ∈ R, A r/2 can be uniquely extended to an operator in L(Ḣ s ,Ḣ s−r ). We make no notational distinction between A r/2 and its extension. We define the bilinear form a :
The operator −A is the generator of an analytic semigroup S := (S(t)) t≥0 of bounded linear operators on H that extends toḢ r , r < 0. As for A, we do not differentiate between the semigroup S and its extension. From the analyticity of the semigroup there exists a family (C θ ) θ≥0 of constants such that for all θ ∈ [0, ∞):
and for all θ ∈ [0, 2]
These regularity estimates play an essential role in our proofs.
The assumption on the process W includes both so called white noise in H (by letting U = H) and H-valued trace-class Q-Wiener processes (by letting U = Q 1/2 (H), cf. [28, Theorem 7.13] ). We introduce the notation L 0 2 = L 2 (U, H) and note that for predictable stochastic processes Ψ ∈ L 2 (T × Ω; L 0 2 ) the stochastic integral
We are now in place to introduce the setting for the stochastic equation (1) that we are interested in. With the introduced framework by [2, Theorem 2.9], (1) admits an up to modification unique mild solution, i.e., a predictable process X : T × Ω → H that satisfies (9) sup t∈T X(t) L 2 (Ω;H) X 0 < ∞ and for all t ∈ T, P-a.s.,
Next, we introduce spatial approximation spaces. Let (V h ) h∈(0,1] be a family of finite dimensional subspaces ofḢ 1 , where h denotes the refinement parameter. We equip V h with the same inner product as H so that for an operator T ∈ L(V h ),
Here P h :Ḣ −1 → V h is the generalized orthogonal projector (see, e.g., [26, Section 3.2] ) which coincides with the standard orthogonal projector when restricted to H.
This implies that A h is self-adjoint and positive definite on V h . Therefore, −A h generates an analytic semigroup, S h : [0, ∞) → L(V h ) on V h and fractional powers of A h are defined in the same way as for A. For brevity, below we write A θ/2 h for A (18) sup
For a proof of (16) see, e.g., [34, Lemma 7.3] . We show (17) in Proposition A.1 and the well-known result (18) can be shown in a similar way, see, e.g., [26, Lemma B.9] . We write a b if there exists a generic constant C such that a ≤ Cb and the size of the constant is of minor relevance. For later use and convenience, we also make use of the notations b = A (β−1)/2 B L(H,L 0 2 ) = B L(H,L2(U,Ḣ β−1 )) , r = R L(H) and g = G L(H) . The notation for constants introduced in this section is used to simplify the understanding of the proofs when we want to keep track of the involved quantities.
The Lyapunov equation and its relation to the SPDE
We recall that we are interested in computing the quadratic functional (2) of the solution to (1) . The goal of this section is to show that the solution L = (L(t)) t∈T to the Lyapunov equation (3) exists, is unique, and with respect to the test function Φ and the initial value X 0 , satisfies Φ(X 0 ) = L(T )X 0 , X 0 . Our approach is to first write down the Lyapunov equation in mild form. Then in, Section 3.1, we show that the mild solution exists, is unique, and coincides with the weak solution. Furthermore we prove regularity properties.
In the next step in Section 3.2, we consider a space discretization by finite dimensional subspaces ofḢ 1 and show that the semidiscrete approximations converge to the solutions of the Lyapunov equation and SPDE (1) respectively. Finally, we deduce a connection between the quadratic functional of the semidiscrete solution to the SPDE and the solution to the semidiscrete Lyapunov equation in Section 3.3. Combined with the earlier results, this is used in Theorem 3.7 to prove one of our main results, the representation (4) of the solution to the Lyapunov equation in terms of the solution to the SPDE. 
We have φ inside the integral since the mapping [0, t] s → S(t − s) R * R + B * L(s)B S(t − s) ∈ L(H) is not necessarily Bochner integrable due to the semigroup being only strongly measurable. With some abuse of notation, we let B * denote the operator in L(L 2 (U,Ḣ 1−β ), H) that for all K ∈ L 2 (U,Ḣ 1−β ) and v ∈ H satisfies
with β ∈ (0, 1] fixed in Section 2, and that
On this space we introduce the family (||| · ||| σ ) σ∈R of equivalent norms given by
The space (V, ||| · ||| σ ) is a Banach space which can be seen from the norm being the sum of two proper Banach norms.
A mild solution to the Lyapunov equation (3) is an operator-valued function L ∈ V which for all t ∈ T and φ ∈ H satisfies (19) .
In what follows we establish the solution theory for the Lyapunov equation. We start with showing in Theorem 3.1 existence, uniqueness, and regularity of a mild solution to (19) and in Theorem 3.2 we prove that the mild solution also solves the variational Lyapunov equation (3) and vice versa. A connection to a related Kolmogorov PDE is stated in Corollary 3.3.
Theorem 3.1. There exists a unique mild solution L ∈ V to (19) that satisfies L(T) ⊂ Σ + (H). Moreover, the solution satisfies the following regularity estimates:
and there exists a constant C > 0 such that for all t ∈ T 0
Proof. The proof is based on a global fixed point argument in V. Equation (19) is written in the form of a fixed point equation 
Existence of a unique solution in V follows by the Banach fixed point theorem by proving that H is well-defined and that for some σ > 0 the fixed point map H is a contraction, i.e., that there exists η ∈ (0, 1) such that for all Υ 1 ,
The proof is organized as follows: We start by proving that |||I||| 0 +|||J ||| 0 +|||K||| 0 < ∞ and continue by showing the desired continuity of I, J , K(Υ) for Υ ∈ V. From this we conclude that I, J , K are well-defined and derive bounds to show the contraction property (20) of H and the claimed regularity estimates.
To prove that |||I||| 0 < ∞ we observe that for all θ 1 , θ 2 ≥ 0, t ∈ T 0 , we observe using (7) that
Setting θ 1 = θ 2 = 1 − β and θ 1 = θ 2 = 0, respectively, shows the desired bound
Next we show continuity of I, J , K(Υ). For this purpose we prove Hölder continuity in operator norms on (0, T ) and strong continuity at zero separately. The Hölder continuity also implies (ii) once existence and uniqueness have been established. For all θ 1 , θ 2 ≥ 0, ξ ∈ [0, 1] and t 1 , t 2 ∈ T 0 with t 1 < t 2 , we bound using (7) , (8) and the semigroup property of
Using (5) we therefore obtain
This implies the desired continuity on T 0 . For the continuity at zero we use (7) to see that
and as a consequence lim t→0 (K(Υ)(t) − K(Υ)(0))φ = 0. We conclude that K(Υ) ∈ V. The proof of J ∈ V is similar and therefore omitted. In conclusion we have shown that the fixed point map H is well-defined. It remains to prove the contraction property (20) . For σ ∈ R the same arguments as in the proof of [2, Theorem 2.9] imply that for all λ ∈ [0, 1)
Combining this with (28) implies the existence of σ > 0 and η ∈ (0, 1) such that
We have therefore shown that H is a contraction with respect to the ||| · ||| σ -norm for sufficiently large σ > 0. The Banach fixed point theorem guarantees the existence and uniqueness of a fixed point L to the mapping H. This is the unique mild solution to (19) . To prove that L(T) ⊂ Σ(H) we consider the Banach subspace
It is a contraction with the same ||| · ||| σnorm as H. One easily checks that H (Υ )(t) is self-adjoint for self-adjoint Υ ∈ V and thus H is well-defined. Therefore Having shown the existence of a mild solution, we continue in the next theorem with showing the equivalence of mild solutions in the sense of (19) and weak solutions in the sense of (3).
Proof. In this proof we write F := R * R + B * LB. Let L be a mild solution, i.e., L satisfies (19) . Since for all t ∈ T, φ ∈ H, it holds
Therefore for φ, ψ ∈Ḣ 2 it holds that
and subtracting L(t)φ, ψ on both sides and dividing by h > 0 gives
The semigroup S is strongly differentiable, hence weakly differentiable with derivative d dt S(t)φ, ψ = − AS(t)φ, ψ for φ, ψ ∈Ḣ 2 . In the limit as h → 0 we obtain, by the Lebesgue differentiation theorem, the weak form (3). This completes the first direction of the proof. Assume next that the operator-valued function L ∈ V satisfies for t ∈ T 0 , φ, ψ ∈ H 2 the variational equation (3). Using (6) 
By the Riesz representation theorem, there existsL :
By the product rule it holds that d ds
and therefore, integration from 0 to t yields
Since this identity holds for all ψ ∈Ḣ 2 the mild form of the Lyapunov equation (19) is satisfied for all φ ∈Ḣ 2 . Due to the density ofḢ 2 ⊂ H, we can approximate any φ ∈ H by a sequence inḢ 2 and obtain convergence of the above identity, i.e., it can be extended elements in H. It remains to prove that (3) is valid for φ, ψ ∈Ḣ ε , ε > 0. For this we rely on the spatial regularity Theorem 3.1(i). Let ε > 0 and φ, ψ ∈Ḣ 2 . Since L satisfies
The regularity estimate Theorem 3.1(i) allows us to bound further (3) can be extended to all φ, ψ ∈Ḣ ε , which concludes the proof.
Before closing this subsection, let us reformulate the variational form of the Lyapunov equation (3) in the following corollary. In this way we connect the Lyapunov equation to the Kolmogorov equation related to SPDE (1). Corollary 3.3. Let L be the unique mild solution to the Lyapunov equation (3).
Proof. The gradient and Hessian of v are for t ∈ T and x ∈ H given by
. Plugging this into (3) using x as test functions yields the claim.
Semidiscrete approximations in space. Let us consider semidiscrete approximations of the Lyapunov equation (3) and the SPDE (1) in this subsection. For this purpose we use the approximation spaces
The semidiscrete Lyapunov equation reads in variational form:
The mild formulation related to (33) is given for all t ∈ T and φ h ∈ V h by
Existence and uniqueness of a solution to both equations follow from Theorem 3.1 and Theorem 3.2 applied to V h . In our next proposition we show uniform bounds in h and convergence of the solution to the solution of (3) with respect to the refinement parameter h. (i) For all θ 1 , θ 2 ∈ [0, 2) with θ 1 + θ 2 < 2 there exists a constant C > 0 such that for all h ∈ (0, 1)
Proof. For every h ∈ (0, 1] Theorem 3.1 guarantees the existence of a constant C = C h > 0 such that (i) and (ii) hold. Uniformity in h follows from the uniformity in (11) and (12) by observing that every constant C θ in the proof of Theorem 3.1 can be replaced by a constant D θ in the semidiscrete setting together with the following argument which is required in the analysis of the map K in the proof of Theorem 3.1: For a uniform bound with respect to B we first observe that, for arbitrary K ∈ L 0 2 ,
and we find similarly that A
Having shown the first two claims of the proof, we are ready to prove (iii). First we rewrite L h P h − L using (19) and (34) 
Adding, subtracting, and applying the triangle inequality, we split K into
By (5), (11) , (13) , (14) , (15) , (i) and (35) we obtain
2 .
An analogous argument yields K 2 h 2ρ t β−(θ1+θ2+2ρ)/2 . To bound K 3 we use (7) and split
From Assumption 2.2(ii) and (35) we get
and further bound using (5) and (36)
We are now in place to collect all estimates and obtain
where we bound all terms in t by the strongest singularity from I. Choosing θ 1 = θ 2 = 1 − β and ρ < β ensures that the exponent is bigger than −1, so Gronwall's lemma (see, e.g., [22] ) is applicable and yields
and the general claim follows by a bootstrap argument using (38) in (37) and (5). This completes the proof.
Having analyzed the convergence of the semidiscrete Lyapunov equation, let us continue with the semidiscrete SPDE. We consider a family (X h ) h∈(0,1) ⊂ C(T; L 2 (Ω; V h )) of predictable spatially semidiscrete approximations of (10) which satisfies (39) sup
and for all h ∈ (0, 1], t ∈ T, P-a.s.
The existence of the family of approximations follows from [2, Theorem 2.9(ii)] where one can use (11) to deduce that (39) holds uniformly in h as claimed.
Proposition 3.5. Let X be the mild solution to (10) and (X h ) h∈(0,1) be the family of unique mild solutions to (40). For all ρ ∈ (0, β), there exists a constant C > 0 such that for all h ∈ (0, 1], t ∈ T 0
Taking norms, using the triangle inequality, the inequality
, and applying the Itô isometry yields (15), (11), (14) and (39), this is bounded by
An application of Gronwall's lemma completes the proof.
Connection of the Lyapunov equation and the SPDE.
We are now in place to prove the connection of the Lyapunov equation and SPDE in Theorem 3.7.
As a first step we establish the analogous result for the semidiscrete problem in Lemma 3.6. For h ∈ (0, 1], x ∈ V h and t ∈ T we set
Lemma 3.6. Let (L h ) h∈(0,1) be the family of unique mild solutions to (34) .
In a first step we observe that by (34) 
The main part of the proof is based on applying the Itô formula to deduce that
Once this has been established, taking expectations on both sides completes the proof since the stochastic integral vanishes. We now prove (41). In the application of the Itô formula we use explicit expressions for the derivatives ∂v h ∂t , ∂v h ∂x ,
where (e n ) ∞ n=1 ⊂ U denotes an arbitrary orthonormal basis. Similarly to Corollary 3.3, direct calculations of the space derivatives ∂v h ∂x and ∂ 2 v h ∂x 2 are for x, φ, ψ ∈ V h given by
Since A h ∈ L(V h ), the semidiscrete solution X h is a strong solution, meaning that P-a.s.
Therefore we can apply the Itô formula [9, Theorem 2.4] to the function [
Inserting the explicit expression from (42) and (43) proves (41) by cancellations.
We are finally in place to connect the solution to the Lyapunov equation with the functional Φ defined, for x ∈ H and t ∈ T, by
The proof is based on a limiting argument requiring the spatial semi-discretization results of both L and X that we derived above. and more specifically for all X 0 ∈ H it holds that
Furthermore, let Y be the mild solution to (10) with a different initial condition. Then for all t ∈ T 0 and x, y ∈ H
Proof. Let us start with the proof of the first claim. By the triangle inequality we have that
We prove that the right hand side converges to zero as h goes to 0. Theorem 3.4 with θ 1 = θ 2 = 0 guarantees that
The second term vanishes by Lemma 3.6 since L h (t)P h x, x = L h (t)P h x, P h x . The strong convergence in Proposition 3.5 and the uniform moment bounds (9) and (39) imply in particular convergence of the quadratic functional and thus
i.e., the convergence of the last term.
To prove the second part of the theorem, let us denote by X x the mild solution to (10) with initial value X 0 = x ∈ H and observe that, due to the linearity of B, X x (t) + X y (t) = X x+y (t) and X x (t) − X y (t) = X x−y (t) for all t ∈ T 0 , P-a.s.
We recall the polarization identity
x, y = 1 4
x + y 2 − x − y 2 and note that, since L(t) is self-adjoint, we obtain similarly that
. These facts and the first part of the theorem now imply that
which completes the proof.
Given the connection between the Lyapunov equation and Φ, Theorem 3.7 allows us to deduce a weak convergence rate of the semidiscrete scheme (40) to the mild solution in a non-standard way. 
Proof. Lemma 3.6 and Theorem 3.7 imply that
The claim follows by Proposition 3.4(iii).
Fully discrete approximation of the Lyapunov equation
This section is devoted to the stability and convergence analysis of a fully discrete scheme for the Lyapunov equation. For the discretization in space we use the spaces (V h ) h∈(0,1) introduced in Section 2. Our fully discrete Galerkin scheme for the Lyapunov equation (3) is semi-implicit and reads: For
with L 0 h,τ = P h G * GP h . With the setting of Section 2, (44) can be written as the Sylvester equation
Using the discrete semigroup notation, we can further rewrite (45) as
, which by iteration gives the discrete variation of constants formula
Before proving convergence, let us first derive a result on the existence and regularity of the fully discrete solution to (44), which is the analog to Theorem 3.1 and Theorem 3.4. 
Since the function x → (1/2 + x)/(1 + x) is bounded by 1/2 from below and 1 from above for x > 0, the spectrum of
is contained in (1/2, 1). Theorem A.3 then yields
For the term containing B we have by (35) that
and for the last term we use the inverse inequality Assumption 2.2(iii), (16) and the coupling τ ≤ ch γ to, in the case that γ ≤ 4, obtain for j ∈ {0, . . . , n − 1} that
With γ > 4 we instead get a constant. Using also the fact that by (16) , for i = 1, 2 and j = 1, . . . , n, it holds that
we may collect the obtained bounds and obtain
For the first sum, we have τ n−1 j=0 t −(θ1+θ2)/2 n−j tn 0 t −(θ1+θ2)/2 dt t 1−(θ1+θ2)/2 n so taking θ 1 = θ 2 = 1 − β and using the discrete Gronwall lemma (cf. [15] ) proves the claim for this special case and implies for θ 1 , θ 2 ∈ [0, 1), (θ 1 + θ 2 )/2 < 1 in the above estimate that
We observe that 
Proof. With Proposition 3.4 and the triangle inequality it suffices to prove that under the conditions of this theorem, there exists C > 0 such that for h ∈ (0, 1), τ ≤ ch γ , and n ∈ {1, . . . , N τ }
We introduce the right-continuous interpolationS = (S(t)) t∈[0,T ) , of S h,τ given bỹ
for which we by (13), (16) and the fact thatS(t) is self-adjoint have for r ∈ [0, 1] the existence of a constant D r such that for all t ∈ T 0
We also introduce the corresponding error operatorẼ =S − S h and the extension to continuous time of the fully discrete solution byL(t) = L n h,τ P h , for t ∈ [t n , t n+1 ). From (11), (12) , (17) and the fact thatẼ(t) is self-adjoint on H we obtain for t > 0, ρ ∈ [0, 2), and r ∈ [0, 2 − ρ]
Using this notation it follows from (47) that for all n ∈ {1, . . . , N τ } and φ ∈ H
Moreover, letL h (t) = L h (t n ) for t ∈ [t n , t n+1 ) be a piecewise constant approximation of L h . This with (34) yields 
The term I n 6 is bounded similarly to I n 5 by
where we additionally used (36) and (5) . We rewrite the next term as a sum and bound it with (49)
The same estimate yields together with Proposition 3.4(ii)
where the last inequality follows by Finally, by Assumption 2.2(iii), (13) , (14) , (16) and Theorem 4.1 it holds for ξ ∈ [0, 1) that
Taking ξ = (1 + θ + ρ)/2, using the coupling τ ≤ ch γ and the fact that h γ−2 1 yield with (5)
We are now in state to collect all estimates and obtain for n ∈ {1, . . . , N τ }
The choice θ = 1 − β implies with the discrete Gronwall lemma and the assumption τ ≤ ch γ that
which shows the claim for this special case. Similarly to Proposition 3.4 the proof is completed by a bootstrap argument.
As a consequence, we obtain convergence of the approximation of the quadratic functional (2) which is stated in the following corollary. 
Proof. Using Theorems 3.7 and 4.2 with x ∈Ḣ 0 we directly obtain
Fully discrete SPDE approximation
The mild solution L of the Lyapunov equation (3) and the mild solution X of SPDE (1) are related in Theorem 3.7 via L(t)x, x = Φ(x, t), which was shown using the corresponding relation L h (t)x, x = Φ h (x, t) for the solutions (L h ) h∈(0,1) of the semidiscrete Lyapunov equations (33) and the solutions (X h ) h∈(0,1) to the semidiscrete SPDE (40). Similarly, the fully discrete solutions (L h,τ ) h,τ ∈(0,1) to (44) can be related to fully discrete approximations (X h,τ ) h,τ ∈(0,1) to SPDE (1) by
for n = 0, . . . , N τ . In this section we show this, and use it to prove a weak convergence result for (X h,τ ) h,τ ∈(0,1) . The fully discrete approximation of (1) is obtained by a semi-implicit Euler-Maruyama scheme. Let (X h,τ ) h,τ ∈(0,1) be the family of discrete stochastic processes satisfying X 0 h,τ = P h X 0 and for all n ∈ {1, . . . , N τ } P-a.s
where ∆W n := W (t n+1 ) − W (t n ) denotes the increment of the Wiener process.
Using the fact that S h,τ = (P h + τ A h ) −1 the recursion can be rewritten as
which leads to the discrete variation of constants formula
An induction shows that X n h,τ ∈ L p (Ω; H) for all h, τ ∈ (0, 1), n ∈ {1, . . . , N τ }, p ∈ [2, ∞) and by a classical Gronwall argument one obtains for all p ≥ 2 and 0 ≤ r < β the existence of a constant D p,r such that
We omit the details and refer to [3, Proposition 3.16 ] for a proof of a similar stability result. Apart from this, we use the following lemma in our weak convergence result. Proof. We use the Itô isometry and the fact that the centered increment ∆W j is independent of X j h,τ in (54) to find that
By (18), (16) , (14) and (55) we directly obtain from this
The most commonly used way to prove weak convergence of (X h,τ ) h,τ ∈(0,1) to the mild solution X of the SPDE (1) is by a joint use of the Itô formula and the solution to a Kolmogorov equation, see, e.g., [4, 12, 35] for SPDEs with additive noise and [4, 8, 10, 14, 20] for multiplicative noise. In the case of additive noise the solution to the Kolmogorov equation is regular enough for the weak convergence analysis to work out nicely. In the case of multiplicative noise the solution is less regular and a straight forward generalization of the methodology for additive noise to multiplicative noise gives suboptimal rates for β ∈ (1/2, 1) with finite element approximations, see [4] . For spectral methods this has been solved in [8, 20] . In the special case that we consider in this paper, the quadratic form of the solution to the Lyapunov equation solves by Corollary 3.3 the Kolmogorov equation and by Theorem 3.1 it has the same regularity as in the case of additive noise. Therefore, a weak convergence result could be obtained by adapting the method of [14] to our setting. We choose instead to apply Corollary 4.3 along with the following theorem, which relates the functional Φ h,τ to the fully discrete approximation L h,τ of Lyapunov equation. The advantage of this is that we do not require any regularity assumptions on the initial condition. Instead, we have to introduce the coupling τ ≤ ch γ of the time step and the spatial refinement parameter.
Theorem 5.2. Let Φ h,τ be the functional given by (51) and let L n h,τ be given by (44) . For all c > 0, γ > 2 and ρ ∈ (0, β), there exists a constant C > 0 satisfying for h ∈ (0, 1), τ ≤ ch γ , n ∈ {1, . . . , N τ } and x ∈ H
Proof. By a telescoping sum argument it holds since L 0
By applying (52), using the Itô isometry and the fact that the centered increment ∆W n−k is independent of X n−k h,τ we obtain
Using this identity, along with (46) to obtain a cancellation and the fact that For the first term I n,1 k , since L 0 h,τ = P h G * GP h , by the triangle inequality, (16), (14), Assumption 2.2(iii) and (55) we obtain for k = 1
In the case that k = 2, . . . , n we use the fact that L k−1 h,τ ∈ Σ(V h ) to obtain the split I n,1
The terms |J n,1 k | and |I n,2 k | are for n = k handled by Lemma 5.1, first with 
using only (16) . For n = k, we use the fact that for a given operator K ∈ L(H) it holds by (18) and Assumption 2.2(iii) that
This yields that |J n,1 k | and |I n,2 k | are bounded by a constant times τ 1+ρ t −ρ n−k x 2 if k = n and by a constant times τ 1+ρ h −2ρ x 2 otherwise. For the term |J n,2 k |, with k = n, it holds by (14) , (18) , Theorem 4.1, (16) and (55) that
For k = n one obtains the same bound without the term D 2 2,0 since (55) is not used. For the final term in the case k = n, it holds by (16), Theorem 4.1 and (55) that
and for k = n we obtain from Assumption 2.2(iii), (16) and Theorem 4.1
Collecting the estimates, we use (5) , along with the bound τ h 2 implied by the coupling τ ≤ ch γ , to bound (56) for n > 1 by 
where we have used the facts that τ t β−ρ−1 n−1 ≤ T β−ρ , τ ρ t ρ n−1 ≤ 1 and 1 ≤ T ρ t −ρ n . The claim for n = 1 is obtained in the same way using the bound
We now obtain our weak convergence result as a direct consequence of Theorem 5.2 and Corollary 4.3. We write Φ h,τ (x) := Φ h,τ (x, N τ ) for x ∈ H. Corollary 5.3. Let Φ and Φ h,τ be the functionals given by (2) and (51), respectively. For all c > 0, γ > 2 and ρ ∈ (0, β), there exists a constant C > 0 satisfying for h ∈ (0, 1), τ ≤ ch γ and x ∈ H
This section is now finished with a corollary on a Monte Carlo method, which estimates the expectation in Φ h,τ (x) by a sample average. We define the Monte Carlo estimator of Φ h,τ (x) by
where (X n,x,(j) h,τ ) M j=1 denotes a sequence of M independent samples of X n h,τ with initial value X 0 = P h x. 
Proof. For an iid sequence (Y (j) ) M j=1 of samples of a real-valued random variable Y ∈ L 2 (Ω; R) we have that
we therefore obtain, using the triangle inequality and (55), that 
with bound neither depending on h nor τ . By another application of the triangle inequality and Corollary 5.3, we get
which finishes the proof.
Numerical implementation and simulation
The goal of this section is to show how the numerical approximations of Sections 4 and 5 are implemented in practice. Specifically, we derive matrix equations for the approximation of the quadratic functional Φ. In the first part, we consider the Lyapunov approximation Φ L h,τ , in the next part the Monte Carlo approximation Φ MC h,τ and finally a deterministic covariance-based method that allows us to compute Φ h,τ exactly. The complexity of these methods is then compared in the specific setting of Example 2.3 and numerical simulations demonstrate our theoretical results. 
We now derive a system of equations for these matrices by applying (44) 
h,τ )) we denote the matrix with entries (B h (L n−1 h,τ )) i,j given by
where (e m ) ∞ m=1 denotes an orthonormal basis of U . Collecting all terms, we obtain the matrix equation
To determine the initial value L 0 h,τ we first see that
where x h denotes the transpose of the vector x h of coefficients x j h in the expansion
6.2. Implementation of the Monte Carlo method. We now continue with a method for the computation of Φ MC h,τ,N , defined in Section 5. Rewriting the fully discrete approximation (54) of the SPDE, we have, for n ∈ {1, . . . , N τ }, (59) X n h,τ = S h,τ X n−1 h,τ + S h,τ B(X n−1 h,τ )∆W n−1 = S h,τ P h + BP h (·)∆W n−1 X n−1 h,τ .
In matrix notation, with x n h,τ denoting the vector of coefficients x n,j h,τ in the expansion X n h,τ = N h j=1 x n,j h,τ φ j h , this is
where the matrix ∆W n−1 h,τ has entries (∆W n−1 h,τ ) i,j = B(φ j h )∆W n−1 , φ i h so that its covariance structure is given by For an arbitrary operator Z ∈ L(H) we have
Thus, with f denoting the functional on the algebraic tensor product space
In matrix form this becomes
Vec is the operation of stacking the entries of a matrix into a vector columnwise and F ⊗ h,τ is given by
where B ⊗2 h,τ := E ∆W n h,τ ⊗ ∆W n h,τ . Note that the tensor product ⊗ in R N h is also known as the Kronecker product. Using the properties of this product, one shows that for a given deterministic N h × N h matrix A, the relationship between B ⊗2 h,τ and B h (A) is given by
with n ∈ {0, . . . , N τ − 1} arbitrary. 6.4. Computational complexity. Next, we discuss the computational complexity of the methods of the previous three sections in the context of Example 2.3, where we recall that A = −∆. We do not consider memory consumption or numerical stability in our analysis. We assume throughout this section that B is a linear Nemytskij operator, i.e., that (B(u)v)(χ) = u(χ)v(χ) for all u, v ∈ H = L 2 (D) and almost every χ ∈ D ⊂ R d . We recall that for this operator, when U = H, b = A (β−1)/2 B L(H,L(H,L 0 2 )) < ∞ for all β < 1/2 in d = 1 and for no positive β when d > 1. In the case that U = Q 1/2 (H), with Q given by a continuous symmetric positive semidefinite covariance kernel q, i.e., Qu, v = D D q(χ, ς)u(χ)v(ς) dχ dς for all u, v ∈ H, then b < ∞ for all β ≤ 1 as a consequence of Mercer's theorem. Note that this assumption on B also implies that the matrix ∆W n h,τ is symmetric. Moreover, we restrict ourselves to the case that V h is the space of continuous functions that are piecewise linear on the triangulation T h of the domain D. With this assumption, we have that N h = O(h −d ).
We start with the complexity for the Lyapunov method, i.e., computing Φ L h,τ . There are a number of ways to solve (58) (see, e.g., [32] for an overview). Under our assumptions, the matrices A h and M h are sparse, which can be exploited by iterative solvers using the formulation
In our complexity analysis, however, we consider the application of the classical Bartels-Stewart algorithm (see [5] ) on (58) rewritten as
The cost of solving this is O(N
can be calculated at a maximum cost of O(h −2d ). In light of (57), the assumption is justified by the fact that if U = H, then
whenever either of the nodes i, j, k, is unconnected to any other, so in this case the cost of the term is O(
given by a covariance kernel q, then
whenever node i is unconnected to node or whenever node j is unconnected to node k in the finite element mesh, so the cost of the term is O(N 2 h ) = O(h −2d ). By Corollary 4.3, in order to achieve an error of O(h 2ρ ), one has to choose the time step size τ = O(h 2+ ), with > 0 arbitrary small. This means that the total cost of computing Φ L h,τ is O(N 3 h N τ ) = O(h −3d−2− ). For the complexity of the Monte Carlo method, we assume that we have access to an elliptic solver with linear complexity, i.e., that for a given vector v ∈ R N h , the matrix multiplication (M h + τ A h ) −1 v can be performed at a cost of O(N h ) = O(h −d ) (this is immediately true for d = 1 since the matrices are band diagonal, for d > 1 multigrid methods can be considered). By our assumption on B, ∆W n h,τ has entries (∆W n h,τ ) i,j = ∆W n , φ i φ j that are zero whenever node i is unconnected to node j, so to compute this sparse matrix, only O(h −d ) random variables have to be generated at a cost of O(h −2d ), assuming that an offline Cholesky decomposition method is used. Taking these facts together shows that the cost of computing Φ Finally we analyze the cost of computing Φ h,τ by the use of the covariancebased method. By the assumption of the existence of a linear complexity solver for elliptic problems, by (62) and by the fact that for arbitrary matrices A, H and K, Vec(HAK) = K ⊗ H Vec(A), the cost of computing F ⊗ h,τ v for a given vector We summarize our findings in Table 1 and note that as long as ρ is chosen maximal, the Lyapunov method of approximating Φ has the lowest computational cost. We emphasize that the problem we consider is the approximation of the functional Φ : H → R, not the approximation of Φ(x) for an individual x ∈ H. Moreover, we reiterate that no attention has been paid to the memory consumption of the methods, which can be significant for the Monte Carlo and covariance-based methods if R = 0. 6.5. Numerical simulations. In this section we illustrate our theoretical results (specifically Corollary 4.3 and Corollary 5.3) in numerical simulations. We consider the same setting as in Section 6.4, and choose U = H (i.e., the equation is driven by space-time white noise), d = 1 (with D = (0, 1)), R = 0, G = I, T = 1 and rescale A and B by factors 0.05 and 0.65 respectively. We choose an initial value X 0 (χ) = χ1 [(0,1/2) (χ) + (1 − χ)1 [1/2,1) (χ) for χ ∈ D and compute Φ L h,τ (X 0 ) and Φ h,τ (X 0 ) for τ = h 2 and h = 2 −1 , 2 −2 , . . . , 2 −6 , where the latter quantity is computed with the covariance-based method of Section 6.3. The errors |Φ L h,τ (X 0 ) − Φ(X 0 )| and |Φ h,τ (X 0 ) − Φ(X 0 )| are shown in Figure 1 . Here we have replaced Φ(X 0 ) with the reference solution Φ h,τ (X 0 ) computed at h = 2 −8 and τ = h 2 . All matrices and vectors are computed exactly, which is possible by our choice of U , except for the initial value, which is interpolated onto the finite element space. With our choice of B and U , b < ∞ for all β < 1/2, so from Corollary 4.3 and Corollary 5.3 we expect a convergence rate of essentially O(h), which is consistent with the results of Figure 1 . is a bound on the error resulting from a rational approximation of a semigroup. This is (17) in the main part of the paper. To the best of our knowledge, it is not available in the literature, but the proof is similar to those of [ Proof. First, we introduce the notation F n (λ) := R(λ) n −e −nλ so that S(t n )−S n τ = F n (τ A). The bound of the theorem can then be written as In the last step we have used the fact that the mapping x → x r/2+2 e −c2x is bounded on [0, ∞).
Next, we assume that λ ∈ (1, ∞) and note that then By inspecting the derivatives of the mappings λ → λ r/2 R(λ) and λ → λ r/2 e −λ we see that as long as r ∈ [0, 1], they map into (0, 1/2) and (0, 1/e) respectively on (1, ∞). Pick c 3 > 0 such that 1/2 < e −c3 . Then for λ ∈ (1, ∞) and the proof is finished.
The next result is needed to ensure that the integrals in the proof of Theorem 3.1 are well-defined. The setting and notation is the same as in Section 2 and 3 of the main text. 
