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Re´sume´ – La complexite´ du corps humain et de sa vision par des techniques d’imagerie me´dicale ne´cessite le de´veloppement
de me´thodes et d’outils de traitement et d’interpre´tation d’images re´pondant a` cette complexite´, et de nombreuses techniques
avance´es ont trouve´ dans l’imagerie me´dicale un champ d’application particulie`rement riche. Dans cet article, nous pre´sentons
quelques perspectives d’e´volution de ce domaine. Loin d’eˆtre exhaustives, elles se restreignent a` un petit nombre de coups de
projecteur, laissant de coˆte´ nombre de proble´matiques tout aussi inte´ressantes. Apre`s quelques mots sur les nouvelles sources de
donne´es et d’images, nous mentionnons quelques tendances nouvelles en segmentation et en reconnaissance, sur la mode´lisation
du corps et de ses fonctions, sur les applications en neurologie et neurosciences, et concluons sur les contributions possibles au
dossier patient nume´rise´.
Abstract – The complexity of the human body and its vision through medical imaging techniques requires the development
of methods and tools for image processing and interpretation addressing this complexity. Several advanced techniques found a
particularly rich field of application in the domain of medical imaging. In this paper, we present a few perspectives in this domain.
They are far from being exhaustive, and are restricted to a few aspects only, leaving aside a number of very interesting problems.
After a few words on new data and image sources, we mention some new trends in segmentation and recognition, modeling of the
human body and its functions, on applications for neurology and neurosciences, and we conclude on the possible contributions
to the electronic patient records.
1 Nouvelles sources d’information,
nouvelles images
Malgre´ des limites impose´es par la physique des proces-
sus sous-jacents aux acquisitions d’images, l’imagerie me´-
dicale e´volue encore de manie`re importante. Au-dela` des
ame´liorations sur la qualite´ des images, il s’agit de ve´ri-
tables changements d’e´chelles et de panorama, offrant de
nouveaux champs d’investigation sur des structures non
visibles avec les techniques classiques.
Ainsi, de nouveaux scanners X font leur apparition avec
des tailles de voxels bien infe´rieures au millime`tre cube,
donnant ainsi acce`s a` des informations distales (petits vais-
seaux sanguins ou bronches par exemple). D’autres e´volu-
tions des techniques a` rayons X portent sur les de´velop-
pements de la mammographie nume´rique 3D, qui e´limine
les arte´facts de superposition de la mammographie nume´-
rique classique, et permet d’envisager de grands progre`s
dans le diagnostic et le prognostic.
En ultrasons, des perspectives importantes concernent
l’e´volution des acquisitions tridimensionnelles en temps
re´el, l’utilisation d’agents de contraste, ainsi que la combi-
naison d’images acquises selon des points de vue diffe´rents
(spatial compounding).
En me´decine nucle´aire, l’apparition de nouveaux de´-
tecteurs a` semi-conducteurs, reposant donc sur des prin-
cipes physiques tre`s diffe´rents de ceux utilise´s pour les
de´tecteurs traditionnels, permet, avec un syste`me com-
pact et le´ger, d’obtenir des images ayant plus de contraste,
une meilleure re´solution, un taux de comptage plus e´leve´.
Autre e´volution importante, les machines combine´es TEP-
CT [27], qui font actuellement leur apparition dans les
hoˆpitaux, fournissent des images anatomiques et fonction-
nelles pendant le meˆme examen, facilitant ainsi le recalage
entre ces images, meˆme si les difficulte´s lie´es aux mouve-
ments physiologiques (en particulier la respiration) sub-
sistent.
En imagerie par re´sonance magne´tique (IRM), les mo-
dalite´s d’acquisition se multiplient, les se´quences pouvant
ainsi eˆtre associe´es pour offrir des informations comple´-
mentaires sur les structures observe´es. Des se´quences ra-
pides permettent soit des acquisitions du corps entier en
imagerie anatomique, soit des acquisitions fonctionnelles
en IRMf. Des se´quences spe´cifiques permettent de mettre
en e´vidence des pathologies. L’IRM de diffusion, donnant
acce`s a` la structure des faisceaux de fibres de matie`re
blanche, connaˆıt un de´veloppement qui s’acce´le`re et tend
a` eˆtre de plus en plus associe´e a` d’autres acquisisitions,
tant pour la recherche en neurosciences que pour des ap-
plications cliniques. Les recherches actuelles conduisent au
de´veloppement de syste`mes a` haut champ, qui seront ex-
ploite´s par exemple dans le projet Neurospin. Les futures
machines de ce site utiliseront des champs allant de 3 a`
11 teslas pour l’homme, et jusqu’a` 17 teslas pour le petit
animal. Elles devront permettre d’identifier des ensembles
de moins de 5000 neurones, de quelques centaines de mi-
crons d’e´paisseur, alors qu’actuellement les machines ne
permettent d’imager que des zones de plusieurs millions
de neurones, dont seule une partie est vraisemblablement
active´e. Des champs entie`rement nouveaux pour le traite-
ment d’images s’ouvriront alors.
Depuis quelques anne´es, une nouvelle technique est de´-
veloppe´e. Il s’agit de la tomographie par cohe´rence optique
(OCT), qui exploite la cohe´rence de la lumie`re, et peut eˆtre
ainsi conside´re´e comme le paralle`le optique des techniques
ultrasonores. Ces techniques fournissent actuellement des
informations sur les structures superficielles, avec une re´-
solution de 1 a` 10 microns, pour une profondeur accessible
de 2 a` 3 millime`tres.
Mais les nouvelles sources de donne´es ne concernent pas
que les techniques d’imagerie. Beaucoup d’informations
proviennent e´galement de nouveaux mode`les biologiques
ou biome´caniques. Nous y reviendrons dans la section 3.
2 Segmentation et reconnaissance
Bien que la segmentation et la reconnaissance de struc-
tures en imagerie me´dicale soient des the`mes de recherche
anciens, ils suscitent toujours beaucoup de travaux, tant
les proble`mes rencontre´s sont difficiles et e´voluent avec
les techniques d’acquisition. Ils concernent a` la fois les
structures normales et pathologiques, ainsi que des zones
relatives a` des fonctions en imagerie fonctionnelle.
Les me´thodes fonde´es sur des mode`les sont de plus en
plus de´veloppe´es. En effet, la complexite´ des donne´es 3D
en imagerie me´dicale ne´cessite le de´veloppement de mo-
de`les inte´grant de multiples connaissances et de grandes
quantite´s d’informations, ainsi que des contraintes de type
topologique, ge´ome´trique ou encore morphologique.
Ainsi les me´thodes de type mode`les de´formables ont
suscite´ un grand engouement et de nombreux de´velop-
pements. Ces mode`les peuvent de´crire des proprie´te´s que
doivent satisfaire les objets (portant sur leur re´gularite´,
sur la position de leurs surfaces par rapport aux forts
gradients de l’image, etc.), ou eˆtre des mode`les des ob-
jets a` segmenter eux-meˆmes (par exemple des mode`les
de reins, de vaisseaux sanguins, de cœur). Ils peuvent
eˆtre soit continus, soit discrets (maillages simplexes par
exemple) [21, 32]. Les mises en œuvre par des techniques
d’ensembles de niveaux [26] sont maintenant tre`s re´pan-
dues, soit en laissant libres les changements e´ventuels de
topologie, soit au contraire en contraignant la topologie.
Enfin, des mode`les (( sans contours )) s’inspirant de la me´-
thode de Mumford et Shah ont e´te´ de´veloppe´s et leurs
versions multi-phases permettent de segmenter plusieurs
structures simultane´ment [8, 28].
La cre´ation de bases de donne´es importantes d’images
dans de nombreuses e´quipes permet d’envisager l’utilisa-
tion d’outils statistiques afin de de´finir des mode`les sta-
tistiques d’apparence, qui sont maintenant exploite´s dans
diverses directions [11, 30].
Plus re´cemment, des mode`les de l’agencement spatial
des structures ont e´te´ de´veloppe´s. Alors que les relations
de type topologique ont e´te´ utilise´es depuis longtemps,
elles sont maintenant enrichies avec d’autres relations, telles
que des relations de direction, de distance, ou des rela-
tions plus complexes telles que celles qui sont utilise´es
dans les descriptions anatomiques (par exemple [31] ou
le site Neuranat 1 pour la neuro-anatomie). L’introduction
de ces relations rele`ve du domaine du raisonnement spatial
1. http://www.chups.jussieu.fr/ext/neuranat
et comporte une composante de mode´lisation des connais-
sances et une composante de raisonnement et de fusion.
Ce domaine, beaucoup de´veloppe´ en intelligence artificielle
avec les mode`les de raisonnement spatial qualitatif (voir
par exemple [29] pour un panorama), e´merge petit a` petit
en traitement d’images [5, 6, 10]. Il be´ne´ficie en particu-
lier du de´veloppement de la the´orie des ensembles flous
en traitement d’images [3], qui permet de combiner no-
tions qualitatives et quantitatives dans le meˆme forma-
lisme, ainsi que de celui de la fusion d’informations [4].
Les formalismes qualitatifs ont e´te´ beaucoup utilise´s dans
le domaine des syste`mes d’information ge´ographique. Des
tentatives de rapprochement avec l’imagerie me´dicale se
sont concre´tise´es re´cemment, par la confe´rence Mapping
the human body: spatial reasoning at the interface between
human anatomy and geographic information science (Buf-
falo, USA).
Dans ces proble`mes de segmentation et de reconnais-
sance de structures, la question de la validation reste tou-
jours centrale et sans solution de´finitive. Des se´ries d’images
annote´es et segmente´es par des experts peuvent servir de
base a` cette validation, mais demandent encore a` eˆtre e´ten-
dues. De plus, la notion de qualite´ de la segmentation a un
sens qui de´pend des objectifs et de l’utilisation ulte´rieure
des re´sultats. Cela justifie alors la de´finition de protocoles
de validation ou d’e´valuation re´trospective, en fonction des
e´tapes ulte´rieures. Enfin, des mesures absolues ne sont
pas toujours ne´cessaires : par exemple le suivi de l’e´vo-
lution d’une pathologie s’appuiera plus sur des mesures
relatives, permettant de mettre en e´vidence des tendances
dans l’e´volution. Les contraintes sont alors moins fortes
pour les algorithmes et plus re´alistes.
3 Mode´lisation du corps et de ses
fonctions
Nous avons mentionne´ dans la section 1 l’importance
des mode`les comme nouvelles sources de donne´es. Les en-
jeux sont d’une double nature. Il s’agit d’une part d’utili-
ser des mode`les biologiques, anatomiques, ou encore bio-
me´caniques comme guide pour l’interpre´tation des images.
C’est le cas par exemple des descriptions neuro-anatomiques
de´ja` mentionne´es. Il s’agit e´galement d’exploiter les sources
d’imagerie pour constituer des mode`les du corps humain,
soit du point de vue anatomique, soit du point de vue fonc-
tionnel. Ce domaine est susceptible de beaucoup progres-
ser graˆce aux grosses bases de donne´es qui sont en train
d’eˆtre constitue´es dans plusieurs laboratoires et hoˆpitaux.
Par exemple, mentionnons les mode`les de respiration,
construits soit a` partir de mode`les mathe´matiques comme
dans le fantoˆme NCAT [25] (structures thoraciques de´fi-
nies par des NURBS, et dont les points de controˆle sont
modifie´s pour simuler la respiration), soit de mode`les bio-
me´caniques, comme celui de´veloppe´ dans [24] a` partir de
proprie´te´s physiologiques et adapte´ a` diffe´rents sce´narios
de respiration.
D’autres mode`les concernent les pathologies, et des mo-
de`les d’e´volution de tumeurs ont par exemple e´te´ publie´s.
Parmi les plus re´cents, citons l’utilisation de donne´es is-
sues d’IRM de diffusion pour ame´liorer les mode`les de dif-
fusion et prolife´ration non isotropes de la croissance de tu-
meurs ce´re´brales [16]. L’inte´gration de tels mode`les dans
les techniques de traitement et d’interpre´tation d’images
constitue une piste prometteuse de recherches.
Le domaine cardiaque est un domaine dans lequel de
nombreux mode`les sont de´veloppe´s, et ont conside´rable-
ment e´volue´ ces dernie`res anne´es. La cre´ation de la confe´-
rence FIMH (Functional Imaging and Modeling of the Heart)
en 2001 en atteste. Dans ce contexte, citons le projet In-
tegrative Biology 2 [15]. Ce projet est de´die´ aux proble`mes
cardiaques et aux tumeurs cance´reuses et repose sur le
de´veloppement de mode`les computationnels de´taille´s per-
mettant d’e´tudier ces pathologies. Par exemple, un mo-
de`les des fibres structurelles du cœur a e´te´ mis au point.
De manie`re plus ge´ne´rale, le projet Physiome 3 [2], qui
vise a` la compre´hension et a` la description quantitative
de l’organisme, de sa physiologie et de ses pathologies,
dans le but d’ame´liorer la sante´, regroupe des travaux sur
la mode´lisation du cœur et des poumons, de la fonction
cardiaque, des flux sanguins et des e´changes, etc.
Les mode`les ne sont pas seulement de nature mathe´ma-
tique ou computationnelle. Ils peuvent e´galement eˆtre de
nature plus descriptive, et des travaux sur les ontologies
commencent a` apparaˆıtre dans le domaine de l’imagerie
me´dicale. Les ontologies permettent de mode´liser a` la fois
des concepts et des relations entre ces concepts et ont vo-
cation a` eˆtre re´utilise´s. Citons par exemple les travaux
mene´s a` Rennes sur l’ontologie du cortex ce´re´bral [13].
Ces travaux pourront servir de support a` des applica-
tions en fouille de donne´es, domaine qui prend de l’impor-
tance en imagerie me´dicale. Ils constituent e´galement des
ressources pre´cieuses pour l’enseignement et la formation.
4 Neurologie et neurosciences
Les applications en neurologie et en neurosciences sus-
citent toujours de nombreux travaux. Les proble´matiques
s’enrichissent et les nouvelles images disponibles permettent
de tenter de re´pondre a` des questions de plus en plus com-
plexes. Il s’agit en particulier de cartographier l’architec-
ture ce´re´brale et ses fonctions. Ces travaux s’appuient sur
de nombreux de´veloppements : de´tection et reconnaissance
des structures gyrales et des sillons, analyse des faisceaux
de fibres en IRM de diffusion [18, 22] et des liens qu’ils e´ta-
blissent entre les aires ce´re´brales, identification des aires
fonctionnelles... Re´cemment, des travaux visent a` e´tudier
les plissements de la surface corticle et la sulcoge´ne`se [23].
L’analyse d’images IRM ante´natales fournit des informa-
tions permettant d’envisager une meilleure compre´hension
de la croissance du cerveau et de la variabilite´ des plisse-
ments d’un individu a` l’autre [7]. On trouvera dans [17]
un panorama des questions importantes, des solutions et
des perspectives, ainsi qu’une importante bibliographie.
La de´tection d’activations repose encore beaucoup sur
la me´thode SPM 4 (Statistical Parametric Mapping), mais




ont pu eˆtre de´veloppe´es re´cemment avec succe`s (par exemple
[9, 12, 19]).
Dans les cas pathologiques, l’e´tude de la re´organisation
du cerveau (voir par exemple [14, 20]), le suivi des e´volu-
tions entre des images pre´-ope´ratoires et post-ope´ratoires,
la localisation de foyers e´pileptiques ou d’autres types de
pathologies, sont autant d’enjeux cruciaux que les de´ve-
loppements conjoints des techniques d’imagerie, de leur
implantation dans les hoˆpitaux et des techniques de trai-
tement et d’interpre´tation d’images permettent d’aborder.
Des travaux mene´s par exemple au sein de l’Institut d’Ima-
gerie Neurofonctionnelle IFR 49 5 portent entre autres sur
la neuroimagerie inte´gre´e des de´mences (devenu un enjeu
majeur de sante´ publique), sur l’exploitation de l’imagerie
en neurochirurgie (par exemple pour l’implantation d’e´lec-
trodes intrace´re´brales, les bilans pre´-ope´ratoires, la re´sec-
tion de tumeurs), sur l’e´tude des fonctions cognitives chez
l’adulte et l’enfant. Dans tous ces domaines, le traitement
d’images peut apporter beaucoup, et la complexite´ des
questions pose´es donnera suˆrement lieu a` de nouveaux de´-
veloppements originaux a` la fois du point de vue the´orique
et me´thodologique et du point de vue applicatif.
De meˆme, la fusion de donne´es issues de plusieurs types
d’imagerie fonctionnelle, ou de donne´es d’imagerie et de
donne´es e´lectrophysiologiques (EEG, MEG), a de´ja` donne´
lieu a` des contributions (par exemple [1]) et est e´galement
appele´e a` prendre de plus en plus d’ampleur.
5 Contribution de l’imagerie au dos-
sier patient
Si les discussions sur le dossier patient sont anciennes,
elles se sont amplifie´es re´cemment avec la cre´ation du GIP-
DMP 6. Les questions importantes sont actuellement pu-
blie´es sous forme de fiches et concernent surtout l’iden-
tification, le format, les interfaces, les droits d’acce`s, les
aspects juridiques. Tre`s peu de travaux concernent l’ex-
ploitation des images, les re´sultats de traitement d’images,
les annotations, dans le contexte du DMP. Ils sont pour
l’instant de´veloppe´s dans les laboratoires de recherche, et
la` encore les de´veloppements en imagerie me´dicale pour-
raient certainement contribuer a` la constitution des DMP.
Des outils partage´s comme BrainVisa et Anatomist 7 ou
ITK 8 constitueraient alors des supports de de´veloppement
et d’utilisation primordiaux.
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