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Exploring the Utility of Geostationary Satellite Observations in Air
Quality Studies

The air quality community uses numerical models for air quality forecasting
and establishing regulatory policies. However, the prediction of clouds and the estimation of emissions remain highly uncertain, limiting the credibility and usefulness
of model results. This study explored how Geostationary Operational Environmental
Satellite (GOES) observations can be used to reduce the uncertainty in air quality
simulations. The major findings are summarized as follows. First, assimilating the
GOES-13 cloud products into a numerical weather prediction model improved the
agreement between model-predicted and satellite-observed clouds by 3.5%. Model
surface insolation bias and error were reduced by 7.1 W m−2 (13.1%) and 7.0 W m−2
(3.8%), respectively. Improvements in the meteorological fields subsequently affected
biogenic emissions and photochemical reaction rates, leading to a 1.0 ppb (29%)
reduction in the positive ground-level ozone bias. Second, the new GOES-16 surface insolation product was compared to ground-based pyranometer observations and
showed a negative bias of −12.6 W m−2 (or −2.8% of the mean observed value)
in the summer of 2019. Several factors may have contributed to the uncertainty
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in the current retrieval system, including using original narrow-to-broadband conversion parameters, misclassification of sky conditions, the effect of topography on
surface insolation, and large satellite viewing angles for the western U.S. Overall,
error statistics are comparable to the previous GOES-13 retrieval, suggesting that
similar improvements to air quality simulations may be achieved by assimilating the
GOES-16 products. Third, Geostationary Lightning Mapper (GLM) observations
were used to estimate lightning-induced nitrogen oxides (LNOx ) emissions. Assuming each lightning flash would produce 250 moles of NOx , approximately 0.174 Tg N
(11.4% of total NOx emissions) was emitted due to lightning activity over the continental U.S. from June through September 2019. In air quality model simulations,
the GLM-derived LNOx emission estimates increased tropospheric ozone by 1.37%
(0.50 Dobson Units). The estimates are comparable to previous studies but fall at
the lower end of the uncertainty range, indicating that the average 250 moles per
flash production rate used in this study needs to be revised.
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CHAPTER 1

INTRODUCTION

1.1

Overview

Ground-level ozone (O3 ) is one of the major challenges the air quality community faces (Faloona et al., 2020; Dinan et al., 2021; EPA, 2021a). Unlike most other
air pollutants, tropospheric ozone is not emitted directly into the air. Instead, it is
formed in the presence of sunlight through photochemical reactions between nitrogen
oxides (NOx ≡ NO + NO2 ), a group of highly reactive gases including nitric oxide
(NO) and nitrogen dioxide (NO2 ), and volatile organic compounds (VOCs). These
reactions are complex in that the responses of ozone concentrations to changes in
NOx and VOCs are non-linear (Cohan et al., 2005). Studies have shown that exposure to ozone not only increases health risks for susceptible individuals, such as
respiratory illness, cardiovascular diseases, and even premature death (Chen et al.,
2007; Post et al., 2012; Caiazzo et al., 2013; EPA, 2015, 2021b), but also has negative
impacts on the environment, including biodiversity, nutrient cycling, and crop yield
(Van Dingenen et al., 2009; Fuhrer et al., 2016; Dinan et al., 2021).
The air quality community uses chemical transport models, such as the Community Multiscale Air Quality (CMAQ) model (Byun and Schere, 2006; Appel et al.,
1

2021), to reproduce and predict the concentration of chemical species in the atmosphere. Chemical transport models numerically simulate the emission, production,
transport, and removal of air pollutants. They can provide essential guidance for
federal, state, and local regulatory agencies by predicting the response of ambient
air quality to different emission control strategies (Simon et al., 2012; Collet et al.,
2018; EPA, 2018a; Delle Monache et al., 2020). However, these numerical models
may be of limited value for policymakers when significant differences exist between
observations and model estimates. Such discrepancies generally originate from uncertainties in physical and chemical parameterizations, input data, and numerical
approximations (Mallet and Sportisse, 2006). Due to strong connections between
meteorological and chemical processes (Seaman, 2000), errors in the meteorological
fields calculated by numerical weather prediction (NWP) models, such as the Weather
Research and Forecasting (WRF) model (Skamarock et al., 2019), can lead to errors
in chemical transport models. Therefore, to improve air quality simulations, efforts
have been made to reduce uncertainty in meteorological simulations, such as developing new physics schemes for the land surface model (LSM) (Xiu and Pleim, 2001;
Pleim and Xiu, 2003), surface layer parameterization (Pleim, 2006), and planetary
boundary layer (PBL) model (Pleim, 2007a,b), improving subgrid-scale convective
schemes (Alapaty et al., 2012; Herwehe et al., 2014), and assimilating external observations (Gilliam and Pleim, 2010; Gilliam et al., 2012, 2015; Pour-Biazar et al., 2007;
McNider et al., 1998, 2005, 2018; White et al., 2018, 2022).
Over the past few decades, observations from environmental satellites have
been frequently used to improve meteorological and air quality simulations (Lipton,
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1993; McNider et al., 1994; Bauer et al., 2011; Jones et al., 2013; Chen et al., 2015;
Schomburg et al., 2015; White et al., 2018, 2022; Zhang et al., 2019). An advantage
of space-borne sensors over ground-based monitors is that they can monitor a much
larger area. The spatial resolution of satellite instruments is also generally comparable
to or even better than numerical models. There are two main types of environmental
satellites: polar-orbiting and geostationary. Polar-orbiting satellites circle the Earth
constantly to provide a global view, but their observations have a limited temporal
resolution for use in regional-scale numerical models. In contrast, geostationary satellites, such as the Geostationary Operational Environmental Satellite (GOES), have
a fixed position relative to the Earth, allowing continuous monitoring of a specific
region throughout the day. Due to these factors, geostationary satellite observations
are considered preferable in retrospective modeling studies.
Previous studies have shown the usefulness of GOES-derived data products
in improving meteorological and air quality simulations (McNider et al., 1998; PourBiazar et al., 2007; Tang et al., 2015; White et al., 2018, 2022; Zhang et al., 2018). For
example, Pour-Biazar et al. (2007) adjusted photochemical reaction rates in CMAQ
using GOES-derived cloud transmissivity, cloud top height, and cloud fraction, leading to promising improvements in the prediction of ground-level ozone and ozone
byproducts. But they also noticed inevitable discrepancies in model dynamics and
aqueous-phase chemistry because the cloud fields were not updated. White et al.
(2018) addressed the inconsistent model dynamics issue by assimilating GOES cloud
observations into WRF to reduce uncertainties in the cloud, surface insolation, and
precipitation fields. Later, this method was tested in a Texas air quality modeling
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study to improve biogenic emission estimates (Zhang et al., 2018). However, the
impact of performing cloud assimilation in WRF on air quality simulations over the
continental U.S. (CONUS) has not been fully explored.
Due to significant upgrades in sensor technology, observations from the latest
GOES-R series (Goodman et al., 2013; Schmit et al., 2017) can further advance air
quality modeling studies. The GOES-R series carry two nadir-pointing instruments
that observe the Earth-atmosphere system: the Advanced Baseline Imager (ABI) and
the Geostationary Lightning Mapper (GLM). The current GOES system consists of
GOES-16 and GOES-17, which became fully operational as GOES-East in December
2017 and GOES-West in February 2019, respectively.
The ABI scans the Western Hemisphere in 16 spectral bands with a spatial
resolution of 0.5 to 2 km and has a 5-min temporal resolution for the CONUS scan
sector (Schmit et al., 2017), while the previous GOES-13 Imager has a 15-min temporal resolution for CONUS scans, 1- to 8-km spatial resolution, and five spectral
bands (Haines et al., 2004). These changes allow an upgrade to the GOES-based
data products. However, it remains uncertain whether or not assimilating the new
GOES-R products can make similar air quality simulation improvements to using the
GOES-13 data products.
The GLM is the first operational lightning mapper in the geostationary orbit
(Goodman et al., 2013; Schmit et al., 2017). Its design is essentially a heritage of the
National Aeronautics and Space Administration (NASA) Lightning Imaging Sensor
(LIS) onboard the Tropical Rainfall Measuring Mission (TRMM) low-Earth-orbiting
satellite (Cecil et al., 2014). The GLM comprises a charge-coupled device (CCD)
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array that collects photons every 2 ms at 777.4 nm, one of the strongest lines in
the lightning spectra. Several post-launch assessments (e.g., Marchand et al., 2019;
Bateman and Mach, 2020; Blakeslee et al., 2020; Zhang and Cummins, 2020) used
ground-based lightning observations to determine the detection efficiency (DE) of the
GLM and showed that the instrument could detect more than 70% of all lightning
flashes on average.
A direct connection between lightning and air quality is that lightning can
produce NOx , an important ozone precursor. It was estimated that 10–15% of the
global NOx budget is due to lightning activity (Schumann and Huntrieser, 2007).
Various studies have attempted to estimate lightning-induced NOx (LNOx ) emission
and quantify the impact of LNOx emission on ozone prediction (Pour-Biazar and
McNider, 1995; Bond et al., 2001; Koshak et al., 2014a,b; Koshak, 2017; Wang et al.,
2015; Kang and Pickering, 2018; Kang et al., 2019a,b, 2020). Many of these studies used observations from ground-based lightning detection networks, including the
National Lightning Detection Network (NLDN) (Orville et al., 2002, 2011) and the
Lightning Mapping Array (LMA) (Goodman et al., 2005), while some used lightning
data measured by sensors onboard polar-orbiting satellites, such as the TRMM/LIS.
Considering the GLM is an instrument very similar to the TRMM/LIS, deriving
LNOx emission estimates from GLM lightning observations is considered feasible.
The estimated LNOx emission can be used in air quality simulations to investigate
its potential impact on regional air quality.
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1.2

Scientific objectives

The primary goal of this study is to explore the utility of geostationary satellite
observations in air quality studies. The main hypothesis is that utilizing GOES cloud
and lightning data products in retrospective air quality simulations can improve model
prediction of ozone. It is postulated that assimilating satellite-observed clouds in the
meteorological model will improve the location and timing of the simulated clouds.
Consequently, air quality simulations will be enhanced as the photochemical reaction
rates and biogenic VOC emissions, which are highly sensitive to solar radiation, will
be affected. Moreover, it is hypothesized that including satellite-based LNOx emission
estimates in air quality model simulations will improve the prediction of tropospheric
ozone. Thus, in this study, the following scientific objectives are pursued:
(1) Investigate whether or not assimilating GOES cloud observations can improve
air quality simulations. Previous studies have shown improvements in the
WRF cloud field by assimilating GOES-13 cloud products into the model
(White et al., 2018, 2022). This leads to the following unanswered questions:
Does the change in model-predicted clouds affect ground-level ozone concentrations? What overall impact does cloud assimilation have on the prediction of
ground-level ozone? How does the impact vary with time and space? Through
what processes is the prediction of ground-level ozone concentrations affected
due to cloud assimilation?
(2) Determine whether or not the GOES-R ABI data products can result in similar
improvements to air quality simulations. In a previous study, the GOES-13
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surface insolation retrieval exhibited a reasonable agreement against groundbased observations (Cheng et al., 2020). Considering that the performance
of the cloud assimilation technique highly depends on the accuracy of the
surface insolation retrieval, it is imperative to examine whether or not the
performance of the GOES-R surface insolation product is comparable to that
of the GOES-13 product. In the case of comparable performance, utilizing the
GOES-R surface insolation product is expected to deliver similar impacts on
air quality simulations as demonstrated using the GOES-13 product.
(3) Given the importance of LNOx on air quality, can GOES-R GLM lightning
observations be used to derive LNOx emission estimates? Furthermore, how
would the GLM-derived LNOx emission estimates affect air quality simulations? Koshak et al. (2014b) and (Koshak, 2017) proposed a method to estimate LNOx emission using the TRMM/LIS optical energy data. A similar
approach can be applied to GLM observations. The current study will quantify the contribution of lightning activity to the NOx budget and examine the
effect of LNOx emission on the simulated tropospheric ozone in air quality
models.

1.3

Outline

The rest of this dissertation is organized as follows. To have a smooth and
logical flow, Chapter 2 first presents a summary of the algorithm adopted by the
GOES-13 surface insolation retrieval system, followed by the changes deployed to
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reflect the upgrades to the GOES-R series ABI sensor. The GOES-16 surface insolation product is then evaluated against ground-based pyranometer observations.
This evaluation aims to demonstrate that using GOES-R products can deliver similar
air quality simulation improvements to using GOES-13 products. Next, in Chapter 3, GOES-13 cloud observations are assimilated into WRF for a 2016 summertime
retrospective modeling study. Subsequently, the impact on CMAQ air quality simulations is investigated. Chapter 4 presents a method that estimates LNOx emission
using GOES-16 and GOES-17 GLM (hereinafter referred to as GLM-16 and GLM-17)
lightning observations. The derived LNOx emission estimates are later applied in a
2019 summertime air quality modeling study to examine how it affects the prediction
of tropospheric ozone. Finally, the principal findings, uncertainties of the methods
and datasets, conclusions of this dissertation, and suggestions for future work are
summarized in Chapter 5.
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CHAPTER 2

ASSESSMENT OF GOES-16 SURFACE INSOLATION RETRIEVAL

2.1

Overview of GOES-based surface insolation products

Surface insolation, or the incident solar radiation that reaches Earth’s surface,
plays a critical role in the atmosphere by affecting climate, general circulation, precipitation, evapotranspiration, and many other processes (Tarpley, 1979; Gautier et al.,
1980; Otkin et al., 2005; Diak, 2017). A correct estimation of surface insolation is
crucial for air quality models because biogenic VOC emission rates and photochemical
reaction rates are highly dependent on the intensity of solar radiation that reaches a
given point in Earth’s atmosphere, especially when it is near Earth’s surface.
In general, techniques that retrieve surface insolation from GOES observations
can be categorized into statistical and physical models (Schmetz, 1989; Pinker et al.,
1995). Statistical models estimate surface insolation based on empirical relationships
between GOES images and coincident surface pyranometer observations (Tarpley,
1979; Perez et al., 2002), while physical models simulate the propagation of solar
radiation within the Earth-atmosphere column (Gautier et al., 1980; Schmetz, 1989;
Pinker and Laszlo, 1992; Haines et al., 2004; Otkin et al., 2005; Habte et al., 2012;
Diak, 2017; NOAA, 2018). Since physical models can better describe cloud radiative
9

effects than statistical models, they can be implemented over areas with a limited
amount of ground-based pyranometer sites (Gautier et al., 1980; Schmetz, 1989; Habte
et al., 2012) and allow potential improvements when better understanding in radiative
transfer processes or more advanced remote sensing techniques are available (Gautier
et al., 1980; Pinker et al., 1995; Diak, 2017).
Several physical-based systems currently generate high-resolution surface insolation products for the CONUS using GOES observations. For instance, the University of Wisconsin-Madison has an operational insolation retrieval system that is
based on a simple radiative transfer model developed by Gautier et al. (1980) and
Diak and Gautier (1983) (hereinafter referred to as the Diak’s method) with continuous upgrades (Gautier and Landsfeld, 1997; Otkin et al., 2005; Diak, 2017). The
National Oceanic and Atmospheric Administration (NOAA) also implements a shortwave radiation budget (SRB) algorithm to generate downward shortwave radiation
(DSR) at the surface and reflective shortwave radiation (RSR) at the top of atmosphere from GOES-R ABI observations (NOAA, 2018). This ABI SRB algorithm is a
combination of a direct scheme based on the NASA Clouds and the Earth’s Radiant
Energy System (CERES) Surface and Atmospheric Radiation Budget (SARB) algorithm (Charlock and Alberta, 1996) and an indirect scheme based on the University
of Maryland (UMD) SRB algorithm (Pinker and Laszlo, 1992). The UMD SRB algorithm is also applied in the NOAA GOES Surface and Insolation Product (GSIP)
(Pinker et al., 2002) which produces global horizontal irradiance (GHI) and direct
normal irradiance (DNI) products using GOES-13 images.
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In addition, the GOES Product Generation System (GPGS), designed by the
University of Alabama in Huntsville (UAH) and NASA, has become operational since
1998 to generate near-real-time meteorological data products (Haines et al., 2004).
The GPGS has an albedo and insolation module that implements the Diak’s method
to retrieve surface albedo, cloud albedo, and surface insolation from GOES-East
visible band images using a set of Man-computer Interactive Data Access System
(McIDAS) (Lazzara et al., 1999) based Fortran programs. Later, the retrievals were
improved, reprocessed, archived, and became accessible for the air quality community through a web-based interface. Details of the NASA/UAH surface insolation
retrieval algorithm have been well documented in Haines et al. (2004), Pour-Biazar
et al. (2007), and Cheng et al. (2020). Since GOES-16 became operational as GOESEast in 2018, it was necessary to further upgrade the retrieval system for the sensor
and data format changes. The system is now re-coded as a pure Fortran-based system, so it no longer requires a McIDAS computational environment. Adjustments
are also made to resolve several known issues and address the differences between
the ABI and the previous generation GOES Imager. Although these upgrades are
expected to improve the GOES-16-based surface insolation product, an assessment
of the new product is necessary before using it for cloud assimilation in numerical
models.
This chapter presents the evaluation of the NASA/UAH GOES-16 surface
insolation product by comparing it to ground-based measurements to help identify
possible sources of uncertainty in the new retrieval system. Also, because clouds are
one of the significant modulators of surface insolation by absorbing and scattering
11

solar radiation, the results should indicate the performance of the associated cloud
products. The hypothesis is that the performance of the GOES-16 surface insolation
product is comparable to the previous GOES-13 retrieval. In the following, this
hypothesis will be tested and if proven, similar performance as before is anticipated
when the retrievals are used for cloud assimilation.

2.2

2.2.1

Data and Methodology

NASA/UAH GOES-13 retrieval system
The GOES-13 data products were generated using the NASA/UAH GOES-13

retrieval system (Cheng et al., 2020). Essentially, the retrieval system implements
a simple radiative transfer model introduced by Gautier et al. (1980) and Diak and
Gautier (1983). It utilizes GOES-13 Imager visible band (channel 1, with a range of
0.52–0.71 µm and an approximate central wavelength at 0.62 µm; Table 2.1) images
to make the retrieval process more flexible and accessible, therefore it only produces
surface insolation during daylight hours. A flow chart demonstrating how surface
insolation is retrieved from satellite images is presented in Figure 2.1. Clearly, the
retrieval system comprises two separate physical models: one describes clear-sky radiative transfer processes within the atmosphere, while the other resolves cloudy-sky
conditions.
Major radiative processes parameterized by the retrieval system are illustrated
in Figure 2.2. The clear-sky model mainly parameterizes water vapor absorption
(Paltridge, 1973), Rayleigh scattering (Coulson, 1959), and ozone absorption (Lacis
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Table 2.1: Attributes of GOES-13 Imager and GOES-16 ABI visible bands (band
number, central wavelength, and wavelength range).
Band

Central wavelength

Wavelength range

GOES-13 Imager band 1
GOES-16 ABI band 1
GOES-16 ABI band 2

0.62 µm
0.47 µm
0.64 µm

0.52–0.71 µm
0.45–0.49 µm
0.60–0.68 µm

Figure 2.1: Flow chart of the NASA/UAH surface insolation retrieval system. Here,
B is the brightness observed by the satellite, B0 is the minimium brightness stored
in the visible band composite image, ε is a small tolerance value, αsfc is the surface
albedo, αcld is the cloud albedo, and Isfc is the surface insolation.
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Figure 2.2: Schematic of the radiative transfer processes parameterized by the
NASA/UAH surface insolation retrieval system.
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and Hansen, 1974) due to their substantial effects on surface insolation. Some less
essential processes, including Mie (aerosol) scattering and various weak gaseous absorption, are implicitly accounted for by applying a small attenuation constant. Since
the amounts of solar radiation entering and leaving the Earth-atmosphere system are
known, clear-sky surface albedo can be estimated by Equation 2.1,

αsfc

SW ↑ − F ′ · αs (λ)(1 − oz/V )(1 − oz ′ /V )
,
= ′
F [1 − αs (λ)](1 − oz/V )(1 − oz ′ /V )[1 − αs′ (λ)]

(2.1)

where αsfc is the surface albedo, SW ↑ is the upward shortwave radiation in the Imager
visible band, F ′ is the instantaneous shortwave radiation at the top of the atmosphere
(TOA) in the Imager visible band, αs (λ) and αs′ (λ) are the scattering coefficients for
the direct and diffuse shortwave fluxes in the Imager visible band, oz and oz ′ are
the ozone absorption coefficients for the direct and diffuse total solar fluxes in the
visible absorption band, and V is the ratio of solar flux in the Imager visible band
to the total solar flux. Once the surface albedo is obtained, surface insolation under
clear-sky conditions can be calculated using Equation 2.2,

SW ↓ = F (1 − αs )(1 − oz)(1 − oz ∗ )[1 − a(u1 )](1 + αsfc · αs′ ),

(2.2)

where SW ↓ is surface insolation, F is the total solar flux at the TOA, αs and αs′ are
the scattering coefficients for the direct and diffuse total solar fluxes, oz ∗ is the ozone
absorption coefficient for the direct total solar flux in the ultraviolet absorption band,
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and a(u1 ) is the water vapor absorption coefficient for slant path u1 at solar zenith
angle θ.
On the other hand, the cloudy-sky model is more complicated due to the additional cloud absorption (modeled as a constant of 7% of the incident solar flux at the
top of the cloud layer) and scattering processes. Cloud radiative effects are assumed
to be isotropic for simplicity. Then, a quadratic equation given in Equation 2.3 is
used to solve the cloud albedo (αcld ),

SW ↑ = F ′ (1 − oz/V )αs (λ)(1 − oz ′ /V )
+ F ′ (1 − oz/V )[1 − αs (λ)]αsfc [1 − αs′ (λ)](1 − oz ′ /V )
(2.3)
+ F ′ (1 − oz/V )[1 − αs (λ)](αcld )2 αs′ (λ)(1 − oz ′ /V )
+ F ′ (1 − oz/V )[1 − αs (λ)](1 − αcld )2 αsfc [1 − αs′ (λ)](1 − oz ′ /V ),
and surface insolation is estimated using Equation 2.4,

SW ↓ = F (1 − oz)(1 − oz ∗ )(1 − αs )[1 − a(u1 )a ](1 − αcld − Acld )[1 − a(u1 )b ],

(2.4)

where a(u1 )a and a(u1 )b are the water vapor absorption coefficients for the total solar
fluxes above and below the cloud layer, and Acld is the cloud absorption coefficient
for the total solar flux.
The retrieval system applies an approach similar to the minimum albedo
method (Schmetz, 1989) to determine whether the clear-sky or the cloudy-sky model
should be executed at a given time and location. This approach makes several basic
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assumptions: (1) surface albedo is always lower than cloud albedo in the GOES visible band; (2) over a period of days (usually from one week to a month), each pixel
has experienced at least one clear-sky scene; (3) variation in the surface condition is
negligible during this period. In practice, a visible band composite image that stores
the minimum brightness observed by the satellite (B0 ), which represents the TOA
reflection, at each grid point within 20 consecutive days is created for each hour. The
20-day choice is to balance the timescale during which a clear-sky scene can occur and
during which the surface condition is not significantly affected. Since it is assumed
that surface albedo is always lower than cloud albedo in the GOES visible band,
this composite image should only represent clear-sky brightness for each pixel at the
corresponding hour. If the observed brightness (B) is lower than the value recorded
in the composite image (B0 ) plus a small tolerance value (ε), the scene is considered
cloud-free, and the clear-sky model should be used; otherwise, the cloudy-sky model
is utilized.
By implementing the algorithm summarized above, the retrieval system outputs surface insolation, surface albedo, and cloud albedo on a regularly-used 4-km
grid at 45-min past the hour (when the GOES-13 Imager makes CONUS scans). The
grid uses a Lambert conformal conic projection with one standard longitude at 97°W
and two parallels at 33°N and 45°N. A comprehensive assessment of the GOES-13
surface insolation product (Cheng et al., 2020) has shown that the retrieval agrees
reasonably with ground-based pyranometer measurements, as long as the surface is
not highly reflective (e.g., not covered by snow).
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2.2.2

NASA/UAH GOES-16 retrieval system
Due to upgrades to the GOES-R series ABI sensor, the NASA/UAH surface

insolation retrieval algorithm has been modified to reflect the change. Below presents
a brief description of the changes to the new GOES-16 surface insolation product.
The ABI now has 16 spectral bands, 2 of which are within the visible spectrum:
the blue band (channel 1, with a range of 0.45–0.49 µm and an approximate central
wavelength at 0.47 µm) and the red band (channel 2, with a range of 0.60–0.68 µm and
an approximate central wavelength at 0.64 µm) (Schmit et al., 2017). To maintain
consistency with the GOES-13 retrieval algorithm and to minimize the modifications
to the system, the new GOES-16 surface insolation retrieval system currently uses
the ABI red band, whose central wavelength is comparable to the prior GOES Imager
visible band (Table 2.1). Since atmospheric radiative transfer processes are sensitive
to the spectral bands, the performance of the surface insolation retrieval is highly
dependent on the accuracy of the narrow-to-broadband conversion, a process that
converts the retrieved information within the satellite visible band to the full visible
spectrum. However, it should be noted that no changes have been made to the
parameters used for the narrow-to-broadband conversion in the current GOES-16
retrieval system (it uses 0.2391 as the fraction of total solar flux in the ABI red band,
the same as the previous retrieval system), although the ABI red band has a narrower
bandwidth than the GOES-13 visible band (Table 2.1). Therefore, such differences in
the sensor bandpass may induce uncertainties in the simple physical radiative transfer
models, posing challenges when transitioning to the new satellite instrument.
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Furthermore, the new GOES-16 surface insolation product is generated at the
hour rather than 45-min past the hour. This change makes the timestamp to be
consistent with the hourly NWP model outputs. Therefore, time interpolation of the
surface insolation product is no longer required for model evaluation. Additionally,
the ABI is equipped with a solar diffuser for onboard calibration (Schmit et al., 2017).
Sensor degradation drift has been a major issue for the prior GOES. The capability
of onboard calibration can significantly improve data quality and make it no longer
necessary to perform post-processing for sensor degradation calibration. One more
thing to note is that, although the temporal and spatial resolution of the ABI is
higher than its predecessor, the GOES-16 surface insolation product is still produced
at the original resolution (4 km in space and hourly in time). This is because the
current resolution already meets the needs of the GOES cloud assimilation technique.
Also, keeping the same resolution makes it easier to compare its performance with the
prior product. Moreover, not producing the surface insolation product at the highest
spatial resolution can mitigate the effects of navigational ”jitter” (Otkin et al., 2005;
Diak, 2017). Yet, the GOES-16 retrieval system maintains the capability of processing
the data at a higher resolution that we have not explored in the current study.
In this study, knowing that the snow contamination issue has not yet been resolved in the new retrieval system, the GOES-16 surface insolation product was only
generated for 06 June 2019 through 30 September 2019 for preliminary evaluation.
Since a primary application of the GOES-16-based data product in this study is to
improve NWP model performance through data assimilation, the GOES-16 surface
insolation product was produced on a regularly used Lambert conformal conic pro19

jection grid with one standard longitude at 97°W, two parallels at 33°N and 45°N,
and a 4-km grid spacing.

2.2.3

USCRN pyranometer data
The U.S. Climate Reference Network (USCRN) pyranometer observations

(https://www.ncei.noaa.gov/pub/data/uscrn/products/subhourly01/,
accessed 04 August 2022) were used for evaluating the surface insolation product.
USCRN is a national climate monitoring network that provides continuous and highquality measurements of air temperature, wind speed, relative humidity, solar radiation, surface (skin) temperature, and more (Diamond et al., 2013). Currently, it has
over 100 stations in operation across the CONUS. Each USCRN site is equipped with
a Kipp & Zonen SP Lite2 pyranometer, which uses a photodiode detector to output
voltage values proportional to the global incoming solar radiation (direct plus diffuse)
within the 0.4–1.1 µm spectral band every two seconds. The voltage output is then
converted into Watts per square meter (W/m2 ) and averaged every 5 minutes.
Previous studies have used USCRN solar radiation observation to validate
satellite retrieval products (Otkin et al., 2005; Diak, 2017; Cheng et al., 2020) and
to evaluate model outputs (White et al., 2018, 2022; Cheng et al., 2020). Therefore,
it should be suitable for assessing the GOES-16 surface insolation product. However, inconsistent and erroneous data due to, for example, poor calibration or being
temporarily covered by bird droppings should be filtered out before the evaluation.
This was accomplished by comparing pyranometer observations between different
years. Similar to the GOES surface insolation retrieval algorithm, it was assumed
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that, within 20 consecutive days, at least one clear-sky scene can be observed at each
USCRN site for every 5-min interval, and the corresponding solar radiation value can
represent the clear-sky surface insolation. Because solar elevation reaches its maximum around 21 June every year in the Northern Hemisphere, the period between 11
and 30 June was examined. Two arbitrary years, 2013 and 2016, were selected as the
reference to check the quality of USCRN observation in 2019.
In Figure 2.3, four examples illustrating this quality control process are presented. The Socorro, NM case explains why at least two reference years were needed
for the comparison. Clear-sky surface insolation values for 2016 at this station were
considerably lower than the other years, indicating a problem with the sensor for this
time period. If only one reference year was used and it happened to be 2016, there
would be no way of knowing whether or not the instrument was of good calibration
in 2019. The Goodwell, OK case was considered a good observation since the difference between 2019 and the two reference years was negligible. Note that the spikes
in the plot were likely due to the reflection of transient clouds. Also, keep in mind
that the expected uncertainty for a well-calibrated pyranometer is on the order of 5%
(Augustine et al., 2000; Campbell and Diak, 1993; Diak, 2017). Observation at the
Corvallis, OR site seemed questionable, especially near solar noon. The 2019 curve
was somewhat higher than both reference years, and it is hard to tell which one was
good from the high fluctuating curves; therefore, this site was filtered out from the
subsequent analysis. The Brunswick, GA case failed quality control as it showed an
extremely low readout compared to the references. After carefully checking surface
insolation observation at all USCRN stations for 11–30 June in 2019 and two ref21

Figure 2.3: Clear-sky surface insolation at four USCRN sites in 2013, 2016, and
2019. Values are determined by the maximum observed during 11–30 June of each
year. (a) Socorro, NM, (b) Goodwell, OK, (c) Corvallis, OR, (d) Brunswick, GA
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erence years, nine sites were rejected for use when evaluating the GOES-16 surface
insolation product (Table 2.2).

2.2.4

Evaluation process
The assessment process for the GOES-16 surface insolation product was similar

to the one described in Cheng et al. (2020). The first step was to align the satellite retrieval with pyranometer data in both space and time. However, an indirect path was
taken for this alignment process because the ABI and ground-based pyranometers
operate differently. The pyranometer continuously samples broadband solar radiation at a fixed point and provides temporal averages, while the ABI instantaneously
measures reflected irradiance from an area in a specific narrowband. Although the
retrieval system converts the narrowband signal to the equivalent broadband radiation, it cannot fully replicate pyranometer observations. In addition, transient clouds
at sub-pixel scale can effectively impact pyranometer measurements, but their impact on the area-averaged satellite image is small. Thus, the pyranometer data may
show large variations in the 5-min measurements. On the other hand, the satellite
observations will reflect the combined (average) effect of all small-scale clouds within
the pixel in the insolation retrieval. To partially compensate for the uncertainty
due to transient moving clouds, the 5-min pyranometer measurements were averaged
over each 60-min interval before being paired with satellite retrieval. For example,
the observation at 2000 UTC is represented by the average of twelve consecutive 5min pyranometer data between 1930 and 2030 UTC. The 60-min interval was chosen
because it produced the best results in the previous tests in which different averag-
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Table 2.2: USCRN sites that failed quality control.
Station ID

Station name

Reasons for rejection

04223
04236
53877
53961
63856
94077
94084
94644
94996

WA Darrington 21 NNE
OR Corvallis 10 SSW
NC Asheville 8 SSW
LA Monroe 26 N
GA Brunswick 23 S
NE Harrison 20 SSE
ND Northgate 5 ESE
ME Old Town 2 W
NE Lincoln 11 SW

Extremely high
Questionable
Low
Low
Extremely low
High
High
High
Low
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ing time intervals were tested (10, 20, 30, and 60 minutes). A similar strategy was
adopted by Habte et al. (2012, 2013) and Cheng et al. (2020). Also, the GOES-16
surface insolation estimate was determined by finding the closest satellite value to
the pyranometer (60-min averaged) value from the 3×3 grid box that contains the
pyranometer. Note that data with solar elevation angles lower than 5 degrees were
disregarded due to considerable uncertainty.
Once the ground-based observation and the satellite retrieval were paired, the
performance of the GOES-16 surface insolation product was evaluated by commonly
used metrics. Simon et al. (2012) summarized various error statistics used in the literature with their definitions and intended use. In this study, mean bias error (MBE),
root mean square error (RMSE), and coefficient of determination (R2 ) were selected
to quantify the tendency of underestimation and overestimation, the magnitude of
the difference, and the strength of the correlation, respectively. Formulas of these
statistical metrics are presented in Table 2.3.

2.3

Performance of the GOES-16 surface insolation product in summer
2019

Figure 2.4 illustrates the overall relationship between USCRN solar radiation observations and GOES-16 surface insolation retrievals at all USCRN sites.
The retrieval system shows a tendency to underestimate surface insolation when the
value is large (above ~600 W m−2 ). The bias of the surface insolation estimates is
−12.6 W m−2 (−2.8% of the mean observed value). Although the magnitude of the
bias is slightly better than the GOES-13 surface insolation product (14.6 W m−2 or
25

Table 2.3: Formulas of evaluation metrics.
Evaluation metric

Abbreviation

Mean bias error

MBE

Root mean square error

RMSE

Coefficient of determination

R2

∗M
i

Definition∗
1 X
(Mi − Oi )
N
r
1 X
(Mi − Oi )2
N
2



P
Mi − M Oi − O
q

2 P
2
P
Mi − M
Oi − O

= satellite-retrieved value at time index, i; M = mean satellite value; Oi = pyranometer-observed
value at time index, i; O = mean pyranometer value; N = number of paired satellite/pyranometer
values.
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Figure 2.4: Two-dimensional density plot of USCRN solar radiation observations
versus the GOES-16 surface insolation product under all-sky conditions at all USCRN
sites for 06 June 2019 through 30 September 2019. Data collected near sunrise and
sunset (solar elevation less than 5°) are discarded. A 5 W m−2 interval is selected
to bin all data points. Colors indicate the total number of data points in each bin.
Solid and dashed lines are of best fit and 1:1 reference. Error statistics are presented
in the top-left corner.
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3.1% for June through September 2016), the flipped sign suggests that the surface
or cloud albedo could be systematically overestimated. This may originate from two
possible factors: (1) issues in clear-sky composite images (causing the sky condition
to be misclassified); (2) the GOES-16 ABI red band used by the new retrieval system
is different from the GOES-13 Imager visible band (the ABI red band has a narrower bandpass and its central wavelength is slightly shifted), while the parameters
of the narrow-to-broadband conversion have not been updated. As summarized in
Table 2.1, GOES-13 had the central wavelength of 0.62 µm (wavelength range of 0.52–
0.71 µm), and GOES-16 has the central wavelength of 0.64 µm (wavelength range of
0.60–0.68 µm). However, the GOES-16 retrieval system still uses the original constant
(0.2391) for the fraction of total solar flux in sensor visible band. Meanwhile, the surface insolation retrieval error is 55.3 W m−2 (12.4% of the mean observed value).
This is also slightly better than the GOES-13 product in summer (57.7 W m−2 or
12.5% for June through September 2016). The R2 value is 0.96, comparable to the
GOES-13 retrieval (0.96 for June through September 2016).
To determine whether the uncertainty is associated with the clear-sky or
cloudy-sky model, all data points were categorized into two groups: one for clear
sky conditions with 10% or less satellite-estimated cloud albedo, the other for cloudy
sky conditions with cloud albedo over 10%. The 10% threshold for satellite-estimated
cloud albedo was selected to maintain consistency with the retrieval system and to
avoid misrepresenting clear-sky aerosols as clouds. As shown in Figure 2.5, more
clear-sky data points are located at the high end of the value range. The statistics
are improved when only considering clear-sky cases: the magnitude of the negative
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Figure 2.5: Two-dimensional density plot of USCRN solar radiation observations
versus the GOES-16 surface insolation product under clear-sky conditions at all
USCRN sites for 06 June 2019 through 30 September 2019. Data collected near
sunrise and sunset (solar elevation less than 5°) are discarded. A 5 W m−2 interval
is selected to bin all data points. Colors indicate the total number of data points in
each bin. Solid and dashed lines are of best fit and 1:1 reference. Error statistics are
presented in the top-left corner.
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bias is reduced to −8.2 W m−2 (−1.2% of the mean observed value), the error is
reduced to 39.4 W m−2 (or 5.8% of the mean observed value), and the R2 value
increases slightly (0.97). Although the overall bias is improved, surface insolation under clear-sky conditions tends to be underestimated when exceeding 600 W m−2 but
overestimated otherwise. As the clear-sky model does not need to parameterize the
complicated cloud radiative transfer processes, the narrow-to-broadband conversion
parameter in the retrieval system could be the factor contributing to the underestimation. Therefore, updating the parameters used in the current retrieval system could
minimize the uncertainty associated with the narrow-to-broadband conversion (due
to changes in the sensor visible band). This is an area that requires further research.
On the other hand, most cloudy-sky data points fall in the low-value range
(Figure 2.6). Not surprisingly, the magnitude of the bias is degraded when clouds
are involved (−15.1 W m−2 , or −4.7% of the mean observed value), and so are the
RMSE (62.6 W m−2 , or 19.7% after normalization) and the R2 value (0.93). Even
though most data points are scattered around the 1:1 reference line, large surface
insolation values tend to be underestimated. Further, when comparing the cloudysky and clear-sky density plots, it seems that a significant portion of the cloudy-sky
data points in the high-value range (below the best-fit line) might belong to the clearsky category. This is perhaps unavoidable since our discriminate for partitioning the
data into cloudy or clear sky is based on an arbitrary threshold. Thus, transparent
clouds, partly cloudy scenes, and presence of aerosols could be classified as cloudy
scenes, while their radiative impact is minimal.

30

Figure 2.6: Two-dimensional density plot of USCRN solar radiation observations
versus the GOES-16 surface insolation product under cloudy-sky conditions at all
USCRN sites for 06 June 2019 through 30 September 2019. Data collected near
sunrise and sunset (solar elevation less than 5°) are discarded. A 5 W m−2 interval
is selected to bin all data points. Colors indicate the total number of data points in
each bin. Solid and dashed lines are of best fit and 1:1 reference. Error statistics are
presented in the top-left corner.
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To compare NASA/UAH retrievals to the operational surface insolation product from NOAA, we used the same process to evaluate NOAA’s GOES-16 DSR product (NOAA, 2018). The DSR product has passed provisional maturity assessment
since 23 October 2018 (https://www.noaasis.noaa.gov/pdf/ps-pvr/goes-16/
ABI/Radiation/Provisional/GOES-16 ABI L2 SRB Provisional ReadMe.pdf,
accessed 31 January 2022) and thus should have a good data quality. It is currently
available for download from NOAA Comprehensive Large Array-data Stewardship
System (CLASS) (https://www.class.noaa.gov, accessed 31 January 2022). Since
the DSR product covering the CONUS has a much coarser spatial resolution of 0.25°
(25 km), transient clouds are much less likely to move from one pixel to another
within the 60-min averaging interval. Therefore, when pairing satellite data with surface observation, surface insolation values of NOAA’s DSR product was taken from
the single grid cell that contains the pyranometer.
The density plot for NOAA’s GOES-16 DSR product versus USCRN data is
presented in Figure 2.7. Although the NOAA product implements the more sophisticated SRB algorithm (NOAA, 2018) that involves multiple spectral band images
from the ABI, it faces a similar issue as the NASA/UAH surface insolation product:
large surface insolation values are underestimated but small values are overestimated.
Overall, the NOAA product has a positive bias of 23.9 W m−2 , whose magnitude is
larger than the NASA/UAH product while the sign is flipped. The data points are
more scattered, with an RMSE value of 109.2 W m−2 , and the R2 value (0.86) is lower.
Evaluation of NOAA’s GOES-16 DSR product verifies that uncertainties identified in
the surface insolation retrieval process cannot be easily resolved, even when applying
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Figure 2.7: Two-dimensional density plot of USCRN solar radiation observations
versus NOAA’s GOES-16 DSR product under all-sky conditions at all USCRN sites
for 06 June 2019 through 30 September 2019. Data collected near sunrise and sunset
(solar elevation less than 5°) are discarded. A 5 W m−2 interval is selected to bin all
data points. Colors indicate the total number of data points in each bin. Solid and
dashed lines are of best fit and 1:1 reference. Error statistics are presented in the
top-left corner.
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a more complex radiative transfer model. Therefore, a simple physical model (such
as the one used by the NASA/UAH retrieval system) can still be of high value in
retrieving surface insolation from satellite observations. In addition, the comparison also shows that the surface insolation algorithm for GOES-16 ABI has room for
improvement.
After examining the density plots, the NASA/UAH GOES-16 surface insolation product was assessed at individual USCRN stations. The spatial distribution of
the error statistics for all-sky conditions is depicted in Figure 2.8. The performance
of the satellite retrieval is better in the eastern U.S. and at a few stations along the
West Coast, with relatively lower MBE/RMSE and higher R2 values. Stations in
the southeast generally have the lowest bias values. On the other hand, most stations that show more than 20 W m−2 underestimation in satellite-retrieved surface
insolation or greater than 80 W m−2 in the RMSE are located in the western U.S.
Satellite retrieval in the west also tends to be the least correlated with pyranometer
observations (indicated by their lower R2 values). This behavior is similar to the prior
GOES-13 surface insolation product described in Cheng et al. (2020). One possible
reason is that GOES-16 ABI has relatively larger viewing angles for the western U.S.
than for the east, causing satellite observations to be more uncertain in the west. If
this is the case, an improvement to the surface insolation retrieval may be obtained
by (1) a simple longitude-based bias correction or (2) merging the surface insolation
retrieval derived from GOES-16 and GOES-17 ABI images. In addition, many of the
stations with more considerable uncertainty are located in elevated regions (e.g., over
the Rocky Mountains). This can be partially explained by the frequent summertime
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Figure 2.8: Spatial distribution of surface insolation statistics (GOES-16 retrieval
versus USCRN observations) under all-sky conditions for 06 June 2019 through 30
September 2019. (a) Bias, (b) normalized bias, (c) RMSE, (d) normalized error, (e)
R2 , and (f) the total number of data points.
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convective activities in these areas. Further, because the current system does not
consider the effects of complex terrain on radiative transfer processes, the greater uncertainty at high elevation is also relevant to the omission of the topographic effects.
Similarly, Otkin et al. (2005) and Diak (2017) discussed the potential degradation
that high elevation with complicated terrain might bring to the retrieval algorithm.
Moreover, error statistics for clear- and cloudy-sky cases at each individual
USCRN station are depicted in Figures 2.9 and 2.10. Comparing these two plots,
it seems that sky conditions are more likely to be classified as cloudy. On average,
the chance that cloudy-sky scenes occur is approximately 60% more than that of
clear-sky scenarios. Consistent with the behaviors presented in the density plots
(Figures 2.4 to 2.6), the magnitude of the mean bias is slightly larger (smaller) for
clear-sky (cloudy-sky) cases than under all-sky conditions. Results also show that
clear-sky biases are positive in the east and negative in the west (contributing to an
overall low bias), but cloudy-sky biases are negative over most of the CONUS. The
RMSE is improved for clear-sky scenes but is degraded under cloud-sky conditions.
The normalized RMSE values at many stations in the west exceed 20%. Furthermore,
as expected, the R2 values for clear-sky cases are similar to all-sky conditions, and
the correlations between satellite retrieval and pyranometer observations are lower
under cloudy-sky conditions (near or below 0.9 at a significant number of stations).

2.4

Summary of key findings

Due to advancements in remote sensing technology, the latest ABI sensor on
the GOES-R series offers an excellent opportunity to improve our understanding of
36

Figure 2.9: Spatial distribution of surface insolation statistics (GOES-16 retrieval
versus USCRN observations) under clear-sky conditions for 06 June 2019 through 30
September 2019. (a) Bias, (b) normalized bias, (c) RMSE, (d) normalized error, (e)
R2 , and (f) the total number of data points.
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Figure 2.10: Spatial distribution of surface insolation statistics (GOES-16 retrieval
versus USCRN observations) under cloudy-sky conditions for 06 June 2019 through
30 September 2019. (a) Bias, (b) normalized bias, (c) RMSE, (d) normalized error,
(e) R2 , and (f) the total number of data points.
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the Earth’s atmosphere system. The NASA/UAH surface insolation retrieval system
has been upgraded to take advantage of GOES-R ABI observations. It now uses the
information collected by the ABI red band, whose central wavelength is similar to
the GOES-13 Imager visible band. The updated on-the-hour timestamp makes the
GOES-R-based retrieval easier for model evaluation and cloud assimilation because
time interpolation of the satellite products is no longer needed. In addition, the new
onboard calibration feature eliminates the sensor degradation drift issue that has
been affecting the data quality of the prior GOES Imagers for many years, making
the sensor degradation calibration a thing of the past.
Although the ABI red band has a higher temporal and spatial resolution,
the new NASA/UAH GOES-16-based surface insolation retrieval is still produced
every hour on the same 4-km CONUS grid as the GOES-13 product. The reasons
are: (1) the current resolution is already sufficient for the satellite cloud assimilation
technique, (2) keeping the resolution the same makes the comparison with the prior
product more straightforward, and (3) not using the highest spatial resolution can
reduce the effects of navigational ”jitter” on the satellite images. Despite all these
factors, the GOES-16 retrieval system can be easily modified to produce surface
insolation at a higher resolution if needed.
NASA/UAH GOES-16 surface insolation product was assessed for 06 June
2019 through 30 September 2019. The evaluation was only performed in the warm
months because (1) the known snow contamination issue has not been addressed in the
new retrieval system, and (2) the prior GOES-13 surface insolation retrieval system
performs the best in summer (Cheng et al., 2020). The analysis process generally
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followed Cheng et al. (2020), in which a comprehensive validation was carried out
for the GOES-13 surface insolation product. Sources of uncertainty in the retrieval
system were identified by comparing satellite-retrieved surface insolation to groundbased pyranometer observations at all USCRN sites. Before interpreting the results, it
should be emphasized that various sources of uncertainty exist when performing this
satellite-to-pyranometer comparison. The main reasons are: (1) both measurements
are not perfect, and (2) the working principles of the space-borne and ground-based
instruments are different. The pyranometer continuously measures broadband solar
radiation at a fixed location and provides temporal averages, while the ABI measures
instantaneous narrowband solar radiation reflected from an area.
Results showed that the new GOES-16 retrieval system underestimates surface
insolation when the value is large (exceeding ~600 W m−2 ), resulting in a negative
bias of −12.6 W m−2 (−2.8% of the mean observed value). Although the magnitude of the bias is comparable to the GOES-13 product, its opposite sign during
the summer months indicates a systematic overestimation of surface albedo or cloud
albedo. Two factors may have caused this tendency. One is the narrow-to-broadband
conversion: the GOES-16 ABI red band has a different bandpass than the GOES-13
Imager visible band, but the parameters used for the narrow-to-broadband conversion have not been updated, which may introduce uncertainty in the computation.
Another possible reason is that the clear-sky composite image may not be accurate,
leading to misclassified sky conditions. The RMSE and R2 values of the GOES-16
surface insolation retrieval are 55.3 W m−2 (or 12.4% of the mean observed value) and
0.94, respectively, which are comparable to the GOES-13 product. An assessment of
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NOAA’s more sophisticated GOES-16 DSR product indicates that it has a similar
issue to the NASA/UAH surface insolation retrieval. This emphasizes the difficulties in retrieving surface insolation information from GOES-16 ABI observations and
transitioning from the prior system.
After separating all cases based on their sky conditions, it can be seen that the
retrieval system faces challenges for both clear- and cloudy-sky scenarios. On average, there are approximately 60% more cloudy-sky cases than clear-sky. Results show
that all three statistical metrics (bias, error, and correlation) are improved when only
clear-sky scenes are examined. However, the bias under clear-sky conditions shows
a tendency of underestimation when exceeding 600 W m−2 but overestimation otherwise. It is thought that the narrow-to-broadband conversion could be one of the
uncertainty sources for the simpler clear-sky model. The GOES-16 ABI red band
used by the new surface insolation retrieval system has a slightly different central
wavelength and a narrower bandwidth than the prior GOES Imager visible band.
However, the retrieval system keeps the original parameters for converting the information within the sensor’s visible band and the full visible spectrum. Since the
radiative transfer process is highly sensitive to wavelength, the inconsistency between
the ABI red band and the parameters used for the narrow-to-broadband conversion
may lead to the uncertainty observed under clear-sky conditions.
On the other hand, surface insolation statistics are degraded for cloudy-sky
cases, and large values tend to be underestimated. Also, a significant portion of
the cloud-sky data points in the high-value range are below the 1:1 reference line.
These data points seem to behave similarly to the clear-sky cases. Therefore, they
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may belong to the clear-sky group but are incorrectly classified as cloudy-sky. One
possible contributing factor is relevant to the small attenuation constant applied in the
current retrieval system that accounts for Mie (aerosol) scattering and various weak
gaseous absorption. Because these processes are not fully parameterized, the resulting
uncertainty may affect the accuracy of the estimated surface and cloud albedo, leading
to a greater chance of sky condition misclassification. Another possible reason is the
arbitrary threshold used for discriminating clear-sky from cloudy condition, further
increasing the likelihood of misclassifying sky conditions.
The spatial distribution of the statistics indicates that most stations with large
bias values are located in the west. The same holds for the RMSE and R2 values. This
is likely due to satellite viewing angle of GOES-16 ABI being relatively larger for the
western U.S. than the eastern U.S. Further, many of the stations with considerable
uncertainties are located in elevated regions (e.g., over the Rocky Mountains). Frequent summertime convective activities may partially explain the degraded statistics
in such areas. Also, neglecting the complicated topographic effect on the radiative
transfer processes might be another reason.
To summarize, the preliminary evaluation presented in this chapter showed
that the NASA/UAH GOES-16-based surface insolation retrieval system performs
comparably to the prior GOES-13-based system, even though it is experiencing several issues after the transition to the new satellite platform. Some possible sources
of uncertainty include the narrow-to-broadband conversion, sky condition misclassification, large satellite viewing angles for GOES-16 ABI when observing the western
U.S., and several processes that have not been explicitly parameterized, which include
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aerosol scattering, various weak gaseous absorption, cloud absorption, and the effect
of topography on surface insolation. In future studies, some improvements to the retrieval system can be carried out to reduce these uncertainties. First, a re-simulation
of the radiative transfer process specifically for the ABI red band can potentially improve the narrow-to-broadband conversion. Next, selecting more sophisticated models to parameterize the effects of Mie (aerosol) scattering, weak gaseous absorption,
and cloud absorption would be beneficial. Further, re-examining and updating the
threshold for distinguishing sky conditions can improve the accuracy of the visible
band composite image as well as the surface albedo estimates. Lastly, the tendency
of positive bias in the eastern U.S. but negative in the west can be mitigated by
performing a longitude-based bias correction, or estimating surface insolation using
GOES-16 and GOES-17 ABI observations and merging the retrievals derived from
both satellites. Since surface insolation is closely connected with clouds, the performance of the surface insolation product can also indirectly affect the performance of
the associated satellite-based cloud products. Thus, despite all the issues discussed
here, the cloud information retrieved from GOES-16 ABI observations may still be
helpful for cloud assimilation in numerical models.
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CHAPTER 3

IMPROVEMENT OF SUMMERTIME GROUND-LEVEL OZONE
PREDICTION BY ASSIMILATING GOES CLOUD OBSERVATIONS

3.1

Importance of clouds in air quality model simulations

Clouds are an essential part of the Earth-atmosphere system since they can
modulate the amount of solar radiation – the driving force of many atmospheric processes – reaching the surface. For the air quality modeling community, the interest
in having an accurate representation of clouds in the models includes, but is not
limited to, temperature and PBL heights (McNider et al., 1995, 1998), aerosol-cloud
interactions (Fan et al., 2016), biogenic VOC emissions (Zhang et al., 2018), convective transport of emissions (Barth et al., 2015), photochemical reactions (Pour-Biazar
et al., 2007; Tang et al., 2015), wet deposition of chemical species (Barth et al., 2015),
and, in the presence of thunderstorms, LNOx emission (Wang et al., 2015; Kang and
Pickering, 2018; Kang et al., 2019a,b, 2020).
Air quality models require an accurate representation of the physical atmosphere provided by NWP models to perform reasonable air quality predictions. However, due to uncertainties in model dynamics, thermodynamics, and microphysics,
NWP models usually have trouble forming and dissipating clouds correctly (Bauer
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et al., 2011; Jeworrek et al., 2019). The accuracy of cloud prediction in NWP models
has been identified as a primary source of model error (Pour-Biazar et al., 2007).
Several studies have shown that NWP models may under-predict or over-predict
cloudiness (Guenther et al., 2012; Tang et al., 2015; Ryu et al., 2018; Zhang et al.,
2018) and struggle to reproduce clouds in the right place and at the right time (McNider et al., 1995, 1998; Pour-Biazar et al., 2007; White et al., 2018, 2022; Zhang
et al., 2018). Since meteorology and air quality are strongly coupled (Seaman, 2000),
errors in the cloud fields predicted by NWP models can propagate into subsequent air
quality simulations. For example, under-predicted model cloudiness will lead to an
over-prediction in surface insolation, resulting in overestimated photochemical reaction rates and biogenic VOC emission rates (Guenther et al., 2012; Tang et al., 2015).
Therefore, there is a need to improve the model-simulated cloud field.
Numerous attempts have been made to enhance the representation of clouds
in NWP models. Many studies have tried to improve the existing microphysics and
PBL schemes (Alapaty et al., 2012; Herwehe et al., 2014; Cintineo et al., 2014) or develop new physical schemes (Xiu and Pleim, 2001; Pleim and Xiu, 2003; Pleim, 2006,
2007a,b). Others focused on the assimilation of ground-based or satellite observations
(Yucel et al., 2003; Otkin, 2010; Jones et al., 2013, 2014, 2020; Kerr et al., 2015; Heath
et al., 2016). For example, Jones et al. (2014) assimilated conventional observations,
synthetic satellite infrared brightness temperatures, and simulated radar reflectivity
and radial velocity data simultaneously to improve the analysis and forecast for water
vapor and cloud hydrometeor variables in WRF. In another study, Kerr et al. (2015)
showed substantial improvements in precipitation coverage and storm structure by
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assimilating synthetic satellite cloud-top temperature data. Heath et al. (2016) assimilated NLDN cloud-to-ground (CG) lightning observations into WRF to control
the trigger of the convective scheme, improving the accuracy of warm-season rainfall
in retrospective simulations.
Although these methods can enhance the prediction of clouds in NWP models,
the effectiveness of data assimilation is limited as it usually only lasts for a few hours
(Yucel et al., 2003; Bauer et al., 2011; Jones et al., 2013, 2014). Meanwhile, many of
these studies only focused on meteorological applications, in which the representation
of precipitating clouds is more important. The situation is slightly different for air
quality modeling studies, where both non-precipitating and precipitating clouds are
crucial. McNider et al. (2018) pointed out that, in air quality simulations, photolysis rates would be significantly overstated if the model lacks clouds. This can be
possibly improved by replacing model-predicted clouds with satellite-observed clouds
(Pour-Biazar et al., 2007) or adjusting the cloud fields dynamically based on satellite observations (White et al., 2018, 2022). White et al. (2018) introduced a cloud
assimilation technique that creates positive or negative vertical motion to produce
or dissipate clouds when the model cloud fields disagree with satellite observations.
However, this original method neglected the time tendency of model clouds and resulted in overcorrections. The constraint was corrected in a later study (White et al.,
2022), in which the assimilation of satellite clouds was performed iteratively on an
hourly basis and and model response to the assimilation was quantified.
In a Texas air quality modeling study that focused on the assimilation of
satellite-retrieved photosynthetically active radiation (PAR), Zhang et al. (2018)
46

showed that the White et al. (2018) technique may result in improvements comparable to using satellite PAR. However, a comprehensive study quantifying the impact of
White et al. (2022) on retrospective air quality simulations has not been performed.
Therefore, in this study, the impact of cloud assimilation (White et al., 2018, 2022)
on air quality simulations is investigated for the first time. The hypothesis is that a
more realistic model cloud field can improve the prediction of surface insolation, reduce uncertainties in biogenic VOC emission rates and photochemical reaction rates,
and finally lead to a more accurate ground-level ozone prediction. One should note
that most of the material presented in this chapter have been peer-reviewed and
published in Cheng et al. (2022).

3.2

Model setup

In this study, the impact of cloud assimilation on the prediction of summertime ground-level ozone was examined by simulations for 01 June 2016 through 30
September 2016. The modeling system comprises the WRF model (Skamarock et al.,
2019) for meteorology, the Sparse Matrix Operator Kernel Emissions (SMOKE) modeling system (https://www.cmascenter.org/smoke, accessed 11 January 2022) for
emissions estimates, and the CMAQ model (Byun and Schere, 2006; Appel et al.,
2021) for air quality simulations. The weather forecast meteorological fields were
prepared using the WRF version 4.1.4 (https://github.com/wrf-model/WRF
/releases/v4.1.4, accessed 12 January 2022). The outputs were later used in
the SMOKE version 4.7 (Baek and Seppanen, 2019; https://github.com/CEM
PD/SMOKE/tree/SMOKEv47 Oct2019, accessed 24 July 2022) to prepare the grid47

ded, speciated, hourly emission input files and in CMAQ version 5.2.1 (EPA, 2018b;
https://github.com/USEPA/CMAQ/tree/5.2.1, accessed 24 July 2022) to characterize the emission, production, transport, and removal of airborne chemical species.
Two simulations were performed to quantify the impact of cloud assimilation. One is
a control simulation (labeled as CNTRL) that applies the best regulatory practices
for configuring WRF in air quality modeling studies. The other takes an extra step to
assimilate GOES-derived cloud products into WRF (labeled as CLOUD). Thus, two
sets of meteorological fields were produced for use in the SMOKE and the CMAQ.
Changes in the meteorological fields subsequently propagated through the modeling
system as the results of the SMOKE and the CMAQ are highly dependent on meteorological fields. In addition, configurations of the SMOKE and the CMAQ stayed
the same in all simulations.

3.2.1

WRF configuration
The WRF simulations were conducted on a 12-km resolution CONUS (12US)

grid with 471×311 grid cells (Figure 3.1). The domain setup is detailed in Table 3.1.
In the vertical direction, the atmosphere was divided into 35 layers extending from
the surface to the 50-hPa pressure level (Table 3.2). The simulations were performed
using 5.5-day overlapping run segments for the study period, with a 10-day spin-up
period before the start of the first simulation day (i.e., 22 May 2016 through 31 May
2016) to initialize model fields.The initial and lateral boundary conditions used in
WRF were prepared using the analysis and 3-hourly forecast data from the North
American Mesoscale Forecast System (NAM) (https://www.ncei.noaa.gov/prod

48

Figure 3.1: WRF and CMAQ 12-km CONUS model domain.
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Table 3.1: WRF domain setup and physics, analysis nudging, and dynamics options
for the 2016 air quality modeling study.
Domain setup

Settings

Map projection
DX, DY
True latitudes
Standard lontitude
Center of grid
Range of grid

Lambert conformal conic
12 km
33°N and 45°N
97°W
ref lat = 40°N, ref lon = 97°W, ref x = 219.5, ref y = 150.5
s we = 1, s sn = 1, e we = 472, e sn = 312

Physics options
Microphysics
Cumulus
Radiation
Surface layer
Land surface model
Planetary boundary layer

Morrison 2-moment scheme (Morrison et al., 2009)
Multiscale Kain-Fritsch (Zheng et al., 2016)
RRTMG (Iacono et al., 2008)
Pleim (Pleim, 2006)
Pleim-Xiu (Xiu and Pleim, 2001; Pleim and Xiu, 2003)
ACM2 (Pleim, 2007a,b)

Analysis nudging options
Nudging cutoff height
u, v nudging coefficient
T nudging coefficient
q nudging coefficient

Above ~1.5 km and the PBL, whichever is higher
3.0 × 10−4 s−1
3.0 × 10−4 s−1
1.0 × 10−5 s−1

Dynamics options
Model dynamics
Time integration
Vertical coordinate
Turbulence and mixing
Eddy coefficient
6th order diffusion
Upper level damping
Damping depth (m)
Vertical velocity damping
Damping coefficient
Advection options

Non-hydrostatic
Runge-Kutta, 3rd order
Hybrid
Without vertical correction
Horizontal Smagorinsky, 1st order
No Up-gradient
W-Rayleigh
5000
On
0.05
Monotonic
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Table 3.2: Model vertical layers and their approximate height above ground level.
Layer

Sigma

Pressure [hPa]

Height [m]

Thickness [m]

Surface
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35

1.0000
0.9975
0.9950
0.9900
0.9850
0.9800
0.9700
0.9600
0.9500
0.9400
0.9300
0.9200
0.9100
0.9000
0.8800
0.8600
0.8400
0.8200
0.8000
0.7700
0.7400
0.7000
0.6500
0.6000
0.5500
0.5000
0.4500
0.4000
0.3500
0.3000
0.2500
0.2000
0.1500
0.1000
0.0500
0.0000

1000.00
997.62
995.25
990.50
985.75
981.00
971.50
962.00
952.50
943.00
933.50
924.00
914.50
905.00
886.00
867.00
848.00
829.00
810.00
781.50
753.00
715.00
667.50
620.00
572.50
525.00
477.50
430.00
382.50
335.00
287.50
240.00
192.50
145.00
97.50
50.00

0.0
20.9
41.8
83.7
125.8
168.1
253.2
339.0
425.4
512.7
600.6
689.3
778.7
868.9
1051.8
1237.9
1427.4
1620.5
1817.2
2119.7
2431.4
2862.4
3428.7
4029.0
4668.3
5352.4
6088.9
6887.3
7760.3
8724.9
9805.4
11037.4
12477.3
14222.8
16470.2
19731.7

—
20.9
20.9
41.9
42.1
42.3
85.1
85.8
86.5
87.2
87.9
88.7
89.4
90.2
182.8
186.1
189.5
193.1
196.8
302.4
311.7
431.1
566.2
600.3
639.3
684.1
736.5
798.4
873.0
964.7
1080.5
1232.0
1439.9
1745.6
2247.4
3261.5
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ucts/weather-climate-models/north-american-mesoscale, accessed 11 January
2022).
Table 3.1 also summarizes essential physics schemes used in the WRF simulations, including the Morrison 2-moment microphysics scheme (Morrison et al.,
2009), the multiscale Kain-Fritsch convective parameterization (Zheng et al., 2016),
the rapid radiative transfer model (RRTM) for general circulations model (GCM)
applications (RRTMG) (Iacono et al., 2008), the Pleim-Xiu LSM (Xiu and Pleim,
2001; Pleim and Xiu, 2003), the Pleim surface layer scheme (Pleim, 2006), and the
asymmetric convective model, version 2 (ACM2) PBL scheme (Pleim, 2007a,b). This
model configuration is based on many 2016 sensitivity studies performed by regulatory organizations, including the Environmental Protection Agency (EPA) and the
Lake Michigan Air Directors Consortium (LADCO). Therefore, it is reasonable to
assume that it would produce the best possible model performance and yield the best
surface statistics for the 2016 study period (when the cloud assimilation technique is
not implemented). The WRF namelist (for the first 5.5-day run segment) is provided
in Appendix A.
The combination of the Pleim-Xiu LSM, the Pleim surface layer scheme, and
the ACM2 PBL scheme (hereinafter referred to as the PX-ACM2 scheme) has been
extensively tested in many retrospective air quality modeling studies. It implements
an indirect adjustment for soil moisture and temperature to improve near-surface
meteorological conditions (Gilliam et al., 2006; Gilliam and Pleim, 2010). Following
the instructions provided in Gilliam and Pleim (2010), the Obsgrid objective analysis
program (https://www2.mmm.ucar.edu/wrf/users/download/get sources.html,
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accessed 11 January 2022) was executed to update WRF input data with groundbased observations archived by the Meteorological Assimilation Data Ingest System
(MADIS) (https://madis.ncep.noaa.gov/index.shtml, accessed 11 January
2022). The Obsgrid program also created the necessary input files for the Pleim-Xiu
LSM soil nudging option. The Intermediate Processor for Pleim-Xiu option in WRF
(IPXWRF) utility (https://www2.mmm.ucar.edu/wrf/users/code contribution/
contributed code.html, accessed 11 January 2022) was used to initialize deep soil
temperature at the beginning of the spin-up period (i.e., 0000 UTC on 22 May 2016)
and to propagate soil moisture and temperature information between consecutive run
segments. In addition, the National Land Cover Database (NLCD) 2011 9-s dataset
(Homer et al., 2015) was used to prepare vegetation type and land use information.
Refer to Gilliam and Pleim (2010) for the recommended implementation of the PXACM2 scheme.
The WRF simulations also implemented the four-dimensional data assimilation (FDDA) technique, so-called analysis nudging, that relaxes the model towards
the analysis state by adding artificial forcing terms to the governing equations (Stauffer and Seaman, 1990). The nudging coefficients used for horizontal wind components,
temperature, and mixing ratio are based on White et al. (2018, 2022) and are also
provided in Table 3.1. Note that the nudging was only performed above the greater
of ~1.5 km and the PBL height to preserve the nocturnal low-level jet (LLJ), a crucial
PBL phenomenon for long-range transport of air pollutants at night (Odman et al.,
2019).
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3.2.2

Assimilation of GOES cloud observations in WRF
In this study, the cloud assimilation system (CAS) described in White et al.

(2018, 2022) was used to assimilate the NASA/UAH GOES-13 cloud albedo product
and skin temperature retrieval into WRF in the CLOUD simulation. An overview
and the implementation of the CAS are presented below.
As mentioned previously, despite many advances in microphysical and PBL
parameterizations within the NWP models, creating clouds at the right time and
location remains challenging. This is especially true when the synoptic-scale forcing
is weak (e.g., Stensrud and Fritsch, 2022), which often is the case during air pollution episodes. Previous studies attempting to assimilate cloud observations in NWP
models have realized that clouds resulting from adding cloud water, changing vertical
thermal structure, or artificially initiating or suppressing model convection are shortlived. Furthermore, while most studies have focused on improving NWP models for
forecasting applications, the primary goal of this study is to improve the simulation
of clouds in time and space to provide a better representation of the physical atmosphere for air quality studies. The use of an NWP model for weather forecasting and
air quality diverges in that air quality studies are usually conducted as retrospective
simulations. Therefore, observational and model analysis data are available for the
entire period of interest, allowing the FDDA technique to be used throughout the
simulation.
Realizing that sustaining clouds in NWP models goes beyond the thermodynamic support and that there must be dynamically supported upward vertical
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motion to form persistent clouds, White et al. (2018) proposed a cloud assimilation
technique that creates a dynamic environment conducive to the creation or removal
of grid-resolved clouds based on GOES cloud information. The idea is to develop
positive vertical motion to produce clouds and negative vertical motion to dissipate
clouds within the model according to the satellite-observed cloud fields. Essentially,
the technique provides a path to convert GOES cloud observations into vertical velocity estimates and subsequently derive horizontal wind fields, which are later assimilated into the model through analysis nudging. It identifies areas of under-prediction
(the model is clear and the satellite indicates a cloudy sky) and over-prediction (the
model shows cloudiness and the satellite indicates cloud-free) by comparing the modelpredicted and GOES-observed cloud fields, devises a target vertical velocity, and updates the model dynamic field through the use of a variational technique. While the
current GOES cloud assimilation technique only focuses on improving model gridscale clouds, the updated vertical velocity periodically initiates/inhibits convection
where needed. In addition, since the GOES-13 data products were processed on a
4-km grid, and the WRF simulations were conducted on a 12-km grid, the satellite data were re-grided onto the model grid before performing the following steps.
The re-gridding was accomplished using the Spatial Allocator Raster Tool system
(https://www.cmascenter.org/sa-tools/, accessed 21 June 2022).
The first step of the CAS is to determine where model sky conditions disagree with satellite observations. This is achieved by comparing model-estimated
and GOES-derived cloud albedo values. Although cloud albedo is not directly provided in WRF, it can be estimated from WRF SWDNB (instantaneous downwelling
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shortwave flux at the surface) and SWDNBC (instantaneous downwelling shortwave
flux at the surface under clear skies) outputs using Equation 3.1,

′
αcld



SWDNB
= 1−
× 100,
SWDNBC

(3.1)

′
is the model-estimated cloud albedo. A model or satellite grid cell is conwhere αcld

sidered free of clouds (i.e., clear) if its cloud albedo does not exceed 10%; otherwise,
the pixel is flagged as cloudy. The 10% cloud albedo threshold is arbitrarily selected
to account for uncertainties in the model cloud albedo estimates and to avoid misrepresenting clear-sky aerosols and water vapor as clouds due to limitations in the
GOES retrieval system. Because the GOES-13 cloud product is derived using visible
band images, the model-to-GOES comparison is only performed during daylight hours
(1400–2300 UTC). It is considered an under-prediction when the model grid cell is
clear while the satellite pixel is cloudy; on the contrary, an over-prediction indicates
that the model grid cell is cloudy while the satellite pixel is clear.
The next step is to estimate the target vertical velocity necessary to produce
comparable clouds as the satellite observation where model clouds are under-predicted
or to dissipate model clouds where they are over-predicted. In the under-prediction
scenario, the idea is to find an air parcel that can be lifted to a certain height to form
a cloud with a similar radiative property as the GOES-observed cloud. The cloud-top
height is determined by the height where the model has the same temperature as the
GOES infrared image. Then, assuming that there is only one cloud layer and that
cloud albedo increases with cloud thickness, the pressure difference between the base
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and the top of the cloud is estimated by an empirical formula given in Equation 3.2,

pice

∆p = (pmax − pCT )(αcld ) pCT ,

(3.2)

where ∆p is the pressure difference across the cloud layer, pmax is the greater of the
model pressure at the PBL height and the model pressure at 1.5 km above ground
level, pCT is the model pressure at the cloud-top height, αcld is the GOES-retrieved
cloud albedo, and pice is a constant pressure value (400 hPa) to account for the
difference between the reflectance of ice and liquid water. The thickness of the cloud
is estimated by converting the pressure difference into a height difference. Note that
this cloud thickness is only a first guess; thus, its uncertainty does not adversely affect
the efficacy of the cloud assimilation technique.
Once the cloud thickness is known, the threshold height at or below which the
air parcel must become saturated to produce a cloud layer with comparable thickness
can be estimated. This is done by subtrating the first-guess cloud thickness from the
model tropopause height (determined by the potential vorticity). The lifting condensation level is calculated for each model layer below this threshold height, and the
layer that requires the minimum vertical displacement to reach saturation is determined. This minimum vertical displacement is later referred to as the displacement
height, the corresponding model layer is treated as the target model layer, and the
target height is defined as the height of the lifting condensation level of the air parcel being lifted from the target model layer. The target vertical velocity required to
produce an equivalently thick cloud can now be calculated by dividing the displace-
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ment height by 45 min. The selection of a 45-min timescale is because the GOES-13
cloud product has an hourly temporal resolution, and it is assumed that the cloud
can be produced within 15 min of the observation. However, White et al. (2018) also
mentioned that revisiting this timescale is necessary if the temporal frequency of the
GOES cloud products changes.
With all this information, the adjusted horizontal divergence field needed to
achieve the target vertical velocity is obtained by applying a one-dimensional variational technique (O’Brien, 1970) in each model column. The calculation is performed
on a sigma-h vertical coordinate, and the final form is given in Equation 3.3,

∗
DN

1
= DN +
∆hN




2N ∗
(ρL ḣL − ρL ḣT L ).
L∗ (L∗ + 1)

(3.3)

∗
are the divergences of model layer N before and after adjustment,
Here, DN and DN

∆hN is the thickness of model layer N , N ∗ and L∗ are the indices of the current and
target model layers relative to the adjustment boundaries, ρL is the air density at the
target model layer L, and ḣL and ḣT L are the original and target vertical velocities
at the target model layer L in the sigma-h coordinate. The velocity potential is
then determined by solving Equation 3.4 (Poisson’s equation) with the successive
overrelaxation scheme,
M DN = ∇2 χN ,

(3.4)

where M is the sigma-h coordinate height scale, DN is the divergence at model layer
N , and χN is the velocity potential at model layer N , A new analysis field of the
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horizontal wind components can now be constructed by adding the velocity potential
to the original wind field. Note that Equation 3.4 is applied at all model columns to
ensure mass balance within the entire domain.
Similarly, a negative target vertical velocity is estimated in the over-prediction
scenario, and the new horizontal wind components are obtained. Once the adjusted
horizontal wind field is available, it is propagated into WRF using the FDDA module
so that the model can produce and dissipate grid-scale clouds dynamically where
needed. It is worth noting that this dynamical adjustment can implicitly redistribute
atmospheric moisture by adjusting the horizontal wind field. One more caveat is that,
as the GOES cloud assimilation technique relies on the WRF FDDA to ingest the
new horizontal wind field, u and v wind components are nudged at all model layers
in the CLOUD simulation during the assimilation hours (1400–2300 UTC), which
is different from the CNTRL model configuration. That being said, two differences
exist between the WRF simulations: the GOES cloud assimilation and the analysis
nudging of the horizontal wind components. The reason for not nudging the wind at
all model layers in the CNTRL run is that it is a commonly-used strategy by the air
quality community. The impact of the change in the wind nudging process was also
preliminarily investigated and is presented later in Section 3.4.4. On the other hand,
the analysis nudging of the temperature and mixing ratio fields remains the same as
in the CNTRL simulation.
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3.2.3

Air quality simulations
For air quality simulations, the Meteorology-Chemistry Interface Processor

(MCIP) (Otte and Pleim, 2010), a set of pre-processing programs of the CMAQ
modeling system, was first executed to convert WRF outputs into meteorological
input files compatible with the SMOKE and the CMAQ. To make sure the results
can be directly compared to simulations performed by other groups for the 2016 study
period and to minimize the impact of numerical errors in WRF lateral boundaries,
the model domain was reduced to a smaller 12-km resolution CONUS (12US2) grid
that has 396×246 grid cells (Figure 3.1) during the process.
As another critical component of air quality models, emissions were prepared
using the National Emissions Inventory Collaborative (NEIC) 2016v1 emission modeling platform (EMP) (NEIC, 2019; https://www.epa.gov/air-emissions-modeli
ng/2016v1-platform, accessed 24 July 2022), whose processing core is the SMOKE
version 4.7 (Baek and Seppanen, 2019; https://github.com/CEMPD/SMOKE/tree/
SMOKEv47 Oct2019, accessed 24 July 2022). This is to maintain consistency with
EPA’s 2016 air quality modeling effort. Assuming that the anthropogenic and fire
emissions are not sensitive to the model cloud and solar radiation fields, only one
set of emission inputs was created using outputs from the WRF CNTRL simulation.
Point source emissions (including fire emissions) were calculated offline in SMOKE
and gridded to a three-dimensional fixed model grid to avoid differences that may be
introduced when performing in-line plume rise calculation in CMAQ. On the other
hand, biogenic emission is expected to respond differently to the CNTRL and CLOUD
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solar radiation fields. Therefore, they were processed in-line in CMAQ rather than in
SMOKE.
Finally, air quality simulations were conducted using the CMAQ version 5.2.1
(EPA, 2018b; https://github.com/USEPA/CMAQ/tree/5.2.1, accessed 24 July
2022). The CMAQ is a cutting-edge numerical air quality model that characterizes
the emission, transport, formation, and removal of airborne chemical species. Two
CMAQ simulations were performed using the meteorological fields produced by the
two WRF runs (CNTRL and CLOUD) to quantify the impact of cloud assimilation
on the prediction of ground-level air quality. Chemical initial and boundary condition
input files were collected from the NEIC 2016v1 EMP. Although the chemical initial
condition input file was for a different simulation day, the 10-day spin-up (from 22
May 2016 to 31 May 2016) should produce a reasonable initial condition for this
study. Gas and aerosol phase reactions were simulated using the third revision of the
Carbon Bond version 6 (CB6r3) chemical mechanism (Luecken et al., 2019) and the
sixth-generation aerosol module (AERO6) (Nolte et al., 2015). Other selected CMAQ
science options are summarized in Table 3.3.

3.3

3.3.1

Meteorological impacts of cloud assimilation

Comparison with GOES cloud observations
The impact of cloud assimilation on the placement of WRF clouds was first

quantified using the cloud agreement index (CAI). The CAI is an evaluation metric
devised by White et al. (2018, 2022). In short, the index is based on a contingency
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Table 3.3: CMAQ science options.
Science options

Settings

Gas phase chemistry solver
Aerosol chemistry module
Dry deposition scheme
In-line biogenic emission module
CTM WB DUST
CTM WB DUST
CTM ERODE AGLAND
CTM WBDUST BELD
CTM LTNG NO
CTM WVEL
KZMIN
CTM ILDEPV
CTM MOSAIC
CTM FST
CTM ABFLUX
CTM HGBIDI
CTM SFC HONO
CTM GRAV SETL
CTM BIOGEMIS
CTM PT3DEMIS
CTM ZERO PCSOA

CB6r3 (Luecken et al., 2019)
AERO6 (Nolte et al., 2015)
M3Dry
BEIS3
Y
Y
N
BELD3
N
Y
Y
Y
N
N
N
N
Y
Y
Y
N
N
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table that describes different combinations of the model and satellite sky conditions.
Here, the CAI returns 1 when WRF and GOES sky conditions are the same (both
are clear or cloudy) or 0 when sky conditions are different (one is cloud-free while
the other is cloudy). As discussed in Section 3.2.2, a 10% cloud albedo threshold (for
both model and satellite) was used to distinguish clear and cloudy sky conditions due
to uncertainties in the model-predicted and satellite-retrieved cloudiness. The CAI
was computed during the assimilation hours from 1500 to 2300 UTC; the initial assimilation hour, 1400 UTC, was omitted from the calculation to minimize the impact
of assimilation spin-up. It should be noted that the opaqueness of clouds was not
dealt with because the CAI is only a binary metric.
As presented in Figure 3.2, the CAI was relatively higher in the west than in
the east. Since clear days are most commonly seen in California, it had the highest
CAI values (greater than 0.9 in general) across the CONUS domain. In contrast, the
CAI was the smallest in the southeast U.S., where convective clouds occur frequently
and are highly variable. It is also noticeable that the Great Salt Lake Desert in
Utah showed unreasonably low CAI values. This is likely due to systematic errors in
the GOES-13 retrieval system since the algorithm may not correctly handle highly
reflective surfaces (Cheng et al., 2020). While the current cloud assimilation technique
cannot resolve this issue, the overall impact of such errors is considered negligible.
After assimilating GOES clouds, the agreement between WRF and GOES clouds
was improved over most of the CONUS, with a few exceptions in California, over
the ocean to the west of California, and some other coastal and mountain areas.
Possible reasons that cause these exceptions include (1) uncertainties in the GOES
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Figure 3.2: Spatial distribution of the CAI (model estimates versus GOES-13 retrieval) for 01 June 2016 through 30 September 2016. (a) CNTRL CAI and (b) CAI
difference between two simulations. Note that positive values in (b) indicate improvements in the cloud agreement after assimilating the GOES-13 cloud product.
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retrieval system (due to large satellite viewing angles for the west and not considering
the terrain/elevation effects on surface insolation) (Cheng et al., 2020) and (2) the
cloud assimilation technique tends to exaggerate cloud formation if model clouds are
underestimated.
On average, cloud assimilation increased the CAI by ~3.5% for the 2016 study
period (Figure 3.3). This percentage increase was significantly lower than those presented in White et al. (2018, 2022). The difference in domain coverage can partially
explain it: the marine stratiform cloud region adjacent to California, an area with
highly degraded cloud agreement that reduced the overall improvement (Figure 3.2b),
was not fully covered in White et al. (2018, 2022). Meanwhile, previous sensitivity
studies noticed a reduced efficacy when performing cloud assimilation if both PleimXiu LSM and ACM2 PBL schemes are implemented in WRF simulations (not shown).
Similar findings were also reported in White et al. (2022). However, to maintain consistency with EPA’s 2016 modeling effort, the PX-ACM2 scheme was still selected
to demonstrate the impact of cloud assimilation on ozone prediction even with reduced effectiveness. In addition, the episodic effect of cloud assimilation can be much
stronger under certain circumstances. Still, the improvement was significantly reduced when averaged over the whole model domain and the entire study period.

3.3.2

Impacts on surface meteorological fields
It is also essential to evaluate model-estimated surface insolation since changes

in model clouds directly affect the prediction of solar radiation with direct impact on
air quality simulations. This was accomplished by comparing the WRF surface in-
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Figure 3.3: Variation of the domain mean CAI for 01 June 2016 through 30 September 2016. Dashed red and dotted blue lines represent the CNTRL and the CLOUD
simulations.
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solation field to ground-based pyranometer observations from the USCRN (Diamond
et al., 2013; https://www.ncei.noaa.gov/pub/data/uscrn/products/subhourl
y01/, accessed 04 August 2022). Similar to the evaluation of the GOES-16 surface
insolation product in Chapter 2, every twelve consecutive 5-min USCRN observations
around the hour (e.g., between 1930 and 2030 UTC) were averaged and paired with
the instantaneous model output of the grid cell that contains the pyranometer on the
hour (e.g., 2000 UTC). The purpose of this strategy is to account for differences between model estimates (spatial averages) and pyranometer measurements (temporal
averages), as well as the effects of moving clouds on surface insolation (White et al.,
2018; Cheng et al., 2020).
Figure 3.4 presents the absolute bias and error differences of surface insolation
between two WRF simulations. The CLOUD simulation reduced model bias and error
at most USCRN stations across the CONUS, many of which are located in areas
that favored convective clouds in summer (in the southeast, over elevated regions,
or near water bodies). Degraded model bias was shown at 14 monitors: one in
Florida and one in South Carolina had more than 30 W m−2 degradation, while the
degradation was near or below 15 W m−2 at other stations. Most of these sites were
near the coast, where marine stratiform clouds frequently form. However, the model
error remained nearly unchanged or improved at these stations. On average, cloud
assimilation reduced model surface insolation bias and error by 7.1 W m−2 (13.1%)
and 7.0 W m−2 (3.8%), respectively, over the entire domain, and the coefficient of
determination (R2 ) was also slightly improved (Table 3.4).
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Figure 3.4: Spatial distribution of surface insolation statistics (model estimates
versus USCRN pyranometer observations) for 01 June 2016 through 30 September
2016. (a) Absolute bias difference between two simulations and (b) error difference
between two simulations. Note that negative values indicate improved statistics after
assimilating GOES-derived cloud products.

Table 3.4: Domain-wide averaged surface insolation statistics (model estimates versus USCRN pyranometer observations) for 01 June 2016 through 30 September 2016.

CNTRL
CLOUD

Bias (W m−2 )

Error (W m−2 )

R2

54.4
47.3

183.5
176.5

0.878
0.893
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In addition, other important variables that need to be evaluated in air quality
studies include temperature, humidity, and wind. To ensure that these model fields
are not significantly degraded due to cloud assimilation, model surface temperature,
mixing ratio, and wind speed were compared to the National Weather Service (NWS)
surface observations (NWS, 1987). Results indicate that these fields were either
slightly improved or degraded after assimilating GOES-13 cloud observations (see
Figures B.1 to B.9 in Appendix B for details). White et al. (2018, 2022) also showed
similar behavior in these fields.

3.4

Overall impact of cloud assimilation on ground-level ozone prediction

Ground-level ozone mixing ratios predicted by the CMAQ were compared to
observations from the Air Quality System (AQS) to quantify the impact of cloud
assimilation on air quality simulations. The AQS is a national database that collects
ambient air pollution data from the EPA, state, local, and tribal air pollution control
agencies. The AQS pre-generated hourly data files (https://aqs.epa.gov/aqsweb
/airdata/download files.html, accessed 17 January 2022) were processed for use
in model evaluation. During the 2016 study period, ground-level ozone observations
were available at more than 1000 AQS stations across the model domain. Groundlevel ozone bias, error, and coefficient of determination (R2 ) were calculated at each
AQS site and split into daytime and nighttime categories. Since the CAS is only active
during daylight hours, the evaluation focused more on daytime model performance.
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Table 3.5: Domain-wide averaged ground-level ozone statistics (model estimates
versus AQS observations) for 01 June 2016 through 30 September 2016.
Bias (ppb)

Error (ppb)

R2

CNTRL

All
Daytime
Nighttime

3.4
3.3
3.6

11.3
10.5
12.3

0.690
0.696
0.566

CLOUD

All
Daytime
Nighttime

2.4
2.2
2.7

11.2
10.4
12.2

0.695
0.699
0.569
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3.4.1

Ground-level ozone statistics over the CONUS
As summarized in Table 3.5, the domain-averaged ground-level ozone bias was

3.4 ppb for the CNTRL simulation, while it was reduced by 1.0 ppb (29% reduction in
bias) after assimilating GOES-13 cloud observations. The improvements in error and
R2 values were not significant. All ground-level ozone statistics were better during
the daytime, and the bias was reduced more effectively.
It is shown in Figure 3.5 that the CNTRL simulation overestimated groundlevel ozone concentration during daylight hours over the CONUS, except in California’s Central Valley, where the ozone was negatively biased. The daytime ground-level
ozone bias was nearly uniformly distributed across the model domain, and the mean
error was ~10 ppb. In the CLOUD run, daytime ozone bias and error were reduced
successfully in the eastern U.S. and the Rocky Mountains. In summer, convective
activities are generally more frequent in the southeast and over the Rockies, where
clouds tend to be more transient and spatially variable than elsewhere. Also, the
southeast states are substantially covered by vegetation. Owing to these factors,
cloud assimilation is expected to significantly affect ground-level ozone prediction in
these areas by sequentially correcting the placement of clouds, surface insolation, biogenic VOC emission rates, and photochemical reaction rates during the day. This is
proved by Figure 3.5c, as the ground-level ozone bias was reduced by ~4–5 ppb at
two-thirds of the AQS sites in such regions.
On the contrary, California has less vegetation and is nearly free of clouds.
Therefore, cloud assimilation is not expected to significantly affect ground-level ozone
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Figure 3.5: Spatial distribution of daytime ground-level ozone statistics (model
estimates versus AQS observations) for 01 June 2016 through 30 September 2016. (a)
CNTRL bias, (b) CNTRL error, (c) absolute bias difference between two simulations,
and (d) error difference between two simulations. Note that negative values in (c)
and (d) indicate improved statistics after assimilating the GOES-13 cloud product.
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concentrations in California. The CNTRL run had a reasonable estimate of clouds
over California’s Central Valley. However, assimilating satellite cloud observations
reduced the cloud agreement in this area during the 2016 study period (Figure 3.2).
The preliminary analysis indicated that cloud assimilation tends to overcompensate
for the under-predicted cloudiness off the California coast, thus producing more clouds
than expected. In addition, the degradation is also partly due to the errors in the
insolation retrievals as discussed in Chapter 2 and perhaps can be alleviated by using
GOES-west insolation retrievals in California. Further investigation is needed to understand why cloud assimilation performed poorly in California. However, addressing
this issue is beyond the scope of this study.
After sunset, photochemical reactions are terminated, and ground-level ozone
concentration falls rapidly. In this situation, the accuracy of ground-level ozone prediction is very sensitive to the accuracy of nocturnal PBL (Li and Rappenglueck,
2018). As shown in Figure 3.6, nighttime ground-level ozone bias was larger than
during the daytime in the CNTRL simulation. A plausible explanation could be that
excessive vertical mixing is bringing the elevated ozone aloft to the surface. Despite
the fact that the cloud assimilation technique is not designed to impact nighttime
model performance, nocturnal ozone prediction in the CLOUD run was still slightly
improved, especially in the southeast. One possible explanation is that, as less ozone
was produced during the day, this daytime reduction was carried over into nighttime
hours in the simulation. Also, since the development of the PBL was likely improved
in the CLOUD simulation (due to improvements in the model surface radiation budget), the mixing of ozone within the PBL may be more reasonable, leading to a better
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Figure 3.6: Spatial distribution of nighttime ground-level ozone statistics (model
estimates versus AQS observations) for 01 June 2016 through 30 September 2016. (a)
CNTRL bias, (b) CNTRL error, (c) absolute bias difference between two simulations,
and (d) error difference between two simulations. Note that negative values in (c)
and (d) indicate improved statistics after assimilating the GOES-13 cloud product.
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vertical ozone distribution at night. Further investigation is needed to verify these
ideas.
The ground-level ozone diurnal variation is presented in Figure 3.7. Groundlevel ozone appeared to be over-predicted at all hours. The magnitude of overprediction was highest before sunrise (~1100 UTC) and lowest during the afternoonto-evening transition period. The maximum daytime ozone concentration was observed at 2000 UTC, and the CNTRL bias was ~3.2 ppb at this time of the day.
Daytime ozone performance of the CNTRL simulation was nearly the same as the
EPA/LADCO collaborative simulation results (Figure B.10; more results of EPA’s
2016 air quality modeling study are available at https://www.ladco.org/tech
nical/modeling-results/epa-2016-modeling, accessed 18 January 2022). On
the other hand, the positive ground-level ozone bias at 2000 UTC was reduced by
~1.5 ppb in the CLOUD run, accounting for 47% of the overestimation. It is evident
in Figures 3.5 and 3.6 that ground-level ozone bias and error were not uniformly affected across the CONUS domain, and the diurnal variation depicted in Figure 3.7
indicates the overall model response to the GOES cloud assimilation.

3.4.2

Regional impact on ground-level ozone prediction
The regional impact of cloud assimilation on ground-level ozone prediction was

also quantified. This was done by calculating the mean ground-level ozone bias for 10
EPA regions. As shown in Figure 3.8, the CNTRL simulation overestimated groundlevel ozone concentration in all EPA regions except EPA Region 9 (Pacific Southwest).
This is consistent with the spatial distribution of ozone statistics presented in Fig-
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Figure 3.7: Diurnal variation of ground-level ozone concentration for 01 June 2016
through 30 September 2016. The solid black line indicates surface observations;
dashed red and dotted blue lines represent the CNTRL and the CLOUD simulations. The time axis is in UTC.
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Figure 3.8: Diurnal variation of regional mean ground-level ozone bias for 10 EPA
regions for 01 June 2016 through 30 September 2016. Dashed red and dotted blue
lines represent the CNTRL and the CLOUD simulations. The time axis is in UTC.
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ures 3.5 and 3.6. Among all EPA regions, the most significant ground-level ozone
bias reduction at 20 UTC was ~2.6 ppb (accounting for 58% reduction in bias) in
EPA Region 4 (Southeast), followed by ~2.1 ppb (accounting for 40% reduction in
bias) in EPA Region 6 (South Central) and ~1.9 ppb (accounting for 79% reduction
in bias) in EPA Region 8 (Mountains and Plains). Such remarkable improvements
are likely because summertime convective clouds are more active in these areas. Also,
the southeast has the greatest biogenic VOC emissions due to substantial vegetation
coverage, causing this area to have the largest improvement. In addition, nighttime
ground-level ozone prediction was more accurate over most regions in the CLOUD
simulation. Yet, the magnitude of improvement was smaller than that during daylight
hours.

3.4.3

Case study
Various factors may contribute to errors in the prediction of ground-level ozone

concentration, including but not limited to computational errors, parameterizations,
uncertainties in meteorological and emission input data, and chemical mechanisms.
Since the cloud assimilation technique focuses on modifying model cloud fields, it is
only expected to make significant episodic improvements to air quality simulations
when the largest model error is due to inaccurate cloud prediction. Two cases in the
Metro Atlanta non-attainment area were selected for a detailed demonstration of how
cloud assimilation affects ground-level ozone prediction.
The first case was at the South DeKalb, GA station located in the Atlanta
urban core. This station is usually used to represent Atlanta’s air quality on an
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Figure 3.9: Timeseries of ground-level observations and model predictions at the
South Dekalb, GA site on 10 July 2016. (a) Ozone, (b) NOx , (c) NOz , (d) NOy ,
(e) isoprene, (f) isoprene to NOx ratio, (g) NOz to NOy ratio (air mass photochemical age), (h) insolation, (i) 10-m wind speed, (j) 10-m wind direction, (k) 2-m air
temperature, (l) 2-m mixing ratio, and (m) PBL height. Solid black lines indicate
surface/satellite observations; dashed red and dotted blue lines represent the CNTRL
and the CLOUD simulations. The time axis is in UTC.
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urban scale. Model estimates, ground-based observations, and satellite retrievals at
the South DeKalb site on 10 July 2016 are shown in Figure 3.9. The satellite-retrieved
surface insolation indicates that clouds partially covered this area on the case day.
However, the CNTRL run incorrectly predicted a clear day, leading to excessive solar
radiation. As a result, the isoprene emission rate was overestimated (not shown),
and so was the ground-level ozone production. Note that isoprene emission is a good
indicator of biogenic VOC emissions. Also, isoprene was reported to be the dominant
VOC species with reactivity-weighted concentrations in the Atlanta urban core area
(NOAA, 2017). Ultimately, the daytime ground-level ozone was over-predicted by
more than 20 ppb in the CNTRL simulation.
In contrast, cloud assimilation attempted to produce clouds at the South
DeKalb site (and adjacent grid cells) during the daytime. Although it was not a
perfect match, the agreement between model-estimated and satellite-retrieved surface insolation was improved. Commonly, air quality studies use photochemical
age to describe the timescale of ozone production: an air mass photochemically
ages as more ozone is produced. Here, it is defined as the ratio of nitrogen reservoir species (NOz ≡ HNO3 + PAN + HONO + ...) to reactive nitrogen compounds
(NOy ≡ NOx + NOz ). As evident in Figure 3.9g, the CLOUD run had a slower
ozone production process. This, together with decreased biogenic VOC emissions
(not shown), reduced the daytime ground-level ozone mixing ratio at South DeKalb
by ~30 ppb, making the CLOUD simulation much closer to the observed state.
Figure 3.10 shows model-predicted ground-level ozone mixing ratio, 10-m horizontal wind field, and surface insolation over the Atlanta metropolitan area at 2000
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Figure 3.10: Spatial distribution of ground-level ozone mixing ratio and surface insolation over the Metro Atlanta non-attainment area at 2000 UTC on 10 July 2016.
(a) CNTRL ozone, (b) CLOUD ozone, (c) ozone difference between two simulations,
(d) CNTRL solar radiation, (e) CLOUD solar radiation, and (f) GOES-derived surface insolation. Note that in (a) and (b), the corresponding model-predicted 10-m
horizontal wind streamlines are also presented.
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UTC on 10 July 2016. A stagnant air mass with intense solar radiation was present
over the South DeKalb site in the CNTRL simulation. Therefore, ozone was produced
and trapped in the local area, forming a high ozone center. On the contrary, the model
cloud field was redistributed in the CLOUD run, and the horizontal wind field was
adjusted accordingly. The enhanced southwesterly airflow overcame the stagnant
wind condition, pushing the high ozone air mass farther north and spreading it out.
This resulted in a significant reduction in the ground-level ozone concentration at the
South DeKalb station.
The second selected case was at the Conyers, GA site. The station is about 24
miles east of downtown Atlanta and usually measures the chemically aged air masses
from the Atlanta urban core (NOAA, 2017). Figure 3.11 presents observations and
model estimates at Conyers, GA, on 08 July 2016. An opposite scenario to the
first case is shown in this one: the GOES-13 surface insolation retrieval indicated a
cloud-free sky condition, but the CNTRL run predicted a cloudy day. Assimilating
GOES cloud observations correctly removed the over-predicted clouds at the station,
enhancing the emission of isoprene (not shown) and increasing the concentration of
ground-level isoprene. Also, the reduced model cloudiness accelerated photochemical
reactions, which is expected to produce more ozone.
However, ground-level ozone concentration at the Conyers, GA site decreased
during the daylight hours after performing the cloud assimilation. Considering the
similarity of photochemical age between the two simulations, one can conclude that
the transport might be the major cause of this ozone decrease. Several factors may
contribute to this unexpected outcome. One is the development of PBL in the model.
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Figure 3.11: Timeseries of ground-level observations and model predictions at the
Conyers, GA site on 08 July 2016. (a) Ozone, (b) NOx , (c) NOz , (d) NOy , (e) isoprene,
(f) isoprene to NOx ratio, (g) NOz to NOy ratio (air mass photochemical age), (h)
insolation, (i) 10-m wind speed, (j) 10-m wind direction, (k) 2-m air temperature,
(l) 2-m mixing ratio, and (m) PBL height. Solid black lines indicate surface/satellite
observations; dashed red and dotted blue lines represent the CNTRL and the CLOUD
simulations. The time axis is in UTC.
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The PBL started to grow at ~1500 UTC in both simulations, initiating the mixing
of air masses at the surface layer and aloft. Shortly after, the PBL grew faster in
the CLOUD simulation, making it deeper than in the CNTRL run, and the vertical
mixing became stronger. Consequently, ozone near the surface layer was diluted
within a much deeper PBL.
Another factor is the significant change in the 10-m wind field, which is likely
more relevant to this case. Generally speaking, the Atlanta metropolitan area is VOClimited: most NOx emissions are confined to the urban core and traffic corridors, while
biogenic VOCs are rich in the surrounding vegetated area. The transportation and
mixing of NOx -rich and VOC-rich air masses are crucial to ozone production. In
the CNTRL simulation, a NOx -rich air mass originating from the Atlanta urban core
mixed with a local VOC-rich air mass at Conyers, GA. Although the over-predicted
clouds slowed down photochemical reactions, solar radiation was still strong enough
to produce considerable ozone within a relatively shallower PBL. However, in the
CLOUD run, winds at the Conyers monitor were faster and from the southwest,
bringing NOx -limited air masses from rural areas. Although surface insolation was
stronger and more biogenic VOCs were emitted in the CLOUD simulation, ozone
production remained ineffective as the local air mass was NOx -limited. In addition,
the deeper PBL further diluted the air mass, reducing the ground-level ozone concentration even further.
Both ideas are confirmed in Figure 3.12. Model cloudiness was overestimated
in the Metro Atlanta non-attainment area in the CNTRL run compared to the satellite
retrieval, while cloud assimilation substantially reduced the cloudiness. Meanwhile,
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the NOx -rich air mass from Atlanta’s urban core did not reach Conyers, GA. Therefore, less ozone was produced in the CLOUD simulation due to limited NOx , and
ozone was mixed within a deeper, well-developed PBL, leading to a roughly 20 ppb
reduction in the maximum daytime ground-level ozone at this monitor (Figure 3.11a).

3.4.4

Impact of analysis nudging strategies on ground-level ozone prediction
As mentioned in Section 3.2.2, the CAS ingests GOES cloud observations into

WRF by modifying model winds over the entire domain at all layers. The Conyers, GA
case suggests that such modification in the model wind field may significantly change
the distribution of ground-level ozone. Therefore, there might be scenarios where the
ozone prediction is improved through an indirect path – wind adjustment – when the
cloud assimilation technique does not affect surface insolation (sky conditions are the
same in both simulations).
One such case was identified in the Atlanta metropolitan area. Figure 3.13
presents observations and model predictions at the Kennesaw, GA site on 10 June
2016. In this case, satellite observation indicated a clear day, and both simulations
correctly predicted the sky condition. However, a ~30 ppb ground-level ozone underestimation was corrected in the CLOUD simulation. Since the surface insolation time
series were the same in both runs, meteorological fields, including 2-m air temperature, 2-m humidity, and PBL height, were also nearly identical. The most noticeable
difference between the two simulations appeared in the 10-m horizontal wind fields.
As depicted in Figure 3.14, a high ozone bulge was diluted and pushed away from

85

Figure 3.12: Spatial distribution of ground-level ozone mixing ratio and surface insolation over the Metro Atlanta non-attainment area at 2000 UTC on 08 July 2016.
(a) CNTRL ozone, (b) CLOUD ozone, (c) ozone difference between two simulations,
(d) CNTRL solar radiation, (e) CLOUD solar radiation, and (f) GOES-derived surface insolation. Note that in (a) and (b), the corresponding model-predicted 10-m
horizontal wind streamlines are also presented.
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Figure 3.13: Timeseries of ground-level observations and model predictions at the
Kennesaw, GA site on 10 June 2016. (a) Ozone, (b) NOx , (c) NOz , (d) NOy , (e)
isoprene, (f) isoprene to NOx ratio, (g) NOz to NOy ratio (air mass photochemical age), (h) insolation, (i) 10-m wind speed, (j) 10-m wind direction, (k) 2-m air
temperature, (l) 2-m mixing ratio, and (m) PBL height. Solid black lines indicate
surface/satellite observations; dashed red, dotted blue, and dash-dotted green lines
represent the CNTRL, the CLOUD, and the PBLUV simulations. The time axis is
in UTC.
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Kennesaw, GA, by a strong easterly wind in the CNTRL run. In contrast, the wind
was slower and from the southeast in the CLOUD simulation, making the ozone bulge
more concentrated and centered right over the Kennesaw site at 2000 UTC.
Recall that the CAS attempts to either produce clouds by lifting an air parcel to the condensation level or dissipate clouds by descending the air parcel to the
vaporization level, which is accomplished by modifying the horizontal wind field over
the entire domain and nudging the horizontal wind components at all model layers
(including those within the PBL) during the assimilation hours (1400–2300 UTC).
Therefore, in addition to the assimilation of GOES cloud observations, another difference between the two simulations is the analysis nudging of the horizontal wind
components. The CNTRL model configuration limits the wind nudging to be above
the greater of ~1.5 km and the PBL height. Generally speaking, applying analysis
nudging only above the PBL is preferred in air quality simulations (Odman et al.,
2019; Mai et al., 2020; Dzebre et al., 2019; Spero et al., 2018). This is because nudging within the PBL might impede the development of mesoscale features by pushing
the model towards a synoptic-scale motion state (Dzebre et al., 2019). However, the
cloud assimilation technique requires a different wind nudging strategy to achieve the
necessary dynamical support for producing and removing model clouds. To quantify
the contribution of the modified horizontal wind nudging strategy (in the absence of
cloud assimilation) to the improvement seen at the Kennesaw, GA site on 10 June
2016, a third simulation (labeled as PBLUV) was performed. The PBLUV simulation
uses the same WRF configuration as the CNTRL run, except that the analysis nudg-
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Figure 3.14: Spatial distribution of ground-level ozone mixing ratio and surface
insolation over the Metro Atlanta non-attainment area at 2000 UTC on 10 June
2016. (a) CNTRL ozone, (b) CLOUD ozone, (c) PBLUV ozone, (d) CNTRL solar
radiation, (e) CLOUD solar radiation, and (f) PBLUV solar radiation. Note that in
(a), (b), and (c), the corresponding model-predicted 10-m horizontal wind streamlines
are also presented.
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ing of horizontal wind components is allowed at all model layers during 1400–2300
UTC (to be consistent with the CLOUD simulation).
Results indicated that the PBLUV run predicted a similar daytime groundlevel ozone concentration at the Kennesaw monitor to the CLOUD simulation and
the observation (Figure 3.13). The ~30 ppb difference in ground-level ozone between
the CNTRL and the PBLUV runs could be explained by the change in surface wind
speeds, while the wind directions were almost the same for both simulations. As illustrated in Figure 3.14, the regular analysis nudging strategy (as used in the CNTRL
simulation) produced a strong, non-convergent horizontal wind field at the surface
layer, pushing the air from Atlanta’s urban core to the west and spreading it out over
a larger area. In this situation, the Kennesaw site was located at the edge of the
high ozone bulge, and the local ground-level ozone concentration was relatively lower
(~80 ppb). However, in the PBLUV simulation, nudging horizontal wind components
within the PBL resulted in a stagnant wind field. It prevented the ozone-rich air mass
from being dispersed or transported farther west. As a result, the center of the ozone
bulge was much closer to the Kennesaw monitor, where the model predicted approximately 110 ppb of ozone at the ground level. Further, when comparing the CLOUD
simulation to the PBLUV, the surface wind direction was changed, the surface wind
speed was slightly reduced, but the location of the ozone-rich air mass was barely
affected. This indicates the importance of model wind speed to the distribution of
ground-level ozone under certain circumstances.
The Kennesaw, GA case was unique and should not be generalized. It demonstrated that ozone production and accumulation are very sensitive to how the VOC90

limited urban air mass interacts with the NOx -limited rural air mass. Other cases,
such as the two discussed in Section 3.4.3, did not show improvements in ground-level
ozone predictions when applying the PBLUV horizontal wind nudging strategy alone
(see Figures B.11 to B.14 in Appendix B for details). Nevertheless, the role of the
surface wind field and gridded analysis nudging within the PBL in similar scenarios (ozone non-attainment areas with stagnant wind conditions and successive ozone
exceedance days) requires further investigation.

3.5

Summary of key findings

In this chapter, the GOES cloud assimilation technique was implemented in
retrospective air quality simulations. It was postulated that corrections to the model
cloud field can sequentially improve the estimation of surface insolation, biogenic VOC
emission rates, and photochemical reaction rates, ultimately resulting in a more accurate ground-level ozone prediction. The WRF-SMOKE-CMAQ modeling platform
was used to test this hypothesis. Two air quality simulations were performed to study
the 2016 summer ozone episode: the CNTRL simulation uses the model configuration that applies the best regulatory practices for 2016 air quality studies, while the
CLOUD simulation adds an extra step that assimilates satellite-observed clouds into
the WRF model, using the GOES-13 cloud-top temperature observations and cloud
albedo estimates. Anthropogenic and fire emissions were assumed to be insensitive
to the strength of solar radiation and thus were processed using the CNTRL run meteorological outputs. Conversely, biogenic VOC emissions were expected to respond
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differently to the CNTRL and CLOUD solar radiation fields. Therefore, they were
generated in-line when performing the CMAQ air quality simulations.
The agreement between model and satellite cloud fields was first quantified.
On average, the CAI, a binary agreement index, was improved by ~3.5%, and the
improvement was seen over most of the model domain and throughout the entire study
period. A few exceptions were noticed, most of which were located in California
and the adjacent ocean, likely due to deficiencies in the GOES-13 data products
and the cloud assimilation technique. However, the magnitude of improvement was
significantly lower than those presented in White et al. (2018, 2022), which showed
an 11% improvement. The original cloud assimilation technique was tested with the
Unified Noah LSM with four soil layers (Tewari et al., 2004), the modified fifthgeneration Pennsylvania State University-National Center for Atmospheric Research
(NCAR) Mesoscale Model (MM5) Monin-Obukhov surface layer scheme (Jiménez
et al., 2012), and the Yonsei University (YSU) PBL scheme (Hong et al., 2006) rather
than the PX-ACM2 scheme. It was then realized in several sensitivity tests that using
the Pleim-Xiu LSM and the ACM2 PBL scheme can reduce the efficacy of the cloud
assimilation technique. A similar finding was also reported by White et al. (2022). It
is necessary to look into this issue in the future. Nevertheless, to follow EPA’s 2016
air quality modeling effort, the PX-ACM2 scheme was still selected in this study.
Meanwhile, although not directly shown, there were certain cases where the episodic
impact of cloud assimilation is much more significant. Yet, the improvement was
averaged out substantially when considering the entire model domain and the whole
study period.
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Improvements in the model cloud placement then affected other meteorological
fields. Comparing WRF outputs to the USCRN pyranometer observations indicated
that model surface insolation bias and error were reduced by 13.1% and 3.8% after
assimilating GOES-13 cloud observations. In the meantime, several important surface
meteorological fields, including 2-m temperature, 2-m humidity, and 10-m wind speed,
were evaluated against the NWS observations. Results showed that changes in their
error statistics (due to cloud assimilation) were insignificant.
As expected, changes in the meteorological fields successfully reduced the positive bias in daytime ground-level ozone concentration. Comparing model predictions
to the AQS surface observations showed that the CNTRL simulation overestimated
ground-level ozone concentration by 3.4 ppb on average or 3.2 ppb at 2000 UTC (when
the maximum daytime ground-level ozone mixing ratio was observed). Assimilating
GOES-13 cloud observations into the model improved the prediction of ground-level
ozone at most AQS sites: the positive bias was reduced by 1.0 ppb (29%) on average
or 1.5 ppb (47%) at 2000 UTC. Among 10 EPA regions, the most significant reductions in daytime ground-level ozone bias were seen in the Southeast, South Central,
and Mountains and Plains regions, where summertime convective clouds typically are
more active than in other areas. Meanwhile, the substantial vegetation coverage in
the southeast is likely why this area received the greatest improvement in ground-level
ozone prediction. In addition, California’s Central Valley needs some further study
because the cloud assimilation technique deteriorated the daytime ground-level ozone
under-prediction issue in this area.
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Two cases in the Metro Atlanta non-attainment area were selected to show the
episodic impact of cloud assimilation on ground-level ozone prediction and to illustrate the whole process in detail. One case was at South DeKalb, GA, representing
Atlanta’s urban core, and the other was at Conyers, GA, representing the suburban area of Atlanta. The results confirmed our hypothesis that correcting the model
cloud field by assimilating GOES cloud observations can improve the prediction of
ground-level ozone concentration. This is mainly achieved due to intermediate model
improvements in surface insolation, biogenic VOC emissions, and photochemical reaction rates.
Further, it is noticed that changes in the model wind field may also partially
contribute to the improved ozone prediction. As a matter of fact, there is a second
difference between the two model simulations besides the assimilation of GOES cloud
observations: the analysis nudging of horizontal wind components. In the CNTRL
simulation, horizontal wind components are nudged only above the PBL, a typical
practice adopted by the air quality community. However, the GOES cloud assimilation technique requires the adjusted horizontal wind field to be nudged at all model
layers to take effect. Therefore, a third simulation (PBLUV) that applies the CNTRL
model configuration but nudges analysis horizontal wind components at all model layers during the assimilation hours (1400–2300 UTC) was performed to investigate how
the wind nudging strategy affects the results. As demonstrated by the unique Kennesaw, GA case, the 30 ppb daytime ground-level ozone negative bias was corrected due
to changes in the horizontal wind rather than the model cloud field. It also suggested
the importance of chemical transport on regional air quality.
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CHAPTER 4

ESTIMATION OF LNOX EMISSION FROM GLM LIGHTNING
OBSERVATIONS AND ITS APPLICATION IN AIR QUALITY
MODELING STUDIES

4.1

Overview of LNOx emission
An accurate NOx emission estimate is essential in air quality modeling stud-

ies. When exposed to sunlight and in the presence of hydroxyl radicals (OH), NO2
is photolyzed to produce ozone, one of the six most common ambient air pollutants.
Due to continuous efforts to reduce anthropogenic NOx emissions in the U.S., naturally emitted NOx is expected to be relatively more important (Kang et al., 2019b).
Lightning is an important natural source of NOx , especially in the free troposphere
(Pour-Biazar and McNider, 1995; Bond et al., 2002; Wang et al., 2015), where the
lifetime of NOx is longer than near the surface (Schumann and Huntrieser, 2007).
Lightning is an atmospheric electrical discharge phenomenon caused by charge separation and accumulation during a thunderstorm (Verma et al., 2021). Within a
lightning channel, intensive heating and subsequent rapid cooling convert stable nitrogen (N2 ) and oxygen (O2 ) into NO molecules (Murray, 2016). It was estimated
that lightning activity accounts for 10–15% of the global NOx budget (Schumann and
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Huntrieser, 2007; Kang et al., 2019b), and over 80% of the upper-tropospheric NOx
in summer (Cooper et al., 2009).
Over the past few decades, numerous efforts have been made to quantify the
amount of NOx produced by a single lightning flash based on theoretical calculations
(e.g., Chameides et al., 1977), laboratory experiments (e.g., Peyrous and Lapeyre,
1982), cloud-scale chemical transport model (CTM) simulations (e.g., Ott et al.,
2010), ground-based observations (e.g., Wada et al., 2019), and satellite-based columnar measurements (e.g., Bucsela et al., 2010; Pickering et al., 2016). However, since
the production rate of NOx from lightning is a complex function of peak current,
channel length, strokes per flash, air density, and energy dissipation rate, the estimate is still highly uncertain (Cooper et al., 2009; Koshak et al., 2014a, 2015; Murray,
2016). Schumann and Huntrieser (2007) conducted a comprehensive literature review
that summarized studies between 1976 and 2007 and reported the best estimate of the
production per flash (PPF) rate of LNOx to be 250 (32.5–675) moles NOx per flash.
Murray (2016) subsequently updated the range of LNOx PPF rate to be 17–700 moles
NOx per flash.
The accuracy of LNOx emission estimates depends highly on two factors: (1)
whether the calculation is stroke-based or flash-based, and (2) how the contribution
of intra-cloud (IC) and cloud-to-ground (CG) flashes to the LNOx PPF rate is determined. A stroke is a single lightning discharge, and a flash comprises one or more
discharges (strokes). An IC flash may consist of one or more IC discharges, while
a CG flash includes at least one CG stroke and may contain additional IC or CG
strokes. Common sense is that a lightning flash with a longer channel length or a
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higher peak current can produce more LNOx . Studies have shown that CG flashes are
generally stronger in peak current, longer in channel length, and larger in area extent
than IC flashes (Rakov and Uman, 2003; Koshak et al., 2009; Koshak, 2010; Koshak
et al., 2014a; Mecikalski and Carey, 2018a). As a result, a single CG flash may produce up to 10 times more NOx than an IC flash (Koshak et al., 2014a; Carey et al.,
2016; Lapierre et al., 2020). However, a few studies also claimed that the LNOx PPF
rate from IC flashes might be nearly equal to that of CG flashes (Barthe and Barth,
2008; Cooray et al., 2009; Ott et al., 2010). In addition, some studies also pointed
out that a third flash type, known as hybrid flashes, should be separately classified
when estimating LNOx emission (Mecikalski et al., 2017; Mecikalski and Carey, 2017,
2018a). As described in Bitzer et al. (2013), a hybrid flash is initiated as an IC flash
but eventually becomes a CG flash with one or more return strokes. Although hybrid
flashes are usually treated as CG flashes, they can be 40% larger than regular CG
flashes, leading to more NOx production (Mecikalski and Carey, 2018a).
With the capability to continuously monitor lightning activity over the Americas and adjacent ocean regions, the new Geostationary Lightning Mapper (GLM)
onboard the GOES-R series provides an additional opportunity to estimate LNOx
emission over the CONUS. Koshak et al. (2014b) and Koshak (2017) proposed an
approach that uses the TRMM/LIS (Cecil et al., 2014) optical energy observation to
estimate LNOx emission (hereinafter referred to as the β-method). Thanks to the similarity between TRMM/LIS and GLM, the β-method can be applied to GLM lightning
observations to estimate the diurnal variation of LNOx emission, which can hopefully
advance our understanding of tropospheric ozone chemistry. Therefore the following
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will describe how two-dimensional LNOx emission estimates are first derived from
GLM-16 and GLM-17 lightning observations by implementing the β-method. They
are then converted into three-dimensional LNOx input for the air quality model based
on the results of an LNOx production model that simulates the average vertical structure of NOx production from lightning flashes. Finally, the LNOx emission estimates
are applied in a 2019 air quality modeling study to test their potential influence on
tropospheric ozone.

4.2

4.2.1

Estimating LNOx emission using GLM lightning observations
GLM lightning data products
In this study, GLM Level 2 lightning data products distributed at NOAA

CLASS (https://www.class.noaa.gov, accessed 17 February 2022) were used to
estimate LNOx emission. The GLM is an optical charge-coupled device (CCD, a
split frame-transfer device) imager that detects cloud-top lightning illumination at
777.4 nm within a 1-nm spectral bandwidth. The pixel footprint varies from 8 km
at the nadir to 14 km at the limb (Rudlosky et al., 2019). The sensor captures
lightning images at a frame rate of 500 frames per second, rendering a time resolution
of 2 ms per frame. GLM Level 2 data products provide a hierarchy of geo-located
and time-stamped radiant energy measures of lightning events, groups, and flashes.
A GLM event is the smallest unit of lightning that the sensor registers within a
2-ms window over a single 8–14 km pixel footprint; a GLM group consists of one
or more simultaneous events that occur in adjacent satellite pixels; a GLM flash is
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a collection of one or more sequential groups that satisfy a specified temporal and
spatial coincidence threshold (Goodman et al., 2012, 2013). GLM-16 and GLM-17
Level 2 data products reached full validation maturity on 01 November 2018 (Koshak
et al., 2018) and 24 February 2021 (Koshak et al., 2021), respectively.
In a prelaunch assessment, it was predicted that GLM would meet its 70%
flash detection efficiency (DE) and 5% false alarm rate (FAR) requirement; in other
words, GLM would be able to detect at least 70% of the total lightning events, while
the percentage of non-lightning events reported as lightning would not exceed 5%
(Goodman et al., 2013). Since the launch of the GOES-R series, observations from
various ground-based lightning detection networks have been used for GLM performance assessment (e.g., Marchand et al., 2019; Bateman and Mach, 2020; Bateman
et al., 2021; Blakeslee et al., 2020; Murphy and Said, 2020; Zhang and Cummins,
2020; Rutledge et al., 2020). One of the major challenges of such assessment is that
the spatial coverage of ground-based networks is generally limited compared to the
field of view (FOV) of GLM (Bateman and Mach, 2020; Bateman et al., 2021). Most
sensors are land-based and have significantly reduced DE farther away. Although
World Wide Lightning Location Network (WWLLN) (Rodger et al., 2006) is the
only ground-based network with a broader coverage over the ocean, its flash DE is
much lower (Bürgesser, 2017). Another major challenge is that ground-based and
space-borne instruments may not see the same lightning flashes due to differences in
their working principles. GLM is sensitive to optical energy emitted by lightning at
777.4 nm (Goodman et al., 2013), but ground-based sensors monitor a specific range
of radio frequencies (Zhang and Cummins, 2020; Bateman et al., 2021). Meanwhile,
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since optical signals released by lightning can be greatly scattered within thick clouds
(Thomas et al., 2000; Boccippio et al., 2001; Rutledge et al., 2020), GLM has the potential to capture IC flashes that are not observed by some ground-based networks,
but it may also miss less energetic flashes that ground-based instruments can detect.
Marchand et al. (2019) evaluated the performance of GLM-16 over the CONUS
using observations from Earth Networks Total Lightning Network (ENTLN) (Liu and
Heckman, 2011). Results indicated that GLM flash DE is relatively higher in the
southeast U.S. and lower in the western U.S. Zhang and Cummins (2020) evaluated
one year of GLM-16 observations in central Florida using data from the very high
frequency (VHF) Lightning Mapping Array (LMA) at Kennedy Space Center. The
study noticed that GLM flash DE increases with channel length and flash duration,
suggesting that GLM performance may vary with regions and seasons. It also showed
that detecting CG flashes is easier (than IC flashes) since they are usually more energetic. Murphy and Said (2020) used observations from National Lightning Detection
Network (NLDN) (Orville et al., 2002, 2011) and Global Lightning Dataset (GLD360)
(Mallick et al., 2014) to evaluate the performance of GLM-16 and GLM-17 over the
CONUS. Results showed that GLM flash DE decreases substantially on the northwest
corner of GLM-16 FOV and the northeast corners of GLM-17 FOV, particularly for
thunderstorms occurring over land in the late afternoon. It also pointed out that GLM
flash DE is associated with various factors, including flash size, flash optical energy,
cloud optical depth, time of day, and incidence angle at the sensor. Bateman and
Mach (2020) combined observations from several ground-based lightning detection
networks, including WWLLN, ENTLN, GLD360, NLDN, and Canadian Lightning
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Detection Network (CLDN) (Burrows et al., 2002), to create a virtual ground truth
dataset for assessing the performance of GLM-16. It showed that GLM-16 generally meets its 70% flash DE requirement, except for the northwest corner of the FOV,
where flash DE is lower than 50%. Their subsequent study Bateman et al. (2021), suggested that the reduced GLM flash DE issue is likely due to limitations in the ground
truth data, which can be improved by increasing the time coincidence window from
±1 second to ±10 minutes when matching GLM-detected flashes with ground-based
lightning observations.
In addition, a few studies (e.g., Zhang and Cummins, 2020; Blakeslee et al.,
2020) used lightning observations from other space-borne sensors to analyze the performance of GLM data products. Zhang and Cummins (2020) used TRMM/LIS data
as a reference to simulate the behavior of GLM lightning detection, although the
TRMM/LIS mission ended in 2015. Their results showed that if the initial peak of
lightning optical emission (preliminary breakdown) is missed in the first few milliseconds, GLM is not likely to detect any optical signals for more than 100 milliseconds.
Consequently, optical energy released by short-duration IC flashes may not be bright
enough to be captured by GLM, resulting in reduced DE for severe storms with a considerable amount of short-duration IC flashes. Blakeslee et al. (2020) demonstrated
how the LIS onboard International Space Station (ISS/LIS), an optical sensor with a
very similar design to GLM but four times finer spatial resolution (~4 km at nadir),
can be used as a calibration/validation tool for GLM and future satellite-based lightning data products. They also pointed out that GLM-16 flash DE is approximately
77% but reduces to as low as 20–40% over the northwestern U.S. This finding is
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consistent with other studies that compared GLM data with ground-based lightning
detection networks (e.g., Murphy and Said, 2020; Bateman and Mach, 2020).

4.2.2

Estimation of LNOx emission
The method used for deriving three-dimensional LNOx emission estimates in

this study has been described in Wu et al. (2022), which is under peer review. As
the method uses flash optical energy detected by GLM for LNOx emission estimates,
it is unnecessary to use high-frequency GLM event or group data. Therefore, only
GLM flash data was processed to reduce the computational burden. Also, considering that GLM flash DE reduces at large satellite viewing angles, combining GLM-16
flashes in the eastern U.S. with GLM-17 flashes in the western U.S. is expected to
improve the overall DE. After matching NLDN-observed CG flashes (hereinafter referred to as NLDN-CG flashes) with GLM flashes in space and time, Wu et al. (2022)
determined that both GLM-16 and GLM-17 have a reduced matching percentage
(50–60%) around 106.2°W, which is possibly due to (1) degraded GLM flash DE
toward the edge of the sensor FOV and (2) reduced GLM flash DE over elevated
regions where lightning activity is more likely to occur during daylight hours and the
cloud background can be very bright. Their results also indicated that substantially
more (fewer) NLDN-CG flashes could be matched to GLM-16 flashes than GLM-17
flashes east (west) of 106.2°W. Therefore, GLM-16 flashes to the east of 106.2°W and
GLM-17 flashes to the west of 106.2°W were merged and, based on the simulation
requirement of this study, as will be discussed in Section 4.3, aggregated into the
pre-defined 12US2 model grid and grouped hourly before subsequent calculations.
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4.2.2.1

The β-method for deriving two-dimensional LNOx emission estimates

After preprocessing GLM-16 and GLM-17 flash data, the β-method introduced in Koshak et al. (2014b) and Koshak (2017) was then implemented to derive
two-dimensional LNOx emission estimates. The approach uses the lightning optical
energy detected by the satellite to estimate the amount of NOx produced. It is called
β-method since the method relies on calculating a scalar denoted as β that compensates for some of the uncertainties and converts the detected optical energy to the
actual lightning energy. Although the β-method was initially proposed to work with
TRMM/LIS lightning observations, it can be applied to GLM data products with
proper adjustments since the designs of GLM and TRMM/LIS are similar. Also,
since the position of GLM is fixed in the Earth’s latitude-longitude coordinate system, the complicated corrections for TRMM/LIS time-dependent incidence angles
(Equation 2 in Koshak, 2017) are not necessary.
The core assumption of the β-method is that the optical energy received by
GLM from a single lightning flash is a tiny fraction of the tremendous amount of
radiant energy released by the same lightning flash. As GLM is stationary relative to
the Earth, a simplified form of the β-method is then used to estimate the amount of
NOx produced by lightning flash k using Equation 4.1,

Pk =

Y
Qk ,
βk NA
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(4.1)

where Pk is the amount of NOx (in moles) produced by flash k, βk is the fraction of
the total optical energy detected by GLM for flash k, NA (6.022 × 1023 molecules per
mole) is the Avogadro’s number, Y (~1017 molecules per Joule) is the thermochemical
yield of NOx (Borucki and Chameides, 1984), and Qk is the GLM-detected optical
energy (in Joules) from flash k.
Since Qk is provided by the GLM Level 2 data products (GLM flash optical
energy), the only variable needed for obtaining the value of Pk is the dimensionless
scaling factor βk . In general, βk depends on various factors, including properties
of lightning and cloud scattering and instrument characteristics of GLM (Koshak
et al., 2014b; Wu et al., 2022). For a large number of flashes and numerous types
of thundercloud structures, it is assumed that many (but not all) of these factors
average out. Therefore, a fixed (mean) value β can be used for βk , so that the NOx
production by flash k (Pk ) is determined by the detected flash energy (Qk ). With
this assumption, Equation 4.1 becomes

Pk =

Y
Qk .
βNA

(4.2)

Now, to determine a representative value of β, multiple years of GLM flash optical
energy data should be used, and Equation 4.2 is rewritten as

PN
PN
Y
Y
k=1 Qk
k=1 Qk
β=
=
,
PN
NA k=1 Pk
NA N P
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(4.3)

where N is the total number of flashes within a long period (over the entire observational domain) and P is the average amount of NOx produced by lightning flashes.
Recent air quality simulation studies typically assumed P to be 250 to 500
moles per flash (Allen et al., 2010; Ott et al., 2010; Koshak et al., 2014b; Koshak,
2017; Wang et al., 2015; Zhu et al., 2019; Kang et al., 2020). In this study, it was
assumed that, on average, a lightning flash produces 250 moles NOx , a commonlycited LNOx PPF rate in the literature (Schumann and Huntrieser, 2007). With this
assumption, Wu et al. (2022) processed 35 months (February 2019 through December
2021) of GLM-16 and GLM-17 flash optical energy data within the 12US2 domain
and found that 1.53359 × 10−22 is a reasonable estimate for β. Once the value of
β is known, Equation 4.2 is used to estimate the amount of NOx produced by each
lightning flash, and two-dimensional hourly LNOx emission estimates projected on
the 12US2 grid for 22 May 2019 through 30 September 2019 are obtained. Note that
while the estimate of an average β is based on an average production of 250 moles
per flash, the variation in detected optical energy will lead to large variations in the
LNOx production for different flashes.
The β-method for deriving two-dimensional LNOx emission estimates from
GLM observations described above is very straightforward. However, it is worth
emphasizing that this approach has various sources of uncertainty. First, not all
lightning flashes are detected by GLM. Recent assessments indicated that GLM flash
DE is correlated with flash type, flash geometric size, flash optical energy, flash duration, and cloud optical depth and varies with seasons, time of day, and sensor viewing
geometry (e.g., Blakeslee et al., 2020; Murphy and Said, 2020; Rutledge et al., 2020;
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Zhang and Cummins, 2020). For instance, IC flashes are generally less energetic and
shorter than CG (and hybrid) flashes and thus have a lower chance of being detected
by GLM. As a consequence, NOx emitted from the missed IC flashes would not be
counted by the β-method. Second, the 250 moles NOx PPF rate assumption is highly
uncertain (Schumann and Huntrieser, 2007; Murray, 2016), because the amount of
NOx emitted from a single flash depends on various factors, including but not limited
to peak current, channel length, strokes per flash, air density, and energy dissipation
rate (Cooper et al., 2009; Koshak et al., 2014a, 2015; Murray, 2016). Schumann and
Huntrieser (2007) offered 250 moles per flash as the best estimate from a range of
32.5–675 moles per flash estimates. Also, many studies have shown that, on average,
a CG flash produces more NOx than an IC flash (Koshak et al., 2014a; Carey et al.,
2016; Mecikalski et al., 2017; Lapierre et al., 2020). Because of this, several previous
studies assigned larger LNOx PPF rates for CG flashes than IC flashes when estimating LNOx emission (Bond et al., 2001; Lapierre et al., 2020). This study assumes that
the detected optical energy realizes such differences as more NOx will be produced for
more energetic CG flashes than less energetic IC flashes. Third, the ratio of GLMdetected optical energy to the total (β) is an estimate based on the average of nearly
three years of GLM data, which can be improved when longer-term GLM data are
available. Nevertheless, an advantage of the β-method is that all these uncertainties
are combined into a single variable when deriving two-dimensional LNOx emission estimates, allowing easy adjustments by constraining the global LNOx budget in future
studies.
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4.2.2.2

Convert two-dimensional LNOx emission estimates into threedimensional

Since GLM only records two-dimensional lightning information, implementing the β-method alone cannot produce three-dimensional LNOx emission inputs for
air quality modeling studies. As described in Wu et al. (2022), vertical LNOx production profiles created by the NASA Lightning Nitrogen Oxides Model (LNOM)
(Koshak et al., 2009; Koshak, 2010; Koshak et al., 2014a) were adapted to distribute the two-dimensional LNOx emission estimates in the vertical direction. The
LNOM is a flash-based model that ingests LMA VHF source location (and timeof-occurrence) data and NLDN lightning location, time-of-occurrence, peak current,
and stroke multiplicity data to compute vertical LNOx production profiles. It first
uses NLDN and LMA data to determine the type of each flash (CG or IC) within
the LNOM analysis cylinder, which has a comparable volume to one model column.
Then, LMA VHF sources are analyzed to estimate the total channel length of each
CG or IC flash. The model also partitions each lightning flash within the analysis cylinder into 10-m segments to determine the altitude distribution. Next, NOx
production from different mechanisms (e.g., return strokes, hot core stepped leaders,
hot core dart leaders, stepped leader corona sheaths, K-changes, continuing currents,
and M-components) is parameterized for each 10-m segment. These parameterizations are based on laboratory results provided by Wang et al. (1998), theoretical
results described in Cooray et al. (2009), and additional simplifying assumptions
discussed in Koshak et al. (2014a). Finally, by summing up NOx production from
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all 10-m segments in the analysis cylinder, vertical LNOx production profiles for
both CG and IC flashes are obtained. In this study, LNOM data archives generated and distributed by the NASA Global Hydrology Resource Center (GHRC)
(https://ghrc.nsstc.nasa.gov/uso/ds docs/lnom/lnom dataset.html, accessed
04 August 2022) were used. Examples of the LNOM profiles for the month of July
and December are presented in Figure 4.1.
In addition, CG and IC flashes contribute differently to NOx production
(Koshak et al., 2014a; Carey et al., 2016; Lapierre et al., 2020). As indicated in
Figure 4.1, NOx production from CG flashes is an order of magnitude larger than
from IC flashes. Also, CG and IC flashes have different vertical distributions of NOx
productions. To take these factors into account when converting the two-dimensional
LNOx emission estimates into three-dimensional, the climatological geographic distribution of the daily (based on calendar date) IC-to-CG ratio (denoted by the Z ratio)
over the CONUS (Boccippio et al., 2001; Medici et al., 2017) is applied simultaneously
with the archived LNOM-derived vertical LNOx production profiles.
It should be noted that using the LNOM vertical LNOx production profiles
and the Z ratio map also introduces uncertainty to the three-dimensional estimates.
The monthly LNOM profiles (Koshak et al., 2014a) adapted in this study were constructed by analyzing lightning observations specifically from the Northern Alabama
LMA (NALMA) (Goodman et al., 2005). Because the size and altitude distribution
of lightning vary with storm types (Mecikalski and Carey, 2017, 2018b) and flash
types (Mecikalski et al., 2017; Mecikalski and Carey, 2018a), the vertical distribution
of LNOx production from individual lightning flash (or thunderstorm) can be signif108
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Figure 4.1: July and December vertical LNOx production profiles for IC and CG
flashes. The vertical increment is 100 m. Adapted from Wu et al. (2022).
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icantly different (Ott et al., 2010; Carey et al., 2016). Also, each geographic region
has its preferable thunderstorm types (Pickering et al., 1998; Mecikalski and Carey,
2018a,b), which feature lightning flashes with different physical characteristics (e.g.,
flash type, size, duration, segment altitude distribution, and optical energy). Due to
these factors, using the NALMA-based LNOM profiles causes the three-dimensional
LNOx emission estimates to be more representative of the area around the NALMA
than the rest of the CONUS. In addition, as the monthly LNOM profiles were based
on multiple years of lightning observations (Wu et al., 2022), they can represent the
climatological mean state, which may or may not be the case for the 2019 study period since the variability of lightning flashes between years could be substantial. One
way of reducing such uncertainty is to update the monthly LNOM profiles using data
from multiple LMA networks (to represent different regions of the CONUS) for the
study period. Furthermore, the Z ratio map (Boccippio et al., 2001; Medici et al.,
2017) was based on multi-year lightning climatology. Therefore, employing it when
partitioning GLM flashes into CG and IC is another source of uncertainty.

4.3

WRF-SMOKE-CMAQ modeling system configuration

To quantify the impact of the estimated LNOx emission on tropospheric ozone,
air quality simulations with and without LNOx were conducted. The WRF-SMOKECMAQ modeling system was used for the air quality simulations that covered the
period of 01 June 2019 through 30 September 2019. The details for the model configuration and results are presented in the following.

110

4.3.1

WRF configuration
The meteorological fields were simulated using WRF version 4.3.1 (https:

//github.com/wrf-model/WRF/releases/v4.3.1, accessed 17 March 2022) for 01
June 2019 through 30 September 2019 on the same 12-km CONUS (12US) domain
as the 2016 WRF simulations (Figure 3.1). A 10-day spin-up (from 22 May 2019 to
31 May 2019) was performed to initialize model fields. Also, a similar WRF configuration to the 2016 CNTRL simulation was selected, which is provided in Table 4.1.
However, the model vertical structure was changed, with more layers and higher vertical resolutions near the top of PBL and the tropopause (Table 4.2). The WRF
namelist (for the first 5.5-day run segment) is provided in Appendix C.
In addition to the model vertical structure, dynamics options for turbulent
diffusion, upper-level damping, and scalar advection were also adjusted (Table 4.3).
The reason is that, when attempting to increase the vertical resolution, several WRF
sensitivity runs failed due to violation of the Courant-Friedrichs-Lewy (CFL) condition near the tropopause. Settings of two failed sensitivity tests are provided in
Table 4.3 and more details on this issue are provided in Appendix D. Although the
two WRF test runs could recover from unstable solutions within a few hours, several
other sensitivity tests crashed shortly after violating the CFL criteria. Therefore, to
make sure that the model can be successfully executed for the entire study period
and that the impact of numerical filters (e.g., upper-level damping) is minimized, the
vertical structure was fine-tuned (Table 4.2) and the damping options were turned
off (Table 4.3) in the final WRF configuration.
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Table 4.1: WRF domain setup and physics, analysis nudging, and dynamics options
for the 2019 air quality modeling study.
Domain setup

Settings

Map projection
DX, DY
True latitudes
Standard lontitude
Center of grid
Range of grid

Lambert conformal conic
12 km
33°N and 45°N
97°W
ref lat = 40°N, ref lon = 97°W, ref x = 219.5, ref y = 150.5
s we = 1, s sn = 1, e we = 472, e sn = 312

Physics options
Microphysics
Cumulus
Radiation
Surface layer
Land surface model
Planetary boundary layer

Morrison 2-moment scheme (Morrison et al., 2009)
Multiscale Kain-Fritsch (Zheng et al., 2016)
RRTMG (Iacono et al., 2008)
Pleim (Pleim, 2006)
Pleim-Xiu (Xiu and Pleim, 2001; Pleim and Xiu, 2003)
ACM2 (Pleim, 2007a,b)

Analysis nudging options
Nudging cutoff height
u, v nudging coefficient
T nudging coefficient
q nudging coefficient

Above ~1.5 km and the PBL, whichever is higher
3.0 × 10−4 s−1
3.0 × 10−4 s−1
1.0 × 10−5 s−1

Dynamics options
Model dynamics
Time integration
Vertical coordinate
Turbulence and mixing
Eddy coefficient
6th order diffusion
Upper level damping
Damping depth (m)
Vertical velocity damping
Damping coefficient
Advection options

Non-hydrostatic
Runge-Kutta, 3rd order
Terrain following
Without vertical correction
Horizontal Smagorinsky, 1st order
Off
Off
—
Off
—
Positive definite
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Table 4.2: Model vertical layers and their approximate height above ground level.
Layer

Sigma

Pressure [hPa]

Height [m]

Thickness [m]

Surface
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35

1.0000
0.9975
0.9950
0.9920
0.9880
0.9830
0.9780
0.9730
0.9660
0.9580
0.9490
0.9390
0.9270
0.9140
0.9000
0.8850
0.8690
0.8530
0.8370
0.8210
0.8050
0.7870
0.7680
0.7480
0.7260
0.7020
0.6760
0.6480
0.6200
0.5920
0.5640
0.5360
0.5080
0.4810
0.4550
0.4290

1000.00
997.62
995.25
992.40
988.60
983.85
979.10
974.35
967.70
960.10
951.55
942.05
930.65
918.30
905.00
890.75
875.55
860.35
845.15
829.95
814.75
797.65
779.60
760.60
739.70
716.90
692.20
665.60
639.00
612.40
585.80
559.20
532.60
506.95
482.25
457.55

0.0
20.9
41.8
66.9
100.5
142.7
185.1
227.6
287.4
356.2
434.1
521.4
627.1
742.8
868.9
1005.7
1153.7
1303.8
1456.1
1610.7
1767.7
1947.2
2140.1
2347.3
2580.2
2840.5
3130.2
3452.0
3784.5
4128.6
4485.1
4855.0
5239.7
5625.7
6012.7
6416.1

—
20.9
20.9
25.1
33.6
42.2
42.4
42.5
59.8
68.8
77.9
87.3
105.7
115.7
126.1
136.8
148.0
150.1
152.3
154.6
157.0
179.5
193.0
207.1
232.9
260.3
289.8
321.8
332.5
344.0
356.5
370.0
384.6
386.0
387.0
403.4
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Table 4.2: (continued )
Layer

Sigma

Pressure [hPa]

Height [m]

Thickness [m]

36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56

0.4040
0.3790
0.3550
0.3330
0.3120
0.2920
0.2730
0.2540
0.2350
0.2160
0.1970
0.1780
0.1590
0.1400
0.1200
0.1000
0.0800
0.0600
0.0400
0.0200
0.0000

433.80
410.05
387.25
366.35
346.40
327.40
309.35
291.30
273.25
255.20
237.15
219.10
201.05
183.00
164.00
145.00
126.00
107.00
88.00
69.00
50.00

6820.9
7244.0
7669.2
8076.9
8483.9
8889.3
9292.1
9714.0
10157.0
10623.8
11117.2
11640.9
12199.2
12797.6
13478.7
14222.8
15044.5
15964.4
17013.3
18240.2
19731.7

404.8
423.1
425.2
407.8
407.0
405.4
402.8
421.9
443.1
466.8
493.4
523.7
558.3
598.5
681.1
744.1
821.7
919.9
1048.9
1226.9
1491.5
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Table 4.3: Comparison of dynamics options used in the 2016 and 2019 WRF simulations. Settings for two 2019 sensitivity tests are also included.
2016
Model dynamics
Time integration
Vertical coordinate
Turbulence and mixing
Eddy coefficient
6th order diffusion
Upper level damping
Damping depth (m)
Vertical velocity damping
Damping coefficient
Advection options

2019

Non-hydrostatic
Runge-Kutta, 3rd order
Hybrid
Terrain following
Without vertical correction
Horizontal Smagorinsky, 1st order
No Up-gradient Off
W-Rayleigh
Off
5000
—
On
Off
0.05
—
Monotonic
Positive definite
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Test 1

Test 2

With vertical correction
No Up-gradient
W-Rayleigh
5000
10000
On
On
0.2
0.2

4.3.2

Emission processing
Since the 2019-specific emission inputs were not available at the beginning of

this study, the 2016v1 EMP (NEIC, 2019; https://www.epa.gov/air-emission
s-modeling/2016v1-platform, accessed 24 July 2022) was used as the base-year
inventory and projected to 2019 using the SMOKE version 4.7 (Baek and Seppanen,
2019; https://github.com/CEMPD/SMOKE/tree/SMOKEv47 Oct2019, accessed 24
July 2022). No growth factor was set for the future-year emissions processing in this
study, but more accurate anthropogenic and fire emissions are expected when the 2019
EMP (https://www.epa.gov/air-emissions-modeling/2019-emissions-mode
ling-platform, accessed 17 March 2022) becomes available. To reduce disk space
usage and to test CMAQ’s plume rise calculation module, point source emissions were
processed in in-line modes, which output hourly emissions in conjunction with stack
information. Similar to the 2016 air quality modeling study, biogenic emission was
processed in line when performing CMAQ simulations.

4.3.3

CMAQ configuration
Air quality simulations were conducted using the latest CMAQ version 5.3.3

(EPA, 2021c; https://github.com/USEPA/CMAQ/tree/5.3.3+, accessed 04 August
2022), which contains numerous updates that reflect recent advances in science, enhanced functionality, and improved computational efficiency compared to the previous
major release, CMAQ version 5.2.1. Appel et al. (2021) compared results from several
similarly configured 2016 CMAQ simulations to demonstrate the impact of recent sci-
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ence updates in CMAQ. Results indicated that model-predicted monthly mean daily
8-hour average (MDA8) ozone mixing ratios were generally lower in CMAQ version
5.3.1 than CMAQ version 5.2.1, and the positive ozone bias in warmer months was
significantly reduced. In addition, the new Detailed Emissions Scaling, Isolation, and
Diagnostic (DESID) module enables in-line emission scaling for individual or multiple
chemical species, sources of emission, and geographic areas of interest (Murphy et al.,
2021). This feature allows flexible adjustments to, for example, the GLM-derived
LNOx emission estimates.
To quantify the impact of LNOx emission on tropospheric ozone, two CMAQ
simulations were performed on the 12US2 grid. The control simulation (CNTRL) applies the base model configuration with emissions processed and projected from the
2016v1 EMP, while the lightning simulation (LGTNO) also includes the GLM-derived
three-dimensional LNOx emission estimates. Gas-phase reactions and aerosol chemistry were simulated using the CB6r3 chemical mechanism (Luecken et al., 2019)
and the seventh generation aerosol module (AERO7) (Appel et al., 2021). Essential science options are summarized in Table 4.4. Chemical initial and boundary
conditions were extracted and speciated from the Community Atmosphere Model
with Chemistry (CAM-chem) outputs (Buchholz et al., 2019; Emmons et al., 2020;
https://www.acom.ucar.edu/cam-chem/cam-chem.shtml, accessed 10 August
2022).
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Table 4.4: CMAQ science options.
Science options

Settings

Gas-phase chemistry solver
Aerosol chemistry module
Dry deposition scheme
In-line biogenic emission module
CTM OCEAN CHEM
CTM WB DUST
CTM WBDUST BELD
CTM LTNG NO
KZMIN
CTM MOSAIC
CTM FST
PX VERSION
CLM VERSION
NOAH VERSION
CTM ABFLUX
CTM BIDI FERT NH3
CTM HGBIDI
CTM SFC HONO
CTM GRAV SETL
CTM BIOGEMIS

CB6r3 (Luecken et al., 2019)
AERO7 (Appel et al., 2021)
M3Dry
BEIS3
Y
Y
BELD3
N
Y
N
N
Y
N
N
N
Y
N
Y
Y
Y

118

4.4

4.4.1

Results and discussions

Contribution of LNOx emission to total NOx budget
The contribution of LNOx emission to the total NOx budget was first quanti-

fied. As summarized in Table 4.5, approximately 12.43 × 109 moles NOx (or equivalently 0.174 Tg N; 1 Tg = 1012 g) was produced by lightning over the 12US2 CMAQ
domain in the four months from June through September. LNOx accounted for 12–
13% of total or roughly 45% of natural NOx emissions in the summer months (June,
July, and August); in September, the percentages decreased to 8% (of total) and 36%
(of natural). These numbers are comparable to previous studies (Bond et al., 2001;
Zhang et al., 2003; Schumann and Huntrieser, 2007; Murray, 2016; Kang and Pickering, 2018; Kang et al., 2019b) but are at the lower end of the uncertainty range. For
example, Bond et al. (2001) used five years (1995–1999) of NLDN data to estimate
monthly total LNOx emission over the CONUS. They assumed that each CG and IC
flash would produce 1113 and 111.3 moles of NOx , respectively. This is equivalent
to an average LNOx PPF rate of ~400 moles when the flash type is not considered
(approximately 29% of the total flashes are CG). Their results indicated that total LNOx emission in the four months from June through September was roughly
0.323 Tg N. It is almost double the number obtained in this study, probably because
of different LNOx PPF rate assumptions used for the estimation. Bond et al. (2001)
also estimated that LNOx emission accounts for 11–14% of total NOx emission in the
summer months and 5% in September over the CONUS, which are comparable to the
percentages presented in Table 4.5.

119

Table 4.5: Monthly domain total NOx emissions from lightning, anthropogenic, and
soil sources. Round brackets present the contribution percentages of different sources
to the total NOx budget.

June
July
August
September

LNOx
[×109 moles]

Anthropogenic NOx
[×109 moles]

Soil NO
[×109 moles]

Total NOx
[×109 moles]

3.37
3.45
3.65
1.96

19.75
20.59
20.57
19.13

4.20
4.58
4.15
3.42

27.33
28.62
28.37
24.51

(12.4%)
(12.1%)
(12.9%)
(8.0%)

(72.3%)
(72.0%)
(72.5%)
(78.1%)
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(15.4%)
(16.0%)
(14.6%)
(14.0%)

Figure 4.2 presents the spatial distribution of monthly flash density and NOx
emissions from different sources. In the summer months, states in the southeast
U.S. consistently showed high flash density, especially in Florida, along the Gulf
Coast, and along the East Coast. Several other regions, including the central U.S.
(e.g., Texas and Kansas), south of the Great Lakes, and northwestern Mexico (to
the south of Arizona and New Mexico), also experienced a significant amount of
lightning strikes, but their temporal variability was higher. In September, lightning
activity significantly reduced in the southeast U.S., but it became very active over
Iowa and adjacent states. Although the amount of lightning events is highly variable
from year to year, the spatial pattern of monthly flash density is similar to the longterm lightning climatology study by Holle et al. (2016). One may also note that the
monthly flash density reported in Holle et al. (2016) is lower than in this study. The
reason is that Holle et al. (2016) only analyzed CG flashes, but this study included
both CG and IC flashes.
Spatial distribution of monthly total LNOx emission is consistent with flash
density, with relatively higher emissions in the southeast coastal area, central U.S.,
south of the Great Lakes, and northwestern Mexico. The magnitude of LNOx emission
presented here is lower than several recent studies (e.g., Kang and Pickering, 2018;
Kang et al., 2019b, 2020), likely caused by different assumptions regarding the LNOx
PPF rates. For instance, Kang and Pickering (2018) estimated that LNOx emission
accounted for ~20% of the total NOx budget in the summer of 2011. Although they
did not explicitly state their assumptions, they used an LNOx PPF rate of 350–
500 moles, while this study assumed the rate to be 250 moles. In the meantime, since
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Figure 4.2: Spatial distribution of monthly flash density, NOx emissions from different sources, and contributions of lightning/natural sources to total NOx emissions
for June through September 2019. (a) Flash density, (b) LNOx emission, (c) anthropogenic NOx emission, (d) soil NO emission, (e) the percentage of LNOx to total NOx
emissions, and (f) the percentage of natural to total NOx emissions.
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Figure 4.2: (continued )
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Figure 4.2: (continued )
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Figure 4.2: (continued )
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the 2016v1 EMP was used as emission inputs, monthly anthropogenic and soil NOx
emissions are similar to the 2016 air quality modeling study (not shown) and Kang
and Pickering (2018). Also, it appears that the lightning source contributed more to
the total NOx budget in the western U.S. and over the water, where anthropogenic
emissions are insignificant .

4.4.2

Model ozone predictions versus surface and lidar observations
Model-predicted ozone was then compared to AQS ground-based observations

and lidar measurements to show model performance. Ground-level MDA8 ozone
statistics were computed using the Atmospheric Model Evaluation Tool (AMET)
(Appel et al., 2011; https://www.epa.gov/cmaq/atmospheric-model-evaluat
ion-tool, accessed 10 August 2022). As presented in Figure 4.3, ozone statistics
were improved over the whole model domain compared to the 2016 CNTRL simulation, likely due to recent science updates in CMAQ (Appel et al., 2021). On average,
MDA8 ozone bias and error were 1.44 and 6.30 ppb, respectively. Most stations with
more than 5 ppb positive biases were located in the southeast U.S., along the Gulf
Coast, in the northeastern states, and along the West Coast. In contrast, large underpredictions were found in California’s Central Valley and southern Arizona. Ozone
errors at most AQS sites fell within 5–7 ppb, with larger biases mainly located in
California’s Central Valley and near the coastal areas. The impact of LNOx emission
on ground-level ozone statistics was considered insignificant, as mean ozone bias and
error differences were merely 0.14 ppb and 0.03 ppb, respectively. In general, most of
the LNOx is in the free troposphere (impacting background ozone) and its impact on
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Figure 4.3: Spatial distribution of ground-level MDA8 ozone statistics (model estimates versus AQS observations) for 01 June 2019 through 30 September 2019. (a)
CNTRL bias, (b) CNTRL error, (c) absolute bias difference between two simulations,
and (d) error difference between two simulations. Note that negative values in (c)
and (d) indicate improved statistics when considering the LNOx emission.
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ground-level ozone is limited. Predominantly, the extra NOx produced by lightning
would enhance ozone formation (unless the local air mass is VOC-limited, which is
often the case in urban areas). Consequently, under most conditions, adding LNOx
emission to the model would worsen ground-level ozone over-predictions and improve
under-predictions. Since the 2019 CMAQ simulations showed much more ozone overprediction cases than under-prediction in summer, it implies that the inherent uncertainty for other sources of NOx (other than LNOx emission) impacting ground-level
ozone is significant and makes quantifying the impact of LNOx to ground-level ozone
much more difficult.
Lidars are also ideal for assessing air quality simulations since they can continuously measure ozone profiles with a high spatiotemporal resolution. Therefore, modelpredicted ozone profiles were compared to measurements from the Tropospheric Ozone
Lidar Network (TOLNet) (https://www-air.larc.nasa.gov/missions/TOLNet/,
accessed 26 April 2022). One of the six TOLNet lidars, the Rocket-city O3 Quality Evaluation in the Troposphere (RO3 QET) (Kuang et al., 2011, 2013), is located
on the campus of UAH in Huntsville, AL. The accuracy of UAH ozone lidar was
estimated to be within ±10% below 4 km and ±20% below 8 km under most sky
conditions. The performance of ozone lidar can be strongly degraded due to weak
signal-to-noise ratios, which are often caused by optically thick aerosol layers or strong
solar background (Kuang et al., 2011, 2013, 2017). For example, two heavily-loaded
aerosol layers in the lower troposphere covered Huntsville, AL, on 03 June 2019
(https://www.nsstc.uah.edu/atmchem/lidar/data/190603/190603.html,
accessed 30 April 2022), causing uncertain lidar ozone retrievals at high altitudes. As
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Figure 4.4: Ozone profiles at Huntsville, AL, on 03 June 2019. The top-left panel
presents daily averages, while the rest show hourly values. Black lines represent lidar
retrievals. Shaded regions indicate value ranges of lidar measurements. Red and blue
lines represent predicted ozone profiles of the CNTRL and the LGTNO simulations,
respectively. Red and blue horizontal bars in the top-left panel indicate ranges of
corresponding daily mean model biases.
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a result, the discrepancy between lidar observations and model predictions was large
above 6 km (Figure 4.4). Even though adjusting retrieval parameters could reduce
the uncertainty observed in the upper troposphere, the difference between lidar and
model ozone mixing ratios still exceeded 20 ppb in the lower troposphere (Figure 4.5).
Therefore, caution should be taken when interpreting the model-to-lidar comparison
in this case.
An examination of all available lidar ozone profiles at Huntsville, AL, during
the 2019 study period indicated that more consecutive ozone retrievals were available
in August than in other months and that the impact of LNOx emission on tropospheric
ozone was more significant in August. Therefore, the model-to-lidar comparison was
performed for a few selected days in August 2019. Note that ozone retrievals were
adjusted on a few days due to uncertainties in lidar measurements (personal communication with S. Kuang), with the adjustments and their reasons summarized in
Table 4.6.
The results of the model-to-lidar comparisons are presented in Figures 4.6
and 4.7. Since lidar has a higher vertical resolution than the model, it can capture
ozone gradients that CMAQ simulations may miss, causing lidar ozone retrievals to
have more fluctuations than model predictions. Results indicate that model ozone
predictions were generally consistent with lidar observations, especially in the lower
and middle troposphere, suggesting that model outputs can adequately represent the
state of the atmosphere. Also, model ozone bias below 6 km was lower than 10 ppb
in most cases (lidar uncertainty within this altitude range is approximately 5 ppb).
Exceptions were found at 3.5 km on 12 August 2019 and 2 km on 19 August 2019:
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Figure 4.5: Ozone profiles (after adjusting retrieval parameters to reduce uncertainty
due to thick aerosol layers and sunlight interference) at Huntsville, AL, on 03 June
2019. The top-left panel presents daily averages, while the rest show hourly values.
Black lines represent lidar retrievals. Shaded regions indicate value ranges of lidar
measurements. Red and blue lines represent predicted ozone profiles of the CNTRL
and the LGTNO simulations, respectively. Red and blue horizontal bars in the topleft panel indicate ranges of corresponding daily mean model biases.

Table 4.6: Adjustments made to improve lidar ozone retrievals on the selected days.
Date

Sources of uncertainty

Adjustments (Notes)

03
12
13
19
20

Aerosol & solar interference
Laser power decays quickly
Overestimated correction
Aerosol interference
Solar interference

Adjusted retrieval parameters
Reduced signal-induced bias
Slightly adjusted one retrieval parameter
No adjustment (too difficult to correct)
Improved noise simulation equation

June 2019
August 2019
August 2019
August 2019
August 2019
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Figure 4.6: Ozone profiles at Huntsville, AL, on 12 through 13 August 2019. The
top-left panel presents daily averages, while the rest show hourly values. Black lines
represent lidar retrievals. Shaded regions indicate value ranges of lidar measurements.
Red and blue lines represent predicted ozone profiles of the CNTRL and the LGTNO
simulations, respectively. Red and blue horizontal bars in the top-left panel indicate
ranges of corresponding daily mean model biases.
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Figure 4.7: Ozone profiles at Huntsville, AL, on 19 through 23 August 2019. The
top-left panel presents daily averages, while the rest show hourly values. Black lines
represent lidar retrievals. Shaded regions indicate value ranges of lidar measurements.
Red and blue lines represent predicted ozone profiles of the CNTRL and the LGTNO
simulations, respectively. Red and blue horizontal bars in the top-left panel indicate
ranges of corresponding daily mean model biases.
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Figure 4.7: (continued )
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the former showed a ~15 ppb ozone under-prediction, which is partially due to lacking
LNOx emission since the ozone bias was reduced by 2.5 ppb in the LGTNO simulation;
the latter was caused by aerosol interference, because a thick aerosol layer appeared
within the PBL on 19 August 2019 (https://www.nsstc.uah.edu/atmchem/lida
r/data/190819/190819.html, accessed 03 May 2022). In addition, the discrepancy
between lidar observations and model predictions increased above 6 km AGL. A few
factors might contribute to this discrepancy, including inaccurate model predictions
of the time and location of air mass and the stratospheric ozone intrusion, increasing
lidar uncertainty at higher altitudes, and aerosol/solar interferences that cannot be
completely corrected. Adding LNOx emission to the CMAQ simulation increased
ozone concentrations in the middle troposphere by approximately 5–10 ppb, which
reduced the difference between model-predicted and lidar-retrieved ozone in most
cases.
In the meantime, model predictions were also compared to lidar ozone profiles
measured at other TOLNet sites. For instance, Figure 4.8 presents the model-to-lidar
comparison at Hampton, VA, where the NASA Langley Mobile Ozone Lidar (LMOL)
is located (Sullivan et al., 2015). Ozone concentrations predicted by both simulations
were consistent with lidar observations on 20 August 2019. The CNTRL simulation
under-predicted ozone mixing ratio by 5–10 ppb below 4 km, but this discrepancy
was reduced to less than ~4 ppb when LNOx emission was included. Unfortunately,
since no ozone-focused field campaign was active during the 2019 study period, only
a limited quantity of ozone profiles was available for model evaluation.
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Figure 4.8: Ozone profiles at Hampton, VA, on 20 August 2019. The top-left panel
presents daily averages, while the rest show hourly values. Black lines represent lidar
retrievals. Shaded regions indicate value ranges of lidar measurements. Red and blue
lines represent predicted ozone profiles of the CNTRL and the LGTNO simulations,
respectively. Red and blue horizontal bars in the top-left panel indicate ranges of
corresponding daily mean model biases.
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4.4.3

General impact of LNOx emission on tropospheric ozone
To determine the overall impact of LNOx emission on tropospheric ozone,

monthly mean ozone columnar density is quantified for the PBL, the free troposphere,
and the entire troposphere in Dobson Units (DU; 1 DU = 2.687 × 1016 molecules
cm−2 ). Here, the depth of the PBL is set to 2 km, and the tropopause is determined
by the layer at which potential vorticity (PV) equals 2 PV units (since the height
of the tropopause changes with latitude). As summarized in Table 4.7, the domainwide mean tropospheric ozone column ranged from ~35 to 38 DU during the 2019
study period (highest in June and lowest in September). This is consistent with the
estimates from previous studies (e.g., Liu et al., 2006; Ziemke et al., 2011; Cooper
et al., 2014). The overall impact of LNOx emission was not significant: average ozone
enhancements were 0.07 DU (1.02%), 0.43 DU (1.44%), and 0.50 DU (1.37%) for
the PBL, the free troposphere, and the entire troposphere, respectively. It is not
surprising that LNOx emission only contributes to such small ozone enhancements
within the PBL. Theoretically, considerable ozone enhancement would occur when the
emitted LNOx meets a significant amount of VOCs. However, this only occasionally
happens because it is very difficult for the NOx -rich air mass (due to lightning) to
contact a VOC-rich air mass before being diluted. VOC concentrations are limited in
the free troposphere since VOC species are mainly emitted near the surface layer. In
contrast, the amount of NOx produced due to lightning is significantly lower within the
PBL than above. As a result, the influence of LNOx emission on ozone production may
be substantial in certain instances but becomes relatively small after being averaged
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over a large spatial and temporal scale. Previous studies (e.g., DeCaria et al., 2005)
also pointed out similar findings. Furthermore, we used a high PV value (2 PV
units) for separating stratospheric air from troposphere, meaning that we might have
included some of the high stratospheric ozone in this comparison. This makes the
total column ozone too high and masks the impact of LNOx on ozone. Some studies
use 1.5 PV units to separate stratospheric and tropospheric air.
Geographic and temporal variabilities of ozone columns were also examined
to study how the contribution of LNOx emission to ozone enhancement would vary
in space and time. As presented in Figure 4.9, the pattern of ozone enhancement
is consistent with the distribution of flash density and LNOx emission (Figure 4.2).
The overall impact of LNOx emission was substantial in July and August. The
maximum increase in ozone column was located in the southeast U.S. (~5%), followed
by the southwestern U.S. and northwestern Mexico (~4%). In addition, changes in
the free troposphere were greater than within the PBL. A plausible reason is that,
as indicated by the LNOM-derived LNOx PPF profiles (Figure 4.1; Koshak et al.,
2014a; Wang et al., 2015), a significant fraction of the LNOx is released directly
into the middle and upper troposphere. Although VOC concentrations may not be
sufficient at these altitudes, more ozone is produced in the free troposphere than in
the lower atmosphere once these VOCs have direct contact with the NOx -rich air
mass (emitted from lightning) in the presence of sunlight.
Figures 4.10 and 4.11 present monthly and regional mean vertical distributions
of ozone mixing ratios. The CNTRL simulation predicted the highest ozone concentration in June, and monthly ozone variations were within 10%. Differences between
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Table 4.7: Domain-wide averaged ozone columnar density (in Dobson units).

June
July
August
September

PBL
CNTRL
7.075
6.342
6.368
6.707

LGTNO

Free troposphere
CNTRL LGTNO

Entire troposphere
CNTRL LGTNO

7.128
6.423
6.449
6.760

31.056
30.675
29.669
27.929

38.131
37.017
26.038
34.636
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31.338
31.264
30.208
28.246

38.466
37.687
36.657
35.006

Figure 4.9: Spatial distribution of monthly mean ozone columnar density (in Dobson
units) and percentage difference for June through September 2019. (a) CNTRL ozone
column in the PBL, (b) ozone column percentage increase in the PBL, (c) CNTRL
ozone column in the free troposphere (FT), (d) ozone column percentage increase
in the FT, (e) CNTRL ozone column in the entire troposphere (ET), and (f) ozone
column percentage increase in the ET.
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Figure 4.9: (continued )
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Figure 4.9: (continued )
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Figure 4.9: (continued )
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Figure 4.10: Monthly mean vertical distributions of ozone mixing ratios. (a)
CNTRL ozone, (b) ozone differences between the LGTNO and the CNTRL simulations, and (c) ozone percentage differences between the two simulations.

Figure 4.11: Regional mean vertical distributions of ozone mixing ratios. The southeast region is represented by the area east of 100°W and south of 40°N. (a) CNTRL
ozone, (b) ozone differences between the LGTNO and the CNTRL simulations, and
(c) ozone percentage differences between the two simulations.
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regional mean ozone profiles of the whole model domain, the southeast region (east
of 100°W and south of 40°N), and Huntsville, AL, were nearly negligible below 8 km.
The most considerable relative ozone enhancement was captured at 4 km AGL, with
percentage increases of 1.1% (0.7 ppb), 2.2% (1.2 ppb), 2.0% (1.1 ppb), and 1.3%
(0.8 ppb) in June, July, August, and September. Since lightning activity is generally
more vigorous in the southeast U.S., the impact of LNOx emission in this area was
near twice as much as that for the whole domain. Ozone enhancement at Huntsville,
AL, was slightly larger than the average of the southeast U.S., with a 3.8% (2.1 ppb)
increase at 4 km AGL. However, the numbers presented here are lower than other
studies that applied higher LNOx PPF rates (e.g., Wang et al., 2015). Considering
that the contribution of LNOx emission to the total NOx budget estimated in Section 4.4.1 is also lower than in previous studies, there is a need to adjust the 250 moles
LNOx PPF rate assumption in the future, which can be accomplished by constraining the GLM-derived NOx emission estimates using satellite NO2 column retrievals
(Martin et al., 2003; Streets et al., 2013).
Moreover, understanding the impact of LNOx emission on ground-level ozone is
essential for regulatory agencies and policymakers because ground-level ozone directly
affects human health and the environment. Figure 4.12 shows the spatial variation
of average ground-level ozone changes due to LNOx emission. Ozone enhancement
was about 0.5 ppb (1.5%) in the southeast U.S., where lightning strikes frequently
occur (Figure 4.2a). However, the most significant ground-level ozone enhancement
was noticed in New Mexico, Arizona, and northwestern Mexico, where ozone mixing
ratios were increased by ~1.0 ppb (3%). This is possibly associated with the relative
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Figure 4.12: Spatial distribution of mean differences in ground-level ozone, NOx ,
and NOy mixing ratios between the LGTNO and the CNTRL simulations for 01 June
2016 through 30 September 2019. (a) Ozone difference, (b) ozone percentage change,
(c) NOx difference, (d) NOx percentage change, (e) NOy difference, and (f) NOy
percentage change.
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importance of different NOx emission sources, as LNOx emission accounted for up to
75% of total NOx emission in this area (Figure 4.2e). Changes in ground-level NOx
and NOy mixing ratios are also presented in Figure 4.12. Unlike ozone, ground-level
NOx concentration slightly decreased in the eastern U.S. The reason is that NOx is not
chemically conserved (NOx is converted into NOz species when producing ozone). In
contrast, the summation of all reactive nitrogen species, NOy , is conserved if only gasphase reactions are considered and surface loss is ignored. Therefore, adding LNOx
emission into the LGTNO simulation increased ground-level NOy mixing ratios, which
showed a similar spatial pattern as ozone.

4.4.4

Case study

4.4.4.1

Ozone enhancement in the Huntsville area

The impact of LNOx emission on the air quality of the Huntsville area was examined. As indicated by the time-height cross-sections of ozone changes at Huntsville,
AL (Figure 4.13), LNOx emission had a stronger influence in July and August, during which the vertical and temporal extents of ozone enhancements were relatively
larger. The most substantial ozone increase occurred in the middle and upper troposphere, while only a few days showed over 2 ppb ground-level ozone differences.
There appeared to be several interesting cases with more than 20 ppb ozone increase.
Two representative cases were selected to demonstrate how LNOx emission would
contribute to ozone enhancement in the Huntsville area.
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Figure 4.13: Time-height cross-sections of differences in ozone mixing ratios between
the LGTNO and the CNTRL simulations at Huntsville, AL.
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Figure 4.14: Backward trajectory analysis of the air mass that arrive in Huntsville,
AL, at 0700 UTC on 22 August 2019. (a) Backward trajectories of the air mass, (b)
altitude, (c) hourly LNOx emission, (d) ozone difference, (e) NOx difference, (f) NO
difference, (g) NO2 difference, (h) HCHO difference, (i) surface insolation, (j) relative
humidity, and (k) air temperature along the backward trajectories. Black stars mark
the time when the air mass reach the Huntsville area. Other markers show 6-hour
intervals along each trajectory. Colors represent the air mass at different altitudes.
Shaded regions in the time series plots indicate local nighttime hours.
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The first selected Huntsville case is relevant to the model-to-lidar comparison
discussed in Section 4.4.2. At 0700 UTC on 22 August 2019, a ~20 ppb ozone increase
was predicted at 6.5 km AGL. Because chemical transport is an essential process in the
free troposphere due to high horizontal wind speed, NOAA’s Hybrid Single-Particle
Lagrangian Integrated Trajectory (HYSPLIT) model (Stein et al., 2015; https:
//www.ready.noaa.gov/HYSPLIT.php, accessed 13 August 2022) is used to trace the
origin of the air mass that result in ozone enhancement. Figure 4.14 presents backward
trajectories of the air mass between 5 and 8 km AGL that reached Huntsville, AL,
at 0700 UTC on 22 August 2019. All these air mass originated from Missouri and
passed through the area with massive lightning-induced NO emissions in the late
afternoon of 20 August 2019. A large portion of NO was quickly converted into
NO2 . Since sunlight was available during this period, the photolysis of NO2 produced
ozone in the presence of VOCs. After the sun went down, photochemical reactions
were terminated, and the remaining NO was oxidized by ozone. Thus, these air mass
had increasing NO2 mixing ratios but decreasing ozone concentrations. The same
photochemical reaction cycle repeated the next day after sunrise: the rest of the NOx
emission was consumed, and, eventually, ozone concentration raised by up to 20 ppb
along the 6.5 km AGL trajectory. However, ozone biases increased on the morning
of 21 August 2019 and 22 August 2019 between 6 and 8 km AGL (Figure 4.7) after
adding LNOx emission to the CMAQ simulation, suggesting the substantial ozone
enhancement in the middle troposphere might be unrealistic. Theoretically, this can
be improved by correcting model cloud fields before releasing the LNOx emission into
model grid cells, which will be investigated in future studies.
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Figure 4.15: Backward trajectory analysis of the air mass that arrive in Huntsville,
AL, at 1400 UTC on 27 August 2019. (a) Backward trajectories of the air mass, (b)
altitude, (c) hourly LNOx emission, (d) ozone difference, (e) NOx difference, (f) NO
difference, (g) NO2 difference, (h) HCHO difference, (i) surface insolation, (j) relative
humidity, and (k) air temperature along the backward trajectories. Black stars mark
the time when the air mass reach the Huntsville area. Other markers show 6-hour
intervals along each trajectory. Colors represent the air mass at different altitudes.
Shaded regions in the time series plots indicate local nighttime hours.
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Another Huntsville case is associated with the short-duration ozone enhancement occurring at 5 km AGL around 1400 UTC on 27 August 2019. As indicated by
the backward trajectory analysis (Figure 4.15), these air mass came from the northwest direction with faster horizontal winds than in the first case. Lightning-produced
NO was mainly emitted in southeastern Nebraska before sunrise on 26 August 2019.
Unlike the previous case, the location where NO was released along the 5 km trajectory was consistent with the model-predicted clouds (as evidenced by the saturated
condition shown in Figure 4.15j). Although there seemed to be some cloud cover
after sunrise, sufficient sunlight penetrated cloud layers to consume most of the extra
NOx . This resulted in up to 25 ppb ozone enhancement along the middle-tropospheric
trajectories. After overnight transport, the high-ozone plume finally reached the
Huntsville area, leading to local ozone enhancement in the middle troposphere. As
shown by the time-height cross-sections in Figure 4.16, middle-tropospheric ozone
enhancement in the Huntsville area only lasted about 6 hours. One possible reason
is that the ozone-rich and NOx -rich air mass were diluted when traveling, which was
indicated by the reduced thicknesses of the high-ozone and high-NOx plumes. Also,
thunderstorms in the upwind direction were scattered and short-lived (implied by
Figure 4.15c). Consequently, the air mass with large LNOx production had limited
horizontal extents, which could not support ozone enhancement for a longer period
of time.
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Figure 4.16: (a) Time-height cross-sections of differences in ozone concentration
between two simulations at Huntsville, AL, at 1400 UTC on 27 August 2019. Timeheight cross-sections of ozone changes along the (b) 4 km, (c) 4.5 km, and (d) 5 km
backward trajectories, and cross-sections of NOx changes along the (e) 4 km, (f) 4.5
km, and (g) 5 km backward trajectories are also presented. Black stars mark the
time when air mass reach the Huntsville area. Other markers show 6-hour intervals
along each trajectory. Colors represent air mass at different altitudes. Shaded regions
indicate local nighttime hours.
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Figure 4.17: Spatial distribution of the maximum tropospheric ozone enhancement
due to LNOx emission. The magenta circle highlights the case of interest (at 29.970°N,
94.586°W in Texas).
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Figure 4.18: Backward trajectory analysis of the air mass that arrive at 29.970°N,
94.586°W in Texas (marked in Figure 4.17) at 2100 UTC on 29 June 2019. This case
is relevant to the maximum tropospheric ozone enhancement in the CONUS area. (a)
Backward trajectories of the air mass, (b) altitude, (c) hourly LNOx emission, (d)
ozone difference, (e) NOx difference, (f) NO difference, (g) NO2 difference, (h) HCHO
difference, (i) surface insolation, (j) relative humidity, and (k) air temperature along
the backward trajectories. Black stars mark the time when the air mass reach the
Huntsville area. Other markers show 6-hour intervals along each trajectory. Colors
represent the air mass at different altitudes. Shaded regions in the time series plots
indicate local nighttime hours.
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4.4.4.2

Maximum ozone enhancement within the troposphere and at the
ground level

In addition to the Huntsville area, maximum tropospheric and ground-level
ozone enhancements were also examined. Figure 4.17 demonstrates the spatial distribution of maximum tropospheric ozone enhancement, showing that LNOx emission
raised ozone mixing ratios by over 35 ppb at several locations. Among these cases, the
only one within the CONUS area was located in southeast Texas (29.970°N, 94.586°W,
highlighted by the magenta circle), which occurred around 6 km AGL at 2100 UTC
on 29 June 2019.
Performing backward trajectory analysis (Figure 4.18) revealed that two processes contributed to the ~40 ppb ozone enhancement at 6 km AGL: (1) long-range
transport of the air mass that had a higher background ozone concentration from the
northeastern direction could explain 5–10 ppb of the increase; (2) another ~30 ppb
enhancement was attributed to LNOx emission in southwestern Arkansas and western Louisiana around the midnight of 29 June 2019 and in southeastern Texas after
sunrise. Although it is unclear whether the model-predicted cloud field along the
6 km trajectory coincided with the GLM-observed flashes at night, the surface insolation time series (Figure 4.18i) suggests that clouds were produced correctly during
the day at locations where lightning activities were detected. In addition to the
6 km trajectory, 5–30 ppb ozone enhancements were predicted in the middle and
upper troposphere, which were caused by chemical transport, direct LNOx emission, and vertical mixing. A side note is that this Texas case was associated with
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the outflow boundary ahead of a southwestward moving meso-alpha scale cyclone
(https://www.wpc.ncep.noaa.gov/dailywxmap/index 20190629.html, accessed
06 May 2022). In future studies, it might be interesting to investigate how the magnitude of ozone enhancement varies with the scales and types of thunderstorms.
Figure 4.19 presents the spatial distribution of the maximum ground-level
ozone difference between the two CMAQ simulations. Due to LNOx emission, over
half of the model domain received more than 3 ppb surface ozone increase at least
once during the study period. The most considerable ozone enhancement within
the CONUS is observed in southern Utah (37.563°N, 111.085°W, highlighted by the
magenta circle) at 0000 UTC on 05 August 2019.
Backward trajectories of the air mass below 4 km AGL (Figure 4.20) show that
the primary source of the ground-level ozone enhancement was the nearby thunderstorms that occurred just a few hours before the event. After sunrise on 04 August
2019, the air below 2 km started to mix as the PBL grew. The air seemed well
mixed within 6 hours since all layers below 4 km showed a 2 ppb difference in ozone
mixing ratios between the LGTNO and the CNTRL simulations. Later in the afternoon, nearby scattered thunderstorms began to produce NOx . Since these storms
were intermittent and did not last long, solar radiation was available at the scene,
and photochemical reactions continuously produced ozone, the amount of which is
highly dependent on the strength of sunlight. Furthermore, ozone enhancements at
the ground level and the 500 m layer were delayed by one hour. The reason could be
the mixing time scale for bringing the NOx -rich air down to the surface. A large fraction of the extra ozone near the ground level resulted from photochemical reactions
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Figure 4.19: Spatial distribution of the maximum ground-level ozone enhancement
due to LNOx emission. The magenta circle highlights the case of interest (at 37.563°N,
111.085°W in Utah).
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Figure 4.20: Backward trajectory analysis of the air mass that arrive at 37.563°N,
111.085°W in Utah (marked in Figure 4.19) at 0000 UTC on 05 August 2019. This
case is relevant to the maximum ground-level ozone enhancement in the CONUS area.
(a) Backward trajectories of the air mass, (b) altitude, (c) hourly LNOx emission, (d)
ozone difference, (e) NOx difference, (f) NO difference, (g) NO2 difference, (h) HCHO
difference, (i) surface insolation, (j) relative humidity, and (k) air temperature along
the backward trajectories. Black stars mark the time when the air mass reach the
Huntsville area. Other markers show 6-hour intervals along each trajectory. Colors
represent the air mass at different altitudes. Shaded regions in the time series plots
indicate local nighttime hours.
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after the NOx -rich air aloft reached surface. A similar mixing process likely occurred
along the 4 km trajectory. This was implied by the delayed NOx increase at 4 km
AGL, where lightning produced NOx at 20 UTC, but the concentration of NOx did
not increase until 22 UTC.

4.5

Summary of key findings

This chapter first presented the derivation of LNOx emission for the CONUS
area from GLM lightning data products. GLM-16 flashes to the east of 106.2°W and
GLM-17 flashes to the west of 106.2°W were merged to minimize the influence of
reduced GLM flash DE near the edge of the sensor FOV. A simplified β-method was
applied to convert GLM-detected flash optical energy into two-dimensional LNOx
emission estimates. The β-method has a crucial assumption that, on average, a
single lightning flash (regardless of the flash type) would produce 250 moles of NOx .
Even though this method appears very straightforward, it has various sources of
uncertainty that are worth noting. These include, but are not limited to, GLM flash
DE, the ratio of GLM-detected optical energy to the actual total lightning energy (β)
that is based on the average of three years of GLM data, and the 250 moles LNOx
PPF rate assumption used for both CG and IC flashes. An advantage of using β in
the derivation is that it can solely represent all these uncertainties. It is expected
that β (as well as the two-dimensional LNOx emission estimates) can be improved
when using longer-term GLM data or applying more sophisticated LNOx PPF rate
assumptions.
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Because GLM observations do not include vertical information, generating
three-dimensional emission inputs for air quality simulations requires extra information and assumptions. This was achieved by employing LNOM-derived vertical LNOx
production profiles and climatological spatial distribution of the Z ratio. However,
since the LNOM profiles adapted in this study were constructed specifically for Northern Alabama, they might not serve as a good representative for other regions. Also,
as the LNOM profiles were based on long-term lightning observations, substantial
discrepancies could exist between the climatological mean state and the 2019 study
period. Potentially, executing the LNOM model with lightning data collected from
multiple LMA networks (rather than NALMA only) that cover the period of interest
can reduce the uncertainty in the LNOM profiles, leading to improvements to the
three-dimensional LNOx emission estimates. Similarly, the Z ratio distribution was
determined using multi-year lightning observations. Therefore, it is considered another source of uncertainty when being applied to partition the GLM-detected flashes
into CG and IC categories.
Based on the GLM-derived LNOx emission estimates, approximately 0.174 Tg N
of NOx was emitted over the 12US2 domain from June through September 2019, accounting for 12% of the total NOx budget. These numbers are comparable to previous
studies but fell at the lower end of the uncertainty range, indicating that the assumed
250 moles LNOx PPF rate was likely underestimated. More accurate estimates will
become possible after the launch of the NASA Tropospheric Emissions: Monitoring
of Pollution (TEMPO) instrument (Zoogman et al., 2017). TEMPO is a geostationary air quality monitor that measures tropospheric trace gases, aerosols, clouds, and
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water vapor over greater North America every daylight hour. High-resolution total,
tropospheric, and stratospheric NO2 column retrievals will be provided as part of
TEMPO data products. Previous studies (e.g., Martin et al., 2003; Streets et al.,
2013) have shown that tropospheric NO2 column can be used to constrain NOx emissions. Therefore, it is expected that TEMPO will offer an excellent opportunity to
improve the accuracy of the GLM-derived LNOx emission estimates.
Then, two CMAQ simulations were performed to investigate the impact of
LNOx emission on tropospheric ozone: (1) a CNTRL simulation that uses the standard model configuration and emission inventory, and (2) a LGTNO simulation in
which the GLM-derived LNOx emission estimates are included. Comparing modelpredicted ozone mixing ratios to surface and lidar observations showed that both
simulations could reasonably predict tropospheric ozone. The monthly mean tropospheric ozone columns varied from 35 to 38 DU in the CNTRL simulation for June
through September 2019, and adding LNOx emission increased them by approximately 0.50 DU (1.37%). The southeast U.S. showed the most significant enhancement in tropospheric ozone columns (~5%), followed by the southwestern U.S. (~4%)
and northwestern Mexico (~4%). The greatest percentage increase in domain-wide
mean ozone mixing ratios was observed at 4 km AGL, ranging from 1.1% (0.7 ppb
in June) to 2.2% (1.2 ppb in July). The mean ozone enhancement at 4 km AGL was
about 3.8% (2.1 ppb) in the Huntsville area. However, these values were also generally lower than in other studies, re-emphasizing that the GLM-derived LNOx emission
was underestimated in this study. Therefore, it would be necessary to constrain NOx
emissions with TEMPO tropospheric NO2 column retrieval in future studies.
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Finally, backward trajectory analysis was performed for four selected cases to
demonstrate how LNOx emission would affect local air quality. Two Huntsville cases
indicated that long-range transport of the emitted LNOx (and subsequent ozonerich air mass) in the free troposphere could effectively raise ozone mixing ratios at
downwind locations hundreds of miles away within a day or two. The other two cases
were relevant to maximum tropospheric (in southeast Texas) and ground-level (in
southern Utah) ozone enhancement within the CONUS area. In these cases, massive
ozone formation occurred within a few hours of thunderstorms. This suggests that
ozone production might be more efficient if sufficient sunlight and VOCs are available
before the NOx -rich plumes are significantly diluted after long-distance travel. In
addition, the Utah case differed from the other three in that ground-level ozone
enhancement was mainly controlled by vertical mixing of NOx -rich air and delayed
photochemical reactions near surface. This is because lightning only produces a small
quantity of NOx near the surface. As a result, ground-level ozone enhancement is
mainly caused by the vertical mixing of NOx -rich air aloft reaching the surface, and
the significance of direct LNOx emission within the PBL is somewhat negligible.
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CHAPTER 5

CONCLUSIONS AND FUTURE WORK

5.1

Conclusions

Geostationary satellites are valuable instruments since they can monitor the
evolution of large-scale weather patterns and air pollutants over a fixed area. Also,
their observations are ideal for evaluating and improving numerical model predictions. This study explored the potential utility of GOES satellite observations in air
quality simulation studies. Three scientific objectives were accomplished, and their
key findings are summarized below.
First, a cloud assimilation technique was implemented in a 2016 summertime
air quality modeling study. This technique identifies locations where model-predicted
grid-scale clouds disagree with GOES cloud observations and attempts to develop
or inhibit upward motions when needed to produce or dissipate model clouds. The
hypothesis was that correcting model cloud fields would improve surface insolation
estimates, leading to more accurate biogenic VOC emissions, photochemical reaction
rates, and ground-level ozone concentrations.
Results indicated that, on average, the agreement between model-predicted
and satellite-observed clouds was improved by 3.5%. A few exceptions were noticed in
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California and the adjacent ocean, possibly caused by uncertainties in the GOES-13based retrieval system and the cloud assimilation technique. The 3.5% improvement
in model-satellite cloud agreement was significantly lower than in previous studies.
Two factors may have caused this reduced efficacy: (1) differences in model domain
coverage and (2) conflicts between the cloud assimilation technique, the Pleim-Xiu
LSM, and the ACM2 PBL scheme. Despite this, the improvement in model cloud
fields led to 13.1% and 3.8% reductions in surface insolation bias and error, respectively. Meanwhile, statistics of 2-m temperature, 2-m mixing ratio, and 10-m wind
speed were not significantly affected.
Improvements in the model cloud and radiation fields improved ozone predictions in subsequent CMAQ simulations. Assimilating GOES-retrieved cloud products
reduced the predicted daily mean ground-level ozone concentration by 1.0 ppb (29%
reduction in bias). Also, positive ozone bias at 2000 UTC (when maximum daytime
ozone was observed) was reduced by 1.5 ppb (47%). The most substantial corrections
were obtained in EPA Southeast, South Central, and Mountains and Plains regions.
Two cases in the Metro Atlanta area were selected to demonstrate the mechanisms by
which ground-level ozone predictions were improved in detail, and both successfully
proved the hypothesis. A third but unique Atlanta case was presented to show the
importance of the PBL wind field corrections by cloud assimilation in improving the
accuracy of ground-level ozone predictions.
Next, the NASA/UAH GOES-16-based surface insolation product was evaluated by comparing it to USCRN pyranometer observations. This was to demonstrate
that despite the sensor changes and updates to the retrieval algorithm, GOES-16 sur165

face insolation retrievals can deliver the same performance as obtained from GOES-13.
To keep consistency with its predecessor, the GOES-16 product was generated hourly
on the same 4-km CONUS grid as the GOES-13 product. Since the snow contamination issue has not been addressed in the new retrieval system, the assessment was
only performed in the warmer months from 06 June 2019 through 30 September 2019.
Note that caution should be taken to interpret the results because different sources of
uncertainty exist when performing the evaluation: (1) both satellite and pyranometer observations are imperfect, and (2) these two types of instruments have different
working principles – the ABI measures reflected instantaneous, area-averaged narrowband solar radiation, but the pyranometer records time-averaged broadband solar
radiation observation at a single, fixed spot.
The analysis showed that the retrieval system underestimates surface insolation (especially when exceeding ~600 W m−2 ). This resulted in a negative bias of
−12.6 W m−2 (or −2.8% of the mean observed value) for the summer of 2019. In
general, the statistics are comparable to those of the GOES-13 product for the same
period in 2016. However, the sign of the bias is flipped, indicating that surface or
cloud albedo values could be systematically overestimated in the new system. The
under-prediction may be caused by (1) issues in clear-sky composite images (resulting
in misclassified sky conditions) and (2) using original narrow-to-broadband conversion parameters (the radiative transfer process has changed because bandpass of the
GOES-16 ABI red band and the GOES-13 Imager visible band are different).
A similar bias trend was noticed when evaluating NOAA’s DSR product, although it implements a more sophisticated radiative transfer model to retrieve surface
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insolation. This implies that the under-prediction issue may be relevant to the upgrades of the ABI. Further, a sky-condition-based separation revealed that the GOES16 retrieval system might not select the correct radiative transfer model (clear-sky or
cloudy-sky) when estimating surface insolation, which is likely caused by threshold
set for clear-sky composite images. Moreover, it is shown by the spatial distribution
of error statistics that many sites with under-predicted surface insolation are located
in the western U.S., especially within the range of the Rocky Mountains. One possible
reason is that the retrieval system only uses observations from GOES-16 ABI, which
has larger sensor viewing angles for the west than the east. Meanwhile, the neglected
topography effect may also contribute to the negative biases in elevated regions in
the western U.S.
Lastly, LNOx emission was estimated from GLM flash optical energy data
and was applied in a 2019 summertime air quality modeling study. This was to
demonstrate that the use of GLM-derived LNOx emissions in air quality models can
improve model predictions. Because recent assessments indicated that GLM shows
degraded flash DE near the edge of the FOV, GLM-16 and GLM-17 data were merged
to minimize the impact due to this issue. To derive column LNOx emission estimates
within each pre-defined model grid column, a method (referred to as β-method) that
used GLM-detected optical energy was implemented. A critical assumption was that,
on average, a single lightning flash would produce 250 moles of NOx . An advantage
of this approach is that various sources of uncertainty (e.g., GLM flash DE, the
ratio of GLM-detected optical energy to the total, and the 250 moles per flash LNOx

167

production rate assumption) are solely represented by the dimensionless scaling factor,
β, which can be easily adjusted in future studies.
However, the vertical distribution of the detected flashes cannot be provided by
GLM observations. Therefore, extra information and assumptions are needed to convert the two-dimensional LNOx emission estimates into three-dimensional. For this
purpose, LNOM-derived vertical LNOx production profiles (for CG and IC flashes)
and climatological spatial distribution of the Z ratio were selected and adapted. One
should note that these are based on long-term lightning observations and that the
LNOM profiles were created specifically for Northern Alabama. As a result, using
them can introduce uncertainty in the vertical distribution of the three-dimensional
LNOx emission estimates, given that lightning characteristics depend highly on the
type of flashes and thunderstorms, which are strongly correlated with geographic
regions.
It was estimated that 0.174 Tg N was emitted due to lightning activity within
the 12US2 domain from June through September 2019. This accounted for 11.4%
of the total NOx budget for the same area and period. The numbers are consistent
with other studies but are at the lower end of the uncertainty range, suggesting
that LNOx emission was likely underestimated. Two CMAQ simulations, with and
without the GLM-derived LNOx emission estimates, were performed to study the
impact of LNOx emission on tropospheric ozone concentrations. Both simulations
reasonably predicted ozone mixing ratios compared to surface and lidar observations.
The CNTRL simulation predicted ~35 to 38 DU monthly mean tropospheric ozone
column, which was increased by 0.50 DU (1.37%) due to LNOx emission. The use
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of 2 PV units for separating tropospheric and stratospheric air might have caused
to include a portion of high stratospheric ozone in the tropospheric column, abating
the relative impact of LNOx emission on tropospheric ozone. The most substantial
increase in the tropospheric ozone column was observed in the southeast U.S., at
4 km AGL, and in July. At 4 km AGL in the Huntsville area, ozone enhancement
was approximately 3.8% (2.1 ppb). This is lower than previous studies, indicating
that LNOx emission was likely under-predicted in this study.
Performing backward trajectory analysis in four selected cases highlighted the
importance of long-range transport in air quality simulations. Results suggested
that LNOx emission can greatly enhance ozone concentrations at downwind locations
hundreds of miles away in the free troposphere within a day or two. Also, ozone
enhancement is more efficient before the lightning-induced NOx -rich (or ozone-rich)
plumes are significantly diluted during atmospheric transport. In addition, groundlevel ozone enhancement is mainly caused by vertical mixings within the PBL instead
of direct LNOx emission near the surface. This is because lightning only produces
a limited quantity of NOx in the lower atmosphere, causing a diminished impact of
LNOx emission on ozone formation near surface.

5.2

Future work

The results of this study lead to a few research topics for future investigation. First, conflicts between the cloud assimilation technique, the Pleim-Xiu LSM,
and the ACM2 PBL scheme can be studied to improve the efficacy of assimilating
GOES-retrieved cloud products. Next, to improve the performance of the GOES-16169

based surface insolation product, radiative transfer for the ABI red band should be
re-simulated to ensure that the parameters used for narrow-to-broadband conversion
are still accurate. Also, more sophisticated models can be implemented to resolve the
currently neglected or not fully parameterized processes, such as the effect of topography on solar radiation, cloud absorption, Mie (aerosol) scattering, and various weak
gaseous absorption. In addition, β in Equation 4.2 can be adjusted by constraining
the GLM-derived LNOx emission estimates using TEMPO tropospheric NO2 column
retrieval. Further, the LNOM model can be executed using lightning observations
from multiple LMAs for the 2019 study period. This would produce more representative LNOx production profiles for releasing the column LNOx emission estimates in
the vertical direction. Finally, to reduce the inconsistency between model clouds and
LNOx emission, one may simultaneously implement the cloud assimilation technique
and include the GLM-derived LNOx emission estimates when performing air quality
simulations.
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APPENDIX A

SAMPLE WRF NAMELIST FOR 2016 AIR QUALITY STUDY

&time_control
start_year = 2016
start_month = 6
start_day = 1
start_hour = 0
start_minute = 0
start_second = 0
end_year = 2016
end_month = 6
end_day = 6
end_hour = 12
end_minute = 0
end_second = 0
interval_seconds = 3600
input_from_file = .true.
fine_input_stream = 0
history_interval = 60
frames_per_outfile = 1
restart = .false.
write_hist_at_0h_rst = .true.
restart_interval = 1440
auxinput1_inname = ’metoa_em.d<domain>.<date>’
io_form_history = 2
io_form_restart = 2
io_form_input = 2
io_form_boundary = 2
debug_level = 0
io_form_auxinput2 = 2
io_form_auxinput4 = 2
auxinput4_inname = ’wrflowinp_d<domain>’
auxinput4_interval = 60
191

override_restart_timers = .true.
iofields_filename = ’optfld.txt’
ignore_iofields_warning = .true.
/
&domains
time_step = 60
time_step_fract_num = 0
time_step_fract_den = 1
max_dom = 1
dx = 12000
dy = 12000
grid_id = 1
parent_id = 1
parent_grid_ratio = 1
parent_time_step_ratio = 1
i_parent_start = 1
j_parent_start = 1
e_we = 472
e_sn = 312
e_vert = 36
eta_levels = 1.0, 0.9975, 0.995, 0.99, 0.985, 0.98, 0.97, 0.96,
0.95, 0.94, 0.93, 0.92, 0.91, 0.9, 0.88, 0.86, 0.84,
0.82, 0.8, 0.77, 0.74, 0.7, 0.65, 0.6, 0.55, 0.5,
0.45, 0.4, 0.35, 0.3, 0.25, 0.2, 0.15, 0.1, 0.05, 0.0
p_top_requested = 5000
num_metgrid_levels = 40
feedback = 1
smooth_option = 0
use_adaptive_time_step = .false.
/
&physics
mp_physics = 10
ra_lw_physics = 4
ra_sw_physics = 4
radt = 10
sf_sfclay_physics = 7
sf_surface_physics = 7
bl_pbl_physics = 7
bldt = 0
cu_physics = 11
cudt = 10
isfflx = 1
ifsnow = 1
192

icloud = 1
surface_input_source = 1
num_soil_layers = 2
num_land_cat = 40
sst_update = 1
cu_rad_feedback = .true.
prec_acc_dt = 60
pxlsm_smois_init = 0
mp_zero_out = 2
/
&fdda
grid_fdda = 1
gfdda_inname = ’wrffdda_d<domain>’
gfdda_end_h = 132
gfdda_interval_m = 60
io_form_gfdda = 2
guv = 0.0003
gt = 0.0003
gq = 1e-05
grid_sfdda = 1
sgfdda_inname = ’wrfsfdda_d<domain>’
sgfdda_end_h = 132
sgfdda_interval_m = 60
io_form_sgfdda = 2
guv_sfc = 0.0
gt_sfc = 0.0
gq_sfc = 0.0
rinblw = 240.0
fgdt = 0
if_no_pbl_nudging_uv = 1
if_no_pbl_nudging_t = 1
if_no_pbl_nudging_q = 1
if_zfac_uv = 1
k_zfac_uv = 18
if_zfac_t = 1
k_zfac_t = 18
if_zfac_q = 1
k_zfac_q = 18
if_ramping = 0
dtramp_min = 60.0
pxlsm_soil_nudge = 1
/
&dynamics
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w_damping = 1
diff_opt = 1
km_opt = 4
diff_6th_opt = 2
diff_6th_factor = 0.12
damp_opt = 3
base_temp = 290.0
zdamp = 5000.0
dampcoef = 0.05
khdif = 0
kvdif = 0
non_hydrostatic = .true.
moist_adv_opt = 2
scalar_adv_opt = 2
tke_adv_opt = 2
/
&bdy_control
spec_bdy_width = 5
spec_zone = 1
relax_zone = 4
specified = .true.
nested = .false.
/
&grib2
/
&namelist_quilt
nio_tasks_per_group = 0
nio_groups = 1
/
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APPENDIX B

SUPPLEMENT FIGURES FOR THE 2016 AIR QUALITY STUDY
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Figure B.1: Surface mixing ratio diurnal variation averaged over all NWS stations
for 01 June 2016 through 30 September 2016. (a) NWS observations and two model
simulations, (b) model biases, and (c) model errors. Solid black lines indicate surface
observations; dashed red and dotted blue lines represent the CNTRL and the CLOUD
simulations. The time axis is in UTC.
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Figure B.2: Surface temperature diurnal variation averaged over all NWS stations
for 01 June 2016 through 30 September 2016. (a) NWS observations and two model
simulations, (b) model biases, and (c) model errors. Solid black lines indicate surface
observations; dashed red and dotted blue lines represent the CNTRL and the CLOUD
simulations. The time axis is in UTC.
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Figure B.3: Surface wind speed diurnal variation averaged over all NWS stations
for 01 June 2016 through 30 September 2016. (a) NWS observations and two model
simulations, (b) model biases, and (c) model errors. Solid black lines indicate surface
observations; dashed red and dotted blue lines represent the CNTRL and the CLOUD
simulations. The time axis is in UTC.
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Figure B.4: Spatial distribution of daytime surface mixing ratio statistics (model
estimates versus NWS observations) for 01 June 2016 through 30 September 2016. (a)
CNTRL bias, (b) CNTRL error, (c) absolute bias difference between two simulations,
and (d) error difference between two simulations. Note that negative values in (c)
and (d) indicate improved statistics after assimilating GOES-derived cloud products.
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Figure B.5: Spatial distribution of nighttime surface mixing ratio statistics (model
estimates versus NWS observations) for 01 June 2016 through 30 September 2016. (a)
CNTRL bias, (b) CNTRL error, (c) absolute bias difference between two simulations,
and (d) error difference between two simulations. Note that negative values in (c)
and (d) indicate improved statistics after assimilating GOES-derived cloud products.
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Figure B.6: Spatial distribution of daytime surface temperature statistics (model
estimates versus NWS observations) for 01 June 2016 through 30 September 2016. (a)
CNTRL bias, (b) CNTRL error, (c) absolute bias difference between two simulations,
and (d) error difference between two simulations. Note that negative values in (c)
and (d) indicate improved statistics after assimilating GOES-derived cloud products.
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Figure B.7: Spatial distribution of nighttime surface temperature statistics (model
estimates versus NWS observations) for 01 June 2016 through 30 September 2016. (a)
CNTRL bias, (b) CNTRL error, (c) absolute bias difference between two simulations,
and (d) error difference between two simulations. Note that negative values in (c)
and (d) indicate improved statistics after assimilating GOES-derived cloud products.
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Figure B.8: Spatial distribution of daytime surface wind speed statistics (model
estimates versus NWS observations) for 01 June 2016 through 30 September 2016. (a)
CNTRL bias, (b) CNTRL error, (c) absolute bias difference between two simulations,
and (d) error difference between two simulations. Note that negative values in (c)
and (d) indicate improved statistics after assimilating GOES-derived cloud products.
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Figure B.9: Spatial distribution of nighttime surface wind speed statistics (model
estimates versus NWS observations) for 01 June 2016 through 30 September 2016. (a)
CNTRL bias, (b) CNTRL error, (c) absolute bias difference between two simulations,
and (d) error difference between two simulations. Note that negative values in (c)
and (d) indicate improved statistics after assimilating GOES-derived cloud products.
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Figure B.10: Diurnal variation of domain-wide mean surface ozone concentration
for 01 June 2016 through 30 September 2016. The solid black line indicates surface
observations; the dashed red line represents the CNTRL simulation; the dotted blue
shows EPA’s results. The time axis is in UTC. More EPA’s 2016 air quality simulation
results are available at https://www.ladco.org/technical/modeling-results/e
pa-2016-modeling, accessed 18 January 2022
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Figure B.11: Timeseries of ground-level observations and model predictions at the
South Dekalb, GA site on 10 July 2016. (a) Ozone, (b) NOx , (c) NOz , (d) NOy ,
(e) isoprene, (f) isoprene to NOx ratio, (g) NOz to NOy ratio (air mass photochemical age), (h) insolation, (i) 10-m wind speed, (j) 10-m wind direction, (k) 2-m air
temperature, (l) 2-m mixing ratio, and (m) PBL height. Solid black lines indicate
surface/satellite observations; dashed red, dotted blue, and dash-dotted green lines
represent the CNTRL, the CLOUD, and the PBLUV simulations. The time axis is
in UTC.
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Figure B.12: Spatial distribution of ground-level ozone mixing ratio and surface
insolation over the Metro Atlanta non-attainment area at 2000 UTC on 10 July 2016.
(a) CNTRL ozone, (b) CLOUD ozone, (c) PBLUV ozone, (d) CNTRL solar radiation,
(e) CLOUD solar radiation, and (f) PBLUV solar radiation. Note that in (a), (b),
and (c), the corresponding model-predicted 10-m horizontal wind streamlines are also
presented.
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Figure B.13: Timeseries of ground-level observations and model predictions at the
Conyers, GA site on 08 July 2016. (a) Ozone, (b) NOx , (c) NOz , (d) NOy , (e)
isoprene, (f) isoprene to NOx ratio, (g) NOz to NOy ratio (air mass photochemical age), (h) insolation, (i) 10-m wind speed, (j) 10-m wind direction, (k) 2-m air
temperature, (l) 2-m mixing ratio, and (m) PBL height. Solid black lines indicate
surface/satellite observations; dashed red, dotted blue, and dash-dotted green lines
represent the CNTRL, the CLOUD, and the PBLUV simulations. The time axis is
in UTC.
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Figure B.14: Spatial distribution of ground-level ozone mixing ratio and surface
insolation over the Metro Atlanta non-attainment area at 2000 UTC on 08 July 2016.
(a) CNTRL ozone, (b) CLOUD ozone, (c) PBLUV ozone, (d) CNTRL solar radiation,
(e) CLOUD solar radiation, and (f) PBLUV solar radiation. Note that in (a), (b),
and (c), the corresponding model-predicted 10-m horizontal wind streamlines are also
presented.
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APPENDIX C

SAMPLE WRF NAMELIST FOR 2019 AIR QUALITY STUDY

&time_control
start_year = 2019
start_month = 6
start_day = 1
start_hour = 0
start_minute = 0
start_second = 0
end_year = 2019
end_month = 6
end_day = 6
end_hour = 12
end_minute = 0
end_second = 0
interval_seconds = 3600
input_from_file = .true.
fine_input_stream = 0
history_interval = 60
frames_per_outfile = 1
restart = .false.
write_hist_at_0h_rst = .true.
restart_interval = 1440
auxinput1_inname = ’metoa_em.d<domain>.<date>’
io_form_history = 2
io_form_restart = 2
io_form_input = 2
io_form_boundary = 2
debug_level = 0
io_form_auxinput2 = 2
io_form_auxinput4 = 2
auxinput4_inname = ’wrflowinp_d<domain>’
auxinput4_interval = 60
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override_restart_timers = .true.
iofields_filename = ’optfld.txt’
ignore_iofields_warning = .true.
/
&domains
time_step = 30
time_step_fract_num = 0
time_step_fract_den = 1
max_dom = 1
dx = 12000
dy = 12000
grid_id = 1
parent_id = 1
parent_grid_ratio = 1
parent_time_step_ratio = 1
i_parent_start = 1
j_parent_start = 1
e_we = 472
e_sn = 312
e_vert = 57
eta_levels = 1.0, 0.9975, 0.995, 0.992, 0.988, 0.983, 0.978,
0.973, 0.966, 0.958, 0.949, 0.939, 0.927, 0.914,
0.9, 0.885, 0.869, 0.853, 0.837, 0.821, 0.805,
0.787, 0.768, 0.748, 0.726, 0.702, 0.676, 0.648,
0.62, 0.592, 0.564, 0.536,0.508, 0.481, 0.455,
0.429, 0.404, 0.379, 0.355, 0.333, 0.312, 0.292,
0.273, 0.254, 0.235, 0.216, 0.197, 0.178, 0.159,
0.14, 0.12, 0.1, 0.08, 0.06, 0.04, 0.02, 0.0
p_top_requested = 5000
num_metgrid_levels = 40
feedback = 1
smooth_option = 0
use_adaptive_time_step = .false.
/
&physics
mp_physics = 10
ra_lw_physics = 4
ra_sw_physics = 4
radt = 10
sf_sfclay_physics = 7
sf_surface_physics = 7
bl_pbl_physics = 7
bldt = 0
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cu_physics = 11
cudt = 10
isfflx = 1
ifsnow = 1
icloud = 1
surface_input_source = 1
num_soil_layers = 2
num_land_cat = 40
sst_update = 1
cu_rad_feedback = .true.
prec_acc_dt = 60
pxlsm_smois_init = 0
mp_zero_out = 2
/
&fdda
grid_fdda = 1
gfdda_inname = ’wrffdda_d<domain>’
gfdda_end_h = 132
gfdda_interval_m = 60
io_form_gfdda = 2
guv = 0.0003
gt = 0.0003
gq = 1e-05
grid_sfdda = 1
sgfdda_inname = ’wrfsfdda_d<domain>’
sgfdda_end_h = 132
sgfdda_interval_m = 60
io_form_sgfdda = 2
guv_sfc = 0.0
gt_sfc = 0.0
gq_sfc = 0.0
rinblw = 240.0
fgdt = 0
if_no_pbl_nudging_uv = 1
if_no_pbl_nudging_t = 1
if_no_pbl_nudging_q = 1
if_zfac_uv = 1
k_zfac_uv = 20
if_zfac_t = 1
k_zfac_t = 20
if_zfac_q = 1
k_zfac_q = 20
if_ramping = 0
dtramp_min = 60.0
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pxlsm_soil_nudge = 1
/
&dynamics
hybrid_opt = 0
w_damping = 0
diff_opt = 1
km_opt = 4
diff_6th_opt = 0
diff_6th_factor = 0.12
damp_opt = 0
base_temp = 290.0
zdamp = 5000.0
dampcoef = 0.01
khdif = 0
kvdif = 0
non_hydrostatic = .true.
moist_adv_opt = 1
scalar_adv_opt = 1
tke_adv_opt = 1
/
&bdy_control
spec_bdy_width = 5
spec_zone = 1
relax_zone = 4
specified = .true.
nested = .false.
/
&grib2
/
&namelist_quilt
nio_tasks_per_group = 0
nio_groups = 1
/
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APPENDIX D

WRF DYNAMICS OPTIONS

Strong damping adjustments are usually implemented in operational weather
forecasts to prevent the model from crashing due to CFL violation. One of the
strong damping options is the w-Rayleigh damping, which attempts to mitigate the
artificial reflection of gravity-wave energy from the upper boundary (Klemp et al.,
2008; Skamarock et al., 2019). To investigate why WRF crashes after increasing
the vertical resolution, two test runs that apply strong w-Rayleigh damping with
different damping depths (see the last two columns in Table 4.3) were performed
for the first 5.5-day segment of June 2019. Results indicate that the CFL condition
did not hold between 0500 and 0600 UTC on 04 June 2019. Figures D.1 and D.2
show that the CFL violation occurred in northwest Kansas at about 10 km above
ground level (AGL). The magnitude of vertical velocity near the tropopause was so
large (~10 m s−1 ) that the distance an air parcel could ascend within a single time
step (30 s) exceeded the thickness of one model layer (~200 m for the two 2019 test
runs). Also, an unstable model layer was produced in the stratosphere at 0600 UTC.
A composite radar image retrieved from the University Corporation for Atmospheric
Research (UCAR) image archive (https://www2.mmm.ucar.edu/imagearchive/,
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Figure D.1: Vertical velocity at the 42nd model layer (~10 km AGL) at 0600 UTC
on 04 June 2019. (a) 2019 Test 1 and (b) 2019 Test 2. Green circles highlight the
location with violated CFL conditions
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Figure D.2: Profiles of (a) vertical velocity and (b) potential temperature before
and after the violation of CFL conditions at the location marked by green circles in
Figure D.1. Solid and dotted lines indicate 2019 Test 1 and 2019 Test 2, respectively.
The red arrow marks the unstable model layer within the stratosphere.
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accessed 23 March 2022) indicates that a storm was developed in northwest Kansas
near where the CFL criteria were not satisfied (Figure D.3). It is likely that the model
was able to capture the storm, causing the CFL violation. Further investigation into
this issue is necessary since different choices of damping options can affect how air
quality modeling systems resolve stratosphere-to-troposphere ozone transport.
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Figure D.3: A composite radar image over the Central Great Plains at 0600 UTC
on 04 June 2019 (retrieved from the UCAR image archive, https://www2.mmm.uca
r.edu/imagearchive/, accessed 23 March 2022).
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