We present series expansions and moving average representations of isotropic Gaussian random fields with homogeneous increments, making use of concepts of the theory of vibrating strings. We illustrate our results using the example of Lévy's fractional Brownian motion on R N .
Introduction
Let X = (X(t)) t∈R N be a zero-mean, mean-square continuous Gaussian random field starting from the origin, that is, X(0) = 0. Assume that X has homogenous increments, meaning that for every s ∈ R N , the fields (X(t) − X(s)) t∈R N and (X(t − s)) t∈R N have the same finite-dimensional distributions. Moreover, assume that the field is isotropic, that is, for any A from the group of orthogonal matrices on R N it holds that X has the same finite-dimensional distributions as the process (X(At)) t∈R N . Under these assumptions we have the spectral representation for the covariance function of X (see, e.g., [21] ). Here ·, · is the usual inner product on R N , and ρ is a Borel measure satisfying the condition We develop a systematic method to obtain a series expansion and moving average representation for the process X by looking at the radial processes X m l separately. With the spectral measure ρ on R N appearing in (1.1) we associate the symmetric Borel measure μ on the line defined by Next, following the ideas developed in [8] , we exploit the fact that a measure of this type can be viewed as the so-called principle spectral measure of a string with a certain mass distribution. Loosely speaking, μ can be thought of as describing the kinetic energy of a string vibrating at different frequencies (we recall the precise connection in the next section). The general spectral theory of vibrating strings then provides us with the technical tools to obtain the desired representations.
EX(s)X(t) =
Our representation results apply to general Gaussian isotropic random fields with homogeneous increments. As a consequence of the approach we just outlined, the functions and constants appearing in the theorems are connected to the original process X via the mass distribution associated with the spectral measure μ. Hence, in concrete examples one has to compute the particular mass distribution. In general this is difficult, but there is a number of interesting known cases. In the last section of the paper we highlight the case Kacha Dzhaparidze et al. 3 of Lévy's fractional Brownian motion on R N , which is the field with covariance function
where H ∈ (0,1) is the so-called Hurst index. For this process the measure μ has a Lebesgue density equal to a multiple of λ → |λ| 1−2H . The mass distribution associated with this spectral measure was recently computed in [8] . In combination with our general results this leads to representations of Lévy's fracional Brownian motion extending the one-dimensional results of [7] . We also refer to [16] , where closely related results were recently obtained. The rest of the paper is organized as follows. Section 2 recalls the necessary notions from the spectral theory of vibrating strings. In Section 3 we expand the process X in terms of the spherical harmonics and obtain a first moving average-type result using the vibrating string connection. In Sections 4 and 5 this is further developed into general series and moving average representations. In Section 6 we apply the theory to the particular examples of Lévy's ordinary and fractional Brownian motions.
Introduction to theory of strings
In this section we present a short account of the spectral theory of vibrating strings. This theory was initiated by M. G. Krein in a series of papers in the 1950s. Here we essentially follow the account given by Dym and McKean [6] . The proofs of all unproved statements in the present section can be found there. It is said that the string is long if l + m(l−) = ∞ and short if l + m(l−) < ∞. In the case of a short string we need another constant in order to describe the string, that is, the so-called tying constant k ∈ [0,∞]. We define also the Hilbert space
The vibrating string.
The norm on this space is denoted by · m .
With the general string (not necessarily smooth) we can associate the differential operator
where f + ( f − ) denotes the right-(left-) hand side derivative of the function f . It can be proved (cf. [6, 8] 
We consider the differential equation G A = −λ 2 A. Since the spectrum of the operator G is a subset of the half-line (−∞,0] (self-adjoint and negative definite), this equation cannot have a solution in D(G ) if λ 2 is not a real, nonnegative number. However, this equation has solutions for any complex λ 2 . We define the function x → A(x,λ) as the solution of
The function A can be represented (cf. [6, pages 162 and 171]; [13, page 29] ) as follows 
by putting
Another function that will be important in the remainder of this paper is the function
2.2. Spectral measure of the string. We define the so-called resolvent kernel
The name comes from the fact that for any λ 2 outside [0,∞) we can define the resolvent R λ = (−λ 2 I − G ) −1 which can be represented as the integral operator
Having at hand all required notions, we can now formulate the fundamental theorem. 
This measure is called the principal spectral function of the string. Conversely, given a symmetric measure μ on R such that
there exists a unique string for which (2.10) holds true.
To make this assertion less abstract, we will now give the reader some idea of the construction of the principal spectral measure. In case of the short string the spectrum of the operator G is {−ω 2 n : n = 1,2,...} where ω n 's are nonnegative roots of the equation
for every λ, the corresponding eigenfunctions are A(·,ω n ). Now, we define the symmetric measure μ on the real line which jumps by the amount
at the points ±ω n . It is not difficult to show that such a measure, indeed, satisfies (2.10) (we use the fact that eigenvalues of the operator G coincide with eigenvalues of R λ which is compact operator on L 2 (m), hence A(·,ω n ) form a complete system in which we can expand the resolvent kernel). If the string is long, we first cut it to make it short. Then construct the measure for the short string according to the procedure described above and let the cutting point tend to infinity.
The transforms.
In this section we introduce the key concept of odd and even transforms. Let μ be the principal spectral function of the string lmk and let A and B be the functions associated with m. We denote by L 2 even (μ) and L
is one to one and onto. Its inverse is given by
Before introducing the odd analogue of the above, we need to define the space X , which will be the subspace of L 2 ([0,l + k]) (ordinary L 2 -space with respect to Lebesgue measure) of all functions which are constant on a mass-free intervals. Note that k = 0 if the string is long. If k = ∞, we require also that the functions vanish on [l,∞]. The ordinary L 2 -norm is denoted by · 2 .
where m is the derivative of the absolute continuous part of m. Let x(T+) and x(T−) denote the biggest and the smallest root x ∈ [0,l] of the equation
Now we will describe the concept of the Krein space. If x ∈ (0,l) is a growth point of the string lmk, then we define the class K x of all functions f ∈ L 2 (μ) that satisfy
Let us introduce one more notion. The entire function f (z) is said to be of exponential type τ if
(cf. [2, 6] ). Denoting by I T the set of all entire functions f ∈ L 2 (μ) of exponential type less than or equal to T, we can formulate the following Paley-Wiener-type theorem for this set.
Theorem 2.4. Either T < T(l) and I T coincide with the Krein space
In other words, this theorem states that if the function is of finite exponential type, its inverse transforms are supported on a finite interval.
The orthogonal basis.
Let us deal for a while with the short string, assuming l + m(l−) < ∞ with the tying constant k = 0. Consider the family of functions
where the ω n 's are the positive, real zeros of A(l,·) (we suppress the dependence of ω n 's on l, but the reader should keep it in mind). By definition of A and integration by parts we have
Reversing the roles of ω and λ gives
Taking the difference of the above two equalities results in 
where δ k n is Dirac's delta.
Representations of isotropic random fields
It is also true that the family (2.22) spans the function space L 2 (m). To show that, let us suppose that there exists f ∈ L 2 (m) such that for all n ∈ N we have f ⊥A(·, ω n ). It means that
Recall that in the present situation the principal spectral measure of the string has atoms only at the points ±ω n so that
. So, we have proved the following. 
form an orthonormal basis of the function space L 2 (m).
We would also like to have a basis of the corresponding space X . To achieve this goal we use the Christoffel-Darboux-type relation (cf. [6, Section 6.3, page 234])
Combined with (2.25), it yields the corresponding relation for B, that is,
Now, we can prove the following. Proof. The orthonormality is self-evident by virtue of (2.31). The completeness is shown in the same manner as for (2.22) by using the odd transform instead of even one.
As we will see further on, the norms appearing in the basis functions (2.29) and (2.32) will also appear in the series expansions. Therefore, we will derive a simpler representation of these norms. 
∂A(x,γ) ∂γ
In view of the property p n (x) ≤ (n!) −2 [xm(x)] n (see [6, page 162]), we can bound the above integral using
since lm(l) < ∞ by assumption. Hence, we have proved that with some positive finite constant c,
The same property holds for the function B(·,λ). Now, according to formulas (2.25) and (2.31) we can write
(2.38)
Since both limits are 0/0, application of the l'Hospital's rule (knowing from (2.4) that involved functions are smooth enough) gives us, for ω = 0,
(2.39)
Recall A(l,ω n ) = 0 to complete the proof.
So, we have not only found a simple expression for the norms (derivative instead of an integral), but also showed that they are, in fact, the same numbers for A and B.
Representations of the covariance
In this section we present representations of the covariance function of the random field X. The results involve the so-called spherical harmonics. These are classical special functions, constituting an orthonormal basis of the space of square integrable functions on the unit sphere in R N . We denote them by S 
For details about the spherical harmonics, see, for instance, [9] or [20] . Let us just mention here that the functions can be obtained as eigenfunctions of the Laplace-Beltrami operator on the unit sphere. It holds that each S m l is an eigenfunction corresponding to the eigenvalue −l(l + N − 2), and h(l,N) is the dimension of the corresponding eigenspace.
Along with the spherical harmonics, we also make use of the spherical Bessel functions j l , l = 0,1,..., that are defined in terms of the usual Bessel function of the first kind J ν of order ν as follows:
(We suppress the dependence of the function on N in the notation.) Observe that j l (0) = δ l 0 . These two sets of spherical functions are related to each other via the Fourier transform: the result known as the Bochner theorem can be found, for example, in [1, Section 9.10]. We will need below only the following partial result:
where dσ N is the surface area element of the sphere s N−1 (λ) with radius λ in R N and 
and for l > 0, Moreover, by virtue of the Paley-Wiener theorem (cf. [4] or [6] ) we see from (3.7) and from the real and imaginary parts of (3.8) that all the functions G l (r,·) are of exponential type at most r. Thus, we have the following. 
. Moreover, it is an analytic function of finite exponential type less than or equal to r.
Our next task is to obtain the representation (3.14) for the covariance function of the random fields X. Observe first that due to the homogeneity of the increments, EX(s)X(t) = (1/2)(E|X(s)| 2 + E|X(t)| 2 − E|X(t − s)| 2 ). Since, in addition, our field is isotropic, the variance E|X(t)| 2 is a function only of the norm of t. Denoting this function (called by Yaglom [21] the structure function) by D we thus write D( t ) = E|X(t)| 2 . With this notation the covariance can be rewritten as
By putting t = s in (1.1), we get the following spectral representation for the structure function: 3) and (3.4) ). Due to formula (3.3), the representation (3.10) can be rewritten in polar coordinates as
Formula (3.9) for the covariance function then becomes
The following representation of the covariance function is implicit in [16] . Since it serves as starting point in our considerations, we provide an explicit proof.
Theorem 3.2. The covariance function of the isotropic Gaussian random field X with homogeneous increments can be represented as follows:
(3.14)
Proof. Note that h(0,N) = 1, S 1 0 (·) is a constant function for every N and since the spherical harmonics are orthonormal, this constant is given by S 1 0 (·) ≡ 1/ |s N−1 |. Hence, (3.14) is equivalent to
which we are now going to prove. The addition formula (3.5) implies
Taking the integral with respect to dΦ(λ) on both sides we see that the expression on the right-hand side of (3.15) is equal to the integral
But in view of (3.13) we see that also the left-hand side of (3.15) equals to the latter integral. Thus (3.15) holds true.
We now introduce the spectral measure μ defined by
and view it as the principle spectral measure of a unique string lmk in the sense of Theorem 2.1. Note that condition (2.11) is ensured due to (3.11).
Corollary 3.3. The covariance function of the isotropic Gaussian random field X with homogeneous increments can be represented as follows: 20) and the functions A(x,λ) and B(x,λ) are the eigenfunctions associated with the string lmk whose principal spectral measure μ is given by (3.18) .
Proof. Condition (2.11) ensures that the measure μ satisfies the assumptions of Theorem 2.1. By virtue of this theorem there exists an unique associated string with mass m and length l ≤ ∞. Note that the functionǦ l (r,x) is defined as the even or odd (for appropriate l's) inverse transform of the function G l (r,λ). Since transforms are isometries, we have
The proof is completed by applying this to representation (3.14). In section 5 we will return to this subject.
Series expansion
In this section we restrict the parameter t to the ball of radius T, that is,
We consider a string with the same mass function m (associated via Theorem 2.1 with μ defined by (3.18)) but we cut it at the point l := x(T+) (which we assume to be finite) with tying constant k = 0 and m(l−) < ∞. Let us concentrate for a moment on the odd l's. SinceǦ l ( t ,·) then belongs to the space L 2 (m), we can expand it in basis (2.29) so thať
Having this, we can write
which is the same as
Exactly the same argument for even l's results in corresponding formula
Then, keeping in mind Lemma 2.7, we can rewrite representation (3.19) as follows:
Now we can prove the following. Proof. For M ∈ N, consider the partial sum of the series defined by
The covariance representation (4.7) ensures, as M → ∞, mean-square convergence of X M (t) to process X(t) for every t.
For the remainder of the proof, assume that X is continuous. The pointwise meansquare convergence implies weak convergence of the finite-dimensional distributions. So if we manage to prove the asymptotic tightness in C(Ꮾ) of the sequence X M , we are able to use [19, Theorem 1.5.4] which states that weak convergence of finite-dimensional distributions combined with asymptotic tightness is sufficient for the sequence to converge weakly in C(Ꮾ T ). By virtue of the Itô-Nisio theorem (see, e.g., [19] ) this is equivalent to convergence with probability one in C(Ꮾ T ). Now we will prove the asymptotic tightness of X M in the space C(Ꮾ T ).
Asymptotic tightness is equivalent (see, e.g., [19 
Moving average for smooth strings
In this section we will show how the representation (3.23) simplifies when the string associated to the random field has a smooth mass function. We obtain an integral representation in the time domain, which can be viewed as a multivariate moving average representation.
To this end, we have to invert the function t(x) = x 0 m (y)dy defined in Section 2. Therefore, we need to require that the mass function is continuously differentiable with a positive derivative. This then yields the following representation of the covariance function in the time domain. 
