Achieving reliable ground cover maps and high classification accuracies using limited ground truth is a key challenge for hyperspectral data analysts. In this paper, we explore the benefits of combining spectral derivative information along with reflectance information for hyperspectral classification. In addition to providing useful class-specific slope information, spectral derivatives are likely to be invariant to variations in illumination and atmospheric conditions. Potential benefits of including spectral derivative information for hyperspectral classification are studied within the context of conventional dimensionality reduction and single classification systems, as well as using a recently proposed multi-classifier decision fusion system. Classification results with experimental hyperspectral data demonstrate the benefits of the proposed approach.
INTRODUCTION
Hyperspectral sensors acquire data (reflectance values) corresponding to a wide range of wavelengths at fine spectral resolutions. Thus, the information present in the hyperspectral signatures is typically of very high dimensionality due to the presence of hundreds of continuous narrow spectral bands. This high dimensional data with the narrow spectral bands is expected to provide better classification accuracies compared to multispectral and grayscale imagery. However, the high dimensionality of hyperspectral data presents key challenges when using such data for classification tasks. The key challenge is overdimensionality, which is associated with the problem of over-fitting (Hughe's phenomenon). Hence, dimensionality reduction schemes and feature extraction and optimization algorithms like Principal Component Analysis (PCA), Linear Discriminant Analysis (LDA), Stepwise-LDA (S-LDA) are commonly employed [1] . Algorithms such as LDA and S-LDA reduce the dimensionality of the feature space by projecting the data onto a lower dimensional subspace, simultaneously maximizing an appropriate class separation metric in the projected space. However, in small 978-1-4244-4687-2/09/$25.00 ©2009 IEEE training sample size situations (training data) these algorithms often fail. [2] , [3] .
An alternate way of overcoming these problems was recently proposed in [4] . In this Multi-Classifier Decision Fusion (MCDF) algorithm, the authors used a divide-and-conquer approach to overcome the smallsample-size problem by dividing the high dimensional data into subgroups, performed feature optimization and classification in each group separately, and finally, combined classification results from each group using a decision fusion mechanism.
All the approaches mentioned above exploit only reflectance information from the spectral signatures. These spectral based approaches do not account for the slope or derivative information present in the signatures. In this paper we explore the benefits of considering higher order spectral derivative information in an attempt to improve classification performance with hyperspectral data. In particular, we study the benefits of combining reflectance information with spectral derivative information for classification. Since doing so further increases the dimensionality of the feature space, we analyze the performance using a conventional S-LDA based single classification approach, and using the recently proposed MCDF framework. This paper is organized as follows. In Section 2, we provide background information about spectral derivatives. In Section 3, the proposed method for computing the spectral derivatives is discussed. We also describe the framework we used for classification. In section 4 we describe the experimental hyperspectral dataset employed in this work. Section 5 provides a summary of experimental results. We end the paper with conclusions and planned future work.
BACKGROUND
The concept of spectral derivative analysis has been previously explored in analytical chemistry where it was successfully used in spectroscopy for many years. The same theory is applied in remote sensing applications by researchers for improving classification performance of remote sensing systems [5] , [6] . All these algorithms were either designed for a particular set of data (application 3.1. Proposed framework.
FUSION OF REFLECTANCE AND DERIVATIVE FEATURES
The framework proposed in this paper is illustrated in figure  1 . Spectral derivatives are concatenated with the reflectance values as shown in the figure. The concatenated data is then partitioned into contiguous subspaces such that each subspace possesses good class separation and the correlation between subspaces is minimized. This is achieved using the feature-grouping method described in [4] . After the feature grouping process, LOA is employed for feature optimization within each group. A Maximum likelihood (ML) classifier per subspace/group is then used to classify the data [10] . ML classifier employs the following class membership function for classification
The ML classifier assumes that the probability distribution function of each class is a Gaussian distribution with mean f.Li and
Here, x is a vector in the feature space, and c represents the class label. A soft decision fusion technique -Linear Opinion Pool (LOP) is used to fuse the different class labels coming from multiple classifiers. LOP generates a global class membership function using the individual posterior probabilities (class membership functions) coming out from each ML classifier [4] . The
In this case~A is the difference between any two adjacent wavelengths, with all the wavelengths being uniformly sampled and C( n, j) is combinatorial function of nand j.
Choice of the user-defined parameters namely, filter order (of the smoothing filter), derivative order and the sampling rate (separation between wavelengths , or~A ) are critical in gaining good classification accuracies and are data dependent.
based) or the usage of derivative analysis was confined to a certain order of the derivative. Tsai et al. [7] also used spectral derivatives in a land cover classification task. More recently Demir et al. [8] studied the fusion of 1 51 and 2 nd order spectral derivatives with spectral reflectance in improving the classification. Their usage of spectral derivatives was confined to lower order derivatives . PCA was employed as the feature optimization / dimensionality reduction technique in most of these approaches. It is now well know within the remote sensing community that PCA is not an optimal feature extraction approach for classification tasks. Spectral derivative analysis involves taking the derivative (slope) information from the reflectance curve over the available wavelengths in the spectrum. Derivatives (differentiation) estimate the change in the dependent variable (reflectance) with respect to a unit change in the independent variable (wavelength). The order of the derivative is a measure of the number of times the data is differentiated. Spectral derivatives not only provide potentially useful slope information, but derivative features are likely to be insensitive to variations in atmospheric conditions [9] , illumination conditions etc.
Remotely sensed data collected in uncontrolled (general) conditions is bound to be contaminated with noise. Presence of noise in the reflectance data is typically magnified severely when derivatives are estimated from such data. Hence, it becomes necessary to pass the reflectanc e spectra through a smoothing filter before computing spectral derivatives.
The first order derivative is defined as
where LlA = A j -Ai' and R( )J is the reflectance value at wavelength A. This can be generalized to an nIh order spectral derivative as global class membership function is essentially a weighted average of "local" class membership functions.
p(cjlx)= IakPk(cjlx), c=argmaxp(cjlx).
k=l (4) Uniform classifier weights a k are employed in this work. In future work, we plan to study a non-uniform weight assignment within this framework.
CASE STUDY
Hyperspectral data from two different sensors representing two different classification tasks is employed to test the efficacy of the proposed framework.
1) Hyperspectral data of com crop treated with 6 different levels of herbicide is collected using an Analytical Spectral Devices (ASD) Fieldspec Pro FR handheld spectroradiometer [11] . These signatures have 2151 bands over the wavelength ranging from 350 to 2500 nm sampled at 1 nm with a spectral resolution of 3-10 nm.
The data forms seven classes of the com crop, six classes representing different treatments (concentrations) and an additional class representing no treatment (control). Approximately 180 signatures of each class are grouped into training and testing sets are used in this study. The setup represents a rapid crop-stress detection and classification task.
2) The second dataset comprises of 115 signatures of Tamarisk (Tamarix ramosissima), a non-native invasive species, and 65 signatures of Non-Tamarisk (a collection of native species) collected using HYPERION, a space-borne hyperspectral sensor aboard the NASA Earth-Orbiter I satellite. This dataset has 220 contiguous spectral bands in the spectral range of 400-2500 nm at 10 nm sampling intervals with a 30m spatial resolution. An n-fold crossvalidation (leave-one-out) technique is employed to estimate confusion matrices with this dataset.
EXPERIMENTAL SETUP AND RESULTS
The benefits of combining spectral derivatives with reflectance information for hyperspectral classification are studied using two different frameworks.
1) A standard S-LDA (feature extraction) followed by a ML classifier. 2) MCDF framework by concatenating spectral derivatives of different order.
Stepwise-LDA and ML classifier
In this experiment, the derivative order, sampling rate and filter order combination that results in best class separation is found using a trial and error method. Derivatives up to order 6 are employed in this method. These spectral derivative features are concatenated with regular reflectance features. S-LDA employs a forward selection, backward rejection procedure to select a very small subset (set to 25 in this work) of features from the high dimensional concatenated feature space. It then employs LDA for optimizing this subset of features [12] . Finally, a ML classifier is used to label the test signatures. Classification efficacy is quantified by the overall classification accuracy, and the 95% Confidence Interval (C.I.). From table 1 it can be seen that using spectral derivatives always performs better than using only reflectance values as the feature set for classification. One interesting fact that can be seen from the table is that there is approximately no difference between the accuracies obtained by using combined features (reflectance values and spectral derivatives) and spectral derivatives, when using the S-LDA based dimensionality reduction and ML based classification. This correlates with the fact that out of the 25 best features selected during the forward-selection and backwardrejection procedure in S-LDA, 95% were spectral derivative features. This reinforces the benefits of employing spectral derivatives for hyperspectral classification.
MCDF classifier
In this approach, spectral derivatives with increasing derivative order are calculated and simultaneously added to the reflectance values and sent through the MCDF framework (as described in figure 1 ). In this experiment spectral derivatives up to order 6 are included for testing the performance of the higher order derivatives in an attempt to improve the classification performance. The data is first partitioned into the optimal number of subspaces with each subspace going through an LDA feature optimization. A bank of ML classifiers is then used to output posterior probabilities for each sample per subspace/group which are then sent through a LOP based decision fusion to get the final class label per test signature/pixel. From table 2, it can be seen that inclusion of additional derivatives has a positive effect on the overall classification accuracy. The overall accuracy increases with Table 3 shows the confusion matrix for the multi-class ASD data, when reflectance information and spectral derivatives are combined using the MCDF approach. Here, cl refers to no treatment (control), c2 is 1/32 nd fraction of the standard herbicide concentration, c3 is 1/16 th , c4 is 1/8 th , c5, c6 and c7 being 1/4th, half and full concentration respectively. It can be seen from table 3 that as expected, most of the confusion (errors) in classification happens near the diagonal of the matrix, indicating that classes representing very similar spray rates are confused most often.
CONCLUSION AND FUTURE WORK
In this paper, we demonstrated the benefits of using higher order spectral derivatives in improving the classification accuracy of the hyperspectral data. Experimental evidence is provided for the same, using two different hyperspectral datasets and also using two different classification approaches. It can be concluded that including spectral derivatives results in higher class recognition accuracies, as compared to those achieved by using reflectance values only. We believe that the performance of the proposed system can be further improved by using more advanced dimensionality reduction and classification schemes such as support vector machines (SVMs) [13] . In future work, we will also study the benefits of an adaptive (non-uniform) classifier weight assignment for decision fusion.
