Hand detection and gesture recognition are the active research area in the computer vision. The main purpose to develop the sign language recognition and Human Computer Interaction (HCI). This article investigates and develops the technique to recognize hand posture of Thai sign language in a complex background using fusion of depth and color video. The new technology of sensors, such as the Microsoft Kinect, recently provides the depth video which helps researchers to find the hand position in the scene. This advantage is used to segment the hand sign in the color video without the environment interference such as skin color background. The histograms of oriented gradients are used to extract the image features of hand sign. These features are then pass to the artificial neural network for training and recognition. The result showed that the proposed method is robust to detect the hand gestures in the complex background. It provides the accuracy recognition for the Thai fingerspelling of 84.05%
Introduction
The sensors technology are recently developed to operate with the real time system. This is very effective for the researchers and machine design. The hand detection and gesture recognition are also exploited the new technology of sensors to operate which based on the machine vision and human-computer interaction. The human body is non rigid object, it make hand shape varied with different time. This makes the challenges to a lot of research works for achievement of hand detection [1] . Also the complex background and instability of lighting conditions are directly effect to the hand detection in various working environment. This article proposes the technique of hand detection which applies to recognize the Thai sign language. It is designed to operate in front of the Kinect camera in this experiment, it is used to detect the hand posture in the scene. There is total absence of a learning phase in this section to reduce the computational time and without the training data which compare to other techniques [2] [3] [4] such as Viola-Jones Detector. The hand detection is also based on color and depth information combination. It is used to obtain a specific threshold that defines the regions of interest on the scene. The signer is always in foreground of the image so when the depth information was processed with color information, it will eliminate the background of color image and limbs such as face, arm, elbow etc. and this system is robust against complex environment. After the signer's hand is detected, the Histograms of Oriented Gradients (HOG) are used to extract the hand images features that algorithm provides good results with human and hand detection [5] . These features will be used as input for neural network to perform the database training and gesture recognition.
Hand Detection and Segmentation
The Microsoft Kinect using a diffractive optical device and infrared laser diode for generating an irregular dot pattern. The color and two megapixel grayscale chip was incorporated with an infrared (IR) filter used for determining the disparities between the emitted light dots and their observed position. After that, the depth of an object in the scene are triangulated which the identity of an observed dot on the object must be known. The irregular pattern obtained better performance than uniform pattern. This light is positioned with 640 dots horizontally and 480 dots vertically and its displacement is 3 mm, at the two meters distance from the source. The reflected light will used to obtain the depth of image in z-axis then the 3 dimensional environments can be simulated. The depth value d is mapped to a depth value in meters with a formula [6] by (1) The Kinect sensor has two cameras, these cameras are installed in different locations. Thus the color and depth image will have a certain deviation in the range of visual angle. The color and depth image are captured with the Kinect sensor as shown in the Fig The hand segmentation based on depth image relate to the distance from the signer's hand to Kinect sensor, the object closer a camera will get more brightness and if it is less brightness representing the object is far. This features make it possible to locate the hand in color image due to the hand is always in front of the scene generating the maximum brightness in the depth image. The threshold is used to define the regions of interest using the blob detection technique to determine the hand location. With blob detection technique, the center of signer's hand will be returned and use for obtaining the hand position in color image. For color image, the blob values are combined with the compensation index to locate the hand position as shown in the Fig. 1(d) . This technique can detect the image of hand sign to appear in each frame. It can be noticed that even there is the complex background.
System Overview
The proposed system aims to develop a sign language recognition for Thai fingerspelling. The system operation is according to diagram in Fig. 2 . The Kinect sensor provides the image video input 30 frames per second. Each frame contains depth and color image which size is 640x480 pixels. These images have been improved the quality before processing both depth and color image, so the hand location in the color scene based on depth information is determined correctly using a brightness difference in the depth image. The color image is cropped in region of interest size 160x160 pixels which contains only hand area. The hand area is then converted into YCbCr which its space is robust in changing lighting conditions. The HOG technique is then used for image feature extraction to provide robustness in illumination changes. The HOG computes the image gradients and captures texture, edge contrast, and contour information which providing further resistance to illumination variations. This HOG result will be used to produce the feature extraction used for training a classifier with artificial neural networks. This technique will present which each frame matching hand gesture in training data and the readings in each frame will be combined to a video file and use as input to recognition process. In this experiment, the image dataset consists of 720 hand gestures images for training set, with 24 classes, which are available in Thai fingerspelling, the example of hand gesture as the Fig. 3(a) . These gesture images are used to extract the feature with HOG. Then the HOG provides the feature vector values of the image. The value in each hand gestures is different according to arrangement of the fingers and the direction of feature vector along with the hand contours that shown in the Fig. 3(b) . The distributions of values are created as a polar plot providing different pattern in each hand gesture, shown in the Fig. 3(c) . Then the HOG feature extraction is used as input to recognize the hand sign using neural networks for processing with hand gestures from each frame.
Experimental and Results
The fingerspelling of Thai alphabet contains 42 letters with 24 hand gestures. The signer, who wears a short sleeves shirt and stand in front of the Kinect sensor, the distance is 1 meter. The 420 hand gesture is used for the performance evaluation. The hand segmentation is used to separate the signer's hand from the background in the scene that is processed between color and depth image then extracting the feature. The neural network classifier is trained to recognize the signer's hand gesture. The training performance is shown as the Fig. 4 . The neural network is trained to recognize the hand gesture with back propagation. There are 81 neurons in the input layer, which these input data are calculated from the feature extraction with HOG, the hidden layer are 20 neurons used to calculate the trial error method and the output layer are the 24 sign image classes. There are the validation performances between the iteration number and the mean squared error that is best validation performance was 1.6217e-5 at epoch of 38. In the testing section, the image features are extracted in the same way as in training section. The system detected the hand gesture in each frame to determine which alphabet in the scene and the Thai fingerspelling consists hand gestures from 1 to 3 signs depends on what letter .The system can collect the hand sign that is detected in the scene to process with the sign data for recognizing the hand gesture in the video. The results is a good performance can be obtained up to two signs of hand gesture because of when changing hand gesture in many time, the hand image will be distorted during changing gestures and the error processing will be occurred in this time. The gestures recognition performance of system is evaluated and the result is 84.05%.
Conclusion
In this article, the hand detection method for Thai fingerspelling in the complicated background base on depth and color image is proposed. The system has good robustness and small amount of calculation to detect the signer's hand. The HOG is applied for image feature extraction and the back propagation of neural network is used for recognizing the hand gestures as well. The system is capable to recognize 24 hand gestures which represents the 42 alphabets, without the need for using any special tools as gloves.
