Concepção otimizada de redes profundas de conexões aleatórias aplicada à previsão de curtíssimo prazo de demanda de energia elétrica by Sauer, João Guilherme
 
 
UNIVERSIDADE FEDERAL DO PARANÁ 
 













CONCEPÇÃO OTIMIZADA DE REDES PROFUNDAS DE CONEXÕES 
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A contribuição principal desta tese é a de propor um projeto otimizado de redes 
profundas de conexões aleatórias (do inglês deep random vector functional link neural 
network, DRVFL) por meio de duas abordagens de otimização a evolução diferencial 
e a otimização Bayesiana. O projeto otimizado da DRVFL foi aplicado na previsão de 
demanda de energia elétrica em curtíssimo prazo, ou seja, com horizonte de previsão 
de um passo à frente. Foram utilizados dois estudos de caso, o primeiro sendo o 
consumo por hora de energia da região Sul do Brasil durante o mês de janeiro de 
2017, e o outro o consumo de energia diário durante o ano de 1990 na Polônia. Além 
disso, esta tese aborda o uso de uma pré-análise de suas características por meio do 
seu comportamento sazonal e o uso do método de eliminação de características 
recursivo (do inglês recursive feature elimination, RFE) para a remoção de 
características menos significantes. A seguir aplicou-se além de DRVFL, diferentes 
modelos de previsão tais como modelo auto-regressivo integrado de médias móveis, 
modelo auto-regressivo integrado de médias móveis sazonal, rede neural 
convolucional, florestas aleatórias, florestas aleatórias quantílicas, rede neural artificial 
feedforward, regressão por vetores de suporte, rede neural com estados de eco, 
aprendizado de máquina extremo, memória de longo e curto prazos, mínimos 
quadrados em batelada, máquina aumentada de gradiente simplificado e aumento de 
gradiente extremo. Como métrica de desempenho das previsões foi adotada a raiz de 
erro quadrático médio logarítmico (do inglês root mean squared log error, RMSLE). 
No contexto de uma base de comparação, avaliou-se também os modelos de previsão 
usando as características originais, sem o uso de RFE. Os resultados obtidos pelo 
modelo DRVFL mostram sua viabilidade e potencialidades na previsão de séries 
temporais de demanda de energia elétrica em curtíssimo prazo, e que o uso de uma 
abordagem de extração das características melhora as previsões em termos de 
variância, precisão e custo computacional em relação ao uso de todas as 
características originais quanto ao RMSLE. 
 
Palavras-chave:  aprendizado profundo, redes profundas de conexões aleatórias, 
meta-heurísticas de otimização, otimização Bayesiana. evolução diferencial, redes 






The contribution of this thesis is an optimized project of deep random vector functional 
link neural network (DRVFL), through two different approaches for its optimization, 
known as differential evolution and Bayesian optimization, applied in problems of 
forecast demand of electric energy in a very short period using only the regression of 
its historic series for one step ahead. It was used two cases of study, being the first 
related to the consume of energy per hour in the south region of Brazil during the 
January month of 2017 and the other one is the diary consumption of energy during 
the year of 1999 in Poland. This work approaches the usage of a pre-analyses of its 
features through its seasonal behaviour and the usage of the methods of recursive 
feature elimination for the removal of its features less important. In the next step, it was 
applied beside DRVFL other models for forecast, including: auto-regressive integrated 
moving average, seasonal auto-regressive integrated moving average, convolutional 
neural network, random forest, quantile random forest, feed forward neural network, 
support vector regression, echo state neural network, extreme machine learning, long 
short-term memory, ordinary least square, light gradient boosting machine and 
extreme gradient boosting, using as performance metric the root mean squared log 
error (RMSLE). In an extra step, the same algorithms would be again used, however 
with all the original features. The obtained results using DRVFL showed satisfactory 
results for both datasets, reaching a better accuracy in the forecast when compared 
using the performance metric RMSLE, where the extraction of only the best features 
allowed even a better result when compared with the usage of all the original ones. 
 
Keywords: deep learning, deep random vector functional link, optimization meta-
heuristics, Bayesian optimization, differential evolution, artificial neural network, time 
series forecasting, electric energy demand forecasting. 
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O setor de energia elétrica é essencial para a economia de um país. Nas 
últimas décadas a privatização e a desregulamentação deste setor permitiu 
investimentos acentuados na previsão de demanda para o planejamento de produção 
e consumo. No Brasil, o setor teve sua restruturação nas últimas duas décadas, 
permitindo a livre negociação da compra e venda de energia o que permitiu uma forma 
independente e autônoma de crescimento vertical nas atividades de geração, 
transmissão e distribuição de energia elétrica. Por meio de informações coletadas no 
passado e armazenadas na forma de séries históricas, os setores de planejamento de 
concessionárias passaram a analisá-las para então se obter conhecimento ou padrões 
necessários para tentar prever comportamentos dinâmicos no futuro. Em termos 
gerais, pode-se dizer que séries temporais englobam informações que foram 
baseadas em um conjunto de observações ou medidas coletadas em um determinado 
intervalo de tempo, estas podem ter seus valores dependentes um dos outros, 
permitindo assim uma base que pode ser compreendida no estudo de métodos de 
análise e/ou previsão (Hyndman e Athanasopoulos, 2018).  
Conforme mencionado em Montgomery et al. (2015), pode-se classificar a 
previsão de séries temporais como de curtíssimo-prazo, curto-prazo, médio-prazo ou 
longo-prazo. A séries temporais de curtíssimo prazo são eventos que envolvem a 
predição somente de pequenos períodos no futuro, como de alguns minutos até uma 
hora. Para a previsão de curto prazo estima-se uma faixa de algumas horas até uma 
semana a frente. Enquanto a previsão de médio-prazo pode ser classificada como 
previsões que envolve alguns meses a frente, sendo que previsões de longo-prazo 
seriam anos a frente, podendo alcançar até dez anos à frente. 
Em previsões de curtíssimo prazo, é essencial para a confiabilidade e 
eficiência da operação do setor elétrico, permitindo analisar possíveis distorções nos 
próximos períodos, sendo assim uma previsão de qualidade para valores futuros de 
demanda de energia elétrica. Este tipo de previsão permite uma melhoria 
procedimentos intrínsecos aos processos de distribuição de energia, permitindo sanar 
desperdícios, escassez e/ou a má alocação de recursos, tal como uma alteração na 
configuração em sistemas de distribuição de energia elétrica (Jana et al., 2020). Outro 
exemplo também poderia ser o consumo em demanda de energia em áreas 




emissão de gases poluentes (Jiang et al., 2021), o impacto de modificações na 
legislação para o consumo de energia para prédios na Coreia do Sul (Kim et al., 2021), 
a correlação entre o consumo de energia elétrica e o crescimento na Itália (Magazzino 
et al., 2021), o impacto de uma pandemia no consumo de energia (Qarnain et al., 
2020), entre outros. Com o foco de otimizar e automatizar tais tarefas pode-se 
minimizar os problemas de se ter uma previsão em excesso (do inglês overforecast) 
ou por falta (do inglês underforecast). Para tal, várias pesquisas têm sido sugeridas, 
com considerável expectativa de diminuição dos custos e aumento de benefícios (Lim 
e Zohren 2021), (Liu et al., 2021), (Sezer et al., 2020) e (Singh e Dhiman, 2021). 
Uma das áreas de estudo com pesquisas relevantes é o aprendizado de 
máquina (do inglês machine learning, ML), que pode ser definida como um conjunto 
de algoritmos e métodos que permitem um computador aprender um determinado 
comportamento ou padrão automaticamente, a partir de exemplos ou observações 
anteriores. 
Dada a diversidade dos problemas de séries temporais vários estudos usando 
aprendizado de máquina emergiram, sendo que vários estudos comparando os 
modelos clássicos de previsão e o uso de redes neurais artificiais têm sido 
apresentados na literatura, para citar Shard e Patil (1992) que compararam os 
resultados de previsão de séries temporais do modelo ARIMA com redes neurais 
artificiais ou Hill et al. (1997) que compararam uma rede neural com outros modelos 
estatísticos clássicos no uso de previsão de séries temporais e tomadas de decisões. 
Mais recentemente, Lim e Zohren (2020) apresentaram uma revisão da literatura em 
termos de aprendizado de máquina para aplicações de previsão de séries temporais 
e sugerem tendências do uso de abordagens mais aprimoradas de previsão. Pode-se 
mencionar que a utilização de modelos de aprendizado de máquina apresentou 
resultados competitivos em diferentes tipos de séries temporais e isso contribuiu para 
que contribuições fossem propostas, a citar o projeto de métodos não supervisionados 
para o ajuste de valores de hiperparâmetros (Zhang et al., 2021) e a detecção de 
valores atípicos em séries temporais usando a treinamento por métodos de 
retropropagação de erro (Vishwakarma e Elsawah, 2020). 
Como um aprendizado de máquina pode ter várias informações e 
procedimentos que podem afetar a modelagem de seus sistemas, um novo conceito, 
denominado operações de aprendizado de máquina (do inglês machine learning 




(Talagala, 2018). MLOps é um conjunto de práticas e softwares que são usados de 
forma a facilitar a criação, reprodução, aprimoramento e controle de como um modelo 
de aprendizado de máquina pode ser melhor operacionalizado. Na Figura 1.1 é 
apresentado um diagrama do ciclo de vida de um sistema de aprendizado de máquina, 
que é comumente observado em representações de MLOps. Inicialmente, na fase de 
manipulação de dados no ciclo de MLOps, tem-se uma análise das séries temporais, 
permitindo a identificação de possíveis características, a coleta de dados, ou mesmo 
uma possível manipulação para se melhorias quanto ao uso dela, e finalmente a 
definição de como a série temporal será armazenada para facilitar seu posterior 
processamento. A seguir, na fase de aprendizado de máquina, se faz a exploração e 
a extração dos dados para obter-se o máximo possível de dados relacionados aos 
requerimentos e métricas de desempenho, partindo-se então para treinamento, 
validação e teste do mesmo para se obter um modelo eficiente de aprendizado de 
máquina. Em seguida, na fase de desenvolvimento, decide-se como tal modelo(s) de 
aprendizado de máquina será usado, programado, empacotado e testado antes de 
ser enviado para o ambiente de pré-produção que pode ser distribuído para as 
pessoas responsáveis pelo lançamento em produção, configuração, monitoramento e 
validação. Finalmente, com o sistema em produção, a fase de coleta de propostas de 
melhoria, coleta maior de dados e novos requerimentos geram informações que 
podem iniciar um novo ciclo de projeto baseado em MLOps. 
 




Um ramo do aprendizado de máquina é o aprendizado profundo que é um 
conjunto de algoritmos que tentam modelar abstrações de alto nível de dados usando 
várias camadas de processamento, compostas de várias transformações lineares e/ou 
não-lineares. 
Com o aumento da popularidade e possibilidades de aplicação de abordagens 
de aprendizado profundo, alguns focos de pesquisa têm sido apresentados na 
literatura recente. Por exemplo, Tsitsiklis e Van Roy (1997) propuseram o aprendizado 
profundo por reforço onde o sistema interage com o ambiente e usa a realimentação 
dos resultados de saída do sistema para receber “recompensas” por seus atos e assim 
tenta obter ações que lhe deem recompensas maiores. Alguns exemplos estão 
presentes em robótica (Kober e Peters, 2012), operações de entrega em sistemas de 
inventário (Kara e Dogan, 2018) e predições de investimentos (Zhang et al., 2020). No 
caso do aprendizado profundo por reforço, a abordagem de realimentação do sistema 
possibilitou avanços em diversas áreas relacionadas. Na robótica, Bee (2013) 
apresentou fundamentos de aprendizado para robôs quanto a jogar Air Hockey. Neste 
contexto, Koç et al. (2018) apresentaram um sistema para o jogo de tênis de mesa 
onde é possível analisar o jogo usando um sistema que contém apenas imagens como 
dados de entrada. Cabe mencionar que empresas de tecnologia, tal como o Google, 
por meio da sua empresa subsidiária denominada DeepMind, fazem pesquisas na 
área, a citar um sistema de aprendizado não-supervisionado com foco em jogos 
clássicos do sistema Atari (Mnih et al., 2015) ou a Microsoft, que por meio de seu time 
de pesquisadores também fazem pesquisas, como por exemplo uma análise do uso 
de aprendizado profundo no uso de iterações para uma conversa informal com 
humanos (Gao et al., 2020). 
Outra importante abordagem de aprendizado foi proposta por Huang et al. 
(2006) é a máquina de aprendizado extremo (do inglês, extreme learning machine, 
ELM). Esta abordagem usa uma rede neural artificial feedforward onde os pesos dos 
neurônios presente(s) na(s) camada(s) oculta(s) não são modificados durante o 
processo de treinamento.  
No projeto clássico de uma rede neural artificial feedforward os valores dos 
pesos iniciais da rede são gerados aleatoriamente com distribuição uniforme e após 
utiliza-se um método de otimização para treinamento, onde os clássicos são o método 
de retropropagação do erro, quase-Newton e Levenberg-Marquardt. No caso da ELM, 




saída de rede neural feedforward por meio dos métodos dos mínimos quadrados, 
eliminando-se o processo iterativo de treinamento baseado em otimização. Desde 
então, sugestões têm sido propostas tais como (i) a máquina de aprendizado extremo 
incremental (Huang et al., 2006), onde os neurônios (também denominados nós) da 
camada oculta são escolhidos de forma sequencial, conforme seu desempenho em 
termos de métrica(s) de desempenho, (ii) a máquina de aprendizado extremo 
evolutivo, que aplica uma abordagem de algoritmo evolutivo denominada evolução 
diferencial para otimizar a estrutura do modelo de ELM (Zhu et al., 2005), (iii) ELM 
com o uso do meta-heurística de otimização da área de inteligência de enxames 
denominada lobo cinzento (Cheng, Feng e Niu, 2020), e (iv) ELM com projeto focado 
em aprendizado não supervisionado e aplicado em controle estatístico na área de 
manufatura de uma determinada empresa (Viharos e Jakab, 2020). 
Quanto a abordagens de redes neurais artificiais com foco em aprendizado 
não-iterativo, outro método relevante foi sugerido por Pao et al. (1994), as redes de 
conexões aleatórias (do inglês random vector functional link neural network, RVFL), 
foi usado para predizer os valores dos preços do barril de petróleo, sendo então 
reavaliado por Zhang et al. (2020) que usando a mesma base de dados sugeriu o uso 
de RVFL combinado com métodos de decomposição de séries temporais. Algumas 
pesquisas mencionam que a RVFL apresenta resultados promissores em termos de 
desempenho e tempo de execução para problemas de previsão de séries temporais 
e classificação de dados, conforme sugerido em Ren et al. (2016), Zhang e Suganthan 
(2017), Henrique e Luz (2018), Tang et al. (2018), Zhang et al. (2019) e Rakesh e 
Suganthan (2020). 
Katuwal et al. (2019) sugeriram a inclusão de abordagens de aprendizado 
profundo no projeto da RVFL, denominando de redes profundas de conexões 
aleatórias (do inglês deep random vector functional link neural network, DRVFL), onde 
usa-se camadas ocultas (intermediárias) sobrepostas e conectadas entre si e o 
aprendizado profundo na forma de um aprendizado por comitê (do inglês ensemble) 
(EDRVFL) que permite o treinamento de uma rede DRVFL única, modificando os 
pesos de saída para que sejam transformados em pequenos modelos que podem ser 
treinados separadamente e calculando-se a média de seus valores para se obter o 
valor do peso de saída final. Na área de estabilidade de sistemas de energia elétrica 
tem-se a contribuição do modelo proposto por Zhang et al. (2021) no qual adota o uso 




de energia e fizeram um estudo sobre o melhoramento de seu uso, analisando os nós 
da camada escondida e sugerindo a remoção daqueles da DRVFL que não estão 
contribuindo para o sistema. Há também a proposta de Alalimi et al. (2021) em que 
um otimizador de busca esférico para os valores de hiperparâmetros para a predição 
da produção de energia na China foi proposto.  
Na fase de treinamento do aprendizado profundo da DRVFL, os valores de 
seus neurônios e os pesos de suas conexões são escolhidos aleatoriamente com 
distribuição uniforme ou mesmo pré-definidos pelo projetista. Assim, pode-se 
empregar algoritmos construtivos baseados em meta-heurísticas de otimização para 
ajustar os valores iniciais dos hiperparâmetros de projeto da DVRL durante o processo 
de aprendizado. Tem-se por exemplo o uso da otimização em uma rede neural artificial 
para auxiliar no gerenciamento de energias solares (Moayedi e Mosavi, 2021), ou 
ainda uma combinação de meta-heurísticas como otimizadores clássicos de uma 
mesma rede neural artificial, gerando uma diminuição de aproximadamente 13% nos 
custos de operação de sistemas de energia (Ikeda e Nagai, 2021), ou ainda o uso de 
otimizadores de enxame de partículas e algoritmos genéticos para otimizar os 
modelos de previsão de carga em sistemas elétricos (Bouktif et al., 2021). 
Por meio da análise da qualidade dos dados de entrada, pode-se verificar as 
características ou propriedades especificas do fenômeno a ser observado, nota-se 
que algumas delas podem ter maior ou menor importância para o sistema como um 
todo, fazendo com que possam ser removidas caso não estejam ajudando o sistema 
no seu aprendizado ou que estejam sobre-ajustando (do inglês overfitting) o modelo 
adotado (Bishop, 2006). Para isso, métodos de seleção de características (do inglês 
features) em abordagens de aprendizado de máquina em problemas de previsão de 
séries temporais têm sido propostos, tal como eliminação recursiva de características 
(do inglês recursive feature elimination, RFE) (Dadebayev et al., 2021), o algoritmo 
Boruta, que usa a classificação de florestas aleatórias para fazer sua eliminação (Liaw 
e Wiener, 2002) ou o algoritmo de seleção de características sequencial (Pudil et al., 
1994. 
1.1 Justificativa 
De acordo Wen et al. (2020), o uso de aprendizado de máquina na previsão 




caso da área de demanda de energia elétrica, o uso de redes neurais artificiais é uma 
tendência ascendente, conforme mencionado por Pagani et al. (2018) 
Um dos métodos recentemente propostos na literatura, o DRVFL, tem 
mostrado resultados competitivos quando comparado com a abordagem denominada 
ELM, conforme apresentado por Del Ser (2021). O DRVFL, tendo uma estrutura 
similar com ELM, tem como característica que os valores de entrada e os valores de 
saída estão diretamente conectados, enquanto o ELM acaba omitindo tais conexões. 
Apesar de simples o treinamento não-iterativo da DRVFL, os valores iniciais dos 
parâmetros da camada oculta gerados de forma aleatória podem causar instabilidade 
ao sistema. Por isso, frequentemente o ajuste de seus parâmetros pode ser otimizado 
por meio de uma função ativação onde os valores das variáveis da decisão são os 
parâmetros do DRVFL. 
Em problemas de otimização, uma meta-heurística é um método heurístico 
com propósito de ser mais facilmente adaptado para diferentes problemas de 
otimização. As meta-heurísticas podem fornecer soluções próximas das ótimas em 
um tempo computacional razoável para resolver problemas complexos. No entanto, a 
meta-heurística não garante que a solução seja a melhor possível e não define quão 
próximas estão as soluções obtidas da solução ótima (Amoroso, 2020). 
As meta-heurísticas de otimização podem então ser adotadas para a 
resolução de problemas de otimização global conforme mencionado em Daniel et al. 
(2020), Kashif et al. (2019) e Dokeroglu et al. (2019). Com isso, pode-se buscar um 
conjunto de parâmetros mais apropriado para o projeto da DRVFL que métodos de 
ajuste por tentativa e erro. A comunidade científica já propôs otimizações para o 
modelo RVFL, como o uso do otimizador de busca Hunger Games (AbuShanab et al., 
2021) ou ainda o uso de DE para a otimização, como sugerido por Zhou et al., (2020) 
o uso de otimizadores para o modelo DRVFL não foi ainda analisado pela comunidade 
científica. 
Uma dessas meta-heurísticas é a evolução diferencial (DE), proposta por 
Storn e Price (1997) que permite a resolução de problemas de otimização não lineares 
e que permite a presença de funções objetivo não diferenciáveis. Por ter poucos 
parâmetros de ajuste e por ter uma boa convergência de dados, é muito usado em 
competições, como a IEEE CEC que foi analisado por Molina et al., (2017), sendo 
então um dos otimizador escolhidos nesta tese. Outra opção promissora a ser 




Močkus (1975), mostra-se competitiva com outros métodos propostos mais 
recentemente na literatura do tema por fazer o uso de uma função de estimação de 
probabilidade distribuída, gerando resultados promissores que tiveram uma 
performance melhores que outros algoritmos genéticos quando se comparando a 
métrica de desempenho RMSE (Pelikan et al., 1999). 
A métrica de desempenho usada foi a RMSLE, por proporcionar uma 
avaliação dos erros de modo relativo, ou seja, os valores de erros continuam o mesmo 
não importando que a escala de erro seja aumentada. 
Ao longo do estudo desta tese, notou-se também que uma pré-análise dos 
dados, por meio de uma geração de características ou variáveis preditoras, pode 
representar um passo importante para se preparar o modelo de previsão para lidar 
com perfis de comportamento complexo nas séries temporais. Por exemplo, com a 
extração apenas das características que estejam correlacionadas com a saída 
(variável a ser prevista), é possível diminuir a dependência do sistema para um 
determinado tipo de dado, causando overfitting.  
1.2 Objetivos 
O objetivo geral desta tese é propor dois sistemas: um combinando DRVFL e 
algoritmo de otimização DE e outro combinando o DRVFL com o algoritmo de 
otimização Bayesiano para a previsão de demanda de energia elétrica de séries 
temporais a curtíssimo prazo, ou seja, com horizonte de previsão de um passo à 
frente. Neste contexto, é concebida uma pré-seleção das características da série 
temporal usando o método de extração de características RFE, de tal forma que os 
seus resultados apresentem uma previsão com melhor acurácia ao ser comparada 
com outros 13 modelos de algoritmos de aprendizado de máquina em termos da 
medida de desempenho RMSLE. 
1.2.1 Objetivos Específicos 
Os objetivos específicos desta tese são os seguintes: 
• Propor um modelo combinado de DRVFL e evolução diferencial e um 
outro modelo combinado de DRVFL e Bayesiana que podem realizar 
predições acuradas em termos do RMSLE para a previsão de demanda 




• Comparar o modelo otimizado DRVFL proposto com modelos de 
previsão denominados auto-regressivo integrado de médias móveis, 
auto-regressivo integrado de médias móveis sazonal, rede neural 
convolucional, florestas aleatórias, florestas aleatórias quantílicas, rede 
neural feedforward, regressão por vetores de suporte, rede neural com 
estado de eco, aprendizado de máquina extremo, memória longa a 
curto prazo, mínimos quadrados, máquina aumentada de gradiente 
simplificado e aumento de gradiente extremo por meio da métrica 
RMSLE para os caso de previsão de um passo à frente;  
• Apresentar uma comparação dos modelos de previsão previamente 
analisados usando otimização Bayesiana para ajuste de 
hiperparâmetros; 
• Realizar uma análise dos resultados decorrentes do uso do algoritmo 
de extração de características RFE nos modelos apresentados, aliados 
a otimização dos algoritmos através do uso de otimização por DE e 
otimização Bayesiana. 
1.3 Contribuições 
Seguindo-se os objetivos mencionados, esta tese apresenta contribuições, estas 
listadas a seguir: 
• Propor um novo modelo de previsão combinando DVRF com métodos de 
otimização incluindo DE e otimização Bayesiana e este aplicado na 
previsão de séries temporais; 
• Extrair as informações relacionadas a frequência da série temporal e 
analisar sua importância para o treinamento nos modelos de aprendizado 
de máquina; 
• Comparar diferentes modelos de aprendizado de máquina otimizados por 
algoritmos de otimização em dois estudos de casos relacionados a 
previsão de séries temporais de demanda de energia elétrica. 
1.4 Organização da Tese 
O restante desta tese está organizado da seguinte forma: 
• Capítulo 2 – Revisão da Literatura. Neste capítulo são apresentados os 




cronológica dos estudos relacionados a previsão da demanda de energia 
elétrica e séries temporais.  
• Capítulo 3 – Fundamentos de Aprendizado. Neste capítulo são discutidos 
os métodos usados na área de demanda do consumo de energia a 
curtíssimo prazo. Primeiramente, fundamentos do aprendizado de 
máquina são mencionados, seguido por uma explicação sobre modelos 
clássicos de ML, e terminando com uma explicação sobre os modelos de 
redes neurais artificiais mais usados na área de demanda do consumo de 
energia. 
• Capítulo 4 – Experimentos. Neste capítulo a metodologia usada no 
desenvolvimento da nova abordagem e como a comparação entre os 
diferentes será detalhada. Também é explicado neste capítulo a pré-
análise dos dados para avaliação dos mesmos quanto usados como 
variáveis previsoras. Ao final do capítulo, a análise dos resultados de um 
estudo comparativo entre modelos é abordada. 
• Capítulo 5 – Considerações Finais. Neste capítulo são apresentadas as 
conclusões finais, verificando se os objetivos propostos foram alcançados 
ou não e é apresentado um levantamento de possíveis desdobramentos 




2 REVISÃO DA LITERATURA 
A revisão da literatura está dividida primeiramente em uma breve explicação 
sobre séries temporais, focando nos tipos e usos delas na área de demanda de 
energia elétrica. Após, modelos clássicos para previsão de séries temporais são 
abordados. E finalizando o capítulo, uma análise detalhada sobre o uso de 
aprendizado de máquina para serem aplicados nas previsões de demanda de energia 
elétrica é apresentada. 
As séries temporais podem ser usadas como suporte na configuração e 
solução de problemas com diferentes focos de pesquisa, tais como a predição de 
valores futuros, classificação de séries temporais, agrupamento de séries temporais e 
a detecção de anomalias em séries temporais. Cabe mencionar que geralmente 
execução de tais tarefas envolve o projeto de modelos e/ou algoritmos. A Figura 2.1 
mostra as possibilidades de uso de uma série temporal, sendo que no caso de 
detecção de anomalias, é possível de se ocorrer tanto em problemas de agrupamento 
ou de classificação de séries temporais. 
  
Figura 2.1: Possibilidades de uso de uma série temporal  
 
Um dos primeiros modelos clássicos usado em séries temporais é o modelo 
de regressão linear baseado na solução de um problema de mínimos quadrados 




relação linear entre os valores da(s) variável(is) preditoras e os valores de previsão 
(Lakshmi et al., 2021). 
Outro modelo sugerido na literatura clássica de análise e previsão de séries 
temporais é o auto-regressivo integrado de médias móveis (do inglês auto-regressive 
integrated moving average, ARIMA), que pode ser estimado seguindo-se a 
abordagem de Box e Jenkins que permite obter valores futuros usando-se uma função 
linear (Box et al., 1994). Para se solucionar o problema do modelo ARIMA para séries 
que contém componente sazonal, uma modificação do modelo permite o uso de 
variáveis para se representar por exemplo sazonalidades (Farsi et al., 2021).  
Seguindo-se ainda os modelos clássicos de séries temporais, tem-se os 
modelos de regressão dinâmica, que usam informação quanto a autocorrelação dos 
erros, pois os ruídos da série não podem ser ignorados, para que eles não afetem os 
valores preditos (Temkeng et al., 2021). 
Outro modelo estatístico usado é o modelo auto-regressivo de média móvel, 
que é caracterizado por uma formulação para uma função que combina as ideias dos 
modelos auto-regressivos com modelos de médias móveis em uma forma compacta 
(ou parcimoniosa) de modelo onde o número de parâmetros usados seja mínimo 
(Moon et al., 2021). 
Existe outras propostas importantes em séries temporais, tais como 
processos Gaussianos para predições (Ghasemi et al., 2021) e modelos de 
suavização exponencial (Smyl, 2020).  
Algumas variantes propostas na literatura tal como o método de bagging (do 
inglês bootstrap aggregating), ou uma forma de aprendizado de comitê (do inglês 
ensemble learning) proposto por Breiman (1996), que permitem agregar múltiplas 
versões de um modelo de previsão, sendo que cada modelo na forma de árvore de 
regressão é treinado individualmente e combinados usando um processo de mediana. 
Em termos de redes neurais artificiais, existem várias abordagens clássicas 
“rasas” baseadas em perceptron multicamadas e redes neurais funções de base 
radial. Em contrapartida, o aprendizado profundo é geralmente baseado em uma 
arquitetura de rede neural artificial, por exemplo uma rede neural convolucional que 
contém três ou mais camadas escondidas (Skansi, 2018; Lim e Zohren, 2020).  
A popularidade de aprendizado de máquina pode ser verificada na Figura 2.2, 
que mostra o número de publicações que utilizam o modelo de aprendizado profundo 




Dimensions (Williams, 2018) que adotou como principais fonte de pesquisa as bases 
de dados do IEEE, ArXiv, Springer e Elsevier, compreendendo os anos de 2013 a 
2021. As palavras chaves foram “deep learning + time series”. Em 2013 houve a 
primeira publicação referente ao assunto, sendo seguida por dois anos consecutivos 
sem ter nenhuma outra publicação. Nos 4 anos seguintes, ainda é possível notar que 
menos de 50 publicações ocorreram por ano. Porém, de 2019 em diante, passou a 
barreira de 100 publicações e no ano seguinte teve um aumento de aproximadamente 
50%, E no ano de 2021 foram verificadas 92 publicações.  
 
Figura 2.2: Resumo de publicações referentes a aprendizado profundo entre 2007 e 2021.  
 
Na Figura 2.3 adotou-se o aplicativo VOSviewer (Van Eck e Waltman, 2013) 
que usou a rede de conexões entre os campos de estudos relacionados a palavra-
chave “machine + learning + time series”. No total foram encontradas 8480 
publicações, sendo que 801 campos de estudos foram citados mais de 10 vezes. Tais 
campos de estudo foram representados com cores diferentes conforme os grupos em 
que se encontravam, sendo que o tamanho do nó representa a quantidade de 
ocorrências dos campos de estudo e a linha entre dois nós representa uma conexão 
entre os campos estudados. Quanto mais grossa a linha, maior o número de 
conexões. O maior grupo, como esperado é na área de exatas, tais como ciência da 
computação, inteligência artificial e aprendizado de máquina. Porém, as áreas de 
pesquisas são estendidas para outras áreas, como o setor de energia solar, energias 
renováveis, energia eólica, aprendizado de máquina, computação em nuvem e outros 
setores. E é interessante notar a conexões entre todos esses setores, mostrando que 
áreas diferentes estão conectadas entre si, mostrando que os resultados obtidos em 





Figura 2.3: Rede de campos de estudo em aprendizado de máquina 
 
Entre os dados coletados, é possível de se notar propostas de análise de 
diferentes modelos que são combinados, para se verificar se é possível uma melhor 
acurácia nas previsões. A citar por exemplo Gurnani et al. (2017) que propuseram 
uma comparação entre vários modelos, tais como o ARIMA, regressão por vetores de 
suporte (do inglês support vector regression, SVR), aumento de gradiente extremo (do 
inglês extreme gradient boosting, XGBoost) e rede neural auto-regressiva (do inglês 
auto-regressive neural network) em uma aplicação de previsão de vendas. 
Quando se considera períodos de previsão de curtíssimo prazo (do inglês 
short-term), Shahid et al. (2021) sugerem o uso de uma decomposição de modo 




memory, LSTM) justamente com o uso do XGBoost para previsão de energia gerada 
em parques eólicos da Europa.  
Ao se aplicar modelos híbrido, que combinam dois ou mais modelos de 
aprendizado de máquina, acaba-se gerando um sistema que pode se beneficiar em 
termos da obtenção de melhores resultados.  
Várias propostas têm abordado o uso de modelos híbridos de previsão, que 
podem ser classificados em três diferentes estruturas: paralelo, em séries e paralelo 
em série (Hajirahimi e Khashei, 2019). Na Figura 2.4 é ilustrada uma abordagem de 
modelo híbrido em paralelo. 
 
Figura 2.4: Representação de um modelo híbrido em paralelo 
 
Os dados de série temporal são recebidos em separado por cada um dos 
modelos representado pela letra 𝑓 e tomam uma decisão isolada, que passa então 
para uma função de combinação que pode usar diferentes sistemas de peso 𝑤 para 
se tomar a decisão do valor final, sendo que cada modelo teria o seu próprio peso, 
conforme proposto por Wei et al. (2019) no uso de previsão de uso diário do gás 
natural na China e na Grécia.  
Na Figura 2.5 tem-se ilustrada a representação de modelos híbridos em série. 
 





Os dados de saída de um modelo 𝑓𝑥−1 podem ser usados como dados de 
entrada em outro modelo 𝑓𝑥, e como o valor 𝑓𝑥−1 usado na função somatória, conforme 
proposto primeiramente por Zhang (2003) que propôs uma decomposição da série 
temporal em partes lineares e não lineares que foram então processadas 
respectivamente por ARIMA e uma rede neural perceptron multicamadas. No entanto, 
em modelos híbridos paralelo em série, como sugerido pelo nome, é uma mistura 
entre os modelos em série e em paralelo, para se extrair a vantagem de ambas as 
estruturas, conforme mencionado por Khashei e Bijari (2010) que projetou múltiplos 
modelos de ARIMA para diferentes séries temporais, conforme apresentado na Figura 
2.6. 
 
Figura 2.6: Representação de um modelo híbrido em paralelo em série 
 
Neste caso, a série temporal é passada para os modelos 𝑓1 e 𝑓2 como em um 
modelo híbrido em paralelo, onde ambos modelos simultaneamente recebem os 
dados, porém, em um tempo 𝑡, os resultados 𝑓1,𝑡 de 𝑓1, que consiste em uma parte 
residual de erro ?̂?𝑡 e um valor previsto ?̂?1,𝑡 são também passados em série como dados 
de entrada para o outro modelo. Consequentemente, dependendo dos valores de erro 
de previsão ?̂?𝑡, ?̂?1,𝑡, passados como valores do primeiro modelo, combinado com o 
valor original de entrada 𝑦𝑡, pode-se ter uma das seguintes arquiteturas: 
• Arquitetura 1:  𝑓𝑐𝑜𝑚𝑏𝑖𝑛𝑎𝑑𝑜, 𝑡 =  𝑓2(?̂?𝑡,  𝑦𝑡), 𝑡 = 1,2, … , 𝑇 ( 2.1 ) 
onde 𝑓2 é a função não linear que é determinada por um modelo 
inteligente. Foi proposta primeiramente por Khashei e Bijari (2010) que 





• Arquitetura 2: 𝑓𝑐𝑜𝑚𝑏𝑖𝑛𝑎𝑑𝑜, 𝑡 =  𝑓2(?̂?𝑡,  𝑦𝑡), 𝑡 = 1,2, … , 𝑇 ( 2.2 ) 
onde ?̂?𝑡 é o valor previsto obtido do primeiro modelo que é um tipo de 
modelo estatístico. 
• Arquitetura 3: 𝑓𝑐𝑜𝑚𝑏𝑖𝑛𝑎𝑑𝑜, 𝑡 =  𝑓2(?̂?𝑡, ?̂?𝑡 ,  𝑦𝑡), 𝑡 = 1,2, … , 𝑇  ( 2.3 ) 
onde ambos os valores ?̂?𝑡 e ?̂?𝑡 são valores obtidos do primeiro modelo. 
Essa arquitetura foi proposta por Khashei e Bijari (2011), onde um modelo 
ARIMA e uma rede neural artificial foram novamente usados como 𝑓1 e 𝑓2, 
respectivamente. 
 
Na área de análise de anomalias, que aplica modelos de aprendizado de 
máquina para se detectar anomalias em séries temporais que podem causar ruídos 
em uma análise de previsão, Braei e Wagner (2020) apresentaram uma revisão de 
modelos estatísticos, aprendizado de máquina e aprendizado profundo, analisando a 
sua eficiência em diferentes conjuntos de dados que servem de referência para o 
estudo de análise de anomalias.  
Em outra área de estudo, tem-se uma pré-análise dos dados de entrada, antes 
mesmo de serem processados por um modelo, Barandas et al. (2020) sugeriram uma 
biblioteca, denominada time series feature extraction library, que pode analisar uma 
série temporal, separá-la em pequenos pedaços ao longo do tempo, aonde cada bloco 
de informação é então denominada de janela, e então retornar uma matriz aonde cada 
linha representa uma janela e cada coluna sendo uma característica obtida para 
aquela janela em especifico, sendo que pode gerar mais de sessenta tipos de 
características por janela. Em caminho similar tem-se então (Zhang et al., 2021) que 
sugerem o uso de OLS para a seleção de características usando uma classificação 
linear. 
Quando se implementa tais métodos que dependem de dados de entrada para 
alinharem seus pesos internos dos nós e conexões, pode-se ter um problema quando 
se tem séries temporais com muitas redundâncias que podem afetar o resultado final, 
tem-se então o efeito denominado “maldição da dimensionalidade” (Wang et al., 
2020). O RVFL pode ser uma abordagem eficiente para ajustar os pesos durante a 




durante todo a fase de treinamento e que os dados de entrada devem ser usados 
diretamente nos dados de saída (Wu et al., 2020). Uma importante contribuição para 
o modelo foi realizada por Katuwal et al. (2019), que notaram ser possível criar 
múltiplas camadas ocultas, ao invés de apenas uma camada singular, sendo que 
todas são conectadas entre si e, como no RVFL, os pesos das camadas ocultas são 
aleatoriamente gerados e não mudam ao longo da fase de treinamento. 
Outra proposta similar com RVFL foi sugerida por Huang et al. (2006), que 
remove a necessidade de se ter os dados de entrada sendo usados na camada de 
saída, que foi chamada então de aprendizado de máquina extremo (do inglês extreme 
learning machine, ELM), que usaram um modelo de rede neural com apenas uma 
camada oculta e que não requer uma abordagem de treinamento que utiliza 
retropropagação do sinal de erro para ajustar os pesos dos neurônios e suas 
conexões. Tal estratégia permitiu obter resultados promissores em problemas de 
classificação, incluindo aplicações complexas, sendo mais rápida que muitos modelos 
clássicos de aprendizado de máquina. 
A ELM tem encontrado aplicações bem-sucedidas em várias áreas, tais como 
na análise de resistência em estruturas de concretos (Shariati et al., 2019), no 
reconhecimento de expressão facial (Adegun e Vadapali, 2020) e na modelagem de 
motores turbojet (Zhao et al., 2018). 
Aprimorando a abordagem de Huang et al. (2006), Zou et al. (2016) sugeriram 
um sistema híbrido de ELM com treinamento por método da retropropagação do erro. 
Usando uma estratégia híbrida de ELM com redes neurais feedfoward, Han et al. 
(2014) conseguiram melhorar em aproximadamente 20% os resultados em uma 
aplicação de reconhecimento de emoções quando comparado com outras estratégias 
consideradas mais promissoras nesta área de pesquisa. 
Sugerindo uma estratégia similar, Eshtay et al. (2018) obtiveram melhores 
promissores em termos de acurácia dos resultados, estabilidade contra os ruídos dos 
dados de entrada, complexidade e tempo de execução em problemas de diagnóstico 
médico usando um sistema híbrido de ELM e otimização baseada em colônia de 
abelhas.  
Para se obter modelos com uma melhor flexibilidade e melhor capacidade de 
análise, vários projetos começaram a propor modelos híbridos, sendo muitas vezes 




meta-heurística acaba sendo usado para a parte de otimização do sistema (Sina et 
al., 2019). 
O clássico artigo Yao (1999) menciona algoritmos de redes neurais artificiais 
combinados a meta-heurísticas de otimização com o intuito de evoluir o sistema em 
três diferentes níveis: otimizar o peso das conexões entre suas camadas, adaptar as 
topologias da arquitetura para diferentes tarefas e determinar mudança nas regras de 
aprendizado, como por exemplo realizar a mudança das regras de quando os pesos 
das conexões devem ser atualizados. 
A Figura 2.7  mostra a correlação entre os campos de estudos relacionadas a 
otimização por evolução diferencial, observadas em junho de 2020 para o período de 
2007 a 2020. A pesquisa foi realizada usando o software VosViewer e a base de dados 
da Microsoft Academy, usando a palavra-chave “differential + evolution + optimization” 
No total foram encontradas 8544 publicações, que foram filtradas em campos de 
estudo com ao menos 10 correlações entre si, totalizando 966 publicações. Cada nó 
representa o campo de estudo e quanto maior o nó, maior é o número de correlações 
entre as publicações sobre o mesmo campo de estudo. As cores representam o ano 
que a publicação foi publicada, onde cores mais escuras são publicações mais velhas 
e cores mais claras, publicações mais recentes. Verifica-se que a predominância das 
cores mais claras mostra que o algoritmo tem sido adotado em pesquisas recentes. 
Nota-se também que as áreas de estudo relacionadas a energia, como consumo de 






Figura 2.7: Grafo de correlação de publicações sobre evolução diferencial entre 2007 e 2020. 
 
Reusando novamente as mesmas configurações, porém com a palavra-chave 
“Bayesian + optimization”, obteve-se 5759 publicações, sendo que 874 campos de 
estudo tiveram mais de 10 publicações encontradas. Na Figura 2.8 é mostrado o 
resultado obtido. Neste caso, o uso de optimização de hiperparâmetros mostra como 





Figura 2.8: Grafo de correlação de publicações sobre otimização Bayesiana entre 2007 e 2020 
 
Tem-se como um exemplo de tais publicações uma abordagem sugerida por 
Karaboga e Akay (2007) de um sistema híbrido usando uma meta-heurística de 
otimização denominada otimização por colônia de abelhas que foi usada para otimizar 
uma rede neural feedforward. 
Por outro lado, o algoritmo de otimização por enxame de partículas, proposto 
por Kennedy e Eberhart (1995) tenta reproduzir o comportamento social e cooperativo 
bio-inspirado de populações em um espaço de pesquisa e foi integrado ao algoritmo 
de aprendizado profundo por Garro et al. (2009). 
 Wang et al. (2018) sugeriram um sistema híbrido entre otimização por 
enxame de partículas e um sistema de aprendizado adaptativo. Também sugerido 
tem-se um sistema híbrido de algoritmo de busca gravitacional com otimização por 




Por fim, salienta-se que na base de dados da Microsoft Academic, que é uma 
base de dados para referencia cruzada de publicações, ao se fazer uma busca pelo 
texto (sem o uso de parênteses) “DRVFL + differential + evolution” ou “DRVFL + 
Bayesian” na data de junho de 2021, não foi possível encontrar publicações referentes 
ao texto, sendo que diferentes combinações também foram testadas, juntamente com 




3 FUNDAMENTOS DE SÉRIES TEMPORAIS  
Formalmente, uma série temporal pode ser definida como a realização de um 
processo estocástico, que é um processo aleatório que se desenvolve 
cronologicamente (Giusti, 2017). A definição de um processo estocástico de tempo 
discreto pode ser definida como um conjunto contável de variáveis aleatórias 𝑋 ={𝑋1, 𝑋2, … }, tal que 𝑋𝑡 : Ω →  ℝ descreve os possíveis estados do processo ao longo do 
tempo (Giusti, 2017). Os fenômenos contínuos são representados como processos 
estocásticos de tempo discreto por meio de um procedimento denominado 
amostragem. O número de amostras tomadas durante o processo de amostragem é 
denominado taxa de amostragem da série temporal, que pode ser definida como 𝑓𝑠 . 
Sua duração então pode ser definida como o produto da taxa de amostragem pelo 
número de observações amostradas 𝑓𝑠 ∙  𝑛1. Por exemplo, seja 𝑆 = (𝑆1 , 𝑆2 , … , 𝑆𝑛 ) 
uma série temporal amostrada a uma taxa de 𝑓𝑠 , pode-se dizer que o tamanho, a 
dimensionalidade ou a cardinalidade de 𝑆 é o número de observações |𝑆| = 𝑛 e a sua 
duração é 𝑛 ∙ 𝑓𝑠 . 
Como apresentado por Amaral (2020), os modelos temporais assumem que 
um evento futuro tem uma relação com eventos passados e por isso podem ser 
representados por meio de modelos criados a partir de dados passados. Um dos 
modelos tradicionais para expressar tais eventos seria o modelo de decomposição 
multiplicativa, que tem normalmente a sua decomposição expressada por: 
 𝑌𝑡 = 𝑓(𝑇𝑡, 𝑆𝑡, 𝑒𝑡) ( 3.1 ) 
  
onde o resultado da série no tempo 𝑡 é representado por 𝑌𝑡, que tem os componentes 
de tendência, sazonalidade e residual(erro) no tempo 𝑡 representados como 𝑇𝑡, 𝑆𝑡 e 𝑒𝑡 
respectivamente. 
 Já a parte multiplicativa do modelo pode ser expressa como: 
 𝑌𝑡 = 𝑇𝑡  ×  𝑆𝑡  ×  𝑒𝑡 ( 3.2 ) 
  
No caso do componente de tendência, é mostrado um indicativo de como as 




representa um padrão de repetição ou um ciclo que possam existir na série. E a 
componente de erro representa o ruído aleatório que pode existir na série temporal. 
O modelo de decomposição temporal é um dos modelos clássicos para previsão 
de série temporal que consiste em decompor o modelo que o descreve. O cálculo 
usado para tal decomposição pode ser dividido em etapas: 
• Primeiramente, é usado uma média móvel 𝑀𝐴 para se poder definir os 
índices de sazionalidade. A média móvel é uma janela de valores de 
entrada deslocados no tempo. Com isso é possível suavizar os dados, 
removendo a aleatoriedade que possa existir no mesmo. A média 
móvel pode ser representada por:  
𝑀𝐴(𝑘) =  1𝑘∑𝑌𝑡𝑘𝑡=1  ( 3.3 ) 
onde se tem a média móvel utilizando 𝑘 amostras, que irá obter a média 
de 𝑚 valores observados antes do valor atual até 𝑚 valores após.  
• Na etapa seguinte, calcula-se o fator de sazonalidade 𝑆𝐹, que pode ser 
obtido por meio da relação entre os valores reais da série temporal no 
tempo 𝑡 e o valor dessazonalidado resultante da média móvel 
centralizada, tal que: 𝑆𝐹𝑡 = 𝑌𝑡𝑀𝐴𝑡 ( 3.4 ) 
onde cada fator de sazonalidade calculado está associado a um ponto 
da série temporal. Através da média dos fatores de sazonalidade 
referentes ao mesmo tempo, remove-se qualquer componente 
residual, originando-se o índice sazonal 𝑆𝑡 que irá possuir 𝑚 resultados, 
referentes ao tempo da janela temporal utilizada na média móvel. 
• Na próxima etapa, os dados dessazonalizados são calculados usando 
a relação entre o valor real da série temporal no tempo 𝑡 e o índice 
sazonal 𝑆𝑡 dado por: 𝑑 =  𝑌𝑡𝑆𝑡 ( 3.5 ) 
• E, na etapa final, utiliza-se o método de mínimos quadrados para obter 





𝑚 = 𝑛∑(𝑥𝑦) − ∑𝑥 ∑𝑦𝑛∑(𝑥2) − (∑𝑥)2  ( 3.6 ) 
  𝑏 =  ∑𝑦 −𝑚∑𝑥𝑛  ( 3.7 ) 
  𝑇𝑡 =  𝑚 × 𝑡 × 𝑏 ( 3.8 ) 
 
onde 𝑚 é o coeficiente angular da reta, 𝑏 é o coeficiente linear da reta, 𝑛 é o número de amostras, 𝑥 é a contagem da amostra, 𝑦 é o valor da 
amostra no tempo 𝑥 é 𝑇𝑡é a previsão através da regressão no tempo 𝑡.  
Ao final dessas etapas, resta apenas predizer os valores futuros usando a 
seguinte expressão: 𝑝𝑟𝑒𝑣𝑖𝑠ã𝑜 =  𝑇𝑡  × 𝑆𝑡 ( 3.9 ) 
onde 𝑝𝑟𝑒𝑣𝑖𝑠ã𝑜 representa os valores preditos. 
 
3.1 Características de uma Série Temporal 
Uma série temporal pode abranger mais de uma característica, o que pode 
dificultar a escolha de um modelo mais apropriado para se prever o comportamento 
futuro da série. Neste contexto, cabe mencionar que as principais características 
podem ser obtidas tais como sazonalidade, tendência, observações aberrantes 
(anomalias ou outliers), heterocedasticidade e não-linearidade. A seguir são 
mencionados alguns fundamentos de tais características. 
• Sazonalidade: A sazonalidade é a repetição de um padrão em um 
período fixo, conhecido também como ciclo. A sazonalidade em uma 
série temporal pode torná-la em um tipo não-estacionária. Levando-se 
em conta tal casos, alguns modelos consideram que a série tem 
componente sazonal e tem em suas configurações parâmetros que 
permitem adicionar o período de tal sazonalidade. Este seria o caso do 
modelo auto-regressivo integrado de médias móveis sazonal, (do 
inglês seasonal auto-regressive integrated moving average, SARIMA) 




• Tendência: Seria a tendência para onde a série temporal está se 
direcionando ao longo da sua trajetória. Ao se ter uma componente de 
tendência na série temporal, pode-se ter um modelo não-estacionário, 
que pode afetar a previsão por meio de um modelo. Neste caso, alguns 
métodos podem ser aplicados para se transformar a série em 
estacionária, tal como por exemplo o de uma diferenciação que 
consiste em subtrair os valores consecutivos da série 𝑠1,𝑠2,… 𝑠𝑛, tal que: 𝑠𝑡𝑛𝑜𝑣𝑎 = 𝑠𝑡 − 𝑠𝑡−1 ( 3.10 ) 
onde t é o tempo, 𝑠𝑡 é o componente de tendência, 𝑠𝑡−1 é o componente 
de tendência anterior e 𝑠𝑡𝑛𝑜𝑣𝑎 é o novo valor estacionário no tempo t. 
Desta forma é gerada uma nova série temporal. Porém, a variância 
pode ainda sofrer incrementos no decorrer do tempo, que podem ser 
estabilizadas usando uma transformação Box-Cox (Box et al., 1994); 
• Observações aberrantes: Se presentes, as distorções observadas na 
série que estão fora dos padrões verificados anteriormente na série 
podem ser consideradas aberrantes ou mesmo atípicas. Tais 
observações podem ocorrer por amostras observadas não estavam 
sendo esperadas, conhecidos também como anomalias ou outliers, ou 
uma mudança de nível da série temporal na forma de presença de drift. 
Em casos de outliers, pode se tentar automaticamente detectá-los, 
usando por exemplo um modelo auto-regressivo de médias móveis 
(ARMA) Gaussiano, conforme sugerido por Ljung (1993); 
• Heterocedasticidade: Quando uma série temporal não apresenta uma 
variância constante para todas os regimes da série temporal, pode-se 
então dizer que existe um comportamento heterocedástico. Tais casos 
podem ser abordados por meio de modelos auto-regressivos com 
heterocedasticidade condicional (Ker e Tolhurst, 2019). 
• Não-linearidade: Qualquer série temporal que não apresente um 
comportamento linear entre a relação de dependência entre os valores 
da série temporal pode ser considerada como uma série não-linear. Um 
modelo clássico usado com certa frequência para tais tipos de séries é 





3.2 Modelo Auto-Regressivo Integrado de Médias Móveis 
ARIMA é um modelo generalizado de outro modelo chamado ARMA (do inglês 
auto regression moving average) que foi proposto por Box e Jenkins (1976). O modelo 
original, ARMA, é um dos modelos mais comuns para modelagem de séries temporais. 
Tal modelo parte da premissa de que as variações formadas ao longo do tempo são 
randômicas, ou seja, um conjunto de variáveis aleatórias que existem ao longo do 
tempo t.  
O modelo ARMA é então uma combinação de um modelo de auto-regressão 
(AR) com um modelo com valores médios de sua movimentação. Tais modelos então 
podem ser diretamente aplicados aos dados estacionários.  
No caso de dados não-estacionários, é usado uma variação do modelo 
original, denominado ARIMA, aonde o (I) da sigla se refere a integração de 
sazonalidade, que é a ordem de diferenciação envolvida (Zhang et al., 2020). 
Normalmente, o seu modelo pode ser expresso como ARIMA (p, d, q) e o seu modelo 
matemático pode ser então representado por:  
 𝜙𝑝(𝐵)𝜙𝑃(𝐵𝑆)∇𝑑∇𝑆𝐷𝑌𝑡 = 𝜃𝑞(𝐵)𝑄(𝐵𝑆)𝑒𝑡 ( 3.11 ) 
 
onde as expressões da equação 3.11 podem ser definidas como:  
 
{   
  
   𝜙𝑝(𝐵) = (1 − 𝜙𝑝𝐵 − 𝜙𝑝𝐵2 −⋯− 𝜙𝑝𝐵𝑝)                𝜙𝑃(𝐵𝑠) = (1 − 𝜙𝑠𝐵𝑠 − 𝜙2𝑠𝐵2𝑠 −⋯− 𝜙𝑃𝑠𝐵𝑃𝑠)       𝜃𝑞(𝐵) = (1 − 𝜃1𝐵 − 𝜃2𝐵2 −⋯− 𝜃𝑞𝐵𝑞)                     𝑄(𝐵𝑆) = (1 −  𝑠(𝐵𝑆) −  2𝑆(𝐵2𝑆) −⋯−  𝑄𝑠(𝐵𝑄𝑠) )𝐵𝑘𝑌𝑡 = 𝑌𝑡−𝑘                                                                        ∇𝑑= (1 − 𝐵)𝑑                                                                    ∇𝑆𝐷= (1 − 𝐵𝑆)𝐷                                                                 
 ( 3.12 ) 
 
onde 𝜙𝑝(𝐵) e 𝜃𝑞(𝐵) representam respectivamente os operadores não-sazonais AR e 
MA de ordem 𝑝 e 𝑞. ∇𝑑 é o operador de diferença que faz a série ser estacionária e 𝑑 
é o valor da diferença. Similarmente, 𝜙𝑃(𝐵),  𝑄(𝐵) , 𝑃, 𝑄 e ∇𝑆𝐷 são os símbolos dos 





3.2.1 Auto-Regressivo Integrado de Médias Móveis Sazonal 
O SARIMA (ou também chamado como Seasonal ARIMA) é um modelo que 
tem como base o modelo ARIMA, mas, modificado para que seja usado em casos de 
dados com sazonalidade (Valipour, 2015).  
Seu modelo pode ser representado por 𝑆𝐴𝑅𝐼𝑀𝐴(𝑝, 𝑑, 𝑞) 𝑥 (𝑃, 𝐷, 𝑄), aonde 𝑝, 𝑑, 𝑞 e 𝑃,𝐷, 𝑄 são valores não-negativos que referem respectivamente a ordem 
polinomial das partes auto-regressivo (AR), integrado (I), e média móvel (MA) dos 
componentes não-sazonais e sazonais (Vagropoulos et al., 2016). Seu modelo é 
descrito matematicamente como: 
 𝜑𝑝(𝐵)Φ𝑃(𝐵𝑆)∇𝑑∇𝑆𝐷𝑦𝑡 = 𝜃𝑞(𝐵)Θ𝑄(𝐵𝑆)𝜀𝑡 ( 3.13 ) 
 
onde 𝑦𝑡   é a variável de previsão; 𝜑𝑝(𝐵)  é polinômio normal AR de ordem 𝑝; 𝜃𝑞(𝐵)  é polinômio normal MA de ordem 𝑞; Φ𝑃(𝐵𝑆) é polinômio sazonal AR de ordem 𝑃; Θ𝑄(𝐵𝑆)  é polinômio sazonal MA de ordem 𝑄. 
O operador ∇𝑑 elimina as diferenças não-estacionárias que são não-sazionais 
enquanto o operador ∇𝑆𝐷 elimina as diferenças não-estacionárias sazionais. O 
operador defasagem, representado por 𝐵, opera observando 𝑦𝑡 ao movê-lo um passo 
a frente no tempo, ou seja, 𝐵𝑘(𝑦𝑡) =  𝑦𝑡−𝑘). O termo 𝜀𝑡 segue um processo de ruído 







   
  
   
   
 𝜑𝑝(𝐵) =  ∑𝜑𝑖𝐵𝑖𝑝𝑖=1𝜃𝑞(𝐵) =∑𝜃𝑖𝐵𝑖𝑞𝑖=1∇𝑑  =  (1 − 𝐵𝑆)Φ𝑃(𝐵𝑆) =  ∑Φ𝑖𝐵𝑠,𝑖𝑃𝑖=1Φ𝑃(𝐵𝑆) =  ∑Θ𝑖𝐵𝑠,𝑖𝑄𝑖=1∇𝑆𝐷= (1 − 𝐵𝑆)𝐷
 
 
( 3.14 ) 
 
3.3 Regressão por Vetores de Suporte 
A regressão por vetores de suporte (do inglês support vector regression, 
SVR), é um método muito usado em modelagem de previsão séries temporais, 
principalmente por sua habilidade em construir modelos regressores não-lineares 
(Karmy e Maldonado, 2019).  
Como mencionado por Quan et al. (2020), ao se resolver um problema não-
linear, a função SVR mapeia o problema de regressão não-linear para o espaço de 
maior latitude, para que então possa um hiperplano otimizado para os pontos 
separados da função tal que 
 
max [−12∑∑(𝑎𝑖 − 𝑎𝑖∗)(𝑎𝑗 − 𝑎𝑗∗)𝐾(𝑋𝑖, 𝑋𝑗)𝑘𝑖=𝑗𝑘𝑖=1
−∑(𝑎𝑖 − 𝑎𝑖∗)𝜀 +∑(𝑎𝑖 − 𝑎𝑖∗)𝑌𝑖 𝑘𝑖=1𝑘𝑖=1 ] 
( 3.15 ) 
sendo que 
{  
  ∑(𝑎𝑖 − 𝑎𝑖∗)𝑘𝑖=1 = 0,0 ≤  𝑎𝑖, 𝑎𝑖∗ ≤ 𝐶𝑙 ,𝑖 = 1, 2, … . , 𝑙     




Tem-se ainda 𝑋𝑖 que é os dados da amostra; 𝑙 é o tamanho do exemplo; 𝐶 é o 
coeficiente de erro; 𝜀 excede o tamanho da amostra de erro; 𝐾(𝑋𝑖, 𝑋𝑗) é a função 
kernel. Com isso, se tem-se como  𝑎 =  [𝑎1, 𝑎1∗ , … , 𝑎𝑙, 𝑎𝑗∗]𝑇 e a função para a regressão 
SVR seria é dada por: 
 
𝑓(𝑥) =  ∑(𝑎𝑖 − 𝑎𝑖∗)𝑘𝑖=1 𝐾(𝑋𝑖, 𝑋𝑗) + 𝑏∗ ( 3.17 ) 
 
desde que o resultado de (𝑎𝑖 − 𝑎𝑖∗) não seja igual a zero, os valores correspondentes 
das amostras de 𝑋𝑖 são os valores de suporte para o problema. 
 
3.4 Regressão linear usando Mínimos Quadrados Ordinários 
Os mínimos quadrados ordinários (do inglês ordinary least square, OLS) como é 
usado para obter modelos de regressão linear. Conforme detalhado por Pohlman e 
Leitner (2003), o modelo de regressão linear baseia-se na relação entre as variáveis 
dependentes e a coleção de variáveis independentes. Os valores das variáveis 
dependentes são como uma combinação linear de variáveis independentes mais o 
termo de erro: 
 𝒀 =  𝛽0 + 𝛽1𝑿1 + 𝛽2𝑿2 +⋯+ 𝛽𝑘𝑿𝑘 +  𝜀 ( 3.18 ) 
 
onde 𝛽0 são os coeficientes de regressão, 𝑿𝑠 são os vetores de colunas para os 
valores independentes e 𝜀 é vetor de predição de erros. O modelo é linear no 
parâmetro 𝛽, mas pode ser usado para ajustar as relações não-lineares entre 𝑿𝑠 e 𝒀. 
Os coeficientes de regressão estão interpretados como as mudanças esperadas do 
valor de 𝒀  associado com um aumento unitário na variável independente, sendo que 
os valores das outras variáveis independentes continuem constante. Os erros são 
assumidos a ser uma distribuição normal com a expectativa de ser entre zero e a uma 




4 FUNDAMENTOS DE APRENDIZADO DE MÁQUINA 
Aprendizado é uma importante atividade relacionada aos seres vivos, que não 
podem executar algo apropriadamente sem antes aprender como fazer tal tarefa 
(Groumpos, 2016). Transpondo-se a mesma ideia para o mundo virtual, pode-se então 
definir que o aprendizado de máquina é uma área da inteligência artificial relacionada 
ao desenvolvimento de técnicas e métodos capazes de dotar um sistema 
computacional da habilidade de aprender (Meng et al., 2020). 
Matematicamente, pode-se representar aprendizado de máquina pela 
expressão  𝑓 = 𝑥 →  𝑦 ( 4.1 ) 
onde 𝑥 são os dados de entrada e 𝑦 são os dados de saída. Ao se configurar 
problemas de séries temporais, onde tem-se um espaço contínuo, como um conjunto 
de números no domínio dos reais ℝ,  tem-se um problema de regressão. Neste caso, 
pode-se imaginar que para os dados de entrada passados, espera-se uma previsão 
para os dados futuros. Pode-se ainda definir como dados de treinamento os valores 
que se previamente conhece os valores futuros e que podem ser usados para 
“ensinar” o sistema para o que se espera dele e, como dados de testes, os valores 
que não se conhece ainda e que gostaria que o sistema previsse. 
Uma das definições clássicas para aprendizado de máquina foi proposta por 
Mitchell (1997): “Um programa de computador é considerado que aprendeu de uma 
experiência 𝑬 em respeito a alguma tarefa 𝑻 e medido pelo seu desempenho 𝑷 seu 
desempenho para a tarefa 𝑻, medido por 𝑷, melhorou sua experiência 𝑬.” 
O nome em inglês para aprendizado de máquina foi proposto em Samuel 
(1959) onde definiu-se o aprendizado de máquina como: “campo de estudo que dá 
aos computadores a habilidade de aprender sem serem explicitamente programados”. 
Porém, no início da abordagem nos anos 1980, a maioria dos sistemas ditos 
“inteligentes” eram os sistemas especialistas. No entanto, na década de 1990, é 
possível notar que tais sistemas passam por uma revolução com a adoção de modelos 
estatísticos mais aprimorados e mineração dos dados. 
Na década de 2000, começou-se novamente uma nova evolução no projeto 
de abordagens de aprendizado de máquina com a geração de computadores com 
placas de vídeo e processadores de alto desempenho, e com um custo para 




armazenamento de maiores blocos de informações que poderiam ser usados por 
modelos de aprendizado de máquina durante a sua fase de treinamento, ajudando a 
popularizar o uso dela em diferentes áreas de estudo (Panesar, 2019). 
Os modelos de aprendizado de máquina podem ser classificados conforme o 
aprendizado a ser realizado, sendo que isso pode ser determinado por fatores como 
os dados de entrada, uma descrição detalhada pode ser encontrada na seção 3.2 a 
seguir. 
4.1 Abordagens de Aprendizado de Máquina 
Baseado no tipo de dados de entrada, os algoritmos de aprendizado de 
máquina podem ser divididos em vários tipos: supervisionado, não supervisionado, 
semi supervisionado e por reforço. Uma descrição detalhada é apresentada nas 
subseções a seguir. 
4.1.1 Aprendizado Supervisionado 
O aprendizado supervisionado é uma das formas de aprendizado de máquina 
mais usadas (Lecun et al., 2015). Nesse tipo de aprendizado, o algoritmo aprende a 
mapear os dados de entrada e saída de tal forma que para futuros casos, ele sabe 
determinar a saída prevista conforme a entrada passada.  
Formalmente, os dados estão disponíveis em pares: 
 
(𝑥(𝑖), 𝑦(𝑖)) ( 4.2 ) 
 
onde 𝑥(𝑖)  ∈  ℝ𝑛 é um vetor de entrada; e 𝑦(𝑖)  é o seu correspondente de saída. 
Quando as amostras 𝑥(𝑖) de entradas tem igual dimensão, pode-se referir a eles 
como características, o conjunto de características podem ser expresso pelo vetor: 
 𝑋 =  [𝑥(0), 𝑥(1), … , 𝑥(𝑘)]𝑇 ( 4.3 ) 
 
e as amostras de saída têm representação dada por: 





ou apenas um vetor 𝑦 se os items de saída 𝑦(0) são unidimensionais.  
Em um sistema supervisionado a meta é conseguir aproximar a função 𝑓 de 
tal forma que se consiga obter: 
 𝑓(𝑥) = 𝑦 ( 4.5 ) 
 
Com isso, pode-se corresponder que o aprendizado para se chegar a uma 
função seria uma distribuição de probabilidade p condicional do tipo: 𝑝(𝑦|𝑥). 
Tem-se então dois possíveis modelos para os tipos de tarefas: 
• Classificação de dados: Quando as amostras de saída são uma parte 
discreta de 𝑦(𝑖) ∈ ℤ𝑚.  
• Regressão: Quando as amostras de saída são valores contínuos (𝑦(𝑖) ∈ℝ𝑚). Por exemplo, um sistema que tenta prever os valores futuros para 
uma série temporal, tal como a demanda de energia de uma 
determinada região.  
4.1.2 Aprendizado Não Supervisionado 
Neste tipo de aprendizado, nenhum rótulo é previamente informado, é apenas 
disponibilizado ao sistema os dados de entrada. O objetivo então torna-se em obter 
internamente as conexões existentes entre esses dados. Ao contrário do aprendizado 
supervisionado, o sistema não tem como saber quais são os possíveis valores de 
saída. Este tipo de aprendizado pode então ser comparado ao mais próximo do 
aprendizado humano. Na Figura 4.1 pode-se notar a diferença entre o aprendizado 
supervisionado e o não supervisionado. No aprendizado supervisionado cada um dos 
elementos está previamente rotulado. Porém no aprendizado não supervisionado, 





Figura 4.1: Diferença entre aprendizados supervisionado e não supervisionado 
 
Conforme mencionado em Hinton et al. (1995) a base de dados normalmente 
é obtida no formato de 𝑥(𝑖) e seu objetivo é modelar a probabilidade de distribuição de 
dados 𝑝(𝑥). 
O tipo de tarefas em que o aprendizado não supervisionado pode ser usado 
são variados e alguns exemplos seriam: 
• Análise de grupos (agrupamento de dados); 
• Redução de dimensionalidade em mineração de dados; 
• Projeto de modelos generativos, onde o sistema automaticamente 
aprende padrões que existem nos dados de entrada de uma maneira 
que podem ser usados para gerar valores de saída que parecem ser 
valores encontrados nos dados originais. 
4.1.3 Aprendizado Semi Supervisionado 
Neste tipo de aprendizado adota-se uma combinação entre os métodos 
supervisionados e não supervisionados, com o intuito de obter resultados melhores 
durante o aprendizado. Ou seja, ter um sistema que usa o aprendizado não 
supervisionado para extrair resultados de seu aprendizado para usá-los como forma 
de aprendizado em um sistema de aprendizado supervisionado.  
Na área de séries temporais, é pode ser utilizado, por exemplo, um sistema 
de classificação de dados, que aprende a estrutura/complexidade “oculta” de uma 




4.1.4 Aprendizado por Reforço 
Neste tipo de aprendizado existe um agente que é capaz de aprender com as 
consequências de suas ações “de maneira autônoma”, o que significa que ao invés 
de ser explicitamente ensinado com dados de entradas e seus marcadores de saída, 
seu aprendizado é consequência de experiências passadas (Kaelbling et al., 1996). 
O sinal que o agente recebe é uma recompensa na forma de um número, que 
demonstra o sucesso da ação tomada. Com isso, o agente procura aprender a tomar 
ações que maximizem a recompensa com o passar do tempo. Na Figura 4.2 é 
ilustrado o ciclo do processo de aprendizado por reforço. 
 
Figura 4.2: Modelo de aprendizado por reforço (Kaelbling et al., 1996) 
 
Em cada interação, o agente 𝐵 recebe do interpretador 𝐼 um conjunto de 
entradas 𝑖 que identificam o estado atual 𝑠 do ambiente 𝑇. O agente então escolhe 
uma ação 𝑎 que será o sinal de saída. A ação modifica o estado do ambiente 𝑇 e o 
valor do seu estado de transição é comunicado para o agente por meio do um sinal 
de reforço escalar 𝑟 que foi previamente processado pelo sistema de recompensas 𝑅. 
O comportamento do agente, 𝐵, deve escolher ações que tendem a aumentar os 
valores das recompensas 𝑟 ao longo de sua execução. 
 
4.2 Redes Neurais Artificiais e Fundamentos do Perceptron Simples 
O perceptron é uma abordagem de rede neural artificial proposta 
originalmente para classificação binária (Rosenblatt, 1957).  
A concepção do perceptron foi inspirada em um modelo de neurônio “natural”, 
mostrado na Figura 4.3, que é uma célula biológica que processa informações. Ele é 
composto pelo corpo da célula e dois tipos de ramos, similares aos das árvores: o 




sobre a hereditariedade dos dados e o plasma que contém os equipamentos 
moleculares necessários para o neurônio. 
 
Figura 4.3: Uma representação de um neurônio (Openclipart-Vectors, 2017) 
 
O modo com que um neurônio processa as informações é simples: um sinal, 
denominado também de impulso, é enviado por outros neurônios que é recebido pelos 
dendritos (receivers) e então gera sinais pelo seu corpo que é repassado pelo axônio 
(transmitter) para outros neurônios (Brunak e Lautrup, 1990). 
Um outro modelo, este proposto por Mcculloch e Pitts (1943), usava uma 
unidade binária com limiar (em inglês threshold) como um modelo computacional para 
um neurônio artificial, conforme mostrado na Figura 4.4. 
  
Figura 4.4: Representação de um neurônio artificial 
 
O modelo de neurônio mencionado efetua o cálculo do peso w do somatório 
de 𝑛 sinais de entrada, representados por um vetor 𝑥𝑗 onde 𝑗 = 1, 2, … , 𝑛 e gera um 
somatório ℎ, que se for maior que um determinado limiar, representado por 𝑢, gera 
uma saída  𝑦 unitária ou zero. Tal modelo de neurônio faz uso do seguinte cálculo 
 
𝑦 =  𝜃 [∑𝑤𝑗𝑥𝑗 − 𝑢𝑛𝑗=1 ] ( 4.6 ) 
 
onde 𝜃[ ] é a função degrau e 𝑤𝑗 é o peso da sinapse associada com seu sinal de 




do tipo: 𝑤0 = −𝑢 que está conectado diretamente com o neurônio com uma constante 
do tipo: 𝑥0 = 1. 
O modelo simples pode ser generalizado para outros tipos de neurônios. Por 
exemplo, pode-se mudar função ativação de um simples limiar para outros modelos, 
como por exemplo sigmoide linear ou Gaussiana, conforme mostradas na Figura 4.5. 
 
 
Figura 4.5: Tipos de função ativação: (a) limiar, (b) linear, (c) sigmoide e (d) Gaussiana 
 
A função de ativação sigmoide é uma das mais usadas para redes neurais 
artificiais, pois suas funções que aumentam suavemente ao longo de um período 
criam um sistema mais restrito e com propriedades assimptóticas (Jain et al., 1996). 
Uma função sigmoide padrão seria a função logística, definida por: 
 𝑓(𝑥) = 𝐿1 + 𝑒−𝑘(𝑥−𝑥0) ( 4.7 ) 
 
onde 𝑒 seria a base dos logaritmos naturais, 𝑥0 o valor de 𝑥 no ponto médio da curva 
sigmoide e 𝐿 seria o valor máximo da curva e 𝑘 seria a declividade da curva.  
4.3 Perceptron Multicamada 
Como pode-se notar pelo próprio nome, o perceptron multicamada (do inglês 
multi-layer perceptron, MLP) seria a composição do perceptron simples em várias 
camadas fazendo com que camadas escondidas sejam usadas. Com isso, em uma 
rede neural multicamada, têm-se ao menos 3 camadas, conforme é apresentado na 





Figura 4.6: Modelo de rede neural multicamada 
 
Neste tipo de rede, o aprendizado supervisionado é usado com uma técnica 
de correção dos valores dos pesos denominada retropropagação do erro para o 
treinamento da rede (Rosenblatt, 1961). O algoritmo consiste em dois passos: 
• Um passo à frente: Onde as ativações são propagadas para frente pela 
adição de seus valores aos pesos calculados para seus valores de 
saída; 
• Um passo para trás: Onde os erros entre os valores atuais e os valores 
obtidos na camada de saída são enviados para trás por meio de uma 
rede interligada entre as camadas e os seus pesos e objetivos são 
recalculados. 
Neste tipo de perceptron é comum usar uma função ativação do tipo sigmoide 𝜎(𝑤 ∗ 𝑥 + 𝑏), definidos por: 
 𝜎(𝑧)  ≡ 11+𝑒−𝑧  ou 11+(−∑ 𝑤𝑗𝑥𝑗−𝑏𝑗 ) ( 4.8 ) 
 
onde 𝑤1, 𝑤2, … , 𝑤𝑛 são os pesos das conexões, expressando números reais e 𝑥1, 𝑥2, … , 𝑥𝑛 são os valores de entrada passados ao perceptron e 𝑏 é o bias que é 




Com isso, o algoritmo mencionado tem-se uma forma de adaptar os pesos em 
cada camada, fazendo com que a função do sinal de erro seja minimizada conforme 
a saída. 
O desempenho pode ser calculado ao se analisar o erro gerado na camada 
de saída do MLP. Com o algoritmo de treinamento por retropropagação do erro, 
espera-se que o sistema acabe melhorando durante o processo iterativo medido em 
épocas, conforme ele recebe respostas sobre o seu desempenho. Entretanto, existem 
outras técnicas que podem ser usadas para se melhorar os resultados (Lecun et al., 
1998) tais como: 
• Parada antecipada: Este parâmetro deve ser usado para evitar um 
sobreajuste. Depois de cada época de treinamento, a função custo é 
calculada para dados de validação que não foram usados durante a 
etapa de treinamento. Uma vez que os erros de validação começam a 
aumentar significantemente mesmo depois que os valores de erro para 
os dados de treinamento continuam caindo, o sistema acaba parando, 
pois está ocorrendo problemas devido a presença de sobre ajuste. 
• Diminuição do valor de peso: Muda-se a função custo 𝐿(𝑥) que está 
sendo minimizada para que a mesma contenha termos adicionais que 
acabem penalizando os maiores pesos evitando assim um sobreajuste. 
Para isso, muda-se a função custo com a regularização do termo 𝐿(𝑥) + 𝜆‖𝜃‖ onde 𝜆 é um hiperparâmetro de projeto. Normalmente, adota-se 
normas do tipo 𝐿1 ou 𝐿2.  
• Adaptação dos valores de aprendizado com erro de validação: No 
começo da etapa de treinamento do MLP, começa-se com um valor para 
treinamento, normalmente com o maior valor possível e caso os valores 
das épocas sejam passados sem decrementar os valores de erro de 
validação, os valores de aprendizado são decrementados. 
• Pré-treinamento: Conforme incrementa-se a quantidade de camadas 
na camada oculta, o custo computacional aumenta exponencialmente. 
Por isso, uma abordagem seria fazer um pré-treinamento, camada por 
camada, com um sistema não supervisionado e usar os valores obtidos 
como valores iniciais para o treinamento em si. Esta ideia foi baseada 




alguma informação sobre probabilidade condicional do marcador 
recebido pelos dados de entrada 𝑝(𝑡|𝑥) (Bengio, 2009). 
• Desistência: é uma técnica introduzida por Hinton (2012) para prevenir 
sobreajuste entre neurônios. A ideia básica é remover algumas das 
unidades na camada escondida (com probabilidade 𝑝) durante a 
propagação para frente, enviando 0 valores ao invés de um valor real de 
saída e então recompensar isso durante os testes dividindo os valores 
por 𝑝. Esta técnica pode ser entendida como modelos de treinamento 
múltiplos em diferentes porções de dados e prever a média dos modelos 
para reduzir a variação. 
4.3.1 Aprendizado Profundo 
Os algoritmos de aprendizado profundo são redes neurais com múltiplas 
camadas ocultas, que por sua vez podem trabalhar com sistemas supervisionados, 
não supervisionados ou semi supervisionados e sua principal característica é que a 
rede tende a aprender conforme os dados de entrada, sendo o oposto aos sistemas 
de tarefas específicas. 
Conforme explicado em Biacnhini e Scarselli (2014), em arquiteturas com 
apenas uma camada escondida são denominadas como rede neural rasa (do inglês 
shallow neural network, SNN), enquanto arquiteturas com múltiplas camadas 
escondidas, é denominada rede neural profunda (do inglês deep neural network, 
DNN). 
Várias pesquisas têm mencionado as potencialidades e limitações destas 
arquiteturas. Conforme mencionado em Mhaskar et al. (2017) tem-se: 
• Em SNN, cada característica da camada escondida é única e, de certa 
forma, independente. Enquanto em DNN, as camadas, como usam dados 
de várias outras características das camadas anteriores, acabam 
sobrepondo-se entre elas. Isso acaba fazendo com que cada unidade seja 
mais e mais complexa conforme a profundidade da rede é aumentada. 
• Em SNN, a sua função de ativação acaba sendo simples de ser 
implementada enquanto em DNN tem-se ainda várias camadas que 




• Em DNN, é possível de se implementar uma rede neural recorrente (do 
inglês recurrent neural network, RNN), fazendo com que as diferentes 
unidades das camadas possam reutilizar os dados ao longo do tempo.  
 
4.3.2 Rede Neural Feedforward 
O modelo rede neural feedforward (do inglês feedforward neural network, 
FFNN) é um modelo que transforma os dados de entrada usando um conjunto de 
pesos e funções de ativação (Hastie e Friedman, 2009). Os pesos são primeiramente 
treinados usando um conjunto T de dados de entrada, representados por: 𝑋 =[𝑥1, … , 𝑥𝑡 , … , 𝑥𝑇]. Como mencionado em Ozanich, Gerstoft e Niu (2020), os dados de 
saída do FFNN é normalmente formado por uma distribuição, que a cada tempo ?̂?𝑡 = [?̂?𝑡 , … , ?̂?𝑡 ]:  
 
?̂?𝑡 = 𝑓 (∑𝑤𝑖𝑥𝑖𝐷𝑖=1 ) = 𝑓(𝑤𝑇𝑥𝑡) ( 4.9 ) 
 
sendo 𝑓 = (∙) em uma função arbitraria e 𝒘 o vetor de pesos. A otimização localizada 
de seus pesos 𝒘 é estimada por meio da inversão de minimização da função custo, 
J, sobre as amostras de entrada 𝑡 = 1, … . , 𝑇: 
 
?̂? = arg𝑚𝑖𝑛𝒘 {− ∑(𝐽(𝑦𝑡, ?̂?𝑡(𝒘, 𝑥𝑡)))𝑇𝑡=1 } ( 4.10 ) 
 
4.3.3 Redes de Conexões Aleatórias 
A RVFL é um tipo de rede neural feedforward aleatória (do inglês randomized 
feedforward neural network, RFNN). A principal diferença entre eles é que existe uma 
conexão direta entre as camadas de entrada e as camadas de saída que permite uma 
melhora na generalização dos resultados (Li et al., 2021). A Figura 4.7 mostra uma 





Figura 4.7: Fluxograma do RVFL (Li et al., 2021) 
 
Em RVFL, o aprimoramento dos pesos de entrada e suas polarizações são 
gerados aleatoriamente e mantidos durante todo o processo de aprendizado. Então a 
combinação da representação não-linear das características aprendidas na camada 
de aprimoramento e os dados originais são conjugados para determinar os pesos dos 
valores de saída. Então, considerando-se um banco de dados Ξ = {𝑥𝑖}𝑖=1𝑁 , onde 𝑥𝑖  ∈ ℜ𝑑 onde 𝑖 seria a i-ésima amostra tem-se o RVFL com 𝑗 nós aprimorados podem ser 
construídos tal que 
 
𝑓(𝑥𝑖) =  ∑𝛽𝑗ℎ𝑗(𝑢𝑗 , 𝑏𝑗 , 𝑥𝑖) + ∑ 𝛽𝑗𝑥𝑖𝑗𝐽+𝑑𝑗=𝐽+1 , 𝑖 = 1,… ,𝑁
𝐽
𝑗=1  ( 4.11 ) 
 
onde 𝛽 ∈  ℜ(𝐽+𝑑)×𝑐 é o peso da camada de saída; 𝑢𝑗 e 𝑏𝑗são, respectivamente, os 
valores aleatórios dos pesos e bias da camada de entrada, 𝑥𝑖𝑗 é a característica j-
ésima da amostra 𝑥𝑖 e ℎ𝑗(. , . , 𝑥𝑖) é a função ativação para o j-ésimo nó aprimorado da 
amostra 𝑥𝑖, que pode ser representado como 





O último termo da equação 4.12 pode ser entendido como uma conexão direta 
entre a camada de entrada e a camada de saída. Consequentemente, para toda a 
base de dados 𝑥𝑖 , 𝑡𝑖𝑖=1𝑁 , a função custo pode então ser definida como 
 




𝑖=1  ( 4.13 ) 
 
E simplificando-se a equação 4.13, que pode ser reescrita como uma matriz 




𝐻 = [ℎ(𝑢1, 𝑏1, 𝑥1) ⋯ ℎ(𝑢𝐽, 𝑏𝐽, 𝑥1)⋮ … ⋮ℎ(𝑢1, 𝑏1, 𝑥𝑁) ⋯ ℎ(𝑢𝐽 , 𝑏𝐽, 𝑥𝑁) |𝑥11 ⋯ 𝑥1𝑑⋮ ⋯ ⋮𝑥𝑁1 ⋯ 𝑥𝑁𝑑]𝑁 ×(𝐽+𝑑) ( 4.15 ) 
 
então a solução fechada para a equação 4.14 pode ser obtida pela pseudo-inversa de 
Moore-Penrose como 𝛽 = 𝐻†𝑌. Entretanto, tal solução pode estar propensa a erro de 
sobre ajuste. Então, para se prevenir tal problema e simplificar tal complexidade, é 
aplicado um algoritmo de mínimos quadrados para se resolver a equação 4.13 e então 
ter a solução calculada tal que 
 
𝛽∗ = {  
  (𝐻𝑇𝐻 + 𝐼𝜆)−1𝐻𝑇𝑌,𝑁 ≥ 𝐽 + 𝑑 𝐻𝑇 (𝐻𝑇𝐻 + 𝐼𝜆)−1 𝑌, 𝑁 < 𝐽 + 𝑑  ( 4.16 ) 
 
para uma amostra de teste, seu rótulo previsto pode ser determinado como 




4.3.3.1 Redes Profundas de Conexões Aleatórias  
As redes profundas de conexões aleatórias é uma extensão aplicada ao RVFL 
que aplica uma rede neural profunda, caracterizada por uso de camadas escondidas, 
onde a entrada de uma camada é formada pela saída da camada predecessora. Em 
cada uma das camadas escondidas, uma representação interna dos dados de entrada 
irá ser passado (Del Ser et al., 2021). Este tipo de estrutura apresenta uma 
flexibilidade em seu projeto, permitindo um tamanho da rede e os números de 
neurônios de cada camada serem ajustados conforme a necessidade.  
Considerando-se um número de camadas ocultas 𝐾, um mesmo número de 
neurônios ?̃? e os dados de treinamento {(𝑥𝑖, 𝑦𝑖)}𝑖=1𝑛 , pode-se então dizer que os 
passos executados por DRVFL são: 
1. Determina-se um valor de forma aleatória para os pesos de entrada 𝑾(1), … ,𝑾(𝐾) e seus vieses 𝑩(1), … , 𝑩(𝐾), que representam a conexão 
entre a camada de entrada e a primeira camada oculta. Esses valores 
irão ser mantidos durante toda a fase de treinamento; 
2. Calcula-se a matriz de saída 𝑯(1) da primeira camada oculta, que 
consiste em uma transformação não linear das características de 
entrada, como: 𝑯(1) = 𝑔(𝑿𝑾(1)), onde 𝑿 é a matriz de entrada dos 
dados de treinamento e 𝑔(. ) é a função ativação dos neurônios; 
3. Enquanto o número de camadas ocultas for maior que 1, os dados de 
saída das camadas ocultas podem ser obtidos seguindo-se: 𝑯(𝐾) =𝑔(𝑯(𝐾−1)𝑾(𝐾)); 
4. Na camada de saída, os dados de entrada seriam representados por:  
 𝑰 =  [𝑯(1);𝑯(2); … ;𝑯(𝐾−1);𝑯(𝐾); 𝑿] ( 4.18 ) 
 
5. Somente os pesos de saída (𝛽) são obtidos durante o processo de 
treinamento; 
6. Finalmente, os valores de saída para o algoritmo são definidos como:  





4.3.4 Aprendizado Profundo Extremo 
A literatura traz que a velocidade de aprendizado de redes neurais 
feedforward é geralmente lenta, fazendo-se com que seja um dos maiores gargalos 
para se usar tais métodos em aplicações com resposta em tempo real (Ghosh et al., 
2019). São dois os principais motivos para isso: 
• Os algoritmos de aprendizado baseados em gradiente são 
extensivamente usados no treinamento das redes neurais artificiais; 
• Todos os parâmetros da rede são interativamente ajustados usando 
tais algoritmos. 
Diferentemente dessas implementações convencionais, o aprendizado 
profundo extremo, sugere uma nova estratégia (Huang et al., 2006). Tal estratégia é 
aplicada nas redes neurais feedforward com uma única ou múltiplas camadas ocultas, 
onde é escolhido aleatoriamente os nós ocultos e analiticamente determina-se os 
pesos a serem aplicados na saída. 
Sua vantagem, como é esperado, é que resultados satisfatórios sejam obtidos 
em velocidade rápida para seu aprendizado pois não tem um processo iterativo de 
aprendizado. 
Dado uma única camada escondida onde a função de saída seja representada 
por: 
 ℎ𝑖(𝑥) = 𝐺(𝑎𝑖, 𝑏𝑖, 𝑥) ( 4.20 ) 
 
onde 𝑎𝑖 e 𝑏𝑖 são os parâmetros da i-ésima camada oculta. Neste contexto, para a 
função de saída com múltiplas camadas ocultas tem-se: 
 
𝑓𝐿(𝑥) =∑𝛽𝑖ℎ𝑖(𝑥)𝐿𝑖=1  ( 4.21 ) 
 





4.3.5 Rede Neural com Estado de Eco 
A rede neural com estado de eco (do inglês echo state network, ESN), por ser 
uma rede recorrente tem potencialidades para previsões de séries temporais. Suas 
camadas podem ser divididas em três partes: camada de entrada; seu reservatório 
dinâmico, que corresponde a uma camada interna que consiste em vários neurônios 
conectados esparsamente e que contribuem para o processamento da informação de 
maneira mais rápida; e a camada de saída (Jager, 2001).  
Um dos motivos para que a ESN tenha uma convergência rápida se dá pelo 
motivo que apenas os pesos de saída usam algoritmos de regressão linear durante a 
fase de treinamento. A Figura 4.8 mostra uma arquitetura ESN e as suas três 
camadas, contendo 𝐾 unidades de entrada para ativar a rede, 𝑁 neurônios em seu 
reservatório dinâmico que forma seu estado interno e 𝐿 neurônios de saída que 
produzem o sinal de saída. 
 
 
Figura 4.8: Arquitetura de uma rede ESN (Hu et al., 2020) 
 
Supondo-se que em um determinado tempo 𝑖, os dados da matrix de entrada 
podem ser definidos como:  
 𝑢(𝑖) = [𝑢1(𝑖), 𝑢2(𝑖),… , 𝑢𝐾(𝑖)]𝑇 ( 4.22 ) 
 
A matriz dos dados do reservatório dinâmico então pode ser definida como 




𝑥(𝑖) = [𝑥1(𝑖), 𝑥2(𝑖),… , 𝑥𝑁(𝑖)]𝑇 
 
e seus dados de saída seriam 
 𝑦(𝑖) = [𝑦1(𝑖), 𝑦2(𝑖),… , 𝑦𝐿(𝑖)]𝑇 ( 4.24 ) 
 
onde pode-se definir 𝑖 = 1, 2, … , 𝐼 sendo que o total do tempo de treinamento seria 
representado por 𝐼. 
Para a atualização dos dados nos estados internos dos reservatórios 
representados como 𝑥(𝑖 + 1) e para os estados de saída, representados como 𝑦(𝑖 + 1), tal que: 
 {𝑥(𝑖 + 1) = 𝑓(𝑤𝑖𝑛 ∗ 𝑢(𝑖 + 1) + 𝑤 ∗ 𝑥(𝑖)  +  𝑤𝑏𝑎𝑐𝑘 ∗ 𝑦(𝑖))𝑦(𝑖 + 1) = 𝑔(𝑤𝑜𝑢𝑡 ∗ 𝑥(𝑖 + 1))                                                   ( 4.25 ) 
 
onde as funções de ativação para os neurônios no reservatório e  𝑔 = [𝑔1, 𝑔2, … , 𝑔𝑁] 
para os neurônios de saída podem ou não serem lineares. Adicionalmente, pode-se 
notar que existe matrizes de pesos, sendo 𝑤𝑖𝑛 de 𝑁 ∗ 𝐾 que conecta os estados de 
entrada com os estados internos, o peso 𝑤 de 𝑁 ∗ 𝑁 que habilita as conexões internas 
dos estados internos do reservatório, o peso 𝑤𝑏𝑎𝑐𝑘 de 𝑁 ∗ 𝐿 que conecta os estados 
de saída com os estados internos do reservatório, e finalmente o peso 𝑤𝑜𝑢𝑡 de 𝐿 ∗ 𝑁 
que conecta os estados do reservatório com os estados de saída. 
 
4.4 Rede Neural Convolucional 
As redes neurais convolucionais (em inglês convolutional neural network, 
CNNs ou ConvNets) são focadas principalmente em aplicações de processamento de 
imagens, pois foi inspirada na parte do cérebro humano relacionado a imagens, 
denominado córtex visual primário (do inglês primary visual cortex, PVC) (LeCun et 
al., 1998). Em uma explicação simples, o PVC é alimentado por sinais recebidos por 
neurônios que estão conectados com a retina do olho e que são estimulados pela luz. 
Esses neurônios, por sua vez, realizam um processamento básico da imagem 
recebida, porém os mesmos não alteram a sua representação. A imagem é então 




Os neurônios corticais individuais respondem a estímulos apenas em regiões 
restritas do campo de visão conhecidas como campos receptivos. Os campos 
receptivos de diferentes neurônios se sobrepõem parcialmente de forma a cobrir o 
campo de visão. 
A convolução é uma função com dois argumentos: a entrada e o núcleo. A 
saída é normalmente referenciada como feature map. A entrada é geralmente um 
vetor multidimensional de valores e o núcleo é um vetor multidimensional de 
parâmetros de ajuste para o algoritmo de aprendizado. Estes parâmetros 
normalmente são denominados de tensores. A equação 4.26 representa a convolução 
discreta de um kernel 𝐾 bidimensional, também chamado de filtros, fazendo com que 
o sistema consiga lidar com variações de distorção, rotação e translação da imagem 
tal que 
 𝑆(𝑖, 𝑗) = (𝐼 ∗ 𝐾)(𝑖, 𝑗) =∑∑𝐼(𝑚, 𝑛)𝐾(𝑖 − 𝑚, 𝑗 − 𝑛)𝑛𝑚  ( 4.26 ) 
 
onde 𝐼 representa a imagem a ser analisada, sendo representada por seus pixels em 
posições 𝑖 e 𝑗. 
Existem quatro operações principais que normalmente são consideradas 
críticas para um típico exemplo de CNN: convolução, não linearidade, pooling (ou 
subamostras) e classificação. Essas operações são obtidas usando três camadas 
fundamentais na arquitetura da rede: camada convolucional, camada de pooling e 
camada totalmente conectada. Por exemplo, LeNet5 (Lecun et al., 1998) é um 
exemplo clássico de uma arquitetura que pode ser usado para se entender como 
essas camadas são usadas. Na Figura 4.9 é ilustrada a estrutura de uma rede 





Figura 4.9: Arquitetura uma rede convolucional 1D para previsão de uma série temporal 
 
Na camada convolucional ocorre a extração das características da imagem, 
denominada feature maps ou matriz de ativação. Nesta etapa, os dados espaciais da 
imagem são preservados nos pixels, usando filtros. Filtros ou o núcleo em CNNs são 
como uma parte ou uma matriz que desliza sobre a imagem. Durante esse processo, 
os filtros calculam o produto dos correspondentes pixels da imagem e produzem o 
feature maps. Os filtros agem como detectores da imagem de entrada e diferentes 
valores da matriz de entrada irão produzir diferentes mapas de características. 
Na camada de pooling (ou camada de subamostras) os mapas de 
características têm seus tamanhos reduzidos. Nesta etapa, nenhum processo de 
aprendizado é realizado. O princípio é que a entrada será dividida em múltiplos 
elementos retangulares que se sobrepõe e unidades entre cada elemento são usadas 
para criar uma única unidade de saída. Isso acaba diminuindo o tamanho da camada 
de saída e ao mesmo tempo preservando as informações mais importantes da 
imagem de entrada.  
Uma potencialidade desta camada é a de introduzir a invariância translacional. 
Por exemplo esta potencialidade é a ativação de funcionalidades em diferentes 
posições no espaço de entrada que podem ter o mesmo resultado se aumentar a 
generalização. Isso faz com que o pooling máximo seja superior aos outros tipos de 
operações de pooling (Scherer et al., 2010). 
Finalmente, a última camada denominada camada totalmente conectada nada 
mais é do que uma tradicional rede neural multicamada com uma função ativação do 
tipo SoftMax. O nome originalmente veio do fato de que cada neurônio nesta camada 




maioria dos casos é a responsável por fazer classificação de dados. Uma vez que os 
dados de saída das outras camadas contêm informações de alto nível, obtidos da 
imagem de entrada, nesta última camada tais informações são usadas para aprimorar 
os dados especificados pelos dados de treinamento.  
4.5 Rede Neural Recorrente 
Em CNNs não existe uma maneira de fazer com que a rede se lembre sobre 
os dados do passado. Porém, com a introdução das redes neurais recorrentes, 
proposto por Rumelhart et al. (1986), foi possível solucionar este problema. Uma RNN 
é uma classe de redes neurais que inclui conexões ponderadas dentro de uma 
camada, sendo diferentes das redes neurais mais tradicionais onde se conecta a 
alimentação apenas nas camadas mais profundas. Com isso, tais redes conseguem 
armazenar informações ao processar novas entradas, fazendo com que as entradas 
anteriores também sejam consideradas. 
Na Figura 4.10 é mostrada uma representação de uma rede neural recorrente. 
 
Figura 4.10: Representação gráfica de uma rede neural recorrente 
 
Na parte mais à esquerda do desenho, tem-se um modelo compacto. Tem-se 
o vetor de entrada 𝑥 que está conectado a camada oculta ℎ e por meio da conexão 𝑈 
que representa os parâmetros de entrada da rede. A camada oculta então gera um 
sinal de saída 𝑜 que está conectada por uma conexão 𝑊 que contém os parâmetros 
da rede para saída. E as camadas estão conectadas entre si por meio da conexão 𝑉. 
Ao se expandir tal modelo, como representado no desenho mais a direita, tem-se a 
rede representada ao longo do tempo 𝑡. Em cada instante 𝑡, tem-se então que a 




4.5.1 Memória Longa a Curto Prazo 
A memória longa a curto prazo (do inglês long short-term memory, LSTM) é 
uma rede neural recorrente que é baseada em modelos FFNN, porém com a 
capacidade de se lembrar de padrões que ocorreram ao longo do tempo, uma vez que 
a sua estrutura permite receber dados anteriores de suas conexões (Nguyen et al., 
2021). Por isso, consegue-se melhorar o problema de desaparecimento de gradiente, 
que é um problema comum para outros modelos de redes neurais recorrentes. Sua 
arquitetura, mostrada na Figura 4.11 mostra que diferentemente de modelos RNN, o 
LSTM usa múltiplas entradas que agem como células de memória que gerenciam o 
fluxo de entrada e saída dentro da rede. 
 
Figura 4.11: Fluxograma do LSTM (Yu et al., 2021) 
 
Em um determinado tempo 𝑡, o elemento de entrada corrente, representado 
como 𝑥𝑡, e os resultados do passo anterior ℎ𝑡−1 produzem os dados de entrada na 
camada escondida (oculta) corrente. Consequentemente, a rede pode mapear a 
sequência de entrada 𝑥𝑡 em uma sequência de saída yt, sendo que cada y𝑡, depende 
de todos os valores anteriores de x𝑡, acordo com a seguinte relação: 
 {ℎ𝑡 =  ℜ(Wℎℎ𝑡−1 + 𝑈𝑖𝑥𝑡 + 𝑏ℎ)𝑦𝑡 =  ℜ(Uoht + 𝑏𝑜)                     ( 4.27 ) 
 
sendo ℜ a representação para função ativação, 𝑏ℎ e 𝑏𝑜 são bias aplicados e 𝑈𝑖, 𝑊ℎ e 𝑈𝑜 são os pesos das camadas. 
Uma das principais diferenças entre redes LSTM e outras redes RNN é que o 
LSTM usa portas (ou gates) ao invés de neurônios de camadas recorrentes (Bukhari 
et al., 2020). Tais portas tem uma conexão direta com o próximo passo e uma unidade 
de tomada de decisões que controla a limpeza da memória. Tais portas conseguem 




são: forget, entrada e saída. As portas de forget, como o nome sugere, deve decidir 
se a informação ainda útil e mantê-la ou removê-la da rede. Tais decisões tem duas 
possíveis respostas: zero, que significa remover tais dados da célula, e um, que 
mantém os valores originais da célula.  A porta de forget pode então ser representada 
por: 
 𝑓𝑡 =  𝜎(𝑊𝑓  ∙ [ℎ𝑡−1, 𝑥𝑡  ] + 𝑏𝑓) ( 4.28 ) 
 
onde 𝜎 representa a função ativação que frequentemente usa uma função sigmoide 
representado por:  
 𝜎(𝑋) =  11 − 𝑒−𝑥 ( 4.29 ) 
 
Na próxima etapa, a porta de entrada e o resultado da sigmoide são agrupados 
para se criar um estado 𝐶𝑡 que move para o próximo passo que renova os estados 
das outras células. As equações que representam tal agrupamento são representadas 
por: 
 {𝑖𝑡 =  𝜎(𝑊𝑖  ∙ [ℎ𝑡−1, 𝑥𝑡]  + 𝑏𝑡)  𝐶𝑡′ = tanh(𝑊𝑐[ℎ𝑡−1, 𝑥𝑡]  +  𝑏𝑐) ( 4.30 ) 
 
onde a função tanh é uma função tangente hiperbólica que pode variar entre -1 e 1 tal 
que 
 tanh(𝑋) =  𝑒𝑥 − 𝑒−𝑥𝑒𝑥 + 𝑒−𝑥 ( 4.31 ) 
 
4.6 Floresta Aleatória 
A floresta aleatória (do inglês, random forest, RF) consegue prover uma 
combinação única entre precisão de suas predições e a interoperabilidade do modelo 
ao longo dos métodos mais populares para aprendizado de máquina. As amostras 
aleatórias e as estratégias de ensemble utilizadas em suas árvores habilitam alcançar 




vem da implementação de um esquema chamado “ensacamento” (do inglês bagging), 
que aprimora a generalização por meio da diminuição de sua variância, enquanto 
outros métodos, tal como boosting, realizam tal efeito por meio da diminuição do bias 
(Qi, 2012). 
RFs são um conjunto de árvores que usam 𝑛 observações idependentes, que 
podem ser representadas como: 
 (𝑌𝑖, 𝑋𝑖), 𝑖 = 1,…𝑛 ( 4.32 ) 
 
Em RF, cada ramo é associado com a função de divisão 𝑓(𝒙; 𝜃) que pode ser 
representado por: 
 𝑓(𝒙; 𝜃) =  { 1  se 𝑥(𝜃1) < 𝜃2 0  outros casos       ( 4.33 ) 
 
onde 𝜃1 𝜖 {1, 2, … , 𝑑} é uma característica selecionada e 𝜃2 𝜖 ℝ é um limite. O resultado 
determina para qual ramo filho os valores de 𝒙 são redirecionados. Por exemplo, o 
valor 0 pode representar que seja o ramo filho a esquerda, enquanto o valor 1 
representaria que seria o ramo filho a direita. Os ramos, da árvore são armazenados 
usando-se uma distribuição probabilística ou rótulos baseados nas amostras 
recebidas durante o treinamento.  
Durante os testes, para uma amostra 𝒙, cada árvore retorna uma distribuição 
probabilística 𝑝𝑡(𝑦|𝒙) armazenada no ramo no qual o valor acaba passando. 
Finalmente, o rótulo é obtido por meio de uma votação no qual o maior valor vence ou 
por uma mediana que pode ser representada por: 
 
𝑦∗(𝒙) = arg𝑚𝑎𝑥𝑦 1𝑇∑𝑝𝑡(𝑦|𝒙𝑇𝑡=1 ) ( 4.34 ) 
  
4.6.1 Floresta Aleatória Quantílica  
A floresta aleatória quantílica (do inglês, quantile random forest, QRF) é um 
melhoramento do método original de floresta aleatória combinado com regressão 




um valor singular retornado pela média de suas árvores (He et al., 2020). A distribuição 
condicional de 𝑌 pode ser expressa por:  
 𝐹(𝑦|𝑋 =  𝑥) = 𝑃(𝑌 ≤ 𝑦|𝑋 = 𝑥) = 𝐸(𝑙{𝑌𝑖≤𝑦}|𝑋 = 𝑥) ( 4.35 ) 
 
sendo que 𝐸(𝑙{𝑌𝑖≤𝑦}|𝑋 = 𝑥), quando usando-se RF, é definida como a média dos 
valores de observação. Sendo que para QRF, seria a mediana dos pesos de suas 
observações, como expressado matematicamente aqui: 
 ?̂?(𝑦|𝑋 =  𝑥) =  ∑𝑤𝑖(𝑥)𝑙{𝑌𝑖≤𝑦}𝑛𝑖=1  ( 4.36 ) 
 
sendo que a sequência de acontecimentos pode ser resumida pelos seguintes 
aspectos: 
• As 𝐾 árvores de decisão 𝑇(𝜃𝑡), 𝑡 = 1,… , 𝑘 são geradas usando-se 
RF e as observações de cada ramo em cada árvore de decisão é 
considerada e armazenada; 
• Para 𝑋 = 𝑥, interaja-se com todas as árvores de decisão e calcula-
se os pesos de cada uma das árvores de decisões. O peso  𝑤𝑖(𝑥, 𝜃𝑡) 
de cada observação 𝑖 𝜖 {1, … , 𝑛} então é obtida pela mediana dos 
pesos das árvores de decisão; 
• Para todos os 𝑦 𝜖 ℝ, calcula-se a estimativa da função distribuição 
com a função representada pela equação 4.36 usando-se os pesos 
obtidos no passo anterior. 
 
4.6.2 Gradiente Extremo Aumentado 
Gradiente extremo aumentado (do inglês extreme gradient boosting, 
XGBoost), é um modelo melhorado da árvore de decisão que usa como base o 
gradient boosting (Friedman, 2002). Uma de suas principais características é a 
construção de árvores de decisão mais eficientes (o algoritmo é otimizado para os 




O XGBoost constrói suas árvores de decisão para usar logicamente os valores 
obtidos nos seus resultados da função custo, indicando então a importância de cada 
uma das características para o modelo de treinamento (Kiangala et al., 2021).  
O algoritmo usa três fatores de importância: ganho, frequência e uso 
(Friedman, Hastie e Tibshirani, 2001). O ganho é o principal fator de importância de 
uma característica dos ramos da árvore. Frequência, que seria uma versão 
simplificada do ganho, é o número de características construídas em todas as árvores 
de decisão. E por fim, o uso seria os valores relativos da característica observada.  
Na Figura 4.12, é possível notar o funcionamento do XGBoost, aonde a cada 
iteração do gradient boosting, os resíduos da predição atual são usados na próxima 
predição para que a função de perda seja otimizada por meio da correção do preditor. 
 
Figura 4.12: Fluxograma do XGBoost (Zhang et al., 2018) 
 
Zhang et al. (2018) sugeriu como parte das melhorias no XGBoost, uma 
regularização que foi adicionada para a função de perda para estabelecer a função 
objetivo do modelo, que poder ser representado por:  
 𝐽(𝜃) =  𝐿(𝜃) +  Ω(𝜃) ( 4.37 ) 
 
onde 𝜃 representa os valores treinados para os dados de entrada; 𝐿 é a função de 
perda do treinamento, como por exemplo a perda quadrática ou perda logística, que 




de regularização, como a norma L1 ou L2, que mede a complexidade do modelo. 
Modelos simples, tendem a ter melhor desempenho contra o sobre ajuste. Sendo que 
a base do modelo é uma árvore de decisões, a saída do modelo ?̂?𝑖 é votada ou a 
mediana de uma coleção de 𝐹 de 𝑘 árvores tais que 
 
?̂?𝑖 = ∑𝑓𝑘(𝑥𝑖)𝑘𝑖=1 , 𝑓𝑘  𝜖 𝐹 ( 4.38 ) 
 
onde a função objetivo (custo) para a iteração acontecendo no tempo 𝑡 pode ser 
representada como: 
𝐽(𝑡) = ∑𝐿(𝑦𝑖, ?̂?𝑖) +∑Ω(𝑓𝑘)𝑡𝑘=1  𝑛𝑖=1  ( 4.39 ) 
 
aonde 𝑛 representa o número de predições. Para ?̂?𝑖(𝑡) tem-se: 
 
?̂?𝑖(𝑡) = ∑𝑓𝑘(𝑥𝑖)𝑡𝑘=1 = ?̂?𝑖(𝑡−1) + 𝑓𝑡(𝑥𝑖)  ( 4.40 ) 
 
finalmente, para o termo de regularização da árvore de decisão Ω(𝑓𝑘), representa-se 
como: 
 
Ω(𝑓𝑘) =  𝑦𝑇 + 12 𝜆∑𝑤𝑗2 𝑡𝑗=1  ( 4.41 ) 
 
onde 𝑦 representa a complexidade de cada ramo, 𝑇 é o número de ramos na árvore 
de decisão, 𝜆 é o parâmetro para scalar a penalidade, e 𝑤 é o vetor de scores nos 
ramos. 
 
4.6.3 Máquina Simplificada de Gradiente Aumentado 
A máquina simplificada de gradiente aumentado (do inglês light gradient 




de gradient boosting, que diferencialmente de outros algoritmos, distribui os melhores 
resultados entre as suas folhas, ao contrário de outros modelos que fazem a 
distribuição em profundidade (ou level) na árvore. Isso permite com que os valores de 
perda acabem sendo reduzidos conforme se cresce as folhas do mesmo (Ke et al., 
2017). 
Sua estratégia envolve em fazer a separação das folhas que estão no mesmo 
nível simultaneamente, porém, cada uma das folhas contém valores únicos que 
permitem um ganho de informação único. Tais ganhos indicam uma redução esperada 
em sua entropia, causada pelas divisões baseadas em atributos, que podem ser 
determinados por:  
 IG(𝐵, 𝑉) =  𝐸𝑛(𝐵) − ∑ |𝐵𝑣|𝐵 𝐸𝑛(𝐵𝑣)𝑣 ∈ 𝑉𝑎𝑙𝑢𝑒𝑠(𝑉)  ( 4.42 ) 
 
onde 𝐸𝑛(𝐵) é a entropia da informação coletada de 𝐵, que pode ser representada por: 
 
𝐸𝑛(𝐵)  =   ∑−𝑝𝑑 log2 𝑝𝑑𝐷𝑑=1  ( 4.43 ) 
 
onde 𝑝𝑑 é o ratio 𝐵 pertinente a categoria 𝑑 e 𝐷 é o número de categorias existentes, 𝑣 é o valor do atributo 𝑉 e 𝐵𝑣 é um subset de 𝐵 para o atributo que contém o valor de 𝑣. 
Como potencialidades que se tem para o uso de LightGBM, pode-se citar o seu 
rápido treinamento, uma vez que usa paralelismo entre as suas folhas, o baixo 
consumo de memória, uma vez que os valores são continuamente modificados e não 
é necessário mantê-los em memória e a possibilidade de ser usado em grande banco 





5 OTIMIZAÇÃO POR METAHEURÍSTICA 
As heurísticas são procedimentos de solução que, em vários casos, se 
apoiam em uma abordagem intuitiva, na qual a estrutura particular do problema possa 
ser considerada e explorada de forma “inteligente”, para a obtenção de uma solução 
adequada (Cunha, 1997).  
Até o final da década de 1980, os métodos heurísticos propostos para resolver 
problemas de otimização eram, em sua maioria, específicos e dedicados a um dado 
problema. A partir daí esse paradigma evoluiu e surgiu um crescente interesse em 
técnicas que sejam mais flexíveis e por isso, aplicáveis a diversos problemas. Estas 
técnicas são conhecidas por meta-heurísticas. Dentre as quais destacam-se: 
simulated annealing, busca tabu, algoritmos genéticos, scatter search, GRASP (do 
inglês greedy randomized adaptive search procedures), colônia de formigas, busca 
em vizinhança variável (do inglês variable neighbourhood search, VNS), entre outras 
abordagens na maior parte oriundas da computação evolutiva e inteligência de 
enxames. A seguir são mencionados os algoritmos de otimização Bayesiana e a 
evolução diferencial, ambos adotados em procedimento de sintonia de 
hiperparâmetros dos modelos de aprendizado de máquina avaliados na tese. 
5.1 Otimização por Algoritmo Bayesiano 
Como na maioria dos casos, o algoritmo de otimização Bayesiana (do inglês 
bayesian optimization algorithm, BOA), procura achar o menor valor para a função 𝑓(𝑥) em região limitada por 𝑋, que é um subset de ℝ𝐷. Sua característica é que ela 
constrói o modelo probabilístico do modelo 𝑓(𝑥) e então explora-o para fazer decisões 
sobre onde em 𝑋 deve-se ir em “regiões ainda incertas” (Pelikan et al., 1999). A 
principal filosofia é de se usar todas as informações obtidas de análises anteriores de 𝑓(𝑥) e não apenas em gradientes locais ou aproximações Hessianas. Esta abordagem 
resulta em facilitar a descoberta do mínimo valor para a função custo com poucos 
passos, porém, usando mais cálculos para determinar os próximos pontos a serem 
testados. Quando usado para determinar 𝑓(𝑥) que sejam custosos de executar, como 
é o caso de aprendizado de máquinas, então é fácil de se entender o motivo de se 




Tendo-se uma função arbitraria representada por 𝑓: 𝑋 →  ℝ definida sobre o 
set convexo 𝑋 ⊂  ℝ𝑑 que pode calculada como 𝑥 ∈ 𝑋, produzindo observações 
ruidosas do tipo 𝑦 ~𝑁(𝑓(𝑥), 𝜎𝑜𝑏𝑠2 ). 
Existem duas principais escolhas que podem ser feitas quando se usa 
otimização Bayesiana: o primeiro seria qual o método de avaliação para os valores 
retornados pelo modelo a ser retornado e o segundo seria a escolha de uma função 
aquisição, que é usada para construir uma subfunção do modelo anterior que permite 
assim calcular os próximos pontos a serem analisados. 
5.1.1 Processo Gaussiano 
O processo Gaussiano (do inglês gaussian process, GP) é um eficiente 
método para fazer a distribuição de valores na função (Zhang e Xu, 2021), tal que: 
 𝑓 ∶ 𝑋 →  ℝ ( 5.1 ) 
 
o GP então pode ser definido pela propriedade que qualquer set finito de 𝑁 amostras {𝑥𝑛 ∈ 𝑋}𝑛=1𝑁  que induz a distribuição Gaussiana multivariada, ou seja, no domínio ℝ𝑁. 
O 𝑛 elemento destes pontos pode ser usados então para a função custo 𝑓(𝑥𝑛) e os 
valores das propriedades da distribuição Gaussiana permitem calcular os valores 
marginais e condicionais em um formato definido.  
5.2 Otimização por Algoritmo de Evolução Diferencial 
A evolução diferencial é um algoritmo de otimização estocástico da área de 
computação evolutiva que usa a diferença de orientação entre suas soluções 
candidatas para se “orientar” no espaço de busca discreto (Storn e Price, 1997).  Sua 
população, com NP soluções candidatas (ou indivíduos), utiliza três operadores 
(mutação, cruzamento e seleção) a cada geração. A cada geração, as três operações 
são executadas, que gera então um vetor mutante na operação de mutação, que gera 
um terceiro vetor (vetor de testes) na operação de cruzamento que é gerado por meio 
do cruzamento do vetor mutação e o vetor alvo. Sendo que finalmente na última fase, 




5.2.1 Operadores da Evolução Diferencial 
A evolução diferencial adota as seguintes operações no seu ciclo de otimização: 
 
Operação de mutação: Sejam os vetores 𝑋𝛼, 𝑋𝛽 e 𝑋𝛾 escolhidos aleatoriamente 
e distintos entre si. Na geração 𝑞 um par de vetores (𝑋𝛽, 𝑋𝛾) define uma diferença 𝑋𝛽 
– 𝑋𝛾. Esta diferença é multiplicada por 𝐹 > 0, sendo denotada por diferença 
ponderada, e é usada para perturbar o terceiro vetor 𝑋𝛼 ou o melhor vetor, 
denominado de 𝑋𝑏𝑒𝑠𝑡, da população. Este processo que resulta o vetor doador 𝑉(𝑞+1) 
pode ser escrito pela expressão 
 𝑉(𝑞+1) = 𝑋𝛼(𝑞) + 𝐹 (𝑋𝛽(𝑞) − 𝑋𝛾(𝑞)) 𝑜𝑢 𝑉(𝑞+1) = 𝑋𝑏𝑒𝑠𝑡(𝑞) + 𝐹 (𝑋𝛽(𝑞) − 𝑋𝛾(𝑞))   ( 5.2 ) 
 
onde os índices escolhidos aleatoriamente baseados em geração de índices 
aleatórios com distribuição uniforme para 𝛼, 𝛽, 𝛾 ∈ {1,… ,𝑁𝑝} são inteiros distintos entre 
si e diferentes do índice 𝑑. 𝐹 é um número 𝐹 ∈  ℜ pertencente ao intervalo [0,2] que 
controla a amplitude da diferença ponderada. A Figura 5.1 mostra um exemplo 










Se o número de indivíduos da população é grande o suficiente, a diversidade 
da população pode ser melhorada usando duas diferenças ponderadas para perturbar 
um vetor existente, ou seja, cinco vetores distintos são escolhidos aleatoriamente na 
população atual. O vetor diferença ponderada usa dois pares de diferenças 
ponderadas e é usado para perturbar o quinto vetor ou o melhor vetor da população 
atual. Este processo pode dado por: 
 𝑉(𝑞+1) = 𝑋𝛼(𝑞) + 𝐹 (𝑋𝜆(𝑞) − 𝑋𝛽(𝑞) + 𝑋𝛾(𝑞) − 𝑋𝛿(𝑞)) ( 5.3 ) 
 
ou 
 𝑉(𝑞+1) = 𝑋𝑏𝑒𝑠𝑡(𝑞) + 𝐹 (𝑋𝜆(𝑞) − 𝑋𝛽(𝑞) + 𝑋𝛾(𝑞) − 𝑋𝛿(𝑞)) ( 5.4 ) 
 
onde os índices escolhidos aleatoriamente 𝛼, 𝛽, 𝛾, 𝜆 ∈ {1,… , 𝑁𝑝}, são inteiros 
mutuamente distintos e diferentes do índice d, tal que 𝑁𝑝  ≥ 6. E 𝑋𝑏𝑒𝑠𝑡(𝑞) é o indivíduo da 
população que se encontra no momento com o melhor resultado obtido pela função 
ativação. 
Operação de cruzamento: O cruzamento é introduzido para aumentar a 
diversidade dos indivíduos que sofreram a mutação. Assim, as componentes do vetor 
experimental 𝑈(𝑞+1) são formadas conforme a expressão: 
 𝑈𝑖(𝑞+1) = {𝑉𝑖(𝑞+1), 𝑠𝑒 𝑟𝑖 ≤ 𝐶𝑅                 𝑥𝑑,𝑖(𝑞), 𝑠𝑒 𝑟𝑖 > 𝐶𝑅, 𝑖 = 1,… , 𝑛 ( 5.5 ) 
 
onde 𝑟𝑖 é um número gerado aleatoriamente com distribuição uniforme no intervalo 
[0,1]. Os elementos 𝑥𝑑,𝑖 constituem o vetor alvo 𝑋𝑑(𝑞), 𝐶𝑅 é a probabilidade de o 
cruzamento ocorrer, representando a probabilidade de o vetor experimental herdar os 
valores das variáveis do vetor doador, e está compreendida entre 0 e 1, sendo 
fornecida pelo usuário ou projetista. Quando 𝐶𝑅 = 1, por exemplo, todas as 




Se após o cruzamento uma ou mais componentes do vetor experimental estiver 
fora da região de busca, fazem-se as correções: 
  {Se 𝑢𝑗 < 𝑥𝑖𝐿 , então 𝑢𝑖 = 𝑥𝑖𝐿Se  𝑢𝑗 < 𝑥𝑖𝑈 , então 𝑢𝑖 = 𝑥𝑖𝑈 ( 5.6 ) 
 
Operação de seleção: A seleção é o processo de produzir melhores filhos. 
Diferentemente de outros algoritmos evolutivos, a evolução diferencial não usa 
hierarquia (elitismo) nem seleção proporcional. Em vez disso, o custo do vetor 
experimental 𝑈(𝑞+1) é calculado e comparado com o custo do vetor alvo 𝑋𝑑(𝑞). Se o 
custo do vetor alvo for menor que o custo do vetor experimental, o vetor alvo é 
permitido avançar para a próxima geração. Caso contrário, o vetor experimental 
substitui o vetor alvo na geração seguinte. Em outras palavras, a operação pode ser 
formulada por: 
 
{Se 𝑓(𝑈(𝑞+1)) ≤ 𝑓 (𝑋𝑑(𝑞)) , então 𝑋𝑑(𝑞+1) = 𝑈(𝑞+1)Se 𝑓(𝑈(𝑞+1)) > 𝑓 (𝑋𝑑(𝑞)) , então 𝑋𝑑(𝑞+1) = 𝑋𝑑(𝑞)  ( 5.7 ) 
 
O procedimento mencionado é finalizado por meio de algum critério de parada, 
sendo que um número máximo de gerações deve ser estabelecido. 
5.3 Métricas de desempenho 
A análise dos resultados de um modelo é uma parte importante e essencial 
para a construção de um modelo efetivo de aprendizado de máquina. Várias métricas 
de desempenho já foram sugeridas pela comunidade científica sendo diferentes 
métricas de desempenho são usadas para diferentes tipos de problemas (Srivastava, 
2019). 
Em problemas de classificação, algumas das métricas mais usadas é a MSE, 
a raiz de erro quadrático médio (do inglês root mean squared error, RMSE) e a 
RMSLE: 
• MSE : é uma das métricas de desempenho mais simples, que apenas faz a 




previstos 𝑃 e os valores reais 𝑂 dividida pelo número de termos. É definida 
como 
 𝑀𝑆𝐸 =  1𝑛∑(𝑂𝑖 − 𝑃𝑖)2𝑛𝑖=1  ( 5.8 ) 
 
• RMSE: É uma das mais populares métricas de desempenho usada para 
problemas de regressão. Ela assume que o erro é livre de bias e que segue 
uma distribuição normal. Seu valor pode ser definido como 
 
𝑅𝑀𝑆𝐸 = √1𝑛∑(𝑂𝑖 − 𝑃𝑖)2𝑛𝑖=1  ( 5.9 ) 
 
Ao contrário do MSE, possui uma unidade (dimensão), representada por 𝑛, 
igual à dimensão dos valores observados e preditos. Interpreta-se seu valor 
como uma medida do desvio médio entre observado e predito, porém 
observe que as diferenças entre o valor original, 𝑂 e o valor previsto 𝑃 são 
elevadas ao quadrado. 
• RMSLE: Está métrica de desempenho permite uma melhor robustez para 
base de dados que acabem tendo muitos outliers e acaba usando o erro 
relativo, já que é o valor logaritmo que é usado, acabando então 
penalizando mais os valores previstos que forem menores que os valores 
reais. É definida como: 
 
𝑅𝑀𝑆𝐿𝐸 = √1𝑛∑(log (𝑂𝑖 + 1) − log (𝑃𝑖 + 1))2𝑛𝑖=1  ( 5.10 ) 
 
onde novamente se tem que os valores originais estão sendo representados 





5.4 Seleção de Características 
Uma característica (feature em inglês) é uma propriedade mensurável de um 
processo que está sendo observado. Usando um conjunto de características, os 
sistemas de aprendizado de máquina podem aprender e executar predições. Nota-se 
que para uma coleção total de N características, o número de subconjuntos de tais 
características pode ser representado por: 
 𝑁!(𝑚!  ∗  (𝑁 − 𝑚)!) ( 5.11 ) 
 
onde 𝑚 representa a quantidade de características existente no espaço de dados 
(Jensen, 2005).  
 Várias técnicas então foram sugeridas para que se possa analisar tais 
característica para que se remova as características irrelevantes e redundantes, o que 
permite os requerimentos computacionais serem menores, uma vez que se obtém 
uma representação mínima dos dados, aumenta a performance de predição, já que 
não é necessária nenhuma informação adicional sobre os dados, como limiares e 
apenas os dados mais relevantes acabam sendo analisados. (Raj et al., 2020).  
A RFE é baseada em um sistema de wrapper que usa um subconjunto das 
características e as usa para treinar o modelo ao contrário de um sistema de filtro, que 
geralmente acaba sendo um pré-processamento dos dados. O RFE usa a precisão 
em predições para validar o subset de características. Tais métodos usam um sistema 
de aprendizado de máquina como uma caixa preta para pontuar as características 
dependendo em sua habilidade em predição (Elavarasan, 2020). RFE é 
fundamentalmente um processo recursivo que classifica tais características baseado 
em suas medidas de significância. RFE começa então eliminando um subconjunto por 
vez, conforme a sua performance, até que o seu critério de parada seja atingido. A 
necessidade de se fazer isso recursivamente é porque pode existir uma correlação 
entre os subconjuntos restantes que acabe mudando significativamente o resultado. 
O resultado, como esperado, seria a obtenção da quantidade de características pré-
determinadas pelo usuário como critério de parada.  
O uso de árvore aleatória (em inglês random forest) como o sistema para 




como método RF-RFE (Govindarajan, 2020). O seu critério para avaliar a importância 
das características é a seguinte: 
- No início das iterações, as características remanescentes são misturadas e 
como resultado, um modelo de previsão do erro é calculado; 
- Naturalmente, quando se usa o modelo gerado contra cada uma das 
características, as características com menor significância não irão ter sua predição 
afetadas significativamente, enquanto os valores com maior significância irão agir de 
maneira inversa; 
- A perda correspondente aos valores atuais e a base de dados misturadas é 
então associado com a eficiência das características misturadas; 
- A característica com a menor significância é então removida e uma nova 





Neste capítulo uma descrição da base de dados, ambientes computacionais 
adotados, estrutura de projeto e análise de resultados são apresentados. 
6.1 Base de Dados 
A análise dos resultados de previsão foi realizada baseada em duas bases de 
dados. 
A base de dados do Brasil foi coletada diretamente no site do Operador 
Nacional do Sistema Elétrico do Brasil (ONS, 2021), e possui características com 
valores por hora e em MegaWatts. Os dados abordados nesta tese são referentes ao 
mês de janeiro de 2017, totalizando assim 673 amostras. Desse total, foram utilizadas 
as duas primeiras semanas de dados (com 336 entradas, 50% do total) para a etapa 
de treinamento dos modelos, a próxima semana consequente para validação 
abrangendo 168 amostras (12,5% do total), e finalmente a última semana para teste 
dos modelos com 169 amostras (12,5% do total). 
A outra base de dados é a Poland Electricity Power (Aalto, 2021), que contém 
valores relacionados ao consumo diário de energia na Polônia em 1990 em 
GigaWatts. Essa base de dados contém ao todo 1601 entradas, que se apresentam 
divididas em 1200 valores de treinamento (75% do total), 200 amostras para validação 
(12.5% do total) e 201 para teste (12.5% do total) dos modelos de previsão. 
6.2 Ambiente Computacional 
Os códigos fonte vinculados a tese foram escritos em linguagem Python 3.7, 
rodando um sistema operacional Windows versão 10. As bibliotecas utilizadas 
também foram implementadas em Python e todas são códigos abertos, que podem 
ser obtidos em sítios na Internet: 
• Numpy: Esta biblioteca permite o uso de cálculos matemáticos para 
grandes listas (arrays), sendo usada em aprendizado de máquina por 
permitir o uso de conjunto de dados com acentuada quantidade de 
dados. Esta biblioteca também é muito usada para transformações 
matemáticas e operações com matrizes (Harris et al., 2020). 
• Scikit-learn: Também conhecida como sklearn, é uma biblioteca com 




Entre os principais motivos para se usar tal biblioteca é que a mesma 
permite uma padronização dos dados que precisam ser usados para 
seus métodos, permitindo uma adequada avaliação entre eles 
(Pedregosa et al., 2011). 
• Pandas: Biblioteca frequentemente usada em manipulação e análise 
de dados. Uma das suas principais funcionalidades é manipulação de 
tabelas inteiras e não apenas listas. Permite também uma manipulação 
mais rápida do que o uso de dicionários em Python porque usa uma 
otimização interna de seus dados para que permita a leitura rápida de 
dados (The Pandas Development team, 2020). 
• Tensorflow: Principal biblioteca usada para o uso de aprendizado de 
máquina baseado em linguagem Python. Seu código é considerado de 
baixo nível o que exige um conhecimento avançado da linguagem, 
porém, outras bibliotecas encapsulam esta biblioteca, permitindo uma 
maneira mais fácil de seu uso. Um dos diferenciais desta linguagem é 
a possibilidade de se usar o graphical processing unit (GPU) das placas 
de vídeos diretamente (Abadi et al., 2016). 
• Keras: Esta biblioteca é uma interface para o uso de redes neurais 
artificiais, sendo que internamente pode realizar a chamada de outra 
biblioteca aqui citada: a Tensorflow (Chollet, 2018). 
• pyESN:  Biblioteca especialmente feita para o uso de ESN em python, 
sendo que internamente usa as bibliotecas tensorflow e numpy 
(Stewart, 2020). 
• pmdArima: Biblioteca que implementa os modelos ARIMA e SARIMA 
em Python. (Smith et al., 2021) 
• bayes_opt: Biblioteca que implementa o algoritmo de otimização 
Bayesiana em Python. (Nogueira, 2014) 
• XGBoost: Biblioteca usada para o uso de gradient boosting, com a 
possibilidade de distribuir em um grupo de máquinas o processamento 
a ser realizado para obter os modelos (Chen e Guestrin, 2016) 
 
Para geração das figuras, foi usada outra ferramenta de código aberto, 




porém, a ferramenta computacional Jupyter permite a criação de blocos de códigos 
que podem ser rodados em diferente ordem e que permitem o uso de componentes 
gráficos para se analisar os dados. Neste caso, a biblioteca suportada pela ferramenta 
é o MatplotLib que permite a inclusão de diferentes dados em um mesmo gráfico. 
6.3 Descrição da Arquitetura 
Inicialmente, os dados precisaram ser analisados e separados em diferentes 
partes para que possam ser usados em diferentes momentos do sistema. Logo, os 
itens 1 a 6 relacionados na Figura 6.1, correspondem aos sinais de entrada e saída 
que podem ser os dados extraídos da série temporal. 
 
Figura 6.1: Ilustração das extrações dos valores da série temporal 
 
Na Tabela 6.1 encontra-se os valores relativos aos valores extraídos neste 







Região Sul do 
Brasil 
Polônia 
Treinamento-Entrada (1) 336 1200 
Treinamento-Saída (2) 336 1200 
Validação-Entrada (3) 168 200 
Validação-Saída (4) 168 200 
Teste-Entrada (5) 169 201 
Teste-Saída (6) 169 201 
Tabela 6.1: Tamanho dos vetores usados no experimento para a região Sul do Brasil e da Polônia 
 
Além disso, os valores dos dados de entrada original foram quebrados de acordo 
com a sua sazonalidade, criando diferentes blocos de dados denominados 
características.  
Em seguida, usou-se o RFE para se analisar tais características e escolher 
apenas as 10 principais características com maior importância para uso com variáveis 
previsoras das séries temporais. Para analisar o uso apenas das características mais 
significativas nos resultados, foi executado também testes usando todas as 
características disponíveis, para que fosse possível fazer um comparativo. 
Os algoritmos de aprendizado de máquina possuem além de suas variáveis 
internas que são ajustadas durante a fase de treinamento, parâmetros que 
permanecem inalterados durante o aprendizado e que estão relacionadas com a 
estrutura do modelo, conhecidos como hiperparâmetros. O conjunto de 
hiperparâmetros ótimo é normalmente identificado por meio de um processo de 
otimização. 
A Figura 6.2 apresenta o fluxograma do sistema por algoritmo por execução, 
que seguindo-se os resultados da Figura 6.1, temos que os valores 1 e 2 são os dados 
de treinamento, aplicado ao algoritmo, sendo então passado para o algoritmo treinado 
os valores de validação de entrada 3, que é validado usando-se os valores de saída 
de treinamento 4. Enquanto o critério de parada do algoritmo de otimização não for 
atingido, tal procedimento ocorre múltiplas vezes, salvando-se sempre o melhor 
modelo obtido até o momento. Finalmente, ao se obter o melhor modelo otimizado, 
aplica-se os valores de entrada de teste (5). Que é verificado uma última vez pelos 





Figura 6.2: Fluxograma do sistema 
 
Para obter uma análise detalhada, o mesmo fluxograma foi executado com o uso 
de todas as características disponíveis e depois, apenas com as dez melhores 
características, permitindo-se uma análise dos dados para confirmar ou não a melhora 
do algoritmo quando se é eliminada características que não tem relevância na 
contribuição final, mas que possam gerar bias ou ruídos não desejados. 
6.4 Hiperparâmetros 
Cada um dos algoritmos (modelos) usados para previsão de séries temporais, 
tem variáveis de hiperparâmetros distintas que podem ser treinadas para que 
consigam ficar otimizadas para uma melhor previsão para a série temporal a ser 
analisada. Algumas configurações foram comuns para todos os modelos, para tentar 
acomodar um padrão entre os valores de testes. Entre todos os modelos, por exemplo, 
para a quantidade de camadas ocultas os valores usados foram entre 2 e 100. Outros 
valores, acabaram sendo usados os valores padrões das bibliotecas e apenas os 
parâmetros mais usados na literatura ou sugeridos pelas bibliotecas acabaram sendo 
usados para ajuste. Tais valores estão sendo explicados em seguida. 
6.4.1 Modelo ARIMA 
ARIMA tem como base os seus três parâmetros de ordem p, d e q, todos no 
domínio dos valores inteiros, que se não tratados com valores iniciais, contém valores 




pmdArima, como por exemplo, o valor de q não pode ser múltiplo de valores de p, 
usou-se então como limites para os algoritmos de otimização para p e q entre 1 e 3 e 
para d valores entre 1 e 2. 
6.4.2 CNN 
Para CNN, a configuração usada para se criar a rede foi o uso de uma camada 
simples de convolução do tipo 1D com uma camada do tipo MaxPooling usando como 
função de perda o RMSLE e otimizador do tipo adam. Já para os valores dos 
hiperparâmetros foram usados três valores para serem otimizados nos algoritmos de 
otimização: os filtros na camada de convolação inicial, que variou entre números  
inteiros de 1 e 100, o tamanho máximo para o max-pooling, que é o tamanho máximo 
da região a ser analisada como uma única característica, que variou entre números 
inteiros de 1 e 99 (sendo que 100 não era permitido pela biblioteca), o quantidade de 
unidades de saída da penúltima camada, que poderia variar entre números inteiros de 
1 e 100. Uma camada mais densa significa mais características por resultado, porém 
que podem gerar um sobreajuste ao longo do treinamento. 
6.4.3 RF 
RF permitiu o uso de seis variáveis para serem otimizadas no total: o número 
de árvores na floresta: no intervalo de números inteiros entre 2 e 100, a máxima 
profundidade na árvore, quanto maior a profundidade maior a quantidade de 
características analisadas por árvore, porém maior as chances de se ter um 
sobreajuste, que variou entre números inteiros de 1 e 100, o mínimo número de 
amostras para que fosse possível uma divisão interna no ramo, que variou entre 
números inteiros de 2 e 10 a mínima quantidade de exemplos por ramo, que variou 
entre números de ponto flutuante entre 1 e 10, a mínima fração de peso que um ramo 
tem que ter em relação a todos os pesos somados, que variou entre números de ponto 
flutuante entre 0 e 0,5 e a máxima quantidade de folhas por ramo que variou entre 
números inteiros de 2 e 10. 
A biblioteca sklearn ainda poderia ter alguns outros parâmetros sendo 
analisados pelo otimizador, porém, isso poderia afetar a qualidade dos resultados dos 




escolheu-se não executar todos os possíveis parâmetros, mas apenas os mais 
importantes, que são citados na página oficial da biblioteca. 
6.4.4 ESN 
A biblioteca usada, pyESN, permitiu o uso de quatro variáveis que poderiam 
ser otimizadas: o número de itens no reservatório, que variou entre números inteiros 
de 1 e 100, o rádio espectral do peso da matriz que variou entre números de ponto 
flutuante de 0,01 e 1, o número de dados de entrada antes de inseri-los na rede 
interna, que variou entre números inteiros de 0 e 50 e o valor a ser usado para 
multiplicar os valores de entrada antes de jogá-los na rede: variou entre números de 
ponto flutuante de 0,5 e 1. 
6.4.5 SVR 
O SVR teve seis possíveis valores de hiperparâmetros sendo analisados, 
sendo eles o tipo de kernel (linear, poly, rbf, sigmoid, precomputed), o grau (do inglês 
degree) da função em caso de que a função kernel seja do tipo poly, o gamma, que 
variou números de ponto flutuante de 0,01 e 1, o valor do termo independente do 
kernel, que variou números de ponto flutuante de 0,01 e 1 (apenas caso o kernel seja 
do tipo poly or sigmoid), a tolerância do critério de parada, que variou números de 
ponto flutuante de 1e-5 e 0,1, e ainda o valor de épsilon, que variou números de ponto 
flutuante de 0,1 e 1.  
6.4.6 LSTM 
No caso do LSTM, apenas dois valores foram analisados, sendo novamente 
o kernel, que variou entre (sigmoid, linear, tanh e softmax) e o número de unidades 
internas que o LSTM poderia ter, que variou entre números inteiros de 100 e 1000. 
6.4.7 OLS 
O OLS teve os números de threads (tarefas rodando em paralelo) variando 
entre números inteiros de 1 e 100 e se os valores de y deveriam começar em 0 ou não 





O XGBoost, de acordo com a página oficial da biblioteca, permite mais de 30 
parâmetros de configuração, porém, a própria página sugere o uso apenas de alguns 
parâmetros como: a profundidade máxima das árvores de decisão (Maximum Depth), 
que variou entre números inteiros de 10 e 100, a curva de aprendizado (Learning 
Rate), que variou entre números de ponto flutuante de 0,1 e 0,9, o tamanho das 
subamostras, que variou entre números de ponto flutuante 0,1 e 0,9 e o mínimo valor 
de peso que um ramo pode ter, que variou entre números inteiros de 1 e 5.  
6.4.9 QRF 
No QRF, os números de estimadores variaram entre números inteiros de 2 e 
200, a profundidade máxima do galho variou entre números inteiros de 1 e 100, o 
número mínimo de amostras para que haja uma divisão que variou entre números 
inteiros de 2 e 10 e finalmente o número máximo de nós em um mesmo ramo que 
variou entre números inteiros de 2 e 10. 
6.4.10 FFNN 
O FFNN, teve as mesmas configurações apresentadas para o LSTM, uma vez 
que a biblioteca usada para ambos é a mesma e a mudança apenas é o método usado 
para os nós que se encontram no meio da solução. 
6.4.11 Modelo SARIMA 
Para o SARIMA, as configurações para o ARIMA foram aplicadas novos 
valores para a sazonalidade, que seriam três variáveis variando entre números inteiros 
de 0 e 5. É importante notar que o SARIMA internamente tem restrições entre tais 
valores, como por exemplo, os valores de P e Q não podem ser os mesmos. Por isso, 
foi necessário ignorar tais erros quando ocorreram e apenas retornar um valor alto 
para a otimização para que os mesmos não ocorressem novamente. 
6.4.12 LightGBM 
Para o LightGBM, seis diferentes valores foram usados, sendo o 
maximum_depth, responsável por limitar a profundidade máxima que a árvore pode 




controlar os efeitos das variações das amostras, que variou entre números de ponto 
flutuante de 0,001 e 0,999, number_of_leaves, responsável pela quantidade de 
ganhos nas árvores, que variou entre números inteiros de 0 e 2, o boosting_type, que 
poderia ser o Gradient Boosting, Random Forest, Multiple Additive Regression trees e 
Gradient-based One-Side Sampling. Ainda pode-se mudar os valores de frequência 
de fração para o Baggings, que é usado para aleatoriamente selecionar partes dos 
dados sem precisar fazer uma nova amostragem, que variou entre números inteiros 
de 1 e 10. 
6.4.13 DRVFL 
No total, foram usadas apenas duas camadas internas para o DRVFL, sendo 
que também possível controlar os números de neurônios na camada de entrada e de 
saída. Logo, quatro possíveis valores foram otimizados, sendo que os valores 
poderiam variar entre números inteiros de 2 e 100 
 
6.5 Análise dos Resultados 
Inicialmente, aplicou-se uma normalização nos dados, usando-se o método 
min-max que ajusta os valores em um intervalo determinado de [0,1], o que permitiu 
conservar o formato original da série temporal. Em seguida, ao se analisar a Figura 
6.3 e Figura 6.4 nota-se uma sequência recorrente que permite ser usada para a 
criação das diferentes características das series na previsão de 1 passo a frente. No 
caso da base de dados do Brasil, foram usados atrasos de 24 entradas para gerar 
novas características, enquanto no caso dos dados da Polônia, seriam de 7. Esses 
foram os valores usados na primeira etapa, que seria a criação de uma base com 





Figura 6.3: Valores normalizados para a série temporal de consumo da região Sul do Brasil  
 
 





Usou-se como critério de desempenho o RMSLE, sendo que o modelo mais 
adequado para a base de dados é aquele que possuiu um menor valor para o RMSLE, 
sendo que quanto mais perto de 0, melhor é a métrica e melhor é a qualidade do 
modelo. No caso de uso do RFE, foi usado um regressor de floresta aleatória, 
contendo uma profundidade máxima de número inteiro de 50, a quantidade de 
estimadores de número inteiro 100, o critério de seleção interno para a biblioteca foi a 
métrica de MSE (A biblioteca sklearn não permite o uso de RMSLE), o mínimo de 
amostras para se ter em um ramo é 1, e o mínimo de amostras necessárias em um 
único ramo para se poder dividir os dados em um novo ramo é de 2.  
Já as Figura 6.5 e Figura 6.6, representam valores normalizados apenas para 
os dados de testes, que são os valores esperados para que os modelos obtenham.  
 
Figura 6.5: Valores normalizados para a série temporal de consumo da região Sul do Brasil, apenas 





Figura 6.6: Valores normalizados para a série temporal de consumo na Polônia, apenas usando os 
valores de teste 
Em todos os testes, as configurações dos otimizadores foram as mesmas, o 
número de iterações também foi o mesmo entre ambos, com o número inteiro de 50 
possíveis iterações e a semente usada foi a mesma, com o número inteiro de 42. Já 
as configurações especificas por otimizador foram: 
• Otimizador DE: O tamanho da população foi o número inteiro de 15, a 
estratégia usada foi a padrão, que é a best1bin, a tolerância para 
convergência foi o número de pontos flutuantes 0,01, os valores para 
mutação, chamado de F na literatura, com o número de ponto flutuante 
mínimo de 0,5 e de número de ponto flutuante de máximo de 1, a 
constante de recombinação, chamada de CR na literatura, com o 
número de ponto flutuante 0,7; 
• Otimizador Bayesiano: O otimizador Bayesiano teve como o tipo de 
regressor configurado para ser do tipo alpha, que teve um número de 
ponto flutuante de 1e-6 e o seu kernel que foi do tipo RBF. 
Por causa da natureza do ESN, que explora as características sequenciais 
das séries temporais, o uso de validação cruzada, que quebra a série temporal em 




Os resultados para 1 passo a frente para a base de dados brasileira, que 
podem ser observados na Tabela 6.2, mostram o desempenho RMSLE de todos os 
métodos para os dados do Brasil (os resultados foram arredondados usando notação 
cientifica), sendo que os melhores resultados foram realçados em verde, enquanto os 
piores foram realçados em vermelho. O DRVFL obteve os melhores valores entre 
todos os modelos testados, sendo que o uso do RFE melhorou ainda mais os seus 
resultados. Em geral, é possível de se notar que o uso ou não do RFE depende de 
qual algoritmo usado, pois em alguns dos casos, houve uma piora com o seu uso. Isso 
acontece porque as características removidas, por mais que não sejam as mais 
significativas (com o uso do RFE, apenas as 10 mais significativas em termos da 
métrica de desempenho MSE foram usadas), elas contribuíram para melhorar a 
predição do sistema. Por outro lado, temos o ARIMA, que obteve o pior desempenho 
em todos os casos e que irá ter uma explicação mais detalhada do motivo na 
sequência desta seção. 
Algoritmo 
Sem RFE Com RFE 
Bayesiano DE Bayesiano DE 
ARIMA 6,1868e-2 6,1868e-2 6,1868e-2 6,1868e-2 
CNN 2,4259e-2 2,2054e-2 2,9659e-2 2,4697e-2 
DRVFL 6,1978e-3 6,1989e-3 6,1114e-3 6,0252e-3 
ELM 7,2261e-3 7,3993e-3 7,6194e-3 8,3236e-3 
ESN 6,9044e-3 7,1800e-3 6,5582e-3 6,2175e-3 
FFNN 1,3309e-2 1,1763e-2 1,1020e-2 1,1909e-2 
LightGBM 1,1949e-2 1,2285e-2 1,2188e-2 1,1980e-2 
LSTM 3,2087e-2 3,1810e-2 3,2597e-2 3,5530e-2 
OLS 1,0753e-2 1,0753e-2 1,5537e-2 1,5537e-2 
QRF 1,9932e-2 2,0009e-2 2,0038e-2 2,0300e-2 
RF 2,0708e-2 2,0239e-2 2,0896e-2 2,0648e-2 
SARIMA 1,0968e-2 1,1974e-2 1,1510e-2 1,0901e-2 
SVR 2,6127e-2 1,9173e-2 2,5189e-2 2,0480e-2 
XGBoost 1,0708e-2 1,1783e-2 1,1354e-2 1,4202e-2 





Na Figura 6.7, encontra-se os valores para o modelo ARIMA, com ou sem 
RFE, usando otimizadores DE e Bayesiano.  
 
Figura 6.7: Resultados para a previsão da série temporal de consumo da região Sul do Brasil dos 
modelos/algoritmos de previsão ARIMA 
Os valores otimizados de seus hiperparâmetros podem ser encontrados na 
Tabela 6.3 que foram obtidos pelos otimizadores DE e Bayesiano com ou sem o uso 
de RFE, mostrando que houve pouca variação nos valores. Vale salientar que para o 
modelo ARIMA, a variação possível da área de busca para os otimizadores era 
pequena, variando entre 0 e 3.  
modelo ARIMA P Q D 
Com RFE - DE 1 0 0 
Com RFE- Bayesiana 1 0 0 
Sem RFE – DE 2 0 0 
Sem RFE - Bayesiana 2 0 2 
Tabela 6.3: Valores de hiperparâmetros para o ARIMA com otimizadores DE e Bayesiano e com ou 
sem uso de RFE para a previsão da série temporal de consumo da região Sul do Brasil 
 
Ao analisar o gráfico da Figura 6.7 e valores da métrica RMSLE na Tabela 6.2 




não houve variação entre os valores de RMSLE (Os valores tiveram diferenças, mas 
acabaram sendo arredondados), causando uma sobreposição dos valores. Isso 
aconteceu principalmente porque o modelo ARIMA não pode ser usado em casos em 
que há uma sazonalidade, sendo então recomendado o modelo SARIMA para esses 
casos. 
 O modelo CNN, próximo a ser analisado, teve os seus valores de 
hiperparâmetros configurados como apresentado na Tabela 6.4, mostra uma variação 
grande para todos os valores, mostrando que a busca pelo melhor valor pelos 







Com RFE - DE 94 2 67 
Com RFE- Bayesiana 46 1 22 
Sem RFE – DE 10 7 56 
Sem RFE - Bayesiana 68 4 22 
Tabela 6.4: Valores de hiperparâmetros para o CNN com otimizadores DE e Bayesiano e com ou sem 
uso de RFE para a previsão da série temporal de consumo da região Sul do Brasil 
  
Em seguida, a Figura 6.8 os resultados obtidos para a modelo CNN sendo 
otimizado por DE ou Bayesiana e com ou sem o uso de RFE. É interessante notar que 
o modelo inicialmente se ajusta corretamente aos valores esperados, apenas em 
valores altos acaba não conseguindo prever corretamente. Os valores encontrados 
no RMSLE apresentam valores entre 2,20e-2 e 2,96e-2, o que mostra uma melhora 





Figura 6.8: Resultados para a previsão da série temporal de consumo da região Sul do Brasil dos 
modelos/algoritmos de previsão CNN 
 
O modelo DRVFL mostra na Figura 6.9 que também teve uma boa previsão, 
mostrando quase uma sobreposição ao longo de toda a série. Entre os otimizadores, 
nota-se uma pequena piora para o otimizador Bayesiano, quando existe um novo 





Figura 6.9: Resultados para a previsão da série temporal de consumo da região Sul do Brasil dos 
modelos/algoritmos de previsão DVRFL 
 
Os valores de hiperparâmetros encontrados pelos otimizadores podem ser 
encontrados na Tabela 6.5 que mostra valores altos para o número de neurônios, o 
que contribuiu para uma melhor otimização para o modelo. Ao se verificar a métrica 
de desempenho RMSLE, na Tabela 6.2, os valores variam entre 6,02e-3 e 6,19e-3, 
sendo que uma a opção de RFE com otimizador DE é o melhor resultado obtido pela 










Com RFE - DE 76 21 35 68 
Com RFE- Bayesiana 91 59 79 84 
Sem RFE – DE 99 96 98 36 
Sem RFE - 
Bayesiana 
99 64 78 
7 
Tabela 6.5: Valores de hiperparâmetros para o DVRFL com otimizadores DE e Bayesiano e com ou 





Outro modelo, o ELM, como pode-se ser visto na Tabela 6.6, teve seus valores 
na camada oculta também próximos aos valores máximos permitidos, o que mostra 
que a série não causou sobreajuste durante a fase de treinamento. Outro ponto 
importante é que se nota que os valores poderiam ser ainda maiores, podendo-se ter 








Com RFE - DE 95 0,75924 0,76323 tanh 
Com RFE- Bayesiana 91 0,97742 0,34296 inv_multiquadric 
Sem RFE – DE 94 0,8 0,3 sigmoid 
Sem RFE - Bayesiana 93 1,0 1,0 inv_multiquadric 
Tabela 6.6: Valores de hiperparâmetros para o DVRFL com otimizadores DE e Bayesiano e com ou 
sem uso de RFE para a previsão da série temporal de consumo da região Sul do Brasil 
 
Na Figura 6.10, pode-se verificar uma boa previsão para ambos os 
otimizadores, porém o algoritmo Bayesiano tem uma piora em prever a frequência da 
série. Para os métrica de desempenho RMSLE, os valores variam entre 7,22e-3 e 
8,32e-3 o que mostra uma acurácia menor do que o notado no modelo DVRFL. 
 
Figura 6.10: Resultados para a previsão da série temporal de consumo da região Sul do Brasil dos 




Verificando-se outro modelo, o ESN, temos na Tabela 6.7 os valores de seus 
hiperparâmetros mostrando uma variação grande, causada principalmente pela 















Com RFE - DE 0,73040 90 0,76892 0,12213 0,77701 0,34473 0 
Com RFE- 
Bayesiana 
0,82734 91 0,96573 0,38041 0,52573 0,37595 0 
Sem RFE – DE 0,56287 98 0,88921 0,07288 0,29940 0,41741 0 
Sem RFE - 
Bayesiana 
0,64904 83 1,0 0,0 0,29940 -0,3549 0 
Tabela 6.7: Valores de hiperparâmetros para o ESN com otimizadores DE e Bayesiano e com ou sem 
uso de RFE para a previsão da série temporal de consumo da região Sul do Brasil 
 
A Figura 6.11, mostra os valores obtidos por ESN e, como esperado pelos 
valores de RMSLE que variou entre 6,21e-3 e 7,18e-3, os valores de hiperparâmetros, 
acabaram não sendo otimizados como esperado, possivelmente por ser uma grande 
quantidade de hiperparâmetros que precisaria ser otimizado. 
 
Figura 6.11: Resultados para a previsão da série temporal de consumo da região Sul do Brasil dos 





 No caso do algoritmo FFNN, apenas um parâmetro foi otimizado, porém com 
uma variação entre 100 e 1000, os valores variaram bastante, conforme mostrado na 
Tabela 6.8. 
modelo FFNN Número de camadas ocultas 




Sem RFE – DE 864 
Sem RFE - 
Bayesiana 
763 
Tabela 6.8: Valores de hiperparâmetros para o FFNN com otimizadores DE e Bayesiano e com ou 
sem uso de RFE para a previsão da série temporal de consumo da região Sul do Brasil 
 
Mesmo assim, a métrica RMSLE pode ser considerada boa, uma vez que 
variou entre 1,1e-2 e 1,33e-2, o que acaba sendo notado na Figura 6.12, que mostra 
os locais da previsão que acabaram não seguindo os valores esperados. 
 
Figura 6.12: Resultados para a previsão da série temporal de consumo da região Sul do Brasil dos 





Na sequência, foi verificado o LightGBM, que apresentou um RMSLE que 
variou entre 1,19e-2 e 1,22e-2 mostrando que a iteração entre os hiperparâmetros 
acabou não mostrando diferenças significativas como em outros algoritmos, mas 
ainda assim mostrando uma melhora. A Tabela 6.9 mostra os valores otimizados para 
o algoritmo que, no caso do ESN acabou tendo vários parâmetros para serem 
otimizados, notando-se que em todos o algoritmo para boosting foi o mesmo, usando 
o gradient boosting decision trees e o learning rate também muitos parecidos. Por ter 
valores de RMSLE muito próximos, nota-se que a profundidade máxima acabou não 














Com RFE - DE 7 0,206477 29 gbdt 9 0,992357 
Com RFE- 
Bayesiana 
83 0,265536 18 gbdt 4 0,981621 
Sem RFE – DE 52 0,185366 35 gbdt 1 0,723425 
Sem RFE - 
Bayesiana 
82 0,209297 18 gbdt 2 0,829098 
Tabela 6.9: Valores de hiperparâmetros para o LightGBM com otimizadores DE e Bayesiano e com 
ou sem uso de RFE para a previsão da série temporal de consumo da região Sul do Brasil 
 
Pode se verificar que as varrições quase não existiram ao se analisar a Figura 






Figura 6.13: Resultados para a previsão da série temporal de consumo da região Sul do Brasil dos 
modelos/algoritmos de previsão LightGBM 
 
Próximo na lista, temos o LSTM que acabou tendo a mesma configuração de 
parâmetros que o FFNN, que é apenas o número de camadas ocultas, conforme 
mostrado na Tabela 6.10.  
modelo LSTM Número de camadas ocultas 




Sem RFE – DE 91 
Sem RFE - 
Bayesiana 
94 
Tabela 6.10: Valores de hiperparâmetros para o LSTM com otimizadores DE e Bayesiano e com ou 
sem uso de RFE para a previsão da série temporal de consumo da região Sul do Brasil 
 
Já a Figura 6.14, mostra que a previsão do LSTM acabou correspondendo aos 




vários momentos ao longo da previsão os valores previstos não se mostram perto do 
valor esperado. 
 
Figura 6.14: Resultados para a previsão da série temporal de consumo da região Sul do Brasil dos 
modelos/algoritmos de previsão LSTM 
 
Um dos algoritmos mais rápidos, conforme explicado mais abaixo, foi o próximo 
a ser executado. O OLS que contém apenas dois valores de hiperparâmetros para 
serem otimizados, tem os seus valores otimizados mostrado na Tabela 6.11 que 
apenas definiu se os valores de y devem começar em 0 ou não e se threads devem 
ser usadas, ajudando o algoritmo a ser mais rápido. Por isso que os valores acabaram 
não sendo modificados, porque acabam não afetando os valores encontrados. 
modelo OLS Uso dos valores interceptados? Número de jobs 





Sem RFE – DE Não 36 




Tabela 6.11: Valores de hiperparâmetros para o OLS com otimizadores DE e Bayesiano e com ou 




Neste caso, os valores da métrica RMSLE acabaram não mudando entre os 
otimizadores, apenas entre o uso ou não de RFE, mostrando que no caso do uso do 
RFE acabou piorando os resultados, com valor de 1,55e-2 enquanto os valores sem 
RFE foram de 1,07e-2, o que acaba sendo notado na Figura 6.15 que mostra pouca 
variação entre os resultados. 
 
Figura 6.15: Resultados para a previsão da série temporal de consumo da região Sul do Brasil dos 
modelos/algoritmos de previsão OLS 
 
O QRF, por sua vez, teve os valores da métrica do RMSLE que variou entre 
1,99e-2 e 2,00e-2, o que acaba mostrando uma estabilidade nos valores otimizados na 
Tabela 6.12, sendo que os valores dos pesos, mesmo sendo bastante diferentes, não 























Com RFE - DE 28 20 5 2 0,02890 8 
Com RFE- 
Bayesiana 
165 23 8 4 0,024303 9 
Sem RFE – DE 27 24 5 4 0,00680 9 
Sem RFE - 
Bayesiana 
135 33 6 4 0,022003 7 
Tabela 6.12: Valores de hiperparâmetros para o QRF com otimizadores DE e Bayesiano e com ou 
sem uso de RFE para a previsão da série temporal de consumo da região Sul do Brasil 
 
Na Figura 6.16, é possível de se ver que os resultados entre todos os modelos 
acabaram sendo parecidos, o que se era esperado por causa dos valores obtidos pelo 
RMSLE. 
 
Figura 6.16: Resultados para a previsão da série temporal de consumo da região Sul do Brasil dos 




Já para o modelo similar RF, os mesmos tipos de hiperparâmetros acabaram 
sendo otimizados, uma vez que a biblioteca sklearn é a mesma entre ambos os 
algoritmos. Na Figura 6.17, nota-se uma similaridade grande entre QRF e RF, sendo 
que os valores da métrica mostraram-se um pouco pior para o RF, ficando 2,00e-2 
para todos os casos. 
  
Figura 6.17: Resultados para a previsão da série temporal de consumo da região Sul do Brasil dos 
modelos/algoritmos de previsão RF 
 
Já a Tabela 6.13 mostra que houve uma variação diferente de QRF, o que 


























Com RFE - DE 19 25 7 5 0,00931 9 
Com RFE- 
Bayesiana 
35 81 2 1 0,075025 8 
Sem RFE – DE 22 92 4 6 0,00667 9 
Sem RFE - 
Bayesiana 
24 76 4 1 0,077164 9 
Tabela 6.13: Valores de hiperparâmetros para o RF com otimizadores DE e Bayesiano e com ou sem 
uso de RFE para a previsão da série temporal de consumo da região Sul do Brasil 
 
O SARIMA teve desempenho melhor que o seu modelo não-sazonal ARIMA, 
como se era esperado. Sua métrica de desempenho variou entre 1,09e-2 e 1,25e-2, 
bem abaixo do que o ARIMA, que teve o pior dos desempenhos. Seus resultados de 
previsão podem ser vistos na Figura 6.18. 
 
Figura 6.18: Resultados para a previsão da série temporal de consumo da região Sul do Brasil dos 




Já a Tabela 6.14 mostra que como o ARIMA, o SARIMA tem os 3 valores p, d 




p d q P D Q 
Núm. 
período 
Com RFE - DE 2 1 2 1 1 1 4 
Com RFE- 
Bayesiana 
0 1 2 0 1 0 3 
Sem RFE – DE 1 1 1 1 1 1 2 
Sem RFE - 
Bayesiana 
0 1 0 2 1 2 4 
Tabela 6.14: Valores de hiperparâmetros para o SARIMA com otimizadores DE e Bayesiano e com 
ou sem uso de RFE para a previsão da série temporal de consumo da região Sul do Brasil 
 
Outro modelo, o SVR, mostrou que ao se mudar os valores de hiperparâmetros 
melhorou-se a métrica de desempenho RMSLE, como é possível de se notar na 
Tabela 6.15, que mostra uma grande mudança entre os hiperparâmetros de 





gama coeficiente tolerância  regularizador epsilon 
Com RFE - DE 1 0,00390 0,024737 0,005808 0,445063 0,026716 
Com RFE- 
Bayesiana 
1 0,01 0,001 0,0001 0,5 0,001 
Sem RFE – DE 1 0,00620 0,075042 0,004655 0,487598 0,030244 
Sem RFE - 
Bayesiana 
1 0,00997 0,019631 0,008395 0,25797 0,007630 
Tabela 6.15: Valores de hiperparâmetros para o SVR com otimizadores DE e Bayesiano e com ou 
sem uso de RFE para a previsão da série temporal de consumo da região Sul do Brasil 
 
A Figura 6.19 mostra os resultados para obtidos para o SVR, que mostra uma 





Figura 6.19: Resultados para a previsão da série temporal de consumo da região Sul do Brasil dos 
modelos/algoritmos de previsão SVR 
 
Finalmente, para o último modelo testado para a base de dados de previsão da 
série temporal de consumo da região Sul do Brasil, temos o XGBoost, que tem 5 














Com RFE - DE 44 4 0,215416 0,459857 0,694140 
Com RFE- 
Bayesiana 
29 4 0,1 0,582509 0,8 
Sem RFE – DE 78 2 0,249159 0,857339 0,795080 
Sem RFE - 
Bayesiana 
32 3 0,198432 0,7375466 0,798851 
Tabela 6.16: Valores de hiperparâmetros para o XGBoost com otimizadores DE e Bayesiano e com 





E na Figura 6.20, é possível mostrado valores próximos do valor esperado, 
conforme os valores da métrica RMSLE que variou de 1,0e-2 e 1,42e-2. 
 
Figura 6.20: Resultados para a previsão da série temporal de consumo da região Sul do Brasil dos 
modelos/algoritmos de previsão XGBoost 
 
Uma vez terminado a validação e execução dos dados da série temporal de 
consumo da região Sul do Brasil, a mesma sequência de algoritmos e modelos foram 
executados para a base de dados da Polônia. A Tabela 6.17 mostra o desempenho 
RMSLE de todos os algoritmos para os dados da Polônia. Dessa vez, o melhor 
desempenho foi obtido com o algoritmo XGBoost usando o RFE. Já sem o uso do 
RFE, temos o DRVFL com o otimizado Bayesiano, que de modo geral apresentou 
bons resultados, com ou sem o uso do RFE. E novamente, o pior desempenho foi 
para o ARIMA, que teve problemas em todos os modelos, mais explicações sobre o 









Sem RFE Com RFE 
Bayesiano DE Bayesiano DE 
ARIMA 6,1644e-2 6,1644e-2 1,2502e-1 1,2502e-1 
CNN 1,8094e-2 2,3114e-2 1,9195e-2 2,6104e-2 
DRVFL 1,6904e-2 1,7658e-2 1,8211e-2 1,8251e-2 
ELM 1,8315e-2 1,7668e-2 1,8642e-2 1,8832e-2 
ESN 1,7968e-2 1,8869e-2 1,7384e-2 1,7170e-2 
FFNN 1,7027e-2 2,6641e-2 1,8298e-2 1,7906e-2 
LightGBM 2,0542e-2 2,0550e-2 1,8375e-2 2,1345e-2 
LSTM 2,6536e-2 2,6841e-2 2,4001e-2 2,3300e-2 
OLS 1,7613e-2 1,7613e-2 1,8871e-2 1,8871e-2 
QRF 2,3656e-2 2,4684e-2 2,3707e-2 2,3710e-2 
RF 2,3484e-2 2,4005e-2 2,3554e-2 2,4005e-2 
SARIMA 2,0257e-2 2,1680e-2 2,084e-2 2,1621e-2 
SVR 6,1643e-2 6,1644e-2 6,1637e-2 6,1637e-2 
XGBoost 1,7587e-2 1,6945e-2 2,0428e-2 1,6087e-2 
Tabela 6.17: Comparativo do RMSLE para a série temporal de consumo na Polônia 
 
Começando-se novamente com o modelo ARIMA, a Figura 6.21 mostra os 





Figura 6.21: Resultados para a previsão da série temporal de consumo da Polônia dos 
modelos/algoritmos de previsão ARIMA 
 
Como no caso da base de dados brasileira, os valores otimizados de seus 
hiperparâmetros podem ser encontrados na Tabela 6.18 que foram obtidos pelos 
otimizadores DE e Bayesiano com ou sem o uso de RFE, mostram que houve pouca 
variação nos valores. 
modelo ARIMA P Q D 
Com RFE - DE 2 0 1 
Com RFE- Bayesiana 2 1 1 
Sem RFE – DE 2 0 1 
Sem RFE - Bayesiana 2 1 1 
Tabela 6.18: Valores de hiperparâmetros para o ARIMA com otimizadores DE e Bayesiano e com ou 
sem uso de RFE para a previsão da série temporal de consumo da Polônia 
 
Ao se analisar a Figura 6.21 e valores da métrica RMSLE na Tabela 6.2 
percebe-se o mesmo problema que ocorreu para a base de dados brasileira, que não 




sendo muito similares causando uma sobreposição dos valores. Isso aconteceu 
principalmente porque o modelo ARIMA não pode ser usado em casos em que há 
uma sazonalidade, sendo então usado o modelo SARIMA para esses casos. Nota-se 
também que o uso de RFE acabou piorando ainda mais tais previsões, pois acabou 
retirando características que são importantes para o modelo. 
Para o algoritmo CNN, na Figura 6.22 nota-se que o sistema acaba não 
conseguindo prever valores que não seguem uma tendência construída durante a fase 
de validação, mas acaba conseguindo melhores previsões. A métrica RMSLE ficou 
entre 1,8e-2 e 2,61e-2. 
 
 
Figura 6.22: Resultados para a previsão da série temporal de consumo da Polônia dos 
modelos/algoritmos de previsão CNN 
 
Já na Tabela 6.19, nota-se uma variação relativamente grande entre todo o 












Com RFE - DE 77 6 67 
Com RFE- Bayesiana 59 1 84 
Sem RFE – DE 10 7 56 
Sem RFE - Bayesiana 62 5 84 
Tabela 6.19: Valores de hiperparâmetros para o CNN com otimizadores DE e Bayesiano e com ou 
sem uso de RFE para a previsão da série temporal de consumo da Polônia 
 
Como notado na Tabela 6.20, os valores dos hiperparâmetros do DVRFL 
variaram bastante, mas os valores da métrica de performance RMSLE mostra um 










Com RFE - DE 19 22 28 75 
Com RFE- Bayesiana 2 3 76 14 
Sem RFE – DE 12 12 59 65 
Sem RFE - Bayesiana 39 100 3 92 
Tabela 6.20: Valores de hiperparâmetros para o DVRFL com otimizadores DE e Bayesiano e com ou 
sem uso de RFE para a previsão da série temporal de consumo da Polônia 
 
Visualmente, a Figura 6.23 mostra que os dados previstos não conseguem 





Figura 6.23: Resultados para a previsão da série temporal de consumo da Polônia dos 
modelos/algoritmos de previsão DRVFL 
Para o algoritmo ELM, a métrica de desempenho RMSLE variou entre 1,7e-2 e 
1,8e-2 o que é significativamente baixo, e que pode ser notado na Figura 6.24 que não 
mostra uma grande variação dos valores previstos. Novamente, ao se considerar o 






Figura 6.24: Resultados para a previsão da série temporal de consumo da Polônia dos 
modelos/algoritmos de previsão ELM 
 








Com RFE - DE 59 0,716720 0,475565 sine 
Com RFE- Bayesiana 32 0,8 0,3 inv_tribas 
Sem RFE – DE 87 0,314449 0,339772 inv_multiquadric 
Sem RFE - Bayesiana 79 0,497462 0,573864 inv_multiquadric 
Tabela 6.21: Valores de hiperparâmetros para o DVRFL com otimizadores DE e Bayesiano e com ou 
sem uso de RFE para a previsão da série temporal de consumo da Polônia 
 
Usando-se o ESN, temos na Tabela 6.22, os valores dos hiperparâmetros que 
por serem 7, acabam não tendo todo o seu espectro de busca usado, mas acabou 




















Com RFE - DE 0,70718 33 0,62819 0,27353 0,77743 0,25054 0 
Com RFE- 
Bayesiana 
0,84447 33 0,80565 0,25849 0,96762 0,18077 0 
Sem RFE – DE 0,29950 55 0,13222 0,33911 0,64350 0,21138 0 
Sem RFE - 
Bayesiana 
0,40366 12 0,02565 0,16223 0,08283 0,34581 1 
Tabela 6.22: Valores de hiperparâmetros para o ESN com otimizadores DE e Bayesiano e com ou 
sem uso de RFE para a previsão da série temporal de consumo da Polônia 
 
Na Figura 6.25 pode-se verificar os valores previstos por ESN que mostram 
uma diferença significativa quando há uma mudança de tendência. 
 
Figura 6.25: Resultados para a previsão da série temporal de consumo da Polônia dos 
modelos/algoritmos de previsão ESN 
 
Já para o caso do FFNN, novamente tivemos apenas 1 hiperparâmetro para 
ser otimizado, que pode ser verificado na Tabela 6.23 e que mostra uma grande 




modelo FFNN Número de camadas ocultas 




Sem RFE – DE 824 
Sem RFE - 
Bayesiana 
936 
Tabela 6.23: Valores de hiperparâmetros para o FFNN com otimizadores DE e Bayesiano e com ou 
sem uso de RFE para a previsão da série temporal de consumo da Polônia 
 
Já a Figura 6.26 mostra que o modelo não conseguiu prever em vários pontos 
da série, mesmo em momentos que não existe uma mudança de tendência. 
  
Figura 6.26: Resultados para a previsão da série temporal de consumo da Polônia dos 
modelos/algoritmos de previsão FFNN 
Continuando com a lista de algoritmos, temos o LightGBM, que tem os 
resultados mostrados na Figura 6.27, mostrando uma variação entre os modelos 





Figura 6.27: Resultados para a previsão da série temporal de consumo da Polônia dos 
modelos/algoritmos de previsão LightGBM 
 
Já a Tabela 6.24 mostra os valores dos hiperparâmetros, que foram usados 
para se obter a métrica de desempenho RMSLE que variou entre 1,8e-2 e 2,0e-2. 
Interessante notar que para a otimização Bayesiana sem RFE, o boosting usado for o 















Com RFE - DE 86 0,560418 4 gbdt 4 0,532119 
Com RFE- 
Bayesiana 
83 0,212914 19 gbdt 3 0,666804 
Sem RFE – DE 56 0,137753 97 gbdt 7 0,383847 
Sem RFE - 
Bayesiana 
96 0.589549 6 dart 1 0.869361 
Tabela 6.24: Valores de hiperparâmetros para o LightGBM com otimizadores DE e Bayesiano e com 





Seguindo-se para o próximo algoritmo, rodou-se o LSTM, que como explicado 
anteriormente, usa a mesma biblioteca sklearn do FFNN, logo, tendo apenas um 
hiperparâmetro para ser otimizado, que é mostrado na Tabela 6.25. Os valores 
otimizados foram perto do limite superior do espectro de busca, mostrando que quanto 
mais camadas, neste caso, foi melhor. 
modelo LSTM Número de camadas ocultas 




Sem RFE – DE 85 
Sem RFE - 
Bayesiana 
96 
Tabela 6.25: Valores de hiperparâmetros para o LSTM com otimizadores DE e Bayesiano e com ou 
sem uso de RFE para a previsão da série temporal de consumo da Polônia 
 
Já os valores da métrica de desempenho variaram entre 2,3e-2 e 2,6e-2, sendo 
valores bem altos entre todos os modelos, mostrando que houve erros de previsão, 
que podem ser verificados na Figura 6.28. 
 
Figura 6.28: Resultados para a previsão da série temporal de consumo da Polônia dos 





Como explicado anteriormente, os valores de hiperparâmetros para o OLS 
foram 2, sendo que um apenas melhora o tempo de execução e o outro é para 
especificar se o algoritmo deve começar os valores de y em 0. A Tabela 6.26 mostra 
que não houve variação entre os otimizadores, a métrica de desempenho RMLSE foi 
diferente apenas por causa do uso ou não do RFE, ficando em 1,7e-2 e 1,8e-2. 
modelo OLS Uso dos valores interceptados? Número de jobs 





Sem RFE – DE Sim 36 




Tabela 6.26: Valores de hiperparâmetros para o OLS com otimizadores DE e Bayesiano e com ou 
sem uso de RFE para a previsão da série temporal de consumo da região Sul do Brasil 
 
A Figura 6.29 mostra tais resultados, sendo que como são iguais os valores 
dos otimizadores, eles se sobrepõem. 
 
Figura 6.29: Resultados para a previsão da série temporal de consumo da Polônia dos 





Já para o caso de QRF, os 6 possíveis valores de hiperparâmetros acabaram 
não variando muito, conforme notado na Tabela 6.26 causando uma variação da 
métrica de desempenho RMSLE que variou entre 2,3e-2 e 2,4e-2 o que pode ser 
















Com RFE - DE 11 62 9 8 0,00680 9 
Com RFE- 
Bayesiana 
5 45 7 5 0,03584 8 
Sem RFE – DE 8 33 6 9 0,06568 9 
Sem RFE - 
Bayesiana 
13 86 6 7 0,010292 9 
Tabela 6.27: Valores de hiperparâmetros para o QRF com otimizadores DE e Bayesiano e com ou 
sem uso de RFE para a previsão da série temporal de consumo da Polônia 
 
E na Figura 6.30 é possível de se ver os valores previstos pelo modelo. 
 
Figura 6.30: Resultados para a previsão da série temporal de consumo da Polônia dos 





Seguindo a mesma estrutura do QRF, temos o RF, que pela proximidade dos 
algoritmos, acaba tendo os mesmos hiperparâmetros a serem otimizados. A Tabela 
















Com RFE - DE 9 50 4 2 0,07582 5 
Com RFE- 
Bayesiana 
7 56 8 7 0,010285 8 
Sem RFE – DE 7 59 9 5 0,02862 9 
Sem RFE - 
Bayesiana 
7 86 6 7 0,010292 9 
Tabela 6.28: Valores de hiperparâmetros para o RF com otimizadores DE e Bayesiano e com ou sem 
uso de RFE para a previsão da série temporal de consumo da Polônia. 
 
Já a Figura 6.31, apresenta os valores das previsões, confirmando os valores 
da métrica de desempenho RMSLE que variaram entre 2,3e-2 e 2,4e-2 o que pode ser 
considerado estáveis e mostrando uma grande similaridade com os valores 





Figura 6.31: Resultados para a previsão da série temporal de consumo da Polônia dos 
modelos/algoritmos de previsão RF 
 
No caso do algoritmo SARIMA, notou-se que ele funcionou melhor que 
algoritmo ARIMA, conforme pode ser visto na Figura 6.32 uma vez que ele suporta a 
sazonalidade que a série apresenta. Neste caso, nota-se ainda uma melhora 
significativa no caso do uso da do otimizador DE, sendo que os valores da métrica de 
desempenho RMSLE apresentaram menores valores para os casos que usaram DE 





Figura 6.32: Resultados para a previsão da série temporal de consumo da Polônia dos 
modelos/algoritmos de previsão SARIMA 
 
Já a Tabela 6.29 mostra os valores otimizados para os hiperparâmetros do 
SARIMA, mostrando uma pequena diferença nos valores de seus hiperparâmetros. 
modelo 
SARIMA 
p d q P D Q 
Núm. 
período 
Com RFE - DE 2 0 0 2 0 2 4 
Com RFE- 
Bayesiana 
2 0 0 2 0 2 4 
Sem RFE – DE 1 0 1 1 0 1 3 
Sem RFE - 
Bayesiana 
1 0 1 0 0 1 4 
Tabela 6.29: Valores de hiperparâmetros para o SARIMA com otimizadores DE e Bayesiano e com 
ou sem uso de RFE para a previsão da série temporal de consumo da Polônia 
 
O próximo algoritmo, o SVN, teve como métrica de desempenho de RMSLE, 













Com RFE - DE 1 0,00501 0,032203 0,007741 0,479160 0,009556 
Com RFE- 
Bayesiana 
1 0,001 0,01 0,01 0,5 0,001 
Sem RFE – DE 1 0,00910 0,059598 0,004305 0,305519 0,028450 
Sem RFE - 
Bayesiana 
1 0,007881 0,048387 0,006613 0,11060 0,016131 
Tabela 6.30: Valores de hiperparâmetros para o SVR com otimizadores DE e Bayesiano e com ou 
sem uso de RFE para a previsão da série temporal de consumo da Polônia 
 
E na Figura 6.33 pode-se notar uma grande diferença entre os valores 
esperados e os valores previstos, mostrando que o sistema durante a fase de 
treinamento não conseguiu obter as características apresentadas na fase de testes. 
 
Figura 6.33: Resultados para a previsão da série temporal de consumo da Polônia dos 





Finalmente, o último algoritmo testado, o XGBoost, foi também o que 
apresentou os melhores resultados quando usando a métrica de desempenho 
RMSLE, que variou entre 1,6e-2 e 2,0e-2, sendo que a otimização DE apresentou 
melhores resultados que o otimizador Bayesiano. O resultado encontra-se na Figura 
6.34. 
 
Figura 6.34: Resultados para a previsão da série temporal de consumo da Polônia dos 
modelos/algoritmos de previsão XGBoost 
 











Com RFE - DE 33 3 0,102218 0,549257 0,649768 
Com RFE- 
Bayesiana 
19 3 0,415264 0,704153 0,728707 
Sem RFE – DE 20 4 0,119497 0,687534 0,785308 
Sem RFE - 
Bayesiana 
21 5 0,1 0,754834 0,8 
Tabela 6.31: Valores de hiperparâmetros para o XGBoost com otimizadores DE e Bayesiano e com 




Outro dado analisado é o de tempo de execução. Para tal, o tempo analisado 
começa a partir do ponto de execução do treinamento até a obtenção dos dados de 
teste e o cálculo do seu RMSLE. Todos os modelos foram rodados em um mesmo 
projeto, o que permite tal análise de maneira mais detalhada. A Tabela 6.32 mostra o 
tempo de execução em segundos de todos os métodos para os dados do Brasil (os 
resultados foram arredondados para apenas duas casas decimais), sendo que os 
melhores resultados foram realçados em verde, enquanto os piores foram realçados 
em vermelho.  
algoritmo 
Sem RFE Com RFE 
Bayesiano DE Bayesiano DE 
ARIMA 101s 188s 55s 150s 
CNN 259s 3999s 244s 3640s 
DRVFL 7s 11s 10s 16s 
ELM 9s 2s 13s 7s 
ESN 5s 6s 13s 14s 
FFNN 3534s 5083s 4478s 4945s 
LightGBM 9s 14s 11s 18 s 
LSTM 2498s 3577s 1993s 3576s 
OLS 5s 0,1s 11s 5s 
QRF 15s 62s 20s 65s 
RF 7s 22s 11s 23s 
SARIMA 70s 384s 59s 345s 
SVR 7s 1s 15s 6s 
XGBoost 10s 18s 16s 34s 
Tabela 6.32: Comparativo do tempo de execução para a série temporal de consumo da região Sul do 
Brasil 
 
A otimização DE obteve melhores resultados, mas isso ocorreu no algoritmo 
OLS, que, pela natureza de sua implementação calcula em uma única iteração os 
valores de previsão. Se considerar-se o segundo modelo mais rápido, tem-se então o 
ELM, que também não conta com um sistema de iterações. Ao desconsiderar-se 
ambos, tem-se então o LightGBM que realmente é um modelo leve (como sugerido 
em seu nome), que conseguiu rodar rapidamente, mesmo com um número de 




aproximadamente 84 minutos para tentar melhorar a sua métrica de desempenho 
RMSLE durante a fase de otimização, mas não conseguiu. Uma possível solução para 
que isso não aconteça, é de se usar um critério de parada para que o sistema possa 
parar caso não esteja melhorando a sua performance. 
Já a Tabela 6.33 mostra o tempo de execução em segundos de todos os 
algoritmos para os dados da Polônia. Novamente, o modelo OLS praticamente 
resolveu instantaneamente a previsão, sendo acompanhado por SARIMA. Nota-se 
que modelos com camadas escondidas, que precisam fazer rodadas de treinamento, 
acabam sendo mais devagar, mas acabam tendo melhores resultados, que é o caso 
do modelo XGBoost. Já o pior tempo foi novamente para o FFNN que demorou 94 
minutos para terminar a execução. 
algoritmo 
Sem RFE Com RFE 
Bayesiano DE Bayesiano DE 
ARIMA 93s 246s 119s 495s 
CNN 33s 4916s 407s 4952s 
DRVFL 12s 64s 16s 45s 
ELM 7s 4s 18s 11s 
ESN 11s 14s 16s 21s 
FFNN 5195s 4494s 4390s 5686s 
LightGBM 12s 28s 16s 36s 
LSTM 3709s 4903s 3071s 1340s 
OLS 5s 0,1s 14s 7s 
QRF 22s 112s 29s 96s 
RF 42s 167s 50s 181s 
SARIMA 407s 1784s 133s 642s 
SVR 7s 2 s 18s 10s 
XGBoost 17s 62s 34s 79s 
Tabela 6.33: Comparativo do tempo de execução para a série temporal de consumo na Polônia 
 
No apêndice A, encontram-se todos os resultados com os seus valores em 
números de pontos flutuantes e seus tempos de execução para cada um dos métodos, 
juntamente com os hiperparâmetros usados. 
Os resultados obtidos mostram que o uso de RFE na fase de pré-




da Polônia, enquanto na base de dados do Brasil, a melhora foi de 10%. Nota-se 
também, que o melhor algoritmo para a base brasileira foi o DRVFL. 
A otimização DE e Bayesiana para o DRVFL apresentam similaridades, sendo 
que ao se não usar a RFE, o melhor resultado foi usando-se a otimização Bayesiana, 
sendo que o melhor resultado geral foi obtido usando-se o DE. De modo geral, os 
modelos usando a otimização Bayesiana foram melhores que o DE, sendo que em 
alguns resultados, chegou-se a ter mais de 16% de diferença, que seria o caso do 
método CNN.  
O pior desempenho em termos de RMSLE foi o ARIMA, que não conseguiu 
prever dados que melhorassem a métrica de desempenho RMSLE mesmo após ter 
50 iterações. A razão para isso ocorre porque ARIMA não espera ter sazonalidade no 
sistema, que seria o caso do banco de dados usado. Neste caso, pode-se usar o 
modelo SARIMA, que, como esperado, conseguiu obter resultados satisfatórios. 
No banco de dados da Polônia, continua-se notando uma melhora significativa 
no uso de RFE, sendo os ganhos muito similares com a base brasileira, o que já era 
esperado. Nota-se também um desempenho parecido entre as técnicas de 
otimização, sendo que a técnica Bayesiana é ligeiramente melhor do que a DE. 
O melhor algoritmo para a base polonesa foi o XGBoost, que mostrou um ganho 
de aproximadamente 5 % em relação ao segundo melhor modelo que foi o DRVFL e 
mais de 300% quando comparado ao pior modelo. Nota-se ainda que o uso de DE 
apresentou um ganho de aproximadamente 9% em relação ao otimizador Bayesiano 
e que o uso de RFE melhorou em aproximadamente 5% os resultados quando se 





7 CONSIDERAÇÕES FINAIS 
A principal proposta da tese foi propor um novo modelo de previsão de séries 
temporais combinando DVRFL com otimização DE. A partir da análise dos resultados 
de previsão obtidos, é possível notar que o modelo proposto atingiu resultados 
promissores em termos de RMSLE (o objetivo é minimizar os valores obtidos por esta 
métrica) em quase todos as combinações apresentadas, sendo que ele foi o que teve 
a menor RMSLE no caso da base de dados brasileira e ficou em segundo lugar, 
apenas atrás do modelo XGBoost. 
Também, como outra contribuição da tese, projetou-se além da otimização 
baseada em DE, uma abordagem de otimização Bayesiana aplicada para a 
otimização dos valores dos hiperparâmetros dos modelos de previsão avaliados, 
também mostrou resultados competitivos com outros modelos de previsão avaliados. 
Neste contexto, a otimização Bayesiana foi eficiente principalmente em casos em que 
o uso de RFE não foi aplicado, porém com esta abordagem obteve um maior custo 
computacional quando se compara a ordem de grandeza de tempo de execução 
quando comparado ao obtido pela DE. 
Outra contribuição da tese foi uma análise de séries temporais em termos de 
pré-processamento relacionadas à demanda do consumo de energia elétrica pelo uso 
do RFE que ajudou, muitas vezes, na obtenção de resultados melhores em ambas as 
bases de dados avaliadas. No caso dos modelos analisados por esta tese uma 
pesquisa inicial pode melhorar o sistema em mais de 10%. O DRVFL por não ter um 
procedimento iterativo de otimização de pesos, acaba sendo um modelo de baixo 
custo computacional e acabou demonstrando isso com um desempenho de tempo 
satisfatório e com resultados competitivos com os outros modelos em termos da 
métrica RMSLE, sendo que para o melhor modelo para a série temporal de consumo 
de energia da região sul do Brasil usando o otimizador DE, foram adotadas apenas 2 
camadas intermediárias (ocultas) para os testes. Mesmo não sendo o melhor método 
para a série temporal da Polônia, o DVRFL ficou em segundo lugar em termos da 
métrica RMSLE, sendo aproximadamente 50% mais rápido em seu tempo de 
execução do que o melhor modelo, que seria o XGBoost. Como esperado também, o 
DRVFL demonstrou prever melhores resultados que o modelo ELM, o que demonstra 
que ao se usar os dados de entrada diretamente na camada de saída contribui com 




Com os resultados, é possível confirmar que o objetivo geral desta tese foi 
atingido com sucesso, tendo-se mostrado que o uso de DVRFL otimizado, tanto por 
otimização por meio da DE ou pelo uso de otimização Bayesiana mostraram 
resultados satisfatórios em termos de RMSLE na fase de testes para ambos os casos 
avaliados. O mencionado desempenho foi mais frequente quando houve uma pré-
análise dos dados de entrada com variáveis a serem previstas com atrasos que foram 
usados para o treinamento, mostrando uma acurácia em termos de RMSLE quando 
comparado a outros 13 modelos de previsão que também foram otimizados de forma 
similar. 
Também, ao longo do desenvolvimento da tese, notou-se possíveis inovações 
que podem ser aplicadas aos modelos avaliados, sendo que as tais estratégias serão 
discutidas na próxima seção. 
7.1 Sugestões para Futura Pesquisa  
Com as contribuições apresentadas, esperava-se obter um comparativo que 
permitiria analisar quais combinações de modelos de previsão seriam melhores para 
aplicar para previsão de séries temporais de demanda do consumo de energia 
elétrica. Porém, ao longo dos estudos baseados na literatura recente dos temas 
envolvidos nesta tese, foi possível observar que existe uma tendência em se analisar 
tal tarefa de modo mais profundo, dividindo-se a mesma em blocos construtivos que 
podem permitir diferentes abordagens: 
- Diferentes bases de dados: Esta tese usou duas bases de dados bastante 
distintas, porém, na comunidade científica, é possível de se encontrar várias outras 
bases de dados que poderiam ser usadas, para poder se ter uma análise mais 
criteriosa da robustez dos sistemas. Por exemplo, base de dados maiores, que 
poderiam englobar maiores períodos de observância, como anos ou décadas 
poderiam ser usadas. Também podem ser considerados passos maiores para a 
previsão, como médio ou longo prazos. 
- Pré-processamento dos dados: Neste contexto, abordagens de pré-
processamento de dados e de engenharia de características pode ser um caminho 
para obtenção de variáveis previsoras relevantes. Conforme sugerido por Bauer et al. 
(2020), antes de se aplicar os dados para analisar suas características, pode-se 
aplicar uma extração de características por meio da análise de Fourier (Lai, Chen e 




ensemble empirical mode decomposition (EEMD) (Da Silva et al., 2021) ou uma 
variação do EEMD, chamada complete ensemble empirical mode 
decomposition(CEEMD) (Da Silva et al., 2020) ou ainda o modelo seasonal and trend 
decomposition using loess (STL) (Da Silva et al., 2020), o que ajudaria a obter 
diferentes características. 
- Construção do modelo de Previsão: Uma vez que os termos de tendência 
e sazonalidade foram obtidos por alguma técnica de pré-processamento, pode-se 
então usá-las com suporte na construção do modelo. Um modelo que está tornando-
se popular e que esta tese acabou não abrangendo seria o CatBoost (Dong et al., 
2021), onde neste pode-se adotar variáveis categóricas.  
- Abordagens de comitês previsão de séries temporais: Neste bloco 
construtivo, pode-se então fazer um sistema de ensemble, que permite usar os valores 
da tendência e sazonalidade na forma de modelos de comitês com empilhamento (do 
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Os valores abaixo mostram os valores obtidos para seus hiperparâmetros, e que foram usados na fase de testes. As tabelas 
mostram os resultados por diferentes métodos de aprendizado de máquina que foram usados nesta tese. 
• A Tabela A.1 mostra os valores obtidos para a série temporal de consumo da região sul do Brasil usando o modelo ARIMA 




RMSLE P Q D 
Sem FS 187,08s 0,061867 1 0 0 
Com FS 149,88s 0,061867 2 0 2 
Tabela A.1: Resultados para ARIMA, com otimização DE para série temporal de consumo da região Sul do Brasil 
 
• A Tabela A.2 mostra os valores obtidos para a série temporal de consumo da região sul do Brasil usando o modelo ARIMA 




RMSLE P Q D 
Sem FS 100,37 0,061867 1 0 0 
Com FS 55,35s 0,061867 2 0 2 











• A Tabela A.3 mostra os valores obtidos para a série temporal de consumo da região sul do Brasil usando o modelo DRVFL 













Sem FS 10,97s 0,006198 99 96 98 36 
Com FS 15,95s 0,006111 76 21 35 68 
Tabela A.3: Resultados para ARIMA, com otimização DE para série temporal de consumo da região Sul do Brasil 
 
• A Tabela A.4 mostra os valores obtidos para a série temporal de consumo da região sul do Brasil usando o modelo DRVFL 













Sem FS 7,35s 0,006197 99 64 78 7 
Com FS 10,48s 0,061867 91 59 79 84 








• A Tabela A.5 mostra os valores obtidos para a série temporal de consumo da região sul do Brasil usando o modelo ELM com 












Sem FS 1,60s 0,00739 91 0,97742 0,34296 inv_multiquadric 
Com FS 6,81s 0,00832 95 0,75924 0,76323 tanh 
Tabela A.5: Resultados para ELM, com otimização DE para série temporal de consumo da região Sul do Brasil 
 
• A Tabela A.6 mostra os valores obtidos para a série temporal de consumo da região sul do Brasil usando o modelo ELM com 












Sem FS 9,17s 0,007226 93 1,0 1,0 inv_multiquadric 
Com FS 13,28s 0,007619 94 0,8 0,3 sigmoid 












• A Tabela A.7 mostra os valores obtidos para a série temporal de consumo da região sul do Brasil usando o modelo ESN com 



















Sem FS 5,78s 0,00718 0,56287 98 0,88921 0,07288 0,29940 0,41741 0 
Com FS 13,63s 0,00621 0,73040 90 0,76892 0,12213 0,77701 0,34473 0 
Tabela A.7: Resultados para ESN, com otimização DE para série temporal de consumo da região Sul do Brasil 
 
• A Tabela A.8 mostra os valores obtidos para a série temporal de consumo da região sul do Brasil usando o modelo ESN com 



















Sem FS 5,07s 0,00690 0,64904 83 1,0 0,0 0,29940 -0,3549 0 
Com FS 12,58s 0,00655 0,82734 91 0,96573 0,38041 0,52573 0,37595 0 









• A Tabela A.9 mostra os valores obtidos para a série temporal de consumo da região sul do Brasil usando o modelo FFNN 
com a otimização DE. 
 Tempo de Execução RMSLE Número de camadas ocultas 
Sem FS 5083,47s 0,011763 864 
Com FS 4944,65s 0,011909 684 
Tabela A.9: Resultados para FFNN, com otimização DE para série temporal de consumo da região Sul do Brasil 
 
• A Tabela A.10 mostra os valores obtidos para a série temporal de consumo da região sul do Brasil usando o modelo FFNN 
com a otimização Bayesiana. 
 Tempo de Execução RMSLE Número de camadas ocultas 
Sem FS 5355,75s 0,01330 763 
Com FS 4477,64s 0,01102 955 
Tabela A.10: Resultados para FFNN, com otimização Bayesiana para série temporal de consumo da região Sul do Brasil 
 
• A Tabela A.11 mostra os valores obtidos para a série temporal de consumo da região sul do Brasil usando o modelo LightGBM 














Sem FS 14,03s 0,1228 52 0,185366 35 gbdt 1 0,723425 
Com FS 18,09s 0,01197 7 0,206477 29 gbdt 9 0,992357 






• A Tabela A.12 mostra os valores obtidos para a série temporal de consumo da região sul do Brasil usando o modelo LightGBM 














Sem FS 8,87s 0,01194 82 0,209297 18 gbdt 2 0,829098 
Com FS 10,93s 0,01218 83 0,265536 18 gbdt 4 0,981621 
Tabela A.12: Resultados para LightGBM, com otimização Bayesiana para série temporal de consumo da região Sul do Brasil 
 
• A Tabela A.13 mostra os valores obtidos para a série temporal de consumo da região sul do Brasil usando o modelo LSTM 
com a otimização DE. 
 Tempo de Execução RMSLE Número de camadas ocultas 
Sem FS 3576,00s 0,031810 91,02271 
Com FS 3575,82s 0,035529 91,88013 
Tabela A.13: Resultados para LSTM, com otimização DE para série temporal de consumo da região Sul do Brasil 
 
• A Tabela A.14 mostra os valores obtidos para a série temporal de consumo da região sul do Brasil usando o modelo LSTM 
com a otimização Bayesiana. 
 Tempo de Execução RMSLE Número de camadas ocultas 
Sem FS 2498,36s 0,032086 94,64332 
Com FS 1992,82s 0,032597 88,33317 





• A Tabela A.15 mostra os valores obtidos para a série temporal de consumo da região sul do Brasil usando o modelo OLS com 




RMSLE Uso dos valores interceptados? Número de jobs 
Sem FS 0,09s 0,010752 Não 36 
Com FS 5,24s 0,015537 Não 36 
Tabela A.15: Resultados para OLS, com otimização DE para série temporal de consumo da região Sul do Brasil 
 
• A Tabela A.16 mostra os valores obtidos para a série temporal de consumo da região sul do Brasil usando o modelo OLS com 




RMSLE Uso dos valores interceptados? Número de jobs 
Sem FS 5,49s 0,010752 Não 95 
Com FS 11,00s 0,015537 Não 95 













• A Tabela A.17 mostra os valores obtidos para a série temporal de consumo da região sul do Brasil usando o modelo QRF 



















Sem FS 61,35s 0,02008 27 24 5 4 0,00680 9 
Com FS 65,37s 0,02029 28 20 5 2 0,02890 8 
Tabela A.17: Resultados para QRF, com otimização DE para série temporal de consumo da região Sul do Brasil 
 
 
• A Tabela A.18 mostra os valores obtidos para a série temporal de consumo da região sul do Brasil usando o modelo QRF 


















Sem FS 14,77s 0,01993 135 33 6 4 0,022003 7 
Com FS 19,49s 0,02003 165 23 8 4 0,024303 9 












• A Tabela A.19 mostra os valores obtidos para a série temporal de consumo da região sul do Brasil usando o modelo RF com 



















Sem FS 22,04s 0,02023 22 92 4 6 0,00667 9 
Com FS 22,91s 0,02064 19 25 7 5 0,00931 9 
Tabela A.19: Resultados para RF, com otimização DE para série temporal de consumo da região Sul do Brasil 
 
• A Tabela A.20 mostra os valores obtidos para a série temporal de consumo da região sul do Brasil usando o modelo RF com 



















Sem FS 6,62s 0,02070 24 76 4 1 0,077164 9 
Com FS 10,74s 0,02089 35 81 2 1 0,075025 8 










• A Tabela A.21 mostra os valores obtidos para a série temporal de consumo da região sul do Brasil usando o modelo SARIMA 




RMSLE p d q P D Q 
Núm. 
período 
Sem FS 384,30s 0,01096 1 1 1 1 1 1 2 
Com FS 345,09s 0,01774 2 1 2 1 1 1 4 
Tabela A.21: Resultados para SARIMA, com otimização DE para série temporal de consumo da região Sul do Brasil 
 
• A Tabela A.22 mostra os valores obtidos para a série temporal de consumo da região sul do Brasil usando o modelo SARIMA 




RMSLE p d q P D Q 
Núm. 
período 
Sem FS 69,62s 0,01510 0 1 0 2 1 2 4 
Com FS 59,13s 0,01090 0 1 2 0 1 0 3 
Tabela A.22: Resultados para SARIMA, com otimização Bayesiana para série temporal de consumo da região Sul do Brasil 
 
• A Tabela A.23 mostra os valores obtidos para a série temporal de consumo da região sul do Brasil usando o modelo SVR com 




RMSLE Núm. Kernels gama coeficiente tolerância  Regularizador epsilon 
Sem FS 1,27s 0,01917 1 0,00620 0,075042 0,004655 0,487598 0,030244 
Com FS 6,30s 0,02047 1 0,00390 0,024737 0,005808 0,445063 0,026716 




• A Tabela A.24 mostra os valores obtidos para a série temporal de consumo da região sul do Brasil usando o modelo SVR com 











Sem FS 7,03s 0,02612 1 0,00997 0,019631 0,008395 0,25797 0,007630 
Com FS 15,33s 0,02518 1 0,01 0,001 0,0001 0,5 0,001 
Tabela A.24: Resultados para SVR, com otimização Bayesiana para série temporal de consumo da região Sul do Brasil 
 
• A Tabela A.25 mostra os valores obtidos para a série temporal de consumo da região sul do Brasil usando o modelo XGBoost 




RMSLE Max. Depth 
Menor peso 
por children 
Learning rate Subamostra  
Subamostra 
de colunas 
Sem FS 17,93s 0,01178 78 2 0,249159 0,857339 0,795080 
Com FS 34,10s 0,01420 44 4 0,215416 0,459857 0,694140 
Tabela A.25: Resultados para XGBoost, com otimização DE para série temporal de consumo da região Sul do Brasil 
 
• A Tabela A.26 mostra os valores obtidos para a série temporal de consumo da região sul do Brasil usando o modelo XGBoost 




RMSLE Max. depth 
Menor peso 
por children 
Learning rate Subamostra  
Subamostra 
de colunas 
Sem FS 9,50s 0,01070 32 3 0,198432 0,7375466 0,798851 
Com FS 15,75s 0,01135 29 4 0,1 0,582509 0,8 









RMSLE P Q D 
Sem FS 246,17s 0,061644 2,40067 0,19188 1,00713 
Com FS 495,11s 0,12502 2,90293 1,351071 1,77612 
Tabela A.27: Resultados para ARIMA, com otimização DE para série temporal de consumo na Polônia 
 





RMSLE P Q D 
Sem FS 93,14s 0,061644 2,83970 0,001 1,64727 
Com FS 118,60s 0,12502 2,05404 1,999 1,447224 























Sem FS 166,81s 0,017658 12 12 59 65 
Com FS 180,95s 0,018250 19 22 28 75 
Tabela A.29: Resultados para ARIMA, com otimização DE série temporal de consumo na Polônia 
 














Sem FS 42,07s 0,016904 39 100 3 92 
Com FS 49,90s 0,018210 2 3 76 96 


















alpha Tamanho do rbf Função ativação 
Sem FS 4,45s 0,017667 87 0,314449 0,339772 inv_multiquadric 
Com FS 11,39s 0,018832 59 0,716720 0,475565 sine 
Tabela A.31: Resultados para ELM, com otimização DE para série temporal de consumo na Polônia 
 








alpha Tamanho do rbf Função ativação 
Sem FS 6,63s 0,018315 79 0,497462 0,573864 inv_multiquadric 
Com FS 18,31s 0,018642 32 0,8 0,3 inv_tribas 






























Sem FS 13,21 0,01886 0,29950 55 0,13222 0,33911 0,64350 0,21138 0 
Com FS 21,04s 0,01716 0,70718 33 0,62819 0,27353 0,77743 0,25054 0 
Tabela A.33: Resultados para ESN, com otimização DE para série temporal de consumo na Polônia 
 





















Sem FS 11,44s 0,01796 0,40366 12 0,02565 0,16223 0,08283 0,34581 1 
Com FS 15,56s 0,01738 0,84447 33 0,80565 0,25849 0,96762 0,18077 0 







• A Tabela A.35 mostra os valores obtidos para a série temporal de consumo na Polônia usando o modelo FFNN com a 
otimização DE. 
 Tempo de Execução RMSLE Número de camadas ocultas 
Sem FS 4494,07s 0,026641 824,92621 
Com FS 5686,22s 0,017906 586,01747 
Tabela A.35: Resultados para FFNN, com otimização DE para série temporal de consumo na Polônia 
 
• A Tabela A.36 mostra os valores obtidos para a série temporal de consumo na Polônia usando o modelo FFNN com a 
otimização Bayesiana. 
 Tempo de Execução RMSLE Número de camadas ocultas 
Sem FS 5194,57s 0,01702 936,23516 
Com FS 4390,13s 0,01829 941,64580 
Tabela A.36: Resultados para FFNN, com otimização Bayesiana para série temporal de consumo na Polônia 
 















Sem FS 28,31s 0,02055 56 0,137753 97 gbdt 7 0,383847 
Com FS 36,15s 0,02134 86 0,560418 4 gbdt 4 0,532119 




















Sem FS 11,60s 0,02054 96 0,589549 6 dart 1 0,869361 
Com FS 15,71s 0,01837 83 0,212914 19 gbdt 3 0,666804 
Tabela A.38: Resultados para LightGBM, com otimização Bayesiana para série temporal de consumo na Polônia 
 
• A Tabela A.39 mostra os valores obtidos para a série temporal de consumo na Polônia usando o modelo LSTM com a 
otimização DE. 
 Tempo de Execução RMSLE Número de camadas ocultas 
Sem FS 4903,34s 0,026841 85,30214 
Com FS 1340,14s 0,023300 97,10991 
Tabela A.39: Resultados para LSTM, com otimização DE para série temporal de consumo na Polônia 
 
• A Tabela A.40 mostra os valores obtidos para a série temporal de consumo na Polônia usando o modelo LSTM com a 
otimização Bayesiana. 
 Tempo de Execução RMSLE Número de camadas ocultas 
Sem FS 3709,20s 0,026536 96,04321 
Com FS 3071,22s 0,024001 92,63946 





• A Tabela A.41 mostra os valores obtidos para a série temporal de consumo na Polônia usando o modelo OLS com a otimização 
DE. 
 Tempo de 
Execução 
RMSLE Uso dos valores interceptados? Número de jobs 
Sem FS 0,13s 0,017613 Sim 36 
Com FS 7,38s 0,018871 Sim 36 
Tabela A.41: Resultados para OLS, com otimização DE para série temporal de consumo na Polônia 
 
• A Tabela A.42 mostra os valores obtidos para a série temporal de consumo na Polônia usando o modelo OLS com a otimização 
Bayesiana. 
 Tempo de 
Execução 
RMSLE Uso dos valores interceptados? Número de jobs 
Sem FS 5,18s 0,017613 Sim 60 
Com FS 14,12s 0,018871 Sim 60 



































Sem FS 112,44s 0,02468 8 33 6 9 0,06568 9 
Com FS 95,79s 0,02370 11 62 9 8 0,00680 9 
Tabela A.43: Resultados para QRF, com otimização DE para série temporal de consumo na Polônia 
 



















Sem FS 21,91s 0,02365 13 86 6 7 0,010292 9 
Com FS 28,99s 0,02370 5 45 7 5 0,03584 8 

































Sem FS 63,72s 0,02400 7 59 9 5 0,02862 9 
Com FS 45,32s 0,02400 9 50 4 2 0,07582 5 
Tabela A.45: Resultados para RF, com otimização DE para série temporal de consumo na Polônia 
 




















Sem FS 11,87s 0,02348 7 86 6 7 0,010292 9 
Com FS 15,57s 0,02355 7 56 8 7 0,010285 8 














RMSLE p d q P D Q 
Núm. 
período 
Sem FS 1784,51s 0,020257 1 0 1 1 0 1 3 
Com FS 642,42s 0,021680 2 0 0 2 0 2 4 
Tabela A.47: Resultados para SARIMA, com otimização DE para série temporal de consumo na Polônia 
 





RMSLE p d q P D Q 
Núm. 
período 
Sem FS 406,77s 0,02084 1 0 1 0 0 1 4 
Com FS 132,87s 0,02162 2 0 0 2 0 2 4 
Tabela A.48: Resultados para SARIMA, com otimização Bayesiana para série temporal de consumo na Polônia 
 












Sem FS 2,37s 0,02516 1 0,00910 0,059598 0,004305 0,305519 0,028450 
Com FS 10,42s 0,02162 1 0,00501 0,032203 0,007741 0,479160 0,009556 
















Sem FS 6,76s 0,02465 1 0,007881 0,048387 0,006613 0,11060 0,016131 
Com FS 18,37s 0,02627 1 0,001 0,01 0,01 0,5 0,001 
Tabela A.50: Resultados para SVR, com otimização Bayesiana para série temporal de consumo na Polônia 
 





RMSLE Max. depth 
Menor peso 
por children 
Learning rate Subamostra  
Subamostra 
de colunas 
Sem FS 62,20s 0,01608 20 4 0,119497 0,687534 0,785308 
Com FS 78,73s 0,01694 33 3 0,102218 0,549257 0,649768 
Tabela A.51: Resultados para XGBoost, com otimização DE para série temporal de consumo na Polônia 
 





RMSLE Max. depth 
Menor peso 
por children 
Learning rate Subamostra  
Subamostra 
de colunas 
Sem FS 17,42s 0,01758 21 5 0,1 0,754834 0,8 
Com FS 34,14s 0,02042 19 3 0,415264 0,704153 0,728707 
Tabela A.52: Resultados para XGBoost, com otimização Bayesiana para série temporal de consumo na Polônia 
