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ABSTRACT
This study presents a numerical model appropriate in describing the
thermohaline circulation. The flow is assumed to be geostrophic in the interior, and is
analysed in density coordinates, including scaling, structure equations, and a discussion
of the barotropic - baroclinic split.
The equations are then discretized into a layered system, and some analytical
solutions are examined, in particular two layer ones where the lower layer is
motionless. A complete analysis of the scheme follows, where the characteristics and
problems of the suggested method are carefully tested.
The model is used to investigate the importance of initial conditions to the
steady state flow. All numerical simulations have two layers, and the only parameter
changed is the initial volume of the upper layer fluid. It is found that this value is
important to the final flow pattern. A simple analysis of the different solutions
indicates the existence of a critical volume, that in solution space marks the point
where the initial volume starts yielding different final solutions.
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GENERAL FORMULATION
1.1 Introduction
A major goal of physical oceanography is an explanation of the oceans'
circulation, in particular the circulation below the mixed layer, in the thermocline and
the deeper fluid. The problem is not an easy one and has been addressed frequently in
the past with different tools. The analytical approach started with Welander (195 9),
Robinson and Stommel (1959), and was pursued by many others like Welander (1971),
Parsons (1969), Hodnett (1978), and Luyten, Pedlosky and Stommel (1983). A review of
the first ten years can be found in Veronis (1969). The complexity of the problem is
also reflected in numerical experiments like Bryan (1969), and Takano (i 974).
We decided to attack the topic from an angle somewhat different from the
traditional, and more in line with recent ideas expressed in Luyten, Pedlosky and
Stommel (1983). Before presenting an overview of the model we will describe briefly
its distinguishing characteristics.
(1) Instead of trying to use a computer to crunch a version of the full
momentum equations, we assumed the motion is strictly geostrophic in the interior but
is still nonlinear in that we keep the advection terms in the thermodynamic equation.
(2) The flow is controlled by surface forcing only, reflecting the idea that each fluid
parcel was exposed at least once to the atmosphere, where it changed its properties.
(3) The lateral boundaries are simplified to have a crude frictional rule. (4) We adopted
the use of density coordinates which are more popular in meteorology than
oceanography - Bleck (i 973), but are appropriate to a discussion of motion along
density surfaces.
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1.2 Overview
Our basin is restricted to a rectangular box:
Xw; X XE-
YS y YN.
The depth of the fluid in the box is a constant Ho.
The fluid is divided into two:
(1) Surface layer; i.e. the ocean mixed layer.
(2) The rest of the fluid; the interior (see figure (3.1.1)b}.
At, present we ignore the details and physical processes in the surface layer
and take it to be of constant depth, so no mixing to it is allowed. The bottom of this
layer is the boundary through which fluid is being pumped to or sucked from the
interior. The pumping velocity (WE) and the pumped density, are dependent on
position and possibly time, and are specified in our model. All of our calculations are
done for region (2) only.
Initially our box is filled with fluid of a specified density {p = p(x,y,z)}; then we
turn the Ekman pumping through the upper surface - conserving the total volume. By
this we input different densities at different locations, creating pressure gradients
that will drive motions.
Our initial goal is to arrive at a steady state.
1.3 Governing Equations
Our governing equations are in density coordinates. A complete derivation is
presented in the appendix.
We assume the motion to be approximately hydrostatic and adiabatic. The first
is a statement that whatever the motion is, hydrostatic equilibrium is achieved
immediately, the second, which translates to dp/dt = 0, implies no motion
perpendicular to density surfaces, hence only (u,v) velocity components.
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Although the last simplification alone justifies the use of density coordinates,
we also gain higher vertical resolution where there are sharp density gradients, and
convenient bookkeeping for the numerics .
If we define the Montgomery stream function
M = p/p + gz , (1.3.1)
our equations take the form:
fu = -My (1.3.2)
-fv = -M' (1.3.3)
MP = -p/p 2  (1.3.4)
8th, + VI -(hsu) = , (1.3.5)
Where V1 is the horizontal operator at constant p, (the subscript p will be dropped
P
from now on); and
h, =-pz, = -pp/g . (1.3.6)
We added a source term on the R.H.S. (right hand side) of the continuity equation; E
will be non zero only at the top boundary.
1.4 Scaling
For adiabatic motion {w = dp/dt = 0}, the momentum (a.10) and continuity
(a.19) equations derived in the appendix are:
ut + uuX + vuy - fv = -MX (1.4.1)
vt + uvX + vvy + fu = -MY (1.4.2)
8th, + (hu), + (hv), = 0 (1.4.3)
A quick comparison between this set and (1.3.2), (1.3.3), and (1.3.5), shows some
differences (excluding a source term) which can be justified by scaling.
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Scale:
(u,v) = U(u',v')
(x,y) = L(x',y')
P = pop
M = mM'
t= Tt'.
To get:
(1/T)ut + (U/L)(uu. + vuy) - fv = -(m/LU)M. (1.4.4)
(1/T)vt + (U/L)(uv. + vvy) + fu = -(m/LU)My (1.4.5)
(1/T)ath, + (U/L)[(hsu). + (hsv)y] = 0 (1.4.6)
where we dropped the primes for neatness.
(1.4.6) requires
1/T ~ U/L . (1.4.7)
This means that the advection and time derivative terms in the momentum equations
are about the same order.
To bring out the geostrophic balance {without effecting (1.4.7)}, we require
m = fLU (1.4.8)
f > U/L . (1.4.9)
The first gives us an order of magnitude for the Montgomery stream function,
while the second gives the familiar relation:
Ro = U/(fL) < 1 , (1.4.10)
with Ro as the Rossby number.
Although (1.4.7) was not used directly to obtain (1.4.10), it is important to note
that for our large scale motion, if (1.4.7) is not fulfilled but U/L > l/T, we might not
be able to get (1.4.9), hence nonlinear terms will have to be retained in the
momentum equations.
Equation (1.3.1) defines the Montgomery stream function as a dynamic
perturbation pressure, which is the difference between the total dynamic pressure,
and the hydrostatic part - gz. The expression 'dynamic' indicates the pressure is
divided by the density. Following this argument we can scale M as
m = gfi , (1.4.11)
where fi is the equivalent depth defined later in chapter (2.1). (1.4.11) and (1.4.8)
gives an expression for U.
U = gfi/(fL) . (1.4.12)
This equation, which gives the propagation velocity of the wave modes, can be
derived directly from (2.1.8). There
U = gfi/f 2 , (1.4.13)
and for large scale motions f = L.
Using (1.4.12) in (1.4.10) gives the condition:
S = f 2 L 2/(gfi) > 1 . (1.4.13)
This condition becomes clearer when we solve the horizontal structure
equation. For the time being we note that for a barotropic case and a 4km deep
ocean, the Burger number (S) is around unity for length scales of order 2000km. There
it seems reasonable to adopt the rigid lid approximation and drop the time derivative
dependence altogether. For a baroclinic mode with fi = O(1m) we only need
L = 0(10km) to get S ~ 1, hence condition (1.4.13) is easily satisfied.
1.5 Barotropic - Baroclinic Split
As will come out clearly from the wave analysis, there is a definite separation
in scales, wave speeds and equivalent depth that motivates the splitting of the
velocity field into barotropic and baroclinic parts.
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The barotropic signal gives us the vertically integrated velocity while the
baroclinic signal corresponds to the fluctuations on this average, characterized by
zero vertical integral.
Graphically, if a velocity profile against depth is represented in figure (1.5.1)a,
we can generate it from the sum of graphs (1.5.1)b and (1.5.1)c
VT 13 10 VBT 1 VBC 3
(a)
Figure (1.5.1). The total
sum of the barotropic (b)
(b) (c)
velocity signal (a), can be constructed from the
and baroclinic (c) parts.
To get a statement for the barotropic signal we compute {8.(1.3.2) + a,(1.3.3)},
after taking their vertical integral, resulting in:
BV + f(U + Vy) =a My +8 x (1.5.1)
Where
A = fdp h,,p~(a) , (1.5.2)
and
M = fdp hp~(M) .
Applying Leibniz rule,
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a(x,y) a(x,y)
a8{ fdp f(x,y,p)} = fdp 8a[f(x,y,p)] + f[x,y,a(x,y)] 8.a(x,y)
b(x,y) b(x,y)
- f[x,y,b(x,y)] 8ab(x,y) , (1.5.3)
to the R.H.S. of (1.5.1), we find
8aMy - ay M = VD x [(h,/p)VM]. (1.5.4)
Where D = zt - Zb, as the difference between the upper and lower integration limits,
which are still not specified.
In deriving the relations for the barotropic signal we proceed in two steps:
(1) Using (1.5.4) we assume special circumstances so the R.H.S. of (1.5.1) is
zero; i.e. VD = 0 or VD || VM.
(2) We integrate the continuity (1.3.5) in the vertical, specify the appropriate
integration limits, and get an expression for V -U which we use in (1.5.1).
Using the Boussinesq approximation in the definition of h, (1.3.6) gives,
hdp = podz . (1.5.5)
Pt
Apply fp-' dp to (1.3.5), and use (1.5.3) to get:
Pb
Pt T T
pOl f 8th, dp = 8tz| - (h,/po) 8tp 
PbB
Pt Pt T
p0' f' V-(hsu) dp = V-{ f (hs/po)u dp} - (h,/p o) u-VpI
Pb Pb B
T
= V-U - (h,/po) u-Vp| B
with
Pt T
U = f(h,/p o)u dp = fu dz .
Pb B
Sum the above terms to get
T T Pt(h,/po)[8a + uoV]pl - 8tz| -V-U = pW' f E dp . (1.5.6)
B B Pb
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Assume the bottom is a stream line and does not change with time, therefore:
Pt
(h,/po)[8t + ueV]PI - 8tzI -VeU = Po' f E dp . (1.5.7)
Pb
At this stage we decide to fix the upper limit of the integration as the bottom
of the Ekman layer. We can adopt one of the following ways:
(1) Consider that ZT is a constant surface in the fluid (above which lies the
Ekman layer), and that there are no sources or sinks E.
(1.5.7) gives:
(h,/po)[8a + uVe]pl = VU. (1.5.8)
Now
(8t + u-9)pI= -w o Pz, (1.5.9)
and use of (1.5.5) results in
V*U = -wto, = -W E . (1.5.10)
(2) Alternatively, we can look at the upper layer surface as the source - sink
of the problem. The pumping - suction velocity WE is perpendicular to this surface,
forcing u = 0 = v at ZT, and implying
8tzi = (at + ue 7)z|
T T
As a result, the first two terms on the L.H.S. of (1.5.7) cancel each other, leaving:
Pt
-VeU = pO' f E dp. (1.5.11)
Pb
Write the source term as
E =h,WE 6(z - zt), (1.5.12)
make use of (1.5.5), and get the same answer as in (1.5.10).
To further stress the fact that we took the vertical integration only up to the
the top of the interior fluid (=bottom of the Ekman layer), we split the barotropic
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velocity signal into two. The Ekman part and the interior part - denoted by
superscripts E and I respectively.
If the integration in (1.5.7) is taken from the bottom of the basin, through the
interior and Ekman flow, to the rigid lid top surface, we have
(UI + UE)X + (VI + VE)y = 0, (1.5.13)
but since
U +VyE=+WE , (1.5.14)
we get
UI + Vy= -WE . (1.5.15)
Making use of (1.5.15) in (1.5.1) yields:
V =fWE/ . (1.5.16)
U= -2WE f(WE)y/ (1.5.17)
The constant of integration for (1.5.17), is such as to keep U' = 0 on the eastern wall.
An important case is
WE = curl(-r/pf) , (1.5.18)
which comes from the relations
fUE _(y)/ . (1.5.19)
-fvE T(x)/p . (1.5.20)
Here -c is the wind stress, and the missing geostrophic part of the velocity is
balanced by the pressure gradients. (In the Z system the R.H.S before integration was
tz/p = T,/h, which should be multiplied by hs/p and integrated dp to get the above.)
The integration was taken from the top of the Ekman layer to where the stress
vanishes.
As an example we consider
= T(X) = cos(a[y-yo]), (1.5.21)
with yo = 40'.
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This is an idealization of the winds over the oceans, giving UE =0= U' and by (1.5.18)
WE = x - r(x))/pf = a sin[ayyO)]/pf. (1.5.22)
Upwelling regions (WE > 0) lie north of y = yo and downwelling south of it.
The surface layer pumping (WE) may also be specified from more complex
physics and it might include mixed layer dynamics. In any case, if we take the volume
of the mixed layer to be constant in time, we must see to it that
Xe yn
Jdx'fdy'WE (X',y') = 0 , (1.5.23)
x. y,
to ensure that the interior volume does not change.
When we write the pumping in terms of wind stress, it is hard to fulfill the
above requirement for general wind pattern. For these cases we assume the existence
of regions where WE is governed by other mechanisms, resulting in upwelling and
downwelling near boundaries. If we want to make use of equation (1.5.18) we should
change the wind stress near the boundaries. Inserting (1.5.18) in (1.5.23) shows
yn Xe Xe yn
fdy'(,''/pf)|= fdx't(x)/pf) . (1.5.24)
ys x. xW Ys
A way to ensure this is
yn yn
fdy'(-CF3/pf)= fdx' (rT/pf)| , (1.5.25)
Y, xW ys Xe
and
Xe Xe
fdy'(=c"x/pf)| fdx't('x)/pf)| . (1.5.26)
xy, xs , yn
Stating that each side of (1.5.24) vanishes.
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Equations (1.5.25) and (1.5.26) are integrated statements, and as such we can
change the wind stress at several points along the boundaries in an attempt to
establish the equalities.
1.6 Boundary Conditions
The boundary condition at the top is replaced by a source term in the
continuity equation (1.3.5).
We determine E by specifying:
(1) WE (x,y,t) everywhere.
(2) The surface density distribution p(x,y,t) for all points where WE is downward. At
points where WE > 0, we suck whatever density is there at that particular instant.
We take the normal velocity signal to vanish at sidewalls. This condition
requires the addition of friction - the neglect of which is justified in the interior by
scaling - but nonetheless constitutes a singular perturbation.
For completeness, some analytical solutions for the barotropic boundary
currents will be presented. This is of little interest for our model, as long as the
boundary transports are correct. The dynamics between a boundary and an adjacent
grid point can not be resolved in the finite difference approach, and when this spacing
is wide enough, we simply put all the boundary current there, without getting its
exact shape and distribution.
1.7 Barotropic Boundary Current
Parameterizing the friction as linearly proportional to the velocity, and
vertically integrating the momentum equations results in:
-fV = -M, - rU + tc*)/p (1.7.1)
fU = -MY - rV + c/p . (1.7.2)
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Keeping in mind that we would like to define a transport stream function T,
we take our integration over the total depth of the fluid - interior and Ekman layer.
For a rigid lid and flat bottom we get:
U. + Vy = 0, (1.7.3)
from which we define T as
'PK= V. (1.7.4)
T= -U .(1.7.5)
Taking the curt of the momentum equations {8(1.7.2) - 87(1.7.1)} and making
use of previous definitions gives
B'f', + rV 2"1 = curl(-r/p) . (1.7.6)
The main balance in this equation usually involves the B term and either the
wind stress in the interior, or one of the frictional terms near boundaries. A formal
derivation is easier after nondimensionalizing.
Scaling by:
t = ToT
p pop'
P = UL'
(x,y) = L(x',y)
and choosing U = To/(poL) as the scale for the vertically integrated velocity, gives:
T + (r/BL) 72T = curl(-/p) . (1.7.7)
Where the primes were dropped for neatness.
In the interior, the x and y length scale are comparable, and give the main
balance as
TX = curl(-/p) . (1.7.8)
Solving for T gives
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Xe
T' = fdx' curl(-/p) (1.7.9)
x
or in dimensional form:
Xe
Vl = ~' fdx' curl(u/p) (1.7.10)
X
The superscript i indicates the interior part of the solution.
This solution satisfies T' = 0 on x = XE, hence no normal transport there. On the
other walls we have a boundary correction Tb, satisfying:
(1) b + Vi = 0 on all walls. (1.7.11)
(2) T' + 0 as we go towards the interior. (1.7.12)
A priori we could have taken the integration in (1.7.10) from x' = Xw to x' = x,
satisfying 'I = 0 on x' = Xw. This causes problems when we want to satisfy condition
(1.7.12) on the eastern wall.
It is useful to note that generally our treatment will only provide no flow
normal to the walls. To satisfy no slip conditions we need other boundary layers,
embedded in the one we have here, and carrying negligible transport.
Western boundary
(Remark: In what follows we replace the superscript b by a superscript
indicating the boundary in question.)
Near the western wall we stretch the x coordinate by defining:
E=(x - X w)/e a.8 = e-, a
8c =c8 . (1.7.13)
Choose e = r/(BL), and get the 0(1) terms in (1.7.7) to be
T, + T,% =0, (1.7.14)
or in dimensional form
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BT' + rt., =0. (1.7.15)
The last equation solves to give:
T" = -T'(x = X w)e-"(xx)/r (1.7.16)
Northern wall
Define
ri=(YN - y)C, (1.7.17)
and chose e2 = r/(L) to get:
(jti + ?"l) 7 + + "= curl(l/p) , (1.7.18)
where we wrote T as the sum of the interior and boundary contributions.
The first term on the L.H.S. is equal to the R.H.S., while the second is O(e2)
since the interior solution is approximately constant on scales of n. This gives the
balance as
T" + T"n = 0, (1.7.19)
or in dimensional form
X3" + r?yy = 0. (1.7.20)
This is a diffusion type equation with x replacing time. The formal way to
solve it, subject to our boundary conditions (1.7.11) - (1.7.12), is to expand T as a sum
of its Fourier components in x, and take a Fourier transform over x in the domain
between XE and Xw. Usually we truncate the series expansion of T after several
terms, so it is sufficient to take a Laplace transform in x between x = 0 and x + 00 .
In order to write down a formal solution using the Laplace transform, it is
convenient to stretch not only the y coordinate as in (1.7.17), but also the x
coordinate,
Tp = (XE - X)/E. 7(1. .21)
This is motivated by the fact that although the boundary layer is broader in x then in
y, (see coming analysis) we do have difficulties approaching the western wall, since
there we have to match to the western boundary solution. For simplicity, choose
e < E so a. > a,, . This leads to the balance:
1", = T"n .(1.7.22)
Taking the Laplace transform
cI(s,n) = f {"(y,n) e-Idp = I('") , (1.7.23)
0
gives:
n e~S| +sD- D, ,=O. (1.7.24)
p=o
Matching to the eastern solution T"(On) = 0 leads to
@e - sO = 0 , (1.7.25)
whose solution is
D = A(s)e-"''' + B(s)e's' . (1.7.26)
Transforming the boundary conditions gives:
(@(s,n + co) = 0 b(s) = 0.
(s,n =0)-o = A(s), given as minus the transform of the interior
solution on the northern wall (To).
With these conditions we write (@ as
o = -[sDo(s)][e-,r'I/s] . (1.7.27)
Use:
z~'[so] = 3, (1.7.28)
l'[e-,'/s] = erf(n/21CP) (1.7.29)
I '[f eg] = I~'[f(s)] I~'[g(s)]ds , (1.7.30)
0
to get:
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P = fdu 8aIV(u,y = Y N) erf(n/21u). (1.7.31)
0
Where
t 2
erf(t) = (2/1r) fdu e- (1.7.32)
0
A simple way to find the form of the solution is by substituting
" = $(n) = $[y/J(ctx)] , (1.7.33)
with
a = r 2/3.
This substitution is invalid where x = 0, and if applied on the southern wall where
y =0, requires T = $(0) = constant for all x. Equation (1.7.20) turns out into an
ordinary first order differential equation
0$, + $,T = 0 (1.7.34)
which we write clearer as
n + (d/da)$, = 0 . (1.7.35)
Integrating gives
-(n 2/2)
= e (1.7.36)
-(n 2/2)
fe da . (1.7.37)
For a fixed x # 0 and y + oo, the solution decays exponentially towards the
interior.
Without attempting to solve (1.7.20), we can scale it to get:
YN -y=(XE -x)' 2 r1f3 . (1.7.38)
Showing that the parabolic boundary narrows down to zero width in order to match
with the eastern solution.
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The same argument applies to the southern wall where the definition of the
stretched coordinate C is
( = (y - Ys)/e (1.7.39)
Schematically, the barotropic boundary layers looks like in figure (1.7.1).
Figure (1.7.1). Heuristic representation of
layers.
the barotropic boundary
In the shaded corner regions, one should compute the thickness of the
appropriate two boundary layers. If it turns out that one is thicker then the other, to
a first approximation, the derivatives in the narrower one are larger. Otherwise, we
have comparable zonal and meridional scales, and should resort to the full equation
(1.7.6). Often, a good first solution can be obtained by multiplying the two
appropriate solutions.
1.8 Baroclinic Boundary Values
The baroclinic signal poses a different problem, since we can not define a
stream function. We go back to the momentum equations, adding friction
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-fv = -M. + v(ux. + uyy) (1.8.1)
fu =-MY + v(vxx + vyy) (1.8.2)
where we neglected the vertical shear with respect to the horizontal, and to simplify
the notations, we keep only the second derivatives in x and y.
Multiplying (1.8.1) by i and subtracting it from (1.8.2) gives
f$ + iv($22 + y) = i(Mx + iMy)
= f(ug + ivg) . (1.8.3)
where $=u+iv.
Equation (1.8.3) is a Helmholtz equation for which there are available tools. If
we neglect, say $yy with respect to $,,, near the northern boundary, we have:
$yy - i(f/v)$ = -i(f/v)(ug + iv) F(x,y,t) . (1.8.4)
A homogeneous solution is
$ = Ae-"Y + Be -Y (1.8.5)
with X = f(if/v) .
A particular solution has the form
-A (y)e~17 + B,(y)e'y. (1.8.6)
The coefficients are determined by plugging back to (1.8.4), and imposing no normal
transport on the wall.
ANALYSIS OF MOTION
2.1 Structure Equations
We split the dependent variables to (x,y,t) and p dependencies
u = U(x,y,t).G(p).
v = V(x,y,t)*G(p) . (2.1.1)
M = M(x,y,t)eG(p).
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Get p(x,y,p,t) from (1.3.4)
p = -p2 MGp, (2.1.2)
and h, from (1.3.6):
h, = M/ge8 P(p 2G p) . (2.1.3)
Using this in a linear version of the continuity (1.3.5), gives:
8p(p2Gp)Mt + gfi(p)GVeU = 0 (2.1.4)
Where fi(p) is the mean stratification we use in linearizing V -(hU) + fi V -U.
By separation of variables we get
8P(p G p)/(fiG) = -. (2.1.5)
g(V7-U)/Mt = X 1 . (2.1.6)
These are the vertical and horizontal structure equations respectively, with 1/X the
separation constant. X has units of height and is referred to as the equivalent depth.
To simplify (2.1.6), we differentiate the momentum equations, obtaining
f(U. + Vy) + V = 0
or
V e U = -B3V/f = -3M /f 2  (2.1.7)
resulting in
M t + (gi3X/f 2)M X = 0 (2.1.8)
The horizontal structure equation is a wave like equation with a propagation
velocity g1X/f 2 , these waves are Rossby waves. Sound waves do not exist in our
system since a priori we took C, + 00 . Gravity waves were suppressed by eliminating
the time derivative terms in the momentum equations.
First we solve the vertical equation to obtain X.
Make the substitution
G = G'/p ,
Gp = G'p/p - G'/p 2 , (2.1.9)
to get
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(2.1.10)
The boundary conditions for the equation are:
Top:
The surface pressure, p = Pa(x,y,t) is not a function of p - so by (2.1.2)
p 2 Gp = C| (2.1.11)
t 0 p
with C being a constant.
Bottom:
For a rigid lid and a flat bottom, the vertically integrated transport is
horizontally nondivergent by (1.5.13), giving:
Pt
(U. + Vy) ffiG dp = 0.
Integrating (2.1.4) over p and making use of (2.1.12) and (2.1.11) gives
Pt
fa p(p2 Gp) dp 0
Pb
p 2G p| = p 2Gj = C
top bot
which with the use of (2.1.9) becomes
G'p/p - G'/p 2 = C ,
on the top and bottom boundaries.
Define ri = po - p, and equation (2.1.10) transforms to
G'- 2= G'
where
a2 2fi(PP2x)
(2.1.12)
(2.1.13)
(2.1.14)
(2.1.15)
(2.1.16)
(2.1.17)
p 2 G' P, = -(fi/X)G' .
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For a constant a the solution of (2.1.16) is:
G= Asin(an) + Bcos(ant). (2.1.18)
condition (2.1.15) implies
[A/p 2 + Bc/p]sin(an) + [Aac/p - B/p 2]cos(an) = C , (2.1.19)
on the top and bottom.
At the top (rn = 0), (2.1.19) gives
Aa/p - B/p2 = C,
or
B = p 2(Acc/p + C). (2.1.20)
To fulfill the condition at the bottom we let
an = 2n-r(p-pt)/(pb-pt) (2.1.21)
which implies an = -2nir for p = pb, hence equation (2.1.19) is obeyed.
Defining fi like in equation (1.3.6)
fi = poiaz/Ap = poD/(pt-pb) (2.1.22)
where D is the fluid depth, and using (2.1.22) and (2.1.18) in (2.1.21), gives a
relationship for the equivalent depth:
X = D/(4n 2 r 2)*(pb-p)/p o . (2.1.23)
Substituting
(pb-pt)/po = 4/1000.
D = 4km .
results in X = 0.4m for n = 1. This is the equivalent depth of the first baroclinic mode.
Physically, the equivalent depth concept says that for a particular mode (given n), our
wave motion has the same characteristics in a stratified fluid of depth D or a
homogeneous fluid of depth X.
The n = 0 case corresponds to the barotropic mode and has X + co
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Going back to the horizontal structure equation (2.1.8), we observe that the
propagation speed is linearly proportional to X, hence is infinite for the barotropic
case and order cm/sec for the first baroclinic mode.
This separation in scales motivates our previous split, and exists even if we
take the real depth of the ocean as the height scale of the barotropic signal. It is also
the source of the terminology "Instantaneous adjustment", meaning that if a
disturbance radiates waves, the barotropic one gets to the observer immediately and
the adjustment of the media is instantaneous, where the baroclinic waves are slow
and can be followed by an appropriate time step - as in our model.
Before going to the computational algorithm, it is beneficial to gain physical
insight on the process in the ocean. The following will treat some of the details
involved through some examples of two layer models.
2.2 Two Gyre Basin - Barotropic Picture
A realistic Ekman distribution looks somewhat like (1.5.22), predicting a
latitude line yo, north of which we have upwelling and by (1.5.16), northward velocity
everywhere, while south of yo there is downwelling and southward motion. These two
regions corresponds to the subpolar and subtropical gyres.
Believing that mass does not accumulate at any place in the fluid, we require
that the total transport through any cross section in the fluid is zero, in particular
Zt Xe zt Xe ZE Xe
fdzfdx v = fdzfdx v + fdzfdx vi = 0 (2.2.1)
Z Xw E xW Zb xw
with Ze being the bottom of the Ekman layer. Since we have downwelling in the
subtropical gyre and upwelling in the subpolar, the transport in the Ekman layer must
be southward for any x-z cross section, hence the first term on the R.H.S. is negative
and the second positive, implying northward v'.
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Let us take our cross section in the subtropical gyre, there v' is southward by
(1.5.16), in contradiction to the statement above, indicating the existence of a strong
western boundary current that transport the Ekman and interior mass northward.
Denoting transport by T we have the situation described in figure (2.2.1)a,
(a) (b)
I XU
Figure (2.2.1). (a) The transport in an x-z section in the subtropical
gyre. (b) The same in the subpolar gyre.
where
Tb + T* + T' = 0 . (2.2.2)
In the subpolar gyre T* is southward while T' is northward but since T' > T*,
we have a western boundary layer that carries the mass southward. This picture is
schematically represented in figure (2.2.1)b.
Another general feature in these global transport computations is that Tb+Ti
should always be northward to compensate for the Ekman transport, hinting that the
circulation of each gyre is not closed and that fluid from the subtropical gyre moves
to the subpolar.
A top view of the barotropic circulation of a two gyre basin is represented in
figure (2.2.2)
9
1~o
9
0
lB TI®
-24-
yn
Yo
y YS
Figure (2.2.2). Top view of a two gyre circulation. Note the jet and
interaction of the two along y = yo.
The jet between the gyres is formed where the two western boundary currents
coincide. Over there, the largest term in (1.5.17) is proportional to ayWE, since not
only WE = 0 on y = yo, but also its gradients are strongest; yielding
Ux = -fay(WE)/B = -(f/B)(WE+-WE-)*6(y-yo) . (2.2.3)
The subscripts (+) and (-) indicate the values adjacent to y = yo. Denoting the jet
transport as T we have:
Yo+
T = JU dy = f(yo)(X E - X)(WE+ - WE-). (2.2.4)
yo -
This value is always positive, (given that WE+ <E0, W-.> 0) and decreases eastward.
The interaction between the two gyres can be observed looking at transports
at three points along the western boundary - figure (2.2.2). The amount of fluid that
circulates northward at Ys is the amount "injected" in the subtropical gyre at yo-
Xe yo-
plus the amount pumped over the gyre fdx'fdy'(-WE), a contribution which is
X, ys
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definite positive. In the subpolar gyre, the amount that circulates southward at Y N is
Xe Yn
the amount at yo, minus the amount sucked by the Ekman layer fdx'fdy'WE, a
XW Yo+
definite negative contribution.
The arrows in figure (2.2.3) represent this feature schematically. When we
combine the two gyres together we observe that the fluid from the subtropical gyre
moves to the subpolar, there it sinks at small favorable locations, and returns
southward as a deep western boundary flow. This flow diffuses upward, maintaining
the mass balance as is indicated in figure (2.2.4).
Figure (2.2.3). The interaction between a two gyre system. Flow going
to deep water formation sites, and returning as deep western boundary
current. The difference in the arrow sizes corresponds to the Ekman
transport.
S N
Piffusion i
Figure (2.2.4). A y-z section - diffusion versus downwelling.
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Diffusion processes are not included in equations (1.3.2), (1.3.3) and (1.3.5).
Deep water formation is easily done by convective overturning and friction is taken
care of as explained in chapter (3.5). For testing purposes it is sometimes useful to
have a flow without strong boundary currents. One of the possible ways is suggested
in figure (2.2.5). There we have a mirror image of our pumping pattern, such that
Jdx WE = 0 along each latitude line.
irror 0
Figure (2.2.5). A mirror image basin.
In a pattern like this v = 0 where we had a western boundary before, and the
circulation is closed in each gyre.
There are several ways to incorporate the Ekman layer flow (At present it is
not included in our model.) on the top of the interior circulation.
Let us look at a particular case where a density layer po outcrops within a
density p 1. One possible situation is described in figure (2.2.6)a where the flow in the
Ekman layer is free to move over all density layers. Here we allow warm water (p ,)
to flow over cold (po) - resulting in heat exchange.
Another approach is to forbid the heat exchange and to force the flow to
submerge into the interior. This is represented in figure (2.2.6)b.
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(a) (b)
1i PO 1 1 0 1
Figure (2.2.6). (a) Free flow in the Ekman layer. (b) submerging flow.
Of course any combination of the two is possible. Since the two approaches
differ in their mass balance it is useful to note that in our model we only conserve
the total volume of the fluid, but not the mass of each layer. Regardless of WE, there
are no problems involved if one density layer covers the whole basin. Once this simple
situation is broken, the story changes. For instance, a layer outcrops like in figures
(2.2.6)a-b. For this particular situation we add fluid of type p, but take out types p,
and po, draining layer po while accumulating pi. In this approach, the adjustment is
followed by a quasi steady state, such that the changes in motion and height of each
layer are barely noticeable due to very small draining rate.
Once po is exposed, the surface outcropping region increases and the interface
between the two layers steepens. This creates strong pressure gradients which tend to
close the outcropping region - figure (2.2.7) shows three consecutive shots of the
situation.
(a) (b) (c)
1 0 1 01
Figure (2.2.7). The development of an outcropping region.
(a) Wide and gentle density gradients. (b) Steeper gradients and
narrower opening. (c) Quasi steady state.
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In the schematic representation of the steady state, we should also have a
boundary current circulating the outcropping region.
2.3 Comment and Examples
Touching the subject of two layer models, it is illuminating to see some of the
interactions between the barotropic and baroclinic signals in this simplified system.
In particular, that both affect the surface elevation, so in rigid lid approximation,
baroclinicity affects fu dp .
The interface
Since the term 'interface' will be used frequently, we start by computing its
shape n(x,y,t) for the system described in figure (2.3.1)
Figure (2.3.1). An interface between two density layers.
The pressure is constant across n, giving
P1 = P 2  at z =,
or
-p 1 gz + P, = -p 2gz + p2 at z = . (2.3.1)
Where we wrote the pressure in each layer as a hydrostatic part and a hydrostatic
perturbation (denoted with prime). Expanding the perturbation part around z = 0,
= p:(0) + p' q + Higher Order Terms. (2.3.2)
and neglecting all but p*(O) results in
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-p 1 g + pl'(0) = -p 2 grn + P2(0) ,
n = [(p'2(0) - p 1(0)]/[g(p 2 - p1)]
Since the pressure is related to the stream function by
fy = p/po ,
(2.3.3)
(2.3.4)
we have
(2.3.5)
where
g'= g(p 2 - p1)/po
and po is some average density.
Interface deformation and velocity signal
The hydrostatic equation applied to layer n gives:
n-1 n-1
pn = gnpI + g hipi- g(z + hi)p
i=l1 i=l1
Where pi and hi are functions of position and time.
For a two layer case we have:
PI/Pi = gn
p2 /p1 = gj - g'h1 , - gz .
As described in figure (2.3.2)
(2.3.6)
(2.3.7)
(2.3.8)
z
4 or y
Figure (2.3.2). A representation of a two layer model.
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The corresponding velocities are
V i = (g/f)TIX (2.3.9)
V2= (g/f)nx - (g'/f)8xh, . (2.3.10)
The barotropic velocity is computed from
(h, + Yj + h 2 )vb = (h 1 + r)v1 +h2v 2 . (2.3.11)
to give
Hvbt = (gH/f)nx - (gth2/f)8axh 1 , (2.3.12)
where H = h, + h2 , and we neglect a with respect to h,. The first term on the R.H.S.
of (2.3.12) measures the contribution of the sea surface deformation, while the
second measures the density interface deformation. Use of (2.3.5) shows that these
two terms are of the same order of magnitude, since
gn po/(po-p air) 1 , (2.3.13)
and
g'h cx ((p2-p1)/po}*{po/(P2-p 1)} = 1 . (2.3.14)
Where (2.3.13) and (2.3.14) represent the first and second terms in (2.3.12).
To the same approximation (n <h1 ), the baroclinic signal depends only on the
interface deformation:
vb, = v1 - vbt , (2.3.15)
and in our case
vb = -(g'/2fH)8 (h2) = -(g'h 2/fH)8ah 2 . (2.3.16)
vi = (g'/f)8sh2 - (g'/2fH)8a(h2) = (g'h, /fH)8 h 2 . (2.3.17)
What was shown here is in contrast to the usual argument that the barotropic
signal is associated with the surface deformation only. Even if the lower layer is at
rest, 8.h, # 0, and there is an important contribution from the interface.
It is well known that the baroclinic signal depends on the interface
deformation, we remind the reader that it also changes the surface pressure
Pa(x,y,t), affecting the barotropic signal.
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Consider a continuously stratified fluid with:
p = po(1+p') (2.3.18)
fu = -py/Po (2.3.19)
p = -po(1+p')g, (2.3.20)
where
p= p'(x,y,z,t)
and the pressure is computed as
zs zs
P = Pa - pogfdz'(1+p') = Pa - pog(zs-z) - pogjdz'p' (2.3.21)
z z
Taking the vertical integral of (2.3.19) to get the barotropic signal we have:
zs
UBT = -Ju dz = -(pof)-'8,YP
-D
zs zs
S-(pof)-'y{PaD/po + gzsD - gzs/2 + gD 2 /2 - gfdz J'p'dz'}
-D z
S 4 (III) (IV)
(2.3.22)
For a situation where UBT is constant in time and a flat bottom - rigid lid
construction, terms (II), (III) and (IV) are constants and do not have any contribution.
Term (V) is a function of time since the stratification changes due to pumping and
advection. These changes causes baroclinic motions to alter Pa as to keep the R.H.S.
of (2.3.22) constant. It is important to note that although UBT changes, V-UBT does
not.
Special case with motionless lower layer
In our model, forcing the fluid is done through the upper boundary only. In the
absence of friction and diffusion, this implies that the only moving layers are those
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exposed to the Ekman pumping. A priori this motion is not confined to regions right
under the exposed portion, but the whole layer.
As an example to be checked by our model, we compute the interface of a two
layer model where the lower layer is motionless. By the previous argument this means
it is never exposed to the forcing.
We start with the geostrophic and hydrostatic equations:
pifui = -aypi (2.3.23)
-pifvi = -a Xpi (2.3.24)
-pig = azpi (2.3.25)
Where i = 1,2 , and an appropriate picture is figure (2.3.2)
Integrating (2.3.25) gives:
p, = -p 1 gz + p'(x,y,t) . (2.3.26)
P2 = gh 1(p 1-p 2) - p 2gz + p'(x,y,t) . (2.3.27)
Imposing a motionless lower layer requires 8p 2/8x = 0, or
p'(x,y,t) = gh 1 (p 2 -p 1 ) . (2.3.28)
Plugging to (2.3.26) and then to (2.3.24) gives
v= (g'/f)8ah , (2.3.29)
with
g= g(p 2 -p1)/p 1
Further, we make use of the Sverdrup balance for our problem (1.5.16):
B(h1 v1 + h2v 2 ) = Bh1 v1 = fWE . (2.3.30)
Eliminating v1 between (2.3.29) and (2.3.30), we get an equation for h1 .
8x(hi) = (2f 2/Bg,)WE (2.3.31)
which integrates to give
X E
= -(2f 2 /Bg)fWE (x',y')dx' + h 2 (y). (2.3.32)
X
For the case WE = WE(y) only, we get:
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= -(2f 2 /3g')(XE-X)WE + h2 (y) (2.3.33)
where h(y) is the value of hi at x = XE, and according to (2.3.23) is a constant, if we
require no normal transport on the eastern wall.
Equation (2.3.33) shows that the interface slopes downward to the west in the
subtropical gyre, and upward in the subpolar. This statement fails somewhere on the
way to western wall. There we need additional dynamics to make u = 0, conserve
potential vorticity, etc.
For typical values like
f = 0.86*10- 4 see-
B = 0.16- 10 -' m-' see-
WE = 0.5-10-6 m sec-
h = 600m
g' 9.8 -(4/1000) m sec~2
h1 is 20m deeper than at the eastern side, at a point 2000km from the eastern shore
in the subtropical gyre - a very gentle slope.
Although we just computed the interface when the lower layer is motionless,
we can justifiably ask the question, would there ever be a case like this , and if so
why ? This question is not altogether trivial since we know that once we generate a
disturbance in the fluid, the barotropic adjustment is instantaneous, causing motion
over the whole water column. It is only after some time that the baroclinic wave gets
to all points and it should have a magnitude that in a steady state, exactly
compensates for the barotropic component in the lower layer. To show that this is
indeed the case in a real fluid we assume:
(1) We are far enough from the western boundary.
(2) No outcropping.
(3) negligible interface friction.
(4) h2 D h, .
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We use the conservation of potential vorticity, derived later in (3.10.3), and get for
the lower layer
f/h 2 = f/(H-hi) = (f/H).(1+h 1/H) = f/H (2.3.34)
Indicating that potential vorticity there, is approximately constant along latitude
lines.
In a steady state (3.10.3) reduces to
u-Vq = 0 = u(f/H). + v(f/H), (2.3.35)
Since (f/H)y 0 we must have v = 0, but (f/H). = 0 so u can be arbitrary. We fix this
value by requiring u = 0 on the eastern wall, hence it vanishes everywhere leaving the
lower layer motionless.
COMPUTATIONAL PROCEDURE
3.1 Outline
(1) compute the barotropic signal as a steady state adjustment to the imposed
boundary layer pumping - suction
(2) time step the model with two steps in each time step.
(i) forcing part: according to the given WE we add - subtract fluid at the
surface - figure (3.1.1)a
(ii) Motion part: We stop the forcing and let the fluid move. Using the
hydrostatic relationship (3.4.2) we compute the Montgomery stream function (1.3.1),
from which we get the baroclinic velocity signal in (1.3.2) and (1.3.3). Adding the
barotropic signal and knowing the initial height, we advance the continuity (1.3.5) in
time. This part is done for each density layer and is represented in figure (3.1.1)b.
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(a)
p3 T P
114
(b)
Figure (3.1.1). (a) The forcing: Ekman pumping pattern causes density
gradients. (b) Adjustment due to (a).
3.2 Grid
The mesh is staggered as described in figure (3.2.1).
vI c h,M,p VI c
~Ub C
hMIp Vb c h,M,p
-Ub C ub c
Vb c h,M,p
Figure (3.2.1). The known values.
-Ub c~
h,M,p
-Ub c-Vb
vIc
'' I -
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By interpolation we get the proper values at all points around the box. The following
figures demonstrate what we have (3.2.1), what we need (3.2.2), and all the
connecting steps between the two - figures (3.2.3) - (3.2.5).
I I
hv
hu hu
I |
hv
I I
Figure (3.2.2). The needed information
to advance the continuity in time.
-u u u-
U U
-u uu-
Figure (3.2.3). Getting U from ubc.
v v
Vi1/ \Il
v vI \ / I
V
v v
Figure (3.2.4). Getting V from vbc.
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t |
h + H + h + H + h
I 4' I
H
t
h
Figure (3.2.5). Getting H from h.
The continuity equation is advanced in an Euler backward scheme
h(') = h"') - At e(hu)")
h "=" - AtV-(hu)m
(3.2.1)
(3.2.2)
Where (n) - n time step.
(i) - intermediate time step.
3.3 Barotropic Signal
We compute the barotropic signal in such a way as to ensure it is divergentless.
Looking at the box in figure (3.3.1) we have a simple finite difference analogue of
(1.5.14)
z
Figure (3.3.1). A grid cube.
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uW(hay) = u.(hAy) + (v.-v.)(hAx) + (We-Wb)(AXAY) (3.3.1)
Where Ax, Ay, and h are the x, y and z dimensions of the cube. Our basin is divided
into cubes of this type; each one is referred to as a grid box.
Starting from grid boxes adjacent to the eastern wall where u. = 0, and using
(1.5.16) to compute v analytically, we get u, on a meridional line displaced Ax from
the wall. This now acts as a given u. for the next set of meridional grid boxes, to find
u, at a distance 2Ax from x.. This procedure is continued until we cover the basin
east to west.
On the north and south walls we take v. and v, to vanish, creating barotropic
boundary layers that carries the transports impinging on these walls - figure (3.3.2)a.
In the grid boxes near the western wall we alter the scheme. We use u, given
on a line separated a distance Ax from the wall, assume u = 0 on the wall, and
starting with v, = 0 at the southwest grid box, advance northward computing v, in a
fashion indicated in figure (3.3.2)b
V =0 VN =0
E I
(u=O) -+-known u
direction-+
Figure (3.3.2). Treatment near the boundaries. (a) North and south
(b) Western wall.
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When we get to the northwest grid box, all the values are given: v,, u., uw = 0 = V..
There we can make a consistency check, to see whether the transports do balance.
Since we would like to prove analytically that this is indeed the case, we pose
the problem in the following fashion: Let us have figure (1.7.1) in mind and compute
the barotropic boundary transport in a clockwise direction from the southeast corner,
and in an anticlockwise direction from the northeast corner - meeting in the
northwest corner. We will find out what are the transports going into this corner and
whether they do cancel out.
Denote:
V(O,Ys) =V = -Jdx v(x,Ys) = -fdx fWE (x,Ys)/ (3.3.2)
V(0,YN) N = -Jdx v(x,YN) = -Jdx fWE (x,YN)/f (3.3.3)
V(0,y) = VB = -fdx v(x,y) = -fdx fWE (x,y)/ (3.3.4)
As the transports in the western boundary for the appropriate y values, and integrate
(1.5.17) to get:
XE
U(0,y) = -fdx[WE + fyWE/) * (3.35)
X w
The statement that at latitude y the western boundary transport in VB, plus whatever
is drained from the current eastward, takes the form:
y
V" = V' - fdy'U(0,y)
Ys
y XE XE
= VB fdy'f dx'WE + f dX'(f/ )WIE
Ys Xw Xw Ys
Y XE
= VB + fdy'fdx'WE. (3.3.6)
Ys Xw
For y = YN both sides are equal to VN if condition (1.5.23) is fulfilled .
The L.H.S. of (3.3.6) represents what comes to the northeast corner from the
western boundary, and the R.H.S. accounts for what goes out eastward as a northern
boundary current. The two being equal proves our argument.
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3.4 Height Scale
By its definition (1.3.6), our height scale h, is related to h = Az in the Z system
- the difference between the two being a factor Ap/p.
Let us envision a density layer within our fluid, having a small density gradient
a p p, as in figure (3.4.1).
p
P.j
J- 1
Figure (3.4.1). A density layer with a small density gradient.
(1.3.6) gives:
h, = p(zj - zj_1)/(Ap) = h/Ap (3.4.1)
with h as the measured height difference of the z coordinate.
Making use of (3.4.1) in a finite difference analogue of the hydrostatic
equation (1.3.4), results in:
Ap = -gZaph, = -gph. (3.4.2)
This result serves to illuminate the analogy between the height in the two
systems. However, it should be noted that in a finite difference approach in the Z
system, the vertical coordinate is continuous and has a range within each layer
(although Az can be constant). In our p system, the vertical coordinate is not only
discrete, but has one value per layer.
Going back and forth between the systems is easily done, since a vertical
integral f( )dz can always be replaced by fp 1 h,( )dp.
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3.5 Montgomery Stream Function
Making use of (3.4.2) in (1.3.1) results in the definition of M in our layered
system:
N
M P pa/Pi + U (pi/pJ)hi + g hi (3.5.1)
Where pa(x,y,t) is the atmospheric pressure, (or the reaction pressure if we have a
rigid lid) and we assumed N density layers.
The same result is obtained if we define the appropriate p2 and use (1.3.4) instead of
(1.3.1), i.e. for AM = Mj - Mj- , ; p2 = PjPj 1
At a given time and place, we can determine M up to pa. (By the Boussinesq
approximation the term pa/p can be treated as pa/Po.) But M is only a tool to aid us
calculating the baroclinic signal, and we will shortly show that pa is of no importance
to the later. Using the geostrophic equations we compute u and v. The values
obtained are not the total velocity - since pa is unknown - nor are they the baroclinic
part. To get this part we eliminate the residual barotropic part in the signal by
calculating the vertical integral, and simply subtracting it out. This last stage leaves
no trace of pa in the result and justifies neglecting it at previous steps.
Before going to a simple example, we can envision the process as follows. At
two points we compute the vertical profile of M. Changing pa does not change the
profile but merely slides it along the axis, in the same manner that figure (1.5.1)c has
the same profile as (1.5.1)a.
When we compute the gradients of M for a given (x,y) location for all density
layers, the contribution of pa enters as a constant as well, thus taking the vertical
integral out eliminates any dependence on it.
As an example we take the two layer situation in figure (3.5.1)
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M1V i. 1  M12 +p2
M2 -1+p1i 2 M2 2-+p2
zI-~ x
Figure (3.5.1). Computing v from the known values of M.
Where we wrote M in the figure as
Mj = Mj + p
or
MJ,i = Mji + Pi ,
and pi represents the first term on the R.H.S. of equation (3.5.1).
The second index in the figure is to keep track the of position along th
Use of (1.3.3) results in:
vi = Vi + (P
V2 = V 2 + (,
where
Vi = (Mj, 2 - M,1)/(f ax)
D = (P2 - p1)/(fA x) .
The residual barotropic signal of v1 and v2 is
Vrbt ={(V1 + 1p)h1 + (V 2 + O)h2 }/(h, + h2 ).
with h1 and h2 as the layers height along the line where we determine
Finally we subtract the signal
bcVj Vj -Vrbt,
(3.5.2)
e x (or y) axis.
(3.5.3)
(3.5.4)
(3.5.5)
(3.5.6)
(3.5.7)
V.
(3.5.8)
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and get
V = V1 - (Vh, + V2h 2)/(h1 + h 2 ) (3.5.9)
= V 2 - (Vjh1 + V2h 2)/(h, + h 2 ) (3.5.10)
with no memory of either p's.
Under particular conditions - i.e. continuously stratified fluid, flat top and
bottom - we can make use of Leibniz rule to get
T T T
fdz v = f-'fdz M = F a x(fdz M) . (3.5.11)
B B B
So instead of taking the residual barotropic signal from the velocity field, we can
take it out from M, and get the baroclinic signal from the gradients of the remaining
part of M (saving operations in the numerical scheme). This is not true for a layered
system where we can still define Pb, and Pbe as those pressures that contribute to the
N N
barotropic and baroclinic velocities, but although hviv c = 0; pb chi # 0.
In a two layer system, we define Pbt and Pbc from (2.3.12), (2.3.16) and
(2.3.17).
Pbt = fdx pofvbt = pogri + po(g'/2fH)h2 (3.5.12)
Pi= dx pofv = -p o(g'/2fH)h2 (3.5.13)
p2c = fdx pofvc = p o(g'/f)h 2 - po(g'/2fH)h2 (3.5.14)
Which gives
ph, + p2ch 2 = pog'h2/2 # 0. (3.5.15)
3.6 Baroclinic Signal Near Side Walls
We can adopt two different approaches to the problem.
(1) Carry the baroclinic solution up to one grid point from the wall, and then force no
-44-
normal velocity on the wall - figure (3.5.1)a.
(2) Carry the interior solution up to the wall, and compute a boundary correction
such that the sum of the two vanishes on the wall - figure (3.6.1)b.
VB( B
(a) (b)
Figure (3.6.1). Baroclinic signal near the walls. (a) Force the interior
signal to vanish. (b) The sum of the interior and boundary correction
(dashed) vanish. In both cases the horizontal axis represent the distance
from the wall in grid points.
Practically, for the linear problem and our coarse grid the two procedures give
the same solution. However, if an attempt is made to resolve the currents at
boundaries, one should resort to better ways of computing the boundary correction.
One of the many possible ways is given here. This one creates no mixing across
isopycnal surfaces.
Assuming we want to compute the boundary correction near the southern wall,
we have
-fv =-M + vuyy (3.6.1)
fu =-my + vvyY (3.6.2)
Where we transformed the diffusion term to the p system, neglected all derivatives
with respect to the y derivative, and for simplicity kept only the second derivative
8 yy.
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Defining
-fvg -Mx (3.6.3)
fu= -My, (3.6.4)
leads to
-fV = vuy, (3.6.5)
fU = vvy, (3.6.6)
Where the superscript g indicates the geostrophic part, and
U = u - u (3.6.7)
V = v - v9 (3.6.8)
are deviations from geostrophy.
A picture of the known geostrophic values is presented in figure (3.6.2).
1 1
Vj-, 2 vj+1,2
1 1
Uj-1 , 1 e/ uj, 1 1e - Uj+ 1, 1 w ~2
mj /, 1 vj + 1/, 1
Figure (3.6.2). The known values near the southern wall.
As always we need to interpolate to get the velocities at the desired points.
For example:
v, 1 1 2 =(vj+ 2 , 2 + vj+1 ,1 + v- 1 2 , 1 + v- 1 2 , 2 )/4 (3.6.9)
uj. +, 2= (u, 1 1/2 + uj, 2 1 + uj+ 1,/2 + uj. 1, 2/2)/4 (3.6.10)
We now write (3.6.6) as
f 1, 2U, 1/2 = v(vj, 2 2 - 2v, 1 12 + v,o)/Ay 2 , (3.6.11)
and make the following assumptions:
(1) No slip on the southern wall, = VJ,o = 0.
(2) U and V variables vanish at y = 2%2, = v2 /2 = vi, 2 .
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(3) Use (3.6.8),
Finally we have:
f1 12Uj, , v2 = v(vy, 2 v1 2 - 2v, 1 v2 - 2Vj,, vz)/Ay2 .
With the same assumptions, and the use of (3.6.8); (3.6.5) becomes
-f, 1zVj, 1 =/ V(Uj,2 vi - 2 uj, 1vi2 + uj,o)/Ay 2
= v(u, 21 2 - 2u, 1 l2 - 2U5,1 v2)/Ay
Let
a = Ay 2 f, 12/v
-v F =V,21v2i~2vj,,v2
-uF =U,21v2i~2uj, , v2
and solve the pair (3.6.12) - (3.6.13) to get
U v2 = -(cvF + 2 uF)/(4 + a 2 )
Vj,1 i2 = (-2v F + auF)/(4 + aX2)
Where the geostrophic quantity vF is determined using (3.6.9).
Equations (3.6.5) - (3.6.6) can also be solved analytically, adding a
the continuity:
H, + he V eu = 0
Where H is the contribution to the height due to boundary velocities.
The boundary conditions are:
U -ug at y = 0
U + 0 as y + oo,
and we assume that near the boundaries, the changes in ug are small
changes in U.
Under this assumption ((3.6.6) +i(3.6.5)} gives,
ayy(U + iV) = if(U + iV)/v
Whose solution is
U + V = Ae"Y + Be-"Y
(3.6.12)
(3.6.13)
(3.6.14)
(3.6.15)
(3.6.16)
(3.6.17)
(3.6.18)
inear version of
(3.6.19)
(3.6.20)
(3.6.21)
compared to the
(3.6.22)
(3.6.23)
=>, v1 v/2 = yy,, v2I/ - Va,, 1v2 .
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with X = /(if/v).
Boundary condition (3.6.21) requires A = 0, while (3.6.20) yields
B = -(ug + ivg) .
Define y = /(f/2v), and get
U + iV = -(u5 + iv5)e-Y[cos(yy) - isin(yy)]
U = -e-Y[ugcos(yy) + vgsin(yy)].
V = -e~y[v4cos(yy) - ugsin(yy)].
(3.6.24)
(3.6.25)
(3.6.26)
Taking the divergence of these values in order to evaluate (3.6.19) gives
H,= -Y/2h.e-"[v5cos(Yy-t/4) - ugsin(yy-Trr/4)]
+ h.{e~" (Vsin(yy) - (ug + v9)[i- e~"cos(yy)]},
(3.6.27)
where
( v + uy. (3.6.28)
For thin boundary layers we can often neglect the term inside the curly brackets.
3.7 Stability Analysis
Stability analysis of the Euler backward scheme is done by the Von Neuman
method.
Using figures (3.2.3) - (3.2.5), we write the linear version of the continuity as
8thj,k = -he{(vj,k+z - vj,k-1/)/y + (uJ+12,< - uj-1/2 ,k)/Ax}
(3.7.1)
= -he(vj+1/2,k+1 + vj +1/ 2 ,k + v- 1/ 2 ,k+1 + v- 1/2,k - vj+1,k
- vj+l, 2 k-1 - vj-lh,k - vj-1, 2 ,k-1)/4Ay
+(uj+ 1 ,k+Iz + uj+ 1 ,k-/2 + uj,k+1 + uj,k-, 2 - uj,k+1/2
- ujk-1/2 - Uj-1 k+1/2 - uj-1 k-1/2 )/4Ax}
(3.7.2)
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8thj,k = -(h.g/4AxAy)-
{(hj+1,k+1 -hj,k+1 + h.k1 - hj-1,k+1)/fk+
-(hj+1,k- - hj,k_1 + hj,k-1 -hj-1,k-1)/fk-1
-hj+ 1,k+ 1 -hj+k1,- hj-1,k+1 + h-1,k)/f.+1/2
-(hj+.1,k - hj+.1,k_1 - hj_1,2 + hj-1 ,k- 1 V -1/}
(3.7.3)
Where at first, we interpolated like in (3.6.9) - (3.6.10), and in the second step we
used the momentum equations. The indexes j and k denotes the grid points in the x
and y direction.
At this stage (3.7.3) is expressed in terms of h only, and we can plug a solution
of the form.
hj,k = hke . (3.7.4)
Where hk still keeps the y dependence, amplitude and time variation - and get:
8thk = -(gh./4AxAy).2isin(Ax){hk+ 1 (1/fk+ 1 - 1/fk+ 1/2)
+ hk(1/fk+2 - 1/fk- 2 ) + hk- (1/fk-1/ - 1/fk- )1)
(3.7.5)
To simplify the dependence on the Coriolis parameter we use the
Af =fk -fk-1 =IBAy.
We neglect all changes in f unless they appear in the above form.
Denoting
X = [ghef3/(Axfk)]-isin(Q'Ax),
relation
(3.7.6)
(3.7.7)
we get
8thk = X(hk+1/4 + hk/2 + hk_1/4) . (3.7.8)
In the same manner we assumed a wave like solution in the x direction, we chose to
take the y dependence as wave like - the reason for the two step treatment will be
discussed shortly.
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Representing hk as
hk = Ane i -k , (379)
- with n as the time step index - in (3.7.8) gives
8,A, = XA [cos(pAy) + 1]/2
= XAncos 2 (yIAx/2). (3.7.10)
Employing this last step in the Euler backward scheme (3.2.1) and (3.2.2), gives the set
A )= A, - iA, a (3.7.11)
A 1 = An - iAmia . (3.7.12)
Where
a = [gheBat/(f 2 x)]-sin(%Zax)-cos 2(yPAY/2), (3.7.13)
and we dropped the subscript k from the Coriolis parameter. Insert (3.7.11) into
(3.7.12) to get
An+ 1 = An(1 - ia - a2). (3.7.14)
For the scheme to be stable we require
1:I |An+1/An =|1 - ia 2I 2 + 4 )/2. (3.7.15)
This relation is always fulfilled provided
|gheBAt/(f 2 Ax)j 1 (3.7.16)
which is stringent enough to keep the scheme stable for all . and P.
In the preceding stability analysis we assumed a wave like solution in both
horizontal directions. This holds true only in an infinite domain or for short time
periods in a finite domain, before boundary effects are noticeable. Near the
boundaries we might want to have different analytical equations, requiring changes in
the numerics; i.e., adding friction to force the velocities to vanish near sidewalls. In
this case the step between (3.7.2) and (3.7.3) involves terms like (3.6.17) - (3.6.18),
and depends on our y location. If we take a channel in the x direction, we can justify
assuming a wave like solution in x resulting in (3.7.8), but substitution (3.7.9) is not
valid.
For this particular example, let us add friction near the northern and southern
boundaries, as to act only the two grid points nearest to each wall.
Near the southern boundary, the correction o the velocity signal was computed
in (3.6.17) and (3.6.18). We use it to write the continuity equation (3.7.1) for k = 1,
8thj,1 = -(he/4){(Vj+i2, 2 + Vj+i2,1 + Vj-v/2 ,1 + VJ-vi2, 2 + 4Vj, 1 v2)/Ay
+ (u+ 1 , 1 1/2 - uj- 1 , 1 1/2 + Uj 1 ,1 1/2 - UJ-1,1 v2)/nx}
(3.7.17)
Again we express the velocities in terms of heights, make use of relations
(3.6.16) - (3.6.17) to manipulate U and V, and finally plug a solution like (3.7.4) to get:
8th, = [ighesin(2 Ax)/2 Ax)][(B/2f 2)h2 - (1/f1 + 1/f 1 ,2)hi/Ay]
+ [he/(4 + a,)]{[isin(%Ax)/Ax - /
+ [iasin(2Ax)/2Ax + 2/Ay]v } (3.7.18)
Where
us= (g/Ay)[2h 1 /f 11/2 - h2 (1/f 21v2 + 2/f 1 2) + h 3/f 2 12] (3.7.19)
vi= [ig sin(%Ax)/2Ax][2h,/f 1 +h 2/f 2 - h/f3] , (3.7.20)
and a is given by (3.6.14).
For k = 2 we get:
8thj,2= -(he/4){(vj+1/ 2 , 3 - V -v2,1 + vj-v1/2, 3 - vj+ 1/2 ,1 - 4Vj, 1 v 2)/Ay
+ (uj+ 1 v2/ + u+ 1,1 1/2 - u-1, 21/2 - u-1, 12
+ Uj1,1 1/2 - Uj-1, 1 12)/AX}
(3.7.21)
8th 2 = [igheBsin( ax)/Axf2)](h 3/4 + h2/2 + h1/4)
+ [he/(4 + a.2 )]{[isin(2Ax)/Ax + a/AyluS
+ [iasin(2Ax)/2Ax - 2/Ay]v'} (3.7.22)
The grid points in the range 3 5 k :N-2 do not feel the boundary effect
directly, and there the continuity equation is (3.7.8).
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To get the appropriate relations near the northern wall we write the
correction to the velocity signal as:
UJ,N-W1/ = -(xvF+ 2u')/(4 + (3.7.23)
VjNI2F F +(2V -12= (-2v~ + a~nu )/(4  (3.7.24)
with:
n Ay 2 fNl 2 /V (3.7.25)
-V , N_ 1 /2 - 2 vj, N -1/ (3.7.26)
-u F =, N-1 V - 24, N-1/, (3.7.27)
The remarkable symmetry between the pairs (3.7.26) - (3.7.27);
(3.7.23) - (3.7.24), and (3.6.15) - (3.6.16); (3.6.17) - (3.6.18); is due to the second
derivative in equations (3.6.5) - (3.6.6). In finite difference
3 yya = (ak+1 - 2ak+ ak-1)/Ay 2 , (3.7.28)
and if we take the value of a to vanish on the boundaries, ak 1 = 0 for k = N, while
ak-1 = 0 for k = 1, making (3.7.28) symmetric on both walls.
For k = N-l we have:
8 thj, N-1 = -(he/4){(vj+ 1/, N - vj-/, N-1 + vj-1/, N - vj+ 1/z, N-1
+ 4Vj, N- 1 )/Ay
+ (uj+ 1, N-1/2 + uj+ 1, N-1 1/2 - uj-1 ,N-/z
-uj-1, N-1 / 2 + Uj+ 1 N-/2 - Uj- N- AX)
(3.7.29)
8thN-1 [igheBin(2AX)/AXf 2-1)](hN- 2 /4 + hN-1/2 + hN/4)
+ [he/(4 + ct)]{[isin(QAx)/Ax - an/aylun
+ [iansin(Q Ax)/2Ax + 2/Ay]v}.
(3.7.30)
With:
Un = (g/Ay)[zhN/N-/2 - hN- 1 (1fN-1 1/2 + 2/f N-/) + hN-2/f N-1 1/]
(3.7.31)
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v= [igsin(%ax)/2ax][2hN/f N + hN-1/f N-1 - hN-2/f N- 2I -
(3.7.32)
For k = N we get:
8thj,N = -h/4){-(Vj+1 2 ,N + Vj-1, N + Vj-1, N-1 + Vj+1/ 2,N-1
- 4Vj,N- 2)/Ay
+ (Uj+ 1 ,N - Uj-1 ,N-/2 + Uj+ ,N-/z - Uj- N- 1/ 2 /X)
(3.7.33)
8thN = [igh.sin(LAx)/2 Ax)][BhN- /2f2 + hN(N/fIN + 1/ N-M)ILy]
+ [he/(4 + a2)]{[isin(Q.Lx)/Ax + an/Ay]u*
+ [ictnsin(%Ax)/2Ax - 2/Ay]V}n.
(3.7.34)
The set (3.7.18), (3.7.22), (3.7.8), (3.7.30) and (3.7.34) can be written
schematically as:
8th, = F1 (h , h2 ,h 3 )
8th 2 = F 2(h1 , h 2 , h3 )
ahk= Fk(hk-1 ,hk , hk+) 3 k L N-2 (3.7.35)
8 thN-1 = FN-(hN- 2 , hN-1, hN)
8thN = FN(hN- 2 , hN- , hN) .
These equations should be solved simultaneously. For the problem at hand, we
should solve for the eigenvalues of the coefficient matrix A
where
Ah = Xh, (3.7.36)
with h = (hl,h2,...,hN).
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3.8 Filtering
To further enhance the stability of our model we apply a Shapiro filter of
order 8. This filter is an operator with which we operate on a function - i.e. the
height of each layer.
Lh = Rh. (3.8.1)
Here L is the operator and R the response function. For our particular case we take
an operator that generates a response function
R = 1 - sin 2 "(kAx/2), (3.8.2)
when it operates on a wave form e1 .
where we denoted the filter order by n, and k = 21r/L.
This type of filter , known also as low pass filter, has the following properties:
(1) Completely suppresses two grid point waves.
For L =2Ax, R =0.
(2) Damps all other waves.
For n = 8 and L = 4Ax, R = 0.99609.
(3) No phase changes are induced for any of the wave components.
(4) Can be applied repeatedly in several directions to smooth a function in x, y, z etc.
(5) Does not change the average value of the function.
The last property is an important one for our model. If we have a wiggly
interface between two layers, applying the filter will smoothen this value but would
conserve the volume of each layer.
3.9 Other Constraints
(1) At present we allow no mixing into the mixed layer. If at a particular time
step we pump heavy fluid on top of lighter one, we impose convective overturning by
changing the lighter fluid to the heavier.
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(2) Volume constraint: The adjustment part of each time step - going from
N
figure (3.1.1)a to (3.1.1)b, does not always end up with j hi = H o for all (x-y)
locations. To keep this condition, we can change the height of each layer in one of
many possible ways; In proportion to its height; Minimize potential vorticity;
Minimize potential enstrophy etc.
For example we can minimize the potential enstrophy weighted by the layer
thickness.
N
2 {f2 /(hj + Ahj)2 -(hj + Ahj) - f2/hi} (3.9.1)
Where hj is the layer thickness.
Ahj is the amount to be found.
The above function is minimized subject to
N N
X Ahi = Ho - hi = ho. (3.9.2)
We introduce the Lagrange multiplier X, compute 8F/8X and 8F/8Ahj with
N N
F = 2 {f 2 /(hj + Ah) 2 e(hj + Ahj) - f 2 /h } + X 2 (aI - ho)
j= 1 j= 1
(3.9.3)
to find
N
A= (hi/ i I4)o . (3.9.4)
i= 1
It should be noted that this constraint is very weak and comes mainly from
finite accuracy errors. This can be observed if we write the continuity equation,
applied to layer j, as
8thj + V-(hjuj) = w' - wf . (3.9.5)
Summing over all the layers while splitting the velocity signal gives
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N N
at X h, + Ve(H ubt ) + Ve( E hj)= . (3.9.6)
The second term on the L.H.S is -WE by our construction of the barotropic
velocity signal (3.3.1). If we ensure that indeed the baroclinic signal has no vertically
integrated transport at the appropriate points represented in figure (3.2.3), the third
,N
term on the L.H.S. vanishes, forcing hj = 0 .
3.10 Different Schemes
The algorithm suggested in the preceding paragraphs is obviously not the only
one possible for equations (1.3.1) - (1.3.5). In what follows, we briefly describe three
alternate ways. The first uses the same approach in the p system, but works with the
definition of h, (1.3.6) instead of interpreting it as a layer thickness in the Z system.
Its major disadvantages are the necessity to calculate w in the Z system and more
cumbersome bookkeeping. The second scheme computes the interior values from the
conservation of potential vorticity, while the boundary values are derived in the way
described before. This algorithm is elegant and faster then the implemented one, but
causes some problems where the two schemes match. The last way might be the most
promising one, but requires much more thought. It is presented as a topic for future
research.
Computing z in the p system
(1) At the beginning of time t = nAt we know z(x,y,p,t) for all grid points. This
describe the height of the density surfaces with respect to some reference level, say
the bottom of the fluid.
(2) We impose Ekman pumping, changing z(x,y,psrfc,t). To carry this stage out we
evaluate z from
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WE = zt + uzx + vzy (3.10.1)
where WE is given, and u and v are taken from the last time step. Unless there is
convective overturning, all heights except the surface height stay intact.
(3) Compute h,(x,y,p,t) as was done in (2.1.22). Usually, only h, for the upper layer
changes from the previous time step.
(4) Compute the velocities using the definition of M - (1.3.1).
(5) Advance the continuity in time to get h,[x,y,p,(n+1)t].
(6) Use (1.3.6) to get z[x,y,p(n+1)t] from step (5).
Conservation of potential vorticity
To derive the conservation of potential vorticity it is convenient to rewrite
the continuity (1.3.5) as
dth, + h,(V7-u) = E (3.10.2)
with
d, = at + u8a + v8y.
Manipulating the momentum equations {,(1.3.2) + 8(1.3.3)}, rewriting Bv as df/dt
and using (3.10.2) with E = 0, results in
dt(f/h) = 0 . (3.10.3)
In each density layer this statement takes the form:
f o/ho = f/h (3.10.4)
Where the R.H.S. is measured at (x,y) - a grid point - and the L.H.S. is evaluated at
(xo,yo) - the origin of the particle that arrived at (x,y).
(3.10.4) implies
h = ho/(1 - BAy/f), (3.10.5)
and we used
f = f 0 + BAy . (3.10.6)
This relation enables us to compute the new height in terms of the height at the
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origin. The origin is found from
t
(xo,yo) = (x,y) - fdt'u = (x,y) - uAt (3.10.7)
t-At
where u = (ubc + ut ; vbC + vbt).
ho = h(xo,yo) is found by interpolation from the surrounding four grid points, and the
velocity is computed as usual.
Near boundaries, where the the potential vorticity is not conserved, we adopt
the regular approach of advancing the continuity in time via the Euler backward
scheme.
Jacobian approach
Using the momentum equations we can express the continuity as
ht + J(Mh/f) = 0 . (3.10.8)
The Jacobian can be written in three forms
J(Mh/f) = ay(hM,/f) - 8 x(hMy/f)
= Mxay(h/f) - Myax(h/f)
= 8x[(h/f)yM] - 8,[(h/f)xM] . (3.10.9)
The idea behind this technique is to express the Jacobian 'A la Arakawa' as a
special sum of the above combinations, thus obeying several conservation properties.
One of the difficulties lies in the h/f term, which breaks the symmetry in the regular
approach dealing with expressions like
evt + J(e,V 2i) = 0. (3.10.10)
3.11 Difficulties
There are many pitfalls associated with numerical modeling. In what follows
we discuss two problems involved with the velocity signal split.
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We take as an example a two layer model with motionless lower layer -
remembering that the top of the upper layer is the boundary through which we
activate the Ekman pumping pattern.
Write (1.5.16) for the barotropic velocities (not transports).
vb t = fWE/(BHo) . (3.11.1)
A motionless lower layer requires v2 = 0 =* v2" = -v"
It also hold true that
h, v'c + h2vbc = 0, (3.11.2)
hence
V = fWE(1/h1 - 1/Ho)/B . (3.11.3)
We now try to construct the same result in a slightly different way:
Write the continuity equation for each layer.
u1 7h1 +hVeu, = -WE (3.11.4)
u2 *Vh 2 + h 2 V-u 2 = 0 . (3.11.5)
Construct a Sverdrup balance for the upper layer in the same fashion (1.5.16) was
derived
Veu, = -3v/(fh) . (3.11.6)
Use (3.11.6) in (3.11.4), add the result to (3.11.5) while splitting the velocity field to
barotropic and baroclinic parts.
ubC.Vh, + uceVh 2 + ub(Vh, + 7h 2)+ h2 7-u 2
= -W E + Bh,1" +1i)/
(3.11.7)
Here we employ (3.11.1), (3.11.2) - and the fact that the total height is a constant Ho
- in (3.11.7); multiplying the result by f/(Bhi) we get
fHo/(hih 2)uc -Vh1 + fh2/(Bh1)-Vu 2 - v1" = fWE(1/Ho - 1/h,)/B3
(3.11.8)
In order for this to be compatible with (3.11.3) we must have u2 = 0 and u -Vh, = 0.
The last statement is an important one, and means flow along height contours. This
constraint is obeyed analytically since fk x u = -VM, M is equivalent to h, and in the
two layer case, only one height is a variable, while the second height can be obtained
by, say h 2 = Ho - hi .
This is not necessarily the case in the finite difference scheme, so even if we
fulfill (3.11.2), we might not always get v2 = -v b , and the lower layer will move.
Flow along M contours - equivalent to conserving the Bernoulli function
B = p + pgz, for a given p - is not the only constraint for our fluid; it should also move
along density surfaces, and conserve potential vorticity.
(2) Our treatment of the barotropic signal differs from that of the baroclinic. The
barotropic part is computed analytically by (1.5.16) hence for a given grid cube, it is
the WE on the top which influences the signal. The baroclinic part is computed after
interpolation like in (3.6.9) and figures (3.2.4) - (3.2.5), this signal depended on M =- on
h =* on WE in several grid points surrounding the point of interest.
The difficulty is quite apparent in a two layer model with motionless lower
layer. For this case we should have:
(h1 + h 2)Vu*bt = -WE (3.11.9)
V-(h~u1)= V(h1tt+h h1?) W (3.1.0
Both WE should be the same, and correspond to the value on the top of our grid box.
Numerically this is not the case, because the baroclinic signal is influenced by values
of WE at several grid points.
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RESULTS
The first three chapters of this work presented a model that can be used to
describe the thermocline circulation. In what follows we look at some examples,
focusing on:
(1) Problems, where and why they occur.
(2) Initial conditions.
4.1 Numerical Errors
To detect the problems in the scheme, it is beneficial to make two layer
simulations, starting with analytical solutions corresponding to a motionless lower
layer (chapter (2.3), equation (2.3.33)}. This helps in minimizing the velocity signal, so
it does not mask the features we like to explore. In addition, to reduce the velocity
on the western boundary, we refer to a mirror pattern of the Ekman pumping, like in
figure (2.2.5). Figure (4.1.1) represents the WE pattern, while figure (4.1.2) is the
barotropic velocity signal computed from it.
As to the information accompanying each plot, there is a title at the top and
four lines of information at the bottom. The first has a maximum - minimum data on
the values plotted. The numbers on the contours should be multiplied by the third
value - CI. All units are in M.K.S. The time in years and time steps, is shown on the
second line.
Although we start from analytical solutions describing a steady state with
motionless lower layer, we run the model until we achieve a numerical steady state.
The following pictures show three problems:
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INITIAL CCtITIONS# 10AN R1!NG.
10.03
-2-l
7.5-175.0-1iI
2.1
j2
5-E 0.E 15.E 20.E 25.E 30.E 35.E
W - MLAN LOVI-.23E-01 H14?- 1.3E-jI C!- 2.v i.ES2
MONTH 0. 'EAR 0 1 TIE= 0.0) X* 0.5 TO 39.5 Y= 0.5 TO 15.57. 0.0 TO 0.0 XAVG(INT- .0 )Y10INT- 0.0 ) ZATGIt!NT- 0.0 TAvGtiT- 1.0
itO - GRID 11X20X2. 2.8 DAYS. FILIER 1. MIRROR 5"/4KH " EPTH. STEP WE. 5X4 BASIN.
Figure (4.1.1). Ekman pumping
pattern for our mirror runs. Values
should be divided by 250,000 to get
WE.
INITIAL COC(TIONSg VECnR DIAGRAM T 11 BAROTROPIC VELOCITY SIGNAL.6 lb 4 a " -0.4 o 4. ft ft & 6 N.1
10-
72.51.
5.1=
2.
q . 0 a I- " 4. 4. 4 -4 . 0 * 4 4 4i.- ie
5.E I , , I I I5.E 0.0E 13.E 20.E 25.E 3O.E 35.E
U - BMTPEPIC LD- S.07E-i35 HIC4 3.5E-03 "0- 3.E-05
MONTH 0. YEA 0 [ TIME, 0.0 ) Xx 0.51 TO 39.5 Y- 0. 1TO 15.5Z- 0.0 T0 0.0 VXAINT- 0.0 ) YAVG(INT- 0.0 ZMG!NT- 0.0 TAVGINfT- 0.0 )
RI1 - GRID I6X2X2L. 2.8 DAYS. F(LTE 1. MIRRR 5M/4K DEPTH. STEP W. 5X4 BASIN.
Figure (4.1.2). The barotropic
velocity signal computed from
figure (4.1.1).
(1) As indicated by the vector diagrams (4.1.3)a,b - (4.1.7)a,b, both layers
move. Taking the total depth of the fluid as 4km, and varying h in (2.3.33) between
450m and 900m, gives the ratio between the highest transports in the upper and the
lower layers as - 2.
(2) Error tends to accumulate as we advance towards the western wall. In
addition to the fact that the western boundary dynamics differs from the interior, our
numerical scheme makes it a favorable place for trouble by starting our integration
on the eastern side of the basin, converging westward. As an example we note that
the transports in the lower layer are significantly lower on the west. (figures
(4.1.3) - (4.1.7)}. There is even a small signal in the height contours in figures
(4.1.3)c - (4.1.7)c.
ft * A. 0 W W. 0 ft 0
A 4 A 4 9 6 i
9~a r I
'-'4
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(3) Places with strong meridional gradients of WE, and large Coriolis
parameter generate numerical errors. The best example is near the northern wall,
where figures (4.1.3)a - (4.1.7)a indicates the existence of a narrow cyclonic gyre. We
also note the large velocity signal there.
All these problems are interrelated and presumably would vanish, or at least
become much weaker, if the split between the barotropic and baroclinic signals is
resolved satisfactorily.
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* 4!. 4
5.E 10.E 15.E 20.E 25.E 30 35.E
TOTAL UYe-CCITT LOW-, . HIGH- 5.5-02 5C- 4.7E-04
MONTH 6. YEAR 55 ( TIE 700.C0 ) X- 0.5 TO 39.5 Y= 0.5 TO 15.5
,- 1.0 To 1.0 XAVGiNT .1 0 > O1AVUINT. 0 0 ZAVniNT- 0.0 TA I-m 0.0 1
Rio - GRID L1X20X2L. 2 8 DAYS. FILTER I. MIRARR 40/41KM DEPTH. STEP%FE. 5X4 BASIN.
5.E 10.E 15.E 20.E 25.E 30.E 35.E
TOTAL UYELOCITY L0Al 1.54E-j5 H!GH- 3.2!-3 SC- 2.7E-'5
MONTH 6. YEAR 55 1 TIME= 20.0 ) X= 0.5 TO 39.5 Y. 0.5 TO 15.5
Z- 0.0 TO 0.0 YAVG(I;yr- 3.0 t YAVG(!NT- 0 C) EAVGIINT- 0.0 ) TAIT- 0-0
Rio2 - GRID 16X20X2L. 2 8 DAYS. FILTER 1. MIRRDR 450/4KM OEPTH. STEP WE. 3x4 BASIN.
(b)
EIGHT CONT1.95 OF THE HIGER LAYER.
- III I IlIllli l II ' I I II II
15.0 -
12.5-
10.0 25
7. 4>
5.0--
- 50 
-
2.5-
5.E 10.E 15.E 20. E 25.E 30.E 35.E
WIGHT LOW 1.41EI 4H!GH- 1.59E+02 C!- 1.. I.E+0!
MONTH 6. YEAR 55 ! TIE= 7000.CU ) Xz 0.5 TO 39.5 YX 0.5 TO 15.5
Z- 1.0 TC !.0 XAVG(INT- 0.0 ) AVoiINT- 0 0 ) DV!INT- 0.0 TAVGCW-l 10
Rio - GRID [X20.2. 2.8 DAYS. FILTER 1. MIRROR 450/4KM DEPTH. STEP VE. 5X4 BASIN.
(c)
Figure (4.1.3). mirror run, h = 450m in (2.3.33).
(a) Total velocity signal of the upper layer.
(b) Total velocity signal of the lower layer.
(c) Height contours of the upper layer.
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(a)
&a at 0
44 L/ 4 
.. 
.
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5.E 10.0 15.E 2.E 25.E 30.E 35-E
HE! ?HT LV- 2.5wE02 MIC4 1.89E0J2 C!- .* 1.E+01
MONTH 6. YEAR 55 1 TIME= 70M.00) X 0.5 TO 39.5 Yx 0.5 TO 15.5
1.0 To 1.0 YAyG(INT- 0.0 ,YAVC(NT- 0 0 0ET!NT- 0.0 ) TAVT(INT- 0.0
Ri5O - GRID l6X20X2L. 2.8 DAYS. FILTER 1. MIRTER 5M/4KM CEPTH. STEP WE. 5X4 BASIN.
(c)
Figure (4.1.4). mirror run, h = 500m in (2.3.33).
(a) Total velocity signal of the upper layer.
(b) Total velocity signal of the lower layer.
(c) Height contours of the upper layer.
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RIO - GRID 6X2DX2L. 2.5 DAYS. FILTER 1. MIRROR 5304KM DEPTH, STEP YE. 5X4 BAS!N.
(b)
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RIM - GRID iSX2X2. 2.8 DAYS. FILTER 1. MIRRCR SM/4M DEPTH. STEP YE. 5X4 BASIN.
TOTALYV- .C 707;iL VELOC ..
I t 5..C .
go ~ ' 4
: : : ~....
0 00 &ft
* ~ .a A A ~ m Ilk
445. ~ 4&4 Lh/I t-
EC-IGHT CCNTrP5 CF THE HIGIP LAYER.
I t I I i I 1 1 1 , I , ; I I s I I I I I 1 i 1 1 1 1 1 1 1 1 1 1 1 1 -
5.E 10.E 15.E 20.E 5.E 30.E 35.E
1UT LVW- - lE H!' C SE+ C!- 2. '.OC1
MONTH . YEAR 551 TE= 7000.00 X= 0.5 TO 39.5 Y- 0.5 TO 15.5
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RIC - GRID lEX2X2L. 2.8 DAYS. FILTER 1. MIRR /4410 DEPTH. STEP WE. 5X4 BASIN.
(c)
Figure (4.1.5). mirror run, h = 600m in (2.3.33).
(a) Total velocity signal of the upper layer.
(b) Total velocity signal of the lower layer.
(c) Height contours of the upper layer.
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(b)
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Z- .0 T 1.0 UVG(INT- 0.0 ) YOVG!NT- 0.0 ) ZIvNT- 0.0 T!Vf6IT .0 )
RIo - GRID 16X20X2L. .8 DAYS. FILTER 1. MIRROR 700/4M DEPTH. STEP W. 5X4 ASIN.
(c)
Figure (4.1.6). mirror run, h = 700m in (2.3.33).
(a) Total velocity signal of the upper layer.
(b) Total velocity signal of the lower layer.
(c) Height contours of the upper layer.
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(c)
Figure (4.1.7). mirror run, h = 900m in (2.3.33).
(a) Total velocity signal of the upper layer.
(b) Total velocity signal of the lower layer.
(c) Height contours of the upper layer.
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4.2 Initial Conditions
There are three parameters with which we control the initial conditions:
(1) Ekman pumping pattern.
(2) Initial height of each density layer.
(3) Density of each layer.
In order to check the contribution on condition (2) to the finial steady state,
we make several two layer runs, fixing WE as in figure (4.2.1), and a as 26.5 and
28.0 for the upper and lower layers respectively. As figure (4.2.1) indicates, we
impose WE = 0 near the western wall, this allows an interaction between the two
gyres, so warm fluid can move northward. The barotropic picture is presented in
figure (4.2.2).
INITIAL CDOITIONS e(MAN PUPING. INITIAL CTION6' VECTM DIAGRAM O W BAROThCPIC VEITY SIGNAL.
__V ~ ~ I- A4 14' 0 'R .R/4 n "A 'A P I 7k 1
2.2 .E 75E l.2 2.2 5.0E77.
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Z- 4.0 Te 4.- XA T . )e Y . )
15.0 - -AA ' "A " ' ' A ' A 4 '
. --- 4 4-- 4- 4 4- 4. 4 L
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W5 -OIAN L$ 2.47-91 CI- 5. t.&02 u - sARTRCPC LOW- 1.5X-04 HIGH- 1.!-02 3C- I.i-04
MONT14 0. YEAR 0 11 .00 W) 0= 0.1To 1.5 y 0.5TO 15.5 MONTH 0. YEAR 0 1 T - 0.00 ) x= 0. TO 19.5 Y 0.5 TO 15.5
z- 0.0 To 0.0 Xa ' 0.0 ) YAVG(INT- 0.0 ) V(INT- 0.0 $ TAVOCINT- a00Z 0.0 o 0.0 XAVG(INT- 0.0 ) YAVG(INT- 0.0 ) EAVG(INT- 0.0 1 TAVO(INT- 0.0
R3C - GRID tSX2X2L. 5.7 DATS. FILTER 1. 3M/4K01 DPTH. STEP WE-0 CP W. !X4 BASIN. R3[C - GRID 16X20X2L. 5.7 DAYS. FILTER 1. 30/4101 DEPTH. STEP IE-0 ON W. 5X4 BASIN.
Figure (4.2.1). Ekman pumping Figure (4.2.2). The barotropic
pattern for all runs in this velocity signal computed from
section. Divide by 500,000 to figure (4.2.1).
get WE.
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Our basin is always 4km deep, and the only parameter we change is the depth
of the interface between the two layers. We will look at two different categories:
(1) A flat interface, meaning that the initial height of the upper layer is constant
everywhere.
(2) An analytic interface described by (2.3.33).
The following table summerizes the runs corresponding to the first class of
flat interface. The volume of the upper layer is divided by the area of a grid box.
# figure initial height of
upper layer [m]
1 (4.2.3) 0
2 (4.2.4) 300
3 (4.2.5) 400
4 (4.2.6) 500
5 (4.2.7) 600
6 (4.2.8) 900
7 (4.2.9) steady 300+10
initial volume of
upper layer [m]
0
96,000
128,000
160,000
192,000
288,000
194,400
final volume of
upper layer [m]
191,100
191,200
191,200
191,300
192,300
288,200
194,600
In the last case we start from an initial height of 300m, run the model until a
steady state is achieved, add 10m to the upper layer while subtracting 10m from the
lower, and take this as our new initial condition.
Cases (1-4) show remarkable resemblance in their steady state (see
corresponding figures). The final volume of the upper layer is almost identical, and
corresponds to an average height of about 597m
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Figure (4.2.3). Flat interface, case #1.
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Figure (4.2.5). Flat interface, case #3.
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Figure (4.2.4). Flat interface, case #2.
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Figure (4.2.6). Flat interface, case #4.
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Figure (4.2.7). Flat interface, case #5.
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Figure (4.2.9). Flat interface, case #7.
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Figure (4.2.8). Flat interface, case #6.
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Figure (4.2.10). Analytic interface,
case #8.
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Figure (4.2.11). Analytic interface,
case #9.
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Figure (4.2.12). Analytic interface,
case #10.
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Figure (4.2.13). Analytic interface,
case #11.
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In the rest of the runs (5-7), the final situation is a redistribution of the upper
layer fluid, without changing its volume. Unlike the previous cases, the lower layer
here is never exposed to the Ekman pumping. The small differences between the final
and initial volume (< 0.1%), are due to numerical smoothing effects. Figures (4.2.6) -
(4.2.8) show that as the interface deepens, the height range (difference between
shallowest and deepest points in the layer) decreases. For cases (1-4), it is always
870m, while for case 6 it is 410m.
These results invite the hypothesis that for this particular initial condition of a
flat interface, there is a critical control volume of warm water, such that if we start
with an amount less then this control volume, we get to it finally. Otherwise, in the
absence of diffusion and outcropping, the warm fluid will only be redistributed.
Starting from an analytic interface, the situation is not altogether different.
The following table summerizes the relevant information.
# figure initial height at initial volume of final volume of
x = XE [in] upper layer [i upper layer [i]
8 (4.2.10) 550 165,400 189,200
9 (4.2.11) 600 183,300 188,700
10 (4.2.12) 700 217,300 217,400
11 (4.2.13) 900 283,300 283,000
Although the analytic solution should impose a steady state, cases (8-9) show
that there are analytic solutions with initial volume less than the control volume. If
we adopt a solution of this kind, there is outcropping, and finally we come close to
the critical amount. The height difference is more then 800m, opposed to smaller
values in cases (10-11).
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The fact that there was significant adjustment for cases (8-9) is an indication
to the important control of the western boundary. Solution (2.3.33) for the analytic
interface, is only valid away from this boundary. Our results hint that if we carry it
almost to the wall, while starting with less then some critical amount of upper layer
fluid, the western boundary exercise its influence, and adjusts the solution.
It should be clearly understood that the above does not imply that the analytic
solution is not appropriate - on the contrary, it is an exact solution under specific
conditions which are violated near the western boundary. To stress this point further
we look at figures (4.1.3)c - (4.1.7)c. These are the accompanying height contours for
figures (4.1.3)a - (4.1.7)a, and correspond to a mirror pattern of WE, with no western
boundary. We note that here there is never any outcropping, and that the final volume
is the same as the initial, even in cases where the last is much smaller then the
control volume. The values are given in the table below.
# figure initial height at initial volume of final volume of
x = XE in] upper layer [n] upper layer Em]
12 (4.2.3)c 450 138,400 138,400
13 (4.2.4)c 500 155,300 155,300
14 (4.2.5)c 600 188,400 188,400
15 (4.2.6)c 700 221,000 221,000
16 (4.2.7)c 900 285,800 285,800
We can also compare figure (4.2.15) to (4.2.8), both having about the same
amount of initial volume of upper layer fluid. The two have many common features,
and around 420m height difference, even though that their initial conditions where
totally different.
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This last example is another argument in favor of the idea that the final
solutions depend strongly on the control volume, (or the initial volume - whichever is
larger) and to much lesser extent on the initial interface height.
Conclusions
Our results indicates the importance of initial conditions. For a given WE
there is a control volume. If we start with an amount of upper layer fluid less then
this value, the solution will converge to the control volume solution. Starting with a
volume larger then the control volume, leads to many solutions, depending on the
initial volume, and much less on the initial interface height. The final state interface
topography is weaker as the volume becomes larger.
The control volume is a mechanism by which the western boundary influences
the interior solution, the absence of the later nullifies the first.
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APPENDIX
The equations in the Z system are
deu + fk x u = -Vp/p. momentum (a.1)
PZ = -gz . hydrostatic (a.2)
Pt + V'(pu) + (Pw)z = 0 continuity (a.3)
Where
!! = (uv)
V = (,8y)
d,= 8 + ua3 + va, + w82
w =d~z
p = p(x,y,z,t).
For any scalar field A we have
8A 8(A,z)/a(p,a) 8A az 8A az 3p am ap 8
-1 = - - -1 | }{- -- -- | -| }
act a(ctz)/a(p ct) ap at P amp ap am 8tz~ 3z am,
A~x| =-Ap| p.| z.l + A0 | zp p|z a o p p 0 cc
-AzI zCI + A,.| (a.4)
oa p p
Where c can be x, y or t, and subscripts following a vertical bar specifies which
quantity is fixed during differentiation. For the z derivative we find:
A.| = (8(A,x)/8(p,x)}+{a(z,x)/8(p,x)}= Apl p.1 (a.5)
We use (a.5) in (a.4) to get
Ax|= AeI +p.zm| ApI ,p z p z
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VA = V.A + p. Vpz A|i (a.6)
z
It also holds true, that in the absence of metric terms, any vector B can be
transformed using
VpeB = V1eB + p,(Vpz)Bp. (a.7)
To complete the machinery enabling us to go back and forth between the p
and Z systems, we need to compute w. If we believe that the physical processes are
the same in both systems, then the substantial derivative (following the particle) is
the same as well.
dA| = dtI = atI + u*71 + w2p z z
=8a, +u-V +(w-ztl -!u-Vz)p 8,p
=8, + ueV,+o8, . (a.8)
With o = dp/dt as the vertical velocity in the p system.
At the first step we used (a.5) - (a.7) for the transformation, and the second step is
brought for clarification, indicating:
w(x,y,z,t) = zt| + u.Vz + z . (a.9)
Employing the relations developed in this section, we transform equations (a.1)
- (a.3).
Momentum
dtul + fk x u= -Vp/p + V~z pP/p
p p
= -V,(p + gz)/p (a.10)
Where we used the hydrostatic relation (a.2). By the Boussinesq approximation we can
find an average density state po, define the the Montgomery stream function
M = p/po + gz , (a.11)
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and equate the R.H.S. of (a.10) to -VpM .
In the case of geostrophic motion, our equations takes the form:
fk| x u= -VM. (a.12)
Hydrostatic
Applying (a.5) in (a.2) gives
pp Pz =-gp
or
h, E -pp/g = pz, (a.13)
Where h, is our definition of height in density coordinates. It can also be expressed by
the Brunt VdisdIK frequency N2
N 2
h= g/N 2 . (a.14)
It is useful to note that if in (a.11) we replace po by p, and use the hydrostatic
relation we have
MP = -p/p 2 . (a.15)
Continuity
For completeness we treat the full continuity equation even though a simple
three dimension divergentless flow is sufficient for our purposes. This can be noticed
if we rewrite the equation as
dip/p + Veu + w, = 0 (a.16)
and impose that for our adiabatic motion w = dp/dt = 0. This assumption also
simplifies the expression for w in (a.9).
We treat aw/8z first.
wz = wp Pz = p,[a(z, + u-7Vz + ozP)]
= p7[8a(z,) + ue7,(zp) + ueV z + oP z, + o8,(z,)]
= p.[dt(zp) + u, V~z] + WP . (a.17)
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Use this in (a. 16)
dt(log p) + Vpeu + p. dt(zp) + o, = 0
dt(log p) + dt[log(zp)] + Vpeu + w = 0
dt[log(pz,)] + Vpeu + w = 0
p. dt(pzp)/p + Veou + w = 0 |epz,
8t(pzP) + U.V(pzP) + (odp(pzp) + pzPVeu + Zp o = 0
8t(pzP) + V.-(upzp) + 8p(opzp) = 0 (a.18)
The definition of h, (a.13), simplifies the notation:
8th, + Ve(hsu) + a(ho) = 0. (a.19)
Which reduces to
ath, + V-(hsu) = 0, (a.20)
for an adiabatic flow with no sources or sinks.
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