Alignment errors [i.e., cases where coherent structures (''features'') of clouds or precipitation in the background have position errors] can lead to large and non-Gaussian background errors. Assimilation of cloud-affected radiances using additive increments derived by variational and/or ensemble methods can be problematic in these situations. To address this problem, the Feature Calibration and Alignment technique (FCA) is used here for correcting position errors by displacing background fields. A set of two-dimensional displacement vectors is applied to forecast fields to improve the alignment of features in the forecast and observations. These displacement vectors are obtained by a nonlinear minimization of a cost function that measures the misfit to observations, along with a number of additional constraints (e.g., smoothness and nondivergence of the displacement vectors) to prevent unphysical solutions. The method was applied in an idealized case using Weather Research and Forecasting Model (WRF) forecast fields for Hurricane Katrina. Application of the displacement vectors to the three-dimensional WRF fields resulted in improved predicted hurricane positions in subsequent forecasts. When applied to a set of high-resolution forecasts of deep moist convection over the central United States, displacements are able to efficiently characterize part of the ensemble spread. To test its application as an analysis preprocessor, FCA was applied to a real-data case of cloud-affected radiances of one of the Atmospheric Infrared Sounder (AIRS) channels. The displaced background resulted in an improved fit to the AIRS observations in all cloud-sensitive channels.
Introduction
One of the challenges in formulating data assimilation procedures for high-resolution analyses of cloud-related variables is that cloud processes are often highly nonlinear. Additionally, error statistics of cloud-related analysis variables are often non-Gaussian, violating underlying assumptions of both variational and ensemble-based analysis schemes, resulting in suboptimal solutions. The effect of cloud processes on error covariance statistics was demonstrated by Michel et al. (2011) , who showed that stratifying statistics based on vertically averaged rain content resulted in physically meaningful coupling between variables and autocovariance structures. For variational schemes an additional complication arises from the fact that cost function gradients are zero in cases where the background does not produce clouds or precipitation, making it difficult to correct cases where observed and predicted areas of clouds or precipitation do not coincide. Ensemble-based schemes face similar problems when all ensemble members are cloud free in an area with observed clouds or precipitation.
Both of these problems can be caused by alignment errors [i.e., cases where coherent structures (''features'') of clouds or precipitation in the background have position errors]. Non-Gaussian statistics are also caused by the fact that cloud and precipitation variables are bounded (i.e., mixing ratios are nonnegative), but recent work makes use of observation transformations (Gaussian anamorphisms) to solve this problem (Beal et al. 2010; Sch€ oniger et al. 2012) . Lawson and Hansen (2005) demonstrate how even Gaussian errors in position and amplitude of a coherent structure can result in additive errors that are biased and non-Gaussian. Characterizing errors in terms of alignment of recognizable features has long been done subjectively by synopticians, and Lawson and Hansen (2005) cite a 1916 publication (http://archive.org/stream/ weatherforecast01frangoog#page/n79) in which this was explicitly stated. Formalizing and automating this process for both verification and data assimilation purposes has been the subject of a number of Feature Calibration and Alignment technique (FCA) studies (Hoffman et al. 1995; Hoffman and Grassotti 1996; Grassotti et al. 1999; Nehrkorn et al. 2003) . Other approaches for verification include object-oriented verification measures (e.g., Davis et al. 2006; Marzban et al. 2008; Marzban and Sandgathe 2008) , and techniques originating from image processing such as ''optical flow'' (e.g., Marzban et al. 2009 ). An additional data assimilation study by Beezley and Mandel (2008) makes use of the image processing technique known as ''image warping'' or ''morphing.'' A comparison of feature-oriented and related verification schemes suitable for high-resolution forecasts of discontinuous fields like precipitation has recently been published in a special issue of Weather and Forecasting (Ahijevych et al. 2009 ).
Techniques derived from image processing, such as digital warping or registration, often require manual identification of features or anchor points, and are thus not well suited for fully automated data assimilation applications. Object-based or contouring methods are limited to situations where identifiable objects exist in both the background and the observations. In addition, complications arise from the need to explicitly identify corresponding objects.
For these reasons, methods that define alignments based on a comparison of background gridded fields with either gridded observation (or station observations of sufficient density) are better suited for data assimilation applications. As was pointed out by Ravela et al. (2007) , alignment methods still rely on the ''texturedness'' of the fields, even if they do not require a formal identification of individual features. There also may still be an inherent ambiguity in defining optimal displacements in certain cases, such as propagating wave trains that could be shifted either forwards or backward.
A number of authors have applied some form of feature alignment in recent years. Most use a two-step process. Lawson and Hansen (2005) proposed and demonstrated a two-step approach in the context of a simple 1D analysis problem in which alignment errors are corrected first, and the remaining additive errors are then corrected using conventional (variational or ensemble Kalman filter) analysis methods. In Ravela et al. (2007) , an ensemble implementation was used to solve the joint minimization problem (determining both position and additive corrections) directly. A practical application to a wildfire model was presented by Beezley and Mandel (2008) , who transformed the original 2D gridded fields (of temperature and fuel) in their application to a representation of gridded fields of alignments and residual additive errors. Optimal alignments were determined by an independent preprocessing step, before additive increments were determined by an ensemble Kalman filter. A similar approach was used by Aonashi and Eito (2009) , who combined an alignment preprocessing step [based on microwave radiances observed by the Tropical Rainfall Measuring Mission (TRMM) Microwave Imager (TMI)] with the ensemble-based variational analysis scheme (following Lorenc 2003; Zupanski and Zupanski 2006) used at the Japan Meteorological Agency for their cloud resolving mesoscale model. Brewster (2003a,b) employed displacements as a preprocessor for a storm-scale assimilation system and demonstrated forecast improvements in terms of thunderstorm locations and quantitative precipitation that persisted for about 3 h into the forecast.
Various approaches to enforcing smoothness on the displacements have been used. The variational approach formulated by Hoffman and Grassotti (1996) was implemented by Aonashi and Eito (2009) in their application using satellite microwave radiances. The objective function used in this optimization includes penalty terms to ensure that alignments remain smooth and small, and a truncated spectral representation of the alignments was used. In Nehrkorn et al. (2003) , the tunable weights for the penalty terms used in Hoffman and Grassotti (1996) were replaced by a (diagonal) background error covariance matrix of the alignment spectral coefficients. In the image registration (morphing) procedure detailed in Beezley and Mandel (2008) , alignments (termed ''transformations'') were obtained by first smoothing the original gridded fields, and then computing alignments on a hierarchy of morphing grids with increasingly finer resolution (but always coarser than the resolution of the gridded fields). The objective function minimized in their procedure also included penalty terms for smoothness and small magnitude of alignments. The objective function used in Ravela et al. (2007) included gradient and divergence penalty terms to enforce smoothness. They solved the resulting optimization problem in an iterative procedure.
In this paper, we present experiments using the FCA displacement estimation algorithm based on the work of Grassotti et al. (1999) . While the algorithm for determining
the 2D displacement fields is essentially unchanged from that of Grassotti et al. (1999) (section 2a), the method to apply the displacements to full model fields without creating large imbalances is new, and extends the method of Hsiao et al. (2010) to varying terrain (section 2a, appendix B). Novel applications of FCA to both idealized and real-data cases are presented in section 3, and include the applications of FCA to very high-resolution mesoscale model forecasts (section 3a), to the characterization of ensemble dispersion (section 3b), and to brightness temperatures of cloud-sensitive channels (section 3c). A summary and conclusions are given in section 4.
Methodology a. Formulation of FCA
The displacement algorithm tested here is based on the FCA algorithm developed by Grassotti et al. (1999) . Determining a two-dimensional field of displacement vectors (di, dj) that results in an improved agreement of a forecast x with available observations y is formulated as a nonlinear optimization of an objective function. The objective function J is formulated to result in an adjusted forecast that minimizes the misfit between forecast and observations (assumed to have observational error standard deviation s o ), while at the same time forcing the displacements to satisfy various constraints such as smoothness, nondivergence, and limits on displacement distances.
Formally, we write
where J r measures the residual errors of the adjusted field, J p is a penalty function that combines various constraints of the displacements, and H is the observation operator that transform the forecast to observed variables. Here and in the following, we assume that x and y refer to identical variables (thus H 5 1), and we use i and j for eastward and northward positions to be consistent with the usual data assimilation literature convention (Ide et al. 1997) that reserves x for the state vector and y for the observations. The residual error is summed across the N o observations by
Note that the sum in Eq. (2) can extend over observations of multiple variables (e.g., brightness temperatures of multiple instrument channels), in which case a single set of displacement vectors is used to simultaneously adjust multiple two-dimensional background fields. The penalty function J p combines various constraints of the displacements:
Following Grassotti et al. (1999) , the horizontal displacements are represented by a double-sine series in grid coordinates. To limit the degrees of freedom for the optimization, the series is truncated to only contain spectral coefficients for modes with a total wavenumber k below a specified truncation wavenumber. A summary of the penalty functions used here is given in Table 1 . The barrier function J a , which is evaluated in gridpoint space, is designed such that displacements larger than a typical displacement scale S i are penalized heavily. In the smoothness constraint [J d , evaluated in spectral space as described in Hoffman and Grassotti (1996) ], roughness is measured by the mean square Laplacian of the scaled displacements, which penalizes higher wavenumbers selectively. The magnitude constraint (J m , evaluated in spectral space) measures the mean square magnitude of the displacements, which penalizes all wavenumbers equally, and serves to suppress displacements in data-void areas. Finally, the divergence constraint (J div , evaluated in gridpoint space) limits the amount of divergence in the displacement field. An illustration of the effect of these penalty functions in a hypothetical ''single observation'' displacement scenario is given in appendix A.
b. Application to model fields
The displacements derived by the application of Eq. (1) are a two-dimensional field of displacement vectors, but what is required for a preprocessing step within a data assimilation scheme is an adjustment of three-dimensional model fields. Note that, for optimality, when used in this fashion, observations used within the displacement preprocessing step should not be used again (and should not have errors that are correlated with any other observations used) in following additive analysis procedure. However, there may be advantages in some cases TABLE 1. Summary of FCA penalty functions. Column ''gp/spec'' indicates whether the sum in the formula is computed over the (i, j) gridpoint values or spectral coefficients. Formulas given in terms of i displacements apply to displacements in both i and j.
to using data twice, since it might be argued that the alignment has extracted only part of the information content of the observations. Further, optimality requires a correct specification of the background covariance, and as discussed by Kalnay and Yang (2010) , when this is not the case, which is invariably true when clouds or precipitation are misplaced, it may be advantageous to use the same observations multiple times. In this study, we restrict ourselves to horizontal displacements, and use the simplest possible (constant) distribution with height. Even with these simplifying assumptions, changes made to model variables must be formulated so that they minimize thermodynamic and dynamic imbalances. This question was addressed for model fields in the context of vortex relocation by Hsiao et al. (2010) , who devised a procedure in which some of the model variables are adjusted directly, whereas others are diagnosed using the equation of state and hydrostatic relationships. We adopted their procedure, and modified it to allow displacements over varying terrain (a complication that was avoided in their study of oceanic tropical cyclones). The modified procedure implemented here consists of horizontal displacements of some model variables (wind components, potential temperature) and derived quantities (relative humidity and mean sea level pressure). Three-dimensional model fields are displaced along the terrain-following sigma surfaces, except for potential temperature, for which displacements are computed along constant-height surfaces to avoid unrealistic changes in vertical stability near steep gradients of model terrain. A detailed description of the procedure is included in appendix B.
Applications a. Idealized experiments
To test the performance of the FCA algorithm, and its application to the modification of model fields, a simple identical twin experiment was designed using Weather Research and Forecasting Model (WRF) simulations of Hurricane Katrina (2005) . Simulations were run using the Advanced Research WRF (ARW) for the single domain tutorial case with 18 [Global Forecast System (GFS)] boundary conditions, 30-km grid spacing, 180-s time step, and 28 vertical levels. Additional details are available from the WRF Online Tutorial (http://www.mmm.ucar.edu/wrf/OnLineTutorial/CASES/ SingleDomain/). To begin the experiments, a 24-h forecast was initialized at 0000 UTC 28 August 2005 using (GFS) initial conditions. The 12-h segment of this forecast from 1200 UTC was taken to be the truth. An overlapping 12-h segment starting from 0600 UTC was taken to be the control. In other words the control forecast lags the truth by 6 h, and in the control forecast Katrina lagged behind the truth approximately 100 km to the southeast.
In our experiment simulated observations were generated by sampling the true state lowest model level pressure perturbation (P) and/or vertically integrated water vapor (IWV). For both these fields, every third grid point in the i and j direction was used, but excluding grid points closer than five grid lengths to the lateral boundary. In the case when both P and IWV were available, a single alignment field was used to minimize the misfit for both fields simultaneously. We used a displacement scale S i of 150 km, a truncation wavenumber k 5 5, observation error standard deviations s o of 50 Pa and 2 kg m
22
, and the following penalty function weights: l d 5 1, l m 5 10, l a 5 1, and l div 5 0.1. Figure 1 shows results for the P 1 IWV case. Note that displacements are zero at the domain boundaries because of the double sine-series representation (section 2a), but are not zero at the edge of the plot because only a portion of the domain is shown. Comparing both the background and the aligned background to the observations we see that the position of the simulated storm is markedly improved by the alignment, but details, such as the spiral structures of the IWV, are unchanged. The rms differences with respect to the P and IWV observations decrease from 7.2 hPa and 2.4 kg m 22 for the background to 2.4 hPa and 1.6 kg m 22 for the aligned background. The dipole error in the background, diagnostic of a phase error, is eliminated by the alignment. The results for the other cases were similar in most respects. The resulting displacements were similar in all three cases, and reductions in the background versus the observation misfit were comparable. A visual inspection of the displacement results revealed that using IWV alone or both IWV and P extends the area affected by displacements farther away from the cyclone center than using P alone (not shown), consistent with the fact that IWV features extend farther out from the hurricane center than those in the pressure field. Because of relatively flat pressure fields in this part of the model domain, pressure adjustments were very similar for both experiments P and P 1 IWV, while the adjustments in the IWV fields were quite similar for experiments P 1 IWV and IWV. Thus, for this case the IWV field captures most of the position errors needed to correct both the P and IWV fields. The impact of the alignment on the forecast was next investigated. The WRF state from the control initial conditions (at 0600 UTC) were aligned as outlined in section 2b and detailed in appendix B. The evolution of the displaced WRF state in a subsequent 6-h forecast is illustrated by the IWV fields in Fig. 2 . The vortex position adjustment is largely maintained during the forecast,
as can be seen from the fact that the vortex position in the aligned forecast is farther northeast than the control forecast and thus more closely agrees with the position observed from the truth.
However, the time series of surface pressure for a point along the storm track shown in Fig. 2 also indicate that the pressure minimum is somewhat slower to move in the displaced forecast than in the truth. Also evident are large-amplitude gravity waves during the first 2-3 h after the displacements, an indication of dynamic imbalances caused by the displacements of the WRF fields.
b. Characterization of ensemble dispersion
To examine the ability of FCA to aid in the description of background error covariances, the technique was applied to an ensemble forecast dataset. Covariance statistics of the ensemble spread were examined both for the original ensemble, and after FCA was applied to remove differences related to displacement of coherent features. Insofar as the dispersion of the ensemble members represents a realistic depiction of typical forecast errors, this procedure tests the ability of FCA (when applied as a preprocessing step) to generate (residual) background error covariances that are more nearly Gaussian. In particular, the forecast dataset consisted of 30 ensemble members of a high-resolution (3 km), 6-h forecast ensemble for a case of deep convection (forecasts were initialized at 2200 UTC 28 March 2007) over the central United States. For this convective case demonstration we computed the maximum simulation 10-cm radar reflectivity (dBZ) in each model column, and used the resulting two-dimensional fields of dBZ as input to FCA.
Since FCA only operates on a forecast-observation pair, it was necessary to define a reference point to which each ensemble member can be compared. To this end, we computed an ensemble mean dBZ for each forecast hour (1-6), and computed the distance of each ensemble member from this mean field (distance was defined as the mean square difference of dBZ). The members were then ranked according to this distance at each time, and an overall median (or mean) rank over time was computed from the ranks at each forecast hour. Ensemble member 28 emerged as the ''centroid'' member with the lowest overall mean and median rank. The dBZ fields for the ensemble mean and centroid ensemble member (member 28) are shown in Fig. 3 for forecast hour 6.
A set of displacement vectors was then derived for each ensemble member and each forecast hour, using the ensemble member dBZ gridded values as the background, and sampling the centroid gridded dBZ values (using every third grid point in the i and j directions in the interior of the domain) for the observations. The performance of the FCA was found to be more sensitive to choices for the various constraints than for the idealized time-lagged test cases, and a series of sensitivity tests was conducted in which parameters were systematically varied, one at a time, while the others were held fixed at their baseline (shown in bold) values (s o 2 f10, 15g dBZ, k 2 f3, 5, 10g, l d 5 1, l m 5 1, l a 2 f0, 1g, l div 2 f0, 0.1, 0.5g, S i 2 f135, 270g km). The following combination of parameters was selected for further computations based on a subjective evaluation of the sensitivity tests: s o 5 15 dBZ, k 5 5, l d 5 1, l m 5 1, l a 5 1, l div 5 0.1, S i 5 135 km. See section 4 for a discussion of tuning the FCA parameters empirically in automatic or semiautomatic procedures.
The amount by which J r 1 of each ensemble member was reduced by the computed displacements varied widely. Figure 4 shows J r before and after the displacements are applied for each ensemble member, ordered by the ratio of final to initial values of J r . In some cases the computed displacements were so small that adjustments were negligible, while other cases had sizable J r reductions (exceeding a factor of 1.7). An example of an FCA solution is shown in Fig. 5 , which shows the solution for ensemble member 21 at hour 6. At that time, ensemble member 21 had the largest reduction in J r of all ensemble members. Displacements can be seen to correct an obvious location error of a linear feature in the reflectivity field: a dipole of negative/ positive background ''errors'' (really differences from the centroid) are largely removed by adjustment increments of opposite sign.
The histogram of grid point by grid point differences of dBZ between displaced ensemble members and the centroid (not shown) has tighter distributions with smaller ''tails'' than the corresponding histogram for the original ensemble, reflecting the effectiveness of FCA of removing anomalously large differences related to displacements.
To examine the effect of removing displacementrelated differences between ensemble members on background error covariances, sample covariance statistics were computed both from the original ensemble data and a modified ensemble, in which the displacements based on the dBZ fields were applied to the threedimensional WRF fields of each ensemble member.
Background error covariances are represented through a series of variable transforms, as in most variational data assimilation systems. The mean variance is calculated for each analysis variable and each vertical level. Vertical autocovariances are represented through empirical orthogonal functions. Horizontal correlations are modeled through approximately Gaussian functions via recursive filters. Finally the statistics are stratified for cloud parameters, based on thresholds in the total precipitable water for each grid point of the model background. More details on the variable transforms and the stratification of the statistics are provided by Michel et al. (2011) . Figure 6 shows how applying the displacement procedure on the ensemble dataset affects the calculation of domainaveraged standard deviations. For cloud variables, namely cloud liquid water, ice, rain, and snow mixing ratios, the displacement preprocessing realigns the ensemble members with one another, making cloud patterns match better geographically and therefore reducing the standard deviation for these variables. The field alignment preprocessing also preferentially improves the agreement for smaller scales in part by reducing discontinuities in the difference between the two fields, resulting in more homogeneous errors, which are characterized by larger horizontal length scales in Fig. 7 . Length scales are calculated following the procedure for the Weather Research and Forecasting Model's community variational/ ensemble data assimilation system (WRFDA) error covariance computation described in Chen et al. (2013) . One should note that the length scales for rain (,1 km) are much smaller than the grid mesh (3 km) and should not be interpreted physically. A similar broadening of autocovariances through displacement preprocessing is observed in the vertical (not shown). This occurs because when cloudy and clear areas are compared there are great differences in the vertical thermodynamical structure at the levels of the cloud boundaries so that better matching of cloudy and clear profiles greatly reduces the smaller vertical scales.
c. Real-data case
The most straightforward way to incorporate displacements into a traditional (additive) data assimilation scheme is to add a preprocessing step in which the original background undergoes displacement adjustments to improve its agreement with selected observations. This procedure was tested in a real-data case, using the WRFDA (Barker et al. 2012) , in which Atmospheric Infrared Sounder (AIRS) channel 787 brightness temperature observations were used to adjust a background field based on a 2-h WRF forecast. AIRS channel 787 is in the IR at 917.3 cm 21 (close to 11 microns) in a spectral region dominated by weak water vapor absorption and is mostly sensitive to surface and cloud-top temperature. Channel 787 is 125 of the 281-channel subset available in near-real time.
The background field is generated using WRF over the central United States with a convection-permitting horizontal resolution of 4 km and 56 vertical levels up to 10 hPa. The model is initialized at 1800 UTC 6 June 2009 from the GFS analysis and run for 2 h to allow for potential spinup of the cloud variables. The satellite observations are subject to a variational bias correction procedure (VarBC) described by Aulign e et al. (2007) .
There were a total of 10 506 brightness temperature observations available in the southern part of the model domain. The FCA background was provided on a thinned grid (every third grid point in the i and j direction of the original 749 3 749 WRF grid). Adjustable parameters for FCA were chosen as follows: truncation wavenumber k 510, displacement length scale S i 5 150 km, observation error standard deviation of 8 K, and the following penalty function weights: l d 5 1, l m 5 10, l a 5 1, and l div 5 0.1. The FCA results for this case are shown in Fig. 8 . The two most prominent features of the displacement field in this case are southward displacements near grid point (350, 350) , which act to correct the position (and to some extent, the shape) of a cloud-related minimum in brightness temperature; and south and southwest displacements near grid point (300, 100). The latter have the effect of shrinking the size of areas of moderate to large negative and positive errors, but the features in the brightness temperatures in the background remain quite dissimilar from those of the observations in this area. Figure 9a represents the fit of the model background to AIRS satellite observations. Low-peaking channels are more sensitive to clouds and the correlation between the background and the observations is much lower ('0.6) than for high-peaking channels (reaching almost 0.9). Indeed cloud parameters, because of their relatively higher spatiotemporal variability and lower predictability, are usually harder to model compared to other thermodynamical variables (Aulign e et al. 2011). In Fig. 9b , it can be seen that the displacement procedure increases subtantially (to '0.7) the correlation of the model background with the observations for cloudsensitive channels. This is at the expense of a degradation of the correlation for a few high-peaking channels, which might be avoided by including more channels during the displacement calculation. These differences are propagated into the analysis and subsequent forecasts (not shown), but a thorough validation of the impact of feature alignment on model forecasting skills requires the analysis of many cases and will be the subject of a future study. 
Discussion and conclusions
FCA is used here for correcting position errors by displacing background fields. A set of two-dimensional displacement vectors is applied to forecast fields to improve the alignment of features in the forecast and observations. To minimize dynamical imbalances resulting from applying these displacement vectors to threedimensional WRF field, the method of Hsiao et al. (2010) is adapted and generalized to the case of varying model terrain. Tests using an idealized case using WRF forecast fields for Hurricane Katrina show that displacing the WRF initial state results in improved predicted hurricane positions in subsequent forecasts. FCA functioned like a vortex relocation method in this case, but without explicitly identifying the hurricane center and separating vortex and environmental contribution to the atmospheric fields.
The ability of FCA to aid in the description of background error covariances was tested by applying it to an ensemble of WRF forecast fields of simulated radar reflectivity. The dispersion of the original ensemble was quantified in terms of displacements and additive differences between the individual ensemble members and a centroid member (defined as the member whose reflectivity field most closely resembles that of the ensemble mean). Using displacements in this fashion resulted in a more compact distribution of residual additive differences than those of the original ensembles. The resulting background error covariance exhibited a smaller variance and larger horizontal and vertical length scales for cloud parameters, as a consequence of the realignment of cloud patterns within ensemble members. This ability of FCA to remove anomalously large differences related to displacements suggests its potential utility as a preprocessor within a conventional (additive) data assimilation scheme.
To test this application as an analysis preprocessor, FCA was applied to a real-data case of cloud-affected AIRS radiances. Using the displaced in place of the original background field in the Weather Research and Forecasting Model's community variational/ensemble data assimilation system (WRFDA; Barker et al. 2012) resulted in a closer fit to the observations.
The results shown here all require the comparison of one (or multiple) two-dimensional fields (both in the background and observations) to arrive at a set of displacement vectors. This work is currently being extended by implementing FCA as an integral part of WRFDA allowing the use of the existing WRFDA infrastructure of observation processing, minimization, and efficient parallel execution. The resulting system is then no longer restricted to matching two-dimensional fields, and can support any of the observation types supported by WRFDA.
In the examples described here we adjusted the parameters describing the FCA objective function by subjective evaluation of sensitivity tests that explore a limited subset of all possible combinations in parameter space. For operational applications these parameters must be determined automatically or at least semiautomatically. Generalized cross-validation (GCV) described by Wahba (1987) has been used in a number of studies (e.g., Wahba et al. 1995; Zheng and Basher 1995) and could be used to optimally set the small number of parameters used in section 2a. Since the optimal parameters are likely dependent on the synoptic situation (mesoscale convection versus large-scale storm systems), this would require applying FCA to different regions with different parameters. In earlier work Nehrkorn et al. (2003) replaced the penalty functions by a background error term with a diagonal background error covariance matrix for the displacement spectral coefficients. The error covariances were estimated from the statistics of unconstrained (but highly truncated) displacements derived from a training dataset of forecasts. We plan to follow a similar procedure in our ongoing work with the version of FCA that is integrated within WRFDA. vided by the U.S. Air Force Weather Agency. The authors benefited from numerous discussions with Sai Ravela and Yann Michel. David Dowell is thanked for providing the high-resolution ensemble and Syed Rizvi for his help in computing the background error statistics. The authors gratefully acknowledge three anonymous reviewers whose comments improved the final version of this manuscript.
APPENDIX A

Response of FCA to Penalty Functions
It is instructive to examine the response of the FCA algorithm to a single displacement ''observation,'' in analogy to single-observation tests of additive analysis schemes. This was implemented by replacing the residual objective function by a ''bogus'' objective function that allows explicit specification of specified (bogused) displacement vectors. For a two-dimensional grid with dimensions 350 3 450, a single displacement vector (di 5 22, dj 5 0, in distances of grid units) was located at the center of the domain. The weight given to the bogus objective was chosen to correspond to an observation standard deviation of one grid length. A set of FCA computations was then performed using a displacement length scale of 45 grid units, with various settings of penalty function multipliers, and two values of truncation wavenumbers (5 and 10). When nonzero, the values of the penalty function multipliers are: l d 5 1, l m 5 1, l a 5 1, and l div 5 0.1. Sample results shown in Fig. A1 demonstrate the effective length scales that result from these settings, and also illustrate how the different constraints influence different aspects of the displacement field. In general, as the constraint weights increase the magnitude of the displacements decreases, and in the top row of Fig. A1 , in the limit of zero weights, the objective function is minimized by a solution that is equal to the single observation at that observation and that is smoothed by the spectral representation.
APPENDIX B
Adjustment of WRF Fields
While it is tempting to simply displace all model fields along the model coordinates, such a simplistic approach results in large model imbalances. To minimize these imbalances, we apply a modified version of the methodology of Hsiao et al. (2010) . The reader should refer to Hsiao et al. (2010) for the details of their methodology, but note that their technique was applied only over regions with little terrain relief. As they were concerned with the displacement of tropical cyclones over oceans, this was not a critical limitation for their specific application. However, we require a more robust solution that allows for the displacement of model fields over regions of complex terrain. In general we follow the technique of Hsiao et al. (2010) , but we use the following modifications to account for complex terrain.
Unlike Hsiao et al. (2010) , we use no vortex bogus in any of our test cases, including the displacement of Hurricane Katrina (2005) in section 3a. The only fields to be simply displaced along the model surfaces h are the momentum fields (u, y, w) and hydrometeor mixing ratios. The displaced field, e.g., u, can be expressed at the original ''background'' field, u b , evaluated at the displaced coordinates, that is, i 1 di, or can be expressed as the background field plus an incrementũ:
Note that the displacement vectors (di, dj) represent the source of the data on the new grid; a positive value of dj indicates a southward displacement. While it may seem more logical to adjust the momentum fields in a way that accounts for changes in the potential energy due to vertical displacement, such adjustments will also negatively impact the geostrophic balance. Following Hsiao et al. (2010) , we first separate the background geopotential F into hydrostatic F h and nonhydrostatic F nh components. This is done to be consistent with WRFDA in which analysis increments of potential temperature u and water vapor mixing ratio g are used to derive corresponding hydrostatic geopotential analysis increments. To do so we must first solve for the hydrostatic geopotential: 
where R d is the gas constant for dry air, R y is the gas constant for water vapor, p 0 is the reference pressure, and c p is the specific heat of dry air at constant pressure. We then save the nonhydrostatic portion of the geopotential for later use as it will not be displaced:
An alternative would be to eliminate the nonhydrostatic component, but this would have the disadvantage of introducing changes in the absence of displacements. While Hsiao et al. (2010) simply displaced the potential temperature along model coordinates, this induces buoyancy problems where displacements cross vertical relief. For example, an uphill displacement would bring lower potential temperature air on top of a mountain where it will be negatively buoyant and induce a katabatic wind. Likewise a downhill displacement will create an area of positive buoyancy and induce convective overturning. To deal with this we instead displace the potential temperature along constant altitude surfaces:
Note that the potential temperature is evaluated by vertically interpolating the model levels that bound the altitude, which in turn is calculated from the background geopotential:
To allow for the displacement of surface pressure fields, we instead displace the sea level pressure that is calculated using the algorithm of Dudhia et al. (2005, chapter 11 ). With a displaced sea level pressure in hand, we convert that back to a surface pressure and compute the surface pressure incrementp s . Because of the nonlinear Classius-Clapeyron equation, displacing the water vapor mixing ratio uphill will result in areas of supersaturation. We instead convert the water vapor mixing ratio to relative humidity, displace the relative humidity along the model surfaces, and then convert the relative humidity back to a displaced water vapor mixing ratio g and its incrementg. To the extent that cloud amount is a function of relative humidity, this procedure will preserve cloud amount, which is consistent with our treatment of preserving hydrometeors.
After using our modified technique to displace the surface pressure p s and moisture g, we continue following Hsiao et al. (2010) . Whereas other variables were displaced, the new dry air mass, m d , is found by solving for and adding its increment using the surface pressure incrementp s and moisture incrementg: 
Using the dry mass incrementm d , we then solve for the pressure increment by integrating down from the model top:
With the mass fields now displaced, we recalculate the hydrostatic geopotential F h , using Eq. (B2). Recalling the nonhydrostatic geopotential F nh that we saved before applying the displacements [Eq. (B4)], we add the two components to calculate the total geopotential, F 5 F h 1 F nh .
