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EQUIVARIANT SYMBOL CALCULUS FOR DIFFERENTIAL
OPERATORS ACTING ON FORMS
F. BONIVER AND S. HANSOUL AND P. MATHONET AND N. PONCIN
Abstract. We prove the existence and uniqueness of a projectively equivari-
ant symbol map (in the sense of Lecomte and Ovsienko) for the spaces Dp
of differential operators transforming p-forms into functions, over Rn. As an
application, we classify the Vect(M)-equivariant maps from Dp to Dq over a
smooth manifold M , recovering and improving earlier results of N. Poncin.
This provides the complete answer to a question raised by P. Lecomte about
the extension of a certain intrinsic homotopy operator.
1. Introduction
Let Dkλ(M) denote the space of differential operators of order at most k acting
on λ-densities over a smooth manifold M . Let also Dλ(M) denote the filtered union
of these spaces. Both Dkλ(M) and Dλ(M) are in a natural way modules over the
Lie algebra Vect(M) of vector fields over M .
In [6], for M = Rn, P. Lecomte and V. Ovsienko considered the space Dλ(M)
as a module over the subalgebra of Vect(M) made of infinitesimal projective trans-
formations, which is isomorphic to sl(n + 1,R). They showed that this module is
actually isomorphic to the module of symbols Pol(T ∗M), which is the space of func-
tions on T ∗M that are polynomial along the fibres. Up to a natural normalization
condition, the isomorphism Qλ from Pol(T
∗M) to Dλ(M) is unique and named
the projectively equivariant quantization map. Its inverse σλ is the (projectively
equivariant) symbol map. An explicit formula is given in [6] for both mappings in
terms of a divergence operator.
Furthermore, when M is an arbitrary smooth manifold, the knowledge of the
equivariant symbol map proves useful to classify the Vect(M)-equivariant maps
between Dλ(M) and Dµ(M).
Several extensions of this work have recently been proposed. In [2], one considers
the spaces Dλ,µ(M) of differential operators mapping λ-densities into µ-densities
as modules over the Lie algebra of infinitesimal conformal transformations, while
in [1], the algebras under consideration correspond to the action of the symplec-
tic (resp. pseudo-orthogonal) group on the Lagrangian (resp. pseudo-orthogonal)
Grassmann manifolds. The results in both cases are the existence and uniqueness
of an equivariant symbol map from Dλ,µ(Rn) to the corresponding symbol space,
provided that the value µ− λ does not belong to a countable critical set. Unfortu-
nately, in these situations, a general formula for the symbol and quantization maps
seems out of reach.
In this paper, we present a first example of projectively equivariant symbol
calculus for differential operators acting on tensor fields. We consider the spaces Dp
of differential operators mapping p-forms into functions over a smooth manifold,
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whose dimension is assumed to be greater than 1. We still denote by Dkp the
subspace of operators with order at most k. The corresponding symbol space Sp
is made up of polynomial functions valued in contravariant antisymmetric tensor
fields.
We show first that, for M = Rn, there exists a unique (up to normalisation)
projectively equivariant symbol map from Dp to Sp. We obtain an explicit formula
in terms of the divergence operator and classical invariants of the space of symbols,
such as the Koszul differential. Next, we use this formula to classify the Vect(M)-
invariant maps from Dkp to Dlq over any manifold M , such that n = dimM > 1.
We recover in this way the results by Poncin [9] for p 6 n−2 and give the complete
list of invariants for p = n− 1 and p = n.
The paper is organized as follows. In Section 2, we recall basic definitions and
notation. In Section 3, we collect some properties of the spaces of symbols and de-
scribe the projectively equivariant quantization map (see Theorem 4). In Section 4,
we determine the invariant operators from Sp to Sq. This is a first step towards the
classification of Vect(M)-invariant maps from Dkp to Dlq over an arbitrary manifold
M , which is completed in Section 5.
2. Basic Definitions and Notation
Throughout this paper, we assume manifolds to be second-countable, smooth,
Hausdorff, and connected. Let M be such a manifold.
2.1. Differential operators acting on p-forms. Let Ωp(M) denote the space of
p-forms over M . The action of Vect(M) on Ωp(M) is standard:
(1) (LXω)x = (X.ω)x − ρ(DxX)ωx,
where X. denotes the differentiation along the vector field X, DxX is the Jacobian
matrix of X, and ρ denotes the natural action of gl(n,R) on the fibre ∧pT ∗xM .
We denote by Dkp the space of linear differential operators of order at most k
from Ωp(M) to Ω0(M) = C∞(M). The action of Vect(M) on this space is given
by the commutator: if D ∈ Dkp ,
(2) LXD = LX ◦D −D ◦ LX .
The filtered union Dp = ∪kDkp thus inherits a Vect(M)-module structure as well.
2.2. Space of symbols. For any D in Dkp , in local coordinates over a chart domain
diffeomorphic to Rn,
(3) (Dω)x =
∑
|α|6k
〈
Aα(x),
(
∂
∂x1
)α1
· · ·
(
∂
∂xn
)αn
ω
〉
,
where 〈, 〉 denotes the evaluation and Aα ∈ Γ(∧pTRn) for each α ∈ Nn.
The principal symbol σ(D) of D is the smooth section of the bundle
Ekp = ∧pTM ⊗ SkTM →M
defined, for all x ∈M and ξ ∈ T ∗xM by
(4) σ(D)x(ξ) =
∑
|α|=k
(ξ1)
α1 · · · (ξn)αnAα(x).
We call the kth order symbol space and denote by Skp the space Γ(Ekp ). The total
symbol space Sp is then the graded sum of these. Both Skp and Sp are modules
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over the Lie algebra of vector fields. The Lie derivative is still given by (1), ρ now
standing for the natural action of gl(n,R) on ∧pTxM ⊗ SkTxM .
2.3. Projectively equivariant quantization and symbol maps. Let g be a
Lie subalgebra of Vect(M). A g-equivariant symbol map is a g-module isomorphism
σg : Dp(M)→ Sp(M), such that for all D ∈ Dkp(M),
σg(D)− σ(D) ∈
k−1⊕
r=0
Srp .
In analogy with [1, 2], the inverse map Qg will be called a g-equivariant quantization
map.
Let us consider a basic example. We take M = Rn and consider the affine
subalgebra Aff of Vect(Rn), which is generated by constant and linear vector fields.
The map
σAff : Dp → Sp :
∑
|α|6k
〈
Aα(x),
(
∂
∂x1
)α1
· · ·
(
∂
∂xn
)αn〉
7→
∑
|α|6k
(ξ1)
α1 · · · (ξn)αnAα(x).
is a linear bijection. Moreover,
σAff ◦ LX = LX ◦ σAff
for all X ∈ Aff. In other words, the map σAff is an affinely equivariant symbol
map. The projective Lie algebra is the subalgebra of Vect(Rn) generated by the
vector fields
(5)
∂
∂xr
, xs
∂
∂xr
, and xrE (r, s ∈ {1, . . . , n}),
where E denotes the Euler (or Liouville) vector field ∑nr=1 xr∂/∂xr. We denote it
by sln+1 to recall that it is isomorphic to sl(n+ 1,R).
It is well-known that sln+1 is a maximal subalgebra of the Lie algebra Vect∗(Rn)
of vector fields with polynomial coefficients (see [6] for a proof).
A projectively equivariant symbol (resp. quantization) map is a sln+1-equivariant
symbol (resp. quantization) map.
2.4. Polynomial formalism. In order to simplify the computations involving dif-
ferential operators, it is convenient to represent them by polynomial functions be-
longing to the space of symbols, “a` la Fourier”. We will still denote by L the
Lie derivative of differential operators expressed in these symbolic terms. In other
words, we equip Sp with a Vect(Rn)-module structure isomorphic to that of Dp,
the isomorphism then being σAff . Seeking a g-equivariant quantization map then
amounts to seeking a g-module isomorphism from (Sp, L) to (Sp,L). Moreover, as
in [5], we consider the natural extension of σAff to multidifferential operators. We
therefore represent such operators by polynomial functions of several variables.
NOTATION. As we continue, we represent by η the derivatives acting on the coef-
ficients of an element of Sp and by ζ the derivatives acting on a vector field. We
also write the symbols as polynomial functions of the indeterminate ξ. Besides,
following the notation of [2], we denote by Div the operator (η∂ξ) =
∑
i ηi∂ξi .
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The formulas for the Lie derivatives can then be stated in a concise way.
Lemma 1. The Lie derivatives on the space of symbols Skp are given by the expres-
sions
LXu = 〈X, η〉u− ρ(X ⊗ ζ)u,
and
(6) LXu = LXu+
k∑
r=1
tr(X)u,
where
(7) tr(X) : Skp → Sk−rp : Λ⊗ P 7→ −Λ⊗X
(ζ∂ξ)
r+1
(r + 1)!
P −X ∧ iζΛ⊗ (ζ∂ξ)
r
r!
P.
3. Projectively Equivariant Quantization Map
Let us first review some properties of the space of symbols.
3.1. Classical operators on the space of symbols. The typical fibre W kp of E
k
p
is isomorphic to ∧pRn ⊗ SkRn. The space ⊕k,pW kp is thus the tensor product of
the exterior and symmetric algebras over Rn. Now, any X ∈ Rn can be identified
with X ⊗ 1 or 1⊗X. We define two operators of multiplication by X:
pia(X) : W
k
p →W kp+1 : Λ⊗ P 7→ X ∧ Λ⊗ P
and
pis(X) : W
k
p →W k+1p : Λ⊗ P 7→ Λ⊗XP.
We will also make use of the corresponding inner products by an element α ∈ Rn∗:
iα : W
k
p →W kp−1 : Λ⊗ P 7→ iα(Λ)⊗ P
and
α∂ : W kp →W k−1p : Λ⊗ P 7→ Λ⊗ iα(P ) = Λ⊗
n∑
j=1
αj∂ξjP.
Now, if (vi) is a basis of Rn and if (βi) is the dual basis of Rn∗, the Koszul differential
can be defined as
(8) δ : W kp →W k−1p+1 : u 7→
n∑
j=1
pia(vj) ◦ (βj∂)(u),
while the associated differential δ∗ is defined by
(9) δ∗ : W kp →W k+1p−1 : u 7→
n∑
j=1
iβj ◦ pis(vj)(u).
The properties of these operators were discussed, for instance, in [3]. Let us quote
that they commute with the natural action of gl(n,R) on W kp , and that the following
relations hold on W kp :
δ2 = 0, (δ∗)2 = 0, δ ◦ δ∗ + δ∗ ◦ δ = (k + p)id.
It follows that if k+p 6= 0, the mappings δ◦δ∗/(k+p) and δ∗◦δ/(k+p) are projectors
onto gl(n,R)-submodules of W kp . We denote by Akp and Bkp their respective images.
At last, we know from the representation theory of sl(n,R) that the decomposition
W kp = A
k
p ⊕Bkp
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is the decomposition of W kp into irreducible sl(n,R)-submodules. It is worth notic-
ing that, in terms of Young diagrams, Akp is represented by a line of k+ 1 boxes on
top of p− 1 lines with one single box, while Bkp is isomorphic Ak−1p+1 .
Finally, the operators defined in this section can be canonically extended to the
spaces Skp . The operators δ and δ∗ obtained in this way commute with the action
of Vect(Rn). We write Akp = im δ ∩ Skp and Bkp = im δ∗ ∩ Skp .
3.2. Existence and uniqueness of the equivariant quantization. In order to
build the equivariant quantization, we use a method due to Duval, Lecomte, and
Ovsienko. It appeared in [2], in a conformal equivariance setting. In [1], it proved
to be relevant within a more general framework.
This method relies on the comparison of eigenvalues and eigenvectors of two
Casimir operators. We denote by C the Casimir operator associated to the repre-
sentation (Sp, L) of sln+1 and by C the Casimir operator associated to the repre-
sentation (Sp,L) of the same algebra.
Let us recall briefly the main stages of the process.
Assume that an sln+1-equivariant quantization Q is defined. Then
(10) Q ◦ C = C ◦ Q.
In particular, if P is a homogeneous eigenvector of C with eigenvalue α, then Q(P )
is an eigenvector of C with the same eigenvalue. The principal symbol of Q(P ) is
P .
Conversely, assume that
(1) The Casimir operator C is diagonalizable.
(2) To any homogeneous eigenvector P of C with eigenvalue α corresponds
a unique eigenvector of C, which we denote Q(P ), such that Q(P ) has
eigenvalue α and P is the principal symbol of Q(P ).
Then the map Q, linearly extended to Sp, is the unique sln+1-equivariant quanti-
zation of Sp.
The spectrum of C is described by Proposition 2. The difference C − C is
computed in Proposition 3. Finally, the unique sln+1-equivariant quantization is
described in Theorem 4.
Proposition 2. The restriction of C to Skp equals
k + n+ 1
n+ 1
δ ◦ δ∗ + k + n
n+ 1
δ∗ ◦ δ.
In particular, C is diagonalizable and its spectrum is
αkp︷ ︸︸ ︷
(k + n+ 1)(k + p)
n+ 1
: k ∈ N
 ∪

βkp︷ ︸︸ ︷
(k + n)(k + p)
n+ 1
: k ∈ N
 .
Proof. We fix two bases of sln+1. The first one is made up of the vector fields
ei =
∂
∂xi
, E , hA = −
∑
k,l
Akl x
l ∂
∂xk
, i = − 1
2(n+ 1)
xiE ,
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where i ∈ {1, . . . , n} and A runs over a basis of sl(n,R). The second one is its dual
with respect to the Killing form of sln+1. We write
i,
1
2n
E , n
n+ 1
hA∗ , ei,
where A∗ is dual to A with respect to the Killing form of sl(n,R).
Then,
(11) C = 2
n∑
i=1
Li ◦ Lei + L∑i[ei,i] + 12n (LE)2 +
n
n+ 1
∑
LhA ◦ LhA∗ .
Since C commutes with the constant vector fields, it has constant coefficients.
Hence, we just collect terms with such coefficients in the last right-hand side. From
LX = X.− ρ(DX), where ρ denotes the natural representation of gl(n,R), we get
C|Skp =
(
k + p
2
+
(k + p)2
2n
)
id +
n
n+ 1
∑
A
ρ(A) ◦ ρ(A∗).
The second factor of the last term is the Casimir operator of sl(n,R) acting on
W kp . It is a multiple of the identity on each irreducible component A
k
p and B
k
p . The
computation of the eigenvalues is classical (see, for instance, [4, p.122]).
Since
1
k + p
δ ◦ δ∗ and 1
k + p
δ∗ ◦ δ
are the projectors on Akp and B
k
p , the conclusion follows. 
Proposition 3. Let NC denote the difference C − C. Then NC equals
1
n+ 1
(δ ◦Div ◦ δ∗ + δ∗ ◦Div ◦ δ).
Proof. We use the bases defined in the proof of Proposition 2. As a consequence of
(6) and (11),
NC = C − C = 2
n∑
i=1
t1(
i) ◦ Lei .
Using (7), we get
NC |Skp =
k + p
n+ 1
Div − 1
n+ 1
iη ◦ δ
But, if k > 0,
NC |Skp = NC ◦
δ ◦ δ∗ + δ∗ ◦ δ
k + p
.
Since [Div, δ] = 0 and [Div, δ∗] = iη, the conclusion follows. If k = 0, NC vanishes.

Theorem 4. The map Q, defined by its restrictions
Q|Skp = idSkp +
k∑
l=1
Ql,p,
with Ql,p = Q′l,p +Q′′l,p, where
Q′l,p =
(
1
n+ 1
)l ∏
16j6l
1
αkp − αk−jp
 (δ ◦Div ◦ δ∗)l
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and
Q′′l,p =
(
1
n+ 1
)l ∏
16j6l
1
βkp − βk−jp
 (δ∗ ◦Div ◦ δ)l,
is the unique sln+1-equivariant quantization map of Sp.
Proof. Let P ∈ Skp be an eigenvector of C. The computation of Q(P ) is similar
according to whether P ∈ Akp or P ∈ Bkp (cf. Subsection 3.1).
Assume that P ∈ Akp. Then C(P ) = αkpP .
The linear system
(12) C(Q(P )) = αkpQ(P ),
which defines Q(P ), is a triangular one. Indeed, C(Skp ) ⊂ Skp and NC(Skp ) ⊂ Sk−1p .
Noticing that NC stabilizes im δ, we write Q(P ) = P +
∑k
r=1 Pk−r, with Pk−r ∈
Sk−rp , and we observe that (12) amounts to
Pk−r =
1
(n+ 1)(αkp − αk−rp )
δ ◦Div ◦ δ∗(Pk−r+1).
Hence the result. 
4. Invariant Differential Operators from Skp to Slq
In this section, we will characterize the differential operators T from Skp to Slq
that intertwine the action L of sln+1 on these spaces. The arguments are essentialy
those used in [1, Lemmas 10, 12]. We refer the reader to this paper for more detailed
computations.
Lemma 5. If T : Skp → Slq commutes with the action of constant vector fields, then
it has constant coefficients. If in addition, it commutes with the action of the Euler
field, it is homogeneous of order r = (k + p)− (l + q).
Theorem 6. The space of sln+1-invariant differential operators from Skp to Slq is
trivial if (l, q) 6∈ {(k + 1, p − 1), (k, p), (k − 1, p + 1)}. The nontrivial spaces are
generated by δ∗, id and δ∗ and δ, respectively.
Proof. The assertion is trivial if k+p = 0. Assume that k+p > 0 and let T denote
an invariant mapping from Skp to Slq. We may compose T on both sides with the
projectors on im δ and im δ∗ . We obtain in this way (at most) four invariant
operators. Let us show for instance how one can characterize an invariant operator
from Akp to Blq.
Since T has constant coefficients and is homogeneous with order r = (k + p) −
(l + q), its restriction to the subspace of Akp of sections with degree r polynomial
coefficients has values in the subspace of constant sections of Blq. As modules over
the Lie algebra of linear and divergence free vector fields, these subspaces identify
with SrRn∗ ⊗ Akp and Blq respectively, endowed with the standard representation
of sl(n,R).
If T is not trivial, since Blq is irreducible, the decomposition of SrRn ⊗ Akp
into sl(n,R)-irreducible submodules contains a factor isomorphic to Blq. We can
compute the Young diagrams associated to these submodules using Littlewood-
Richardson rule and compare these to the diagram associated to Blq. We then
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observe that the diagram associated to Blq is obtained by deleting r boxes in the
diagram associated to Akp. This amounts to the information l 6 k+1 and q+1 6 p.
Since T commutes with the Casimir operator C, we also have αkp = βlq, and thus
0 = (n+ 1)(αkp − βlq) = (k + p)(k + n+ 1)− (l + q)(l + n) > (l + q)(k − l + 1) > 0.
This implies successively l+q > 0, l = k+1, p = q+1, and finally r = 0. Therefore
T defines an sl(n,R)-invariant map from Akp to Bk+1p−1 . The space of such invariants
is by Schur’s lemma at most one dimensional, and is thus generated by the map
δ∗. 
5. Invariant Operators from Dkp to Dq
In this section, we let M denote an arbitrary manifold. We show how the pro-
jectively equivariant quantization map allows us to classify the Vect(M)-invariant
operators T from Dkp(M) to Dq(M), i.e. those T such that
(13) T (LXD) = LXT (D)
for all X ∈ Vect(M) and D ∈ Dkp(M). We denote by Ikp,q the space of these
invariant operators.
The classification method presented here allows us to recover quite easily the
results of [9] in the case p 6 n− 2 (n = dimM) and to complete the classification
of invariant maps in the cases p = n− 1 and p = n.
The following result is proved in [9].
Proposition 7. If T ∈ Ikp,q, then T is a local operator.
We can thus consider the restrictions of invariant operators to relatively compact
chart domains over the manifold. We can furthermore consider chart domains that
are diffeomorphic to Rn, and it will be sufficient to compute the spaces Ikp,q over
the manifold M = Rn. Now, we use the projectively equivariant quantization map
as a tool in the following way. To any T ∈ Ikp,q, we associate the operator
T :
k⊕
r=0
Srp → Sq : u 7→ (Q−1 ◦ T ◦ Q)(u).
We also denote by Tr,p the restriction of T to Srp . In this framework, equation (13)
means that T has to commute with the operator Q−1◦LX ◦Q, for all X ∈ Vect(Rn).
Restricted to Srp , the latter operator equals
LX +
r∑
i=1
γi,p(X),
where each γi,p(X) : Srp → Sr−ip is a differential operator with respect to X and
vanishes for all X in sln+1. Equation (13) then first implies
LX ◦ Tr,p = Tr,p ◦ LX ,
for any X ∈ sln+1, and Theorem 6 ensures that no more than three nontrivial
invariant types exist:
• If q = p− 1, the map Tr,p : Srp → Sr+1p−1 writes ar,pδ∗ for some constant ar,p.
• If q = p, the map Tr,p : Srp → Srp writes br,pδ ◦ δ∗ + cr,pδ∗ ◦ δ for some
constants br,p and cr,p.
• If q = p+ 1, the map Tr,p : Srp → Sr−1p+1 writes dr,pδ for some constant dr,p.
EQUIVARIANT SYMBOL CALCULUS FOR DIFFERENTIAL OPERATORS 9
The commutation relation (13) then forces T to fulfil
(14) γi,q(X) ◦ Tr,p = Tr−i,p ◦ γi,p(X)
for all r 6 k, i 6 r, and X ∈ Vect(Rn).
An important remark helps simplifying the computations further at this stage.
Notice that it is sufficient to require that condition (13), and therefore (14), be
satisfied for all X with polynomial coefficients. Indeed, the Lie derivatives are
differential operators with respect to X. But then, since sln+1 is a maximal sub-
algebra of Vect∗(Rn) (cf. Subsection 2.3), it suffices to verify that (14) holds for
a given polynomial vector field X out of sln+1 in order to ensure that T be a
Vect(Rn)-invariant.
NOTATION. From now on, we therefore fix X = (x1)2∂/∂x2 .
Lemma 8. The following relations hold on Srp :
• For all i, r, and p: δ∗ ◦ γi,p(X) = γi,p−1(X) ◦ δ∗.
• For all r > 1 and 1 6 p 6 n− 1, δ∗ ◦ γ1,p(X) 6= 0.
• The operator γ1,p vanishes iff r = 0 or p = n or (r, p) = (1, 0).
• For all r > 3 and p ∈ {0, . . . , n− 2}, δ ◦ γ1,p(X) ◦ δ 6= 0.
• For all r > 2, δ∗ ◦ γ2,n(X) 6= 0.
Proof. The proof is straightforward. Let us perform it for the first claim. Note
that the maps γi,p are polynomial functions of the operators LX , t1(X) and Qj,p
(1 6 j 6 i). For instance, we have
γ1,p(X) = t1(X) + [LX ,Q1,p].
In order to conclude, we notice that [δ∗, LX ] = [δ∗, t1(X)] = 0 and that δ∗ ◦Qi,p =
Qi,p−1 ◦ δ∗. 
Corollary 9. For all p, D0p is isomorphic to S0p as a Vect(M)-module, while D1p is
isomorphic to S1p ⊕ S0p , if and only if p = 0 or p = n.
Proof. Over any chart domain U of M , Theorem 4 allows us to define a unique
isomorphism QU of sln+1-modules from the space of symbols to the space of differ-
ential operators over the chart. By Lemma 8, the operator γ1,p(X) vanishes and
the maps QU actually commute with the action of all vector fields over the chart.
The uniqueness of the maps QU as Vect(U)-module isomorphisms then implies that
they glue toghether to define a global isomorphism. 
Now, before turning to the classification results, let us recall the expression of
some classical invariant maps and introduce some new ones.
5.1. Some invariant maps. The dual d∗ of the de Rham differential is defined
by
d∗ : Dkp → Dk+1p−1 : D 7→ D ◦ d.
It is well-known that it commutes with the action of Vect(M). The space D0 is the
direct sum of the space of differential operators vanishing on the constants and of
D00. We denote by I0 the projection onto the second summand:
I0 : D0 → D00 : D 7→ D(1),
which is of course invariant.
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The conjugation operator was for instance presented in [8, 5.5.3] in the frame-
work of differential operators acting on densities. Let U be a chart domain of M .
Densities with weight 0 over U are nothing but functions, while 1-densities identify
with n-forms. Here, the conjugation operator C : Dkn → Dkn is locally defined by
the condition ∫
U
D(f)g =
∫
U
fC(D)(g),
where f and g are arbitrary compactly supported n-forms over U and D ∈ Dkn has
also compact support in U . It turns out that C is then a globally defined invariant.
Corollary 9 allows us to define a new invariant map, acting on Dkp when k = 1
and p > 1 or (k, p) = (2, n− 1):
K : Dkp → Dk−1p+1 : D 7→ Q ◦ δ ◦ σ(D).
Finally, we recall the existence of an invariant map K ′ : D20 → D11, which is defined
by its local expression over a chart domain of M :
Q−1 ◦K ′ ◦ Q|S20 =
1
2
δ, Q−1 ◦K ′ ◦ Q|S10 = δ, K ′|D00 = 0.
P. Lecomte presented this operator in a more general setting as a homotopy operator
for d∗ and proved its global existence and invariance (see [7, p. 188]).
5.2. Classification. We now state the classification of all invariant maps from Dkp
to Dq. Theorem 10 takes into account the case q = p−1. Theorem 11 and Theorem
12 give the results for q = p. Only a few values of k and p yield invariants when
q = p + 1. They are given, as well as the corresponding invariants themselves, by
Theorem 13.
Theorem 10. If p < n or k = 0, then Ikp,p−1 is generated by d∗. If p = n and
k 6= 0, then dim(Ikp,p−1) = 2, an additional generator being given by d∗ ◦ C.
Theorem 11. Let 1 6 p 6 n − 1. If k 6= 1 and (k, p) 6= (2, n − 1), then Ikp,p is
generated by the identity map. If k = 1 or (k, p) = (2, n−1), then another generator
is given by d∗ ◦K.
Theorem 12. The space I00,0 (resp. I0n,n) is generated by id. If k 6= 0, Ik0,0 (resp.
Ikn,n) is generated by id and I0 (resp. C).
Theorem 13. If k 6= 1 and (k, p) 6∈ {(2, 0), (2, n− 1)}, then Ikp,p+1 = {0}. If k = 1
or (k, p) = (2, n− 1), the invariants are multiples of K. If (k, p) = (2, 0), they are
multiples of K ′.
Proof of Theorem 10. Let T ∈ Ikp,p−1. We follow the method outlined and use the
notation introduced at the beginning of this Section. We have Tr,p = ar,pδ∗, for all
r ∈ {0, . . . , k}. The conclusion follows if k = 0.
Otherwise, the first of the commutation relations (14) then yields
ar,pγ1,p−1(X) ◦ δ∗|Srp = ar−1,pδ∗ ◦ γ1,p(X)|Srp .
In view of Lemma 8, we get
(ar,p − ar−1,p)δ∗ ◦ γ1,p(X)|Srp = 0.
If p 6= n, δ∗ ◦ γ1,p(X)|Srp 6= 0 and dim(Ikp,p−1) 6 1. Since d∗ is a suitable invariant,
the conclusion follows.
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If p = n, the second relation of (14) yields
(ar,p − ar−2,p)δ∗ ◦ γ2,n(X)|Srn = 0,
for all r > 2. Lemma 8 then ensures that dim(Ikn,n−1) = 2. Hence, the result. 
Proof of Theorem 11. Let T ∈ Ikp,p. Then d∗ ◦ T ∈ Ikp,p−1 is an invariant operator
classified by Theorem 10 and thus a multiple of d∗. If we add a suitable multiple
of id to T , we may assume that
d∗ ◦ T = 0.
Writing Tr,p = br,pδ ◦ δ∗ + cr,pδ∗ ◦ δ, we get (r + p)br,pδ∗|Srp = 0 and thus br,p = 0,
since p > 0. The first relation of (14) yields
cr,pγ1,p(X) ◦ δ∗ ◦ δ|Srp = cr−1,pδ∗ ◦ δ ◦ γ1,p(X)|Srp
and then
(15) δ∗ ◦ (cr,pγ1,p+1(X) ◦ δ − cr−1,pδ ◦ γ1,p(X))|Srp = 0,
for all r ∈ {1, . . . , k}. If k = 1, this equation is trivial and dim(I1p,p) 6 2. If k > 1,
we evaluate the left-hand side on im δ and obtain
cr−1,pδ∗ ◦ (δ ◦ γ1,p(X) ◦ δ)|Sr+1p−1 = 0.
Since im δ ∩ ker δ∗ = {0}, we conclude that T = Tk,p = ck,pδ∗ ◦ δ. Another look
at (15) shows that ck,p = 0 if p 6= n − 1. But, if p = n − 1 and k > 2, the second
relation of (14) forces ck,p = 0. Hence the result. 
Proof of Theorem 12. We proceed as in the proof of the last two theorems. We
know that Tr,p = er,pid, for p ∈ {0, n}. The first (resp. second) relation of (14)
yields the result when p = 0 (resp. p = n). 
Proof of Theorem 13. Let T ∈ Ikp,p+1. We have Tr,p = dr,pδ and thus Tr,p = 0. The
result for k = 1 is then clear.
From Theorem 11, we know that d∗ ◦ T is a multiple of the identity, provided
that 1 6 p 6 n− 2. This is also true if k > 3 and p = n− 1. But the restriction of
d∗ ◦ T to operators of order 0 vanishes. Therefore,
d∗ ◦ T = 0.
We deduce that dr,pδ
∗ ◦ δ|Srp = 0 and thus T = 0.
Now, if p = n− 1 and k = 2, we get similarly that d∗ ◦ T is a multiple of d∗ ◦K.
If p = 0 and k > 2, d∗ ◦T is a combination of the identity and I0. It vanishes on
operators of order 0. Therefore, d∗ ◦ T = a(id− I0) for some a ∈ R. This equality
implies dr,0δ
∗ ◦ δ = a id on Sr0 , for all r > 1, which in turn proves the result for
k = 2. If k > 3, the first relation of (14) forces once more T to vanish. Hence, the
result. 
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