In this paper, we present a survey concerning unconstrained free boundary problems of type
Introduction (a) Background
Free boundary problems arise naturally in a number of physical phenomena. The common theme in these problems is to find an unknown pair (u, Ω), where the function u solves some equation outside ∂Ω (the free boundary), and some global conditions determine the behaviour of u across ∂Ω.
Most of these problems fit into two categories: the class of obstacle-type problems, and the Bernoulli-type ones. It is worth noticing that there are several other free boundary problems, such as free boundaries in porous medium equations, curvature-related problems, and so on. However, in this note, we focus mainly on obstacle-type problems, and just mention in passing the Bernoulli-type ones. 
(b) Obstacle problems
The prototype model for the first class of problems is given by the classical obstacle problem min K B 1 |∇v| 2 K := {v ∈ W 1,2 (B 1 ) : v ≥ ψ, v| ∂B 1 = g}, (1.1) where B 1 is the unit ball, ψ : B 1 → R and g : ∂B 1 → R are smooth given functions, and ψ| ∂B 1 < g. This class of problems is very well described in [1] , and we refer to it for more details and references.
It is well known that if u is the unique minimizer to the above problem, then it solves
It is possible to prove that solutions to this problem belong to W 2,p (B 1 ) for any p > 1, and because W 2,p functions are twice differentiable a.e. when p > n, one deduces that u = ψ a.e. on {u = ψ}. Hence, the obstacle problem can be rewritten as
with the additional (global) information u ∈ W 2,p (B 1 ) for all p ∈ (1, ∞) [1, ch. 1, §3]. Note that because u jumps from the value zero inside {u > ψ} to the value ψ on {u = ψ}, the second derivatives of u cannot be continuous in general. However, it is possible to prove that u ∈ C 1,1 , and starting from this fact one can show the regularity of the free boundary ∂{u > ψ} [2, 3] (see also [1, ch. 2-8] ).
(c) Bernoulli problems
Bernoulli-type problems are free boundary problems with a transition conditions across the free boundary. The archetype for this class of problems is
where g may take both negative and positive values. Solutions to this problem satisfy u = 0 when u = 0, with a transition condition on the free boundary {u = 0} that can be derived formally in the case of a smooth free boundary and reads
Here, u ± ν denote the normal derivatives in the inward direction to {±u > 0}, so that u ± ν are both non-negative.
Because of the jump in the gradient across the free boundary, the optimal possible regularity is Lipschitz. 1 This regularity is indeed true [4, ch. 6] , and again regularity of the free boundary can be shown [4, ch. 3-5] . We refer to [4] for more details and references.
(d) Obstacle-type problems
The aim of this note is to focus on the first class of problems, although an analysis (rather a discussion, as the second class of problems seems much harder to handle) similar to the one 1 It is worth noticing that classical PDE theory usually deals with regularity of type W k,p or C k,α with 1 < p < ∞ and α ∈ (0, 1).
On the other hand, free boundary problems give rise to integer-order regularity (C 0,1 in this case, or C 1,1 in the obstacle problem), and as such these regularities are much harder to obtain, as classical techniques usually fail in such scenarios. performed here could be done also for the second class. The basic idea is that solutions to the classical obstacle problem solve the system
where Ω = {u > ψ}. However, in the system above, we can neglect the information that {u > ψ} inside Ω and just ask ourselves what is the regularity of u if Ω is some arbitrary open set (in particular, u could be less than ψ in some regions of Ω). This problem is related to free boundaries in potential theory and as shown in the discussion of Problem A in [1] , even if we are losing some information, under the assumption that ψ ∈ C 1,1 one can still prove that solutions to this problem are C 1,1 , and an analysis of the free boundary can still be performed.
One may now try to go further and replace the Laplacian by a fully nonlinear operator. Actually, also the condition u = ψ can be seen as a degenerate PDE, as we shall see below.
Our goal here is to present a general class of free boundary problems as a matching problem. This matching is across an unknown (free) boundary, in the sense that one is looking for a function which satisfies two different conditions in disjoint domains but with some global information about how the values of the function in the two domains should match. Such matching problems can be represented in a very general form as
where Ω is an unknown open set, F i (i = 1, 2) are elliptic/parabolic operators, and S(B 1 ) is some function space to which u should belong. This general setting includes, as special cases, several important problems, for instance:
-the classical no-sign obstacle problem, that includes the classical obstacle problem as particular case: F 1 := u − 1, F 2 := u, S(B 1 ) := W 2,n (B 1 ) [1, 5] ; -the general no-sign obstacle problem for fully nonlinear operators when ψ ∈ C 1,1 :
where F is any convex fully nonlinear operator, F 2 := χ {|D 2 u|>C 0 } (as on the contact set |D 2 u| = |D 2 ψ| ≤ C 0 ), and S(B 1 ) = W 2,n (B 1 ) [6] .
The global W 2,n assumption on u is motivated by the theory developed in [7] (see also [1, 8, 9] ) and it is crucial for regularity, as it implies that the two equations are not unrelated. In both cases, one can prove optimal regularity for the solution, namely u ∈ C 1,1 . However, this optimal regularity result is specific to the structure of these two problems and cannot be true in general, as the following examples show.
Example 1.1. In [10] , the authors construct an interesting example of a function u which is not
This function is a solution to the above problem with F 1 (D 2 u) = u + 1 in Ω = {u > 0}, and
Moreover, Ω is a level set of u, but the C 1,1 regularity fails. Note that by elliptic regularity u ∈ C 1,α loc (B 1 ) for any α < 1, and actually the second derivatives of u belong to BMO.
For systems, Nina Uraltseva gave the following simple example: S(z) := z 2 log |z|, z = x + iy. The real and imaginary parts of S satisfy (up to a multiplicative constant) u i = −u i /|u|, (i = 1, 2), but they are not C 1,1 .
The examples above suggest that in general we cannot expect C 1,1 -regularity of solutions, unless we restrict the problem into a smaller class of equations; this is illustrated in a few cases below. Note that in example 1.1, although the solution is not C 1,1 , their second derivatives belong to BMO as a consequence of classical elliptic regularity (see, for instance, the appendix in [11] for a proof of BMO regularity for elliptic and parabolic fully nonlinear equations). Nevertheless, we do not expect this fact to be true in general for solutions to (1.3), and it would be interesting to understand under which assumptions such BMO regularity holds.
We conclude this section by noticing that in the book [12, ch. VI, §5] (see also [13] ), there are discussions and few results on 'overdetermined' problems with matching Cauchy data. However, there the free boundary is a priori assumed to be C 1 and the authors derive higher order regularity, while here we want to start with much less regularity for the solutions and without any regularity assumption on the free boundary.
A similar type of problem is the one of 'matching Cauchy data' from one side of a domain 2
, and one may ask both about the regularity of solutions and that of ∂Ω. A simple example of such a problem in the linear case is the following:
As mentioned before, in this case u ∈ C 1,1 , and starting from there one can obtain regularity for the free boundary (under some thickness assumptions of the complement of Ω) as in [14] . However, for the nonlinear problem, one needs a different approach as one cannot subtract u 1 and u 2 , and to our knowledge there are no results in this direction.
Optimal regularity for unconstrained problems (a) The double obstacle problem
The constrained variational problem, known as double obstacle problem, is given by
Note that in the particular case of ψ 2 ≡ +∞, the problem reduces to the classical obstacle problem which is more or less a closed chapter [2, 3] . Notwithstanding this, a huge number of interesting applications in diverse areas in analysis have arisen in recent years; among them are the theory of quadrature domains, and related problems such as Laplacian growth, algebraic droplets of Coulomb gas ensembles, potential theoretic equilibrium measure and its random matrix models [15] . The double obstacle case, however, is much less studied; this depends on less developed appropriate technical tools, and (probably) on the fact that it has been considered as an 'easy' generalization of the one-sided obstacle problem. This is of course the case if one considers the problem at points away from the part of the free boundary that is 'sandwiched' between both obstacles.
Here, we want to show how it is possible to restate this problem in a form that allows us to deduce regularity of solutions as a corollary of general results for unconstrained problems. As we shall see, it is actually possible to replace the Laplacian by a fully nonlinear operator and still get optimal regularity. Before passing to fully nonlinear operators, let us make the following observation: assume that u solves some equation of the form F(D 2 u, ∇u, u, x) = 0 and suppose that u ∈ C 1,α (B 1 ) for some α > 0. Then, if F is at least Hölder continuous in the variables (∇u, u, x), the operator
is independent of u and ∇u, and is Hölder continuous in the x variable. This is to say that when it comes to prove high enough regularity (say C 1,1 ), one can assume that the operator is independent of u and ∇u, as the above argument allows one easily to reduce to that case.
Thus, we fix two functions ψ 1 ≤ ψ 2 of class C 1,1 , and consider the solution of the problem
Here, F is a fully nonlinear operator (that one could make it depend also on u and ∇u, if desired) and this equation is to be understood in terms of viscosity solutions [7] . By standard theory [7] , one can show that any solution belongs to W 2,n , and that on the contact set {u = ψ 1 } (resp. {u = ψ 2 }), the value of F(D 2 u, x) is given by replacing D 2 u with D 2 ψ 1 (resp. D 2 ψ 2 ). Hence, one can rewrite the above equation as
along with the constraint ψ 1 ≤ u ≤ ψ 2 . As the right-hand side is bounded, by classical theory for fully nonlinear equations one deduces that u ∈ W 2,p (B 1 ) for any p > 1 (actually, D 2 u belongs to BMO, see for instance the appendix in [11] ), hence u is twice differentiable a.e. We then note that if we set Ω :
. Hence, as a corollary of the results in [6] (see also [16] ), we conclude that u is of class C 1,1 inside B 1/2 . More precisely, the following theorem holds. 
for some α > 0. Assume that F(·, x) is either convex or concave, and that ψ 1 , ψ 2 ∈ C 1,1 . Then for any solution u to equation (2.2), one has u ∈ C 1,1 (B 1/2 ), where the C 1,1 norm of u in B 1/2 depends only on the data and u L ∞ (B 1 ) .
(b) Matching regularity
A general question (that includes the above discussion) is the following: 
where α ∈ (0, 1) and F is a 'nice' uniformly elliptic fully nonlinear operator. Then we ask whether u ∈ C 1,α (B 1/2 ).
The above question is non-trivial already when F = u. Note that if instead of saying that ∇u ∈ C α one knows that D 2 u ∈ L p (B 1 \ Ω) for some p > n, then F(D 2 u, x) ∈ L p in B 1 and the W 2,p regularity of u in B 1/2 follows immediately from elliptic regularity [17] .
Similar questions can also be asked for more degenerate operators of the form |∇u| γ F(D 2 u, x) that are known to satisfy interior C 1,β estimates [18] .
Example 2.2 is just a simple illustration of some questions that naturally include several free boundary problems as a special case. For instance, consider again a W 2,n solution of the no-sign obstacle problem uχ {u =ψ} = 0. 3 (2.5)
If ψ ∈ C 1,α , then the regularity of u can be seen as a particular case of (2.4) above with Ω = {u = ψ}. More generally, one may ask for regularity of solutions under other regularity assumptions on ψ.
We think that a better understanding of these problems would be extremely interesting not only for the applications to free boundaries, but also because their study could lead to the development of new interesting techniques.
On a different direction, in the above problems, one may strengthen some of the conditions on u and ask for higher regularity. We illustrate this with another example.
Example 2.3. Consider the solution to
where α ∈ (0, 1], and assume that
Then we ask whether u is C 2,β at the origin for some β > 0, that is whether there is a second-degree polynomial P(x) such that
In this particular case, the answer to this question is a consequence of the results in [17] . More precisely, assuming for simplicity that F(D 2 u, x) = G(D 2 u) − f (x) with G(0) = 0, the above assumptions imply that
Then, if G is uniformly elliptic and either convex or concave, [17, theorem 3] implies the C 2,β regularity at the origin for any β < min{α, α 0 }, where C 2,α 0 is the regularity for the 'clean equation' To show a simple case where this result can be applied consider the no-sign obstacle problem for the Laplace operator: assume that ψ ∈ C 2,α (B 1 ) and let u ∈ W 2,n solve uχ {u =ψ} = 0.
with Ω := {v = 0}. Then v is universally C 1,1 in B 1/2 and we can distinguish two kind of points, depending whether ψ(x 0 ) = 0 or not. In the first case, we are at the so-called 'non-degenerate points' which are the ones where regularity of the free boundary can be proved (see for instance [1, 3] ). When ψ(x 0 ) = 0, then | ψ(x) − ψ(x 0 )| |x − x 0 | α and the above discussion implies that u ∈ C 2,γ at x 0 for all γ < α.
Systems and switching problems (a) Optimal switching problems
Optimal switching problems, where a state is switched to another state for cost reduction or profits, corresponds to obstacle/constrained problems where vectorial functions are involved. Switching problems have recently attracted a lot of attention in mathematical finance and economics, where uncertainty related to evaluation of investment projects affects decisions. Such problems also arise in the optimal control of hybrid systems and in stochastic switching zero-sum game problems; for instance [19] [20] [21] and references therein. For applications to starting-stopping problem and finance, we refer the reader to [22, 23] .
Assuming as before that our operators do not depend on u and ∇u, the problem of optimal switching for two states are formulated in terms of viscosity solutions to the following system of equations (in B 1 , say):
Here as usual, F i are nice elliptic operators, ψ 1 + ψ 2 ≥ 0, and both ψ 1 and ψ 2 are smooth. We may rephrase this, upon showing a lower regularity of type W 2,n , in the form
along with the constraints u i ≥ u j − ψ i (i = j and i, j = 1, 2). It is actually possible to go further and consider the case of a double switch. Then, a doubleconstrained version for two-switching problem can be formulated as
We refer to [24] and the references therein for some background on this family of problems. As for (3.1), it is not hard to realize that, once the 'primary' (here it is W 2,n ) regularity for solutions is established, one may rewrite (3.3) in the form
with the constraints (3.4) for u 1 , u 2 .
(b) Regularity issues for unconstrained system
To define an unconstrained version of (3.5), it suffices to drop condition (3.4) . Nevertheless, we shall rephrase equations (3.5) to allow further generalization of an unconstrained problem. We thus define
and set
This allows us to rephrase (3.5) in the following general form:
Then, assuming that dist(B 1 \ Ω 1 , B 1 \ Ω 2 ) = δ > 0 (this is satisfied for instance if we impose that ψ 1 +ψ 2 > 0 and ψ 2 +ψ 1 > 0), we can immediately prove uniform C 1,1 -regularity for u 1 and u 2 in B 1/2 . Indeed, if N 2 denotes the δ/4-neighbourhood of B 1 \ Ω 2 , then u 2 is uniformly C 2,α in B 3/4 \ N 2 because it solves a nice PDE in a δ/2-neighbourhood of this set, with bounded boundary data. In particular, in B 3/4 \ N 2 , u 1 is a solution to a free boundary problem of the type studied in [6, 16] , hence u 1 is C 1,1 loc there. As u 1 also solves a nice PDE in a δ/2-neighbourhood of N 2 , we conclude that u 1 is uniformly C 1,1 in B 1/2 . The same argument applies to u 2 . For future reference, we formulate this as a theorem. Theorem 3.1. Let F i (M, x) satisfy condition (2.3) and assume that F i (·, x) is either convex or concave, and that ψ 1 , ψ 2 ,ψ 1 ,ψ 2 ∈ C 1,1 (B 1 ). Also, let u 1 , u 2 solve (3.6) and assume that dist(
Let us point out that the situation δ = 0 is much more complicated, and already the case with one switch is far from trivial. Very recently, in [25] , the author has obtained the optimal C 1,1 -regularity for the minimal solution of (3.1) when F 1 = u − f 1 and F 2 = u − f 2 , under the assumption that the zero loop set {ψ 1 + ψ 2 = 0} is the closure of its interior. As shown in the same paper, this result is optimal, and it is possible to find a counterexample showing that the C 1,1 -regularity does not hold without that assumption on the zero loop.
It would be extremely interesting to understand whether the same regularity result can be shown for the unconstrained case, that is when one forgets the constraints u 1 − u 2 + ψ 1 ≥ 0 and u 2 − u 1 + ψ 2 ≥ 0.
Diversifications and open questions
In this section, we shall present several diverse but related free boundary problems, where many of them so far have been almost untouched. We shall formulate the problems without entering into much detail and suggest new problems that may be of interest for future research. 
(a) Gradient constraints
A classical problem is the well-known 'gradient constrained problem', which was subject to intense study a few decades ago. In its simplest form, it reads
This problem has applications in elastoplasticity of materials [26] and optimal control problems [27] . There are also recent applications in mathematical finance, where transactions costs are involved, see [28] and the references therein. When h is smooth, one can show that solutions are C 1,1 [29] . However, without the smoothness of h, the problem becomes much more delicate. A possible way to attack this problem in the case h = 1 (or more in general when (h 2 ) ≤ 0, as indicated in [30, theorem 3.1]) is to rewrite the problem as a double obstacle problem, where the obstacles solve the Hamilton-Jacobi equation ±|∇u| = ±h in the viscosity sense.
This motivates the study of double obstacle problems where the obstacles solve a general Hamilton-Jacobi equation. As in general solutions to the Hamilton-Jacobi equation are not smooth, the regularity of solutions to this double obstacle problem is far from trivial. We refer to the recent article [31] , and the references therein.
In [31] , it was shown that if the constraint is set as |∇u − a(x)| = 1 with a a vector field of class C α , and one assumes that u is C 1 near the contact region, then one obtains C 1,α/2 regularity for the Hamilton-Jacobi equation and from there one may proceed to obtain C 1,α/2 regularity for the solutions.
Motivated by the discussion above, we define now a general class of (double) gradient constrained problems for fully nonlinear equations as Dropping the constraints, one encounters a completely new unconstrained problem.
A natural question is: How regular are solutions and the free boundary for such problems?
(b) The p-Laplace operator
The case of the p-Laplace operator, i.e. p u := div(|∇u| p−2 ∇u) (1 < p < ∞), introduces challenging difficulties, and one may find a large number of results in the literature concerning lower-order regularity of solutions. While solutions to the p-Laplacian are no better than C 1,α p for some (unknown) exponent α p ∈ (0, 1), it is interesting to observe the regularity improves near the free boundary: indeed, it has been shown recently in [32] that solutions are C 1,1 at free boundary points. 4 The unconstrained counterpart of this problem, that is p u = p ψχ {u=ψ} without any restriction of the type u ≥ ψ, is a completely untouched area. Low regularity can be obtained up to a certain order, due to boundedness of the p-Laplacian of u. In general, this gives (through a blow-up and Liouville theorem) regularity of order 1 + α for any α < α p . It seems plausible to expect a second-order regularity at free boundary points also for the above unconstrained problem, i.e. without the condition u ≥ ψ. Similar formulations can be made for the gradient constrained or unconstrained problems for the case of p-Laplacian. One expects that, also in these cases, the optimal regularity of solutions at free boundary points should be of order two.
