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Abstract
In cellular phenomena, such as cytoplasmic streaming, molecular motors translocate along
microtubules carrying cargoes which entrain fluid. The piconewton forces that motors
produce can be sufficient to bend or buckle the filaments. When large numbers of such
forced filaments interact through the surrounding fluid, as seen in particular stages of oocyte
development in Drosophila melanogaster, complex dynamics arise, but the mechanism
underlying them has remained unclear.
Motivated by these observations, through a combination of theoretical analysis and
numerical simulations, we study a simplified microtubules-molecular motor system. Micro-
tubules are modelled as elastic inextensible two-dimensional filaments, and the molecular
motor-cargo ensemble as a point force. The analysed dynamics result from the interplay
between the forcing, elasticity, and hydrodynamic stresses associated with the motion in a
viscous fluid.
First, we study a single filament subject to a localised force acting tangentially at its tip.
We show that when the external forcing exceeds a finite threshold, the system undergoes a
Hopf bifurcation, which results in flapping motion, reminiscent of spermatozoa beating. We
elucidate the nature of such instability using a lower-dimensional ‘two-link’ model and linear
stability analysis. Then, we generalize the model to describe the real biological system more
accurately. In particular, we include the fluid flow created by the molecular motor-cargo
ensemble while it is walking along the microtubules, we allow the molecular motor to be
located anywhere along the filament, and extend the framework to the case of many motors.
Inspired by experiments, in which many filaments interact with one another, we apply
these extensions to the multi-filament case, with the aim of studying the collective dynamics of
flapping filaments. We consider two distinct scenarios: an array of filaments on a planar wall,
and a multitude of filaments inside a sphere. By exploiting asymptotic approximations and
parallel computing, we show that an array of filaments can synchronise their motion or reach
a final steady bent configuration. Moreover, we shed light on the role of confinement, which
proves to be crucial in spontaneously breaking the symmetry in the filament configuration, as
experimentally observed.
x
Our results form the basis for the deeper physical understanding of the role of fluid-
structure interactions during the oocyte development in Drosophila. By employing a range of
models of increasing complexity, we have been able to capture the wave-like filament motion
observed in experiments, paving the way for future research involving more physiological
details.
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The biological world includes a broad range of phenomena in which transport in a fluid
plays a central role. Among these is the fundamental issue of cell polarity arising during
development, studied historically using the model organism Drosophila melanogaster. The
polarity of its oocyte is known to be induced by the translocation of mRNAs by motor
proteins along a dense microtubule cytoskeleton. This translocation process also induces
cytoplasmic streaming. Recent experimental observations have revealed the remarkable
fluid-structure interactions that occur as the streaming flows back-react on the microtubules
[1].
Such dynamics have been experimentally studied by several authors in the biology
community [see 2, and references therein]. However, a precise formulation and analysis of
these problems from a biophysical standpoint has been lacking. This thesis aims at presenting
such an analysis by studying a simplified model, which, despite its reductionist nature, is still
able to capture the essence of the experimental observations.
In the remainder of chapter 1, we will discuss some examples of complex dynamics
arising from the action of motor proteins (Sec. 1.1). We then focus on the specific case
of cytoplasmic streaming in Drosophila (Sec. 1.2). We describe how motor proteins and
microtubules have been modelled from both a fluid and solid mechanics perspective in Sec.
1.3, and outline the structure of this thesis in Sec. 1.4.
1.1 Filament motion induced by motor proteins
Molecular motors are molecules that are responsible for transporting biological materials
inside cells. Among them are motor proteins that bind to polarized cytoskeletal filaments
and translocate steadily along them. They do so by repeated cycles of ATP hydrolysis, thus






Fig. 1.1 (a) Diagram of translocating motor proteins along MTs while carrying cargoes.
(Adapted from [5].) (b) Schematic of a motor protein moving with velocity v while transport-
ing a cargo. The motor is able to walk by converting chemical energy into mechanical work
by hydrolysing ATP to ADP and phosphate (P). (Adapated from [6].)
Motor proteins are ubiquitous in eukaryotic cells and differ in the type of cargo carried,
the direction of motion and the type of filament they bind to (either actin or microtubules).
Some motor proteins carry organelles or vesicles and transport them to specific locations in
the cell [4]; while others cause sliding of adjacent filaments which results in phenomena such
as ciliary beating and muscle contraction [4]. Myosins use actin filaments as cytoskeletal
tracks, while dyneins and kinesins move along microtubules (MTs) [7]. Motor proteins
move at speeds of the order of fractions of microns/sec and are able to exert forces on the
surrounding fluid on the piconewton scale, Fmotor ≈ 1 pN [7]. These forces are sufficient
to bend or buckle a MT, which typically has length L ≈ 10−20 µm and bending modulus,
A ≈ 10−23 N m2 [8], thus giving rise to complex dynamics. This can be easily shown
through a simple scaling argument: the ratio of the external force to the elastic force, namely
Fmotor/(A/L2), is in fact greater than one.
Among the many examples of filament deformation induced by molecular motors [9–14],
we recall that in the context of “motility assays” it has been observed that single filaments
1.2 Cytoplasmic streaming in Drosophila 3
forced by carpets of motors on a surface can undergo a variety of buckling instabilities,
particularly when one end is pinned by a ‘defect’ in the monolayer of motors [15, 8]. Similar
instabilities were also observed in microtubules gliding in axoplasm, in which the MTs would
undergo ‘serpentine’ movements when encountering an obstacle [16].
Another example of complex dynamics induced by molecular proteins is the phenomenon
of cytoplasmic streaming. Discovered first in aquatic plants in 1774 by Bonaventura Corti
[17], it is now known to occur in a broad spectrum of aquatic and terrestrial organisms
[18]. In each case of motor protein-filament pairs –typically myosin-actin in plants and
kinesin-microtubules in animals– cargo carried along by the motors entrains cytoplasmic fluid,
creating flows whose degree of organization reflects the architecture of the filament network.
While in mature plants the filaments tend to be anchored along the interior cell wall, in young
developing plant cells, and also in mature cells whose cytoskeleton has been transiently
chemically disrupted, there is strong evidence of self-organization processes [19] which
likely involves filament buckling and alignment by the very flows created by the moving
motors [20]. In the case of animals, the paradigm is oogenesis in the fruit fly Drosophila [21],
in which a dense network of microtubules emanates from the entire periphery of the oocyte,
so that one end of each filament is anchored at the oocyte boundary while the distant end is
free within the cellular interior. Direct visualizations [1] of the streaming flows (by means of
endogenous tracer particles) and the microtubules (fluorescently labelled) show that the flows
are disordered on the scale of the oocyte and are time-dependent on the scales ranging from
seconds to many minutes. While the long-time variation reflects changes in the composition
of the cytoskeletal fluid, the short-term variations arise from the motion of the filaments in
response to the streaming flows. We note that streaming is also present in neuronal contexts,
but there the filaments are often strongly cross-linked by microtubule-associated proteins
[22].
1.2 Cytoplasmic streaming in Drosophila
Drosophila is one of the most widely used organisms in genetics and experimental biology
owing to its small dimensions, short generation time, and facility to be grown in the laboratory
[23]. Several studies have been conducted using it as a model to study the process of formation
of a mature egg cell, called oogenesis. In Drosophila, this lasts approximately 80 hours and
has been divided in 14 stages depending on the morphology of the egg chamber [24, 25].
The egg chamber is surrounded by follicle cells and composed of an oocyte and 15 nurse


















Fig. 1.2 (a) Oogenesis of Drosophila melanogaster. The entire process lasts about 80 hours
and has been divided in 14 stages depending on the morphology of the egg chamber [24, 25].
The egg chamber is surrounded by follicle cells and composed of an oocyte and 15 nurse cells.
(Adapted from [2].) (b) Cartoon of the MT meshwork inside the oocyte. Along each MT,
motor proteins translocate while carrying cargoes such as mRNAs, vesicles and nutrients.
Being a eukaryote, Drosophila possesses the nucleus, which houses the DNA, and the
cytoplasm, which consists of a suspension of organelles in a liquid-like medium called cytosol.
Since cells need to interact mechanically with the environment as well as organise themselves,
their internal components must be able to rearrange during their lives. In eukaryotes, this is
mediated by a system of filaments contained inside the cell: the cytoskeleton [26].
1.2.1 Origin of cell polarity
Essential during oogenesis is the transport of proteins, organelles and mRNAs from the
nurse cells to the oocyte. This process takes places by exploiting molecular motors which
translocate along the cytoskeleton carrying cargoes (Fig. 1.2b) [2]. After reaching the oocyte,
these cargoes have to be transported to specific regions to accomplish their functions and
therefore allow the oocyte to continue its development. Myosins, dyneins and kinesins are the
three motor proteins responsible for actively transporting cargoes, converting the chemical
energy into mechanical work to bind to the cytoskeleton and move along the filaments
[7]. Different models for describing the underlying walking mechanism, which differs
between the motors, have been proposed, but an explanation about their high efficiency in
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transforming energy into work remains unclear [5]. The active transport mediated by the
motors entrains the surrounding fluid, giving rise to an advective movement of cytoplasm,
known as cytoplasmic streaming [27–29].
The cytoskeleton, which evolves during oogenesis, is constituted by three main types of
filaments: actin filaments, necessary for the whole-cell locomotion, intermediate filaments,
for providing mechanical strength, and microtubules (MTs), for organising organelles and
directing intracellular transport [26]. Actin filaments are composed of a subunit called
G-actin and their diameter is typically 9 nm. MTs are made of 13 parallel protofilaments,
each formed from alternating α- and β -tubulins, which create a hollow cylinder whose outer
diameter is 25 nm [26]. The succession of α- and β -tubulins sets an intrinsic polarity to
the MT, thus defining a minus- and a plus-end. MTs are extremely dynamic: their ends
alternatively experience catastrophes, the change from growth to shrinkage, and rescues,
from shrinkage to growth. These processes stochastically modify both their shape and length,
by a succession of binding and hydrolysis events [26, 30, 31]. For this, MTs are said to
undergo ‘dynamic instability’. Rescues and catastrophes do not occur sequentially one after
the other; after slowly growing, MTs abruptly shrink. If we were to plot how the MTs length
varies in time, we would observe a sawtooth-like function.
The typical growth and shrinkage rates of mammalian bovine brain MTs in vitro are
about 30 nm/s and 300 nm/s, respectively [32]. In vivo experiments performed on the
Xenopus laevis revealed a growth rate of about 500 nm/s [33], suggesting that the dynamic
instability occurs differently among the species and that in vivo and in vitro studies can lead
to quantitatively different results. In Drosophila oocytes, no studies have been conducted on
the dynamic instability of MTs.
mRNAs are actively transported by dynein and kinesin motors, which walk along MTs
towards the minus- end and the plus-end, respectively. The localisation of mRNAs to specific
regions in the Drosophila oocyte establishes the anteroposterior (AP) and dorsoventral (DV)
body axes of the embryo [34]. The embryo therefore becomes polarised already at stage 9,
but a late-phase of mRNA localisation occurs at stage 11, as described below. Cell polarity is
fundamental for normal cell function as well as the development of the egg chamber [35–40].
Recent studies have shown that the loss of polarity is also a key feature in the formation of
tumours [41].
1.2.2 Streaming and MTs
Being interested in the motors-induced dynamics, this study focuses on the evolution of
the oocyte between stage 9 and 11 only. At stage 9, the oocyte is roughly hemispherical,
























Fig. 1.3 Fluid flows and MT meshwork at stage 9 and 11. The velocity fields, superimposed
to the cartoons of the oocyte, were obtained by performing Particle Image Velocimetry (PIV)
on a set of images taken by Dr. Maik Drescher using PIVLab [46]. (a) At stage 9, MTs are
highly entangled and undergo waving motion, while the fluid flow is mainly localised to the
anterior side of the oocyte. (b) At stage 11, MTs form long bundles close to the boundary of
the oocyte, and the fluid flow exhibits a circulatory pattern that covers the entire oocyte.
Both the actin and MT meshwork are present. Actin filaments are randomly oriented, but
homogeneously distributed inside the oocyte. The dense, short-filaments-made actin mesh
results in a high dynamic viscosity, about 1.38 Pa s [1]. MTs are nucleated from the entire
boundary of the oocyte and are anchored at their minus-ends. They point to the centre of
the cell and exhibit a steep gradient in their local density moving from the anterior towards
the posterior pole (Fig. 1.3a) [42–44]. They measure 20-40 µm and assume entangled
configuration while undergoing wave-like motions [1]. The cytoplasmic streaming appears
to be slow (5-10 nm/s), unsteady, and spatially inhomogeneous [45], as it is indeed primarily
localised in the anterior half of the oocyte (Fig. 1.3a) [1]. Dyneins and kinesins walk on the
MT meshwork to conclude mRNAs localisation initiated at stage 8 [42].
During stage 10, the follicle cells migrate from the anterior to the posterior pole, the
actin meshwork dissolves, and the nurse cells contract and pump their contents to the oocyte
through the ring canals, making the oocyte grow in size. At stage 11, the MTs form long
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bundles close to the boundary of the oocyte while the cytoplasmic flow becomes vigorous and
fast (120-130 nm/s), covers the entire oocyte, and shows a circulatory pattern (Fig. 1.3b)[45].
This fast streaming enhances the localisation of mRNA, thus constituting the late-phase of
mRNA localisation [47, 48].
1.2.3 Open questions
Flows at stages 9 and 11 are not only topologically, but also quantitatively different. More-
over, also the underlying MT meshwork exhibits a significant difference, specifically in its
orientation. Despite the importance of cell polarity, that has led to several studies focussed on
mRNAs localisation and stage 9 of Drosophila oogenesis, research on the transition between
slow to fast streaming is scarce and solely experimental [2].
Serbus and colleagues exploited mutants of Drosophila to show that kinesin is capable
of driving a coherent circulatory fast streaming before stage 11, but dynein and the actin
meshwork can repress such premature onset [45]. They speculated that the actin cytoskeleton
is responsible for the shift from slow to fast streaming by inhibiting dynein, which competes
in a tug-of-war manner with kinesin. However, a clear picture of the underlying mechanism
is still missing [45]. In addition, the question of why MTs undergo waving motion at stage
9 and transition to statically laying down on the surface of the oocyte remains unanswered.
Theoretical instantiations of this behaviour can be difficult however due to the complex
mathematics involved.
1.3 The mathematical modelling of filaments and motors
As previously discussed, kinesin and dynein motors are responsible for transporting molecular
cargoes inside the oocyte: kinesins move towards the plus-end of the MT, while dyneins
towards the minus-end. The effect of walking along MTs transporting mRNAs, nutrients,
and other organelles results in setting up a fluid flow. This active transport together with the
advective transport of cargoes inside the oocyte give rise to cytoplasmic streaming, whose
typical speed at stage 9 is U ≈ 10 nm/s. The size of the oocyte measures Lo ≈ 100 µm and
the cytoplasm is primarily constituted of water (∼80%). Experimentally, it was shown that
the dynamic viscosity at stage 9 is three orders of magnitude higher than water. However,
as a conservative estimation, we can assume the kinematic viscosity of the fluid being
approximately equal to that of water, ν ≈ 10−6 m2/s.
In a fluid, the ratio of inertial forces to viscous forces is given by the Reynolds number,
Re = ULo/ν , where U is the velocity scale, Lo the length scale of the system, and ν the
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kinematic viscosity of the fluid. The Reynolds number for this biological fluid system is
Re ≈ 10−6, thus implying that inertia is negligible and viscous forces dominate. In this
regime, the dynamics of the fluid is governed by the incompressible Stokes equations, which
read
∇p = µ ∇2u+ρ f̃ , (1.1)
∇ · u = 0 , (1.2)
where p is the dynamic pressure, u the velocity of the fluid, µ and ρ its dynamic viscosity and
density, and f̃ the external body force per unit mass. Depending on the boundary conditions
and on the external force, the velocity and pressure fields can be computed either analytically
or numerically. Notably, these equations are time independent and linear.
Because of the several applications in a variety of instances, of particular interest is
the case of determining the fluid flow generated by a point force, i.e. a force applied at a
certain point in the fluid. Examples include the flow due to the motion of small particles in a
suspension [49] and boundary-integral representations to derive boundary-integral equations
[50, 51]. The velocity field u(x) created by a point force at x0 in an unbounded domain
corresponds to the one resulting from the slow motion of a small particle in a fluid otherwise
at rest. Mathematically this corresponds to solving the equations
∇p = µ ∇2u+F δ (x− x0) , (1.3)
∇ · u = 0 , (1.4)
where F represents the direction and magnitude of the point force and δ is the three-








|R| ·F , (1.5)
where G(x;x0) is the Green’s function, I the identity tensor, R = x−x0 is the vector pointing
from the location of the point force to that of the desired point in the domain, and R̂ its unit
vector. This fundamental singularity is called the ‘stokeslet’. Other fundamental singularities
such as stresslets and rotlets can be obtained by taking derivatives of the stokeslet [52].
1.3.1 Hydrodynamics of slender filaments in creeping flows
MTs, similarly to flagella, are slender filaments, as their width b is much smaller than
their length L, L ≫ b. In Stokes flows, also called creeping flows, their motion can be
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mathematically described by two different theories: resistive-force theory (RFT) [53] and
slender-body theory [54–57].
Resistive-force theory (RFT) was initially proposed by Gray and Hancock to describe
the swimming of sea urchin spermatozoa [53]. This model assumes that a slender filament,
defined by r, can be locally approximated by a rod, thus providing a local relation between
its velocity rt ≡ ∂ r∂ t and the hydrodynamic force per unit length exerted by the surrounding





· (rt −u) , (1.6)
where t̂ and n̂ are the local tangent and normal unit vectors to the centreline, and ζ⊥, ζ∥ are









The drag coefficients express the anisotropy of the viscous forces experienced by the filament,
noticeable for instance when dragging a slender body in a high-viscosity medium. Such
anisotropy plays a paramount role in the swimming problem at low Reynolds number as it
is required for drag-based thrust [see 59, and references therein]. Depending on the shape
of the body more accurate expressions for the two coefficients may be derived [60, 57, 55].
By Newton’s third law, the force acting on the filament by the fluid is the drag force, which
trivially reads f d =− f h. RFT can capture the essential physics of a system. However, it is
valid for filaments that are ‘exponentially thin’ as it is accurate to order (1/ ln(L/2b))2.
When accuracy is required, slender-body theory (SBT) should be exploited. SBT, initially
developed by Hancock [61], is based on the idea of taking advantage of the slenderness of
the filament and placing a line of fundamental singularities along its centreline. The kernel
of the resulting line integral is expanded in two domains determined by which length scale
dominates, either the thickness of the body or the centreline length. To then compute the
velocity field at the surface of the body, the two domains are matched asymptotically [60].
Many authors proposed different formulations [54, 55, 57]. Among them, Johnson derived
an improved version of SBT in order to account for the ends of the body [56].
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1.3.2 Solid mechanics of slender filaments
In this section, we derive the solid mechanics equations for a MT. As previously discussed,
MTs can easily bend and buckle, so elasticity must be included in the mathematical formula-
tion. Moreover, they shrink and grow, thus modifying their length. For simplicity, we neglect
these changes and assume they have constant fixed length. The governing equations for a
slender elastic inextensible filament can be derived using either force and moment balance
on an infinitesimal element bounded by two cross-sections or from energy functional [62].
In the following, we consider the latter approach. The elastic energy Eel of a slender bent
filament of length L and curvature κ(s) with constant circular cross-section, parametrised by






κ(s)2 ds , (1.9)
where A is the bending modulus, which is defined as A = EI, E being the Young’s modulus
and I the moment of inertia. Here, no intrinsic curvature was assumed [62, 63]. Interestingly,
the bending modulus can also be expressed in terms of the persistence length Lp as A= kBT Lp,
with kB the Boltzmann constant and T the absolute temperature. Inextensibility can be
imposed through the Lagrangian multiplier Λ(s) [64]. The energy functional associated with







hence the total energy functional for an elastic inextensible filament will be E = Eel +Eten.
From the energy functional, the Lagrange equation, in its general formulation, can be
used to obtain the governing equations. Defining L the Lagrangian and Q(s) the forces
acting on the filament that cannot be expressed through a potential, i.e. nonconservative







= Q(s) . (1.11)
At low Reynolds number inertia is negligible, hence the Lagrangian includes only the terms
arising from the potential energy functional E [r], namely L =−E . The equation of motion
can therefore be rewritten in terms of functional derivatives as
− δE
δ r(s)
= Q(s) . (1.12)
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Repeated integration by parts leads to




rss ·δ rss ds−
∫ L
0
rs ·δ rs Λ ds (1.14)
















(rss Λ+ rs Λs) ·δ r ds , (1.15)
where subscripts indicate differentiation. Depending on the boundary conditions, the “surface
terms” may vanish. If one end of a filament is clamped, we must have r = 0 there, and also
rs = 0, since its direction cannot change. If the end is hinged, the filament cannot move, but
its direction can change; this corresponds to the conditions r = 0 and rss = 0. Lastly, if the
filament has a free end, both the force and the moment there must be zero, thus giving the
conditions Arss = Arsss = 0 and Λ = 0. Notice that if a concentrated force or moment were
applied at the free end, the force and moment would equal these external load and torque
instead. If we consider the case of a filament clamped at s = 0 and free at s = L, then we
have that in Eq. (1.15) the terms δ r|s=0 = δ rs|s=0 = 0 as well as rss|s=L = rsss|s=L = 0 and
Λ|s=L = 0. In other words, all surface terms will vanish. After computing the functional
derivative, Eq. (1.12) becomes
−Arssss − (Λrs)s = q , (1.16)
where the RHS is the nonconservative force per unit length and LHS represents the well-
known result coming from Euler-Bernoulli beam theory [65].
1.3.3 Modelling molecular motors
Molecular motors are complicated micromachines that play a central role in several biological
processes [4]. For this reason many authors in the biophysics community have developed
models to describe how they function [6]. Motors are characterised by unidirectional motion.
Crucially, while translocating along the MTs they exert a tangential force on the filaments
and push the surrounding fluid, thus inducing a flow.
Because of their small size, Brownian motion is perpetually present and their directed
movement can be described by appropriate Langevin equations [66]. Motors have one end
attached to the cargo and the other to the MT, to which they bind and unbind at different rates
[67, 68]. These events have been typically modelled as Poisson processes in the literature
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(e.g. [69]). For kinesins, depending on the ATP concentration, the steps they walk along the
MT vary with the ATP concentration and the load applied, thus making the description of the
linkage between the cargo and the MT via a spring, acting through the motor, suitable [70].
A similar approach was proposed by Huxley in his seminal work on muscles structure and
their contraction [71]. In addition, motors move at velocities that almost linearly decrease
with the external force applied, until stopping when reaching a certain stall force (in the
piconewton range) [72]. To study the collective properties of motors, different approaches
have been proposed [73]. A model that has become popular for its simplicity while still
providing physical insights, consists in treating the motors rigidly coupled to the backbone
[74].
1.3.4 Modelling assumptions
Inspired by a recent study which has shown that in Drosophila MT cytoskeleton is the
essential driver of mRNA localisation [75], and by the experimental findings which revealed
the remarkable interplay between cytoplasmic streaming and MT meshwork both in the wild
type and in mutants [1, 76], we have developed and implemented a theoretical framework
to address the questions mentioned above based on a mechanism of fluid-structure inter-
actions at low Reynolds number. In fact, the cytoplasmic streaming rearranges both the
microtubular meshwork and the location of motor proteins, since these are anchored to the
MTs. Consequently, the fluid flow created by the motors at the new location will be different,
affecting again the configuration of the MTs. The approach is therefore based on studying
the dynamics and the feedback of the MTs on the fluid flow and vice versa.
The model presented in this thesis aims at capturing the physics underlying both the
waving motion of the MTs and the transition from entangled to disentangled MT meshwork
with the corresponding circulatory fluid flow, by exploiting a reductionist approach. To this
aim, we should consider only the main features possessed by each constituent in the real
Drosophila oocyte that may contribute to driving the physical phenomena observed.
• The oocyte’s geometry changes considerably during the transition consequently to the
nurse cell dumping. We assume the oocyte to have spherical shape, constant and fixed
volume, and neglect the flow coming from the boundary, i.e. the no-slip condition
applies. At stage 11, the cytoplasmic flow describes a circulatory, coherent motion that
covers the whole oocyte and the MTs lay down on its surface with every section of
the oocyte parallel of its mid-plane exhibiting a similar microtubular meshwork and
fluid flow topology. To simplify the mathematical model and considerably reduce the
computational cost, we constrain the MTs to move on the mid-plane of the sphere since
1.3 The mathematical modelling of filaments and motors 13
3D effects would just enhance the perturbations on the plane, quantitatively affecting
the results but not qualitatively.
• Motor proteins are ubiquitous in the oocyte. However, it is known that among them
kinesins, which move from the periphery towards the centre, are the ones able to
trigger the transition from stage 9 to 11 [45]. Potential tug-of-war mechanisms between
kinesins and dyneins in pulling cargoes [77, 78], as well as the possible hydrodynamic
interactions arising from the motion of motors that entrain fluid thus helping other
motors move [79] will be neglected. Molecular motors will be rigidly connected to
both cargoes on one end (the motor-cargo ensemble will be treated as a single entity
hereafter), and MTs on the other end. Lastly, the motion of the motors regulated by
ATP hydrolysis and the stochastic events of binding and unbinding to the MTs will be
completely neglected, thus the bound state will be assumed throughout.
• MTs are the tracks for kinesins. Their growth-and-shrink dynamics as well as the
friction between them will not be included.
• Actin filaments are homogeneously distributed in the whole oocyte. In this work their
potential visco-elastic rheology is neglected, and the fluid is assumed to be Newtonian
at the relevant shear rates [1].
Summary of the assumptions
To summarise, the assumptions our model is based on are the following:
i. The oocyte will be treated as a spherical container with no-slip boundary conditions.
MTs will only be placed in its mid-plane so that the contribution of the fluid flow in the
direction perpendicular to the plane from the top and the bottom halves will cancel out
because of incompressibility.
ii. The motor-cargo ensemble is stationary and always anchored to the MT. Its effect of
compressing the filament while entraining fluid is translated into approximating the
ensemble with a point force.
iii. MTs are elastic filaments with fixed length. In order to reduce the complexity of the
analysis and the computational cost, we constrain the MTs to move on a plane and a 2D
description is sufficient to model their dynamics.




This thesis is dedicated to addressing the questions related to the complex dynamics in-
duced by molecular motors observed in Drosophila oocytes during particular stages of its
development. With this aim, we study models with increasing complexity to describe more
accurately, yet with simplicity, the real biological system using a combination of theory and
simulations.
The thesis can be divided into two parts: in the first part (Chapters 2 and 3), we investigate
the individual dynamics of a filament subject to a compressive force; in the second part
(Chapters 4 and 5), we explore the resulting dynamics arising when multiple of such filaments
hydrodynamically interact. Specifically:
• Chapter 2 treats a single MT under the compression of a single stationary motor-cargo.
The resulting dynamics, reminiscent of the MT waving motion observed in the oocyte,
is fully characterised and physically explained with the help of a lower dimensional
dynamical system.
• Chapter 3 extends the theoretical framework, analytically and computationally, to more
realistic cases. These are the instances in which the motor is not located at the tip, it
can also entrain fluid flow, and a multitude of motors are present.
• Chapter 4 studies the collective dynamics of an array of filaments. In particular, it
shows that synchronous motion is possible.
• Chapter 5 explores how confinement can affect the collective dynamics of the fila-
ments: the mechanical coupling between the fluid motion and the orientation of the
microtubules can lead to a transition to coherent motion within the oocyte. This is a
remarkable qualitative agreement with the experimental observations.
Finally, Chapter 6 summarises the main results of this thesis and discusses future extensions
and explorations that this work has made possible.
Chapter 2
The dynamics of a single filament
In this chapter, we present a precise formulation and analyses of perhaps the simplest possible
model appropriate to streaming in order to fully understand the underlying physics. We study
a single filament hosting a molecular motor, with one filament end attached to a wall and the
other free. Interestingly, a similar setup has also been considered in a recent computational
model based on a representation of the filament by a string of passive beads, with an active
bead at its tip [80].
Unlike in motility assays [8], a filament responding to the forces produced by motors
moving along it corresponds to a motor-induced force that is always tangential to the
filament. Known in the mechanics literature as a “follower force” [81], this type of problem
is intrinsically different from conventional Euler buckling where opposing thrusting forces
are applied along a fixed axis, independent of the filament configuration. As a consequence,
the follower-force problem is intrinsically non-variational. Prior studies of this dynamics
were primarily in the context of macroscopic systems for which damping is minimal [82, 83].
In such systems, there is a well-known flutter instability that can occur for sufficient forcing.
This idea has recently been incorporated into a model for eukaryotic flagellar motion [84] as
a novel explanation for the origin of the beating waveform, and the work in this chapter is
very much in the same spirit.
In Sec. 2.1 we formulate the simplest low Reynolds number follower-force problem,
in which the motor exerts a force on the filament but does not itself produce flow, and
demonstrate numerically the existence of a Hopf bifurcation when the force exceeds a finite
threshold. This threshold is determined through a linear stability analysis in Sec. 2.2. A
simplified ‘two-link’ model of the kind used in inertial problems is solved in Sec. 2.3 to
elucidate the nature of the instability, while in Sec. 2.4 a physical interpretation is presented.
Finally, Sec. 2.5 presents a discussion of the results achieved.










Fig. 2.1 Schematic of a horizontal flexible filament clamped at one end with a follower force
Γ applied at its tip. The filament position is defined by r(s, t), with 0 ≤ s ≤ L being the
arclength, or, equivalently, by the tangent angle θ(s, t), providing the coordinates of the
clamped end. The local tangent and unit vectors are t̂(s, t) and n̂(s, t), respectively.
2.1 Elastohydrodynamics
Here we derive the low Reynolds number equations of motion for a slender elastic filament,
clamped at one end and subject to a compressive follower force Γ, with constant magnitude
Γ, moving in a Newtonian fluid of viscosity µ , and confined to the plane z = 0. It has length
L, diameter b, with L/b = 50, constant circular cross-section, and bending modulus A. We
parametrise the filament shape r(s, t) by its arclength 0 ≤ s ≤ L (Fig. 2.1). In Table 2.1 we
summarise the names, the values and the reference from the literature of the parameters used
throughout the text. Note that the filament could have been modelled as either clamped or
hinged as both conditions can be found in real biological systems. Though we chose to focus
on the case of a clamped filament, the dynamics obtained from the following analysis also
occurs for a filament hinged at one end.
2.1.1 Governing equations
The derivation of the governing equations follows the energy functional approach presented in
Chapter 1. We assume the standard elastic energy associated with a bent filament, expressed
in terms of its curvature κ(s, t) as Eel = A2
∫ L
0 κ
2(s, t)ds, with a vanishing intrinsic curvature
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Parameter name Symbol Value Reference
Filament length L 10−20 µm Ganguly et al., 2012 [1]
Bending modulus of the
filament
A 10−23 N m2 Gittes et al., 1993 [85]
Viscosity of the fluid µ 1 Pa s Ganguly et al., 2012 [1]
Force of molecular motor F 3−5 pN Svoboda and Block, 1994 [72]
Table 2.1 Summary of names, values and references from the literature of the parameters
used in the thesis.
[63], thus neglecting shearing stresses. Inextensibility is imposed through the Lagrangian
multiplier Λ(s, t) and the energy functional associated with the local arclength conservation
reads Eten =−12
∫ L
0 Λ(s, t)ds [64]. After computing functional derivatives of the total energy
(cf. Sec. 1.3.2), we obtain the classical elastic force per unit length for an inextensible
filament, f e, as
f e =−Arssss − (Λrs)s , (2.1)
where subscripts in italic indicate differentiation. At the clamped end we have the boundary
conditions
r(0, t) = 0 and rs(0, t) = êx , (2.2)
as the filament is fixed and horizontal, while at the free end
Arss(L, t) = 0 , (2.3)
−Arsss(L, t)−Λ(L, t)rs(L, t) =−Γrs(L, t) , (2.4)
which capture the fact the filament is torque-free and that the force at the tip and the external
force must balance. Since the follower force acts tangentially, it is nonconservative. It is this
feature that gives rise to the complex dynamics in this problem. For a filament hinged at one
end, instead of requiring that its direction at s = 0 must not change (i.e. the tangent to be
parallel to the horizontal axis), we would have that the moment of the forces must be zero,
namely rss(0, t) = 0, thus allowing changes in its direction.
The drag force acting on the filament from the surrounding flow is dissipative, i.e.
nonconservative, and therefore belongs to the RHS of Eq. (1.12). In the Stokesian regime, it
is classically given in the slender limit by resistive-force theory (RFT) [53, 55]. As discussed





· rt , (2.5)
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where t̂ and n̂ are the local tangent and normal unit vectors, and ζ⊥, ζ∥ (with ζ⊥ =
4πµ/[ln(L/b)+1/2] [86] and ζ⊥/ζ∥→ 2 as L/b→∞) are the drag coefficients in the perpen-
dicular and parallel direction, respectively [53, 55]. For simplicity, we assume η ≡ ζ⊥/ζ∥= 2,
even if more accurate expression can be used [57], but for the sake of generality we write
explicitly η throughout the thesis. While slender-body theory [61, 55, 60], which consists
of a more accurate treatment of the drag force to include nonlocal effects, could be used,
RFT has been shown to be a valid alternative for single filaments that are not too highly
deformed, and its use significantly reduces the complexity of the mathematical formulation
[87, 64, 88–92].
Using Lagrange equation, the governing equations are obtained by equating the functional
derivative of the total energy to the forces that cannot be expressed through a potential,
equivalent to considering the instantaneous balance of forces for the filament when inertia is
neglected, given by f e + f h = 0. Hence we have




· rt . (2.6)















(3Aκκs −Λs) t̂ . (2.7)
[Note that the form of the elastic component of the normal force often seen in the literature
[64], A(κss +(1/2)κ3), is equivalent to that in (2.7) under the redefinition of the Lagrange
multiplier: Λ → Λ+(3/2)Aκ2.]
If we rescale lengths by L, time by the relaxation time ζ⊥L4/A, and the Lagrangian





n̂+η (3κκs −Λs) t̂ . (2.8)
If we now differentiate (2.8) with respect to arclength, separate the normal and tangent
components, and notice that rs · rts = 0 to ensure local inextensibility (rs · rs = 1), we obtain
the coupled equations describing the evolution of the tangent angle, θ , and the tension, Λ,




θss − (η +1)Λs θs , (2.9)




θs θsss , (2.10)
in which we have used the relation θs = κ .
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It is important to note that in differentiating Eq. (2.8) with respect to the arclength, the
boundary condition r(0, t) = 0 is lost. One may naively try to retrieve it using some integral
condition. For instance, for the Lagrange multiplier at the clamped end taking the dot product
of Eq. (2.8) with the tangent unit vector, then integrating over the arclength, and finally
imposing the boundary condition for Λ at the free end. However, this would not be a valid
boundary condition, because it is simply the result of evaluating the governing equations and
imposing a boundary condition known somewhere else. To restore the missing boundary
condition physical insight is required. At s = 0, the filament is not only fixed, but, trivially, it
has zero velocity, i.e. rt(0, t) = 0. This consideration then leads to the boundary conditions
for θ(0, t) and Λ(0, t) when directly evaluating Eq. (2.7) at s = 0. These are
θsss(0, t)−θs(0, t)3 +θs(0, t)Λ(0, t) = 0 , (2.11)
and
Λs(0, t)−3θs(0, t)θss(0, t) = 0 , (2.12)
respectively. The condition rs(0, t) = êx becomes θ(0, t) = 0 , while Eq. (2.3), θs(1, t) = 0 ,





is the dimensionless ratio between the strength of the force at the tip and the elastic force and
is the one relevant parameter governing the dynamics of the filament. Note that since the
force is compressive (Γ > 0), σ is always positive.
2.1.2 Dynamical features of a follower force
The nonvariational form of the follower force differs intrinsically from conventional Euler
buckling in which the compressive force is always in a given direction. Examination of the
equations of motion linearized around the straight filament, studied in much more detail in
Sec. 2.2, reveals important physical insights into the expected dynamics. If y denotes the y
component of the position of the filament, the linearized nondimensional form of Eq. (2.8) is
classically given by
yt =−yxxxx −Λyxx . (2.14)
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2 dx−σyt(1)yx(1) . (2.16)
The integral term is clearly negative semi-definite, and absent the final term (as in Euler
buckling) it would drive the energy monotonically downward. The boundary term arises
from the fact that the follower force always acts tangentially, and it is clear that depending
on its sign, the follower force either removes or injects energy into the system, eventually
giving rise to persistent motion as discussed below.
2.1.3 Buckling and Flapping
The governing equations, Eqs. (2.9) and (2.10) together with the corresponding boundary
conditions, were uniformly discretized using second-order centred finite differences in the
bulk and one-sided differences at the edges. The resulting nonlinear system of algebraic
equations was solved using Newton’s method. To overcome the constraint of the time step
arising from the stiff nature of Eq. (2.9), a backward Euler method, which is an implicit
A-stable numerical scheme, was used [93]. The equations were decoupled using the values
at the previous time step [94].
Numerical results for a horizontal filament to which a small perturbation was initially
introduced identify three different dynamical behaviours depending on the value of σ , as
illustrated in Fig. 2.2. For σ ≲ 20.4, the filament returns monotonically to its original straight
configuration (illustrated for σ = 15 as the blue solid line). In the interval 20.4 ≲ σ ≲ 37.5,
the filament displays decaying oscillations (the case with σ = 33 is shown in red dashed line).
Finally, above the threshold σ ≳ 37.5, we find that any perturbation grows and the motion
settles into a finite-amplitude periodic oscillation (see inset of Fig. 2.2 in the case σ = 80).
Inspecting in more detail the dynamics of the filament for σ ≳ 37.5 as shown in Fig. 2.3,
we see that after a transient whose duration diminishes as the value of σ increases (Figs. 2.3a-
b), the filament traces a self-sustained wave, reminiscent of the waving of spermatozoa
flagella [95]. Interestingly, recent research [84] has shown that a follower force model could
be used to explain such a wave-like beating of flagellates. The origin of such a waving motion
however differs from the results presented here as it arises from the collective dynamics of
the molecular motors against the flagellar load which cause sliding of adjacent filaments.
The filament buckles as the external force keeps compressing it in the tangential direction
while both the elastic restorative force and the drag force oppose it, giving rise to this flapping
dynamics. It is worth stressing that this novel dynamics arises from the presence of the fluid
in the low Reynolds number regime. For an inertial filament with no fluid, the dynamics is
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Fig. 2.2 Tip displacement as a function of time for three different values of σ . Blue solid line,
σ = 15: the filament returns monotonically to its original shape. Red dashed line, σ = 33:
after a transient, the oscillation dies out as the filament straightens. Inset: for σ = 80 the
filament shows a sustained periodic oscillation.
indeed different [96]. We next plot in Fig. 2.3c the amplitude of the oscillations as a function
of σ . The tip displacement shows a clear Hopf bifurcation before reaching a plateau (a
consequence of the finite length of the filament). The frequency of oscillation, which was
computed applying the FFT to the time evolution of the tip displacement, grows roughly
linearly with σ (Fig. 2.3d).
2.2 Linear Stability Analysis
The numerical results in the previous section reveal that increasing values of σ are accompa-
nied by a transition from stability to decaying oscillations, and finally a Hopf bifurcation to
flapping dynamics. We now turn to a theoretical analysis of this transition.
In order to study buckling instabilities, linear stability analysis has been exploited in
several contexts, spanning from column buckling under compression – a variant of Euler
buckling – with different boundary conditions (e.g. clamped-free, hinged-free, hinged-hinged,
clamped-clamped) [62, 96], to filament buckling in linear shear flow [92] or extensional
flows [91, 90, 97, 98]. Because the follower force compresses the filament, a certain critical
value above which the filament buckles is expected to exist. Here, linear stability analysis is
used to analytically compute the critical compression force.
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Fig. 2.3 Time-lapse of the flapping filament over a period and time evolution of the tip
displacement (inset) for different values of σ as obtained numerically; (a): σ = 40, (b): σ =
50. The transient required to reach the finite-amplitude periodic oscillations decreases while
the amplitude of the oscillations increases with σ . (c): Amplitude of the tip displacement
as function of σ . At σ ≈ 37.5, the system becomes unstable and exhibits self-sustained
oscillations. (d): Comparison between the frequency of oscillation of the filament for
different values of σ obtained from the numerical simulations (red stars) and linear stability
analysis (blue triangles).
Assuming small deviations from the initial, straight configuration, Eq. (2.6) simplifies as
x ≈ s, t̂ ≈ (1,yx), and n̂ ≈ (yx,−1). The problem then turns from solving the two coupled
nonlinear equations (2.9) and (2.10) to Λx = 0, with Λ(1, t) = σ , which leads to Λ(x, t) = σ ,
and
yt =−yxxxx −Λyxx , (2.17)
with the boundary conditions
y(0, t) = yx(0, t) = yxx(1, t) = yxxx(1, t) = 0 . (2.18)
Euler firstly studied the buckling of an ideal column with centrally applied load and
computed the critical load by studying the behaviour of the column when subject to a small
oscillation [99]. In order to study buckling of a slender column subject to an axial load
other approaches are also possible. One can assume the existence of a buckled shape for the
column, for which the displacement of the free end is defined to be h. In dimensionless form,
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the relation between the curvature and the bending moment is
yxx = σ (h− y) , (2.19)
which is to be solved with the boundary conditions y(0) = yx(0) = 0 and requiring y(1) = h.
This is satisfied when
cos
√
σ = 0 , (2.20)
leading to the well-known critical value σcr = π2/4.
Another method consists in studying the alternate form of the differential equation that
expresses the curvature of the slender column in terms of the bending moment, namely
yxxxx +Λyxx = 0 , (2.21)






where C j, with j = 1,2,3,4, are the integration constants. In this case, there are four
boundary conditions to be imposed that lead to four equations. At the clamped end we
have y(0) = yx(0) = 0, while at the free end yxx(1) = 0 and yxxx(1)+σyx(1) = 0, which
translate into the conditions that the bending moment and the shearing force must be zero. By
solving the linear system of four equations in four unknowns, we obtain again the condition
cos
√
σ = 0, thus showing agreement between all different approaches presented thus far.
If these analyses were to be applied to the case of a follower force, a few important
aspects should be noted. (i) Since the follower force is nonconservative, the final buckled
shape depends on the path taken to get there. Hence, it is not possible to consider the
buckled configuration of the filament and compute the critical load via the condition at the
free end. (ii) The boundary conditions y(0, t) = yx(0, t) = yxx(1, t) = yxxx(1, t) = 0 lead to
four equations that are satisfied only when the four coefficients C j are equal to zero, which
corresponds to the straight configuration. The aforementioned approaches, which can be
defined as static since they do not consider the dynamics of the system, prove to be inadequate
for nonconservatice forces [65, 96].
For systems with nonconservative forces in inertia-dominated problems, the critical
value at which the beam buckles and becomes unstable has been computed using a dynamic
criterion [100, 65]. Here, we extend the analysis to the viscous-dominated regime.
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We start by assuming a solution to the linearised problem, Eq. (2.17), of the form
y(x, t) = ŷ(x)eωt , (2.23)
where ω is the growth rate. This leads to the ordinary differential equation (ODE)
ŷxxxx +σ ŷxx +ω ŷ = 0 , (2.24)
whose general solution is given by
















The values of the constants C j are obtained by imposing the boundary conditions in Eq. (2.18),
leading to a standard 4× 4 matrix whose determinant is required to be zero. After some
simplifications, the equation for the growth rate, ω , can be shown to read
σ
2 −2ω (1+ coshα1 cosα2)+σ
√
−ω sinhα1 sinα2 = 0 , (2.28)
which, with the αi defined in (2.27), does not have a closed-form solution, but can be easily
solved numerically.
Alternatively, we can also solve Eq. (2.24) numerically, viewed either as a boundary
value problem or as an eigenvalue problem. In the former case, a shooting method is used
with the appropriate initial guess in the neighbourhood of the first transition (σ ≈ 20.05). In
the latter, the problem turns into solving L ŷ = ω ŷ. The operator L ≡−d4/dx4 −σd2/dx2
is discretized using centred finite differences in the bulk of the stencil and sided differences
at the ends, and the eigenvalues are determined with the QR algorithm. Both methods were
implemented and used to test the results obtained from the numerical solution of Eq. (2.28),
showing excellent agreement.
The linear stability results identify three different behaviours as a function of the value of
σ . These are illustrated in Fig. 2.4 where we plot the real part (blue triangles) and imaginary
part (red stars) of the computed growth rate, ω . The former represents the rate of growth
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Fig. 2.4 Imaginary part (corresponding to the frequency of oscillation) and real part (asso-
ciated with the rate of growth of the perturbation) of ω as function of σ . The frequency
becomes complex at σ ≈ 20.05, giving rise to oscillations in the filament dynamics. The real
part remains negative (stability) until σ ≈ 37.69, after which it becomes positive (instability).
(or decay) of the perturbation, while the latter the frequency of oscillation, which is also
the frequency of beating. When σ ≲ 20.05, the growth rate is negative and y(x, t) decays
exponentially. Starting at σ ≳ 20.05, the growth rate becomes complex, but its real part
remains negative, consistent with the numerical results from the previous section showing
oscillatory decay. The real part of the growth rate finally becomes positive at a critical value,
σ∗ ≈ 37.69 (Fig. 2.4), indicating the onset of the instability and the bifurcation to oscillations
about the horizontal, straight configuration.
The comparison between the numerical results and linear stability analysis shows a very
good agreement not only for the critical value of σ at which the oscillations arise (σ = 20.4
vs. 20.05) and at which the system becomes unstable (σ∗ = 37.5 vs. 37.69), but also for the
frequency of oscillations (see Fig. 2.3b). Notably, the frequencies are in good agreement also
for large values of σ when linear stability analysis does not strictly apply. The reason for the
effectiveness of linear stability analysis can be that the onset of the instability is computed
considering a slightly perturbed shape around the straight configuration, hence nonlinear
effects are minimal.














Fig. 2.5 Discrete model: Two links of length ℓ rotate with degrees of freedom θ1 and θ2
around torsional springs of strength k and are acted upon by a follower force Γ.
2.3 Two-link filament model
Having shown that the linear stability analysis of the elastohydrodynamic PDEs can explain
the onset of the flapping dynamics, we now consider a simpler two-link filament model,
in a manner similar to the case in which damping is negligible [101, 81], with the aim of
illustrating in a low-dimensional dynamical system the origin of oscillatory motion.
We consider a simple discrete model for an elastic filament composed of two rigid links of
length ℓ joined together at point A and constrained to remain in the plane z = 0 (see Fig. 2.5).
Elasticity is included by introducing two torsional springs, each with spring constant k.
The two degrees of freedom of the system are the angles θ1(t) and θ2(t) that define the
configuration of the links. They are zero when both rods are horizontal and increase in the
clockwise direction. The follower force, Γ, acts at the tip of the second rod, always pointing
tangentially along it. The filament moves in a creeping flow and its drag force is assumed to
be concentrated at points A and B only.
For this model, the locations of points A and B are
rA = A−O = ℓ(cosθ1,sinθ1) , (2.29)
rB = B−O = ℓ(cosθ1 + cosθ2,sinθ1 + sinθ2) , (2.30)
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and their velocities are
vA = ṙA =ℓ θ̇1(−sinθ1,cosθ1) , (2.31)
vB = ṙB =ℓ [θ̇1(−sinθ1,cosθ1)+ θ̇2(−sinθ2,cosθ2)] , (2.32)
where the dot denotes time derivative. The follower force is defined as Γ =−Γt̂ , with Γ > 0
its magnitude and t̂ = (cosθ2,sinθ2) the unit tangent vector joining A and B. Under the
assumption of creeping flow, the drag forces are F A =−ζ vA and F B =−ζ vB, with ζ some
effective drag coefficient, while the restoring moments due to the torsion springs acting on
the two rods are −kθ1 at point O and −k(θ2 −θ1) at point A.
The equations of motion are obtained applying the principle of virtual work
Γ ·δ rB +F B ·δ rB +F A ·δ rA − kθ1δθ1 − k(θ2 −θ1)(δθ2 −δθ1) = 0 , (2.33)
where δ rB,δ rA,δθ1 and δθ2 are the virtual displacements. Substituting the terms with their
aforementioned definitions, we end up with a scalar equation where we can group the terms
multiplied by δθ1 and δθ2. Invoking their arbitrariness, we obtain
Σsin(θ1 −θ2)− [2θ̇1 + θ̇2 cos(θ1 −θ2)]−2θ1 +θ2 = 0 , (2.34)
−θ̇1 cos(θ1 −θ2)θ̇2 +θ1 −θ2 = 0 , (2.35)
where time was rescaled by t̃ = kt/ζ ℓ2, and we introduced the controlling dimensionless
number, Σ = Γℓ/k, playing a role similar to σ in the previous section. Note that if we enforce
θ1 = θ2 = θ , then the previous equations reduce to
3θ̇ +θ = 0 , (2.36)
which shows that the follower force, which always points inward, does not play any role and
that θ decays exponentially, as we would expect.
We solved Eqs. (2.34)-(2.35) numerically using the Matlab ODE solver ‘ode45’, which
is based on an explicit Runge-Kutta (4,5) formula and is suitable in this case as the equations
are non-stiff [102]. The initial conditions are random, small perturbations to both angles.
Our numerical results, shown in Fig. 2.6, indicate that, again, three different dynamics are
possible. With increasing values of Σ, the system goes from asymptotic stability (Σ < 2), to
stability with oscillations (2 ≤ Σ < 3), to exhibiting stable, self-sustained oscillations (Σ ≥ 3).
In order to capture these transitions, we may again take advantage of linear stability. By
linearising the equations of motion about the equilibrium configuration θ1 = θ2 = 0, and
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Fig. 2.6 Time evolution of θ1 (blue dashed line) and θ2 (red solid line) obtained by solving
numerically the nonlinear equations of motion. (a): The system is asymptotically stable
(Σ = 2); (b): Stability with oscillations (Σ = 2.9); (c): Stable, self-sustained oscillations
(Σ = 3.5).
assuming solutions of the form θ j = θ̂ j eω t̃ we obtain
Σ(θ̂1 − θ̂2)−ω(2θ̂1 + θ̂2)−2θ̂1 + θ̂2 = 0, (2.37)
−ω(θ̂1 + θ̂2)+ θ̂1 − θ̂2 = 0 , (2.38)
and non-trivial solutions are found when the determinant of the corresponding matrix is zero,




We may then use Eq. (2.39) to predict the dynamics, and we obtain five different cases:
a. if Σ ≤ 2, then ω± < 0, and the system is stable;
b. for 2 < Σ < 3, Re(ω±) < 0 and Im(ω±) ̸= 0, so the perturbations die away in an
oscillatory manner,
c. if Σ = 3, then Re(ω±) = 0 and Im(ω±) ̸= 0, hence the system is stable and shows
periodic oscillations with constant amplitude;
d. for 3< Σ< 4, Re(ω±)> 0 and Im(ω±) ̸= 0, and thus we obtain exponentially-growing
oscillations;
e. when Σ ≥ 4, ω± > 0, i.e. the system is unstable and θ1,θ2 simply diverge.
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In cases d-e, the linear instability saturates to nonlinear self-sustained oscillations when the
full nonlinear equation is considered. Once again, linear stability is thus in good agreement
with the results from the nonlinear equations of motion.
In conclusion, the two-link model studied in this section captures the dynamics of
the full nonlinear elastohydrodynamic problem. In particular, we have shown that when
Σ = Γℓ/k ≥ 3, which represents, analogously to σ , the ratio between the strength of the
follower force and the elastic force, self-sustained oscillations are indeed possible.
2.4 Physical interpretation
The analysis in Sec. 2.1.2 showed that the boundary term of the RHS of Eq. (2.16) arises
from the nonvariational nature of the follower force. Here we simulate the full nonlinear
elastohydrodynamics equations and demonstrate that it is indeed the term responsible for the
self-sustained motion observed.
Choosing the value σ = 37.8 allows the tip oscillations to remain small. We plot in
Fig. 2.7a the values of the tip velocity, yt(1), slope, ys(1), and their product. Over the period
of oscillation T , which is defined such that the tip displacement is maximum at t = 0, the tip
reaches the minimum at t = T/2 and crosses the x-axis twice, with minimum and maximum
speeds at t = T/4 and t = 3T/4, respectively. In contrast, the filament tangent at the tip,
ys(1), has its maximum value at about t = T/8 and minimum at about t = 5T/8, becoming
zero slightly before t = 3T/8 and t = 7T/8.
While the term −σyt(1)ys(1) is positive, it injects energy into the system until the tangent
at the tip crosses the x-axis. At this point, it becomes negative and it therefore withdraws
energy until the tip reaches its minimum displacement. Afterwards, it becomes positive again
and the cycle repeats, but with the mirrored configuration (T/2 < t < T ). For reference, we
show in Fig. 2.7b the filament configuration over a half-period.
In order to better understand this dynamics, we may also exploit the two-link model
previously studied, with dynamics illustrated Fig. 2.7c for Σ = 3.5. Initially, the follower
force compresses the two-link structure and the links are pushed downward (0 < t < T/4).
Then, the first link reaches its lowest point (i.e. highest restorative moment) and stops moving,
while the second link keeps rotating (t = 3T/8). By doing so, the follower force, which
has followed the second link, exerts a lower moment and the restorative effect becomes
predominant. Hence, the first link moves upwards and the second link downwards until
stopping and inverting its motion (t = T/2). This dynamics repeat periodically and prevents
the establishment of a steady state.









































































Fig. 2.7 Nonvariational aspects of flapping motion. (a) Time evolution of the tip velocity,
yt(1), its derivative with respect to the arclength, ys(1), (zoomed in the inset) and their
product, yt(1)ys(1) over the period of oscillation T for σ = 37.8. The term yt(1)ys(1)
changes sign four times over a cycle: the presence of the follower force both removes and
injects energy into the system, giving rise to self-sustained, periodic oscillations. (b) Filament
configuration over a half-period. (c) Schematic of the two-link model at different times over
a half-period for Σ = 3.5. The follower force compresses the two-link structure and the links
are pushed downward (0 < t < T/4). Then, the first link reaches its lowest point (i.e. highest
restorative moment) and stops moving, while the second link keeps rotating (t = 3T/8). By
doing so, the follower force, which has followed the second link, exerts a lower moment and
the restorative effect becomes predominant. Hence, the first link moves upwards and the
second link downwards until stopping and inverting its motion (t = T/2). The cycle then
repeats.
By examining both the continuous and discrete models, we thus see that the effect of the
follower force is to constantly inject and remove energy into the system, thus preventing any
stable configuration to be reached and giving rise to periodic, self-sustained oscillations.
2.5 Discussion
Inspired by experimental observations of persistent waving motion of MTs driven by molec-
ular motors, particularly during oocyte development in Drosophila [1], we have explored
the simplest model of motor-driven filament motion. In this “follower-force” model, a com-
pressive motor force Γ acts tangentially at the free end of the filament whose shape is found
by balancing the forcing with elasticity and low-Reynolds number fluid drag. Numerical
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studies of the full nonlinear elastohydrodynamics equations led to the discovery of a flapping
instability that arises as the control parameter, σ = ΓL2/A, is varied. As is typically the case
in a Hopf bifurcation, the linearized filament dynamics first develops damped oscillations at
an intermediate value of σ before exhibiting self-sustained limit cycle motion beyond some
critical value, σ∗, both of which are also well captured by a linear stability analysis.
Motivated by these findings, we then proposed as a simplified model a discrete two-link
system in which elasticity was included via two torsion springs. Linear stability analysis of
this simpler dynamical system identified five different regions depending on the value of the
control parameter Σ = Γℓ/k, in full agreement with the results of numerical simulations.
Lastly, we were able to shed light on the physics underlying such oscillations by analysing
the linearized equations of motion.
2.6 Conclusions
Despite capturing the essence of the waving motion observed in experiments, this minimalistic
fluid-structure interaction model lacks of some key features possessed by the real biological
system. Namely, motors are not necessarily located at the end of the tip, they are typically in
large number on each MT, and while moving, they set a fluid flow. These extensions will be
tackled in Chapter 3.

Chapter 3
Model extensions to the individual
dynamics
In this chapter, we extend the framework presented in Chapter 2 to more realistic instances
appropriate to Drosophila oocytes streaming. In Sec. 3.1, we include the flow generated
by the motors, essential in giving rise to cytoplasmic streaming. Since motors constantly
translocate along MTs, their position is likely to be somewhere other than the filament tip.
We develop a suitable theoretical model and present its numerical implementation in Sec. 3.2.
Finally, Sec. 3.3 tackles the problem of having a multitude of motors along a filament, a
scenario that is much more plausible in reality than the case of a single motor.
3.1 Fluid-entraining follower force
When molecular motors translocate along MTs they not only exert a force on the filament,
but also entrain fluid as they carry cargo. While the motor-induced force on the filament was
included in the analysis of Chapter 2, the fluid flow created by the motor and the associated
drag on the filament were neglected. Here we include these effects by approximating cargo-
motor assembly as a point force located at the tip of the filament, so that the three-dimensional
(3D) flow that arises is that of a stokeslet [58]. As at the tip we now have both a concentrated
load acting on the filament (the follower force) and a concentrated force setting the flow, we
refer to this combination as ‘fluid-entraining’ follower force (see illustration in Fig. 3.1).
3.1.1 Equations of motion
While walking along the MT towards its free end, the molecular motor-cargo ensemble
creates a flow that follows its direction of motion while applying a force on the filament in











Fig. 3.1 A filament clamped on one side (s = 0) and subject to a ‘fluid-entraining’ follower
force at the other end (s = L). At the tip, the compressive follower force acts on the filament
(black arrow) while the moving cargo acts on the surrounding fluid as a point force (green)
creating the flow with streamlines illustrated in blue. Inset: A detailed picture of the forces
acting on the filament and the fluid.
the opposite direction. As specified in Chapter 1, we assume the link between the filament
and the cargo to be rigid. Since the magnitude of the force exerted on the filament while the
molecular motor walks along it is Γ, a simple force balance shows that the force exerted on the
fluid also has strength Γ (inset of Fig. 3.1). The fluid flow on the filament centreline created
by the point force at s = L is therefore u(s) = (1/8πµ)G(s;L) ·Γt̂(L), where G(s;L) is the
Green’s tensor (with dimensions of inverse length) appropriate to the boundary conditions
imposed on the fluid equations. We consider the 3D fluid flow created by a point force in an
unbounded domain, and thus ignore the presence of any boundary (though the analysis could
be repeated in this case along the same lines).
To take into account the motion of the filament, we exploit again the RFT approximation
where we neglect nonlocal effects to facilitate the mathematical treatment as accuracy is not
the main objective of this study. Using such an approximation, the hydrodynamic force per





· (rt −u) , (3.1)
and thus the equations of motion become




· (rt −u) , (3.2)
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or, in dimensionless form,
(
η
−1t̂ t̂ + n̂n̂
)
· (rt −ξ σu) =−rssss − (Λrs)s , (3.3)





n̂+η (3κκs −Λs) t̂ +ξ σ u , (3.4)
where ξ = ζ⊥/8πµ .
The Green’s function for a point force in an unbounded domain is the stokeslet, presented
in Sec. 1.3 which we here report for completeness, G(x;x0) = I+R̂R̂|R| . I is the identity tensor,
R = x− x0 the vector pointing from the location of the point force to that of the point where
we desire calculating the Green’s function, and R̂ its unit vector. In 2D, it is a 2×2 matrix
singular at the location of the point force, x = x0, or, in terms of the arclength, at s = L.
Clearly, a regularization is needed in order to avoid overestimating the magnitude of the
velocity produced by the point force. To achieve this, we use the expression for a regularized
Stokeslet derived by Cortez et al. [103, 104], characterized by a single regularization
parameter ε .
In order to set the value of ε , we use the following physical argument. The velocity field
at a distance r from a regularized point force with strength F decays as u ∼ F/8πµ(r+ ε).
We require that the magnitude of the fluid flow at the location of the point force, F/8πµε , be
equal to the motor speed umotor. In order to determine ε we thus need to know the magnitude
of the point force, the speed of the molecular motor, and the viscosity of the medium. Typical
speeds of molecular motors in animals are fractions of microns/sec, while the forces they
exert are on the piconewton scale, as Svoboda & Block successfully measured [72]. In their
work, they determined the force-velocity curve of single kinesin molecules using optical
trapping interferometry by tracking their movement and applying pN-sized forces in an
in vitro motility assay [72]. Our work was inspired by phenomena involving cytoplasmic
streaming in Drosophila oogenesis, where the measured viscosity can reach µ ≈ 1 Pa s
[1], three orders of magnitude larger than water. Considering the full range of viscosities
we obtain ε ≈ 10−7 − 10−4 m, the smaller values associated with the higher viscosities.
Adopting the value 10−6 m as representative of the situation in Drosophila, we see that
ε/L ∼ 0.05−0.1 as MTs are usually some 10−20 µm long [1].
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Let ũ = G̃(s;1) · t̂(1), with G̃(s;1) being the regularized Green’s tensor [103, 104]. The
generalization of Eqs. (2.9) and (2.10) to the fluid-entraining force is




θss − (η +1)Λs θs −ξ σ ũs · n̂ , (3.5)






ξ σ ũs · t̂ . (3.6)
While the boundary conditions at the free end remain the same, an evaluation of Eq. (3.3) at
s = 0 shows that the presence of the background flow leads to the condition
θsss(0, t)−θs(0, t)3 +θs(0, t)Λ(0, t)+ξ σ ũ(0, t) · n̂(0, t) = 0 , (3.7)
for the tangent angle and
Λs(0, t)−3θs(0, t)θss(0, t)−η−1ξ σ ũ(0, t) · t̂(0, t) = 0 , (3.8)
for the Lagrange multiplier. Note that while in this section we ignore the presence of any
boundaries from a hydrodynamic standpoint, the value of ũ(0, t) would be set to zero if the
Green’s function used was the one which includes the presence of the wall at the clamped
end to satisfy the no-slip boundary condition [105, 104, 106]. Fig. 3.2 shows this set-up,
which we will refer to as ‘fluid-entraining follower force with wall’ throughout.
It should be noticed that the Green’s function is written in Cartesian coordinates R(x,y).
To calculate the background flow ũ for then solving Eqs. (3.5)-(3.6) with the corresponding
boundary conditions, we need to transform the arclength in Cartesian coordinates. For this,
















To overcome the stiffness of the equations that dictates the constraint on the time step,
implicit-explicit (IMEX) schemes can be adopted to stably solve the discretized equations
of motion [107]. Among them, a second-order three level backward differentiation scheme,
which will be referred to as SBDF (semi-implicit backward differentiation formula), was
used. For its stability and accuracy, SBDF has become the standard scheme for fluid-structure
interaction problems at low Reynolds number [94, 108, 109]. For completeness, we report




Fig. 3.2 Schematic of a filament clamped at s = 0 and subject to a fluid-entraining follower
force with wall. The fluid flow created, whose streamlines are drawn in blue, is the solution













=−θ n+1ssss +2gn −gn−1 , (3.11)
Λ
n
ss −η−1 (θ ns )2 Λn = hn , (3.12)





θss − (η +1)Λs θs −ξ σ ũs · n̂ , (3.13)






ξ σ ũs · t̂ . (3.14)
Importantly, the high-order but linear term θssss is treated implicitly, while the nonlinear
but lower-order terms explicitly. The same approach was used for the nonlinear boundary
conditions, Eq. (3.7), that becomes
θsss(0)n+1 = (θs(0)n)
3 −θs(0)nΛ(0)n −ξ σ ũ(0)n · n̂(0)n . (3.15)
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The equations are uniformly discretized in space using second-order finite differences, centred
and one-sided (cf. Sec. 2.1.3). With a sparse-matrix solver, the matrix equation for Λn on the
spatial mesh in the arclength is solved first, followed by the one for θ n+1. Importantly, at
each time step, the background flow ũn is computed after integrating the tangent angle to
obtain the filament configuration in Cartesian coordinates, through discretizing Eqs. (3.10),
then calculating the Green’s function, and finally taking the dot product with t̂ n. The SBDF
implementation was compared to the backward Euler with Newton’s method formulation for
a no-fluid-entraining follower force showing a perfect agreement.
3.1.3 Linear stability analysis
Similarly to the analysis carried in Sec. 2.2, here we aim at using linear stability analysis
to compute the critical value of the control parameter, σ , at which the filament becomes
unstable and undergo self-sustained oscillations. By projecting Eq. (3.3) in the normal and
tangent directions and after neglecting higher order terms, we obtain
Λx = η
−1
ξ σ ũ , (3.16)
and
yt =−yxxxx −Λyxx +ξ σ(ṽ− ũ yx) , (3.17)
where ũ = K1 +K2(x−1)2 and ṽ = K1yx(1)+K2(x−1)[y− y(1)] are the linearized compo-
nents of the regularized nondimensional fluid flow ũ, with
K1 =
(x−1)2 +2ε2
[(x−1)2 + ε2]3/2 , K2 =
1
[(x−1)2 + ε2]3/2 · (3.18)
We note that far away from the point force (|x−1| ≫ ε) the dominant flow component decays
as that of a stokeslet, ũ ∼ 1/|x−1|. Interestingly, the term Λx yx does not appear in Eq. (3.17)
as the product n̂ ·Λxrx is identically zero. In other words, the fact that the tension varies
along the filament length enters the equation only through Λ, but not its derivative.
We use again the dynamic criterion described in details in Sec. 2.2 to determine the value
at which the filament buckles and becomes unstable. We compute the Lagrange multiplier
first, requiring Λ(1, t) = σ , and then solve by finite differences the eigenvalue problem
−ŷxxxx−Λŷxx +ξ σ{K1ŷx(1)+K2(x−1)[ŷ− ŷ(1)]− ŷx[K1 +K2(x−1)2]}= ω ŷ , (3.19)
3.1 Fluid-entraining follower force 39
Motors Hydrodynamic case Critical value
Single point force
at the tip
no-fluid-entraining σ∗ = 37.5
fluid-entraining with wall σ∗ = 53.3
fluid-entraining with no wall σ∗ = 67.7
Table 3.1 Summary of the critical values of the control parameter for the onset of self-
sustained oscillations for a filament subject to a single follower force at its tip.
with the boundary conditions ŷ(0) = ŷx(0) = ŷxx(1) = ŷxxx(1) = 0. Through the dynamics of
the tip, the hydrodynamic point force changes position in time, and thus the resulting fluid
flow is time-dependent. This is the origin of the terms containing ŷ(1) and ŷx(1) in (3.19).
The numerical implementation of this eigenvalue problem is more challenging than in the
absence of entrained flow and great care is needed, especially when discretising the boundary
conditions and the local terms.
3.1.4 Results
The solution of the discretized equations of motion shows that, unsurprisingly, the filament
dynamics has remained qualitatively unaltered compared to the no-fluid-entraining follower
force of Chapter 2, as shown in Fig. 3.3a. Here again three dynamical regimes can be
identified. The filament starts showing decaying oscillations at σ ≈ 32.4 and becomes
unstable undergoing a supercritical Hopf bifurcation at σ∗ ≈ 67.7 (Fig. 3.3b). The transition
points between the different regimes are well captured by linear analysis which predicts
the growth rate to become complex at σ ≈ 32.17 (decaying oscillations) and to cross the
imaginary axis at σ∗ ≈ 67.92 (Hopf bifurcation).
Why is the flow delaying the onset of self-sustained oscillations? The point force located
at the tip of the filaments induces a fluid flow in the direction opposite to the compressive
force, resulting in an added tension along the filament, and thus an effective compression
which is lower than that of the no-fluid-entraining follower force case. Consequently, the
transition from stable to unstable regime occurs at a larger value of σ .
Although the fluid-entraining follower better describes the real oocyte, an important
aspect was neglected: the presence of the wall from a hydrodynamic perspective (Fig. 3.2).
In fact, so far we had assumed that the filament was only attached at one end. But how would
such a wall affect the critical value of the control parameter to give rise to self-sustained
oscillations? For the sake of completeness, we have also computed σ∗ for a filament subject
to a fluid-entraining follower force in the presence of a hydrodynamic wall (Table 3.1), where
we used the regularized Green’s function proposed by Cortez et al. [104, 106] and chose the





































Fig. 3.3 (a) Time-lapse of filament flapping for the no-fluid-entraining follower force of Sec.
2.1.3 (blue) vs. the fluid-entraining follower force (red). The fluid flow reduces the tension
on the filament, resulting in a delay of the instability and lower amplitude self-sustained
oscillations. (b) The system undergoes a supercritical Hopf bifurcation at σ∗ ≈ 67.7. (c)
Imaginary and real parts of the growth rate, ω , as function of σ . The growth rate becomes
complex at σ ≈ 32.17, thus giving rise to oscillations in the filament dynamics; its real part
remains negative until σ∗ ≈ 67.92. For larger values of σ , the real part becomes positive,
hence leading to instability.
regularization parameter ε in a similar fashion to a point force in an unbounded domain. We
can notice that, as the velocity field decays faster compared to the stokeslet in free space, the
tension exerted on the filament will be lower, thus requiring a smaller value of σ∗ for the
transition to occur.
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3.1.5 Discussion
Having quantified the value for the onset of oscillations, it is important to relate it to the
biological system which motivated its study, namely the Drosophila oocyte. Despite the
model being an idealised version of the real system, in which many molecular motors move
along the filament, a speculative comparison may still be made. The force exerted on the
filaments by the molecular motors is known to be, as already discussed, on the order of
piconewtons and MTs are approximately 20 µm in length. Despite the lack of information in
the literature about the bending modulus of MTs in this specific context, we may estimate their
rigidity from the direct measurements by Gittes et al. for a single MT in vitro, A ≈ 10−23 N
m2 [85]. With these numbers, we obtain that σ ≈ 120, indicating that the forcing from
molecular motors is large enough to lead to buckling and oscillations in the biological system.
In addition, we may perform a first-order calculation to justify the assumption that the fluid-
entraining follower force was stationary at the free end of the filament. Again, by considering
the typical molecular motors speed, fractions of microns/sec, and the MTs length, we obtain
that the time for the motor to walk along the filament is twalk ∼ 2×102 s. For σ ≈ 120, the
beat frequency is ≈ 110, which corresponds to a nondimensional time of ∼ 4×10−3. After
rescaling for the relaxation time ζ⊥L4/A, we find that the numerical dimensional time for
the filament to undergo a half-cycle is comparable to twalk. However, we should notice that:
(i) the time coming from the numerical simulations is proportional to the viscosity (via ζ⊥),
so if the viscosity was just one order of magnitude lower, we could separate the timescales;
(ii) as stated in Sec. 1.3.4, motors undergo stochastic binding and unbinding event, so it is
unlikely that the same motor would walk along the whole filament without unbinding; (iii)
we also performed simulations where the fluid-entraining follower force could move along
the filament, using the mathematical framework and numerical implementation presented in
the next section, and the resulting qualitative dynamics was just unaltered.
3.2 Point force located anywhere along the filament
In a real Drosophila oocyte, the situation where the molecular motor is located elsewhere
rather than at the filament tip, say r(s0), is more likely to occur (Fig. 3.4a). To model this
more realistic case, we should firstly notice that in the current framework, the action of the
point force on the filament was described imposing the balance between the force at the tip
and the external force. An equivalent representation consists in including the external force
in the governing equations and imposing torque- and force-free boundary conditions at the








Fig. 3.4 (a) Filament subject to a follower force at r(s0). (b) Line distribution of follower
forces with force per unit length γ acting on the filament.
tip. In fact, Eq. (3.4) with boundary conditions
r(0, t) = 0 , and rs(0, t) = êx , (3.20a)






n̂+η [3κκs −Λs −σ δ (r − r0)] t̂ +u , (3.21)
with boundary conditions
r(0, t) = 0 , and rs(0, t) = êx , (3.22a)
rss(1, t) = 0 , and − rsss(1, t)−Λ(1, t)rs(1, t) = 0 , (3.22b)
where δ (r − r0) is the Dirac delta function, and r0 = r(1) is the location of the point force,
i.e. at the filament tip.
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After differentiating with respect to the arclength and projecting the resulting equations






− [(η +1)Λs +η σ δ (s− s0)] θs −us · n̂ , (3.23a)





−σ δs(s− s0)+η−1 us · t̂ , (3.23b)
where we have expressed the Dirac delta function in terms of the arclength. Similarly the
boundary conditions for the filament configuration read
θ(0, t) = 0 , (3.24a)
θsss(0, t)−θs(0, t)3 +θs(0, t)Λ(0, t)+u(0, t) · n̂(0, t) = 0 , (3.24b)
θs(1, t) = 0 , (3.24c)
θss(1, t) = 0 , (3.24d)
and for the Lagrange multiplier
Λs(0, t)−3θs(0, t)θss(0, t)−η−1u(0, t) · t̂(0, t) = 0 , (3.25a)
Λ(1, t) = 0 . (3.25b)
It is clear that the generality of such representation of the governing equations allows
us to locate the point force anywhere along the filament (r0 ∈ [r(0),r(1)]). Despite this
significant advantage, a major complication arises: Eqs. (3.23) include the delta function and
its first derivative, which are singular at s = s0. This fact leads to obvious difficulties when
numerically solving the discretized PDEs, in particular ‘how to deal with δs(s− s0)’?
Instead of treating the two singular terms explicitly, we split the domain into two sub-
domains: one from the base to slightly before the location of the point force, s0− = s0 − ε ,
and one from slightly after, s0+ = s0+ε , to the free end, namely 0 ≤ s ≤ s0− and s0+ ≤ s ≤ 1.
This yields to solving two separate sets of equations with no singular terms as these are cut
off by construction. However, at this stage we only have six boundary conditions for the two
fourth-order PDEs for θ and the two elliptic equations for Λ, which require twelve boundary
conditions in total. The six missing conditions come from physical intuition as described
below.
The point force exerts a tangential force on the filament. Hence, we expect the force in
the normal direction to be continuous and the tension discontinuous across the singularity. In
44 Model extensions to the individual dynamics
particular, the jump in the Lagrange multiplier would be equal to the force applied. This can
be easily seen when considering a straight filament. Eq. (3.23b) becomes Λss =−σ δs(s−s0) ,
which can be trivially integrated from s0− to s0+ , thus yielding to
JΛK(s0, t) = Λ(s0+, t)−Λ(s0−, t) =−σ , (3.26)
where double-square brackets indicate the jump across s0. In contrast, the force in the normal
direction, which in dimensional form reads JArsss · n̂K, must be continuous. Moreover, we
notice that the point force does not affect neither the position and velocity nor the tangent
and curvature of the filament across the singularity. Hence, we have JrtK(s0, t) = JrK(s0, t) =
JrsK(s0, t) = JrssK(s0, t) = 0. When we express all these conditions in terms of the tangent
angle, we obtain
JθK(s0, t) = JθsK(s0, t) = JθssK(s0, t) = 0 . (3.27)
The last two boundary conditions are obtained considering the jump between s0− and
s0+ of Eq. (3.21). After imposing continuity in both the background velocity field and the
filament velocity and projecting the equations in n̂ and t̂ , we obtain
JθsssK(s0, t) =−σ θs(s0, t) and JΛsK(s0, t) = 0 , (3.28)
as the curvature is constant and the first spatial derivative of the Lagrange multiplier does not
change across s0 (the jump in the delta function is indeed zero).






θss − (η +1)Λs θs −us · n̂ , (3.29a)





−1 us · t̂ , (3.29b)
solved in the two sub-domains and with boundary conditions Eqs. (3.24)-(3.28).
3.2.1 Numerical implementation of the jump conditions
To numerically solve Eqs. (3.29) and Eqs. (3.24)-(3.28), we firstly discretize them with
second-order finite differences, and then use the IMEX method described in Sec. 3.1.2. The
challenge lies in the implementation of the jump conditions.
We tackle this difficulty by the usage of fictitious nodes. We commence our analysis
by considering the equation for the Lagrange multiplier, namely Eq. (3.29b). We define the
node on the mesh grid where the point force is located s0i , the adjacent fictitious (or ghost)
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nodes slightly before and after s0g− and s0g+ , respectively, and the corresponding Lagrange
multiplier Λi,Λg− and Λg+. Solving the discretized equations in the two separate domains
and then trying to converge to the solution that satisfies the jump conditions could be a
complex task. Instead, we directly solve the linear system in the whole domain. To do so, we

































Then we discretize the jump conditions, that become





= 0 . (3.35)
This yields to a system of six equations in six unknowns that can be easily solved, thus

































Such expressions will then be substituted into the original discretized equations and the
resulting linear system for the Lagrange multiplier solved.
Similarly, the discretized equation for the filament configuration with the corresponding
jump condition can be derived. Equations only involving the delta function and not its
derivative are fairly common in physics and their numerical treatment can be found in the
literature (e.g. [110]). Hence, there is no need to solve the equation for θ using fictitious
nodes. Both implementations were validated against analytical results, such as the case of a
straight filament with a point force at s0 and the 1D diffusion and hyperdiffusion problems
with a Dirac delta force in the domain.
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Fig. 3.5 Numerical comparison of how σ∗ varies with L0/L. The onset of the self-sustained
oscillations arises earlier for the filament with the point force located somewhere other than
at the tip (blue triangles) compared to a shorter filament with a concentrated load at its tip
(red stars) as the unloaded part of the filament experiences an extra force that compresses it
further.
3.2.2 Results
The governing equations were numerically solved using the SBDF scheme mentioned earlier.
Despite the complexity associated with solving the equations for a follower force located
somewhere other than at the tip of the filament, the resulting qualitative dynamics is un-
changed as the now familiar three different dynamical regimes can be observed. But how
does the location of the point force affect the critical value of the control parameter? Fig. 3.5
shows the numerical results of how σ∗ varies when positioning the point force closer to the
clamped end (blue triangles) compared to a filament with the concentrated force at its tip but
length L0/L (red stars). For the latter, the numerical results are consistent with the theoretical
value σ∗L0 that can be derived from σ
∗. In fact, as the critical load is Γ∗ = σ∗A/L2, we have
that Γ∗L0 = σ
∗A/L20, which leads to Γ
∗
L0 = Γ
∗(L/L0)2, or, alternatively, σ∗L0 = σ
∗(L/L0)2. It
might be mistakenly thought that the two curves should overlap as, for each point in the
graph, the distance of the point force from the wall is the same. However, it should be noticed
that the filament with the point force not seated at its tip experiences an extra force since
the remaining part, with length 1−L0/L, is dragged in the fluid and is subject to both the
viscous and elastic forces. Such a force augments the total compressive force thus leading to
an earlier transition to the unstable regime, i.e. smaller values of σ∗.
3.3 Line distribution of follower forces 47
3.3 Line distribution of follower forces
Typically, many motors simultaneously walk along the same MT. To capture this instance,
we consider the case of a line distribution of follower forces located along the filament














(3Aκκs −Λs − γ) t̂ , (3.38)
where γ is the constant force per unit length exerted by the point forces on the filament,
obviously acting tangentially. After rescaling lengths by L, time by the relaxation time






n̂+η (3κκs −Λs −Σ) t̂ , (3.39)





For a line distribution of fluid-entraining follower forces, we must add to the previous
equations the total fluid flow generated, namely u = 1/(8πµ)
∫ L
0 G · γ t̂ ds. Such an integral
can be discretized using Nelem equal elements with length ∆l = L/Nelem, each with a point
force in the middle at s0k , strength γ∆l, and direction t̂
k ≡ t̂(sOk). Hence, by exploiting the
linearity of Stokes equations, we can calculate the total velocity field by linear superposition












Gk · t̂ k , (3.41)
where Gk ≡ G(s;sOk). This approach proves to be particularly attractive in this context as
the flows for the geometries considered can be computed analytically, thus reducing the
computational complexities associated with solving Stokes equations numerically. Again,
we must regularize the Green’s function, which will be denoted G̃. In dimensionless units
this yields to




G̃k · t̂ k ≡ ξ Σ∆l̃ ũ , (3.42)
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where ∆l̃ = 1/Nelem and ũ is the total regularised flow. To conclude, the governing equations





θss − [(η +1)Λs +ηΣ] θs −ξ Σ∆l̃ ũs · n̂ ,
(3.43a)






ξ Σ∆l̃ ũs · t̂ . (3.43b)
Notice that in the equation for the Lagrange multiplier there is no term explicitly associated
with the follower forces; this is because γ is constant, and the term Σs that would appear is
identically zero.
The boundary conditions for a clamped free filament with a line distribution of forces
read
θ(0, t) = 0 , (3.44)
θsss(0, t)−θs(0, t)3 +θs(0, t)Λ(0, t)+ξ Σ∆l̃ ũ(0, t) · n̂(0, t) = 0 , (3.45)
θs(1, t) = 0 , (3.46)
θss(1, t) = 0 , (3.47)
for the filament configuration, and
Λs(0, t)−3θs(0, t)θss(0, t)−η−1ξ Σ∆l̃ ũ(0, t) · t̂(0, t)+Σ = 0 , (3.48)
Λ(1, t) = 0 , (3.49)
for the Lagrange multiplier. To better understand these conditions we can create an analogy
with a chain that is held from one end under the only effect of gravity. At its free end,
the tension is zero as no force is applied, while at the pinned end, the tension reaches its
maximum value as it experiences the weight of all the links in the chain. Similarly, in a
straight filament with a line distribution of no-fluid-entraining follower forces the tension
linearly increases from zero, at the free end, to Σ, or, equivalently, the Lagrange multiplier
linearly decreases from zero to −Σ.
3.3.1 Results
The same numerical scheme discussed previously in this Chapter was used to numerically
solve Eqs. (3.43) with the associated boundary conditions. The number of elements Nelem to
discretize the integral for the background flow was chosen to ensure that the relative error
was below 2% compared to the case of setting Nelem equal to the number of grid points.
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Motors Hydrodynamic case Critical value
Line distribution of
point forces
no-fluid-entraining Σ∗ = 74.3
fluid-entraining with wall Σ∗ = 124.2
fluid-entraining with no wall Σ∗ = 261.1
Table 3.2 Summary of the critical values of the control parameter for the onset of self-
sustained oscillations for a filament subject to a line distribution of follower forces.
no-fluid-entraining fluid-entraining with wall fluid-entraining with no wall
⌃ = 280
Fig. 3.6 Comparison of the time-lapse of the self-sustained oscillations for a filament subject
to a line distribution of point forces for Σ = 280. The filament with no-fluid-entraining
follower forces has the largest amplitudes, while the one with fluid-entraining follower forces
in absence of a hydrodynamic wall has the smallest. This is caused by the fluid flow created
by the point forces which diminishes the tension on the filament, thus delaying the onset of
the instability.
Again, the filament shows three regimes depending on Σ: it returns to its original straight
shape, shows oscillations that then die out, undergoes self-sustained oscillations. Table 3.2
summarises the critical value Σ∗ at which the filament becomes unstable for the no-fluid-
entraining follower forces and the fluid-entraining follower forces both in the presence and
absence of a hydrodynamic wall. Similar conclusions can be drawn about the magnitude of
these values by considering how the tension varies for the instances considered. If we then
compare the filament dynamics for the three cases when Σ = 280, we see that, as expected,
when no hydrodynamic wall is present the oscillations are the narrowest as the value of
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⌃ = 180   = 80
Fig. 3.7 Comparison of Hopf bifurcations for a filament with a line distribution of fluid-
entraining follower force in the presence of a hydrodynamic wall (red) and with only one of
such a point force at the tip (black). Left and right plots are the corresponding time-lapses
of the flapping motion for values of the control parameter ≈ 80% of the critical one. The
amplitude of the oscillations is larger when a single point force acts on the filament compared
to a line.
the control parameter is the closest to its Σ∗ (Fig. 3.6). The amplitude of the oscillations
increases for the fluid-entraining case with the wall as the flows decay faster, thus reducing
the tension along the filament and anticipating the transition, and becomes the widest when
the filament is subject to no-fluid entraining follower forces (smaller Σ∗). Fig. 3.7 compares
the Hopf bifurcations for a filament with a line distribution and a single fluid-entraining
follower forces in presence of a wall. The amplitude for the case of a single point force at
the tip is larger when the filament is acted on by a single point force (see also left and right
plots in which the time-lapses of the filament dynamics are shown for values of the control
parameter ≈ 80% of the critical one).
3.4 Conclusions
In this chapter we have extended the framework developed in Chapter 2 in order to more
accurately describe the real Drosophila oocyte. In particular, we have considered the case
where the point force not only exerts a force on the filament, but also generates a fluid flow,
scenario that typically occurs when motors translocate along MTs and the cargo pushes the
surrounding fluid. We computed the control parameter using the data of the real oocyte and
showed that it is beyond the critical value found by our numerical experiments. This suggests
that the waving motion observed at stage 9 might be explained by our model. Then, we
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considered the cases where the motor was located anywhere along the filament and presented
a framework to numerically implement the jump condition. Finally, we studied the dynamics
of a filament subject to a line distribution of follower forces and showed that the resulting
dynamics is qualitatively unaltered.

Chapter 4
The collective dynamics of an array of
filaments
After studying the dynamics of a filament compressed by follower forces that can entrain
fluid flow and be located anywhere along the filament, we extend the framework to the
multi-filament case in order to study the collective buckling. Apart from the specific case
of Drosophila oocytes, in nature it is fairly rare to find a single filament, so studying the
collective behaviour might be of interest and applicable to other biological systems as well.
The main difficulty in tackling such a problem stands in the numerics. When the n filaments
hydrodynamically interact, they mutually affect each other, thus resulting in a typical n-body
problem, which requires order n2 computations at each time step. In Sec. 4.1, we formulate
the multi-filament problem and, in Sec. 4.2, explain the numerical implementation adopted
to minimize the computational time. We then study the dynamics of two elastic filaments
subject to a single and a line distribution of fluid-entraining follower forces and show that the
hydrodynamic interactions can lead to synchronization of the beating motion in Sec. 4.3.1.
Sec. 4.3.2 presents the results for more than two filaments. We show that a multitude of such
filaments can synchronize their motion and that the filament density is crucial in determining
the system dynamics as a symmetry-breaking mechanism can also arise.
4.1 Equations of motion
We initially consider two parallel slender elastic filaments with length L and radius b (L ≫ b)
and no intrinsic curvature. They are attached to a wall and moving in a 2D-plane surrounded
by a fluid with viscosity µ . The distance at s = 0 between the filaments is d and each of them
is subject to a single follower force at the tip, Γ, while the other end is clamped (Fig. 4.1).






Fig. 4.1 Two filaments acted on by two fluid-entraining follower forces at their tips that
hydrodynamically interact. The mean distance between them is denoted by d.
We denote by r(s, t) the filament configuration parametrized by its arclength 0 ≤ s ≤ L. At
low Reynolds number inertia is negligible, thus the total force on the filament must sum
to zero. By exploiting the RFT framework to capture the viscous drag, thus neglecting
nonlocal effects, and the classic Euler-Bernoulli theory for an elastic inextensible filament,
the governing equations for a single filament, derived in detail in the previous chapters, read(
ζ∥t̂ t̂ +ζ⊥n̂n̂
)
· (rt −u)+Arssss +(Λrs)s = 0 , (4.1)
where subscripts denote differentiation, ζ∥,ζ⊥ are the drag coefficients, t̂ and n̂ the tangent
and normal unit vectors, A the bending modulus, and Λ the Lagrangian multiplier used to
impose inextensibility. The background flow u is the velocity field on the filament centreline
produced by a fluid-entraining follower force located at the filament tip (s = L).
When two filaments subject to fluid-entraining follower forces are next to each other,
they hydrodynamically interact. Such an interaction comes from three contributions: (i) the
fluid flow produced by the point force located on the filament considered, u( j), (ii) the fluid
flow created by the point force on the other filament, u(i)→( j), (iii) the presence of the other
filament that will then induce a fluid flow, v(i)→( j). Take two filaments with no point forces
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acting on them, one bent (i) and one straight ( j). The contribution v(i)→( j) accounts for the
hydrodynamic interaction: the bent filament (i) will straighten up thus inducing a flow that
will affect filament j, which will in turn affect the first one. They will slightly oscillate until
returning to a straight configuration.
The governing equations for the filament j interacting with the filament i can therefore
be described by(
ζ∥t̂













where the total background flow is given by
U ( j) = u( j)+u(i)→( j)+ v(i)→( j) , (4.3)
with
u( j)(s, t) =
1
8πµ
G(r( j)− r( j)0 ) ·Γ t̂(r
( j)
0 ) , (4.4)
u(i)→( j)(s, t) =
1
8πµ
G(r( j)− r(i)0 ) ·Γ t̂(r
(i)
0 ) , (4.5)





G(r( j)− r(i)) · f (r(i))ds , (4.6)
in which G is the Green’s tensor, r( j)0 the location of the fluid-entraining follower force on
the filament j, and f (r(i)) the total force per unit length acting on filament i, i.e. f (r(i)) =
−Ar(i)ssss − (Λ(i)r(i)s )s.
In this model we neglect higher order contributions. In fact, when calculating the flow
induced by the movement of the other filament, v(i)→( j), we only consider the flow produced
by the stokeslets, but not the one from the doublets [56]. Moreover, by using the local RFT
framework, we neglect that the filament can interact with itself. Slender-body theory provides
the necessary mathematical framework to include self-interactions. This would entail a more
complex formulation involving integral equations that present singularities which would
need to be regularized. For the sake of simplicity, we neglect nonlocal effects. However, we
include the presence of the other filaments v(i)→( j) since, as discussed already, without the
fluid flows set by the fluid-entraining follower forces, u(i)→( j), filaments would not be able to
hydrodynamically interact as opposed to the single filament case where hydrodynamic forces
would still be experienced instead via RFT.
After rescaling the lengths by the filament length L, the time by the relaxation time
ζ⊥L4/A, and the Lagrange multiplier by the elastic force A/L2, the governing equations in
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dimensionless form read(
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and the total background flow becomes




G(r( j)− r( j)0 ) · t̂(r
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with η = ζ⊥/ζ∥, ξ = ζ⊥/8πµ , and σ = ΓL2/A. Since the first term in Eq. (4.8) is singular at
r( j) = r( j)0 , we use the regularized stokeslet proposed by Cortez et al. [104] instead, denoted
G̃ throughout. The regularization parameter is chosen such that the velocity of the molecular
motor equals the velocity of the fluid flow at the location of the point force as described in
Chapter 3.
4.1.1 The multi-filament case
If we have more than two filaments, say Nfil, each of them with Npf fluid-entraining follower
forces located at r0,k, where k = 1, . . . ,Npf, the total background flow will include the velocity
fields produced by all point forces as well as the fluid flow induced by the presence of all
the filaments. This translates into the following expression for the total nondimensional
background flow on filament j
































Similarly, for a line distribution of fluid-entraining follower forces with force per unit length
γ , if we discretized it with Npf as shown in Sec. 3.3, we would obtain the same expression
except for replacing σ with Σ∆l̃, where Σ = γL3/A and ∆l̃ = 1/Nelem.
4.1.2 Fluid flow considerations
Compared to the individual dynamics, the multi-filament problem is intrinsically linked to
the significant computational cost to simulate the equations of motion. In fact, each filament
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affects the dynamics of all the others and vice versa. If we consider the case Npf = 1, we
see that the bottleneck is the term v(i)→( j) in the total background flow. For every filament,
the integral in Eq. (4.9) needs to be numerically computed (Nfil −1) times, thus resulting in
approximately N2fil computations at each time step. In other words, the computational cost
grows quadratically with the number of filaments.
Before tackling this complexity, we investigate whether this contribution, i.e. the presence
of the other filaments, might be neglected at all. For this aim, we considered the case Nfil = 2
and performed an asymptotic analysis for two extreme cases: the dilute and close-by limits.
Such an analysis showed that the velocity field produced by the point forces on the other
filaments is of the same order as the one associated with the movement of the filaments
themselves, i.e. |u(i)→( j)| ∼ |v(i)→( j)|. Thus the total background flow must include all the
terms in (4.3), and the computational difficulty remains and must be handled.
There might still be a question about the total force f (r(i)) appearing in Eq. (4.6).
Specifically, what is this ‘total’ force? Shall we include the compressive follower force in
addition to the elastic force and tension so that f (r(i)) =−r(i)ssss−(Λ(i)r(i)s )s−σ δ (s−s0)r(i)s ?
When the point force is at the tip, as its contribution does not appear in the equations of motion
but only in the boundary conditions, we have that, in dimensionless units, f (r(i)) =−r(i)ssss −
(Λ(i)r(i)s )s. The question then turns to what happens when the point force is somewhere else
or it is replaced by a line distribution of point forces. In Sec. 3.2 we showed the equivalence
of including the point force in the equations of motion through a Delta function compared to
having it in the boundary conditions. Here, we use this result to numerically investigate three
cases for two parallel filaments with the same initial perturbed configuration subject to no-
fluid-entraining follower forces so that the total background flow is simply given by Eq. (4.6),
as u( j) = u(i)→( j) = 0. Specifically, we consider the cases when (i) the follower force enters
through the boundary conditions, (ii, iii) it appears in the equations of motion and the Delta
function term is omitted or present in the definition of f (r(i)), respectively. By quantitatively
comparing the resulting dynamics and timescales, we infer that the compressive force should
not be included in the total force. By doing so we would double-count its contribution
thus enhancing the hydrodynamic interactions and triggering the onset of the dynamical
behaviours observed in Sec. 4.3 earlier.
4.2 Numerical implementation
As previously mentioned, the computational cost to numerically simulate the multi-filament
problem is significant. n-body problems have been widely studied and several techniques
have been proposed to reduce the overall cost and speed up the algorithms. Among them,
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Fast Multiple Method (FMM) stands out for reducing the amount of work to compute the
pairwise interactions from order n2 to order n [111]. This made such an algorithm attractive
in large-scale problems encountered in fluid dynamics, molecular dynamics, and celestial
mechanics. The underlying idea, initially proposed for electromagnetic problems, is to use
a multiple expansion to expand the system’s Green’s function. This allows to approximate
the effects of distant clusters of bodies on a local group by a simpler representation, i.e.
a hierarchical decomposition of space is used to define ever-larger clusters as distances
increase.
Despite being based on a relatively simple idea, the numerical implementation is com-
plicated. There are implementations available on the Internet from the Courant Institute for
low Reynolds number problems where the Green’s function considered is the one for a point
force in an unbounded domain (stokeslet), or bounded by a wall (stokeslet near a wall) [112].
Here, since we ultimately want to study the multi-filament problem inside a sphere and such
an implementation is missing, we decided to proceed through a different route based on
computational optimization and reasoning.
4.2.1 Algorithm optimization
The coupled system of PDEs is numerically solved using the same algorithms as presented
in Chapter 2 and 3. In particular, the equations are decoupled by considering the values
at the previous time steps and the numerical stiffness bypassed through the SBDF scheme.
Also, the background flow is computed by evaluating the Green’s function for the specific
geometry simulated (point force in unbounded domain or bounded by a wall), thus requiring
the filament configuration to be in Cartesian coordinates. With regard to the presence of the
other filaments, since their contribution is included by substituting the filaments with a line
distribution of fluid-entraining follower forces, the integral of Eq. (4.9) is discretized using
a number of elements Nelem such that the accuracy is bounded to 2% compared to the case
where each grid point has a point force.
The multi-filament problem we are solving can be summarized in the following algorithm.
Algorithm 1 represents a brute-force approach to the problem. Smarter ways of tackling
it are in fact possible and faster. We initially implemented the algorithm in Matlab, then
transitioned to Python and C++ (exploiting the ‘Eigen’ library). After inspecting the algo-
rithm’s performance with timers to identify potential bottlenecks and performing several
optimization tests, we brought these changes.
Notoriously, Matlab and Python are particularly slow when dealing with for-loops and
element-wise operations. For this, vectorial operations were used, even for computing
derivatives by multiplying the vectors by the matrices with the coefficients of the finite
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Algorithm 1 Multi-filament problem
1: Initialize vectors and matrices
2: Compute perturbed initial configurations
3: function SIMULATE FILAMENTS DYNAMICS
4: while t < # time steps do
5: for j = 1 to Nfil do ▷ solve the equations of motion for each filament
6: for k = 1 to Npf do
7: Compute velocity field produced by kth point force of jth filament by evaluating the
regularized Green’s function for the specific geometry
8: for i = 1 to Nfil and i ̸= j do
9: for k = 1 to Npf do
10: Compute velocity field produced by the kth point force of the ith filament on jth filament
by evaluating the Green’s function for the specific geometry
11: for i = 1 to Nfil and k ̸= j do
12: Compute velocity field produced by presence of ith filament by:
13: (i) computing f (r(i))
14: (ii) evaluating Green’s function for the specific geometry Nelem times
15: Compute total background flow and derivatives
16: Solve equation for Lagrange multiplier
17: Solve PDE for filament configuration using SBDF method
18: Integrate filament arclength to obtain the configuration in Cartesian coordinates for the calcula-
tion of the background flow
differences. Moreover, it turned out that it is faster to run the outer for-loops Nfil times (line
5) than solving a larger system (N Nfil)× (N Nfil). It is also significantly more efficient to
use the programming languages’ built-in functions, for instance to integrate the filament
configuration at each time step, compared to writing them on our own. Lastly, one should
notice that the total forces acting on each filament could be computed only once, as they do
not vary. What changes are the evaluation points. This translates into moving line 13 to line
5 in the algorithm 1.
After all these improvements, which we label as ‘Matlab optimized’, the algorithm ran
fairly faster. However, the main bottlenecks associated with the ‘for-loops’ at lines 6, 8, and
11 remained. We initially decided to use a combination of OpenCL and MPI for the C++
code. The former to parallelize nested loops as in lines 8 and 11, the latter to parallelize the
outer loop at line 5. Despite using one node per filament, the improvement obtained was not
at all satisfactory. This was because each node had to wait for the others before advancing in
time, thus slowing down the whole algorithm. This alternative is computationally attractive
only when the number of filaments is very large, i.e. O(100). For this, we decided to
transition to Python. In fact, a smart implementation allowed us to completely avoid the
‘for-loops’ related to the calculation of the background flow, which were replaced by simple
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Fig. 4.2 Comparison between incremental optimized implementations to study the multi-
filament problem. The data points were obtained running the algorithms for a line distribution
of fluid-entraining follower forces with no wall for 1000 time steps. For this experiment, we
used the same machine and took the best of three runs. The Python optimized implementation
outperform the other ones in Matlab as it is up to 4.5 and 2.6 times faster, respectively.
dot products. This led to a considerable improvement, as we can see in Fig. 4.2. The plot
compares the times required for the three implementations to run the algorithms for a line
distribution of fluid-entraining follower forces with no wall 1000 time steps when varying
the number of filaments. The Python optimized implementation as compared to Matlab and
Matlab optimized is already 3 and 2 times faster, respectively with Nfil = 5 and reaches a
4.5 and 2.6 speed-up with Nfil = 20. The implementations were appropriately tested and
cross-validated. Lastly, in all the simulations, the initial configurations of the filaments were
randomly perturbed using a combination of sine and cosine waves with amplitudes in the
hundredth-range of the filament length.
4.3 Results
4.3.1 The case of two filaments
Single fluid-entraining follower force
When an elastic filament is subject to a fluid-entraining follower force at its tip, beyond a
certain value of the control parameter σ∗Nfil=1 the system enters a limit cycle characterized by
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Fig. 4.3 Dynamics of a pair of parallel filaments with a single fluid-entraining follower force
at their tips. Top row depicts the time evolution of the tip displacement, while the bottom row
the time-lapse of the corresponding dynamics. Depending on σ , three distinct dynamics can
be found. (i) The fluid flows set up by the point force entrain the filaments and push them
towards each other, until they reach a steady, slightly bent, configuration. (ii) The filaments,
thanks to the hydrodynamic coupling, synchronize their oscillations. (iii) For larger σ , the
system exhibits oscillations, in which, depending on the value of the control parameter and
the distance d, the difference in the phases of oscillation remains constant over time past a
transient or reaches π .
to each other? By numerically solving the equations of motion including the appropriate fluid
flows, we discover that the filaments can remarkably show synchronous beats. The value
of the control parameter for which the filaments buckle and start self-sustained oscillations
is only slightly larger than the one for the case of a single filament, σ > σ∗Nfil=1, the reason
being that the extensional fluid flow is larger (the total background flow includes the flows
from both filaments), hence delaying the Hopf bifurcation. As we would expect, when the
distance between the filaments increases, σ∗ becomes closer to σ∗Nfil=1 as the contribution
coming from the fluid-entraining follower force on the other filament becomes weaker. As
shown in Fig. 4.3, for σ < σ∗, the initial perturbations die out towards a steady configuration
in which the filaments are slightly bent towards each other. This behaviour arises because
the fluid flows in the region between the filaments mutually entrain them, thus leading to
leaning filaments. After undergoing the Hopf bifurcation, the filaments enter their oscillatory
regime and, past a transient, their phases of oscillation synchronize. Importantly, such
62 The collective dynamics of an array of filaments
no hydrodynamic wall with hydrodynamic wall
Fig. 4.4 Time evolution of phase difference for two filaments with fluid-entraining follower
forces at their tips and distance d = 1.4 in the absence (a) and presence (b) of a hydrodynamic
wall for σ = 100. All the 12 different initial perturbations considered yield to vanishing
phase difference thus showing the robustness of the synchronization mechanism. When in
the presence of a hydrodynamic wall, the filaments require longer times to synchronize their
phases as the flows decay faster.
a synchronization is just the result of hydrodynamical coupling since, in our model, the
filaments can only interact through the fluid. When the control parameter is sufficiently
large, the compressive effect of the fluid-entraining follower force at the tip overcomes the
hydrodynamic interactions. In this regime, depending on the strength of σ and the distance
between the filaments, the difference in the phases of oscillation ∆φ ≡ φ1 −φ2 can either
remain constant over time past a transient or, for larger values, reach π , thus corresponding
to anti-phase synchronization. This result arises because the combination of the relative
distance and the strength of the control parameter can lead to an equilibrium state in which
the filaments are able to keep ∆φ fixed or to one where equilibrium is found only by beating
in anti-phase.
In order to show the robustness of the in-phase synchronization, we simulated the dynam-
ics of 12 pairs of filaments with distance d = 1.4, all having different initial perturbations.
We considered both the cases of fluid-entraining follower forces in the presence and absence
of the wall, setting σ = 100 (well beyond σ∗). Fig. 4.4 shows that ∆φ vanishes over time
in both settings. If the wall is present, the flow decays faster (1/r2 vs 1/r for a stokeslet
in an unbounded domain), so the hydrodynamic coupling becomes weaker and the phase
difference goes to zero more slowly.
Fig. 4.5 depicts how the synchronization time tsync varies with the distance d and the
control parameter σ . For large d, the background flow experienced by one filament sets up
by the other one becomes smaller, and the time to synchronize tsync increases. When keeping
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no hydrodynamic wall with hydrodynamic wall
Fig. 4.5 Effect of distance on synchronization time for a filaments pair subject to a single
fluid-entraining follower force while varying the control parameter σ . As the fluid flows
in the wall case decay faster, the filaments need longer time to synchronize. When d is
increased, the background flow experienced by one filament sets up by the other one becomes
smaller, and tsync increases. When keeping fixed d and varying the control parameter σ , we
notice that for large σ the synchronization is delayed as the system approaches the value at
which filaments exhibit asynchronous oscillations instead (σasync).
fixed d and varying the control parameter σ , we notice that for large σ the synchronization
is delayed as the system approaches the value at which filaments exhibit asynchronous
oscillations instead (σasync). Again, as the fluid flows in the wall case decay faster, the
filaments need longer time to synchronize.
Line of fluid-entraining follower forces
We now turn to the study of a system with the same set-up as in the previous section, but this
time the fluid-entraining follower force at the tip is replaced by a line of them. Also in this
case we discover that the two filaments can synchronize their beating motion. Our numerical
results show that the emerging dynamics vary depending on the geometry considered for the
flow, i.e. either unbounded or bounded by a wall.
If the wall is present, three possible dynamical regimes can be identified when progres-
sively increasing the control parameter Σ (Fig. 4.6). (i) The initial random perturbations
decay and the filaments reach an equilibrium configuration where they are slightly bent
towards each other, assuming a concave configuration with their tips closer than any other
point. (ii) The filaments buckle and enter a limit cycle with self-sustained oscillations in
which, after a transient, they synchronize in-phase their beats (Σ∗ ≡ Σinsync). Lastly, (iii)
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Fig. 4.6 Dynamics of a pair of filaments with a line distribution of fluid-entraining follower
forces in the presence of a wall. Top row depicts the time evolution of the tip displacement,
while the bottom row the timelapse of the corresponding dynamics. Three regimes can be
identified for increasing values of Σ: (i) the filaments lean towards each other, reaching a
steady concave shape; (ii) they buckle and, past a transient, they synchronize in-phase their
motion; (iii) when the compressive effects overcome the hydrodynamic coupling, they exhibit
anti-phase synchronous oscillations.
anti-phase synchronous self-sustained oscillations arise for Σ ≥ Σantisync. To test the robustness
of the synchronizations, we considered 12 distinct initial configurations, set the distance
d = 1 and the control parameter Σ = 140 and Σ = 180, i.e. within the range for in-phase and
anti-phase oscillations, respectively. As shown in Fig. 4.8a, the initial perturbations do not
affect the resulting dynamics as the phase difference ∆φ always vanishes or reaches π .
When there is no such a wall, the filaments hydrodynamically interact differently. Specif-
ically, as depicted in Fig. 4.7, for increasing values of the control parameter Σ, (i) the
perturbations die out and the filaments reach a steady convex configuration with the tips
further apart than some middle point in their bodies. (ii) In the second dynamical regime,
the filaments buckle and begin to oscillate, quickly synchronizing their motion to beat in
anti-phase (∆φ = π). So, Σ∗ ≡ Σantisync. (iii) Lastly, when Σ is increased further, the filaments
synchronize their motion with the phase difference going to zero. The physical explanation
behind the convex shape being assumed is the different background flow acting on the
filaments. In the presence of a wall, the velocity field in the direction perpendicular to the
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Fig. 4.7 Dynamics of a pair of filaments with a line distribution of fluid-entraining follower
forces in the absence of a wall. Top row depicts the time evolution of the tip displacement,
while the bottom row the timelapse of the corresponding dynamics. Similarly to the wall-case,
three regimes emerge. However, because of the different fluid flows, these are different. (i)
The filaments experience attractive flows in the first half of their length, and repulsive ones
in the second half. This leads to a convex shape, with the tips pointing in opposite direction.
(ii) The dynamics post-buckling consists in anti-phase synchronous motion. (iii) For larger Σ,
the filaments can eventually synchronize in-phase.
other, monotonically increasing its strength from s = 0 to s = 1. The same behaviour is found
when there is only a single point force acting at the tip, regardless of the Green’s function
used. It is only by combining a collection of point forces and the no-wall condition that
the velocity field drastically change. In the region 0 ≤ s ⪅ 1/2, the fluid flow pushes the
filaments towards each other, while it pushes them away when 1/2 ⪅ s ≤ 1. This is because
at s ≈ 1/2, the velocity field changes sign yielding to filaments that are entrained in the first
half of their length and diverted in the second half.
To prove the robustness of the anti- and in-phase synchronization, we again simulated 12
pairs of filaments with fixed distance d = 1 and random initial perturbations and set Σ = 480
and 600. Fig. 4.8b shows that for all the pairs the phase difference always reaches π or 0,
respectively. Notice that the self-sustained oscillations, because of the high Σ and the line
distribution of forces that compress the filaments, show S-shape beats, similar to snakes’
serpentine motion. Also, at Σ ≈ 2800, the compressive force becomes strong enough to
almost make the filaments collapse on themselves.














Fig. 4.8 Independence on initial configuration for the dynamics of two parallel filaments
with a line distribution of fluid-entraining follower forces. Top row shows the results for the
wall-case with d = 1, Σ = 140,180, while the bottom row for the no-wall case with again
d = 1, but Σ = 480,600, left to right. For both in-phase and anti-phase synchronization in
the two geometries considered, the phase difference of all the different random perturbations
imposed converges to either 0 or π .
But why do we observe these opposite behaviours for the two geometries? The reason lies
in the fluid flows being created. For the wall-case, each filament initially assumes a concave
shape in which the velocity field induced by the other one tends to push them towards each
other. After buckling, the filaments are therefore more prone to synchronizing as the fluid
flows are already favouring this. On the other hand, in the no-wall case, the filaments have a
convex configuration and the fluid flows favour in-phase oscillations only in the first half of
the filament length. It is therefore required to pass a ‘hydrodynamic barrier’ to allow in-phase
motion, and this can only occur for larger Σ.
For a filaments pair with a line distribution of fluid-entraining follower forces, the








Table 4.1 Critical values of the control parameter Σ for in-phase synchronization for a pair of
filaments subject to a line distribution of fluid-entraining follower forces.
Fig. 4.9 Dependence of the critical value of the control parameter on the distance between
the filaments for the no-wall-case. The slowly decaying flows significantly affect Σ∗: for
d = 0.7, Σ∗ ≈ 440, while for d = 11, Σ∗ = 267.5, i.e. close to Σ∗Nfil=1 = 261.1.
the Hopf bifurcation occurs. In the presence of the wall, the flows rapidly decay and
Σ∗ ≈ Σ∗Nfil=1 = 124.2, regardless of the distance d. Conversely, in an unbounded domain, the
slowly decaying flows yield Σ∗ to range from Σ∗ = 440 for d = 0.7, about 1.5 times larger
than Σ∗Nfil=1 = 261.1, to Σ
∗ = 267.5, when the distance is increased to 11 times the filament
length, as we can see in Fig. 4.9. Similarly, while for the wall case the values at which the
filaments synchronize in-phase and anti-phase are fairly independent on the distance d, being
approximately Σinsync ≈ 130 and Σantisync ≈ 170, for the no-wall case, these are considerably
affected by d as summarized in Table 4.1.
Fig. 4.10 presents how the time at which the filaments synchronize in-phase, tsync, varies
with the distance between the filaments for both geometries considered. In the absence of the
wall, the in-phase oscillations are followed by no other dynamical regime, so we observe
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Fig. 4.10 As the filaments are further apart, the fluid flows induced become weaker, so
requiring longer time to synchronize. (a) In the absence of the wall, the in-phase oscillations
are followed by no other regime. The synchronization time decreases when the filaments are
closer to each other and the control parameter is larger. (b) For the wall-case, tsync increases
for larger Σ as the system approaches Σantisync at which anti-phase oscillations arise instead.
that the synchronization time decreases when the filaments are closer to each other and the
control parameter is larger. On the other hand, in the presence of the wall, tsync increases for
larger Σ as the system approaches the anti-phase synchronous dynamical regime.
4.3.2 The case of many filaments
After a study of the dynamics of two filaments acted on by fluid-entraining follower forces,
we now tackle the collective buckling for Nfil > 2. We follow the same structure of the
previous section in which we firstly examine the instance where the filaments have only a
single fluid-entraining follower force at their tip and then proceed with a line distribution of
such forces. In this problem, there are many degrees of freedom, from the ratio d/L, to the
relative distance between the filaments. Here, we keep the distance d between them fixed
and set it to a value such that overlapping cannot occur, and consider the no-wall case so
that the hydrodynamic interactions are maximum. We find that already in this set-up, the
emerging dynamics are various and peculiar.
Single fluid-entraining follower force
The case Nfil = 2 reveals that the hydrodynamic interactions can yield to synchronized











Fig. 4.11 Time-lapse of the possible dynamics for an array of filaments subject to a single
fluid-entraining follower force at the tip with no-wall. (a) The filaments are entrained by
the fluid flows and lean towards the centre in a symmetric fashion, assuming a concave
steady bent shape. (b) After buckling, the fluid-structure interaction allows the filaments to
synchronize their oscillations. (c) For larger values of the control parameter, the compressive
effect of the fluid-entraining forces dominates over the hydrodynamic coupling, thus yielding
asynchronous oscillations.
distance between them d = 1.4, and varied the control parameter in the range 0 < σ < 300.
We discovered the existence of the same three regimes observed for two filaments, depicted
in Fig. 4.11. For σ < σ∗, the filaments reach a stationary concave configuration, showing a
mirror symmetry with respect to the x = 0 axis (Fig. 4.11a). If Nfil is odd, then, as we would
expect, the filament in the middle returns to a straight configuration instead (the velocities in
the x-direction are equal and opposite and therefore cancel out). When σ ≥ σ∗, self-sustained
oscillations arise and the filaments synchronize (Fig. 4.11b, 4.12a). Unsurprisingly, the
critical value of the control parameter at which the filaments buckle and begin to oscillate
increases with the number of filaments. This is due to the extensional flows that act opposite
to the compressive force and become more vigorous with Nfil, thus delaying the onset of the
Hopf bifurcation. We also notice that when σ approaches σasync, the time to synchronize
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synchronous oscillations asynchronous oscillations(a) (b)
Fig. 4.12 Time evolution of the phase difference ∆φ computed as φi −φ1 for i = 2, . . . ,9. (a)
After a transient that depends on the initial configuration, all the filaments synchronize and
∆φ goes to zero. (b) In the asynchronous regime, every filament moves independently and
the phase difference constantly varies. N.B. The discontinuities are because, for graphical
purposes, we constrained ∆φ to be in the range [−π,π].
increases. Despite creating stronger flows, higher σ also corresponds to stronger compressive
effects. It is this ‘tug-of-war’ mechanism, in which hydrodynamics prevails, that postpones
the synchronization. From σ = σasync, the compressive forces dominate instead, thus leading
to asynchronous oscillations in which each filament beats independently and defining the
third dynamical regime (Fig. 4.11c). In this case, the phase difference constantly changes
over time as presented in Fig. 4.12b. Again, σasync increases when the filaments become
more abundant.
Line of fluid-entraining follower forces
The more vigorous background flows set up by a line distribution of fluid-entraining follower
forces give rise to unexpected dynamics. We considered a system with a number of filaments
ranging from 3 to 10 and distance d = 0.7 and varied the control parameter 0 < Σ < 2500.
We identified five regimes, summarized in Fig. 4.13. The values of Σ at which the
transition from one to the next occurs are independent on the initial conditions, similarly to
what was presented for a filament pair. When studied a single filament, the possibility for the
system to present hysteresis at the Hopf bifurcation was investigated and it was found that it
did not occur. We believe that hysteresis would not occur also for the multi-filament case.
The common regime independent on the filament density is the one where the filaments
slightly bend towards each other assuming a convex shape and keeping a mirror symmetry.
The filament curvature increases from the middle filaments to the outer ones because of
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Fig. 4.13 Summary of the possible dynamics for an array of filaments subject to a line
distribution of fluid-entraining follower forces. Both the control parameter Σ and the filament
density play a key role in determining the resulting dynamics. The filaments can synchronize
in-phase and anti-phase, as well as lead to a symmetry-breaking mechanism in which they
all bend in the same direction.
(Fig. 4.14a). After buckling, for 3 ≤ Nfil ≤ 7, the filaments begin to oscillate describing
the S-shape undulatory motion previously mentioned for Nfil = 2, and synchronize in-phase
(Fig. 4.14b). However, despite beating in synchrony, differently from all the previous cases
encountered, the filament shapes cannot be superimposed. In fact, by reason of the flows
imbalance mentioned above, the filaments at the sides have progressively more ‘curly’ shapes
than the central ones; this becomes even more pronounced with higher filament density. For
Nfil = 3, the regimes just described are the only possible ones, while for 4 ≤ Nfil ≤ 7 another
dynamics emerges. For larger Σ, the filaments show anti-phase synchronous oscillations;
these are mirrored with respect to the x = 0 axis if Nfil is odd, as depicted in Fig. 4.14c. If Nfil
is even instead, the central filament randomly synchronizes in phase with one of the two sides.
For Nfil ≥ 8, after the convex-shape regime, the stronger background flows created by the
fluid-entraining follower forces amplify the initial perturbations and yield to a spontaneous
symmetry breaking mechanism. As shown in Fig. 4.14d, when Nfil = 8 and Σ ≥ 1050, all
the filaments bend in the same direction until reaching a configuration characterized by
high-frequency, small-amplitude oscillations around a bent shape (Fig. 4.14d, inset). Also,
















Fig. 4.14 Time-lapse of the possible dynamics for an array of filaments with a line distribution
of fluid-entraining follower forces. (a) Before buckling, the filaments reach a convex steady
shape as the total fluid flow set up by the point forces is such that it pushes towards each
other the first half length of each filament and away the second half. (b)-(c) After buckling,
the filaments begin to oscillate describing S-shape configurations and eventually synchronize
their motion in-phase or anti-phase. (d)-(e) Above a certain filament density, the filaments
lean all in the same direction and reach either a steady bent configuration or one with
small-amplitude, high-frequency oscillations around a bent state.
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Fig. 4.15 (a), (b) The phase difference for each pair of opposite filaments (numbered from
left to right) vanishes over time or reaches π , corresponding to in-phase and anti-phase
synchronous oscillations. Results computed for an array of Nfil = 6 and Σ = 1550, and
Nfil = 7 and Σ= 1850, respectively. (c) Time evolution of the tips displacement. The filaments
spontaneously bend towards the same direction, thus breaking the system’s symmetry, while
oscillating. They eventually reach a configuration where they exhibit small-amplitude, high-
frequency oscillations around a bent state. Data shown are for Nfil = 8,Σ = 1250. (d) For
Nfil ≥ 9, fluid-structure interactions give rise to a spontaneous symmetry breaking mechanism
in which they lean in the same direction and reach a steady bent configuration. Data shown
are for Nfil = 10,Σ = 1350. Notice that we favoured plotting the tip displacement instead of
the phase difference for instances (c) and (d) as we thought it was more representative of the
dynamics as ∆φ goes to zero in both cases.
the curvature of the filaments increases in the direction they are bent towards since the fluid
flows are more vigorous. For Nfil = 9 and Σ > 1050 and Nfil = 10 and Σ > 1000, the system
undergoes a similar transition but, in this instance, all the filaments achieve a steady bent
configuration instead. In both regimes, the direction the filaments lean towards (right or left)
is random and dictated by the ones at the extremes of the array, in which one prevails on the
other thus triggering this instability.
Fig. 4.15a-b plot the time evolution of the phase difference for opposite filaments, from
the external to the internal ones (filaments are numbered from left to right). As previously
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Fig. 4.16 Effect of filament density and the control parameter on in-phase synchronization
time. When Σ increases, the background flows become more vigorous thus anticipating
the synchronization. Interestingly, higher filament density corresponds to larger tsync. This
behaviour occurs because the hydrodynamic coupling needs to be experienced by the whole
array of filaments, so the longer the array, the larger the synchronization time is.
mentioned, ∆φ either vanishes or reaches π , scenarios corresponding to in-phase and anti-
phase synchrony. The results shown are for an array of Nfil = 6 with Σ = 1550, and Nfil = 7
with Σ = 1850, respectively. Fig. 4.15c-d show how the tip displacement evolves over time
for both the case with filaments oscillating around a bent configuration and steadily reaching
a bent shape. The filament density is crucial in determining which regime will occur.
Fig. 4.16 compares how tsync varies with the number of filaments for a wide range of
values of the control parameter. When Σ increases, the background flows become more
vigorous thus anticipating the synchronization. Interestingly, higher filament density cor-
responds to larger tsync. This behaviour occurs because the hydrodynamic coupling needs
to be experienced by the whole array of filaments, so the longer the array, the larger the
synchronization time is. It should be stressed that the initial conditions of the filaments
configuration do not affect the values of the control parameter at which the transitions occur,
but they bear upon the timescales. For this, all results related to times comparison were
obtained imposing the same initial conditions.
Concerning the bent steady configuration, larger Σ and Nfil lead to both the system
reaching the equilibrium more swiftly and more bent shapes, as displayed in Fig. 4.17,
eventually causing the filaments to touch and overlap. This occurs at Σ = 2450 and 2350 for
Nfil = 9 and 10, respectively.
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(a) (b)
Fig. 4.17 Beyond a certain filament density, the system undergoes a spontaneous symmetry-
breaking mechanism in which filaments lean in the same direction and eventually reach a
steady bent configuration. (a) The flows become more vigorous for both larger Σ and Nfil,
resulting in lower tbent. (b) Similarly, the filaments become progressively more bent when
varying the same parameters. The figure plots the tip displacement of the last filament to the
right, i.e. the one most bent.
4.3.3 Periodic boundary conditions
When tackling the multi-filament problem, if the number of filaments is very large, one could
consider the limit case of a set of filaments subject to fluid-entraining follower forces with
periodic boundary conditions. This would translate into using the Green’s function for a
point force with periodic boundary conditions. Again, a regularization should be used to
properly account for the fluid flow. This approach would clearly reduce the computational
cost as fewer filaments would need to be simulated. However, it is worth noting that the
choice of the number of filaments with periodic boundary conditions would prove crucial to
avoid excluding dynamical regimes. In fact, by considering, for instance, only two filaments,
we would not capture the bent phases, which we showed arises beyond a certain filament
density. All in all, despite being attractive in terms of reducing the operations involved, we
decided not to follow this approach to characterize the collective dynamics of interacting
filaments.
4.4 Discussion
The mathematical model we have developed and employed to tackle the collective buckling
for an array of parallel filaments unveiled a wide range of dynamics. Despite its reductionist
nature, our model includes all the key features that appear in the real biological system,
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among which the fluid flows induced by the presence of the other filaments. Our numerical
study showed that the hydrodynamic coupling can remarkably lead to synchronized motion
and give rise to a new symmetry-breaking mechanism. In particular, when subject to a single
fluid-entraining follower force at the tip, the filaments can synchronize their self-sustained
oscillations. For a line distribution of such forces, the filaments can spontaneously lean in
the same direction, thus breaking the system’s symmetry, and ultimately reach a steady bent
configuration. Crucially, the filament density appears to be the key parameter for the onset
of such phenomenon. To explain the mechanism underpinning all the dynamics observed,
we proposed physical considerations based on the mutual entrainment in the flows set up by
the filaments. The study of an array of filaments subject to fluid-entraining follower forces
revealed interesting dynamics, but what happens when such filaments are inside a sphere?
How does the geometry affect the emerging dynamics? Chapter 5 presents and thoroughly
discusses this analysis.
Chapter 5
The motion of filaments inside a sphere
After developing a robust and efficient algorithm to study the fluid-structure interaction of
a multitude of filaments subject to fluid-entraining follower forces, we can now tackle the
multi-filament problem inside a sphere. In this chapter, we investigate the role of confinement;
specifically, how it affects the filaments dynamics and whether it can lead to phenomena
similar to the ones found experimentally in Drosophila oocytes, discussed in detail in Chapter
1. Sec. 5.1 summarizes the modelling assumptions and introduces the system set-up, Sec. 5.2
presents the results for both a single and a line distribution of fluid-entraining follower forces,
and Sec. 5.3 discusses our findings and their biological relevance.
5.1 System set-up
The framework developed so far is now applied and extended to a simplified and tractable
model of the real oocyte. Its shape is approximated by a sphere, MTs are represented by
inextensible elastic slender filaments confined to moving in its mid-plane, and the motor-
cargo ensemble is treated as a fluid-entraining follower force. Also, the same 2D description
presented in the previous chapters for the filaments is used to model their dynamics and
the linearity of Stokes equations is exploited to compute the total background flow. The
cytoplasmic streaming is appropriately modelled by superimposing the fluid flows created by
the fluid-entraining follower forces on all the filaments as well as the ones induced by their
movement. Fig. 5.1 depicts the schematic representation of the system.
5.1.1 Point force inside a sphere
By modelling the motor-cargo ensemble with fluid-entraining follower forces and approxi-
mating the system geometry by a spherical container, we can take advantage of the analytical
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Fig. 5.1 Schematic of the multi-filament system inside a sphere. In red are the fluid-entraining
follower forces, in green the filaments, and in blue the fluid flow.
solution for the velocity field of a point force with magnitude Fpf, located at x0 inside a
sphere with unit radius, a = 1 [113, 114]. These simplifications allow us to compute the
background flow by evaluating the analytic solution directly, instead of numerically solving
Stokes equations for the fluid flow. Using the appropriate Green’s function, which satisfies
the no-slip boundary conditions at the sphere wall, obviates the need to discretize the sphere.
This reduces the complexity of the simulations and, most importantly, the computational
time, while still capturing the physics of the real system.





Gjm (x− x0)+ Ḡjm (x)
]
, (5.1)
where µ is the dynamic viscosity of the fluid, Gjm the Green’s function, defined by




(xj − x0j)(xm − x0m)
r3
, (5.2)
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In the previous equations, R0 and R̄0 are the Euclidean norms of x0 and its image x̄0,
respectively; ê is the unit vector indicating the axial direction ê = x0/R0; r = |x − x0|;
r̄ = |x− x̄0|; R is the Euclidean norm of x; δjm is the Kronecker delta; α is the angle between
x and ê. The numerical implementation of this velocity field is tedious because of the many
terms involving partial derivatives which should be computed analytically, thus great care
should be taken especially while vectorizing it.
To evolve the filaments configuration in time we use the equations of motion presented
in Chapter 4, namely Eqs. (4.7), (4.9) with the appropriate boundary conditions, in which
the Green’s function is the one for a point force inside a sphere. For a filament subject to
a collection of fluid-entraining follower forces, the corresponding equations and boundary
conditions are used instead.
Regularization
In order to avoid overestimating the strength of the velocity field in the neighbourhood of the
singularity, which may result in erroneous results, a regularization is required. We were not
aware of any regularized velocity field for a point force inside a spherical container in the
literature. Therefore, we developed an ad hoc technique based on excluding the region near
the point force and replacing it with an elliptic ‘bubble’. The shape of the bubble was chosen
to be elliptical because the velocity field is stronger in the direction of the point force and
weaker perpendicularly to it. The velocity field evaluated at the points outside the bubble
were used to extrapolate the values inside in a way to ensure that the first derivative was
continuous and the maximum value was independent on the number of grid points used for
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Table 5.1 Summary of the critical values of the control parameters for the onset of self-
sustained oscillations when varying the ratio between the filament length and the radius of
the sphere. As expected, the larger the ratio, the lower σ∗ and Σ∗ are.
the simulation, similar to the reasoning in Sec. 3.1.1. This heuristic technique was tested and
validated successfully against Cortez’s regularized stokeslets in free-space and near the wall
[104, 106].
5.2 Results
5.2.1 Role of confinement on a single filament
In the previous chapters, we studied the dynamics of a single filament and a multitude of
them in the presence or absence of a hydrodynamic wall. In such instances, the only length
scale of the problem was the length L of the filament. Here, the filaments are located inside a
spherical container with radius a, and the obvious parameter that enters the problem is the
dimensionless ratio L/a.
When simulating the filament dynamics, despite the closed geometry, we still observe
the same three regimes as for all the former cases, i.e. the recirculation does not lead to the
onset of any new dynamical regime. Depending on σ , we have that the initially perturbed
filament returns to a straight configuration, shows oscillations that die out, and undergoes a
Hopf bifurcation in which exhibits self-sustained oscillations. To allow a comparison with
the previous cases studied, we initially address the question of how confinement affects the
onset of the transition for a filament with L/a = 1. For this geometry, the critical value of the
control parameter is σ∗ ≈ 57.1, which stands between σ∗ ≈ 53.3 and σ∗ ≈ 67.7 referring to
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the cases in presence or absence of a flat wall, respectively. When the filament is subject to
a fluid-entraining follower force without the wall, the velocity field decays as ∼ 1/r with
r being the distance from the point force. In the presence of the wall, the flow decays as
∼ 1/r2 instead. By inspecting Eq. (5.1), it is possible to identify that the order of r at which
the fluid flow created by a point force inside a sphere falls off is a non-integer value between
1-2 because of the presence of the complex image system. This creates a tension on the
filament that is lower than the unbounded, but larger than the bounded case, thus explaining
the intermediate value of σ∗ for the spherical container. Similar conclusions can be drawn for





When varying the parameter L/a, the qualitative dynamics remain unaltered, but the
critical values σ∗ and Σ∗ of course change, as summarized in Table 5.1. It should be noticed
that the analysis carried in Sec. 3.2, which expressed σ∗L0 in terms of σ
∗ and the ratio
L/L0, cannot be extended in this context as the parameter L/a non-trivially modifies the




overestimates the critical value when the parameter is greater than one and underestimates it
when lower than one.
In the limit case where the radius a → ∞, thus L/a → 0, we would recover the case of a
fluid-entraining follower force with wall and obtain the same critical values of the control
parameters, σ∗ and Σ∗, as in Chapter 3. In fact, we would be left with only one length scale
in the system, the filament length L, and the velocity field would be the one of a Stokeslet
near a planar wall. Conversely, Table 5.1 shows that for smaller, but finite, L/a ratios, the
critical values increase. This is because locating the point forces closer to the wall, in order
to satisfy the no-slip boundary condition, the flow must decay fast and larger values of the
control parameters are necessary to trigger the instability.
5.2.2 Role of confinement for the multi-filament case
In the following analyses, we only consider an equidistant odd number of filaments, thus
a system possessing radial symmetry, with L/2a = 1/4, since in the real biological system
MTs have a length about a fourth of the oocyte size. Choosing an even number of filaments
would lead to filament configurations where the fluid-entraining follower forces would act
along the same line but in opposite directions, thus possibly causing cancellation effects. For
the sake of completeness, we investigated this instance as well, but here we only report the
results for an odd number of filaments for the aforementioned reason.
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Table 5.2 Summary of the values at which the system constituted by filaments subject to a
single fluid-entraining follower force at their tips transitions to different dynamical regimes.
Single fluid-entraining follower force
We investigate the case where filaments are actuated by a single fluid-entraining follower
force at their tips. We simulate the dynamics for an increasing number of filaments and
discover the existence of three distinct behaviours (Fig. 5.2). Below a certain value of the
control parameter σ , the initial perturbations imposed to the filaments configurations decay,
either immediately or after some oscillations. For an intermediate value of σ , the filaments
start oscillating independently but, after a transient period, they synchronize their beats.
When σ is large enough, the filaments beat asynchronously instead.
Table 5.2 summarizes how σ varies with the number of filaments for the three regimes. A
visual representation is shown in the centre of Fig. 5.2. We notice that the value of the control
parameter for synchronization decreases for larger Nfil. This is because the background flow
becomes more vigorous, thus enhancing the hydrodynamic coupling. Fig. 5.2a displays the
synchronous beat for Nfil = 9 and that the phase difference ∆φ , defined as ∆φ = (φ1−φi)/2π
with φ(t) = θ(1, t)−θ(0, t), vanishes over time. In the case of asynchronous oscillations,
∆φ constantly varies in time and each filament beats independently, as presented in Fig. 5.2b
for Nfil = 3. This is because hydrodynamic coupling is not strong enough compared to the
force that actuates the filaments. Despite the closed geometry that intensifies the background
flow, the compressive effect of the follower force that leads to self-sustained oscillations
dominates over the hydrodynamic force. For Nfil = 9,11, when σ > 400 the filaments
oscillations become wide enough to touch the wall, thus the numeric results lose validity as
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(a) (b)
Fig. 5.2 Schematic summarizing the dynamics of filaments inside a sphere actuated by a single fluid-entraining follower force at their
tips. Three different regimes can be identified depending on the filament density and the control parameter σ . The colour map used
is the same as the one in Table 5.2. (i) The filaments return to their original configuration; (ii) the filaments show oscillations that
eventually synchronize after a transient; (iii) the filaments exhibit independent oscillations. The synchronous oscillations are the result
of the hydrodynamic coupling. However, if σ is large enough, the oscillations coming from the compressive force dominate over
the hydrodynamic interaction thus preventing any synchronization. (a) Asynchronous oscillations for Nfil = 3. Clearly, the phase
difference ∆φi constantly changes over time. (b) Synchronous oscillations for Nfil = 9. The phase difference vanishes after a transient
period.
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Fig. 5.3 The time for the filaments to synchronize diminishes when the number of fila-
ments increases as the hydrodynamic interactions become more vigorous. The time for
synchronization is fairly independent on the control parameter.
Fig. 5.3 shows the time taken by the filaments to synchronize, tsync, increases with σ
and decreases with Nfil. This is the result of the physical considerations discussed above.
In particular, as the control parameter increases, so does the compressive contribution thus
leading to longer transients. On the other hand, the presence of more filaments results in
a stronger background flow that facilitates synchronization. Interestingly, for Nfil = 9,11,
tsync is larger than for the case with Nfil = 7. This might be due to the more densely packed
filament configuration, whose effect is to induce flows that delay the synchronization.
Line distribution of fluid-entraining follower forces
A much more dynamical problem is the case with a line distribution of fluid-entraining
follower forces. This instance presents seven different behaviours depending on both the
number of filaments and the strength of the control parameter Σ, as summarized in Table 5.3,
whose graphical representation is plotted in Fig. 5.4. Contrary to the single fluid-entraining
follower force case, here we separate the regimes in which the filaments return to their
straight configuration. The reason for this will become apparent during the analysis.
When Nfil = 3,5, the initial perturbations decay immediately or grow before dying out,
reminiscent of the single filament case where the growth rate becomes complex with a
negative real part. For larger Σ, the filaments undergo a Hopf bifurcation and start exhibiting
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Table 5.3 Depending on the number of filaments and the control parameter Σ, seven dynamical
regimes can be observed for filaments subject to a line distribution of fluid-entraining follower
forces inside a sphere. Among the possible dynamics, the filaments can bend in the same
direction laying down on the sphere’s surface.
return to straight config.









Nfil 3 5 7 9 11 13































> 2180> 2085> 2000> 2150
Fig. 5.4 Graphical representation of the possible filament dynamics observed for a line
distribution of fluid-entraining follower forces inside a sphere. The same colour map as
Table5.3 is used. The regimes are dictated by Σ and the filament density. Namely, the
filaments can return to their straight configuration, show decaying oscillations, synchronize,
exhibit asynchronous oscillations, reach a bent-steady shape towards the sphere’s surface,
show oscillations that decay towards the bent-steady shape, and present metachronal waves.
self-sustained oscillations. Because of the hydrodynamic coupling, the filaments eventually
synchronize as shown in Fig. 5.5a. When Σ is large enough, the compressive follower forces
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dominate over hydrodynamic forces, yielding asynchronous oscillations, similarly to that
observed in the previous section.
A new instability occurs for Nfil ≥ 7. In this case, we observe a spontaneous symmetry
breaking mechanism in which all the filaments reach an equilibrium configuration where they
assume a steady bent shape. This instability, that occurs before the filaments start oscillating,
is displayed in Fig. 5.5b. We can notice the evident similarity to the MT meshwork observed
at stage 11 of Drosophila oogenesis. By looking at the evolution of the filaments tip angle,
we see that the filaments almost immediately synchronize and then bend simultaneously all
together until steadily laying down towards the boundary of the sphere. This phenomenon is
a result of the higher filament density. In fact, as the distance between them is smaller, the
fluid flow they experience is stronger. The initial perturbations, instead of decaying, amplifies
because of this more vigorous background flow, which ultimately lead to the steady bent
state. Importantly, when we studied in Sec. 4.3.2 an array of filaments with a line distribution
of fluid-entraining follower forces, we observed that they still leaned in the same direction,
but assumed different bent shapes. Here, the confinement is crucial as it is responsible for
recirculating the fluid flows and rearranging the filaments so that they all reach the same
steady configuration. The final filament arrangement is such that a large stationary swirl
is created inside the sphere, similar to the fluid flow of a rigid body rotation, visualized in
Fig. 5.7a. For this, we define this novel mechanism swirling instability.
For Nfil = 7, after the steady-bent-shape regime, the filaments show, for increasing σ ,
(i) oscillations that die out, (ii) synchronous beats, and (iii) asynchronous self-sustained
oscillations. For Nfil = 9, the initial oscillations, instead of bringing the filament to a straight
configuration, decay towards the bent shape. Similar behaviours are observed for Nfil = 11,13
but for a wider range of Σ. This is due to a combination of densely packed filaments and
the confinement that establishes a background flow strong enough to amplify the initial
perturbations.
Lastly, another regime appears when Nfil = 11,13, namely the onset of pseudo-metachronal
waves. As displayed in Fig. 5.5c, the filaments, instead of beating in synchrony, create a
wave around the bent shape. We believe that this exotic behaviour is not representative of
any real situation since it might be due to the specific filament density, the geometry, and the
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Fig. 5.5 Selected regimes for filaments with line of fluid-entraining follower force. (a) Hydrodynamic interactions allow the filaments
beat to synchronize. (b) Before the onset of decaying oscillations, the filaments can reach an equilibrium configuration where they
remain steadily bent towards the sphere boundary. This arises consequently to the vigorous background flow that leads to a spontaneous
symmetry-breaking mechanism. We term this phenomenon swirling transition. (c) When the number of filaments is sufficiently
large, the oscillations together with the strong background flow responsible for bending the filaments can couple yielding a regime
reminiscent of metachronal waves.
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Fig. 5.6 Tip angle of (a) and time for (b) the filaments to reach the final bent shape. Filaments
bend more and more swiftly reach a steady-state when the number of filaments increases
since the hydrodynamic interactions become more vigorous.
Swirling instability
The swirling instability deserves to be explored in more detail due to its biological relevance.
In Fig. 5.6a, we show how Σ affects the final steady bent shape. As expected, for higher
filament density and larger values of the control parameter, the time at which the filaments
reach the final state, tbent, diminishes, while θbent = θ(1, tbent) increases (Fig. 5.6). It should
be noticed that when Nfil = 7, for large Σ, θbent and tbent diminishes and increases, respectively.
This is because it is the only case in which the swirling instability is followed by perturbations
that die out to the straight filament case.
As already discussed, after the filaments reach the steady bent configuration, the resulting
fluid flow shows a circulatory pattern with the centre of the sphere being a stagnation point
(Fig. 5.7a). The velocity field in the x- and y-direction is given in Fig. 5.7b where we see
that, as previously mentioned, its strength increases with the number of filaments. We can
notice that the fluid flow initially moves towards the centre of the sphere and then towards
the boundary before rapidly vanishing to satisfy the no-slip boundary condition.
5.3 Discussion
The chapter builds on the models and findings presented and discussed in the previous parts of
this thesis. After regularizing the velocity field for a point force inside a sphere, we simulated




Fig. 5.7 (a) Filaments overlaid with streamlines for swirling instability. The filaments remain
steadily bent towards the sphere wall and the anchored fluid-entraining follower forces
generate a large swirl, similar to a rigid body rotation, that induces a net flow. (b) Velocity
field in x- and y-directions at the red dotted line in (a). The fluid flow moves towards the
centre of the sphere creating the swirl, then inverts its direction and moves towards the
boundary before rapidly vanishing to satisfy the no-slip boundary condition.
follower forces. We found that the filaments can synchronize for a wide range of values of the
control parameters in both cases and that when σ and Σ are large enough, the compressive
effect of the actuating forces dominates on the hydrodynamics, leading to asynchronous
oscillations.
Importantly, for a line distribution of fluid-entraining follower forces we discovered
the existence of a new instability, defined swirling instability, that arises beyond a critical
filament density. This instability is characterised by the filaments reaching a bent steady
configuration towards the wall of the container and the fluid flow showing a circulatory
pattern, qualitatively matching the velocity field and the underlying microtubular meshwork
observed at stage 11 of Drosophila oogenesis.
The confinement provided the necessary radial symmetry for all the filaments to reach the
same bent configuration as opposed to the array-case presented in Sec. 4.3.2. For vanishing
L/a, we would recover the planar wall case with periodic boundary conditions. The spherical
geometry triggered earlier onsets of the instabilities as the fluid flows generated by the
90 The motion of filaments inside a sphere
fluid-entraining follower forces enhanced the compression, thus yielding lower values of the
critical control parameters.
In Ch. 1, we presented two open questions about Drosophila oogenesis: (i) why MTs
undergo waving motion and (ii) what is the physics underlying the transition between stage 9
and 11 in which MTs reorient and the fluid flows show a coherent circulatory motion. For the
first query, we discovered that buckling of slender filaments subject to a follower force at low
Reynolds number yields to self-sustained oscillations. For the second question, we showed
that fluid-structure interactions can lead to a swirling transition and explained the nature of
the symmetry breaking mechanism. After progressively developing more sophisticated and
accurate models, we now relate these findings to the real biological system.
When we tackled the collective dynamics inside the sphere, we deliberately simulated
filaments with L/2a = 1/4, this being more representative of Drosophila. Using its typical
biophysical values (Table 2.1), we find that Σ ≈ 600, thus standing within the range we found
numerically to observe the spontaneous symmetry breaking mechanism which led to bent
filaments. With regard to the speed of the fluid flow inside the sphere, we find that viscosity
plays a key role. Using the values calculated by [1] at stage 9, we obtain a speed of about 20
pm/s, while if we consider that at stage 11 the actin meshwork dissolves and assume that the
viscosity of water can be used instead [115], the speed increases of three orders of magnitude,
i.e. 20 nm/s. However, this still slightly underestimates the speed measured experimentally
that was in the 120-130 nm/s range. Importantly, we showed that the mechanical coupling
between the fluid motion and the orientation of the MTs can lead to a transition to coherent,
unidirectional motion within the oocyte. The viscosity simply dictates the time scale for the
coherent motion to develop. This may mean that the oocyte at stage 9 would be already able
to transition but the high viscosity due to the actin filaments significantly slows down the
process. Only once the viscosity drops the coherent motion can rapidly develop.
In our numerical experiments, the direction of the bent filaments and, therefore, of the
velocity field were just random, depending on the initial conditions: a more perturbed filament
would trigger the transition and dictate the chirality of the microtubular meshwork and of
the flow. In Drosophila it seems that the chirality is also random and that the dorsal-ventral
symmetry does not play any role. Our spherical setup omitted any asymmetry in the oocyte
shape and showed that the swirling transition can in fact take place regardless.
In the spirit of developing a tractable model, several assumptions and simplifications
were made, so it is surprising that the quantitative comparison between our model and the
real system showed only a decent agreement. However, this approach allowed us to separate
the elements constituting the complex oocyte and focus only on some, so that the underlying
physics could be explored and understood. All in all, our fluid-structure interaction model
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was able to capture the essence and physics of the waving motion as well as the transition
observed in Drosophila oogenesis.

Chapter 6
Summary and future directions
The lack of an appropriate mathematical formulation and the biological relevance of the
complex dynamics observed at stage 9 and 11 of Drosophila oogenesis were the drivers and
motivations behind the work presented in this thesis. Two main questions were presented
in Chapter 1: (i) why filaments oscillate at stage 9 and (ii) what governs the transition from
oscillations to a final steady bent configuration, with a corresponding circulatory fluid motion,
at stage 11.
We addressed these questions by developing a mathematical framework with an increasing
level of complexity and higher fidelity of the real oocyte. The foundation of the model is
a mechanism of fluid-structure interaction at low Reynolds number, inspired by recent
experimental work that showed the correlation between the fluid flow and the underlying
MT meshwork. With the aim of developing the simplest, yet complete model, we adopted
a reductionist approach in which we identified and included only the key features for each
element of the oocyte. The molecular motor-cargo ensemble was modelled as a fluid-
entraining follower force, i.e. a point force that always acts tangentially and compresses the
filament while entraining fluid. The MT was instead approximated by an elastic inextensible
filament.
Our investigation started with studying the individual dynamics of a filament acted on by
a no-fluid-entraining follower force (a force that only compresses tangentially the filament)
located at its tip. We discovered that the dynamics is governed by a control parameter that
represents the ratio between the external forcing and the elastic force. Beyond a certain
value of such parameter, the filament buckles and undergoes a Hopf bifurcation with the
corresponding onset of self-sustained oscillations. We explained the physics of this behaviour
with a combination of linear stability analysis and by exploiting a lower dimensional model
constituted solely of two rigid links connected by torsion springs. In particular, we showed
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that the follower force, which is naturally nonconservative, constantly injects and withdraws
energy into the system, thus leading to a self-sustained dynamics.
Molecular motors entrain fluid while moving along MTs. Hence, we extended the model
to fluid-entraining follower forces. Since we considered motors walking towards the free end
of MTs, the flow they set points in the same direction, thus creating an effective flow-induced
tension and delaying the onset of the self-sustained oscillations. Although the details of
buckling were quantitatively different in the presence of this induced fluid flow, the physics
was essentially the same. We then contextualized our findings in the biological system that
inspired this work and concluded that the resulting value of the control parameter was such
that the oscillatory behaviour can indeed occur. Our model was therefore able to capture the
wave-like motion observed experimentally at stage 9, thus answering the first question.
The more representative instances of the real system where the follower force was not
located at the filament tip or a multitude of them were anchored to the filament were also
studied. We developed the appropriate theoretical frameworks, which were then numerically
implemented, to handle these more challenging cases. Unsurprisingly, the same qualitative
dynamics was seen when the point force was at the tip. In summary, buckling of an elastic
filament subject to different types, location, and number of follower forces in creeping flows
can lead to self-sustained oscillations.
After fully characterizing the individual dynamics, we turned to the multi-filament
problem and the study of collective buckling. We initially focused on the dynamics of two
parallel filaments anchored at one end with a fluid-entraining follower force at their tip. We
showed that the hydrodynamic interactions can lead to robust synchronization independent
on the initial perturbations. However, when the filaments were sufficiently far apart, the flow
set by the other filament became small and the filaments exhibited asynchronous oscillations
instead. The same asynchrony was observed when the control parameter was large enough
as the self-induced oscillations would overcome the hydrodynamic coupling. Interestingly,
before entering the synchronous regime, for smaller values of the control parameter, the
filaments would bend towards each other. This was the result of the flows set by each follower
force that entrained fluid and therefore pushed the filaments closer until reaching a stable
bent configuration. The same qualitative results were observed for two filaments with a line
distribution of fluid-entraining follower forces in the presence of a wall. Different scenarios
appeared instead for the no-wall case in which in-phase synchronized oscillations appeared
only after a regime characterized by anti-phase oscillations.
In order to tackle the significant computational cost involved in the multi-filament prob-
lem, we developed an algorithm that, thanks to the vectorization and the avoidance of ‘for’
loops, was able to reduce the amount of work up to about five times compared to a vectorized
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but brute-force-based algorithm. Also, the geometry we exploited (unbounded, bounded
by a flat wall and spherical domains) allowed us to take advantage of analytical solutions
to calculate the velocity fields, thus by-passing the computational effort to solve Stokes
equations. We simulated an array of up to 10 parallel filaments for both a single and a
line distribution of fluid-entraining follower forces. The numerical results for the single
force showed that the dynamics obtained for the two-filament case reappeared in this set-up,
namely the filaments slightly bent towards each other maintaining a mirror symmetry (the
farther apart the filament, the more pronounced the bent configuration was), and exhibited (ii)
synchronous and (iii) asynchronous oscillations. Richer dynamics were observed for the line
distribution of forces. Depending on the filament density, the filaments showed both in-phase
and anti-phase synchronized oscillations, the latter arising for larger values of the control
parameter, as well as a spontaneous symmetry breaking mechanism, in which they all leaned
in the same direction until reaching a steady bent configuration. Such a novel mechanism
was caused by the vigorous background flows that entrained the filaments and amplified their
initial random perturbations.
Progressively, we further developed our model to resemble the real oocyte more closely.
As a last step, we located the filaments inside a spherical container to study how the confine-
ment affects both the individual and collective dynamics. The natural parameter representing
the ratio between the filament length and the radius of the sphere was used to determine
how the critical value of the control parameter for the onset of the self-sustained oscillations
would change. We showed that the complex image system of the analytic solution for a
point force inside a sphere was responsible for affecting the control parameter in a nontrivial
fashion compared to the case of no-fluid-entraining follower force.
Finally, we focused on the collective buckling inside a sphere. We considered a set-up
close to the Drosophila oocyte: filaments anchored to the boundary with length equal to
a fourth of the sphere radius. When the filaments were subject to a single fluid-entraining
follower force at their tips, they could synchronize their oscillations. However, if the control
parameter was large enough, the compressive effects would overcome the hydrodynamic
interactions, thus preventing the filaments to synchronize. A wider spectrum of scenarios was
observed for a line distribution of fluid-entraining follower forces. In fact we identified seven
different regimes based on the filaments dynamics, among which the swirling instability. In
this instability, the filaments, from being slightly perturbed around a straight configuration,
would spontaneously bend and lay down towards the surface of the sphere all in the same
direction. The system would then reach an equilibrium configuration with the filaments
assuming a steady bent shape and the fluid flow exhibiting a circulatory motion, similar to
a swirl. Such an instability was the result of the vigorous background flow created by the
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fluid-entraining follower forces and the closed domain, which allowed the flows to recirculate,
rearranging the filaments configuration. Remarkably, despite the reductionist approach and
the simplicity of our model, we showed that the fluid-mechanical coupling between the fluid
motion and the orientation of the filaments led to the same transition to coherent motion
within the oocyte observed experimentally at stage 11. The typical physical quantities for
a Drosophila oocyte were used to compare its control parameter and velocity field to our
numerical results, providing a decent quantitative agreement.
This thesis shed light on some of the complex dynamics observed during Drosophila
oogenesis. By using a combination of theory and simulations it made advances in under-
standing the wave-like motion of MTs and the interplay between the fluid flow and the
microtubular meshwork that can lead to the directed motion inside the oocyte observed in
experiments. In order to better describe the biological dynamics, possible extensions of
this work are based on the following considerations: (i) molecular motors stochastically
bind and unbind to the filaments, providing stochasticity to both the long-range forces in
the fluid and the localised forces to the filaments; (ii) microtubules undergo rescue and
catastrophe events, affecting both the fluid flows and the overall microtubular meshwork; (iii)
microtubules move in 3D and are typically found densely packed, hence opening up new
potential instabilities. Considering the ubiquity of multi-filament instances in biology where
fluid-structure interactions play a key role, we hope that the model and findings presented
and discussed here will not only provide a fundamental basis to tackle these extensions for
Drosophila, but will also stimulate future research on the dynamics of complex systems in
biophysics.
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