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MOMENTS OF ZETA AND CORRELATIONS OF DIVISOR-SUMS: V
BRIAN CONREY AND JONATHAN P. KEATING
Abstract. In this series of papers we examine the calculation of the 2kth moment and
shifted moments of the Riemann zeta-function on the critical line using long Dirichlet poly-
nomials and divisor correlations. The present paper completes the general study of what we
call Type II sums which utilize a circle method framework and a convolution of shifted con-
volution sums to obtain all of the lower order terms in the asymptotic formula for the mean
square along [T, 2T ] of a Dirichlet polynomial of arbitrary length with divisor functions as
coefficients.
1. Introduction
This paper is part V of a sequence devoted to understanding how to conjecture all of the
integral moments of the Riemann zeta-function from a number theoretic perspective. The
method is to approximate ζ(s)k by a long Dirichlet polynomial and then to compute the
mean square of the Dirichlet polynomial (c.f. [GG]). There are many off-diagonal terms and
it is the care of these that is the concern of these papers. In particular it is necessary to
treat the off-diagonal terms by a method invented by Bogomolny and Keating [BK1, BK2].
Our perspective on this method is that it is most properly viewed as a multi-dimensional
Hardy-Littlewood circle method.
In previous papers [CK1, CK3] we have developed a general method to calculate what
were called type-I off-diagonal contributions in [BK1, BK2]; these are the off-diagonal terms
usually considered in number-theoretic computations, e.g. in [GG]. In parts II [CK2] and
IV [CK4] we considered the simplest of the type-II off-diagonal terms (in the terminology of
[BK1, BK2]). These, somewhat unexpectedly, give a significant contribution in certain cases.
They have not previously been analysed systematically. Our purpose here is to develop a
general method for computing all type-II off-diagonal terms.
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The formula we obtain is in complete agreement with all of the main terms predicted by
the recipe of [CFKRS] (and in particular, with the leading order term conjectured in [KS]).
2. Shifted moments
Let A and B be two sets of cardinality k containing “shifts” which may be thought of as
parameters of size ≪ 1
log T
where T is the basic large parameter near where we want to know
the average of a product of ζ-functions. Let
DA(s) :=
∏
α∈A
ζ(s+ α) =
∞∑
n=1
τA(n)
ns
;
this implicitly defines the arithmetic functions τA(n). A basic question (the moment problem)
is to evaluate
IψA,B(T ) =
∫ ∞
0
ψ
(
t
T
)
DA(s)DB(1− s) dt
where ψ is a smooth function with compact support, say ψ ∈ C∞[1, 2], and s = 1/2+ it. The
technique we are developing in this sequence of papers is to approach the moment problem
through long Dirichlet polynomials. To this end we let
DA(s;X) =
∑
n≤X
τA(n)
ns
be the truncated Dirichlet series for DA(s). By Perron’s formula for ℜs > 1/4 we have
DA(s;X) =
1
2πi
∫
(1)
DA(s+ z)
Xz
z
dz
= DA(s) +RA(s;X) +
1
2πi
∫
(−ǫ)
DA(s+ z)
Xz
z
dz
where
RA(s;X) =
∑
α∈A
Res
z=1−s−α
DA(s+ z)
Xz
z
=
∑
α∈A
DA\{α}(1− α) X
1−s−α
(1− s− α) .
In this sequence of papers we consider
IψA,B(T ;X) :=
∫ ∞
0
ψ
(
t
T
)(
DA(s;X)− RA(s;X)
)(
DB(1− s;X)− RB(1− s;X)
)
dt
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for various ranges of X . The expectation is that if X > T k then this will be asymptotically
equal to IψA,B(T ).
1
We calculate this average in two different (conjectural) ways: the first is via the recipe and
the second is via the delta method applied to the correlations of shifted divisor functions.
We show that these two methods produce identical detailed main terms.
To use the recipe of [CFKRS] to conjecture a formula for IψA,B(T ;X), we start with
DA(s;X)−RA(s;X) = 1
2πi
∫
(ǫ)
Xw
w
DAw(s) dw
so that
IψA,B(T ;X) =
1
(2πi)2
∫∫
(ǫ),(ǫ)
Xz+w
zw
IψAw,Bz(T ) dw dz
where
Aw := {α+ w : α ∈ A},
i.e. the set A but with all its elements shifted by w. From the recipe [CFKRS] we expect
that
IψA,B(T ) = T
∫ ∞
0
ψ(t)
∑
U⊂A,V⊂B
|U|=|V |
(
tT
2π
)−∑ αˆ∈U
βˆ∈V
(αˆ+βˆ)
B(A− U + V −, B − V + U−, 1) dt+ o(T )
where
B(A,B, s) :=
∞∑
n=1
τA(n)τB(n)
ns
.
We have used an unconventional notation here; by A−U +V − we mean the following: start
with the set A and remove the elements of U and then include the negatives of the elements
of V . We think of the process as “swapping” equal numbers of elements between A and B;
when elements are removed from A and put into B they first get multiplied by −1. We keep
track of these swaps with our equal-sized subsets U and V of A and B; and when we refer
to the “number of swaps” in a term we mean the cardinality |U | of U (or, since they are of
equal size, of V ). We insert this conjecture and expect that
IψA,B(T ;X) = T
∫ ∞
0
ψ(t)
1
(2πi)2
∫∫
(ǫ),(ǫ)
Xz+w
zw
∑
U⊂A,V⊂B
|U|=|V |
(
tT
2π
)−∑ αˆ∈U
βˆ∈V
(αˆ+w+βˆ+z)
(1)
×B(Aw − Uw + V −z , Bz − Vz + U−w , 1) dw dz dt+ o(T ).
We have done a little simplification here: instead of writing U ⊂ Aw we have written U ⊂ A
and changed the exponent of (tT/2π) accordingly.
1In the earlier papers we did not include the terms RA and RB because their contributions were negligible
since X was not large. In general these terms do not create extra difficulties and so they will be ignored
here as well.
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Notice that there is a factor (X/T |U |)w+z in the previous equation. As mentioned above
we refer to |U | as the number of “swaps” in the recipe, and now we see more clearly the role
it plays; in the terms above for which X < T |U | we move the path of integration in w or z
to +∞ so that the factor (X/T |U |)w+z → 0 and the contribution of such a term is 0. Thus,
the size of X determines how many “swaps” we must keep track of. To account for this we
introduce a parameter ℓ defined by
T ℓ ≤ X < T ℓ+1.
Then the above may be rewritten as
IψA,B(T ;X) = T
∫ ∞
0
ψ(t)
1
(2πi)2
∫∫
(ǫ),(ǫ)
Xz+w
zw
∑
U⊂A,V⊂B
|U|=|V |≤ℓ
(
tT
2π
)−∑ αˆ∈U
βˆ∈V
(αˆ+w+βˆ+z)
(2)
×B(Aw − Uw + V −z , Bz − Vz + U−w , 1) dw dz dt+ o(T )
where we have restricted the sum to at most ℓ swaps.
Now we turn to the second approach via divisor correlations with the goal of obtaining
this formula in a completely different way. In [CK1] and [CK3] we accomplished this in the
situations where there were 0 or 1 swaps (i.e. when X < T 2). In [CK2] we considered two
swaps but in a special case. In [CK4] we looked at the general case of two swaps. In this
paper, which is the final paper of the sequence, we look at the general case with any number
of swaps.
As an extension of the ideas in these papers, we have also begun to explore the analogous
calculations for averages of ratios of the zeta function, specifically in the context of zero
correlations [CK5, CK6].
The second method to obtain a conjecture for IψA,B(T ) will involve an intricate study of
convolutions of shifted divisor problems and will occupy the rest of this paper. We begin
that calculation by integrating term-by-term to obtain
1
T
∫ ∞
0
ψ
(
t
T
)
DA(s;X)DB(1− s;X) dt =
∑
m,n≤X
τA(m)τB(n)ψˆ
(
T
2π
log m
n
)
√
mn
(3)
=: OA;B(T ;X)
where ψˆ(x) =
∫∞
−∞
ψ(t)e(−xt) dt (= ∫∞
0
ψ(t)e(−xt) dt because of the support of ψ). Now
let us assume that ℓ ≤ k where ℓ is defined above. We partition A and B into ℓ non-empty
sets A = A1 ∪ A2 · · · ∪ Aℓ and B = B1 ∪ B2 · · · ∪ Bℓ. Then τA and τB are convolutions:
τA = τA1 ∗ τA2 ∗ · · · ∗ τAℓ and τB = τB1 ∗ τB2 ∗ · · · ∗ τBℓ . For any such partition, the right hand
side of (3) is equal to
OA1,...,Aℓ;B1,...,Bℓ(T ;X) :=
∑
m1m2...mℓ≤X
n1n2...nℓ≤X
τA1(m1) . . . τAℓ(mℓ)τB1(n1) . . . τBℓ(nℓ)√
m1 . . .mℓn1 . . . nℓ
ψˆ
(
T
2π
log
m1 . . .mℓ
n1 . . . nℓ
)
.
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In other words OA;B(T ;X) = OA1,...,Aℓ;B1,...,Bℓ(T ;X) as long as A and B are the disjoint
unions of the Ai and Bj. Now we want to define a refinement of this sum. We impose a
pairing Aj with Bj and analyze this sum according to rational approximations to mj/nj. In
this way, the ordering of the sets Ai, Bj now matters. The eventual evaluation of OA,B(T ;X)
will involve a sum of these pairings, which we describe in detail in the next section.
3. Type II convolution sums
There are various ways to decompose A and B and various ways to “pair” divisor functions
τAi and τBj in preparation for the delta method.
More importantly, however, it turns out that there are various stratifications that also
present themselves; basically one for each rational “direction.” If we ignore these then a
simple application of the expected main terms from the delta-method analysis will lead us
to the wrong main terms.
At first sight it seems that when we do this we are counting the same terms repeat-
edly. However, we believe that our situation is an example of Manin’s stratified subvarieties
wherein counting solutions to high dimensional diophantine equations often involves identi-
fying a collection of subvarieties on each of which the solutions are counted separately (by
the delta method for example). The point is that the main terms of the delta method do
not always count all of the solutions. This phenomenon was first identified in [FMT]; see,
for example, [B] and [LT] for reviews of the subject.
Given A1, . . . , Aℓ and B1, . . . , Bℓ, the number of ways to pair each An with a Bm so that
all are paired off is ℓ!. Let us consider the pairing of Aj with Bj . Now we think of mj/nj
as being approximated by a rational number Mj/Nj with a small denominator for each of
j = 1, 2, . . . , ℓ where (Mj , Nj) = 1. In this way we get subvarieties indexed by the rational
directions Mj/Nj with 1 ≤ j ≤ ℓ. We will use all directions Mj/Nj subject to the natural
conditions (Mj , Nj) = 1 and
M1 . . .Mℓ = N1 . . . Nℓ.(4)
We sum over all of the terms with mj/nj close to Mj/Nj. We introduce variables hj where,
for a given mj, nj ,Mj and Nj, we define
hj := mjNj − njMj.
The rapid decay of ψˆ governs the ranges of all of the variables; see below.
We have
n1 . . . nℓM1 . . .Mℓ = (m1N1 − h1) . . . (mℓNℓ − hℓ)
so that for M1 . . .Mℓ = N1 . . . Nℓ we have
n1 . . . nℓ
m1 . . . mℓ
=
(
1− h1
m1N1
)
. . .
(
1− hℓ
mℓNℓ
)
and
log
n1 . . . nℓ
m1 . . . mℓ
= − h1
m1N1
− · · · − hℓ
mℓNℓ
+O
( hihj
m1 . . .mℓN1 . . . Nℓ
)
.
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The error term is negligible so we can arrange the sum as
∑
(Mj,Nj )=1
M1...Mℓ=N1...Nℓ
∑
h1,...hℓ
∑
m1...mℓ≤X
(∗1),...(∗ℓ)
τA1(m1) . . . τAℓ(mℓ)τB1(n1) . . . τBℓ(nℓ)√
m1 . . .mℓn1 . . . nℓ
ψˆ
(
Th1
2πm1N1
+ · · ·+ Thℓ
2πmℓNℓ
)
where
(∗j) : mjNj − njMj = hj.
We can replace nj in the denominator by
mjNj
Mj
. Thus we are led to define
O†A1,...,Aℓ;B1,...,Bℓ(T ;X) :=
∑
(Mj,Nj )=1
M1...Mℓ=N1...Nℓ
∑
h1,...hℓ
∑
m1...mℓ≤X
(∗1),...(∗ℓ)
τA1(m1) . . . τAℓ(mℓ)τB1(n1) . . . τBℓ(nℓ)
m1 . . .mℓ
×ψˆ
(
Th1
2πm1N1
+ · · ·+ Thℓ
2πmℓNℓ
)
.(5)
Also, we define
Oℓ(T ;X) := 1
wℓ
∑
A=A1∪···∪Aℓ
B=B1∪···∪Bℓ
O†A1,...,Aℓ;B1,...,Bℓ(T ;X),(6)
where the weight factor
wℓ = ℓ!
2ℓ2k−2ℓ
in Oℓ(T ;X) will be explained in a later section. Note that ℓ is defined in terms of T and X ,
so its inclusion in the notation is redundant. Now we can state
Conjecture 1. Suppose that k ≤ ℓ+ 1 and T ℓ ≤ X < T ℓ+1. Then for some δ > 0,
IψA,B(T ;X) = TOℓ(T ;X) +O(T 1−δ).
One way to view this paper is that it gives evidence for this conjecture. In particular, in
the next few sections we will conjecturally understand O†A1,...,Aℓ;B1,...,Bℓ(T ;X) by replacing the
shifted divisor sums by what the delta-method leads us to expect for them. Then we evaluate
the result and prove the rigorous theorem that our evaluation is precisely the quantity on
the right-hand side of (1).
4. The case where h1 . . . hℓ 6= 0
Let us first look at the situation where none of the hj is 0. The idea is to evaluate
O†A1,...,Aℓ;B1,...,Bℓ(T ;X) by replacing the mj by real variables uj while the Mj , Nj and hj
remain integer-valued variables (and the nj are determined by the equations ∗j).
To do this we will replace the convolution sums by their averages, i.e.
〈τA(m)τB(n)〉(∗)m=u ∼
1
M
∞∑
q=1
rq(h)〈τA(m)e(mN/q)〉m=u〈τB(n)e(nM/q)〉n=uN
M
(7)
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where rq(h) is the Ramanujan sum (usually denoted cq(h)) and
〈τA(m)e(mN/q)〉m=u = 1
2πi
∫
|w−1|=ǫ
DA(w, e
(N
q
)
)uw−1 dw
where
DA(w, e
(N
q
)
) =
∞∑
n=1
τA(n)e(nN/q)
ns
.
(In the above few lines we have replaced a sum
∑
n≤x anf(n) by an integral
∫ x
1
f(u)〈an〉n=u du
where (in the handy physics notation) 〈an〉n=u denotes the average of an when n = u
(the instantaneous rate of change of a good approximation to
∑
n≤u an with respect to
u). In our context this may be expressed using A(s) =
∑∞
n=1 ann
−s and defining 〈an〉n=u =
Res|s−1|<ǫ u
s−1A(s) where we sum the residues at all of the poles of A(s) near s = 1. )
Thus, we believe that
∑
Mj,Nj,(Mj,Nj )=1
N1...Nℓ=M1...Mℓ
∑
h1,...,hℓ
h1...hℓ 6=0
∫
u1...uℓ≤X
〈τA1(m1)τB1(n1)〉(∗1)m1=u1 . . . 〈τAℓ(mℓ)τBℓ(nℓ)〉(∗ℓ)mℓ=uℓ
×ψˆ
(
Th1
2πu1N1
+ . . .
Thℓ
2πuℓNℓ
)
du1
u1
. . .
duℓ
uℓ
.
is, up to a power savings, equal to
∑
Mj,Nj,(Mj,Nj)=1
N1...Nℓ=M1...Mℓ
1
M1 . . .Mℓ
∑
qj ,hj
rq1(h1) . . . rqℓ(hℓ)
∫
T ℓ≤u1...uℓ≤X
×
ℓ∏
j=1
1
2πi
∫
|wj−1|=ǫ
DAj (wj, e
(Nj
qj
)
)u
wj−1
j dwj
ℓ∏
k=1
1
2πi
∫
|zk−1|=ǫ
DBk(zk, e
(Mk
qk
)
)
(ukNk
Mk
)zk−1dzk
×ψˆ
(
T
(
h1
2πu1N1
+ · · ·+ hℓ
2πuℓNℓ
))
du1
u1
. . .
duℓ
uℓ
.
To further analyze this quantity, we make the changes of variable vj =
T |hj|
2πujNj
and bring
the sums over the hj to the inside; u1 . . . uℓ < X implies that
|h1 . . . hℓ| < (2π)
ℓXv1 . . . vℓN1 . . . Nℓ
T ℓ
.
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We detect this condition using Perron’s formula in an integral over s. Then the above is
∫
0<v1,...,vℓ<∞
∑
Mj,Nj,(Mj,Nj)=1
N1...Nℓ=M1...Mℓ
1
M1 . . .Mℓ
1
2πi
∫
(2)
∑
qj ,hj
rq1(h1) . . . rqℓ(hℓ)
|h1 . . . hℓ|s
×
ℓ∏
j=1
1
2πi
∫
|wj−1|=ǫ
DAj (wj, e
(Nj
qj
)
)
( T |hj|
2πvjNj
)wj−1dwj
ℓ∏
k=1
1
2πi
∫
|zk−1|=ǫ
DBk(zk, e
(Mk
qk
)
)
( T |hk|
2πvkMk
)zk−1dzk
×
(
(2π)ℓXv1 . . . vℓN1 . . . Nℓ
T ℓ
)s
ψˆ(ǫ1v1 + · · ·+ ǫℓvℓ) dv1
v1
. . .
dvℓ
vℓ
ds
s
where ǫj = sgn(hj). We simplify this a bit. We combine the middle two lines into a single
product over j and gather together all of the like variables (note that the sums over hj below
are now restricted to the positive integers) :
LHSℓ :=
1
2πi
∫
(2)
Xs
( T
2π
)−ℓs ∑
(M1,N1)=···=(Mℓ,Nℓ)=1
N1...Nℓ=M1...Mℓ
ǫj∈{−1,+1}
∫
0<v1,...,vℓ<∞
ψˆ(ǫ1v1 + · · ·+ ǫℓvℓ)
ℓ∏
j=1
[
1
(2πi)2
∫∫
|wj−1|=ǫ
|zj−1|=ǫ
M
−zj
j N
s+1−wj
j
∑
hj ,qj
rqj(hj)
h
s+2−wj−zj
j
v
s+1−wj−zj
j
DAj (wj, e
(Nj
qj
)
)DBj (zj , e
(Mj
qj
)
)
( T
2π
)wj+zj−2dwjdzj dvj
]
ds
s
At this point we can rigorously identify LHSℓ with the terms on the right of (1), through
our key identity:
Theorem 1.
LHSℓ =
1
2πi
∫
(2)
Xs
∫ ∞
0
ψ(t)
∑
U(ℓ)⊂A
V (ℓ)⊂B
(
T t
2π
)−∑ αˆ∈U(ℓ)
βˆ∈V (ℓ)
(αˆ+βˆ+s)
×B(As − U(ℓ)s + V (ℓ)−, B − V (ℓ) + U(ℓ)s−, 1) dt ds
s
where U(ℓ) denotes a set of cardinality ℓ with precisely one element from each of A1, . . . , Aℓ
and similarly V (ℓ) denotes a set of cardinality ℓ with precisely one element from each of
B1, . . . , Bℓ .
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5. Preliminary reductions
Lemma 1.
∑
ǫj∈{−1,+1}
∫ ∞
0
· · ·
∫ ∞
0
ψˆ(ǫ1v1 + . . . ǫℓvℓ)
ℓ∏
j=1
v
s+1−wj−zj
j dvℓ . . . dv1
=
∫ ∞
0
ψ(t)
ℓ∏
j=1
χ(wj + zj − s− 1)twj+zj−s−2 dt.
Proof. The case ℓ = 1 of this identity may be found in [CK1]. We may prove the general
case by working our way from the inside out and using the technique of that proof. For
example, with fixed v1, . . . , vℓ−1, ǫ1, . . . , ǫℓ−1 we have that the integral over vℓ is∫ ∞
vℓ=0
∫ ∞
t=0
ψ(t)e(tǫ1v1 + . . . tǫℓ−1vℓ−1)(e(tvℓ) + e(−tvℓ))vs+1−wℓ−zℓℓ dt dvℓ
We split this into two double integrals, one with e(tvℓ) and the other with e(−tvℓ). The first
we rotate the vℓ-path onto the positive imaginary axis, and the second we rotate the vℓ path
onto the negative imaginary axis. By absolute convergence, we may now interchange the
order of integration to arrive at a sum of two vℓ-integrals inside a t-integral. We evaluate
the vℓ integrals using the definition of the gamma-function. Then we repeat the process to
evaluate the sum over ǫℓ−1 of the integral over vℓ−1 for a fixed v1, . . . , vℓ−2, ǫ1, . . . , ǫℓ−2. And
so on. 
6. Poles
We have
〈τA(m)e(m/q)〉m=u ∼ 1
q
1
2πi
∫
|w−1|= 1
8
∏
α∈A
ζ(w + α)GA(w, q)
(u
q
)w−1
dw,
where G is a multiplicative function for which
GA(1− α, pr) =
∏
αˆ∈A′
(
1− 1
p1+αˆ−α
) ∞∑
j=0
τA′(p
j+r)
pj(1−α)
with A′ = A− {α} . With ∗ : mN − nM = h, this leads to
〈τA(m)τB(n)〉(∗)m=u ∼
1
M
∞∑
q=1
rq(h)〈τA(m)e(mN/q)〉m=u〈τB(n)e(nM/q)〉n=uN
M
∼
∑
α∈A
β∈B
u−α−βM−1+βN−βZ(A′−α)Z(B
′
−β)
∑
d|h
1
d1−α−β
×
∑
q
µ(q)(qd,M)1−β(qd,N)1−α
q2−α−β
GA
(
1− α, qd
(qd,N)
)
GB
(
1− β, qd
(qd,M)
),
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where
Z(A) =
∏
a∈A
ζ(1 + a).
Inserting this into LHSℓ we have
LHSℓ =
1
2πi
∫
(2)
Xs
( T
2π
)−ℓs ∑
(M1,N1)=···=(Mℓ,Nℓ)=1
N1...Nℓ=M1...Mℓ
ǫj∈{−1,+1}
∫
0<v1,...,vℓ<∞
ψˆ(ǫ1v1 + · · ·+ ǫℓvℓ)
∑
U(ℓ)⊂A
V (ℓ)⊂B
ℓ∏
j=1
[
Z((Aj)
′
−αj
)Z((Bj)
′
−βj
)M
βj−1
j N
s+αj
j
∑
hj ,qj ,dj
1
h
s+αj+βj
j d
1+s
j
µ(qj)(qjdj,Mj)
1−βj(qjdj, Nj)
1−αj
q
2−αj−βj
j
v
s−1+αj+βj
j GAj
(
1− αj , qjdj
(qjdj, Nj)
)
GBj
(
1− βj , qjdj
(qjdj ,Mj)
)
( T
2π
)−αj−βj dvj
]
ds
s
where U(ℓ) = {α1, . . . , αℓ} with αj ∈ Aj and V (ℓ) = {β1, . . . , βℓ} with βj ∈ Bj . Now we
sum over the hj to get factors ζ(s+ αj + βj). Thus,
LHSℓ =
1
2πi
∫
(2)
Xs
( T
2π
)−ℓs ∑
(M1,N1)=···=(Mℓ,Nℓ)=1
N1...Nℓ=M1...Mℓ
ǫj∈{−1,+1}
∫
0<v1,...,vℓ<∞
ψˆ(ǫ1v1 + · · ·+ ǫℓvℓ)
∑
U(ℓ)⊂A
V (ℓ)⊂B
ℓ∏
j=1
[
Z((Aj)
′
−αj
)Z((Bj)
′
−βj
)M
βj−1
j N
s+αj
j ζ(s+ αj + βj)
∑
qj ,dj
1
d1+sj
µ(qj)(qjdj,Mj)
1−βj (qjdj , Nj)
1−αj
q
2−αj−βj
j
v
s−1+αj+βj
j GAj
(
1− αj , qjdj
(qjdj , Nj)
)
GBj
(
1− βj, qjdj
(qjdj ,Mj)
)
( T
2π
)−αj−βj dvj
]
ds
s
If we move the path of integration in s to the line with ℜs = ǫ, then we cross the poles of the
ζ(s+αj + βj) at s = 1−αj − βj . These contribute an amount that cancels the contribution
of the RA;B(T ;X).
Next, we apply the lemma of Section 5 to evaluate the integral over the vj and obtain a
factor of χ(1−αj−βj−s). Then using the functional equation for ζ we have ζ(1−s−αj−βj).
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Thus, the s-integrand without the X
s
s
in LHS becomes
∫ ∞
0
ψ(t)
( T
2π
)−ℓs ∑
(M1,N1)=···=(Mℓ,Nℓ)=1
N1...Nℓ=M1...Mℓ
∑
U(ℓ)⊂A
V (ℓ)⊂B
ℓ∏
j=1
ζ(1− s− αj − βj)t−s−αj−βj
[
Z((Aj)
′
−αj
)Z((Bj)
′
−βj
)M
βj−1
j N
s+αj
j
∑
qj ,dj
1
d1+sj
µ(qj)(qjdj,Mj)
1−βj(qjdj, Nj)
1−αj
q
2−αj−βj
j
GAj
(
1− αj , qjdj
(qjdj, Nj)
)
GBj
(
1− βj , qjdj
(qjdj,Mj)
)
( T
2π
)−αj−βj] dt;
our goal is to prove that this is equal to
∫ ∞
0
ψ(t)
∑
U(ℓ)⊂A
V (ℓ)⊂B
(
T t
2π
)−∑ αˆ∈U(ℓ)
βˆ∈V (ℓ)
(αˆ+βˆ+s)
×B(As − U(ℓ)s + V (ℓ)−, B − V (ℓ) + U(ℓ)s−, 1) dt.
This further reduces to proving for each U(ℓ), V (ℓ) that
∑
(M1,N1)=···=(Mℓ,Nℓ)=1
N1...Nℓ=M1...Mℓ
ℓ∏
j=1
ζ(1− s− αj − βj)
[
Z((Aj)
′
−αj
)Z((Bj)
′
−βj
)M
βj−1
j N
s+αj
j
∑
qj ,dj
1
d1+sj
µ(qj)(qjdj,Mj)
1−βj(qjdj, Nj)
1−αj
q
2−αj−βj
j
GAj
(
1− αj, qjdj
(qjdj, Nj)
)
GBj
(
1− βj , qjdj
(qjdj,Mj)
)
]
= B(As − U(ℓ)s + V (ℓ)−, B − V (ℓ) + U(ℓ)s−, 1).
7. Local considerations
We shall find it convenient to state our main theorem as an identity of the Euler factor
at a prime p. We begin by introducing a set-theoretic notation. First of all, since p is fixed
for this discussion we will often suppress it. In fact we write X for 1/p and mostly consider
power series in X . We take the unusual step of suppressing not only the prime p but the
divisor function and so we write A(n) in place of τA(p
n). Also, for a set A we let
Aα = {a+ α : a ∈ A}.
A further piece of notation: A+ = A ∪ {0}. We have two important identities. The first is
A+(d) = A(d) + A+(d− 1).
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This is a special case of
(A ∪ {−α})(d− 1) = Xα
(
(A ∪ {−α})(d)−A(d)
)
.
The other identity is
R∑
r=0
A(r +M) = A+(R +M)− A+(M − 1)
which follows by repeated application of the first identity.
For arbitrary sets A,B we let
C(A,B) :=
∞∑
M=0
A(M)B(M)XM .
Also, we let
Z(A) =
∞∑
j=0
A(j)Xj =
∏
a∈A
(1−X1+a)−1.
We begin with sets Aj , Bj and numbers αj, βj for j = 1, 2, . . . , ℓ. We consider
Q :=
∑
min(Mj,Nj )=0
∑ℓ
j=1
Mj=
∑ℓ
j=1
Nj
ℓ∏
j=1
ΣAj ,Bj ,αj ,βj(Mj , Nj)X
Mj(1−βj)−Njαj
where
ΣA,B,α,β(M,N) =
∑
d,j,k
q≤1
(−1)qXd(α+β)A−α(j + q + d−min(q + d,N))
×B−β(k + q + d−min(q + d,M))X2q+d+j+k−min(q+d,M)−min(q+d,N)
Our identity is
Theorem 2.
Q =
ℓ∏
j=1
(1−X1−αj−βj)C(A1 ∪ · · · ∪ Aℓ ∪ {−β1, . . . ,−βℓ}, B1 ∪ · · · ∪Bℓ ∪ {−α1, . . . ,−αℓ}).
By the results of the previous section, Theorem 1 follows from Theorem 2 with (Aj \{αj})s
in place of Aj, Bj \ {βj} in place of Bj, and αj + s in place of αj .
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7.1. Some lemmas. Because of the condition min(Mj , Nj) = 0 we consider ΣA,B,α,β(M, 0)
and ΣA,B,α,β(0, N). We have
Lemma 2.
ΣA,B,α,β(M, 0) = X
Mβ
(∑
K
(B ∪ {−α})(K)A(K +M)XK −
∑
K
B(K)A(K +M)XK
+
∑
K
B(K)(A ∪ {−β})(K +M)XK
)
and
ΣA,B,α,β(0, N) = X
Nα
(∑
K
(A ∪ {−β})(K)B(K +N)XK −
∑
K
A(K)B(K +N)XK
+
∑
K
A(K)(B ∪ {−α})(K +N)XK
)
.
We defer the proof to later.
The result of the lemma leads us to consider
F(A1, . . . , Aℓ;B1, . . . , Bℓ) =
∑
∑
Mi=
∑
Ni
min(Mi,Ni)=0
Ki
ℓ∏
j=1
Aj(Kj +Mj)Bj(Kj +Nj)X
Kj+Mj .
We will prove
Lemma 3. We have
F(A1, . . . , Aℓ;B1, . . . , Bℓ) = C(A1 ∪ · · · ∪ Aℓ, B1 ∪ · · · ∪ Bℓ).
The right-hand side of Theorem 2 may be expanded. This leads to
Lemma 4. For J ⊂ {1, . . . , ℓ} let
−βJ = {−βj : j ∈ J} − αJ = {−αj : j ∈ J}.
We have
ℓ∏
j=1
(1−X1−αj−βj)C(A1 ∪ · · · ∪Aℓ ∪ {−β1, . . . ,−βℓ}, B1 ∪ · · · ∪ Bℓ ∪ {−α1, . . . ,−αℓ})
= (−1)ℓ
∑
J1,J2⊂{1,...,ℓ}
J1∩J2=∅
(−1)|J1|+|J2|C(A ∪ −βJ1 , B ∪ −αJ2)
where A = A1 ∪ · · · ∪Aℓ and B = B1 ∪ · · · ∪Bℓ.
The combination of these three lemmas easily leads to a proof of Theorem 2.
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7.2. Proof of Theorem 2.
Proof. By Lemma 1 the left side of the identity in Theorem 2 may be written as
∑
min(Mj,Nj)=0
∑ℓ
j=1
Mj=
∑ℓ
j=1
Nj
ℓ∏
j=1
ΣAj ,Bj ,αj ,βj(Mj , Nj)X
Mj(1−βj)−Njαj
=
∑
min(Mj,Nj )=0
∑ℓ
j=1
Mj=
∑ℓ
j=1
Nj
XM1+...Mℓ
ℓ∏
j=1
(∑
K
(Aj ∪ {−βj})(K +Mj)Bj(K +Nj)XK
−
∑
K
Aj(K +Mj)Bj(K +Nj)X
K
+
∑
K
Aj(K +Mj)(Bj ∪ {−αj})(K +Nj)XK
)
.
By Lemma 2 this is
= (−1)ℓ
∑
J1,J2⊂{1,...,ℓ}
J1∩J2=∅
(−1)|J1|+|J2|C(A ∪ −βJ1 , B ∪ −αJ2)
and by Lemma 3 this is
=
ℓ∏
j=1
(1−X1−αj−βj)C(A1 ∪ · · · ∪Aℓ ∪ {−β1, . . . ,−βℓ}, B1 ∪ · · · ∪Bℓ ∪ {−α1, . . . ,−αℓ})
which is the right side of the identity in Theorem 2.

7.3. Proof of first lemma.
Proof. Expanding the q-sum, we have
=
∑
d,j,k
Xd(α+β)A−α(j + d)B−β(k + d−min(d,M))Xd+j+k−min(d,M)
−
∑
d,j,k
Xd(α+β)A−α(j + 1 + d)B−β(k + 1 + d−min(1 + d,M))X2+d+j+k−min(1+d,M).
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We split this into the terms with d < M and those with d ≥M . We have
Σ−(M, 0) =
∑
j,k
d<M
Xd(α+β)A−α(j + d)B−β(k)X
j+k
−
∑
j,k
d<M
Xd(α+β)A−α(j + 1 + d)B−β(k)X
1+j+k
= Z(B−β)
(∑
j
d<M
Xd(α+β)A−α(j + d)X
j −
∑
j
d<M
Xd(α+β)A−α(j + 1 + d)X
1+j
)
.
The sum over j telescopes so that this is
Σ−(M, 0) = Z(B−β)
∑
d<M
Xd(α+β)A−α(d)
= Z(B−β)
∑
d<M
Aβ(d) = Z(B−β)(Aβ)
+(M − 1).
Next we consider
Σ+(M) =
∑
j,k
d≥M
Xd(α+β)A−α(j + d)B−β(k + d−M)Xd+j+k−M
−
∑
j,k
d≥M
Xd(α+β)A−α(j + 1 + d)B−β(k + 1 + d−M)X2+d+j+k−M .
We replace d by d+M and have
Σ+(M) =
∑
j,k,d
X(d+M)(α+β)A−α(j + d+M)B−β(k + d)X
d+j+k
−
∑
j,k,d
X(d+M)(α+β)A−α(j + 1 + d+M)B−β(k + 1 + d)X
2+d+j+k.
Now the sum over j and k telescopes and we have
Σ+(M) =
∑
j,d
X(d+M)(α+β)A−α(j + d+M)B−β(d)X
d+j
+
∑
k,d
X(d+M)(α+β)A−α(d+M)B−β(k + d)X
d+k
−
∑
d
X(d+M)(α+β)A−α(d+M)B−β(d)X
d.
16 BRIAN CONREY AND JONATHAN P. KEATING
We recognize a convolution in the first term and rewrite this as
Σ+(M) =
∑
r
XM(α+β)A−α(r +M)(Bα)
+(r)Xr
+
∑
k,d
X(d+M)(α+β)A−α(d+M)B−β(k + d)X
d+k
−
∑
d
X(d+M)(α+β)A−α(d+M)B−β(d)X
d.
The middle term here may be written as
∑
K
B−β(K)X
K
∑
d≤K
Aβ(d+M) =
∑
K
B−β(K)X
K
(
(Aβ)
+(K +M)− (Aβ)+(M − 1)
)
=
∑
K
B−β(K)(Aβ)
+(K +M)XK − Z(B−β)(Aβ)+(M − 1).
The second term of this cancels with Σ−(M, 0) and so we have
ΣA,B,α,β(M, 0) = X
M(α+β)
∑
K
(Bα)
+(K)A−α(K +M)X
K −XM(α+β)
∑
K
Bα(K)A−α(K +M)X
K
+
∑
K
B−β(K)(Aβ)
+(K +M)XK .
This may be rewritten as
ΣA,B,α,β(M, 0) = X
Mβ
(∑
K
(B ∪ {−α})(K)A(K +M)XK −
∑
K
B(K)A(K +M)XK
+
∑
K
B(K)(A ∪ {−β})(K +M)XK
)
.

By symmetry
ΣA,B,α,β(0, N) = X
Nα
(∑
K
(A ∪ {−β})(K)B(K +N)XK −
∑
K
A(K)B(K +N)XK
+
∑
K
A(K)(B ∪ {−α})(K +N)XK
)
.
7.4. Proof of second lemma.
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Proof. We prove more generally that∑
M1+···+Mℓ=N1+···+Nℓ
min(M1,N1)=···=min(Mℓ,Nℓ)=0
K1,...Kℓ
A1(K1 +M1)B1(K1 +N1) . . . Aℓ(Kℓ +Mℓ)Bℓ(Kℓ +Nℓ)X
K1+···+Kℓ+M1+···+Mℓ
=
∞∑
N=0
(A1 ∗ · · · ∗ Aℓ)(N)(B1 ∗ · · · ∗Bℓ)(N)XN
where the Ai, and Bi are any functions on the natural numbers (i.e. sequences) and ∗ just
means the usual Cauchy convolution one encounters when multiplying power series together.
It suffices to prove∑
min(M1,N1)=···=min(Mℓ,Nℓ)=0
K1,...Kℓ
A1(K1 +M1)B1(K1 +N1) . . . Aℓ(Kℓ +Mℓ)Bℓ(Kℓ +Nℓ)
×Y 2(K1+···+Kℓ)+M1+···+Mℓ+N1+···+Nℓe(θ(M1 + · · ·+Mℓ −N1 − . . . Nℓ))
=
∞∑
M,N=0
(A1 ∗ · · · ∗ Aℓ)(M)(B1 ∗ · · · ∗Bℓ)(N)Y M+Ne(θ(M −N))
as then our desired result follows upon integrating θ from 0 to 1 upon taking X = Y 2. But
now the left hand side is a product
ℓ∏
j=1
∑
K,M,N
min(M,N)=0
Aj(M +K)Bj(N +K)Y
2K+M+Ne(θ((M +K)− (N +K)))
and the right hand side is a product
ℓ∏
j=1
∞∑
R=0
Aj(R)(Y e(θ))
R
∞∑
S=0
Bj(S)(Y e(−θ))S .
Therefore, it suffices to prove that
∑
K,M,N
min(M,N)=0
A(M +K)B(N +K)Y K+MZK+N =
∞∑
R=0
A(R)Y R
∞∑
S=0
B(S)ZS.
To do this, we consider the right hand side and order the double sum according to the
minimum, call it K, of R and S. The right hand side may be rewritten as
∞∑
K=0
∑
R,S
min(R,S)=K
A(R)Y RB(S)ZS.
Replacing R by M +K and S by N +K, we see that this is exactly the left hand side. 
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7.5. Proof of third lemma.
Proof. Recall that
X−β(A ∪ {−β})(n) = (A ∪ {−β})(n+ 1)− A(n+ 1).
Using this we see that
(1−X1−α−β)
∞∑
m,n=0
(A ∪ {−β})(m)X m2 (B ∪ {−α})(n)X n2
=
∞∑
m,n=0
(A ∪ {−β})(m)X m2 (B ∪ {−α})(n)X n2
−
∞∑
m,n=0
X
(m+1)
2
+
(n+1)
2
(
(A ∪ {−β})(m+ 1)− A(m+ 1)
)(
(B ∪ {−α})(n+ 1)− B(n+ 1)
)
.
In the last line we can replace m+1 and n+1 by m and n since (A∪ {−β})(0) = A(0) = 1
and similarly for B. Multiplying out the last line and combining it with the line above we
have
∞∑
m,n=0
(A ∪ {−β})(m)X m2 B(n)X n2 +
∞∑
m,n=0
A(m)X
m
2 (B ∪ {−α})(n)X n2
−
∞∑
m,n=0
A(m)B(n)X
m+n
2 .
Now the idea is to apply this to each Aj , Bj, αj, βj . We have
(1−X1−α1−β1) . . . (1−X1−αℓ−βℓ)C(A1 ∪ {−β1} ∪ · · · ∪ Aℓ ∪ {−βℓ}, B1 ∪ {−α1} ∪ · · · ∪ Bℓ ∪ {−αℓ})
=
∫ 1
0
∑
m1,n1
(1−X1−α1−β1)(A1 ∪ {−β1})(m1)(X 12 e(θ))m1(B1 ∪ {−α1})(n1)(X 12 e(−θ))n1
· · ·
∑
mℓ,nℓ
(1−X1−αℓ−βℓ)(Aℓ ∪ {−βℓ})(mℓ)(X 12 e(θ))mℓ(Bℓ ∪ {−αℓ})(nℓ)(X 12 e(−θ))nℓdθ.
We end up with∫ 1
0
ℓ∏
j=1
∞∑
mj ,nj=0
(X
1
2 e(θ))mj (X
1
2 e(−θ))nj
(
(Aj ∪ {−βj})(mj)Bj(nj)
+Aj(mj)(Bj ∪ {−αj})(nj)−Aj(mj)Bj(nj)
)
dθ,
which is equal to
(−1)ℓ
∑
J1,J2⊂{1,...,ℓ}
J1∩J2=∅
(−1)|J1|+|J2|C(A ∪ −βJ1 , B ∪ −αJ2).
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
8. Terms with some hj = 0
Suppose that we are in the situation where
h1 . . . hℓ′ 6= 0 and hℓ′+1 = · · · = hℓ = 0.
Then for each j > ℓ′ we have
mjNj = njMj .
Since (Mj , Nj) = 1 this implies that
mj = κjMj and nj = κjNj
for some κj . Then, our sum is
∑
Mj,Nj≤Q
(Mj,Nj )=1
M1...Mℓ=N1...Nℓ
κ
ℓ′+1Mℓ′+1...κℓMℓ≤X
τAℓ′+1(κℓ′+1Mℓ′+1)τBℓ′+1(κℓ′+1Nℓ′+1) . . . τAℓ(κℓMℓ)τBℓ(κℓNℓ)
κℓ′+1 . . . κℓMℓ′+1 . . .Mℓ
∑
h1...hℓ′ 6=0
∑
m1...mℓ′≤
X
κ
ℓ′+1Mℓ′+1...κℓMℓ
(∗1),...(∗ℓ′ )
τA1(m1) . . . τAℓ′ (mℓ′)τB1(n1) . . . τBℓ′ (nℓ′)
m1 . . .mℓ′
ψˆ
(
Th1
2πm1N1
+ · · ·+ Thℓ′
2πmℓ′Nℓ′
)
where
(∗j) : mjNj − njMj = hj.
Now, as before, we replace the convolution sums (*) by their averages, i.e.∫
u1...uℓ′≤X
′
〈τA1(m1)τB1(n1)〉(∗1)m1∼u1 . . . 〈τAℓ′ (mℓ′)τBℓ′ (nℓ′)〉(∗ℓ′ )mℓ′∼uℓ′ ψˆ
(
Th1
2πu1N1
+ . . .
Thℓ′
2πuℓ′Nℓ′
)
du1
u1
. . .
duℓ′
uℓ′
where X ′ is defined by
X ′ =
X
κℓ′+1Mℓ′+1 . . . κℓMℓ
;
here ∗ : mN − nM = h. We expect by the delta-method [DFI] that
〈τA(m)τB(n)〉(∗)m∼u ∼
1
M
∞∑
q=1
rq(h)〈τA(m)e(mN/q)〉m∼u〈τB(n)e(nM/q)〉n∼uN
M
with
〈τA(m)e(mN/q)〉m∼u = 1
2πi
∫
|w−1|=ǫ
DA(w, e
(N
q
)
)uw−1 dw.
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So, we are led to
∑
Mj,Nj≤Q
(Mj,Nj )=1
M1...Mℓ=N1...Nℓ
κ
ℓ′+1Mℓ′+1...κℓMℓ≤X
τAℓ′+1(κℓ′+1Mℓ′+1)τBℓ′+1(κℓ′+1Nℓ′+1) . . . τAℓ(κℓMℓ)τBℓ(κℓNℓ)
κℓ′+1 . . . κℓM1 . . .Mℓ
∑
qj ,hj
rq1(h1) . . . rqℓ′ (hℓ′)
∫
T ℓ
′≤u1...uℓ′≤X
′
ℓ′∏
j=1
1
2πi
∫
|wj−1|=ǫ
DAj (wj, e
(Nj
qj
)
)u
wj−1
j dwj
×
ℓ′∏
k=1
1
2πi
∫
|zk−1|=ǫ
DBk(zk, e
(Mk
qk
)
)
(ukNk
Mk
)zk−1dzk
×ψˆ
(
T
(
h1
2πu1N1
+ · · ·+ hℓ′
2πuℓ′Nℓ′
))
du1
u1
. . .
duℓ′
uℓ′
.
We make the changes of variable vj =
T |hj |
2πujNj
for 1 ≤ j ≤ ℓ′ and bring the sums over the
hj to the inside; u1 . . . uℓ′ < X
′ implies that
|h1 . . . hℓ′ | < (2π)
ℓ′X ′v1 . . . vℓ′N1 . . . Nℓ′
T ℓ′
.
We detect this condition using Perron’s formula in an integral over s. Then the above is
∫
0<v1,...,vℓ′<∞
∑
Mj,Nj≤Q
(Mj,Nj )=1
M1...Mℓ=N1...Nℓ
κ
ℓ′+1Mℓ′+1...κℓMℓ≤X
τAℓ′+1(κℓ′+1Mℓ′+1)τBℓ′+1(κℓ′+1Nℓ′+1) . . . τAℓ(κℓMℓ)τBℓ(κℓNℓ)
κℓ′+1 . . . κℓM1 . . .Mℓ
× 1
2πi
∫
(2)
∑
qj ,hj
rq1(h1) . . . rqℓ′ (hℓ′)
(h1 . . . hℓ′)s
ℓ′∏
j=1
1
2πi
∫
|wj−1|=ǫ
DAj (wj, e
(Nj
qj
)
)
( Thj
2πvjNj
)wj−1dwj
ℓ′∏
k=1
1
2πi
∫
|zk−1|=ǫ
DBk(zk, e
(Mk
qk
)
)
( Thk
2πvkMk
)zk−1dzk
×
(
(2π)ℓ
′
X ′v1 . . . vℓ′N1 . . . Nℓ′
T ℓ′
)s ∑
ǫj∈{−1,+1}
ψˆ(ǫ1v1 + · · ·+ ǫℓ′vℓ′) dv1
v1
. . .
dvℓ′
vℓ′
ds
s
where the ǫj = sgn(hj) arise from taking account of the signs of the hj . We now simplify this
a bit. We combine the middle two lines into a single product over j and we gather together
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all of the like variables:
LHSℓ′ :=
1
(2πi)2
∫∫
(2)
Xs+s
′( T
2π
)−ℓ′s ∑
(M1,N1)=···=(Mℓ,Nℓ)=1
N1...Nℓ=M1...Mℓ
ǫj∈{−1,+1}
∑
κℓ′+1,...,κℓ
ℓ∏
i=ℓ′+1
τAi(Miκi)τBi(Niκi)
(κiMi)1+s
′+s
∫
0<v1,...,vℓ′<∞
ψˆ(ǫ1v1 + · · ·+ ǫℓ′vℓ′)
ℓ′∏
j=1
[
1
(2πi)2
∫∫
|wj−1|=ǫ
|zj−1|=ǫ
M
−zj
j N
s+1−wj
j
∑
hj ,qj
rqj(hj)
h
s+2−wj−zj
j
v
s+1−wj−zj
j
DAj(wj , e
(Nj
qj
)
)DBj (zj , e
(Mj
qj
)
)
( T
2π
)wj+zj−2dwjdzj dvj
]
ds
s
ds′
s′
Now we have another key identity:
Theorem 3.
Res
s′=0
LHSℓ′ =
1
2πi
∫
(2)
Xs
∫ ∞
0
ψ(t)
∑
U(ℓ′)⊂A
V (ℓ′)⊂B
(
T t
2π
)−∑ αˆ∈U(ℓ′)
βˆ∈V (ℓ′)
(αˆ+βˆ+s)
×B(As − U(ℓ′)s + V (ℓ′)−, B − V (ℓ′) + U(ℓ′)s−, 1) dt ds
s
where U(ℓ′) denotes a set of cardinality ℓ′ with precisely one element from each of A1, . . . , Aℓ′
and similarly V (ℓ′) denotes a set of cardinality ℓ′ with precisely one element from each of
B1, . . . , Bℓ′ .
9. Preliminary reductions, again
The result of Section 5 implies that
∑
ǫj∈{−1,+1}
∫ ∞
v1,...,vℓ′=0
ψˆ(ǫ1v1 + . . . ǫℓ′vℓ′)
ℓ′∏
j=1
v
s+1−wj−zj
j dvj
=
∫ ∞
0
ψ(t)
ℓ′∏
j=1
χ(wj + zj − s− 1)twj+zj−s−2 dt.
10. Poles, again
As before we use
〈τA(m)τB(n)〉(∗)m=u ∼
∑
α∈A
β∈B
u−α−βM−1+βN−βZ(A′−α)Z(B
′
−β)
∑
d|h
1
d1−α−β
×
∑
q
µ(q)(qd,M)1−β(qd,N)1−α
q2−α−β
GA
(
1− α, qd
(qd,N)
)
GB
(
1− β, qd
(qd,M)
).
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Inserting this into LHSℓ′ we have
LHSℓ′ =
1
(2πi)2
∫∫
(2)
Xs+s
′( T
2π
)−ℓ′s ∑
(M1,N1)=···=(Mℓ,Nℓ)=1
N1...Nℓ=M1...Mℓ
ǫj∈{−1,+1}
∑
κℓ′+1,...,κℓ
ℓ∏
i=ℓ′+1
τAi(Miκi)τBi(Niκi)
(κiMi)1+s
′+s
∫
0<v1,...,vℓ′<∞
ψˆ(ǫ1v1 + · · ·+ ǫℓ′vℓ′)
ℓ′∏
j=1
[ ∑
αj∈Aj
βj∈Bj
v
s−1+αj+βj
j M
βj−1
j N
s+αj
j
×Z((Aj)′−αj )Z((Bj)′−βj)
∑
hj ,qj ,dj
1
h
s+αj+βj
j d
1+s
j
µ(qj)(qjdj,Mj)
1−βj(qjdj, Nj)
1−αj
q
2−αj−βj
j
GAj
(
1− αj, qjdj
(qjdj , Nj)
)
GBj
(
1− βj, qjdj
(qjdj,Mj)
)
( T
2π
)−αj−βj dvj
]
ds
s
ds′
s′
.
Now we sum over the hj to get factors ζ(s+ αj + βj); these pair up with the factors χ(wj +
zj − s − 1) which turned into χ(1 − αj − βj − s) after collecting the residues wj = 1 − αj
and zj = 1− βj that arose from the integral over vj . Then using the functional equation for
ζ we have ζ(1− s− αj − βj). Thus, the s-integrand without the Xss in LHSℓ′ becomes
∫ ∞
0
ψ(t)
1
2πi
∫
(2)
Xs
′( T
2π
)−ℓ′s ∑
(M1,N1)=···=(Mℓ,Nℓ)=1
N1...Nℓ=M1...Mℓ
∑
κℓ′+1,...,κℓ
ℓ∏
i=ℓ′+1
τAi(Miκi)τBi(Niκi)
(κiMi)1+s
′+s
∑
U(ℓ′)⊂A
V (ℓ′)⊂B
ℓ′∏
j=1
[
Z((Aj)
′
−αj
)Z((Bj)
′
−βj
)ζ(1− s− αj − βj)t−s−αj−βj
×Mβj−1j N s+αjj
∑
qj ,dj
1
d1+sj
µ(qj)(qjdj ,Mj)
1−βj (qjdj , Nj)
1−αj
q
2−αj−βj
j
×GAj
(
1− αj , qjdj
(qjdj, Nj)
)
GBj
(
1− βj , qjdj
(qjdj,Mj)
)
( T
2π
)−αj−βj]ds′
s′
dt,
where U(ℓ′) = {α1, . . . , αℓ′} and V (ℓ′) = {β1, . . . , βℓ′}. Our goal is to prove that the residue
of this at s′ = 0 is equal to
∫ ∞
0
ψ(t)
∑
U(ℓ′)⊂A
V (ℓ′)⊂B
(
T t
2π
)−∑ αˆ∈U(ℓ′)
βˆ∈V (ℓ′)
(αˆ+βˆ+s)
×B(As − U(ℓ′)s + V (ℓ′)−, B − V (ℓ′) + U(ℓ′)s−, 1) dt.
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This further reduces to proving that
Res
s′=0
∑
(M1,N1)=···=(Mℓ,Nℓ)=1
N1...Nℓ=M1...Mℓ
∑
κℓ′+1,...,κℓ
ℓ∏
i=ℓ′+1
τAi(Miκi)τBi(Niκi)
(κiMi)1+s
′+s
ℓ′∏
j=1
ζ(1− s− αj − βj)
[
M
βj−1
j N
s+αj
j
∑
qj ,dj
1
d1+sj
µ(qj)(qjdj,Mj)
1−βj(qjdj, Nj)
1−αj
q
2−αj−βj
j
Z((Aj)
′
−αj
)Z((Bj)
′
−βj
)GAj
(
1− αj , qjdj
(qjdj, Nj)
)
GBj
(
1− βj , qjdj
(qjdj ,Mj)
)
]
Xs
′
s′
= B(As − U(ℓ′)s + V (ℓ′)−, B − V (ℓ′) + U(ℓ′)s−, 1).
11. Local considerations, again
Again we convert the above to an identity about the Euler factor of each side at a prime
p.
With arbitrary sets Aj, Bj and numbers αj , βj for j = 1, 2, . . . , ℓ
′, we consider
Q′ :=
∑
κ
ℓ′+1,...,κℓ
min(Mj,Nj)=0
∑ℓ
j=1
Mj=
∑ℓ
j=1
Nj
ℓ∏
i=ℓ′+1
Ai(Mi + κi)Bi(Ni + κi)X
Mi+κi
×
ℓ′∏
j=1
ΣAj ,Bj ,αj ,βj(Mj , Nj)X
Mj(1−βj)−Njαj ,
where
ΣA,B,α,β(M,N) =
∑
d,j,k
q≤1
(−1)qXd(α+β)A−α(j + q + d−min(q + d,N))
×B−β(k + q + d−min(q + d,M))X2q+d+j+k−min(q+d,M)−min(q+d,N),
as before.
Our identity is
Theorem 4.
Q′ =
ℓ′∏
j=1
(1−X1−αj−βj)C(A1 ∪ · · · ∪Aℓ ∪ {−β1, . . . ,−βℓ′}, B1 ∪ · · · ∪Bℓ ∪ {−α1, . . . ,−αℓ′}).
By the results of the previous section, Theorem 3 follows from Theorem 4 with (Ai)s in
place of Ai for i = ℓ
′ + 1, . . . , ℓ and with (Aj \ {αj})s, Bj \ {βj} and αj + s in place of Aj ,
Bj, and αj, respectively, for j = 1, . . . , ℓ
′.
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11.1. Recall lemmas. Our earlier lemma implies that if min(M,N) = 0 then
ΣA,B,α,β(M,N) = X
Mβ+Nα
(∑
K
(A ∪ {−β})(K +M)B(K +N)XK
−
∑
K
A(K +M)B(K +N)XK
+
∑
K
A(K +M)(B ∪ {−α})(K +N)XK
)
.
So, we can replace the Σs in the formula for Q′ by this expression.
Thus, we have
Q′ =
∑
κ
ℓ′+1,...,κℓ
min(Mj,Nj )=0
∑ℓ
j=1
Mj=
∑ℓ
j=1
Nj
ℓ∏
i=ℓ′+1
Ai(Mi + κi)Bi(Ni + κi)X
Mi+κi
×
ℓ′∏
j=1
[
XMjβj+Njαj
(∑
Kj
(Aj ∪ {−βj})(Kj +Mj)Bj(Kj +Nj)XKj
−
∑
Kj
Aj(Kj +Mj)Bj(Kj +Nj)X
Kj
+
∑
Kj
Aj(Kj +Mj)(Bj ∪ {−αj})(Kj +Nj)XKj
)]
XMj(1−βj)−Njαj .
Now, the critical observations are that
∑
K1,...,Kℓ∑
Mj=
∑
Nj
min(Mj,Nj)=0
ℓ∏
j=1
Aj(Kj +Mj)Bj(Kj +Nj)X
Kj+Mj = C(A1 ∪ · · · ∪ Aℓ, B1 ∪ · · · ∪ Bℓ),
as before, and
ℓ′∏
j=1
(1−X1−αj−βj )C(A1 ∪ · · · ∪ Aℓ ∪ {−β1, . . . ,−βℓ′}, B1 ∪ · · · ∪ Bℓ ∪ {−α1, . . . ,−αℓ′})
=
∑
J1,J2⊂{1,...,ℓ
′}
J1∩J2=∅
(−1)|J1|+|J2|+ℓ′C(A ∪ −βJ1 , B ∪ −αJ2),
where A = A1 ∪ · · · ∪ Aℓ and B = B1 ∪ · · · ∪ Bℓ.
These together imply Theorem 4.
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12. Multiplicities
12.1. How many times is a given ℓ swap repeated? Now we need to give an accounting
of what we have so far. Each time we split A and B up into subsets A = A1 ∪ · · · ∪Aℓ and
B = B1∪· · ·∪Bℓ we accumulate terms that correspond to all swaps of αj ∈ Aj and βj ∈ Bj .
For a fixed decomposition of A into ℓ subsets we clearly do not get ALL swaps of ℓ-sized
subsets of A and B. Our solution to this dilemma is that we consider all decompositions of
A into ℓ disjoint non-empty subsets and similarly for B. Then every pair of ℓ sized subsets
will indeed appear in the swaps. However, now two different decompositions will often lead
to the same swap. So how do we account for the overcounting?
How many times will a given ℓ-sized swap S for T occur? This is equivalent to asking how
many ways can A be split into ℓ subsets where Aj contains αj? If A has k elements then
there are k − ℓ elements that can be distributed arbitrarily into ℓ sets. This can happen in
ℓ(k−ℓ) ways. Similarly for B. Taking into account permutations we end up with a multiplicity
of ℓ!2ℓ2(k−ℓ).
12.2. How many times does the same (m,n) lead to a solution of a (∗)-system?
Our original problem is to evaluate
∑
m,n≤X
τA(m)τB(n)√
mn
ψˆ
( T
2π
log
m
n
)
.
Note that if A = {α1, . . . , αk} and B = {β1, . . . , βk} then
τA(m) =
∑
µ1...µk=m
µ−α11 . . . µ
−αk
k τB(n) =
∑
ν1...νk=n
ν−β11 . . . ν
−βk
k .
We split A into A1 ∪ · · · ∪ Aℓ and B into B1 ∪ · · · ∪ Bℓ; this is equivalent to splitting
{1, 2, . . . , k} into I1 ∪ · · · ∪ Iℓ where Ai = {αi : i ∈ Ii} and also {1, 2, . . . , k} = J1 ∪ · · · ∪ Jℓ
where Bj = {βj : j ∈ Jj}. Then τAi(mi) =
∏
i′∈Ii
µ
−αi′
i′ and τBj (nj) =
∏
j′∈Jj
µ
−βj′
j′ . Now
after this splitting we count the mi and nj according to our (∗)-system:
(∗1) : N1m1 = M1n1 + h1
...
(∗ℓ) : Nℓmℓ = Mℓnℓ + hℓ
where M1 . . .Mℓ = N1 . . . Nℓ. Now let’s say we have a solution of the (∗)-system as above
and let’s take a collection of divisors of the mi and nj . For simplicity, let’s suppose that
µi | mi and νj | nj for 1 ≤ i, j ≤ ℓ. Let’s write
m1 = µ1µˆ1, . . . , mℓ = µℓµˆℓ n1 = ν1νˆ1, . . . , nℓ = νℓνˆℓ.
The question is: How many ways are there to do this? If we multiply the jth equation in
our system by µ∗jν
∗
j , where
∏ℓ
j=1 µjµ
∗
j = m and
∏ℓ
j=1 νjν
∗
j = n, then we have a new equation
N˜jm˜j = M˜jn˜j + h˜j
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where
m˜j = µjµ
∗
j n˜j = νjν
∗
j M˜j = Mjµ
∗
j νˆj N˜j = Njµˆjν
∗
j h˜j = hjµ
∗
jν
∗
j .
If (M˜j , N˜j) > 1 then the common factor can be divided out and out of h˜j. Note that
ℓ∏
j=1
M˜j =
ℓ∏
j=1
Mjµ
∗
j νˆj = mn
ℓ∏
j=1
Mj
µjνj
=
ℓ∏
j=1
N˜j.
Thus, we have a new (∗) system but it corresponds to exactly the same m = µ1 . . . µk and
n = ν1 . . . νk as in the old one. The number of ways to construct these (∗)-systems is just
the number of ways to compose the µˆj as products of the available {µℓ+1, . . . , µk} and the
νˆj from the {νℓ+1, . . . νk}. But this is exactly ℓk−ℓ for the µˆj and the same for the νˆj. Then
we take into account the ordering of the µ1, . . . , µℓ and of the ν1, . . . , νℓ; this gives a factor
of ℓ!2. In this way we arrive at a multiplicity ℓ!2ℓ2(k−ℓ) for each solution of our (∗)-system
which is the same as the multiplicity counted in the swaps of ℓ-sets.
Note that the same argument applies whether any of the hj are 0 or not. We need to
divide out this multiplicity.
This explains the weight factor wℓ in (6).
12.3. Conclusion. We have found that IψA;B(T ;X) can be conjecturally evaluated by two
different methods which produce the same answer. One way is to use the recipe of [CFKRS].
The other way is to let ℓ be defined by T ℓ ≤ X < T ℓ+1. Then partition A and B into ℓ
subsets and evaluate a convolution of ℓ shifted divisor sums∑
mi≤ui
miNi−niMi=hi
τAi(mi)τBi(ni)
by a conjectural approach that involves the delta-method of [DFI]. A rigorous theorem
identifying two Euler products proves that the result of the above agrees with some of the
terms arising from the recipe. The terms with all hi 6= 0 correspond to ℓ-swap terms from
the recipe. The terms with ℓ′ of the hi non-zero and ℓ− ℓ′ of the hi equal to 0 give ℓ′ swap-
terms. Finally, if we sum over all possible partitions of A and B into non-empty subsets and
account for multiplicities we achieve the desired equality between the two approaches.
A natural direction for further research is to consider other families of L-functions, for
example quadratic Dirichlet L-functions, and to determine an arithmetic basis for the relevant
moment conjectures.
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