ABSTRACT Demographic information is usually treated as private data (e.g., gender and age), but has been shown great values in personalized services, advertisement, behavior study and other aspects. In this paper, we propose a novel approach to make efficient demographic prediction based on smartphone application usage. Specifically, we firstly consider to characterize the data set by building a matrix to correlate users with types of categories from the log file of smartphone applications. Then, by considering the category-unbalance problem, we make use of the correlation between users' demographic information and their requested Internet resources to make the prediction, and propose an optimal method to further smooth the obtained results with category neighbors and user neighbors. The evaluation is supplemented by the dataset from real world workload. The results show advantages of the proposed prediction approach compared with baseline prediction. In particular, the proposed approach can achieve 81.21 percent of Accuracy in gender prediction. While in dealing with a more challenging multi-class problem, the proposed approach can still achieve good performance (e.g., 73.84 percent of Accuracy in the prediction of age group and 66.42 percent of Accuracy in the prediction of phone level).
I. INTRODUCTION
Recent technology trends in industry and academia are seeking practice solutions to provide personalized services and improve user experience. For example, Google provides personalized search results, where different users searching for the same terms may receive different responses [1] . Targeted advertising is another example as it recommends proper users to advertisers upon their behaviors on the Internet [2] . As reported by the recent study [3] , the targeted advertising is more effective than the ordinary advertisement.
A recent study has investigated users' resource consumption in mobile Internet to characterize user behavior [4] . To provide personalized services or targeted advertising, it is also necessary to study the interests of potential customers, where their personal data (e.g., browsing histories, search interests, geographic information and even demographic information) play an important role in user behavior study. Demographic information has been shown great value to provide accurate personalized services. However, it is a kind of personal data that users prefer keeping in private, and usually not easy to obtain from public.
With the development of network-enabled smartphones and networking technology, smartphones have changed our lifestyles and linked the virtual network world and the actual social world. Nowadays, people use a variety of smartphone applications in everyday life. While users might have different interests, the applications installed on each smartphone could be distinct (e.g., females prefer "fashion related" applications, while males prefer "sports related" applications). Even for the same application, its usage (e.g., the "queries" when using the search engine application published by Google) by each user could be varied. Since the smartphone and its user are tightly correlated, the smartphone application usage could be used to predict personal demographic information.
In this paper, we attempt to infer their demographic information (e.g., gender, age group and phone level) by leveraging the difference of individual behaviors on using their smartphone applications-to make a portrait of smartphone application users. Specifically, our proposed prediction method can be processed as follows: (i) We match the entries in smartphone applications log with types of categories according to their required Internet resources, and build a matrix to correlate users and categories. (ii) We provide the evaluation metrics and baseline performance of our study and verify that the duration of our dataset is sufficient for making stable prediction. (iii) We then consider the category-unbalance problem and leverage Bayes-based classifier to predict users' demographic information from the matrix. (iv) By combining the information from category neighbors and user neighbors, we smooth and optimize the prediction results. (v) Finally, the performance of the proposed approach can be evaluated based on a dataset from real collected workload.
The paper is organized as follows. In Section II, we provide an overview of the related work in demographic information prediction. The objective and dataset processing is introduced in Section III. In Section IV, based on our dataset, we investigate the required duration and user amount of training data for stable prediction, and provide the baseline prediction for our study. The proposed prediction approach is presented in Section V. Experimental results to evaluate the approach are shown in Section VI. In Section VIII, we conclude the paper and state our future work.
II. RELATED WORK
Demographic information has attracted increasing interests recently and a number of distinct prediction methods have been proposed to enrich personalized services and application.
Prediction based on user-generated content. User-generated content (e.g., profiles, blogs, comments, photos, videos) is everywhere on today's Internet. Demographic information is usually included in profiles. Nevertheless, only a limited number of users allow public access to it. Beyond profiles, other types of content can also be used to infer users' demographic information. Garera et al. [5] proposed that demographic information can be predicted by analyzing users' writing and speaking styles. Yan et al. [6] investigated techniques using blog content to infer user gender, while Burger et al. [7] identified the gender of Twitter users by leveraging their tweets. Kelly et al. [8] leveraged the smartphone data to investigate the relation between location behavior patterns and particular demographic and social characteristics about an individual. Other researchers leveraged or combined different types of user-generated content to make the demographic prediction [9] , [10] .
Prediction based on users' Internet activity histories. Internet activity histories include searching histories, browsing histories, etc. There have been state-of-arts works on searching and browsing histories. Ingmar et al. [11] investigated the search behaviors of different demographic groups, and verified that the demographic description of search engine users agrees well with the distribution of US population. Another work of Ingmar [12] has shown that certain types of search queries can be related to distinct demographic groups. Based on the browsing histories of certain users whose demographic information is known, Hu et al. [13] inferred the gender and age of other users who browse the same webpages. Kabbur et al. [14] and Goel et al. [15] used machine learning techniques to predict demographic information by analyzing the HTMLs, key words and hyperlinks in user browsing histories. Suranga et al. [16] leveraged the difference in the snapshots of smartphone applications installed by users with multicultural background, and predicted user traits about origin, native language, marital status, religion and whether they have any child.
In comparison, by leveraging the smartphone application usage, we propose a novel approach to predict demographic information of users whom have the similar culture background. The logs of smartphone applications record the Internet activity histories with particular characteristics. For a specific Internet query or webpage, the topic is usually unambiguous that can be associated with a certain demographic group, but the story is totally different when it comes to the topic for a specific smartphone application usage (e.g., for a video application, adults might watch daily news, while children could choose a cartoon). Thus, our prediction approach, introduced in the next section, is going to provide a solution to the particular characteristics. This paper is an extension of the work from [17] that studied users' demographic information based on their smartphone applications logs.
III. OBJECTIVE AND DATASET

A. OBJECTIVE DEFINITION
Before introducing our approach for demographic prediction, we firstly define our objective. Given some users are with their demographic information, the objective of this paper is to provide an approach to infer the demographic information of other users based on their usage of smartphone applications.
The demographic information we mainly consider in this paper are gender, phone level and age group. The gender prediction is defined as classifying users as male or female. As shown in Table 1 , the phone level prediction is defined as classifying users' phone price into one of the price range [18] , while the age group prediction is defined as classifying users into one of the age range [19] .
A direct way for prediction is to train a classifier from the aspect of applications, and correlate different demographic groups with certain smartphone applications. Suranga et al. [16] use Support Vector Machine (SVM) classifier [20] to predicted user traits from a snapshot of applications installed on a smartphone. Their prediction about user traits mainly focused on the origin, native language, marital status, religion and whether they have any child. In this paper, the user demographic information we predicted is a more challenging problem. As the users in our dataset are from a province of mainland China (rather than a multicultural community as the users in [16] are), they have the similar culture and share the similar traits (e.g., origin, native language and religion) which is quite common for non-immigrant country. Under such scenario, it requires a precise data feature extraction before training a classifier. To verify this, we have trained the SVM classifier used in [16] and three other classifiers (e.g., Logistic [21] , Naive Bayes (NB) [22] , and Decision Tree (DT) [23] ). The results are very poor. Even for the binary classification-gender prediction, both accuracy and F1 value are no more than 60 percent.
To solve the problem, we consider the fact that users with different demographic information might use a same application, and think that training a classifier from the aspect of applications is coarse-grained. It is necessary to extract some fine-grained data features before training a classifier. Fortunately, for an application, its usage can be related to different kinds of topics (e.g., a video play application can be related to sports, tourism, cartoon, etc.) that indicate the users' interests. In this way, by adding up the interest weights of different applications, we correlate different demographic groups with fine-grained users' interests as below.
B. DATASET PROCESSING
The dataset we used is real world smartphone applications workload obtained from a network service provider for a period of four months from October 2014 to January 2015 including workdays and weekends. The dataset includes 32,660 users, whose demographic attributes distribution is shown in Table 2 . The users are volunteers of the study. To protect the privacy of users, their ids are anonymous.
The dataset covers 438 unique smartphone applications and records the logs of such applications, which are the amount of entries when smartphone applications fetch resources from the Internet. 179,954,181 entries are included in the dataset. Each entry includes a numerical code which is generated from user ID and corresponding Internet resource. By using Regular Expression Matching with different key words (e.g., "football" refers to a category of "sports"), the corresponding Internet resource is matched to a certain category. Thus, each entry can be used to match a numerical code (generated from user ID) and a category.
Then, we define a topic as a category of users' interests. The dataset can be modeled as a weighted graph G ¼ ðV; EÞ, where a node in V represents a user or a category, and an edge in E represents the frequency of a user's request to a category. The nodes in V can be divided into two subsets, U ¼ u 1 ; u 2 ; . . . ; u m and C ¼ c 1 ; c 2 ; . . . ; c n , where U represents the users and C represents the categories.
Next, the graph G can be represented by an adjacent matrix R, whose element r ij is the frequency of user u i 's request to category c j . In our approach, the frequency is recorded as the request times in a given period. In this way, the adjacent matrix R correlates users and categories. Now, we can train the classifies from the aspect of categories.
IV. BASELINE PREDICTION
In this section, we provide the evaluation metrics and the prediction results based on the training of four classifiers (e.g., Logistic, Naive Bayes(NB),Decision Tree(DT) and Support Vector Machine) [20] - [23] . Moreover, by increasing the duration of training data, we investigate how long the duration of training data is required for stable prediction. Similarly, by increasing the user amount of training data, we investigate how much the user amount of training data is required for stable prediction.
A. EVALUATION METRIC
The performance of prediction is evaluated by Accuracy ðAccÞ, Precision ðPrecÞ, Recall ðRecÞ and F1 value ðF1Þ [24] . In an information retrieval system, the predicted examples are classified as true positives ðtpÞ, false positives ðfpÞ, false negatives ðfnÞ and true negatives ðtnÞ.
Acc is the proportion of correctly predicted examples in the set of all examples, and it is defined as Formula 1:
Prec is the proportion of correctly predicted examples in the set of all examples assigned to the target class, and it is defined as Formula 2:
Rec is the proportion of correctly predicted examples out the set of all examples having the target class, and it is defined as Formula 3:
It is certainly that the higher both Prec and Rec are, the better the performance is. However, high Prec usually demands strict conditions which would lead low Rec. As Prec and Rec are sometimes contradictory, F1 value is 
In this paper, we apply Acc and F1 to get performance values in the evaluation.
B. REQUIRED DATA DURATION FOR STABLE PREDICTION
Before making the demographic prediction, it is necessary to investigate the required data duration for achieving stable prediction results. In particular, we trained classifiers with fixed user amount (e.g., 32,000 users) but different duration of dataset (e.g., 3 days, 1 week, 2 weeks, etc) to find a stable status for predicting users' demographic information. The experimental results are shown in Figure 1 Figure 1f show the F1 value of prediction in different duration of dataset. It can be found that both Acc and F1 received better performance with the increasing of the duration of training data. Moreover, between the duration of three days and eight weeks, there are obvious performance improvement in both Acc and F1 for all four classifiers. Most importantly, it should be noticed that the prediction results can achieve stable performance (or convergent results) with the duration of more than eight weeks. Based on our dataset, this means that if users' smartphone applications usage were traced more than 8 weeks, their demographic information would be well predicted. Thus, the duration of our dataset stated in above section is sufficient for making stable prediction, as it lasts four months.
C. REQUIRED USER AMOUNT FOR STABLE PREDICTION
Similarly, it is also necessary to investigate the required user amount for achieving stable prediction results. In particular, by setting the data duration as 16 weeks, we train classifiers with different user amount of dataset (e.g., 1,000, 2,000, 4,000, etc) to find a stable status for predicting users' demographic information. The experimental results are shown in and 2d show the F1 value of prediction in different user amount of dataset. It can be found that both Acc and F1 received better performance with the increasing of user amount of training data. Moreover, between the user amount of 1,000 and 4,000, It can be noticed that the performance are also improved in both Acc and F1 for all four classifiers. When the user amount varies from 1,000 to 32,000, it should be noticed that the Accuracy of prediction can achieve stable performance with the user amount of more than 4,000, while the F1 value of prediction keeps stable when the user amount varies from 1,000 to 32,000. Thus, in our dataset, the amount of 32,660 users is sufficient for making stable prediction.
D. PREDICTION RESULTS OF CLASSICAL CLASSIFIERS
Here, we provide the prediction results of four classical classifiers as baselines. In the experiments, 10-fold cross-validation was deployed for our dataset, the duration of training data is 16 weeks, and the user amount of training data is 32,000. Thus, the baselines can achieve stable performance. .14 and 56.93 percent for SVM, in term of Acc and F1, respectively. It can be found that Logistic, NB and DT have the similar performance for gender prediction, while Logistic and DT outperform NB in the prediction of phone level and age group. Moreover, SVM receives the best prediction performance in the four classical classifiers. These results are the baselines of our study, a novel prediction approach will be introduced in the following section.
V. THE PROPOSED PREDICTION APPROACH
The proposed prediction approach is stated in this section. In particular, by analyzing the training data, we notice that some categories are over weighted thus would bias prediction results. Moreover, we argue that people with similar demographic attributes may have similar interests. It means that the prediction results can be optimized with user neighbors and categories neighbors. Thus, by dealing with category-unbalance and optimizing the prediction results with neighbors' information, we propose a novel prediction approach by leveraging a Bayes-based classifier.
A. CATEGORY-UNBALANCE PROBLEM
For each category in the adjacent matrix R (stated in Section III), it is feasible to compute its demographic distribution (e.g., the distribution of male and female), which is going to be used as prior probability in Bayes-based classifier. Ideally, all the categories are considered to have the same weight. However, the request times for a category can have orders of magnitude larger than the request times for another category (e.g., shopping versus tourism as shown in Figure 3 ). For the categories with less request times (e.g., vehicles and health), they can also reflect the difference in demographic distribution as shown in Figure 4 . Thus, such categories should be assigned a higher weight. If we directly import the adjacent matrix R into a Bayes-based classifier, some categories with more request times would be over weighted, and some categories with less request times would be under weighted, thus bias the prediction results.
For a category, if its request times is more for a user group but less for others, it is a good feature for classification. This logical way of thinking follows the idea of Term Frequency-Inverse Document Frequency (TF-IDF) [26] , [27] , which is often used as a weighting factor in information retrieval and text mining. To reduce the adverse influence of over/under weighted categories, the idea of TF-IDF is leveraged to process the adjacent matrix R and assign appropriate weights for categories. The adjacent matrix R is normalized as follows:
TFIDFðr ij Þ ¼ TFðr ij Þ Ã IDFðr ij Þ;
where, edge r ij is the request time between the ith user and the jth category, m is the number of users. Iðr ij Þ is an indicator function. If r ij has a non-zero value, Iðr ij Þ will be 1, otherwise Iðr ij Þ will be 0. Thus, we obtain a new adjacent matrix R 0 , whose element r 0 ij is TFIDFðr ij Þ, to correlate users and categories.
B. COMPUTE PRIOR PROBABILITY
Our prediction approach is based on the perspectives of smartphone application usage. Figure 4 shows the statistics of some categories with different demographic groups. It can be noticed that males were more interested in the categories of sports and vehicles, which can be leveraged to predict users' gender. Moreover, in Figure 4 , elder people paid more attention for tourism than other categories. Even the request time shown in Figure 3 is low, the category of tourism can still be used to predict users' age group. Thus, it proves the necessity to calculate the nomalized adjacent matrix R 0 .
Now, we compute the prior probability of every demographic attribute for each category. Given the smartphone application usage ofsome userswith their demographic information, we can obtain the new adjacent matrix R 0 by analyzing the smartphone application usage. Combining the matrix R 0 with these training users'demographicinformation,theprior probabilityofcategoriesarecomputedasfollows:
where, Prðc j jAÞ is the prior probability of a demographic attribute A (e.g., male or female) for category c j , r 0 ij is the element in matrix R 0 , m is the number of users, n is the number of categories, and u i ðAÞ is an indicator function. If attribute A is true for the ith user, u i ðAÞ will be 1, otherwise u i ðAÞ will be 0.
C. PREDICT USERS DEMOGRAPHIC INFORMATION
Based on the prior probabilities computed in above section, here we use a Bayes-based classifier [28] to predict users' demographic attributes. Assuming the categories are independent, the probability of user u i 's demographic attribute A is computed as follows: 
where, A is a demographic attribute, fcategoriesg is the set of categories that user u i correlated with, PrðfcategoriesgjAÞ is the set of prior probabilities, and PrðfcategoriesgÞ can be offset by normalization.
D. OPTIMIZE PREDICTION RESULTS
As people with similar demographic attributes may have similar interests, it is possible to optimize prediction results by leveraging the demographic attributes of other users with similar interests. Intuitively, we attempt to optimize the prediction by leveraging Collaborative Filtering (CF) [29] , [30] , which is sensitive to data sparseness [31] . However, the adjacent matrices R and R 0 are very sparse, it would import much noise when leveraging the demographic attributes of neighboring users. In many recommendation systems [32] , [33] , Singular Value Decomposition (SVD) [34] as a matrix factorization algorithm, has been proved to be capable of solving the data sparseness problem. The orthogonal dimensions resulting from SVD are less noisy than the original data. They can capture the latent relationship between users and categories [32] . In this section, we use SVD to factorize the adjacent matrix R 0 .
1) SINGULAR VALUE DECOMPOSITION
To factorize the adjacent matrix R 0 , we use a new matrix factorization technique called Funk-SVD [35] , which factors a m Â n matrix into two matrices as following:
where, R 0 u 2 R 0 mÂk and R 0 c 2 R 0 nÂk are the feedback matrices of users and categories, k is the dimension of SVD. It defines a cost function with the evaluation criterion of Root Mean Squared Error (RMSE) and uses Stochastic Gradient Descent [36] to learn from the training data to get the feedback matrices, which is an iterative procedure. The iterations and dimension k of SVD are parameters in our paper. Theoretical details can be found in [32] and [35] . Based on the users' feedback matrix R 0 u and categories' feedback matrix R 0 c , we compute the similarity of users and categories to select their neighbors, and then leverage the demographic attributes of their neighbors to smooth the prediction. The similarity of two categories are computed according to Pearson Correlation Coefficient [37] :
where, R 
2) SMOOTH THE PREDICTION WITH CATEGORY NEIGHBORS
By computing the similarity between categories, we can identify N neighbors, which are most similar to the ith category based on categories' feedback matrix R 0 c . Then, we denote the top N similar categories of the ith category as a neighbor set R N ðc;iÞ . The category i's neighbor prior probability of demographic attribute A is denoted as below: where, Prðc i jAÞ is the original prior probability of the demographic attribute A, simði; jÞ is the similarity value between the ith category and the jth category. Thus, the prior probability of demographic attribute A for category i is smoothed as below:
Prðc i jAÞ smoooth ¼ aPrðc i jAÞ þ ð1 À aÞPrðR 0 N ðc;iÞ jAÞ; (13) where, a is a parameter to control the weight of category i's neighbor prior probability of demographic attribute A.
3) SMOOTH THE PREDICTION WITH USER NEIGHBORS
When we obtain the probability of a user's demographic attribute from (9), we can smooth the prediction with user neighbors. In a similar way as computing category neighbors, we compute the similarity between users and get the top M most similar neighbors of each user u i based on the users feedback matrix R 0 u . The user i's neighbor probability of demographic attribute A is denoted as below:
where, R 0 M ðu;iÞ is the set of top M most similar neighbors of user u i , simði; jÞ is the similarity value between user u i and user u j . PrðAju j Þ is the probability of user u j 's demographic attribute A, where user u j is a element in set R 0 M ðu;iÞ . Thus, the probability of user u i 's demographic attribute A is smoothed as below:
ðu;iÞ Þ; (15) where, b is the parameter to control the weight of user i's neighbor probability of demographic attribute A. Now, in the proposed approach, we can have four scenarios of prediction results: ðiÞ the prediction result labeled as No Smoothing, which only pre-process the adjacent matrix with TF-IDF; ðiiÞ the prediction result labeled as Only Category, which is smoothed by categories neighbors, by importing the result of (13) to (9); ðiiiÞ the prediction result labeled as Only User, which is smoothed by user neighbors, by importing the result of (9) to (15); and ðivÞ the prediction result labeled as Both, which is the combination of ðiiÞ and ðiiiÞ as shown in Figure 5 , smoothed by both categories neighbors and users neighbors.
VI. PERFORMANCE EVALUATION
In this section, we evaluate the performance of our approach, including experimental configuration, prediction results and the comparison with baseline prediction.
A. CONFIGURATION
In the experiments, 10-fold cross-validation was deployed for our dataset. The duration of training data lasts 16 weeks. To maximize the prediction results in terms of F1 and Acc, we need to estimate five parameters, which are the SVD dimension k when factorizing adjacent matrices R and R 0 , the number of category neighbors N and liner combination parameter a when smoothing the prediction with category neighbors, and the number of user neighbors M and liner combination parameter b when smoothing the prediction with user neighbors.
1) SVD DIMENSION K
When we estimate the SVD dimension k, we first set other parameters as fixed values (e.g., a ¼ 0:8, b ¼ 0:8, N ¼ 10 and M ¼ 10) [38] . Then, we train the model with different SVD dimension k ranges from 5 to 100 and different SVD iterations ranges from 0 to 100. Figure 6 shows the prediction performance related with SVD dimension k. The prediction performance is improved with the increase of SVD dimension k. When k reaches 71, a stable prediction performance can be obtained. The values of F1 and Acc achieve the best performance of 75.1 percent and 75.9 percnt, while k is 71 and SVD iteration is 62. Thus, we set k and the value of iteration as 71 and 62 in the following experiments, respectively. 
2) SMOOTH THE PREDICTION WITH CATEGORY NEIGHBORS
We have deployed experiments to study the influence of categories neighbors on prediction performance. We first set b and M at fixed values (e.g., b ¼ 0:8, M ¼ 10), then attempt to find the best value for the number of neighbors N and parameter a. In the experiments, N ranges from 1 to 120, while a ranges from 0.05 to 1. As shown in Figures 7 and 8 , the prediction performance is related with the number of category neighbors N and parameter a. We found that both the F1 and Acc are improved when N increased. The prediction achieves the best results (F1=79.68% and Acc=80.3%) when N ¼ 86 and a ¼ 0:84.
3) SMOOTH THE PREDICTION WITH USER NEIGHBORS
In a similar way, we tested different values for user neighbors M and parameter b to optimize the prediction. Base on above experimental results, we set N ¼ 86 and a ¼ 0:84, then tested M from 1 to 150 and b from 0.05 to 1. As shown in Figures 9 and 10 , the prediction performance is related with the M and b. We found that both the F1 and Acc are improved when M increased. The prediction achieves the best results (F1=79.4% and Acc=80.2%) when M ¼ 35 and b ¼ 0:82.
B. PREDICTION RESULTS
In this section, for the four scenarios of proposed approach, we provide the prediction results in gender, phone level and age group. Table 3 shows the results of gender prediction. In particular, without any smoothing (labeled as No Smoothing), our approach for gender prediction can achieve 68.34 and 69.50 percent in terms of F1 and Acc. As shown in Table 3 , our smoothing methods are capable of improving the prediction results. If we smooth the prediction results with either category neighbors or user neighbors (labeled as Only Category and Only User), the value of F1 and Acc can be improved to around 75 percent. Moreover, if both category neighbors and user neighbors as used to smooth the prediction results (labeled as Both), we can receive the best results at 80.11 and 81.21 percent in terms of F1 and Acc. Table 4 shows the results of Phone Level prediction, and proves that our smoothing methods effectively improved the prediction results. In particular, without any smoothing, our 3) PREDICTION RESULTS FOR AGE GROUP Table 5 shows the results of Age Group prediction, and also proves that our smoothing methods effectively improved the prediction results. Similarly, without any smoothing, our approach for Age Group prediction can achieve 50.90 and 54.89 percent in terms of F1 and Acc. If we smooth the prediction results with category neighbors, the F1 and Acc can be improved to 59.98 and 63.89 percent. If we smooth the prediction results with user neighbors, the F1 and Acc can be improved to around 60 percent. If both category neighbors and user neighbors as used to smooth the prediction results, we can receive the best results at 64.39 and 66.42 percent in terms of F1 and Acc.
1) PREDICTION RESULTS FOR GENDER
2) PREDICTION RESULTS FOR PHONE LEVEL
All the above experimental results show that our prediction approach can achieve good performance and the proposed smoothing methods effectively improve the prediction results. It can be found that only category smoothing outperform only user smoothing. Moreover, the prediction approach achieved the best performance by smoothing results with both category neighbors and user neighbors. In this way, for gender prediction, we get the best results at 80.11 and 81.21 percent in terms of F1 and Acc. Similarly, the best values of F1 and Acc for predicting users' phone level are 71.82 and 73.85 percent. For the more challenging multi-class problem, the prediction of users' age group is to classify users into one of five candidate sets, where the prediction achieves 64.39 and 66.42 percent in terms of F1 and Acc. Compared with the results of gender prediction and phone level prediction, there is a little backslide in the prediction of age group, especially in the prediction of elder people. The reason is two-fold. On one hand, the prediction of age group is a more challenging multi-class problem. On the other hand, the correlation between age group and categories could be weaker than the correlation between gender (or phone level) and categories.
C. COMPARISON WITH BASELINES
Here, by using the same dataset and the same duration of training data, we compare the performance of proposed approach with the baselines stated in Section IV (e.g., Logistic, NB, DT, and SVM). As shown in the Tables 3, 4 and 5 have shown the effect of dealing with category-unbalance problem from which the improvements are 4.93 percent in F1 and 4.65 percent in Acc for gender prediction, 7.8 percent in F1 and 10.17 percent in Acc for phone level prediction, 6.8 percent in F1 and 9.42 percent in Acc for age group prediction, respectively. The Both cases in Tables 3, 4 , and 5 have shown the effect of smoothing results with user/category neighbors from which the further improvements are 11.77 percent in F1 and 11.71 percent in Acc for gender prediction, 19.27 percent in F1 and 18.34 percent in Acc for phone level prediction, 13.44 percent in F1 and 11.53 percent in Acc for age group prediction, respectively. The results verify that both the way of dealing with category-unbalance problem and the optimizing method of smoothing results with user/category neighbors are effective. By the way of contrast, the optimizing method of smoothing results with user/category neighbors is more important.
Next, we compare the convergent property of the proposed approach with that of the baselines. In particular, by varying the data duration and user amount, we evaluate the performance of proposed approach, and analyzed the required data duration and user amount for the performance to achieve a stable status.
By using the fixed users amount of 32,000 users (the same as the experiments state in Section IV), Figure 11 shows the prediction performance of the proposed approach in different data duration. It can be noticed that, with the increase of data duration, both F1 and Acc value increase dramatically while the data duration varies from three days to eight weeks. When the data duration lasts more than eight weeks, the prediction performance achieves a stable status with subtle improvement. For the baselines, as shown in Figure 1 , their prediction results in F1 and Acc, achieve stable status with the duration of more than eight weeks. It means that, if we just consider the required data duration, the convergent property of the proposed approach is the same as that of the baselines.
Similarly, by setting the data duration as 16 weeks, Figure 12 shows the prediction performance of the proposed approach in different user amount. It can also be noticed that, with the increase of user amount, both F1 and Acc value increase dramatically while the user amount varies from 1,000 to 8,000. When the user amount is more than 8,000, the prediction performance achieves a stable status with subtle improvement. For the baselines, as shown in Figure 2 , their prediction results in F1 and Acc, achieve stable status with the user amount of more 4,000. It means that, when we consider the required user amount, the convergent property of the baselines is better than that of the proposed approach. This is because the proposed approach need to compute the information of user neighbors, and further leverage it to smooth the prediction results.
Although the proposed approach required more user amount to enable its prediction results to achieve stable status, it should be noted that its performance still outperforms the baselines with the same user amount before it reaches its convergent status (e.g., at the user amount of 4,000, the baselines achieve stable status, while the proposed approach does not). As shown in Figure 12 , at the user amount of 4,000, the performance of proposed approach is 73.89 and 74.28 percent in terms of F1 and Acc for gender prediction, 62.71 and 65.15 percent in terms of F1 and Acc for phone level prediction, and 58.42 and 60.9 percent in terms of F1 and Acc for age group prediction. While as shown in Figure 2 , at the user amount of 4,000, the performance of the best case (e.g., SVM) in baselines is 69.87 and 71.38 percent in terms of F1 and Acc for gender prediction, 61.98 and 63.89 percent in terms of F1 and Acc for phone level prediction, and 55.92 and 57.14 percent in terms of F1 and Acc for age group prediction. Table 7 shows the detailed comparison at user amount of 4,000.
Moreover, we have conducted some other prediction of education attainment and personal income. Education attainment prediction, whose performance is more than 83 percent in both F1 and Acc, is a binary classification problem to predict if a user is a college graduate or not. Personal income prediction, whose performance is more than 70 percent in both F1 and Acc, is a four classification problem to classify a user into one of four candidate group.
VII. DISCUSSION
We firstly want to discuss the computation efficiency of proposed approach. As it adds the processes of dealing with category-unbalance problem and smoothing results with user/ category neighbors, it consumes more computation time that indicates a trade off between computation efficiency and accuracy. Fortunately, as it only leverages the top M user neighbors and top N category neighbors for prediction results optimization, it can cope well with the increased dataset size. Next, we want to state that there is a possibility for further improving prediction accuracy. The experimental parameters configuration is a five-variable optimization problem. In our configuration, it can receive good results but might not be the best, mathematically speaking.
VIII. CONCLUSIONS
This paper proposed a novel approach to predict demographic information by leveraging the perspectives of smartphone application usage. Our contributions are as follows. Firstly, we proposed to match the entries in smartphone applications log with types of categories according to their topics, and build a matrix to correlate users' demographic attributes with the categories. Secondly, in order to avoid over weighted categories biasing prediction results, we proposed to process the matrix and deal with the category-unbalance problem before importing it to Bayes-based classifier. Thirdly, we provided a method to optimize the prediction results by smoothing the prediction results with category neighbors and user neighbors. The experimental results show that, our approach outperforms the baselines, and achieves 80. 11 
