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Abstract
We consider the topological relation behind the spectral behavior of
a linear operator that arises in the stability problem of traveling waves
on a large bounded domain. When the domain size tends to infinity,
the absolute and asymptotic essential spectra appears as accumulation
sets of eigenvalues under separated and periodic boundary conditions,
respectively. We present new proofs of Sandstede and Scheel [Theorems
4 and 5 of [14]] in a topological framework. The eigenfunction induces a
curve on the Grassmannian manifold. To extract topological information
from them, we decompose the Grassmannian into the submanifolds using
the Schubert cycles, and analyze the curves on each submanifolds.
1 Introduction
We first consider the stability problem of traveling wave solutions for reaction-
diffusion systems on the bounded interval I` := [−`, `] with the boundary con-
ditions
ut = Buxx + F (u), x ∈ I`, t > 0. (1)
Let B be a diagonal positive matrix, u ∈ RN and F : RN → RN be a smooth
function. The eigenvalue problem for a traveling wave solution u(x, t) = uˆ(ξ)
comes from the linearization
L`p = Bpξξ + cpξ +DuF (uˆ(ξ))p = λp (2)
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in the moving frame of ξ = x − ct where c is the wave speed. We rewrite the
eigenvalue problem (2) as a first-order system of Y ∈ C2N(
p
q
)′
=
(
0 1
B−1(λ− ∂uF (uˆ(ξ))) −B−1c
)(
p
q
)
→ Y ′ = A(ξ;λ)Y, (3)
where ′ :=
d
dξ
and A is a 2N×2N matrix. We reformulate the spectral problem
of the family of linear operators with respect to the parameter λ on the bounded
interval I`:
T`(λ) : H1bd(I`,C2N )→ L2(I`,C2N );Y 7→
dY
dξ
−A(ξ;λ)Y (4)
for the Sobolev space H1 of L2 functions where bd indicates two classes of
boundary conditions, i.e., separated or periodic boundary conditions. We note
that lim
ξ→±∞
A(ξ;λ) = A±(λ) on the real line. It is well known that the spectrum
of the linear operator T`(λ) consists solely of eigenvalues on the bounded do-
main, whereas the essential spectrum appears on the unbounded domain. What
has attracted mathematical interest is the manner in which the spectral behav-
ior changes when the unbounded domain is truncated to a bounded interval
depending on the imposed boundary conditions.
For the stability problem of traveling wave solutions to reaction-diffusion
systems, Sandstede and Scheel [14] introduced the so-called absolute spectrum
as the accumulation sets of eigenvalues when the domain size 2` becomes infinite
under the separated boundary conditions. For the periodic boundary condition,
the absolute spectra are embedded in the boundary of the essential spectra as
`→∞. Sandstede and Scheel also investigated the accumulation of eigenvalues
arising from the problem in which two unstable front solutions form one stable
glued pulse solution. The absolute spectra play a crucial role in determining the
instability of the pulse solution when the pulse width becomes infinite.
The spectral behavior of the linear operator has also been discussed in rela-
tion to the topological properties of the relevant manifold. Alexander, Gardner
and Jones [1] shed light on some geometrical aspects of the stability problem of
traveling wave solutions on the unbounded domain, and later examined stability
over the bounded domain [5]. Introducing a stability index as the first Chern
number of a complex vector bundle on a sphere S2 (i.e. homeomorphic to a
projective space CP1), they provided the topological structure behind Evans
function theory, in which the eigenvalues of the operator T`(λ) coincide with ze-
ros of a certain analytic function constructed from the analytic basis spanning
the solution manifolds of (3) [2]. On the bounded domain, the eigenvalues ac-
cumulate into the essential spectrum as `→∞ if the coefficient matrix satisfies
the periodic conditions A(ξ + 2`;λ) = A(ξ;λ) [3]. Nii [10] gave a topological
viewpoint of the accumulation behavior of eigenvalues and also proposed an-
other approach to the stability problem of glued pulse solutions. However, the
scope of his approach based on the complex line bundle was limited to relatively
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low- dimensional ordinary differential equations (ODEs), corresponding to the
specific reaction-diffusion systems of the FitzHugh–Nagumo equations.
The present study has its roots in the important work described above. Most
of the remainder of this paper is devoted to further proofs of two theorems given
by Sandstede and Scheel [Theorem 4 on p.261 and 5 on p.265 of [14]], related to
the accumulation behavior of the eigenvalues of the linear operator in (4). The
proofs presented by Sandstede and Scheel used analytical techniques, i.e., the
construction of a generalized Evans function to introduce exponential weights
to the functional space, and bifurcation analysis using the Lyapunov–Schmidt
reduction. In fact, the entire phase space of (3) is divided into two subspaces,
the k-dimensional unstable subspace U− of A− and the (2N − k)-dimensional
stable subspace U+ of A+. The absolute spectrum for (4) is then defined as
Σabs := {λ ∈ C|Reµk±(λ) = Reµk+1± (λ)}, (5)
where we label the eigenvalues of A±(λ), µ
j
±(λ) for j = 1, · · · , 2N , according
to their real part as Reµj±(λ) ≥ Reµj+1± (λ). We define the map G` : Σabs →
Gk(C2N ) on the complex Grassmanian Gk(C2N ), corresponding to the reformu-
lated system. The existence problem for the eigenvalues of T`(λ) turns out to
be equivalent to the existence problem for the one-dimensional curve G`(Σabs).
Hence, λ is an eigenvalue of L` if and only if the curve G`(Σabs) intersects with
U+ on Gk(CN ).
First, we show that the curve G`(Σabs) is diffeomorphic to a curve on the
one-dimensional Schubert cycle on S2 = CP1 ⊂ GN (C2N ). Next, we show
that U+ coincides with the one-codimensional Schubert cycle, and that U+
intersects G`(λ) transversally for sufficiently large `. As λ varies, the topological
measurement of the curve G`(λ) corresponding to the winding number changes,
and at this point an eigenvalue appears in the original problem (2). Finally, we
give topological proofs for two theorems of Sandstede and Scheel [14], in which
the eigenvalues accumulate on the absolute spectrum if and only if the number
of intersections between G`(λ) and U+ becomes infinite as `→∞.
Although a large number of studies have been made on stability problems of
traveling waves for multi-component reaction-diffusion systems, little is known
about the topological relation behind the spectral behavior of the linear op-
erator and dynamical systems that arise in the stability problem of traveling
waves. We expect that the topological results of the stability problem of travel-
ing wave solutions for the FitzHugh–Nagumo equations (e.g., [8], [9], [10]) can
be extended to multi-component reaction-diffusion systems.
The remainder of this paper is organized as follows. In Section 2, we describe
the structural hypotheses needed to prove the theorems in a topological frame-
work. Some settings used in [14] are rewritten from a geometrical viewpoint. In
Section 3, we address the main subject of this paper, proving theorems on the
accumulation behavior of eigenvalues of the linear operator T`(λ).
3
2 Structural hypothesis
We consider an abstract system of partial differential equations of the form
ut = N(∂x, u).
The behavior of infinitesimal perturbations of the traveling wave u(ξ) with a
moving frame ξ = x− ct is determined by eigenvalues of the linear operator:
L` = ∂uN(
d
dξ
, u)
∣∣∣
u=u(ξ)
+ c
d
dξ
.
We assume that the eigenvalue problem L`p = λp can be rewritten as a system
of first-order ODEs. We obtain the following system on CN :
Y ′ = A(ξ;λ)Y, (6)
where N depends on the dimension of u and the higher-order derivatives in
L`. It is convenient to pose the eigenvalue problem in the general form of (6)
rather than to begin with the partial differential equations, because several types
of equations will lead to matrices A(ξ;λ) with somewhat different forms. For
example, problems involving traveling waves for reaction-diffusion systems, the
generalized KdV equation, and the Boussinesq equations can be rewritten in
the form of (6) [14], [4].
We treat the first-order system (6) as the family of linear operators with
two classes of boundary conditions. The correct function space for separated
boundary conditions is given by
H1sep(I`,C2N ) := H1(I`,C2N ) ∩ {Y | Y (−`) ∈ U−, Y (`) ∈ U+}, (7)
and we consider the linear operator
T`(λ) : H1sep(I`,C2N )→ L2(I`,C2N ); T`(λ)Y =
d
dx
Y −A(x;λ)Y.
Note that U± can be realized by several boundary conditions that are induced by
boundary operators B±. However, it cannot be realized by periodic boundary
conditions.
Similarly, the function space for periodic boundary conditions is given by
H1per(I`,C2N ) := H1(I`,C2N ) ∩ {Y | Y (−`) = Y (`)} (8)
and we consider the linear operator
T per` (λ) : H2per(I`,C2N )→ L2(I`,C2N ); T per` (λ)Y =
d
dx
Y −A(x;λ)Y.
Throughout this paper, we assume that A(x;λ) ∈ MN (C) is smooth in x and
analytic in λ. Under the above derivation, our main interest is the accumulation
of eigenvalues of T` (resp. T per` ) with the parameter λ in the B-spectrum (see
[6]).
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Definition 2.1. We say that λ is in the spectrum Σ of T` if T`(λ) is not invert-
ible. λ is in the point spectrum Σpt of T` if T`(λ) is a Fredholm operator with
index zero. The complement Σess \Σpt =: Σess is called the essential spectrum.
The following fact is well known.
Fact 2.2. [13]. The operators T`(λ) (resp. T per` ) on the bounded interval (−`, `)
with separated boundary conditions (resp. periodic boundary conditions) are
Fredholm with index zero for all λ.
Consequently, Σ consists of only eigenvalues. In [13], Sandstede and Scheel
proved that eigenvalues of T` accumulate in a specific curve, the so-called abso-
lute spectrum. We may characterize the absolute spectrum of T` topologically
for large values of `.
2.1 Case 1: Separated boundary condition
First, we assume that A(x;λ) has the asymptotic matrices on a bounded, open
domain Ω ⊂ C.
Hypothesis 1. For any λ ∈ Ω, A(x;λ) has the following property We assume
that A(x;λ) is locally constant outside a compact interval [−`0, `0], i.e.,
A(x;λ) =
{
A−(λ), for x ≤ −`0
A+(λ), for x ≥ `0
where A±(λ) depend analytically on λ ∈ Ω.
We assume the boundary subspaces U± satisfy the following hypothesis.
Hypothesis 2.
dimU− =: i−, dimU+ = N − i− =: i+, (9)
and i− ≤ i+.
We label the eigenvalues µj±(λ) of A±(λ) according to their real part, and
repeat them according to their multiplicity, i.e.,
Reµj±(λ) ≥ Reµj+1± (λ), 1 ≤ j ≤ N − 1.
We define then the absolute spectrum for T` as follows.
Definition 2.3. (The absolute spectrum, [14]). ΣΩ,+abs ⊂ Ω consists of λ ∈ Ω
satisfying Reµ
i−
+ (λ) = Reµ
i−
+ (λ). Analogously, Σ
Ω,−
abs ⊂ Ω consists of λ ∈ Ω
satisfying Reµ
i+
− (λ) = Reµ
i+
− (λ). Then the absolute spectrum Σ
Ω,±
abs is given by
ΣΩabs = Σ
Ω,+
abs ∪ ΣΩ,−abs . (10)
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The absolute spectrum is not the spectrum for T`. However, eigenvalues of
T` accumulate on this subset when ` → ∞. Roughly speaking, it is the set of
accumulation points of eigenvalues with respect to T`.
Another key hypothesis concerns a generic property of eigenvalues of A±(λ)
on the absolute spectrum. In particular, the absolute spectrum induces the
curve in the Grassmannian manifold via the flow induced by (6). Hence, this
generic property gives several properties to the induced curve.
Definition 2.4. (Non-degenerate absolute spectrum). The subset SΩabs ⊂ ΣΩabs
is defined as follows. It is dense in ΣΩabs, and λ∗ ∈ SΩabs satisfies the following
conditions.
Reµ
i∓−1
± (λ∗) > Reµ
i∓
± (λ∗) = Reµ
i∓+1
± (λ∗) > Reµ
i∓+2
± (λ∗), (11)
µ
i∓
± (λ∗) 6= µi∓+1± (λ∗), and
d
dλ
(
µ
i∓
± (λ)− µi∓+1± (λ)
) ∣∣∣
λ=λ∗
6= 0. (12)
Moreover, for any λc ∈ SΩabs, there exists δ > 0 such that
d
dλ
(
µ
i∓
± (λ)− µi∓+1± (λ)
) ∣∣∣
λ=λ∗
6= ir,
holds for each λ∗ ∈ B(λc; δ) \ SΩabs and any r ∈ R, where B(λc; δ) is a δ-ball
centered at λc.
Note that the set SΩabs consists of curve segments. In [13], S
Ω
abs is called the
reducible absolute spectrum. However, we call SΩabs the non-degenerate absolute
spectrum to emphasize the generic property of eigenvalues. By this definition of
the non-degenerate absolute spectrum SΩabs, we can take small δ > 0 such that
B(λc; δ)\SΩabs consists of two half disks B1 and B2 with the following properties.
Property 1.
Reµ
i−−1
+ (λ) > Reµ
i−
+ (λ) > Reµ
i−+1
+ (λ) > Reµ
i−+2
+ (λ),
for any λ ∈ B1, and we fix the order,
Reµ
i−−1
+ (λ) > Reµ
i−+1
+ (λ) > Reµ
i−
+ (λ) > Reµ
i−+2
+ (λ),
for any λ ∈ B2.
Throughout this paper, we always take B(λc; δ) satisfying the above prop-
erties.
We assume that SΩabs exists in Ω.
Hypothesis 3. SΩabs 6= ∅.
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We obtain the topological information from the dynamics induced by the
condition Reµ
i∓
± (λ) = Reµ
i∓+1
± (λ). In particular, the relationship between
generalized eigenspaces associated with µj±(λ), (j = 1, · · · , i∓) and boundary
subspaces U± gives one of most important structures.
Hypothesis 4. (Transversality). Let E¯+(λ) and E¯−(λ) be generalized eigenspaces
associated with µj+(λ) (j = 1, · · · , i−+1) and µj−(λ) (j = 1, · · · , i+ +1), respec-
tively. We assume that U+ and E¯+(λ) are in a general position for any λ ∈ Ω.
Similarly, U− and E¯−(λ) are in general positions for any λ ∈ Ω. That is,
E¯±(λ) + U± = CN . (13)
In addition, Φ(x,−`;λ)U− is not contained in E¯+(λ) for any λ ∈ Ω and ` ≥ x >
`0, and Φ(x, `;λ)U+ is not contained in E¯−(λ) for any λ ∈ Ω and ` ≤ x < −`0.
Remark 2.5. Under Hypotheses 2 and 4, dimU− = i−, dimU+ = N− i− = i+
and dim E¯±(λ) = i∓ + 1. Hence,
dim(E¯±(λ) ∩ U±) = 1.
2.2 Case 2: Periodic boundary conditions
Under periodic boundary conditions, we assume that the asymptotic matrices
A±(λ) are equal to one another.
Hypothesis 5. We assume that A(x;λ) satisfies
A(x;λ) = A0(λ), for |x| ≥ `0,
where A0(λ) depends analytically on λ ∈ Ω.
Note that linear subspaces in CN cannot realize periodic boundary condi-
tions for (6). Therefore, we transform the periodic boundary conditions to the
separated boundary conditions using the stability index theory for γ-eigenvalue
problems [4].
Consider equation (6) with 2N additional equations so as to express the
periodic conditions as separated boundary conditions,
Y ′ = A(x;λ)Y,
W ′ = 0,
or simply
Yˆ ′ = Aˆ(x;λ)Yˆ . (14)
In addition, we set U− = U+ := {(Y, Y ) ∈ C2N |Y ∈ CN}. By the above
derivation, the periodic boundary conditions are transformed to the separated
boundary conditions. We assume that the eigenvalues µj0(λ) ofA0(λ) are ordered
such that
Reµj0(λ) ≥ Reµj+10 (λ), j = 1, · · · , N − 1, (15)
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and consider the absolute spectrum for (14). For separated boundary condi-
tions, the definition of the absolute spectrum depends on the dimension of the
boundary subspaces U±, that is, Reµ
dimU∓
± (λ) = Reµ
dimU∓+1
± (λ). However,
the dimension of the boundary subspaces U± for periodic boundary conditions
cannot be determined from (6) because the eigenvalues of Aˆ0(λ) then satisfy
Reµ10(λ) ≥ · · · ≥ Reµk0(λ) ≥ 0 = · · · = 0 ≥ Reµk+10 (λ) ≥ · · · ≥ ReµN0 (λ),
and the dimension of U± is always equal to N . Therefore, we define the set of
accumulation points of eigenvalues for T per` as follows.
Definition 2.6. (Extrapolated essential spectral set, [14]). λ∗ ∈ D is not in
the extrapolated essential spectral set Σeext of the family {T per` }` if there exists
`∗ > 0, δ > 0, and n ∈ N such that T per` has at most n eigenvalues in B(λ∗; δ)
for any `∗ ≥ `.
The extrapolated essential spectral set Σeext was defined in [14], and charac-
terizes the accumulation of eigenvalues in several cases. We define two algebraic
curves known as the asymptotic essential spectrum and the non-degenerate es-
sential spectrum.
Definition 2.7. (Asymptotic essential spectrum [14]). λ∗ is in the asymptotic
essential spectrum ΣRess if A0(λ∗) is not hyperbolic, that is,
ΣRess := {λ ∈ C | σ(A0(λ)) ∩ iR 6= ∅},
where σ(A0(λ)) is spectral set of A0(λ).
Note that ΣRess is the essential spectrum for T (λ) which is defined by
T (λ) : D(T ) = H1(R,CN )→ L2(R,CN ); T (λ)u = du
dx
−A(x;λ)u,
where A(x;λ)→ A0(λ) as |x| → ∞ exponentially.
Definition 2.8. (Non-degenerate essential spectrum). The so-called non-degenerate
essential spectrum Sper ⊂ ΣRess is defined as follows: Sper is dense in ΣRess, and
λ ∈ Sper satisfies the following conditions. A0(λ∗) ∩ iR = {µk0(λ∗) = iωk(λ∗)},
and
d
dλ
ωk(λ)
∣∣
λ=λ∗
6= 0. (16)
Moreover, for any λc ∈ Sper, there exists δ > 0 such that
d
dλ
µk0(λ)
∣∣∣
λ=λ∗
6= ir
holds for each λ∗ ∈ B(λc; δ) \ Sper and any r ∈ R, where B(λc; δ) is a δ-ball
centered at λc.
In [14], Sper is called the reducible essential spectrum. However, we can
add to its generic properties. Therefore, we can take small δ > 0 such that
B(λc; δ) \Sper consists of two half-disks B1 and B2 with the following property.
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Property 2.
Reµk−10 (λ) > Reµ
k
0(λ) > 0 > Reµ
k+1
0 (λ) (17)
for any λ ∈ B1, and
Reµk−10 (λ) > 0 > Reµ
k
0(λ) > Reµ
k+1
0 (λ) (18)
for any λ ∈ B2.
In the case of periodic boundary conditions, we always take B(λc; δ) satis-
fying property 2.
We assume that Sper exists.
Hypothesis 6. Sper 6= ∅.
Let E¯0(λ) be a N + 1 dimensional generalized eigenspace associated with
µk0(λ), 0, · · · , 0, and Φ(x, y;λ) be a fundamental solution matrix for (14). We
then assume the following transversality of E¯0(λ) and U±.
Hypothesis 7. (Transversality) For any λc ∈ Sper, there exists δ > 0 such that
E¯0(λ) + U± = C2N
for any λ ∈ B(λc; δ). Moreover, Φ(`,−`;λ)U− + E¯0(λ) = C2N for any λ ∈
B(λc; δ).
This hypothesis means that dim(E¯0(λ) ∩ U±) = 1.
Note that γ-eigenvalues are defined by the following conditions. Define the
subspace Uγ := {(γY, Y ) | U ∈ CN} where γ ∈ C satisfies |γ| = 1. Then λ is
γ-eigenvalue of T per` if and only if there exists a nontrivial solution Yˆ (x;λ) of
(14) satisfying Yˆ (−`;λ) ∈ U1, Yˆ (`;λ) ∈ Uγ . We can consider the case of the
1-eigenvalue of T per` .
3
3.1 Main results
Under the above conditions, eigenvalues accumulate on the absolute spectrum
associated with separated boundary conditions, and accumulate on the asymp-
totic essential spectrum associated with periodic boundary conditions.
Theorem 1. (Case of separated boundary conditions). Let B(λc; δ) be a δ-ball
centered at a λc ∈ SΩabs. Hypotheses 1-4 are satisfied. Then, for any n ∈ N and
δ > 0, there exists `∗ > 0 such that the family {T`} has at least n eigenvalues
in B(λc; δ) for any ` ≥ `∗.
Theorem 2. (Case of periodic boundary conditions). Hypotheses 5-7 are sat-
isfied. Then, Σeext = Sper.
9
Theorem 1 (resp. Theorem 2) holds if we replace the asymptotic matrices
A±(λ) with periodic matrices A±(x+`±;λ) = A±(x;λ) (resp. A0(x+`per;λ) =
A0(x;λ)). In such a case, Σ
D,±
abs (resp. Σ
R
ess) is defined by the eigenvalues µ
j
±(λ)
of the monodromy matrices M±(λ) (resp. M0(λ)). However, most of the proof
is unchanged. Of course, Theorem 1 holds even if the asymptotic constant cases
and periodic case are mixed.
Theorem 1 and Theorem 2 were proved by Sandstede and Scheel [13] using
analytical methods, and Theorem 2 has been essentially proved by Gardner [3].
In the following sections, we give topological proofs of these theorems using a
generalization and extension of Nii’s arguments in [10].
For Theorem 2, we emphasize that our result holds even if γ takes another
value, because we only use the topological transversality of U± and E¯0(λ).
3.2 Proof of Theorem 1
We only show the accumulation of eigenvalues on Σ+abs. Therefore, we assume
that SD,+abs = Σ
D,+
abs ∩ SDabs is not the empty set. The proof for the case of Σ−abs
is exactly the same if we take the backward orbit.
Let Φ(x, y;λ) be the fundamental solution matrix for (6) defined by
∂
∂x
Φ(x, y;λ) = A(x;λ)Φ(x, y;λ), Φ(x, x;λ) = I.
Since Φ(x, y;λ) ∈ GLN (C), Φ(x;λ)U− is an i−-dimensional subspace of CN
for fixed x and λ, and U+ is an i+-dimensional subspace. The eigenvalue problem
of T` can then be rewritten as follows.
Lemma 3.1. λ is an eigenvalue of T` if and only if Φ(`− `;λ)U− ∩U+ 6= {0}.
The fundamental solution matrix Φ(x, y;λ) acts on any subspaces of CN .
Therefore it induces a flow on the Grassmann manifold Gk(CN ) for any k. We
rewrite the eigenvalue problem of T` with respect to the existence of specific
connecting orbits. Consider the system on Gi−(CN ) induced by (6)
G′ = G(x,G;λ), G ∈ Gi−(CN ), (19)
where i− = dimU−. Since U+ is an i+-dimensional subspace of CN , U+ is a
subset in Gi−(CN ).
Let G(x;λ) be a solution of (19) satisfying G(−`;λ) = U−. This corresponds
to the projectivization P(Φ(x,−`;λ)U−). Define the right-side boundary condi-
tion of (19) by
Uˆ+ := {G ∈ Gi−(CN ) | dim(G ∩ U+) ≥ 1}. (20)
In addition, we define a subset E+(λ) ⊂ Gk(CN ) as follows.
Let us set Vk−1 := E1+(λ) ∩ E2+(λ), Vk+1 := E¯+(λ), and take the flag V =
(0 ⊂ V1) ⊂ V2 ⊂ · · · ⊂ VN in CN . We then set
E+(λ) = {G ∈ Gk(CN ) | V1 ⊂ · · ·Vk−1 ⊂ G ⊂ Vk+1 = E¯+(λ)}. (21)
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Uˆ+ and E+(λ) are called the Schubert cycles on Gi−(CN ) (see [7]). Using
the Schubert calculus, we have the following properties.
Lemma 3.2. Uˆ+ and E+(λ) are 1-codimensional and 1-dimensional subman-
ifolds in Gi−(CN ), respectively. Moreover, Uˆ+ intersects E+(λ) transversally,
and the intersection number is equal to 1.
Proof. For any flag V = (V1 ⊂ V2 ⊂ · · · ⊂ VN ) in CN and a sequence a =
(a1, · · · , ak) where N − k ≥ a1 ≥ · · · ≥ ak ≥ 0, the Schubert cycle
σa(V ) = {G ∈ Gk(CN ) | dim(VN−k+i−ai ∩G) ≥ i}
is homeomorphic to Ck(N−k)−
∑
ai . Therefore we have
Uˆ+ ∼= Ck(N−k)−1, E+(λ) ∼= Ck(N−k)−((k−1)(N−k)+(N−k−1)).
Let ](σa, σb) be the intersection number of Schubert cycles σa and σb. For σa
and σb where
∑
ai +
∑
bi = k(N − k), bk−i+1 = N − k − ai if and only if
](σa, σb) = 1. Consequently we have ](Uˆ+, E+(λ)) = 1.
The eigenvalue problem of T` can then be expressed as follows.
Lemma 3.3. λ is an eigenvalue of T` if and only if G(`;λ) ∈ U¯+.
Proof. λ is an eigenvalue of T` if and only if Φ(`,−`;λ)U−∩U+ 6= {0}. Therefore,
it is equivalent to the following projective condition
P(Φ(`,−`;λ)U−) ∩ P(U+) 6= ∅.
This completes the proof.
By Lemma 3.3, the eigenvalue problem of T` can be expressed as the existence
problem of a connecting orbit from U− to Uˆ+ in G(`;λ). In other words, it is
the intersection problem between G(`;λ) and Uˆ+.
To understand the accumulation of eigenvalues for the large bounded inter-
val, we have to consider the asymptotic behavior of G(`;λ) for λ ∈ B(λc; δ)
when `→∞. It arises as the increasing intersection number when λ moves on
the absolute spectrum Σ+abs.
To obtain topological information about the asymptotic behavior of G(`;λ)
and the intersection between G(`;λ) and Uˆ+, we use the Plu¨cker embedding
ι : Gi+(CN )→ P(∧i−CN ) = CPm−1, (22)
where m =
(
N
i−
)
. We then consider the system on the complex projective space
CPm−1 induced by (20)
P ′ = P(x, P ;λ), P ∈ CPm−1. (23)
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That is, (6) induces a linear system on the space of the i−-form ∧i−CN
Y (i−)
′
= A(i−)(x;λ)Y (i−), Y (i−) ∈ ∧i−CN . (24)
Then, (23) is given by the projectivization of (24). By Hypothesis 1, (23)
coincides with the autonomous system
P ′ = P+(P ;λ), P ∈ CPm−1 (25)
if ` ≥ `0, which is induced by the linear autonomous system
Y (i−)
′
= A
(i−)
+ (λ)Y
(i−), Y (i−) ∈ ∧i−CN . (26)
Note that ∧i−CN ∼= Cm and A(i−) = A⊗I⊗· · ·⊗I+ · · ·+I⊗· · ·⊗I⊗A|∧i−CN .
Since Φ(x,−`;λ)U− is an i−-dimensional subspace in CN , ∧i−Φ(x,−`;λ)U−
is a 1-dimensional subspace in ∧i−CN . Therefore, the solution G(x;λ) of (20)
corresponds uniquely to a solution P (x;λ) = ι(G(x;λ)), and corresponds to
P(∧i−Φ(x,−`;λ))U−) ∈ CPm−1. Hence, the following proposition holds.
Lemma 3.4. λ is an eigenvalue of T` if and only if P (`;λ) ∈ ι(Uˆ+) in CPm−1.
The asymptotic behavior of P (`;λ) when `→∞ is determined by the eigen-
values of A
(i−)
+ (λ). It is well known that the eigenvalues ν
j
+(λ), j = 1, · · · ,m of
A
(i−)
+ (λ) are given by the i− sum of eigenvalues µ
k
+(λ), k = 1, · · · , N of A+(λ).
Hence,
ν1+(λ) = µ
1
+(λ) + · · ·+ µi−−1+ (λ) + µi−+ (λ),
ν2+(λ) = µ
1
+(λ) + · · ·+ µi−−1+ (λ) + µi−+1+ (λ)
has the following two properties.
Lemma 3.5. For any λ∗ ∈ SD,+abs , the eigenvalues νj+(λ), j = 1, · · · ,m of
A
(i−)
+ (λ) satisfy
Re ν1+(λ∗) = Re ν
2
+(λ∗) > Re ν
j
+(λ∗), j = 3, · · · ,m,
and
d
dλ
(
ν1+(λ)− ν2+(λ)
) ∣∣∣
λ=λ∗
6= 0.
Lemma 3.6. Let B(λc; δ) be the δ-ball holding property 1. Then B(λc; δ) \
SD,+abs = B1 ∪B2 has similar property.
Re ν1+(λ) > Re ν
2
+(λ) > Re ν
j
+(λ), j = 3, · · · ,m,
for any λ ∈ B1 and
Re ν2+(λ) > Re ν
1
+(λ) > Re ν
j
+(λ), j = 3, · · · ,m,
for any λ ∈ B2. Moreover,
d
dλ
(
ν1+(λ)− ν2+(λ)
) ∣∣∣
λ=λ∗
6= ir
for any λ∗ ∈ B(λc; δ) \ SD,+abs and r ∈ R.
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The strategy is to find eigenvalues in B(λc; δ). First, we change to appro-
priate coordinates.
Lemma 3.7. If B(λc; δ) is sufficiently small, there is a coordinate change that
is analytic in λ such that A
(i−)
+ (λ) forms
A
(i−)
+ (λ) =
( A O2,m−2
Om−2,2 B(λ)
)
where A+(λ) = diag{ν1+(λ), ν2+(λ)}, B+(λ) is a square matrix of dimension
m− 2, and Oi,j is the i× j zero matrix.
Proof. This is easily seen from the fact that Cm = W1(λ) ⊕W2(λ) ⊕Ws(λ),
where Wj(λ) is an eigenspace of ν
j
+(λ), j = 1, 2, and Ws(λ) is the generalized
eigenspace associated with νj+(λ), j = 3, · · · ,m.
For the coordinate (Z1, · · · , Zm) satisfying Lemma 3.7, (26) is written as{
Z ′u = A+(λ)Zu,
Z ′s = B+(λ)Zs,
(27)
where Zu = (Z1, Z2) and Zs = (Z3, · · · , Zm).
The following describes the extension and generalization of Nii’s methods in
[10]. Set Wu(λ) = W1(λ)+W2(λ) = ∧kE1+(λ)+∧kE2+(λ) and SU+ = P(Wu(λ)).
SU+(λ) = {[Z1 : Z2 : 0 : · · · : 0] | (Z1, Z2) 6= 0} is identified with CP1, and the
following holds by Hypothesis 4, Lemma 3.2, and the injectivity of the Plu¨cker
embedding.
Lemma 3.8. ι(Uˆ+) and SU+(λ) intersect transversally in the embedding man-
ifold ι(Gi−(CN )).
Proof. We show that SU+(λ) = ι(E+(λ)). For any G ∈ SU+(λ) and F ∈
ι(E+(λ)), F ∧ G = 0 because P(∧kE1+(λ)),P(∧kE2+(λ)) ∈ SU+(λ) ∩ ι(E+(λ)).
Therefore, by the injectivity of the Plu¨cker embedding and ](Uˆ+, E+(λ)) = 1,
ι(Uˆ+) and SU+(λ) intersect transversally.
To find intersections of P (`;λ) and ι(Uˆ+), we consider the set Γ := {P (`;λ)|λ ∈
B(λc; δ)} and the projection
Pr : CPm−1 \ {[0 : 0 : Z3 : · · · : Zm] | (Z3, · · · , Zm) 6= 0} → SU+(λ). (28)
We consider the asymptotic behavior of P (`;λ) for B(λc; δ). Define the
ω-limit set of P (`;λ) depending on λ ∈ B(λc; δ) by
Ω(λ) :=
⋂
¯`∈I`
cl{P (`;λ) | ` > ¯` }, (29)
where we then consider ¯`< ` <∞.
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Lemma 3.9. P (`;λ) satisfies the following asymptotic conditions.
Ω(λ) =
{
Pn = P(∧i−E1+(λ)) for any λ ∈ B1,
Ps = P(∧i−E2+(λ)) for any λ ∈ B2.
That is, Pn is an attracor and Ps is a dual repeller in SU+(λ) for any λ ∈ B1,
and Ps is an attracor and Pn is a dual repeller in SU+(λ) for any λ ∈ B2.
Furthermore, there is a periodic orbit γ in SU+(λ) for Z ′u = A+(λ)Zu such that
Ω(λ) = γ for any λ ∈ SD,+abs .
Proof. First, we show that SU+(λ) = P(Ws(λ)) is an attracting invariant space
for (25) with any λ ∈ B(λc; δ). For any λ ∈ B(λc; δ), the eigenvalues νj+(λ) of
A
i−(λ)
+ satisfy
Re νi+(λ) > Re ν
j
+(λ), i = 1, 2, and j = 3, · · · ,m,
and hence, the solutions Zs(x;λ) = (Z1(x;λ), Z2(x;λ)) and Zu(x;λ) = (Z3(x;λ), · · · , Zm(x;λ))
for (27) satisfy
Zj(`;λ)
Zi(`;λ)
→ 0 as `→∞
for any i = 1, 2 and j = 3, · · · ,m. This implies that SU+(λ) = P(Ws(λ)) is an
attracting invariant space for (25).
We take the inhomogeneous coordinate (Z2Z1 · · · , ZmZ1 ) in a neighborhood of
Pn = [1 : 0 : · · · : 0] ∈ CPm−1, and set α(λ) = Re(ν1+(λ)−ν2+(λ)). Eigenvalues of
dP(Pn;λ) are given by νj+(λ)−ν1+(λ), j = 2, · · · ,m. Since Re ν1+(λ) > Re νj+(λ)
for any λ ∈ B1, we have Re(νj+(λ)−ν1+(λ)) < 0, (2 ≤ j ≤ m), and hence, Pn is a
stable equilibrium point when λ ∈ B1. In addition, we take the inhomogeneous
coordinate (Z1Z2 · · · , ZmZ2 ) in a neighborhood of Ps = [0 : 1 : 0 : · · · : 0] ∈ CP
m−1.
Any solutions for (25) restricted to SU+(λ) are then controlled by(
Z1
Z2
)′
= (α(λ) + iω))(λ)
(
Z1
Z2
)
.
Then α(λ) > 0 and Re(νj+(λ) − ν2+(λ)) < 0, (3 ≤ j ≤ m). This implies that
Ps is a repelling equilibrium point in SU+(λ) when λ ∈ B1. Similarly, Ps is a
stable equilibrium point and Pn is a repelling equilibrium point in SU+(λ) for
any λ ∈ B2.
Set ω(λ) = Im(ν1+(λ)−ν2+(λ)), and take the inhomogeneous coordinate (Z1Z2 )
in SU+(λ) \ {Pn ∪ Ps}. Any solutions for (25) restricted to SU+(λ) are then
controlled by (
Z1
Z2
)′
= iω(λ)
(
Z1
Z2
)
,
for any λ ∈ SD,+abs . Therefore, all solutions for (25) consist of periodic solutions
when λ ∈ SD,+abs . Since SU+(λ) is an attracting invariant subspace, the latter
claim holds.
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The following proposition was proved by Nii [10] for i− = 1 and N = 3.
However, it can be extended to the general case of i+, because we have prepared
the situation to agree with that in [10].
Proposition 3.10. [10]. For any [Z1 : Z2] ∈ ι(Γ), there exists a neighborhood
N such that each component of Γ ∩ ι−1(N ) is diffeomorphic to N and C1-near
to N .
Proof. Consider two points λ1, λ2 ∈ cl(B(λc; δ)) that are near to each other. By
Lemma 3.8, we can take small neighborhoods Nn and Ns of Pn and Ps satisfying
the following conditions:
Nn ∩Ns = ∅,
Pr(P (`;λ)) /∈ Ns for any λ ∈ B1,
Pr(P (`;λ)) /∈ Nn for any λ ∈ B2
if ` ≥ `0 is sufficiently large. In particular, we choose Nn and Ns to satisfy
U(λ) = ι(Uˆ+∩E+(λ)) ∈ SU+(λ)\(Nˆn∩Nˆs), where Nˆ∗ = SU+(λ)∩N∗, ∗ = n, s.
Assume that λ1, λ2 ∈ B1. Then, P (`;λ1) and P (`;λ2) can be assumed to be
outside Ns and Nn, respectively. There exists ¯` such that P (`;λ1) 6= P (`;λ2)
for any ` ≥ ¯`, because ν1+(λ) 6= ν2+(λ) by the definition of SD,+abs . The same
argument holds for λ1, λ2.
If λ1 ∈ B1 and λ2 ∈ B2, then Pr(P (`;λ1))→ [1 : 0] and Pr(P (`;λ2))→ [0 :
1] as `→∞ by Lemma 3.8. Hence, Pr(P (`;λ1)) 6= Pr(P (`;λ2) if ` is sufficiently
large. Therefore, Pr |Γ is a local diffeomorphism if ` is sufficiently large.
By Lemma 3.9, SU+(λ) is the attracting invariant subspace. Hence, Γ con-
verges to SU+(λ) as `→∞. Therefore, Γ is locally C1-near to SU+(λ).
Define a map by
ψ` = Pr ◦ι ◦G(`; ·) : B(λc; δ)→ SU+(λ)/(Nn ∪Ns).
If we take Nn and Ns satisfying the conditions in Proposition 3.10, then U(λ) =
ι(Uˆ+ ∩ E+(λ)) ∈ SU+(λ) \ (Nn ∪Ns). Therefore, the following lemma holds.
Lemma 3.11. λ is an eigenvalue of Tλ if ψ`(λ) = U(λ).
Proof. ψ`(λ) = U(λ) means that Γ intersects with Uˆ+ at least once.
The following proposition is an essential part of completing the proof.
Proposition 3.12. For any positive integer n ∈ N, there exists `∗ ≥ `0 such
that a map ψ` is an n-covering map for any ` ≥ `∗. That is, ψ`(B(λc; δ)) =
ι(Γ) covers SU+(λ)/(Nn ∪Ns) more than n times. In particular, ψ`(C) covers
S1 ⊂ SU+(λ)/(Nn ∪Ns) more than n times where C = B(λc; δ) ∩ SD,+abs .
Proof. First, we show the latter claim. By the proof of Lemma 3.8, any solutions
for (25) on SU+(λ) are given by
ζ(ζ0, `;λ) = ζ0e
iω(λ)¯`, (30)
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where ζ0 ∈ SU+(λ) \ {Pn, Ps}, ¯`= `− `0 and λ ∈ C. We set C¯ = cl(B(λc; δ)) ∩
SD,+abs and choose λ0 and λ1 to be endpoints of C¯. Consider a path l : [0, 1] 3
s 7→ l(s) ∈ C¯ with an initial point l(0) = λ0 and an end point l(1) = λ1. Since
ζ0e
iω(λ)¯` = ζ0e
i2piω(λ)¯`, ζ(ζ0, `; C¯) moves on S1 for any ζ0 ∈ SU+(λ) \ {Pn, Ps}.
Therefore, a curve ζ(ζ0, `; l(s)) moves on S
1 monotonically because ω(l(s)) is
monotone. This implies that for any n ∈ N, there exists ` > `0 so that |(ω(λ1)−
ω(λ2))¯`| > npi. Then ζ(ζ0, `; C¯) moves on S1 at least n times.
On the other hand, we have ψ`(λ) → [1 : 0] with λ ∈ B1 and ψ`(λ) →
[0 : 1] with λ ∈ B2 as ` → ∞. Therefore ψ`(B1) covers the upside of ψ`(C) in
SU+(λ)/(Nn ∪ Ns) at least n times. Similarly, ψ`(B2) covers the downside of
ψ`(C) at least n times.
Therefore, we can take ` > `0 satisfying ψ
−1
` (U) = {λ1, · · · , λn}, and then
take disjoint neighborhoods Ri of λi, (i = 1, · · · , n) for which ψ`|Ri is injective
and U(λ) ∈ ι(Γi), where Γi := {P (`;λ) | λ ∈ Ni}. Γi and ι(Uˆ+) intersect
transversally for each λ ∈ B(λc; δ) because ι(Uˆ+) and ι(E+(λ)) = SU+(λ) in-
tersect transversally, and SU+(λ) and Γ are C1-near.
We then denote the intersection point Γi ∩ ι(Uˆ+) as g(λ) and define a map
Λi : Γi 3 P (`;λ) 7→ g(λ) ∈ Γi.
The following is obtained from Brouwer’s fixed point theorem. (These argu-
ments are exactly the same as those given by Nii [10].)
Lemma 3.13. ([10]).
Λi has a fixed point.
Lemma 3.14. [10]. Let λ∗ ∈ Ri be the fixed point of Λi. Then, λ∗ is an
eigenvalue of T`.
3.3 Proof of the Theorem 2
In this case, we only show that the non-degenerate essential spectrum Sper plays
the same role as the non-degenerate absolute spectrum SΩabs for the first-order
system on the embedded Grassmannian manifold.
In the periodic boundary conditions, λ is an eigenvalue of T per` if and only if
there exists a nontrivial solution Yˆ (x;λ) of (14) satisfying the separated bound-
ary conditions,
Yˆ (−`;λ) ∈ U−, Yˆ (`;λ) ∈ U+, (31)
where U± = {(Y, Y ) | Y ∈ CN} are boundary subspaces for (14). Therefore the
following lemma holds.
Lemma 3.15. Let Φ(x, y;λ) be a fundamental solution matrix for (6). Then,
Φˆ(x, y;λ) := Φ(x, y;λ) ⊕ I is a fundamental solution matrix for (14) that is
defined by
Φˆ(x, y;λ) : CN ⊕ CN → CN ⊕ CN ,
Φˆ(x, y;λ)Yˆ = (Φ(x, y;λ)Y,W )
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for any Yˆ = (Y,W ) ∈ C2N .
Therefore we obtain the topological invariant for periodic boundary con-
ditions via separated boundary conditions. Note that the dimension of U±
coincides with N .
This leads to the following lemma.
Lemma 3.16. λ is an eigenvalue of T per` if and only if Φˆ(`,−`;λ)U− ∩ U+ 6=
{0}, where Φˆ(x, y;λ) is the fundamental solution matrix for (14).
The strategy of the proof is as follows. Denote V (x;λ) := Φ(x, `;λ)U− ∩
E¯0(λ). To find the intersection of Φ(`, `;λ)U− and U+, we track the one-
dimensional subspace V (`;λ) in the complex projective space CPN = P(E¯0(λ)).
Let Ec(λ) be anN -dimensional generalized eigenspace associated with
N︷ ︸︸ ︷
0, · · · , 0
and Ek(λ) be an one-dimensional eigenspace associated with µk0(λ). Denote
U(λ) := P(U+∩ E¯0(λ)) ∈ E0(λ) and E0(λ) := P(E¯0(λ))/P(Ec(λ)) where E0(λ) ∼=
CP1. Put P (`;λ) = P(V (`;λ)), and Pˆ (`;λ) is a corresponding element in E0(λ).
By Hypothesis 7, Pˆ (`;λ), U(λ) ∈ E0(λ). Then the following lemma holds.
Lemma 3.17. λ is an eigenvalue of T per` if Pˆ (`;λ) = U(λ).
Consider the asymptotic behavior of Pˆ (`;λ) for B(λc; δ). A restricted system
of (14) in E¯0(λ) is given by
Z ′ = Aˆ0(λ)Z
where Z = (Z1, · · · , ZN+1) ∈ E¯0(λ) and Aˆ0(λ) = diag{µk0(λ),
N︷ ︸︸ ︷
0, · · · , 0}.
We take the inhomogeneous coordinate ( z2z1 ) in a neighborhood of Pn =
P(Ek(λ)) ∈ E0(λ). Pˆ (`;λ) is then controlled by(z2
z1
)′
= −µk0(λ)(
z2
z1
)
.
Similarly, we take the inhomogeneous coordinate ( z1z2 ) in a neighborhood of
Ps = [P(Ec(λ))] ∈ E0(λ). Pˆ (`;λ) is then controlled by(z1
z2
)′
= µk0(λ)(
z1
z2
)
.
Since Reµk0(λ) > 0 for any λ ∈ B1 and Reµk0(λ) < 0 for any λ ∈ B2, the
following lemma holds.
Lemma 3.18. Pn is an attractor and Ps is a dual repeller in E0(λ) for any
λ ∈ B1, and Ps is an attractor and Pn is a dual repeller in E0(λ) for any
λ ∈ B2.
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Let Nn and Ns be neighborhoods of Pn and Ps satisfying Nn ∩Ns = ∅ and
U(λ) ∈ E0(λ) \ {Nn ∪Ns}. We then define the map
ψ` = Pˆ (`; ·) : B(λc; δ)→ E0(λ)/{Nn ∪Ns}.
The remainder of the proof uses the same arguments as for the case of
separated boundary conditions. That is, for any positive integer n ∈ N, there
exists `∗ > 0 such that a map ψ` is an n-covering map for any ` ≥ `∗ and hence,
{T per` } has at least n eigenvalues in B(λc; δ).
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