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Computational Comparison of Continuous and
Discontinuous Galerkin Time-Stepping Methods
for Nonlinear Initial Value Problems
Ba¨rbel Janssen and Thomas P. Wihler
Abstract This article centers on the computational performance of the continuous
and discontinuous Galerkin time stepping schemes for general first-order initial
value problems in Rn, with continuous nonlinearities. We briefly review a recent
existence result for discrete solutions from [6], and provide a numerical comparison
of the two time discretization methods.
Key words: Galerkin time discretizations, numerical approximation of initial value
problems, higher order time stepping methods.
1 Introduction
In this paper we focus on (possibly high-order) continuous and discontinuous
Galerkin (cG and dG, respectively) time stepping discretizations as applied to initial
value problems of the form
u′(t) = F (t,u(t)), t ∈ (0,T ), (1)
u(0) = u0. (2)
Here, u : (0,T ) → Rn, for some n ∈ N and T > 0, is an unknown solution. The
initial vector u0 ∈ R
n prescribes the solution u at the start-up time t = 0, and F :
[0,T ]×Rn → Rn is a possibly nonlinear, continuous operator. We will usually omit
to explicitly write the dependence on the first argument t.
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Galerkin-type time stepping methods for initial-value problems are based on
weak formulations. For both the cG and the dG schemes, the test spaces constitute
of polynomials that are discontinuous at the time nodes. In this way, the discrete
Galerkin formulations decouple into local problems on each time step, and the dis-
cretizations can hence be understood as implicit one-step schemes. Galerkin time
stepping methods have been analyzed for ordinary differential equations (ODEs),
e.g., in [2, 3, 4, 5, 7, 10, 13].
In the current article, we will start by reviewing the definitions of the cG and
dG schemes of arbitrary order in Section 2. Furthermore, we will recall the recent
work [6] which shows that the existence of discrete cG and dG solutions for con-
tinuous nonlinearities is independent of the approximation order and only requires
the local time steps to be sufficiently small (and thereby generalizes the previous
works [10, 13], where Lipschitz continuous nonlinearities where considered). The
focus of this work is to provide a computational comparison of the two schemes in
Section 4.
Throughout the paper, we shall use the following notation: For an interval I =
(a,b), a< b, the spaceC0(I) consists of all functions u : I→Rn that are continuous
on I. Moreover, introducing, for 1≤ p< ∞, the norm
‖u‖Lp(I) =
(∫
I
|u(t)|p dt
)1/p
,
and, for p = ∞, the norm ‖u‖L∞(I) = ess supt∈I |u(t)|, we write L
p(I) to signify the
space of measurable functions u : I→Rn so that the corresponding norm is bounded.
We note that L2(I) is a Hilbert space with the inner product
(u,v)L2(I) =
∫
I
(u(t),v(t))dt.
Here, (·, ·) and | · | denote the standard dot product and Euclidean norm in Rn, re-
spectively.
2 Galerkin Time Stepping
On an interval I = [0,T ], consider time nodes 0 = t0 < t1 < · · · < tM−1 < tM = T
which introduce a time partition M = {Im}
M
m=1 of I intoM open time intervals Im =
(tm−1, tm), m = 1, . . . ,M. The length km = tm− tm−1 of a time interval (which may
vary locally) is called the mth time step. Furthermore, we let r ≥ 0 to be a (global)
polynomial degree, which takes the role of an approximation order. Then, given s ∈
N0, the set
P
s(J) =
{
p ∈C0(J¯) : p(t) =
s
∑
i=0
xit
i, xi ∈ R
n
}
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signifies the space of all polynomials of degree at most s on an interval J ⊂ R with
values in Rn.
The cG(r) and dG(r) time marching methods on M will seek solutions that lo-
cally belong to the spaces Pr+1(Im) and P
r(Im), respectively. We emphasize that,
for both schemes, the local test space is Pr(Im).
2.1 The cG Method
With the notation above, the cG(r) time marching scheme is iteratively given as
follows: For a prescribed initial vectorUm−1 :=U |Im−1(tm−1) ∈ R
n (with U0 := u0,
where u0 ∈ R
n is the initial vector from (2)), we findU |Im ∈P
r+1(Im) through the
weak formulation∫
Im
(U ′,V )dt =
∫
Im
(F (U),V )dt ∀V ∈Pr(Im),
U(tm−1) =Um−1,
(3)
for any 1≤m≤M. Notice that, in order to enforce the initial condition on each indi-
vidual time step (and thereby to obtain a globally continuous solutionU on (0,T )),
the local trial space possesses one degree of freedom more than the local test space.
Introducing the (local) L2-projection Π rm : L
2(Im)→P
r(Im) onto P
r(Im) given
by ∫
Im
(v−Π rmv,w)dt = 0 ∀w ∈P
r(Im),
the following result is quite elementary to deduce:
Proposition 1. A functionU ∈Pr+1(Im) is a solution of (3) if and only if U satisfies
the fixed point equation
U(t) =Um−1+
∫ t
tm−1
Π rmF (U)dτ, (4)
for any t ∈ Im.
2.2 The dG Method
In order to define the discontinuous Galerkin scheme, some additional notation is
required: We define the one-sided limits of a piecewise continuous function U at
each time node tm by
U+m := lim
sց0
U(tm+ s), U
−
m := lim
sր0
U(tm+ s).
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Then, the discontinuity jump of U at tm, for 0 ≤ m≤M− 1, is defined by [[U ]]m =
U+m −U
−
m ; for m= 0 we setU
−
0 = u0, where u0 is the initial vector from (2).
With these definitions the dG(r) time stepping method for (1)–(2) reads: Find
U |Im ∈P
r(Im) such that∫
Im
(U ′,V )dt+([[U ]]m−1,V
+
m−1) =
∫
Im
(F (U),V )dt ∀V ∈Pr(Im), (5)
for any 1 ≤ m ≤M. We underline that, in contrast to the continuous Galerkin for-
mulation, the local trial and test spaces are the same for the discontinuous Galerkin
scheme. This is due to the fact that the initial values are weakly imposed (by means
of an upwind flux) on each time interval.
In order to derive a fixed-point formulation for the dG scheme as in (4), we
revisit [11, Section 4.1] to define a lifting operator, for 1≤ m≤M,
L
r
m :R
n →Pr(Im),
by ∫
Im
(Lrm(z),V )dt = (z,V
+
m−1) ∀V ∈P
r(Im), z ∈ R
n.
Then, looking at the discrete derivative operator
χ : Pr(Im)→P
r(Im), U 7→ χ(U) =U
′+Lrm(U
+
m−1), (6)
we recall the following result from [6].
Proposition 2. The operator χ from (6) is an isomorphism, and satisfies the bound,
for any p ∈ [1,∞],
‖χ−1(U)‖L∞(Im) ≤ 2k
1−1/p
m ‖U‖Lp(Im) ∀U ∈P
r(Im).
Moreover, a function U ∈ Pr(Im) is a solution of (5) if and only if the fixed point
equation
U =U−m−1+ χ
−1 (Π rmF (U)) (7)
is fulfilled.
Remark 1. We note that the discrete operator χ from (6) is closely related to the
(parabolic) reconstruction operator as discussed in, e.g., [8].
3 Existence of Discrete Galerkin Solutions
The well-known Peano Theorem (see, e.g., [12]) guarantees the existence of C1-
solutions u of (1)–(2) within some limited time range, t ∈ (0,T ⋆), for some T ⋆ > 0.
Notice that the existence interval for solutions may be arbitrarily small even for
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smooth F : For instance, the initial value problem (1)–(2) may exhibit solutions that
may become unbounded in finite time; to give an example, let us consider the initial
value problem of finding a R-valued function u which satisfies
u′(t) = |u(t)|β−1u(t), u(0) = 1, (8)
for a given constant β > 1. It is elementary to check that
u(t) = (1− (β − 1)t)
1
1−β
is a solution of (8), and we see that there appears a blow-up as t ր T ⋆ := 1β−1 .
Based on the fixed point equations (4) and (7) for the cG and dG schemes, re-
spectively, it is possible to prove the ensuing existence result for solutions of (5),
see [6]:
Theorem 1. Let 1≤ m≤M, and suppose that, for some κm > 0,
Kκmm := sup
(t,y)∈Im×Bκm
|F (t,y)| < ∞,
where Bκm =
{
y ∈ Rn : |y−U−m−1| ≤ κm
}
. Then, if the local time step is chosen such
that
km ≤
κm
CexK
κm
m
, (9)
where
Cex =
{
1 for the cG(r) scheme,
2 for the dG(r) scheme,
(10)
then the cG(r) and dG(r) methods from (3) and (5), respectively, on the time inter-
val Im each possess at least one solution in M
κm
m := {Y ∈ P
r+2−Cex(Im) : Y (t) ∈
Bκm ∀t ∈ Im}. In particular, the existence of discrete Galerkin solutions is indepen-
dent of the polynomial degree r.
Remark 2. We note that Theorem 1 still holds true for varying polynomial degrees
on each time interval.
4 Numerical Experiments
We will now compare the cG and dG discretizations by means of a few numerical
tests. Specifically, we consider the initial value problem (8) for the linear case β = 1,
u′(t) = u(t), t ≥ 0, u(0) = 1,
as well as for the nonlinear case β = 2,
u′(t) = u(t)2, t ≥ 0, u(0) = 1.
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The former problem has an analytic exact solution which is given by u(t) = exp(t).
For β = 2, the exact solution is u(t) = (1− t)−1, and features a blow-up as t ր 1.
The time meshes in our computations are based on the existence criterion from
Theorem 1, i.e., the individual time steps are chosen according to (9) (independently
of the polynomial degree r). For β = 1 and some κm > 0 there holds that
Kκmm = sup
|y−U−m−1|≤κm
|y|= κm+ |U
−
m−1|.
Hence, for km in (9) we obtain
km ≤
κm
Cex(κm+ |U
−
m−1|)
→C−1ex ,
as κm→∞, whereCex is the constant from (10). In our experiments we shall choose
km =
1
2Cex
(β = 1).
For β = 2, it has been shown in [6] that the maximal possible time step according
to (9) is given by
km =
1
4Cex|U
−
m−1|
(β = 2).
Here,Cex is again the constant from (10). Incidentally, while the time steps for β = 1
are chosen to be of constant size, the time mesh for β = 2 turns out to be geometri-
cally refined towards the blow-up point at T = 1.
In order to deal with the nonlinearities, the Newton method will be applied. We
note that, for β = 2 close to the blow-up, the Newton iterations may deteriorate or
take a long time to converge. If the Newton method fails to converge, we simply
stop the time iteration.
In Figures 1–4 we compare the performance of the dG(r) and the cG(r+ 1) time
stepping methods as applied to our model problem (8); note that, for given r ≥ 0,
these methods feature the same number of degrees of freedom on each time step (as
they are both based on the same test spaces). In each of the figures below we display
the ratio of the cG(r+ 1) and dG(r) errors for different error types, including the
accumulated L2 errors, the L∞ errors, and the nodal end time errors, for different
problem parameters. More precisely, we use the following notation:
• Accumulated L2 error:
‖u−UcG‖L2(0,tm)
‖u−UdG‖L2(0,tm)
, m≥ 1;
• L∞ error:
‖u−UcG‖L∞(0,tm)
‖u−UdG‖L∞(0,tm)
, m≥ 1;
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• Nodal end time error:
|ecGm |
|edGm |
=
|u(tm)−U
cG
m |
|u(tm)− (UdG)
−
m |
, m≥ 1.
Here, u is the exact solution of (8) (for β ∈ {1,2}), and UcG and UdG denote the
corresponding cG(r+1) and dG(r) solutions defined by (3) and (5), respectively. In
our experiments we perform tests for both Cex = 1 (existence for the cG method)
andCex = 2 (existence for the dG method) for both schemes; cf. (10).
Discussion of the results
In terms of the L2 and L∞ errors in the low-order context, the cG method seems to
perform better than the dG scheme in both the smooth (β = 1) as well as in the
blow-up (β = 2) case. For β = 1, however, the ratios tend to a limit just below 1
for increasing polynomial degrees r. This behavior is similar for β = 2 (away from
the blow-up time T = 1), although here we observe that the ratios seem to stabilize
slightly above 1 for higher r.
For the ratios of the nodal end time errors, we only show results for polyno-
mial degrees r = 0,1,2,3, and for β = 1; indeed, for higher polynomial degrees
(and β = 2 away from the blow-up) the nodal end time errors become quickly
close to machine precision due to well-known super convergence effects at nodes
in Galerkin time stepping discretizations. We observe that the cG method performs
again better than the dG method; for increasing polynomial degree, the dominance
of the cG scheme over the dG scheme becomes even more pronounced. This behav-
ior is not surprising since the super convergence regime of the cG scheme for smooth
solutions is (at least theoretically) superior to the dG method (see the papers [1, 9]
for related super convergence results for Galerkin methods).
In conclusion, both discretization schemes perform similarly in the high-order
context, whereas the cG method seems a little more favorable in the low-order set-
ting for the examples considered here.
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