ABSTRACT. We consider the superposition of a symmetric simple exclusion dynamics, speeded-up in time, with a spin-flip dynamics in a one-dimensional interval with periodic boundary conditions. We prove the hydrostatics and the dynamical large deviation principle.
INTRODUCTION
In recent years, the large deviations of interacting particle systems have attracted much attention as an important step in the foundation of a thermodynamic theory of nonequilibrium stationary states [17, 4, 8, 6] . Notwithstanding the absence of explicit expressions for the stationary states, large deviations principles for the empirical measure under the stationary state have been derived from a dynamical large deviations principle [5, 21, 11] , extending to an infinite-dimensional setting [9, 20] for the Freidlin and Wentzell approach [19] .
We consider in this article interacting particle systems in which a symmetric simple exclusion dynamics, speeded-up diffusively, is superposed to a non-conservative Glauber dynamics. De Masi, Ferrari and Lebowitz [13] proved that the macroscopic evolution of the empirical measure is described by the solutions of the reaction-diffusion equation where ∆ is the Laplacian and F = B − D is a reaction term determined by the stochastic dynamics. They also proved that the equilibrium fluctuations evolve as generalized Ornstein-Uhlenbeck processes. A large deviation principle for the empirical measure has been obtained in [24] in the case where the initial distribution is a local equilibrium. The lower bound of the large deviations principle was achieved only for smooth trajectories. More recently, [11] extended the large deviations principle to a one-dimensional dynamics in contact with reservoirs and proved the lower bound for general trajectories in the case where the birth and the death rates, B(ρ) and D(ρ), respectively, are monotone, concave functions.
In this article, we first present a law of large numbers for the empirical measure under the stationary state [18, 26] . More precisely, denote by µ N the stationary state on a one-dimensional torus with N points of the superposition of a Glauber dynamics with a symmetric simple exclusion dynamics speeded-up by N 2 . This probability measure is not known explicitly and it exhibits long range correlations [2] . Let V ǫ denote an ǫ-neighborhood of the set of solutions of the elliptic equation
(1/2)∆ρ + F (ρ) = 0 .
( 1.2) used, may simplify the earlier proofs of the regularity of the rate function in the case of conservative dynamics [7, 21] . The main difficulty in the proof of the lower bound lies in the I-density of smooth trajectories: each trajectory π with finite rate function should be approachable by a sequence of smooth trajectories π n such that I(π n ) converges to I(π). We use in this step the hydrodynamic equation and several convolutions with mollifiers to smooth the paths. The concavity of B and D are used in this step and only in this one. We emphasize that we can not use Theorem 2.4 in [24] in our setting due to the large deviations which come from initial configurations. Therefore we need to prove the I-density, Theorem 5.2. It is possible that the theory of Orlicz spaces may allow to weaken these assumptions. Similar difficulties appeared in the investigation of the large deviations of a random walk driven by an exclusion process and of the exclusion process with a slow bond [1, 23] .
This article is organized as follows. In Section 2, we introduce a reaction-diffusion model and state the main results. In Section 3 we prove the law of large numbers for the empirical measure under the stationary state. In Section 4, we present the main properties of the rate function I. In Section 5, we prove that the smooth trajectories are I-dense and we prove Theorem 2.5, the main result of the article. In Section 6, we recall some results on the solution of the hydrodynamic equation (1.1).
NOTATION AND RESULTS
Throughout this article, we use the following notation. N 0 stands for the set {0, 1, · · · }. For a function f : X → R, defined on some space X, let f ∞ = sup x∈X |f (x)|. We will use C 0 > 0 and C > 0 as a notation for a generic positive constant which may change from line to line.
2.1. Reaction-diffusion model. We fix some notation and define the model. Let T N be the one-dimensional discrete torus Z/N Z = {0, 1, · · · , N − 1}. The state space of our process is given by X N = {0, 1}
TN . Let η denote a configuration in X N , x a site in T N , η(x) = 1 if there is a particle at site x, otherwise η(x) = 0.
We consider in the set T N the superposition of the symmetric simple exclusion process (Kawasaki) with a spin-flip dynamics (Glauber). This model was introduced by De Masi, Ferrari and Lebowitz in [13] to derive a reaction-diffusion equation from a microscopic dynamics. More precisely, the stochastic dynamics is a Markov process on X N whose generator L N acts on functions f : X N → R as
where L K is the generator of a symmetric simple exclusion process (Kawasaki dynamics),
and where L G is the generator of a spin flip dynamics (Glauber dynamics),
In these formulas, η x,x+1 (resp. η x ) represents the configuration obtained from η by exchanging (resp. flipping) the occupation variables η(x), η(x + 1) (resp. η(x)):
, for some M ≥ 1 and some strictly positive cylinder function c(η), that is, a function which depends only on a finite number of variables η(y). Note that the exclusion dynamics has been speeded-up by a factor N 2 , and that the Markov process generated by L N is irreducible because c(η) is a strictly positive function.
Hydrodynamic limit.
We briefly discuss in this subsection the limiting behavior of the empirical measure.
Denote by T the one-dimensional continuous torus
be the space of nonnegative measures on T, whose total mass bounded by 1, endowed with the weak topology. For a measure π in M + and a continuous function G : T → R, denote by π, G the integral of G with respect to π:
The space M + is metrizable. Indeed, if f 2k (u) = cos(πku) and f 2k+1 (u) = sin(πku),
Denote by C m (T), m in N 0 ∪ {∞}, the set of all real functions on T which are m times differentiable and whose m-th derivative is continuous. Given a function G in C 2 (T), we shall denote by ∇G and ∆G the first and second derivative of G, respectively.
Let {η N t : N ≥ 1} be the continuous-time Markov process on X N whose generator is given by L N . Let π N : X N → M + be the function which associates to a configuration η the positive measure obtained by assigning mass N −1 to each particle of η,
where δ u stands for the Dirac measure which has a point mass at u ∈ T. Denote by π N t the empirical measure process π N (η N t ). Fix arbitrarily T > 0. For a topological space X and an interval I = [0, T ] or [0, ∞), denote by C(I, X) the set of all continuous trajectories from I to X endowed with the uniform topology. Let D(I, X) be the space of all right-continuous trajectories from I to X with left-limits, endowed with the Skorokhod topology. For a probability measure ν in X N , denote by P 
Since B(1) = 0, D(0) = 0 and B, D are polynomials in ρ,
whereB(ρ),D(ρ) are polynomials. The next result was proved by De Masi, Ferrari and Lebowitz in [13] for the first time. We refer to [13, 24, 25] for its proof.
Theorem 2.1. Fix T > 0 and a measurable function γ : T → [0, 1]. Let ν = ν N be a sequence of probability measures on X N associated to γ, in the sense that
for every δ > 0 and every continuous function G : T → R. Then, for every t ≥ 0, every δ > 0 and every continuous function G : T → R, we have
is the unique weak solution of the Cauchy problem
where
The definition, existence and uniqueness of weak solutions of the Cauchy problem (2.2) are discussed in Section 6. 2.3. Hydrostatic limit. We examine in this subsection the asymptotic behavior of the empirical measure under the stationary state. Fix N ≥ 1 large enough. Since the Markov Process η N t is irreducible and the cardinality of the state space X N is finite, there exists a unique invariant probability measure for the process η N t , denoted by µ N . Let P N be the probability measure on M + defined by
be the space of all real p-th integrable functions G : T → R with respect to the Lebesgue measure: T |G(u)| p du < ∞. The corresponding norm is denoted by · p :
In particular, L 2 (T) is a Hilbert space equipped with the inner product
For a function G in L 2 (T), we also denote by G the integral of G with respect to the Lebesgue measure: G := T G(u)du.
Let E be the set of all classical solutions of the semilinear elliptic equation:
Classical solution means a function ρ : T → [0, 1] in C 2 (T) which satisfies the equation (2.3) for any u ∈ T. We sometimes identify E with the set of all absolutely continuous measures whose density are a classical solution of (2.3): [22] and follows from the large deviation principle for the sequence {P N : N ≥ 1}.
Dynamical large deviations.
Denote by M +,1 the closed subset of M + of all absolutely continuous measures with density bounded by 1: 
It is known that the energy Q(π) is finite if and only if ρ has a generalized derivative and this generalized derivative is square integrable on [0, T ] × T:
Moreover, it is easy to see that the energy Q is convex and lower semicontinuous.
where χ(r) = r(1−r) is the mobility. Let
We define the large deviation rate function
where the supremum is taken over all functions
. We review here an explicit formula for the functional I T at smooth trajectories obtained in Lemma 2.1 of [24] . Let ρ be a function in C 2,3 ([0, T ] × T) with c ≤ ρ ≤ 1 − c, for some 0 < c < 1/2, and set π(t, du) = ρ(t, u)du. Then there exists a unique solution
with some initial profile γ. In the case, I T (π|γ) can be expressed as
where f (a) = 1 − e a + ae a . The following theorem is one of main results of this paper. 
satisfies a large deviation principle with the rate function
Moreover, the rate function I T (·|γ) is lower semicontinuous and has compact level sets. We prove in this section Theorem 2.2. Our approach is a generalization of the one developed in [21, 29] , but it does not require the existence of a global attractor for the underlying dynamical system. The method can be applied to any dynamics which fulfills two conditions: the macroscopic evolution of the empirical measure is described by a hydrodynamic equation, and for any initial condition the solution of this equation converges to a stationary profile as time goes to infinity. For instance, the boundary driven reaction-diffusion models examined in [11] .
Recall from Subsection 2.3 the definition of the measure µ N on X N , the map π N from X N to M + and the measure Lemma 3.1. The sequence {Q N : N ≥ 1} is tight and all its limit points Q * are concentrated on absolutely continuous paths π(t, du) = ρ(t, u)du whose density ρ is nonnegative and bounded above by 1 :
The proof of this lemma is similar to the one of Proposition 3.1 in [28] . Let A be the set of all trajectories π(t, du) = ρ(t, u)du in D([0, ∞), M +,1 ) whose density ρ is a weak solution to the Cauchy problem (2.2) for some initial profile ρ 0 :
Lemma 3.2. All limit points Q * of the sequence {Q N : N ≥ 1} are concentrated on paths π(t, du) = ρ(t, u)du in A :
The proof of this lemma is similar to the one of Lemma A.1.1 in [25] .
Proof of Theorem 2.2. Fix a positive δ > 0. Let E δ be the δ-neighborhood of E in M + :
Denote by E c δ the complement of the set E δ . The assertion of Theorem 2.2 can be rephrased as lim
. Therefore, to conclude the theorem it is enough to show that any limit point of the sequence P N (E c δ ) is equal to zero. Fix T > 0. Since the measure µ N is invariant under the dynamics,
Let Q * be a limit point of {Q N : N ≥ 1} and take a subsequence N k so that the sequence
where A is the set introduced just before Lemma 3.2. Indeed, denote by {π : π T ∈ E c δ } the closure of the set {π : π T ∈ E c δ } under the Skorokhod topology. By definition of the weak topology and by Lemma 3.2,
It remains to prove that
, the sequence {π n : n ≥ 1} converges to π under the uniform topology. Hence π n T converges to π T . Since E c δ is closed in M + , π T also belongs to E c δ , which proves (3.2). Fix a path π(t, du) = ρ(t, u)du in A. By Proposition 6.6, there exists a density profile
By (3.1) and (3.2),
Since this bound holds for any k ≥ 1,
This latter set is empty in view of (3.3), which completes the proof of the theorem.
THE RATE FUNCTION I T (·|γ)
We prove in this section that the large deviations rate function is lower semicontinuous and has compact level sets. These properties play a fundamental role in the proof of the static large deviation principle, cf. [9, 20] . One of the main steps in the proof of these properties is Proposition 4.2. It asserts that there exists a finite constant C 0 such that for all trajectory π(t, du) = ρ(t, u) whose density ρ has finite energy, we have Q(π) ≤ C 0 (I T (π|γ) + 1). Such bound was first proved in [30] . Proof. The proof of this proposition is similar to the one of Lemma 3.5 in [5] . Actually, the computation performed in the proof of Lemma 3.5 in [5] gives that, for any g in C 2 (T) and any 0 ≤ s < t ≤ T ,
for some positive constant C = C(g), which depends only on g. In the inequality (4.1), the constant α s,r is given by (log (r − s)
The next proposition plays an important role in the proof of Theorem 4.7.
Proposition 4.2. There exists a constant
) with finite energy, we have
We fix some notation before proving Proposition 4.2. Let H 1 (T) be the Sobolev space of functions G with generalized derivatives ∇G in L 2 (T). H 1 (T) endowed with the scalar product ·, · 1,2 , defined by
is a Hilbert space. The corresponding norm is denoted by · 1,2 : 
Note that, for paths π(t, du) such that π(0, du) = γ(u)du,
Consider the function φ :
where the constant Z is chosen so that R φ(r)dr = 1. For each δ > 0, let
Since
where the integral runs over R in the case where f , g are functions of time and over T in the case where f and g are functions of space. Throughout this section, we adopt the following notation: For a bounded measurable function ρ : [0, T ] × T → R, define the smooth approximation in space, time and spacetime by
In the above formulas, we extend the definition of ρ to [−1, T + 1] by setting ρ t = ρ 0 for −1 ≤ t ≤ 0 and ρ t = ρ T for T ≤ t ≤ T + 1. Remark that we use similar notation, ρ ε and ρ δ , for different objects. However, ρ ε and ρ δ always represent a smooth approximation of ρ in space and time, respectively. For each π(t, du) = ρ(t, u)du, we also define paths
We summarize some properties of ρ ε in the next proposition. The proof is elementary and is thus omitted.
For each a > 0, define the functions h = h a and χ a on [0, 1] by
Note that h ′′ = (2χ a ) −1 . Until the end of this section, 0 < C 0 < ∞ represents a constant independent of ε, δ and a and which may change from line to line.
where H = h ′ a (ρ ε,δ ). Then, for any fixed ε > 0, R ε,δ converges to 0 as δ ↓ 0.
Proof. Keep in mind that H = h ′ a (ρ ε,δ ) depends on ε and δ, although this does not appears in the notation, and recall that C 0 represents a constant independent of ε, δ and a which may change from line to line. A change of variables shows that
From a simple computation it is easy to see that
where |R
To conclude the proof, it is enough to show that, for each fixed ε > 0, R We prove this assertion for t = T , the argument being similar for t = 0. A change of variables shows that
H(T, u) . (4.4)
Since h ′ is bounded and continuous on [0, 1], (4.3) is proved by letting δ ↓ 0 and by the bounded convergence theorem.
It remains to show that δ ∂ t H ε ∞ converges to 0 as δ ↓ 0. An elementary computation gives that, for any (t, u) ∈ [0, T ] × T,
Since φ δ is a symmetric function, a change of variables shows that
By Moreover, there exists a positive constant C 0 < ∞, independent of a > 0, such that
Proof. Throughout this proof, C(a) expresses a constant depending only on a > 0 which may change from line to line. Let π(t, du) = ρ(t, u)du be a path in
Hence, by the bounded convergence theorem and a change of variables,
On the one hand, since for any fixed a > 0 h ′′ a is bounded, and since by Proposition 4.3,
As ρ has finite energy and h ′′ a is bounded, the family {h 
On the other hand, by Schwarz inequality,
We may now repeat the arguments presented to estimate the first term on the right hand side of (4.7) to show that the last expression vanishes. Since χ is a bounded function, to complete the proof of (4.6), it remains to show that
We estimate the previous integral by the sum of two terms, the first one being
where we used Schwarz inequality and the fact that h ′′ a is uniformly bounded. This expression vanishes as ε → 0 because ∇ρ belongs to
By the argument leading to (4.8), the expression (4.9) converges to 0 as ε ↓ 0. We turn to the proof that
Since B, D and h ′ are bounded functions, the difference appearing in the previous formula is less than or equal to
By Proposition 4.3, ρ ε is uniformly continuous in [0, T ] × T. Therefore letting δ → 0, the previous expression converges to
Since h ′ is Lipschitz continuous and ρ ε converges to ρ in L 2 ([0, T ]×T), the second integral vanishes in the limit as ε ↓ 0. On the other hand, the first integral is bounded above by
This last integral vanishes in the limit as ε ↓ 0 because ρ belongs to L 2 ([0, T ] × T). To proof of the first bound in (4.5) is elementary and left to the reader. To prove the second one, recall from (2.1) that there exist polynomialsB,D such that B(ρ) = (1 − ρ)B(ρ) and D(ρ) = ρD(ρ). From this fact, it is easy to see that the second bound in (4.5) holds for some finite constant C 0 , independent of a > 0.
Proof of Proposition 4.2.
We may assume, without loss of generality, that I T (π|γ) is finite. From the variational formula (4.2) and Lemma 4.4, 11) where H stands for the function h ′ (ρ ε,δ ).
Since ρ ε,δ is smooth, an integration by parts yields the identity
) . There exists, therefore, a constant C 0 , independent of ε, δ and a, such that
In (4.11), let δ ↓ 0 and then ε ↓ 0. It follows from the previous bound, and from Lemmas 4.4 and 4.5 that
It remains to let a ↓ 0 and to use Fatou's lemma. 
Proof. If the density ρ of a path
is the weak solution of the Cauchy problem (2.2), then for any
Since e x − x − 1 ≥ 0 for any x in R, I T (π|γ) = 0. In addition, the bound (4.12) follows from Proposition 4.2.
On the other hand, if I T (π|γ) is equal to 0, then, for any G in C 1,2 ([0, T ] × T) and ε in R, we have J εG (π) ≤ 0. Note that J 0 (π) is equal to 0. Hence the derivative of J εG (π) in ε at ε = 0 is equal to 0. This implies that the density ρ is a weak solution of the Cauchy problem (2.2). Proof. For each q ≥ 0, let E q be the level set of the rate function I T (·|γ):
. We show that I T (π|γ) ≤ lim inf n→∞ I T (π n |γ). If lim inf I T (π n |γ) is equal to ∞, the conclusion is clear. Therefore, we may assume that the set {I T (π n |γ) : n ≥ 1} is contained in E q for some q > 0. From the lower semicontinuity of the energy Q and Proposition 4.2, we have
Let ρ and ρ n be the density of π and π n respectively. We now claim that the sequence
. Indeed, by the triangle inequality,
where ρ n,ε t = ρ n t * ψ ε . The first term on the right hand side in (4.13) can be computed as
. From the fundamental inequality 2ab ≤ A −1 a 2 + Ab 2 , for any A > 0, the above expression can be bounded above by
Similarly, the last term on the right hand side in (4.13) can be bounded above by
Since, for fixed ε > 0, ρ ε,n t converges to ρ ε t weakly as n → ∞ for a.e. t ∈ [0, T ], letting n → ∞ in (4.13) gives that
for some constant C(q, T ) > 0 which depends on q and T . Optimizing in A and letting ε ↓ 0, we complete the proof of the claim made above (4.13). It follows from this claim that for any function
This limit implies that I T (π|γ) ≤ lim inf n→∞ I T (π n |γ), proving that I T ( · |γ) is lowersemicontinuous.
The same argument shows that
, and the proof is completed.
I T (·|γ)-DENSITY
The lower bound of the large deviations principle stated in Theorem 2.5 has been established in [24] for smooth trajectories. To remove this restriction, we have to show that any trajectory π t , 0 ≤ t ≤ T , with finite rate function can be approximated by a sequence of smooth trajectories {π n : n ≥ 1} such that
This is the content of this section. We first introduce some terminology.
Let Π be the set of all trajectories π(t, du) = ρ(t, u)du in D([0, T ], M +,1 ) whose density ρ is a weak solution of the Cauchy problem On the time interval [δ, 2δ], the density ρ δ solves the backward reaction-diffusion equation:
. Therefore, the second contribution can be written as
By Schwarz inequality, the first integral inside the supremum is bounded above by
On the other hand, taking advantage of the relation (2.1) and of the fact that B and D are bounded functions, a simple computation shows that the second integral inside the supremum in the penultimate displayed equation is bounded above by
for some finite constant C independent of δ. By Corollary 4.6, the expression (5.2) converges to 0 as δ ↓ 0. Hence, to conclude the proof it suffices to show that log χ(λ(t, u)) = log λ(t, u) + log (1 − λ(t, u)) ≥ log λ 0 t + log (1 − λ 1 t ) . To conclude the proof of (5.3), it remains to recall (5.6).
Let Π 2 be the set of all paths π(t, du) = ρ(t, u)du in Π 1 with the property that for every δ > 0 there exists ε > 0 such that ε ≤ ρ(t, u)
Moreover it is easy to see that λ j , j = 1, 2, belongs to the set Π 2 since λ j solves the ordinary differential equation
, and F (1) < 0 < F (0). Therefore π ε belongs to Π 2 . To conclude the proof it is enough to show that I T (π ε |γ) converges to I T (π|γ) as ε ↓ 0. Since the rate function is lower semicontinuous, I T (π|γ) ≤ lim inf ε↓0 I T (π ε |γ). By the convexity of the energy,
Since B, D and χ are concave and Lipschitz continuous,
for some finite constant C 0 , which may change from line to line. Therefore,
Letting ε ↓ 0 gives lim sup ε↓0 I T (π ε |γ) ≤ I T (π|γ), which completes the proof.
Let Π 3 be the set of all paths π(t, du) = ρ(t, u)du in Π 2 whose density ρ(t, ·) belongs to the space C ∞ (T) for any t ∈ (0, T ].
Lemma 5.5. The set Π 3 is I T (·|γ)-dense.
Proof. Fix π(t, du) = ρ(t, u)du in Π 2 such that I T (π|γ) < ∞. Since π belongs to the set Π 1 , we may assume that the density solves the equation ( 
Let ψ(t, u) : (0, ∞) × T → (0, ∞) be the transition probability density of the Brownian motion on T at time t starting from 0. For each n ∈ N, denote by ψ n the function
and define the path π n (t, du) = ρ n (t, u)du where
In It is clear that π n converges to π in D([0, T ], M + ). Since on the time interval (0, 3δ), the function ρ is smooth in time, for n large enough the function ρ n is smooth in time on (0, T ] × T. Hence, π n belongs to Π 4 and Q(π n ) is finite. The remaining part of the proof is similar to the one of the previous lemma. We only present the arguments leading to the bound lim sup n→∞ I T (π n |γ) ≤ I T (π|γ). The rate function can be decomposed in three pieces, two of which can be estimated as in Lemma 5.5. We consider the contribution to I T (π n |γ) of the piece of the trajectory corresponding to the time interval [δ, 2δ] .
The derivative of ρ n in time on (δ, 2δ) is computed as
It follows from this equation and from the fact that the density ρ solves the hydrodynamic equation (2.2) on the time interval [δ, 3δ] , that for any function
Therefore, the second contribution can be bounded above by
We now show that r n (t, u) converges to 0 as n → ∞ uniformly in (t, u) ∈ (δ, 2δ) × T.
Since ρ is Lipschitz continuous on [δ, 3δ] × T, there exists a positive constant C(δ) > 0, depending only on δ, such that
for any (t, u) ∈ [δ, 2δ] × T and s ∈ [0, δ]. Therefore r n (t, u) is bounded above by
It follows from a simple computation and from the change of variables α n (t)s =s that
Therefore r n (t, u) converges to 0 as n → ∞ uniformly in (t, u) ∈ (δ, 2δ) × T. To complete the proof, it remains to take a supremum in G ∈ C 1,2 ([0, T ] × T) in formula (5.9) and to let n → ∞.
Proof of Theorem 5.2. From the previous lemma, all we need is to prove that Π 4 is contained in Π. Let π(t, du) = ρ(t, u)du be a path in Π 4 . There exists some δ > 0 such that the density ρ solves the equation ( Proof of Theorem 2.5. We have already proved in Section 4 that the rate function is lower semicontinuous and that it has compact level sets.
Recall from the beginning of this section the definition of the set Π. It has been proven in [24] For each t ≥ 0, let P t be the semigroup on L 2 (T) generated by (1/2)∆. The first proposition asserts existence and uniqueness of weak and mild solutions, a well known result in the theory of partial differential equations. We give a brief proof because uniqueness of the Cauchy problem (2.2) plays an important role in the proof of Theorem 2.1. One can approximate G δ by functions in C 1,2 ([0, T ] × T). Therefore, by letting δ ↓ 0 in (6.1) with G replaced by G δ and by a summation by parts, ρ t , g = P t γ, g + The proofs of Propositions 6.4 and 6.5 can be found in the ones of Proposition 2.1 of [16] .
The last proposition asserts that, for any initial density profile γ, the weak solution ρ t of the Cauchy problem (2.2) converges to some solution of the semilinear elliptic equation (2.3). Recall, from Subsection 2.3, the definition of the set E. The proof of this proposition can be found in the one of Theorem D of [12] .
