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Abstract 
In this paper we consider generalizing the objective criterion of minimizing maximum lateness in 
scheduling models. By isolating the properties of this objective function, we are able to show that 
certain approximation algorithms for the lateness model can be modified to handle a more general 
objective function, while preserving some performance guarantee. In particular, a special case of the 
more general criterion is minimizing the maximum weighted completion time of any job, and so our 
results highlight the close resemblance this objective function bears to minimizing maximum 
lateness. 
1. Introduction 
Much scheduling literature has focused on the maximum lateness criterion, parti- 
cularly in the setting of identical machines. Consider the following scheduling model: 
each of n jobs must be processed without interruption on one of m parallel, identical 
machines. Each machine can process at most one job at a time. Each job j has 
a processing requirement pj > 0 and a due date dj, and there may be additional 
constraints on the model as well. A schedule C for a given instance is specified by the 
starting times cl,. , CJ~ of the jobs 1,. . , II, plus an assignment of jobs to machines. 
We define the completion time of job j as Cj = C,(C) := “j + pj, and the lateness of 
j as Lj = Lj(C) := Cj - dj. (Generally we will omit the argument C and simply assume 
that the schedule meant is clear.) The object is to minimize, over all feasible schedules 
C, the maximum lateness of any job, 
L max = L,,,(C) := max Lj. 
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More generally, for each job j we can specify a nondecreasing real-valued cost 
function fj, whereby fj(t) represents the cost of completing jobj at time t, for all t 2 0. 
A natural objective criterion in this setting is to minimize, over all schedules, 
fm,, :== maxi S, 2 n j f (Cj). Lawler [8] p resents a polynomial-time algorithm for the 
problem of minimizing fmax for a set of precedence-constrained jobs to be scheduled 
on a single machine, and Baker, Lawler, Lenstra and Rinnooy Kan [l] generalize that 
algorithm to the preemptive single-machine problem with job release dates and 
precedence constraints. Other than these results, however, little is known about 
performance guarantees for this objective function. Because it is so general, little can 
be established. On the other hand, L,,,, a special case of fmaX, is quite specific. In this 
paper we isolate the properties of the lateness criterion L,,, that allow algorithmic 
performance guarantees to be derived. By doing so, we are able to show that certain 
algorithms for the lateness model can be modified to handle a more general objective 
function, while preserving some performance guarantee. 
As we will show, one special case of the more general objective function that we 
present is the objective of minimizing the maximum weighted completion time. In this 
case, each jobj has a weight wj, and for a given schedule the objective is to minimize 
maxl Sj S ,, WjCj. Throughout the scheduling literature, this criterion has largely been 
ignored. Our results highlight the close resemblance this objective function bears to 
minimizing maximum lateness. 
Consider a scheduling model in which each jobj has a delivery time 4j 2 0, rather 
than a due date dj. The delivery of a job begins immediately after it completes 
processing, and this is a nonbottleneck activity, so that job deliveries are allowed to 
overlap. We define the delivery completion time as Dj := Cj + qj, and the object is to 
minimize the maximum delivery completion time, D,,, := maxi <j I ,, Dj. From an 
optimization viewpoint, determining the maximum lateness over all schedules is 
equivalent to determining the maximum delivery completion time. Given a problem 
with due dates dj, by choosing a sufficiently large constant K and defining qj = K - dj 
for each job j, we see that for any schedule and any job j, Lj = Cj - dj 
=Cj - (K - qj) = Dj - K. Thus for each schedule, 
L nlax = D,,, - K, 
and so any optimal schedule for one problem is optimal for the other. 
From the standpoint of approximation algorithms, however, these models are not 
equivalent. A p-approximation algorithm for a minimization problem is defined as an 
algorithm guaranteed to produce, for any instance of the problem, a solution of value 
at most p times the value of the optimal solution. In the due-date model, the maximum 
lateness of a schedule L,,, could equal zero or even be negative; thus from an 
approximation standpoint this model does not make sense. On the other hand, this 
difficulty does not arise in the delivery-time model. We observe that the delivery-time 
model can be interpreted as the due-date model in which every due date dj I 0. 
We let f denote the vector of functions (fi, . ,_L). There are two properties that the 
function D = (Dl, , D,) has, which we will require our more general function f to meet. 
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Property 1. For each j, 1 <j I n, and for every ti, t2 2 0, fj(ti + t2) <h(ti) 
+ fj(r2). 
Property 2. For each pair j, k, 1 I j, k I n, if for some t 2 0, fi(t) >fk(t) then for 
every t 2 O,fj(t) 2fJt). 
(Note that Property 1 does not hold in general for the functions Lj, but does hold for 
all Oj.) Property 1 states that the fj are subadditive. Sufficient conditions for 
Property 1 to hold are, for each j, fj be concave andfj(0) 2 0. In this case, we have, for 
any x, y 2 0 with x + y > 0, 
.fjCx) =fj ( *.ix+4'1+*.0 > 
’ +px + Y). - 
Similarly, 
fj(Y) 2 & fi(x + Y), 
which yields 
f&g +./j(y) 2 A- + ( x+Y & 1 fj(x + y) =.& + Yb 
However, it is not necessary that fj be concave, in order for Property 1 to hold. 
Figure 1 gives an example of a nonconcave function that is subadditive. Step func- 
tions with some regularity also satisfy Property 1. 
Property 2, which D also satisfies, induces an ordering on the jobs. If fj(t) >fk(t) for 
all t 2 0, we say that 1j >fk; and if in addition for some t, fj(t) >fk(t), we say that 
fj >fk. This ordering corresponds in some sense to the relative urgency of jobs: if 
fj > fk, then as a rule it makes sense to give priority to job j. Another interpretation of 
Property 2 is that it requires the functions fj not to “cross” each other. 
Fig. 1. Example of a nonconcave function satisfying Properties 1 and 2. 
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We observe that if f is defined as fj(t) = Wjt, for allj, where wj 2 0 is a constant for 
each j, then f satisfies Properties 1 and 2. In this case minimizing fmax constitutes 
minimizing the maximum weighted completion time of any job. 
In the next two sections we present approximation algorithms for objective func- 
tions satisfying these two properties. In Section 2, we consider minimizing fmax in 
a scheduling model with m parallel identical machines. In Section 3, we consider the 
single-machine problem of minimizing fmax with the additional complications of job 
precedence constraints and job release dates. 
2. List scheduling for parallel machines 
In this section we consider list scheduling algorithms for scheduling problems on 
parallel identical machines. Consider first the task of minimizing the maximum comple- 
tion time Cj of any job, P 11 C,,,. This problem is strongly NP-hard [2]. One simple 
algorithm, known as list scheduling, starts with an arbitrary ordering of the jobs, in 
a list. Whenever a machine becomes idle, the next job on the list is processed on that 
machine. Graham [3] proves that the resulting “list schedule” is at most 2 - l/m times 
as long as the optimal schedule, for m the number of machines. Hall and Shmoys [4] 
show that in the model with delivery times and D,,, objective, list scheduling is 
guaranteed to produce a schedule of value at most twice the optimal value. 
However, for more general objective functions satisfying Properties 1 and 2, list 
scheduling can perform arbitrarily badly. For example, consider the problem of 
minimizing maximum weighted completion time on the following single-machine, 
two-job instance: let pi = M, wi = 1, p2 = 1, and w2 = M, and suppose the job list 
has job 1 before job 2. Scheduling job 1 followed by job 2 results in a schedule with 
maxjwjCj = M(M + l), whereas scheduling job 2 and then 1 yields a schedule with 
objective value M + 1. By allowing M to be arbitrarily large, we can force list 
scheduling to perform arbitrarily badly. Clearly, for any objective function f satisfying 
Property 2 the optimal policy for single-machine problems is to schedule the jobs in 
order of nonincreasing fj; a simple interchange argument proves the optimality of this 
rule. (When specialized to the maximum lateness criterion, this rule is the well-known 
Earliest Due-Date rule.) 
A natural extension of this priority rule to more than one machine results in a list 
scheduling algorithm in which the list, rather than being arbitrary, orders the jobs 
according to nonincreasing fj. Let us call this specialization of the list scheduling 
algorithm prioritized list scheduling. In fact, for any objective criterion satisfying Proper- 
ties 1 and 2, prioritized list scheduling delivers a schedule of value at most twice the value 
of the optimal schedule. Graham’s original proof for P 1) C,,, can be directly generalized. 
Proposition 2.1. Consider a nondecreasing function f: [0, 00)” + R” satisfying Proper- 
ties 1 and 2, and the parallel identical machine scheduling problem with the objective of 
minimizing fmaX. Then prioritized list scheduling is a 2-approximation algorithm. 
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Proof. Consider the schedule delivered by the prioritized list scheduling algorithm, 
and let k denote some job with fk(Ck) =fm,,. Suppose that k begins processing at time 
t. Then clearly no machine is idle before time t, since otherwise k would have begun 
processing sooner. Furthermore, up to time t, every machine has been busy processing 
jobs j for which fj 2fk, since the list was ordered that way; and so a simple packing 
argument verifies 
c pj 2 mt. 
j:f,zSI,,j+k 
Let AL denote the value of the optimal schedule. Then clearly 
fm*aX 2fk 
( 
(l/m) 1 Pj 
j f, 2 Sk ) 
1 
j./,2Sk,jik 
Also. we know that 
(1) 
Now, let fm,, be the value of the list schedule, so that fm,, =fk(Ck) =fk(t + pk). Then 
by Property 1, 
&I,, =fk(t + Pk) sfk@) +h(Pk) 2 2.f,%ax. q 
For the criterion of maximum weighted completion, which directly generalizes the 
unweighted version that Graham considered, we can obtain the better bound of 
(2 - l/m). Bu substituting the specific weighted-completion time function for f and 
re-evaluating inequality (1) for this special case, we have 
fLX 2 Wk. 
( 
(l/m) C Pj 
j:w,zwk > 
= twklrn) 1 Pj 2 Wkt + wk(pk/m), 
j.wjzwk 
which gives us 
fm,, = Wk(t + Pk) 
= Wk(t + pklrn) + wk(l - l/m)pk 
IfiLx + (1 - llm)fiL 
= (2 - V4fiLx. 
Thus we have proved the following corollary. 
Corollary 2.2. For the maximum weighted completion criterion, list scheduling with 
a list ordered by nonincreasing wj is a (2 - l/m)-approximation algorithm. 
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Graham actually proves a stronger result: he shows that when the jobs are 
constrained by precedence constraints (and list scheduling is modified so that the next 
at&able job is chosen off of the list when a machine becomes idle), then the schedule is 
still at most (2 - l/m) times as long as the optimal schedule. (“Available” in this case 
means that all of a job’s predecessors have been processed.) Hall and Shmoys [4] 
consider a model in which each job j has a release date rj, when j first becomes 
available for processing. They show that arbitrary list scheduling delivers a schedule 
of length at most twice as long as the optimal schedule when there are job release 
dates, delivery times, and precedence constraints, and the object is to minimize D,,,. 
(Again in this case list scheduling is modified to select the next available job off of the 
list, where “available” means that a job’s predecessors have all completed processing 
and also that the job has already been released.) 
However, for more general objective functions these results no longer hold. In 
particular, for minimizing maximum weighted completion time, if we impose either 
precedence constraints or release dates on the problem, we can no longer obtain 
a good performance guarantee using list scheduling, regardless of the list we specify. If 
precedence constraints are allowed, then any version of list scheduling can be m times 
as bad as the optimal schedule, where m is the number of machines. Consider the 
following example with 2m jobs: p1 = E, pZ = ... = pm+I = 1, pm+* = ... 
=p2m=m+~;~1=~,,,+Z= .‘. =wZm=l;andw,= ... =w,+,=M>m+l. 
Job 1 must precede jobs 2 through m + 1, and these are the only precedence 
constraints. Regardless of how large the weights on jobs 2, . . . , m + 1 are, any list 
schedule will automatically begin processing jobs 1 and m + 2 through 2m at time 
zero. Thus jobs 2 through m + 1 will get processed after job 1, and one of them will 
complete at time m + E, making fma, = M(m + E). In contrast, the optimal schedule 
would leave m - 1 machines idle from time 0 to time E, and would then complete 
jobs 2 through m + 1, by time 1 + E, yielding fz,, = M(1 + E). Thus as E + 0, 
.L,lfL + m. Examples with release dates (without precedence constraints) 
can be easily constructed that, for all list scheduling algorithms, have fmax/f&_ 
arbitrarily large. 
3. A single-machine problem 
Next we consider the problem of scheduling a single machine with job release dates. 
In the case of the delivery-completion time criterion D,,,, this problem is strongly 
NP-hard [9], and thus the general objective criterion satisfying Properties 1 and 2 is 
also strongly NP-hard. Richey [ 1 l] showed that the problem of minimizing maximum 
weighted completion time on a single machine with job release dates is strongly 
NP-hard, as well. 
Potts [lo] presents a 3/2-approximation algorithm for the problem of minimizing 
D max on one machine in the presence of release dates. By directly modifying his 
algorithm we can obtain a 2-approximation algorithm for any objective function 
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satisfying Properties 1 and 2. The following discussion follows Potts’ presentation 
closely. 
Consider the following simple on-line prioritized scheduling rule, which in the delivery- 
time model is known as the extended Jackson’s rule [6] or Schrage’s heuristic [12]. 
Algorithm 3.1. Whenever the machine becomes idle, schedule an available job j with 
largest J;. among all available jobs. 
In this case, “available” jobs are those that, at the time, have already been released. 
For a given schedule generated by Algorithm 3.1, we define a critical job to be any job 
c with UC,) = fm,,. For a given critical job c, we define the interference job b for c to 
be the first job, tracing backward from job c, with fb <fc, if b is reached before any 
period of idle time is reached. Of course, b might not exist. In fact, our first lemma 
shows that if there is a critical job for which no interference job exists, then the 
schedule is optimal. 
Lemma 3.2. Consider a schedule generated by Algorithm 3.1. Suppose that, for the given 
schedule, some critical job has no associated interference job. Then the schedule is 
optimal. 
Proof. Let f&, denote the value of an optimal schedule. Consider the heuristic 
schedule, and suppose that the first interval of idle time, tracing backward from job c, 
ends at time t. (If there is no idle time from the beginning of the schedule until c gets 
processed, then let t = 0.) Let A be the set of jobs scheduled from time t until time C,. 
Then for all jE A, fj 2 fc and rj 2 t. Thus in any feasible schedule all jobs of A must be 
processed after time t, and so one of them must complete processing at or after time 
t + CjsA pj = C,. In particular, this is true of every optimal schedule. Thus 
f&+X G(G). 0 
There is another useful result, closely related to Lemma 3.2. 
Lemma 3.3. Consider a schedule generated by Algorithm 3.1. For any critical job c and 
associated interference job b, fmax I fm*aX +fc(p,,). 
Proof. Let A be the set of jobs scheduled after job b, up to and including job c, in the 
heuristic schedule. The release dates of all jobs of A must be strictly greater than the 
starting time of job b, ob, because otherwise one of these jobs would have taken 
priority over job b, in Algorithm 3.1. Thus 
f’.xzfi(“b+EPj) =L(Cc - Pb) 2f,(CJ -L(Pd 
by Property 1. Cl 
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Now consider the following algorithm, which is essentially the same as Potts’ 
algorithm for the delivery-time model [lo]. 
Algorithm 3.4. 
Input: The original instance; 
Repeat 
Run Algorithm 3.1 on the current instance; 
Identify a critical job c; if an interference job b exists for c, then 
set r b := r,; 
Until no interference job exists; 
Return the best schedule generated. 
First, we observe that the algorithm can iterate at most n(n - 1)/2 times. If all jobs’ 
release dates are distinct, and if jobj has the ith largest release date, then job j can be 
the interference job in at most i - 1 iterations, since every timej is the interference job 
its release date gets modified to a strictly larger release-date value. Adding up over all 
jobs gives at most n(n - 1)/2 iterations total. If all jobs’ release dates are not distinct, 
the bound only becomes better. Thus the algorithm terminates, and it runs in time 
O(n3 log n). Observe that the release-date modifications introduced during the algo- 
rithm restrict the instance further, so any schedule generated during the algorithm is 
feasible for the original instance. The effect of increasing rb and r, is to cause jobs b and 
c to be in competition at the next iteration, so that c will be scheduled before b. 
Proposition 3.5. Consider a single-machine scheduling problem with release dates in 
which the objective is to minimize fmax. Then if f is nondecreasing and satisfies 
Properties 1 and 2, Algorithm 3.4 is a 2-approximation algorithm. 
Proof. We delineate two cases. First, suppose that there is some optimal schedule that 
is consistent with every release-date adjustment introduced, i.e., an optimal schedule 
that is feasible for the final instance constructed by the algorithm. Then clearly the 
final schedule is optimal, by Lemma 3.2. Now, suppose that this is not the case. Fix an 
optimal schedule, and consider the first iteration at which some inconsistent release- 
date adjustment is about to be introduced, i.e., one that causes the optimal schedule to 
become infeasible. Then for the current instance, the optimal schedule is feasible. Also, 
for the critical-interference pair (c, b) of that iteration, it must be the case that 
b precedes c in the fixed optimal schedule, since otherwise setting rb := rc could not 
make the schedule infeasible. Therefore in the optimal schedule job c completes 
processing no earlier than time pb + pc, and thus f z,, 2 fc ( pb + pc) 2 fc ( pb). But now, 
by Lemma 3.3 we have, for the current schedule, fmax <f& + fc (pb) I 2f$,,. 0 
This analysis is tight, as the following three-job example for the weighted comple- 
tion time criterion maxj WjCj shows. Let rl = 0, rZ = 1, r3 = M; p1 = M - 1, p2 = M, 
p3 = 1; and w1 = 1, w1 = M - 1, w3 = M. Then the first iteration delivers a schedule 
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ordered (1,2, 3). Job 3 is the critical job, and job 2 is the interference job, since 
w2 < wj. Thus we modify r2 to M. The second iteration produces a schedule ordered 
(1, 3,2). Job 2 is now the critical job, and there is no interference job, so the algorithm 
terminates. The objective values of the two schedules produced are 2M2 and 
(2M + l)(M - l), respectively; and the value of the optimal schedule (2, 3, 1) is 
M(M + 1). Thus the ratio of the heuristic schedule to the optimal schedule can be 
made arbitrarily close to 2. 
Hall and Shmoys [S] show that Potts’ algorithm can be modified to handle 
precedence constraints by using preprocessing techniques first introduced by 
Lageweg, Lenstra and Rinnooy Kan [7]. Completely analogous preprocessing 
techniques can be used in this more general setting. Thus by incorporating these 
techniques we can obtain a 2-approximation algorithm for the problem with job 
precedence constraints imposed, as well. 
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