Given a unitary operator A representing a physical quantity of interest, we employ concepts from group representation theory to define two natural signal energy densities for A. The first is invariant to A and proves useful when the effect of A is to be ignored; the second is covariant to A and measures the "A" content of signals. The construction is quite general and is also easily extended to the multi-operator case, which generalizes previously derived joint densities such as the timefrequency and time-scale distributions.
INTRODUCTION
Time-frequency representations, which indicate the energy content of signals simultaneously in both time and frequency, have proven indispensable for the study of the nonstationary signals appearing in many applications, including speech, radar, biological, and transient signal analysis and processing [l] . Most time-frequency representations (the spectrogram and the Wigner distribution are two examples) are based on the time and frequency shift operators and, consequently, perform well in applications where time and frequency shifts are fundamental. In other problems, such as sonar and image processing, the concept of scale (compression/dilation) is more relevant than frequency shift; hence joint time-scale representations have been developed [1,2], t,he most popular of which is certainly the wavelet transform.
While time-frequency and time-scale representations are the natural analysis and processing tools for large classes of signals, they are not perfectly matched to all signals, just as time shifts, frequency shifts, and scale changes are not the fundamental transformations appearing in all applications. For these different classes of signals, joint representations based on concepts other than time, frequency, and scale must be developed. Some progress has been made in this direction [3, 4] ; however, at present there is no adequate theory for generating joint representations in the general case.
In this paper, we take a step towards this goal by formulating a theory for joint distributions of broad classes of physical quantities that include, but are not limited to, time, frequency, and scale. Specifically, given unitary operators A and B representing two physical quantities of interest, we will derive classes of distributions that measure the joint "A-B" energy content of signals.
Following a background section containing some results from functional analysis and group theory, we will proceed in steps of increasing complexity, beginning with onedimensional transforms that measure the A content of signals and culminating in the construction of A-B distributions. While our solution to this problem is quite general, its construction is also strikingly simple, owing to the powerful group theoretic arguments employed.
PRELIMINARIES
The approach of this paper is to associate physical quantities with parameterized unitary operators on a Hilbert function space H [3, 4] . In signal processing applications, His typically one of the L'(G,dpc) spaces, with G the set of function indices and d p c a measure on that set. These spaces have inner
and norm lhl' = (h, h ) .
Assuming that the function index z E G represents a time coordinate, we define the time and frequency operators on L2(IR, d z ) as the unitary' time shift (7;g)(z) = g(z -1 ) and unitary frequency shift (7, g)(z) = e f 2 n f z g ( z ) , respectively. The time and frequency operators are unitarily equivalent, Thus, the group concept partitions parameterized unitary o p erators into mutually exclusive equivalence classes.
While we started out this section referring to the time, frequency, and scale operators as "parameterized unitary operators," we can now see them for that they really are: the time and frequency operators are both representations of the group (IR, +) of real numbers with addition as the group operation, whereas the scale operators are representations of the group (R+, *) of positive real numbers with multiplication as the group operation. Although, for the sake of brevity we will consider only these two groups for examples in this paper, note that all results are valid for arbitrary locally compact abelian (LCA) groups [5] .
Given an LCA group G with group operation 0 , the simplest possible representation of G on L' (G, d p~) is the group translation opemtor T", defined as Translation is unitary if the measure d p~ is chosen to be 1 ) G is closed under ; that is, z y E G Vx, y E G; 2) the operation is associative; that is z (y z ) = (z y) z Vz, y, z E G; 3) there exists an identity element 8 E G such that 2. 8 = 8.x = z V z E G; invariant to r"; that is, if
The invariant measure can be regarded as the natural measure for the group G, singling out the space L2(G,dp~) as the natural space on which the operators unitarily equivalent to rG act. We will assume from this point onwards that the invariant measure is always employed in L ' ( G , d p c ) . Continuing the examples, for the group (IR,+), the invariant measure is d p G ( z ) = dz and the group translation operator is 7,, while for the group @+, *), the invariant measure is d p~( z ) = d z / z and the group translation operator is ' D, .
The fact that all unitary representations of a group G share common eigenvalues (see (2)) inspires the group Fourier transform FG [5] where XG denotes the common eigenvalues. The transformation Fc is an isomorphic isomorphism from the space The results of this paper spring immediately from the characterization of physical quantities (time, frequency, scale, and so on) as group objects, specifically, as unitary representations of groups on certain Hilbert signal spaces. We will now apply this powerful mathematical machinery to the problem at hand: energy densities in one and many dimensions.
ENERGY DENSITIES
In t,his section, we define two natural transforms for a unitary representation A of an LCA group. The first is invariant to A, while the second truly measures the "A" content of signals.
It is useful to keep in mind as models the operators 7 and 3 and the transformations Is(t)l' and ~FTs~', which indicate the time and frequency energy content of a time signal s, respectively. Note that while the results of this section are completely general, when interpreting them we will assume that the signal s(z) has been expressed in the "time domain." Invariant Energy Densities. Squaring the A-Fourier transform yields an energy density that is invariant to the operator A 3The second parameter ( I of ,\Ea belongs to the dual group r. We will generally use greek letters to denote elements of r. A notable exception is the parameter f of the Ff, which lies in both G = (R,+) and r = G.
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Thus, we will refer to ~F A s~' as the A-invariant energy density (A-IED). It is extremely important to note that the A-IED does not indicate the A content of the si nal s, precisely because of this invariance. In fact, the A-I#D is the transform of choice when the action of A is to be ignored! As examples, recall that the 7-Fourier transform reduces to the usual Fourier transform, which indicates not time but frequency content. Similarly, the D-Fourier (Mellin) transform (1) indicates not scale but some sort of "logarithmic chirp" content. 
Covariant Energy

JOINT ENERGY DENSITIES
In the previous section, we defined two energy densities that are natural for any unitary representation o erator A of an LCA group. The A-IED is invariant to 4 while the A-CED is covariant to d (and thus measures the A content in signals). In many applications, these densities and their linear equivalents will be more than adequate for characterizing, analyzing, and processing signals. One obvious example of an IED/CED is the square of the Fourier transform, which has found a multitude of applications.
However, for more complicated signals, several physical quantities may be meaningful simultaneously, and joint densities based on several operators are required. Time-frequency representations, for example, were developed for problems where both the time shift 7 and frequency shift 7 are important.
General Method. A joint distribution of two operators A and L3 can be defined as the energy density function (Ps)(u, U ) whose marginal distributions MA and Ma, given by The basis for the general method lies in the pioneering work of Cohen [1, 3] , who developed a characteristic function a p proach to energy densities for the time and frequency operators. The present work generalizes his approach to covariances based on groups other than (Et, +) and introduces the choice of IED or CED marginals. For the moment, we assume that both operators A and B arise from the same group G.
The construction proceeds as follows:
Step 1. Choose either IED or CED marginals for A and 8.
For an A-IED marginal, set 2, = A,, while for an A-CED marginal, set 2, = e i l A z 0~, where (Azs)(z) = A& s(z).
Note that the parameter a lies in G, while a lies in the dual group r. Form B in the same manner. To illustrate, we will work towards A-CED and B-IED marginals in the following.
Step 2. Form the characteristic function a, P ) = FG,-d,a FG, b-B q$(a,b) (3, 2aBb 3 The class of A-8 distributions sharing this attractive property was characterized in [4] and contains distributions of all operator pairs A, 8 such that A = U-'7U and B = U-'FU simultaneously.
Time and Chirp.
We obtain a class of time and chirp distributions by setting A = 7 and B = C, the chirp modulation operator from Section 3. For CED 5Since p is a member of the dud group r, the measure dpr must be employed in (4 
C O N C L U S I O N S
Viewing invariant and covariant signal energy densities from a group theory perspective has proven illuminating. These simple concepts are central for studying both single-and multioperator energy distributions.
While the present approach to joint distributions is a modification of that of Cohen [3] , our construction differs from his in two important respects. First, by working directly with unitary operators, rather than their Hermetian counterparts, a more direct derivation results. Second, the general method provides the added flexibility of choice of any combination of IED or CED marginals. In fact, it was the inability of the formulations in (31 to manufacture a true 7-CED vs. D-CED distribution that elicited the general approach.
Finally, note that the above formulation is easily extended to distributions of more than two operators simply by appending extra terms to the characteristic function (6) .
