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Abstract
We consider the objective function of a simple recourse problem with fixed technol-
ogy matrix and integer second-stage variables. Separability due to the simple recourse
structure allows to study a one-dimensional version instead.
Based on an explicit formula for the objective function, we derive a complete de-
scription of the class of probability density functions such that the objective function is
convex. This result is also stated in terms of random variables.
Next, we present a class of convex approximations of the objective function, which
are obtained by perturbing the distributions of the right-hand side parameters. We de-
rive a uniform bound on the absolute error of the approximation. Finally, we give a
representation of convex simple integer recourse problems as continuous simple re-
course problems, so that they can be solved by existing special purpose algorithms.
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1 Introduction
The simple integer recourse (SIR) model with fixed technology matrix is defined as
inf
x
{
cx +Q(x) : Ax = b, x ∈ Rn1+
}
, (1)
where the expected value functionQ is
Q(x) := Eξ [v(ξ − T x)] ,
with Eξ [·] denoting mathematical expectation with respect to ξ , and v is the value function
of the second stage problem
v(s) := inf
y
{q+y+ + q−y− : y+ ≥ s,
y− ≥ −s,
y+, y− ∈ Zm2+ }, s ∈ Rm2 .
Here c,A, b, (q+, q−) and T are vectors/matrices of the appropriate size, q +, q− ≥ 0,
q+ + q− > 0, and ξ is a random vector in Rm2 .
As suggested by the name, this model has the same structure as the well-known simple
continuous recourse model, in which the second-stage decision variables y = (y +, y−) are
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non-negative reals. The expected value function of the latter problem is Lipschitz continu-
ous and convex, so that in principle (i.e., disregarding possible difficulties in evaluating the
integrals) it can be solved efficiently by standard techniques from mathematical program-
ming, see [9]. Several special purpose algorithms exist, see e.g. [19, 1, 2, 10, 12]. The
expected value function of the integer problem lacks these favorable properties in general.
In [7] and [13] (the latter treating complete mixed-integer recourse) it is shown that this
function is continuous if the distribution of ξ is continuous. In [3, 4] we discussed the con-
struction of the convex hull of the discontinuous expected value function Q for the simple
integer recourse model with discretely distributed right-hand side vector ξ . For an overview
of the field of stochastic integer programming we refer to [5, 6, 15] and the website [14].
In the first part of this paper we give a complete description of the class of distributions
such that the expected value function Q is convex. Following a review of relevant results
in Section 2, this class will be presented in Section 3.
Using separability which is due to the simple recourse structure, Q is completely char-
acterized by the one-dimensional generic function Q, given by
Q(z) := q+g(z) + q−h(z), z ∈ R,
where q+, q− ∈ R, with q+ ≥ 0, q− ≥ 0, q+ + q− > 0,
g(z) := Eξ
[ξ − z+] , z ∈ R,
h(z) := Eξ
[ξ − z−] , z ∈ R,
with ξ a random variable, and s+ and s− are shorthand notations for (s)+ :=
max{0, s} and (s)− := max{0,−s}, s ∈ R, respectively. Hence, we will derive
convexity results forQ by doing so for Q.
Next, using the results obtained so far, we present a class of convex approximations of
Q. In Section 6 we concentrate on the integer expected surplus function g first, and then
extend the results to the expected shortage function h and the one-dimensional expected
value function Q. Moreover, using a result from [3], we show in Section 7 that (up to a
constant) the approximation of Q is the expected value function of a continuous simple
recourse problem, with random right-hand side parameter with explicitly given discrete
distribution. In Section 8 these results are extended to the n1-dimensional expected value
functionQ. Finally, in Section 9, we summarize our results and indicate their relevance for
problems with more general recourse structures.
2 Preliminaries
In this section we first review some structural properties of the expected value function of
the simple integer recourse problem. Subsequently we present some preliminary lemmas.
2.1 Review
Some of the results in this subsection are quoted from [7] where the reader is referred to
for proofs.
Let F and Fˆ be respectively the right- and left-continuous cumulative distribution func-
tion (cdf) of the random variable ξ , i.e., F(s) := Pr{ξ ≤ s} and Fˆ (s) := Pr{ξ < s}.
(Obviously, if ξ has a probability density function (pdf) then F ≡ Fˆ .) Then (cf. [7])
g(z) =
∞∑
k=0
(1 − F(z + k)) =
∞∑
k=0
Pr{ξ > z + k} (2)
h(z) =
∞∑
k=0
Fˆ (z − k) =
∞∑
k=0
Pr{ξ < z − k}. (3)
The functions g and h are related by an elementary transformation.
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Lemma 2.1 Let ξ be a random variable. Define ζ = −ξ . Then
h(z) = gζ (−z), z ∈ R,
where gζ (z) := Eζ
[ζ − z+].
The random variable ζ has cdf Fζ (s) = 1 − Fˆ (−s). If ξ has a pdf f then ζ has a pdf
fζ (s) = f (−s).
PROOF. Since s− = −s+, s ∈ R, it follows that
h(z) = Eξ
[ξ − z−] = Eξ [−ξ + z+] = Eζ [ζ + z+] = gζ (−z), z ∈ R.
The relations between the cdf (and pdf) of the random variables ξ and ζ are trivial.
Finiteness of the various functions is directly related to finiteness of the first moment of
ξ .
Lemma 2.2 For all z ∈ R
g(z) < ∞ ⇔ µ+ = Eξ
[
(ξ)+
]
< ∞;
h(z) < ∞ ⇔ µ− = Eξ
[
(ξ)−
]
< ∞;
Q(z) < ∞ ⇔ −∞ < µ = µ+ − µ− < ∞.
From now on we assume that µ is finite.
Lemma 2.3 The functions g, h, and Q are continuous on R if and only if the random
variable ξ is continuously distributed.
2.2 Right derivatives
In studying convexity of the functions g, h, and Q we will use a necessary and sufficient
condition for convexity of a function in terms of its right derivative: a function ϕ is convex
on the interval [a, b] if and only if its right derivative ϕ ′+ is non-decreasing on [a, b).
As we will see, existence of the right derivatives of g, h, and Q depends on the total
variation of the density f of ξ . Although we only need finiteness of the series involved we
will prove sharp lower and upper bounds. The reason is that these bounds are essential for
obtaining an error bound for the convex approximations that we have in mind.
For ϕ a real-valued function on a non-empty subset I ofR, we denote the total increase
on I by +ϕ(I), the total decrease by −ϕ(I), and the total variation by ||ϕ(I). For all
I ⊂ R, ||ϕ(I) = +ϕ(I) + −ϕ(I). For convenience we use the shorthand notations
+ϕ, −ϕ, and ||ϕ for the case I = R. A real function ϕ on R is of bounded variation
if ||ϕ < +∞.
We establish a result for probability density functions of bounded variation. It is based
on the following lemma, which is proved in Appendix A.1
Lemma 2.4 Let the real functions ϕi on R+ be nonnegative, nonincreasing and integrable,
i = 1, 2. Then the function ϕ := ϕ1 − ϕ2 is of bounded variation on [0,∞). Moreover,
−∞ < −+ϕ([0,∞)) ≤
∞∑
k=0
ϕ(k) −
∫ ∞
0
ϕ(s) ds ≤ −ϕ([0,∞)) < ∞ (4)
and
−∞ < −−ϕ([0,∞)) ≤
∞∑
k=1
ϕ(k) −
∫ ∞
0
ϕ(s) ds ≤ +ϕ([0,∞)) < ∞. (5)
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Figure 2.1: Illustration of the upper bound (6) in Lemma 2.5 with z = −5. Each term
f (z + k), k = 0, 1, . . ., is represented by a rectangle of size f (z + k) × 1. The total area
of the rectangles is divided in two: the unshaded area is less than 1 − F(z), and the shaded
area is less than −f ([z,∞)).
In the following lemma we apply these results to a class of probability density functions
on R that are of bounded variation.
Lemma 2.5 Suppose that for i = 1, 2 the functions fi : R → [0, 1] satisfy the following
conditions:
(i) fi is nondecreasing, fi(−∞) = 0, fi(+∞) = 1, i = 1, 2.
(ii) f1(s) ≥ f2(s) for all s ∈ R, and {s ∈ R : f1(s > f2(s))} has a positive Lebesgue
measure.
(iii) ∫ 0−∞ f1(s) ds < ∞ and ∫∞0 (1 − f2(s)) ds < ∞.
Then c := ∫∞−∞(f1(s) − f2(s)) ds ∈ (0,∞), and the function f : R → R+ defined by
f (s) = 1
c
(
f1(s) − f2(s)
)
, s ∈ R,
is a pdf. Moreover, f has a right-continuous version f+ and a left-continuous version f−,
given by
f+(s) := lim
t↓s f (t), s ∈ R,
f−(s) := lim
t↑s f (t), s ∈ R,
having the same cumulative distribution function as f . Denoting this cdf by F , we have
for all z ∈ R
1 − F(z − 1) − −f ([z − 1,∞)) ≤
∞∑
k=0
f (z + k) ≤ 1 − F(z) + −f ([z,∞)) (6)
and
F(z) − +f ((−∞, z]) ≤
∞∑
k=1
f (z − k) ≤ F(z − 1) + +f ((−∞, z − 1]). (7)
The pdf f is of bounded variation, so that the following uniform bounds hold, too:
1 − F(z − 1) − ||f
2
≤
∞∑
k=0
f (z + k) ≤ 1 − F(z) + ||f
2
(8)
F(z) − ||f
2
≤
∞∑
k=1
f (z − k) ≤ F(z − 1) + ||f
2
. (9)
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Remark 2.1 The conditions on f1 and f2 are not very strong, if one wants to describe pdfs
that are of bounded variation. Indeed, any non-constant function f of bounded variation
that converges to 0 at the tails, can be written as the difference f˜1 − f˜2 of nondecreasing
functions f˜1 and f˜2 with a := f˜1(−∞) = f˜2(−∞) and b := f˜1(∞) = f˜2(∞), −∞ <
a < b < ∞. Then
f (s) = f˜1(s) − f˜2(s) = b
(
f1(s) − f2(s)
)
, s ∈ R,
where fi(s) = (f˜i (s) − a)/(b − a), i = 1, 2, satisfy (i). In order to assure that f is a
pdf, obviously the condition (ii) is needed together with b = 1/c. Hence, the only real
assumption is (iii), describing that f1 and f2 converge ‘fast enough’ at their tails.
PROOF. Obviously, c > 0 because of (ii). Moreover, c < ∞ because of (i) and (iii):∫ ∞
−∞
(
f1(s) − f2(s)
)
ds =
∫ 0
−∞
(
f1(s) − f2(s)
)
ds +
∫ ∞
0
(
f1(s) − f2(s)
)
ds
≤
∫ 0
−∞
f1(s) ds +
∫ ∞
0
(
1 − f2(s)
)
ds < ∞.
Therefore, f is a pdf. Moreover, since f1 and f2 are monotonous, they have all limits from
left and right, hence so does f . Since f1 and f2 are nonincreasing and bounded, they can
only have a countable number of discontinuities, so that f−(s) = f (s) = f+(s) for all
s ∈ R except for a set of measure 0. The upper bound in (6) follows from the upper bound
in (4) by taking, for s ∈ R+,
ϕ(s) = f (z + s), ϕ1(s) = 1 − f2(z + s)
c
and ϕ2(s) = 1 − f1(z + s)
c
.
Both ϕ1 and ϕ2 are nonnegative, nonincreasing and integrable on R+ since 0 ≤
∫∞
z (1 −
f1(s)) ds ≤
∫∞
z
(1−f2(s)) ds < ∞. The lower bound in (6) follows from the lower bound
in (5) by taking
ϕ(s) = f (z − 1 + s), ϕ1(s) = 1 − f2(z − 1 + s)
c
and ϕ2(s) = 1 − f1(z − 1 + s)
c
,
using
∫∞
z (1 − f1(s)) ds ≤
∫∞
z (1 − f2(s)) ds < ∞. Similarly, the upper and lower bound
in (7) follow from (4) and (5), by taking, for s ∈ R,
ϕ(s) = f (z − 1 − s), ϕ1(s) = 1 − f2(z − 1 − s)
c
and ϕ2(s) = 1 − f1(z − 1 − s)
c
,
and
ϕ(s) = f (z − s), ϕ1(s) = 1 − f2(z − s)
c
and ϕ2(s) = 1 − f1(z − s)
c
,
respectively. Finally, (8) and (9) follow from (6) and (7) by observing that, for all z ∈ R,
−f ([z,∞)) ≤ −f and +f ((−∞, z]) ≤ +f . Indeed, since +f − −f =
f (∞)− f (−∞) = 0 − 0 = 0 and +f +−f = ||f , we have that −f = −+f =
(||f )/2.
See Figure 2.1 for an illustration of the upper bounds (6) c.q. (8).
With Lemma 2.5 in mind, let us define the following class of probability density func-
tions.
Definition 2.1 Let F be the class of probability density functions on R with finite mean
value, that can be written as the difference of functions f1 and f2 satisfying the conditions
(i)–(iii) of Lemma 2.5.
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It is easy to verify that F is a convex set.
As said before, from a practical point of view F contains all pdfs with a bounded
variation. For instance, if f is a pdf (with ∫ |s|f (s) ds < ∞) such thatR can be partitioned
in a finite number of intervals on each of which f is either nondecreasing or nonincreasing,
f must be in F .
The final lemma of this subsection gives formulae for the right derivatives of the func-
tions g, h, and Q = q+g + q−h. They follow directly from (2) and (3) by interchanging
differentiation and summation. This interchange is allowed since the sums converge uni-
formly in z (see [7] for more details).
Lemma 2.6 Let ξ be a random variable with pdf f ∈ F . Then the right derivative Q ′+
exists and is finite everywhere, and is given by
Q′+(z) = −q+
∞∑
k=0
f+(z + k) + q−
∞∑
k=0
f+(z − k), z ∈ R,
where f+ is the right-continuous version of f given in Lemma 2.5.
Obviously, corresponding results for the constituting functions g and h are obtained by
appropriate choices of q+ and q−.
3 Convexity properties
We will give a complete characterization of the pdfs in F such that the functions g, h, and
Q are convex. There is no loss in assuming a continuous distribution, since Lemma 2.3
shows that if ξ is discretely distributed, then these functions are finite and discontinuous
and hence non-convex. Also for continuous distributions of ξ convexity is an exception
rather than the rule. However, for any distribution of ξ , the restriction of g, h, and Q to
translates of Z is convex.
Lemma 3.1 For every α ∈ [0, 1), the restriction of g, h, and Q to {α + Z} is convex.
PROOF. Using (2) we have
g(α + n + 1) − g(α + n) = F(α + n) − 1 ∀n ∈ Z.
The result follows from the fact that the cdf F is non-decreasing. Using (3) similarly, the
same result holds for h and Q.
Next we formally define the set C ⊂ F of probability density functions such that the
corresponding expected value function Q (and hence both g and h) is convex. Due to
Lemma 2.6 we have
Definition 3.1 Let C denote the set of probability density functions in F such that the
corresponding expected value function Q is convex, i.e.,
C =
{
f ∈ F :
∑∞
k=0 f+(z + k) is a nonincreasing function of z, and∑∞
k=0 f+(z − k) is a nondecreasing function of z
}
.
The subset containing all right-continuous versions of elements of C is denoted by C +.
Given that F is convex, it is obvious that C and C+ are convex sets.
The following lemma gives a property shared by all elements of C.
Lemma 3.2 If f ∈ C then ∑∞k=−∞ f+(z + k) = 1 for all z ∈ R.
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PROOF. By definition, f ∈ C if and only if Q is convex when the random variable ξ has
pdf f .
It holds Q¯(z) ≤ Q(z) ≤ Q¯(z) + max{q+, q−} for all z ∈ R, where the convex func-
tion Q¯ is the one-dimensional expected value function of the continuous relaxation of (1),
i.e., Q¯(z) := q+Eξ
[
(ξ − z)+] + q−Eξ [(ξ − z)−], z ∈ R (see [16]). Hence, if Q is
convex, it has asymptotes at −∞ and +∞ with the same slopes as the asymptotes of Q¯,
which are −q+ and q−, respectively. Therefore, in this case Q ′+ is nondecreasing from
limz→−∞ Q′+(z) = −q+ to limz→∞ Q′+(z) = q−. Using Lemma 2.6 we have, for z ∈ R
and n ∈ Z,
Q′+(z + n) = −q+
∞∑
k=n
f+(z + k) + q−
n∑
k=−∞
f+(z + k)
=
∞∑
k=−∞
(−q+ · 1{k≥n} + q− · 1{k≤n}) f+(z + k). (10)
Since f ∈ F , it follows (see (8) and (9)) that
S(z) =
∞∑
k=−∞
f+(z + k)
is finite for all z ∈ R. Therefore we have, for all n ∈ Z,
∞∑
k=−∞
∣∣−q+ · 1k≥n + q− · 1k≤n∣∣f+(z + k) ≤ (q+ + q−)S(z) < ∞,
so that by taking n → −∞ and n → ∞ in (10) we obtain, using Lebesgue’s dominated
convergence theorem, that
−q+ = −q+S(z) and q− = q−S(z),
respectively, implying S(z) = 1.
Note that the condition
∑∞
k=−∞ f+(z + k) = 1 for all z ∈ R is necessary but not sufficient
for f ∈ C. A counter example is given by the pdf f such that
f+(s) =
{ |s|, s ∈ [−1, 1),
0, otherwise.
It is easily seen that f ∈ F and ∑∞k=−∞ f+(z + k) = 1 for all z ∈ R. However, f ∈ C
since
∑∞
k=0 f+(z + k) is strictly increasing on [0, 1).
As said before, convexity of the functions g, h, and Q is an exception rather than the
rule. Therefore, C is a ‘small’ subset of F . In the following we first define a subset of
C, using a characterization that is attractive from a computational point of view. Next, we
show that this subset actually contains all of C.
Definition 3.2 Let C0 be the set of functions f on R, that can be written as
f (s) = G(s + 1) − G(s), s ∈ R,
where G is an arbitrary cdf on R with a finite mean value µG.
The following lemma shows that C0 is a subset of C.
Lemma 3.3 Let f be generated by a cdf G with mean value µG as described in Defini-
tion 3.2. Then f is continuous from the right, and the following is true.
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(i) For s ∈ R
∞∑
k=0
f (s + k) = 1 − G(s),
∞∑
k=1
f (s − k) = G(s), and
∞∑
k=−∞
f (s + k) = 1.
In particular, f ∈ C+ ⊂ C.
(ii) If F denotes the cdf of f , and η a random variable distributed according to G, we
have for all z ∈ R
F(z) =
∫ z+1
z
G(s) ds
∞∑
k=0
(
1 − F(z + k)) = ∫ ∞
z
(
1 − G(s)) ds = Eη [(η − z)+]
∞∑
k=1
F(z − k) =
∫ z
−∞
G(s) ds = Eη
[
(η − z)−] .
(iii) If it exists, the nth moment of f , denoted by νn, is equal to
νn = 1
n + 1
n∑
k=0
(
n + 1
k
)
(−1)n−kτk,
where τk is the kth moment of G. In particular, the mean value µf of f equals
µG − 12 , and its variance σ 2f is equal to σ 2G + 112 , where σ 2G is the variance of G(possibly infinite).
PROOF.
(i) Since f1(s) := G(s + 1) and f2(s) := G(s) satisfy all conditions in Lemma 2.5, we
conclude that f ∈ F . Indeed,
∫ 0
−∞
f1(s) ds =
∫ 1
−∞
G(s) ds =
∫ 1
−∞
{∫
(−∞,s]
dG(t)
}
ds
=
∫
(−∞,1]
{∫ 1
t
ds
}
dG(t) =
∫
(−∞,1]
(1 − t) dG(t) < ∞
since µG is finite. Similarly
∫ 0
−∞(1 − f2(s)) ds < ∞. The corresponding value of c
is equal to 1, since∫ ∞
−∞
(
G(s + 1) − G(s)) ds = ∫ ∞
−∞
{∫
(s,s+1]
dG(t)
}
ds
=
∫ ∞
−∞
{∫ t
t−1
ds
}
dG(t) = 1.
Moreover,
N∑
k=0
f (s + k) =
N∑
k=0
(
G(s + k + 1) − G(s + k)) = G(s + N + 1) − G(s),
so that
∑∞
k=0 f (s + k) = 1 −G(s). In a similar way we get
∑∞
k=1 f (s − k) = G(s),
so that
∑∞
k=−∞ f (s + k) = 1 for all s ∈ R. Since f = f+ (because G is a cdf) it
follows from the definition of C+ that f ∈ C+ indeed.
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(ii) It is not difficult to see that F(z) = ∫ z+1z G(s) ds for all z ∈ R, so that
∞∑
k=1
F(z − k) =
∞∑
k=1
∫ z−k+1
z−k
G(s) ds =
∫ z
−∞
G(s) ds = Eη
[
(η − z)−] ,
and similarly
∑∞
k=0
(
1 − F(z + k)) = Eη [(η − z)+] for all z ∈ R.
(iii) If it exists, the nth moment of f is given by
νn =
∫ ∞
−∞
snf (s) ds =
∫ ∞
−∞
sn
{∫
(s,s+1]
dG(t)
}
ds
=
∫ ∞
−∞
{∫ t
t−1
sn ds
}
dG(t) =
∫ ∞
−∞
1
n + 1
(
tn+1 − (t − 1)n+1
)
dG(t)
=
∫ ∞
−∞
1
n + 1
n∑
k=0
(
n + 1
k
)
(−1)n−ktk dG(t)
= 1
n + 1
n∑
k=0
(
n + 1
k
)
(−1)n−kτk,
where τk is the kth moment of G. The expressions for µf and σ 2f follow by straight-
forward computation.
Theorem 3.1 C+ = C0.
PROOF. We already established that C0 ⊂ C+. To prove the reverse inclusion, suppose that
f ∈ C+. Then we have to show that it can be represented as f (s) = G(s+1)−G(s), s ∈ R,
where G is some cdf with finite mean value µG. We will show that G¯(s) := ∑∞k=1 f (s−k),
s ∈ R, meets the requirements.
Since f is continuous from the right,
G¯(s) =
∞∑
k=1
f (s − k) =
∞∑
k=1
f+(s − k) =
∞∑
k=0
f+(s − 1 − k), s ∈ R,
so that f ∈ C implies that G¯ is a nondecreasing function on R.
Lemma 3.2 shows that
lim
s→∞ G¯(s) = limn→∞ G¯(n + 1) = limn→∞
n∑
k=−∞
f (k) =
∞∑
k=−∞
f (k) = 1
lim
s→−∞ G¯(s) = limn→−∞
n∑
k=−∞
f (k) = 0.
Moreover, for all z ∈ R we have
lim
s↓z G¯(s) = lims↓z
∞∑
k=1
f (s − k) =
∞∑
k=1
lim
s↓z f (s − k) =
∞∑
k=1
f (z − k) = G¯(z),
where the inner equality is based on Lebesgue’s dominated convergence theorem (using∑∞
k=1 f (s − k) ≤ 1 ∀s). We conclude that G¯ is a cdf indeed. Furthermore, it is easy to see
that f (s) = G¯(s + 1) − G¯(s), s ∈ R.
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It remains to show that µG¯ is finite. This follows from
µG¯ − 1/2 =
∫ ∞
−∞
(t − 1/2) dG¯(t) =
∫ ∞
−∞
{∫ t
t−1
s ds
}
dG¯(t)
=
∫ ∞
−∞
s
{∫
(s,s+1]
dG¯(t)
}
ds =
∫ ∞
−∞
s
(
G¯(s + 1) − G¯(s)) ds
=
∫ ∞
−∞
sf (s) ds,
which is finite since f ∈ F .
Corollary 3.1 f ∈ C if and only if G(s) = ∑∞k=1 f+(s − k), s ∈ R, is a cdf with finite
mean value.
PROOF. Without loss of generality we assume that f = f+, since f ∈ C if and only
f+ ∈ C. The result now follows trivially from Theorem 3.1 and its proof.
We conclude from Corollary 3.1 that, disregarding f ∈ F , the function Q is convex if
and only if the random variable ξ has a pdf f such that
∑∞
k=1 f+(s − k) is a cdf with finite
mean value.
Moreover, using Definition 3.2 and Theorem 3.1, we can approximate any given distri-
bution (including discrete or mixed distributions) by a continuous distribution with a pdf
f ∈ C. Accordingly, we obtain a convex approximation of the expected value function Q,
which we recall is non-convex in general. Because of Lemma 3.3 (iii) an interesting choice
is to let f be generated by G(s) = F(s −1/2), where F is the cdf of the given distribution,
since f (s) = F(s + 1/2) − F(s − 1/2), s ∈ R, has the same mean value as F (and a
variance that is increased by 1/12). We proceed by giving a few examples of cdfs F and
corresponding pdfs f ∈ C.
Example 3.1 Let F be a cdf and define f (s) := F(s + 1/2) − F(s − 1/2), s ∈ R.
(a) If F is the cdf of the degenerated distribution in 0 then
f (s) =
{
1, s ∈ [−1/2, 1/2),
0, otherwise,
i.e., f is the right-continuous pdf of the uniform distribution on [−1/2, 1/2] (notation
U(−1/2, 1/2)).
(b) If F is the cdf of a discrete distribution on Z with PrF {k} = pk ≥ 0, ∑k∈Z pk = 1,
such that −∞ < ∑k∈Z pkk < ∞, then
f (s) = ps+1/2,
i.e., f is the right-continuous pdf of a distribution which is uniform (with weight p k)
on every interval [k − 1/2, k + 1/2), k ∈ Z.
(c) If F is the cdf of the distribution U(0, 1) then
f (s) =


s + 1/2, s ∈ [−1/2, 1/2),
3/2 − s, s ∈ [1/2, 3/2),
0, otherwise,
i.e., f is the right-continuous pdf of the triangular distribution on [−1/2, 3/2].
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Figure 3.1: Illustrations to Example 3.1. Mass points are depicted by ◦, the pdf of F by a
dashed curve, and the pdf f by a solid curve. Top left: Part (b) for a discrete distribution
on {1, 3, 5, 7, 9} with probabilities 1/15, 5/15, 3/15, 4/15, 2/15, respectively. Top right:
Part (d). Bottom left: Part (e) with λ = 2. Bottom right: Part (f) with µ = 0 and σ 2 = 1.
(d) If F is the cdf of the distribution U(0, 1/2) then
f (s) =


2s + 1, s ∈ [−1/2, 0),
1, s ∈ [0, 1/2),
2 − 2s, s ∈ [1/2, 1),
0, otherwise.
(e) If F is the cdf of the exponential distribution with parameter λ then
f (s) =


1 − e−λ(s+1/2), s ∈ [−1/2, 1/2),
(eλ/2 − e−λ/2)e−λs, s ∈ [1/2,∞),
0, otherwise.
(f) If F is the cdf of the normal distribution with mean value µ and variance σ 2 then
f (s) = 1√
2πσ
∫ s+1/2
s−1/2
e
− (t−µ)2
2σ2 dt, s ∈ R.

The description of C is constructive in the sense that given a cdf G it is straightforward
to construct the corresponding pdf f ∈ C. On the other hand, for a given pdf f it is in
general not easy to determine if it belongs to C, i.e., to decide if ∑∞k=1 f+(s − k), s ∈ R, is
a cdf with finite mean value. The following two results settle this question for a restricted
class of probability density functions.
Corollary 3.2 Let the pdf f have support [a, a + 1], a ∈ R. Then f ∈ C if and only if f
is a pdf of the uniform distribution on this interval.
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PROOF. It follows from Theorem 3.1 and Definition 3.2 that f ∈ C has support [b−1, c] if
and only if the cdf G, such that f (s) = G(s + 1) − G(s), has support [b, c]. Hence, f has
support [a, a + 1] if and only if G is degenerated at a + 1. A trivial calculation learns that
in this case f is the right-continuous pdf of the uniform distribution on [a, a + 1].
Corollary 3.3 Let f be a pdf of the uniform distribution with support [a, b], a, b ∈ R.
Then f ∈ C if and only if b − a ∈ Z+.
PROOF. Consider the right-continuous version of f given by f+(s) = (b − a)−1 on [a, b),
and f+(s) = 0 otherwise. By Corollary 3.1, the pdf f is in C if and only if G(s) :=∑∞
k=1 f+(s − k), s ∈ R, is a cdf with finite mean value. It holds
G(s) = (b − a)−1N(s), s ∈ R,
where N(s) = |{k ∈ Z+\{0} : s−k ∈ [a, b)}|. It remains to verify under which conditions
on a and b the function G is a cdf.
Suppose b − a = n + ε with n ∈ Z+ and 0 < ε < 1. Then N(a + 1 + n) = n + 1 so
that G(a+ 1+n) = (n+ 1)/(n+ ε) > 1. Obviously, G is not a cdf in this case. It remains
to consider b − a = n with n ∈ Z+ \ {0}. Then we get
G(s) =


0, s ∈ (−∞, a + 1),
k/n, s ∈ [a + k, a + k + 1), k = 1, . . . , n − 1,
1, s ∈ [a + n,∞),
and this is a cdf (with obviously a finite mean value), indeed.
Finally, we give precise conditions such that a weighted sum (possibly non-denumer-
able) of elements of C belongs to C itself.
Lemma 3.4 Let, for any t ∈ R, ft be a pdf in C with first absolute moment µ(t). If  is a
cdf on R such that
∫
µ(t) d(t) < ∞, then the function f , defined by
f (s) :=
∫ ∞
−∞
ft (s) d(t), s ∈ R,
is a pdf in C too.
PROOF. We will show that f is generated by some cdf G with finite mean value as in
Definition 3.2, so that f is a pdf in C by Theorem 3.1.
For any t ∈ R, there exists a cdf Gt which generates the pdf ft since ft ∈ C. Define
G(s) :=
∫ ∞
−∞
Gt(s) d(t), s ∈ R.
It is easy to see that G(−∞) = 0, G(∞) = 1 and that G is nondecreasing. It is
right-continuous since, for s ∈ R,
lim
u↓s G(u) = limu↓s
∫ ∞
−∞
Gt(u) d(t) =
∫ ∞
−∞
lim
u↓s Gt (u) d(t) = G(s),
where the second equality holds by Lebesgue’s dominated convergence theorem (using that
Gt ≤ 1). Hence G is a cdf. Moreover, following the proof of Theorem 3.1, G has a finite
mean value since f does:∫ ∞
−∞
|s|f (s) ds =
∫ ∞
−∞
{∫ ∞
−∞
|s|ft (s) ds
}
d(t) =
∫ ∞
−∞
µ(t) d(t) < ∞.
Finally, for s ∈ R,
f (s) =
∫ ∞
−∞
ft (s) d(t) =
∫ ∞
−∞
(
Gt(s + 1) − Gt(s)
)
d(t) = G(s + 1) − G(s),
so that f ∈ C.
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3.1 Reformulation in terms of random variables
Here we reformulate some of the results of the preceding section in terms of random vari-
ables. Note that the second part of the following lemma was already stated and proved in
Lemma 3.3. However, the proof is more straightforward in this setting, and in particular
it gives insight in the constant difference between the variances of a pdf f ∈ C and its
generator cdf G.
Lemma 3.5 Let G be an arbitrary cdf with finite mean value, and let η be a random variable
distributed according to G. Let ξ be another random variable. Assume that, for each s ∈ R,
the conditional distribution of ξ given η = s is the uniform distribution on [s − 1, s].
(i) Then ξ is continuously distributed, and its pdf f is generated by G in the sense of
Definition 3.2. In particular, f ∈ C.
(ii) Denote the mean value and variance of ξ and η by µf , σ 2f and µG, σ 2G, respectively.
Then µf = µG − 1/2 and σ 2f = σ 2G + 1/12.
PROOF.
(i) For z ∈ R it holds Pr{ξ ≤ z} = ∫∞−∞ Pr{ξ ≤ z|η = s} dG(s). The assumption implies
Pr{ξ ≤ z} =
∫
(−∞,z]
dG(s) +
∫
(z,z+1]
(z + 1 − s) dG(s)
= G(z) +
∫
(z,z+1]
{∫ z+1
s
dt
}
dG(s)
= G(z) +
∫ z+1
z
{∫
(z,t ]
dG(s)
}
dt
= G(z) +
∫ z+1
z
(
G(t) − G(z)) dt
=
∫ z+1
z
G(t) dt.
With reference to Lemma 3.3, this completes the proof.
(ii) Denoting by E [·] the expectation with respect to the distribution with cdf , we
have
µf = EG
[
EF |G [ξ |η]
] = EG [η − 1/2] = µG − 1/2
and
σ 2f = var (EF |G [ξ |η]) + EG [var ξ |η] = var (η − 1/2) + 1/12 = σ 2G + 1/12.
This result implies the following alternative description of the set C:
Corollary 3.4 Let ξ be a random variable with pdf f . Then f ∈ C if and only if there
exists a random variable η with finite mean value, such that for all s ∈ R the conditional
distribution of ξ given η = s is uniform on [s − 1, s].
It is not difficult to see sufficiency of this condition. For example, convexity of the
function g(z) = Eξ
[ξ − z+], z ∈ R, then follows from
Eξ
[ξ − z+] = ∫ z
−∞
t − zf (t) dt
=
∫ ∞
−∞
{∫ z
−∞
t − z · 1[s−1,s](t) dt
}
dG(s),
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where G denotes the cdf of η, since the inner integral is already a convex function of z by
Corollary 3.2.
On the other hand, since the condition is also necessary, we see that convexity of the
functions g, h, and Q depends ultimately on the requirement that any conditional distri-
bution of ξ be uniform on some interval of length 1. In this sense, the pdf of the uniform
distribution with unit support is the nucleus of the set C.
4 Continuous simple recourse representation of Q
Next we consider the representation of convex instances of Q as the one-dimensional ex-
pected value function Q¯ of a continuous simple recourse problem. The latter function can
be written as
Q¯(z) := q+Eξ
[
(ξ − z)+]+ q−Eξ [(ξ − z)−]
= q+
∫ ∞
z
(
1 − F(t)) dt − q− ∫ z
−∞
F(t) dt,
where F is the cdf of the random variable ξ , see e.g. [1] or [19]. Such a representation
exists by Theorem 3.1 in [3].
Theorem 4.1 Let ξ have a pdf f ∈ C and cdf F , and let G denote the cdf that generates f
according to Definition 3.2. Then
Q(z) = q+EψG
[
(ψG − z)+
]+ q−EψG [(ψG − z)−]+ q+q−q+ + q− , z ∈ R, (11)
where ψG is a random variable with cdf
WG(s) = q
+
q+ + q−G(s) +
q−
q+ + q−G(s + 1), s ∈ R. (12)
PROOF. For z ∈ R we have, see (2) and (3),
Q(z) = q+
∞∑
k=0
(
1 − F(z + k))− q− ∞∑
k=0
F(z − k)
= q+
∫ ∞
z
(
1 − G(t)) dt − q− ∫ z
−∞
G(t + 1) dt, (13)
where we used that F(s) = ∫ s+1
s
G(t) dt by Lemma 3.3.
It follows that
Q′+(z) = −q+
(
1 − G(z))+ q−G(z + 1),
so that the cdf WG follows trivially from Theorem 3.1 in [3] which states that WG(s) =
(Q′+(s) + q+)/(q+ + q−), s ∈ R.
The constant in (11) is equal to
c = Q(z) −
(
q+EψG
[
(ψG − z)+
]+ q−EψG [(ψG − z)−])
for an arbitrary value of z ∈ R. Substitution of (13) gives
c = q+
∫ ∞
z
(
1 − G(t)) dt + q− ∫ z
−∞
G(t + 1) dt
− q+
∫ ∞
z
(
1 − WG(t)
)
dt − q−
∫ z
−∞
WG(t) dt
= q+
∫ ∞
z
(
WG(t) − G(t)
)
dt + q−
∫ z
−∞
(
G(t + 1) − WG(t)
)
dt. (14)
14
0 5 10
2
3
4
5
6
7
8
9
10
11
12
−3 −2 −1 0 1
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
Figure 4.1: Approximations of the function Q (q + = 1, q− = 2) by replacing the distri-
bution F by the distribution f (s) = F(s+1/2)−F(s−1/2), s ∈ R. The function value in
discontinuity points is depicted by ◦, the function Q by a dashed curve, and the approxima-
tion by a solid curve. Left: F is the discrete distribution on {1, 3, 5, 7, 9} with probabilities
1/15, 5/15, 3/15, 4/15, 2/15, respectively. Right: F is the normal distribution with mean
value 0 and variance 0.05.
Using (12) to substitute for WG, we find that the integrands of the first and the second term
in (14) are equal to q−f (t)/(q+ + q−) and q+f (t)/(q+ + q−), respectively. The result
now follows.
We conclude that the function Q is equal (up to a constant) to the one-dimensional
expected value function of a continuous simple recourse problem. In addition to its intrinsic
theoretical value, this result is of practical use if the cdf G that generates the pdf f is known
(actually, if we know Gi for all m2 terms of the n1-dimensional expected value function
function Q). In that case, we know all data of the continuous simple recourse model that
is equivalent to our integer simple recourse model, and hence may solve the problem using
existing special purpose software. The remainder of this paper is devoted to a class of
approximations (of the underlying distribution, and hence of Q) for which it is possible to
follow this approach.
5 Definition of α-approximations
In Section 3 we defined the class C of probability density functions that correspond to con-
vex expected value functions Q of simple integer recourse problems with fixed T matrix
and random right-hand side parameters. If an arbitrary cdf F is approximated by a distri-
bution in C, the corresponding one-dimensional expected value function will be a convex
approximation of Q. We will study here a subclass of C for approximating a cdf F , con-
sisting of what we call α-approximations.
The definition of α-approximations below is independent of the exposition in the previ-
ous section. In Corollary 5.1 below it is indicated by which distribution the α-approximation
is generated in the sense of the previous section.
Definition 5.1 For α ∈ [0, 1) and F a cdf of a random variable, the α-approximation F α of
F is defined as the piecewise linear function generated by the restriction of F to the lattice
α + Z. That is, for any s¯ ∈ α + Z,
Fα(s) := F(s¯) + (s − s¯)
(
F(s¯ + 1) − F(s¯)) , s ∈ [s¯, s¯ + 1].
Since Fα is continuous and non-decreasing with lim s→−∞ Fα(s) = 0 and
lims→∞ Fα(s) = 1, it is a cdf itself. If ξ is a random variable with cdf F , any random
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variable ξα with cdf Fα will be called an α-approximation of ξ . That is, the distribution of
any α-approximation ξα is characterized by the following two properties. For all s¯ ∈ α+Z,
(a) Pr{ξα ∈ (s¯, s¯ + 1]} = Pr{ξ ∈ (s¯, s¯ + 1]}
(b) Given ξα ∈ (s¯, s¯ + 1], its conditional distribution is uniform.
Notice that ξα has a pdf even if ξ does not.
Remark 5.1 In Definition 5.1 the α-approximation is based on the right continuous cdf F .
An alternative definition of the α-approximation is based on the left continuous version Fˆ
of F , in the following way. For any s¯ ∈ α + Z,
Fˆα(s) := Fˆ (s¯) + (s − s¯)
(
Fˆ (s¯ + 1) − Fˆ (s¯)
)
, s ∈ [s¯, s¯ + 1].
Of course, if Pr{ξ ∈ α + Z} = 0, both definitions lead to the same result. In particular
this is true if ξ is continuously distributed. On the other hand, if Pr{ξ ∈ α + Z} > 0 the
alternative definition gives a distribution that is different from the one in Definition 5.1.
For the calculus with α-approximations we need the following generalization of the
concepts of integer round down and integer round up.
Definition 5.2 For s ∈ R and α ∈ [0, 1), the round down and the round up of s with respect
to α + Z are defined as, respectively,
sα := max{α + k : α + k ≤ s, k ∈ Z}
sα := min{α + k : α + k ≥ s, k ∈ Z},
i.e., sα = s − α + α and sα = s − α + α.
Notice that for all s ∈ R, α ∈ [0, 1), we have that sα ≤ s ≤ sα. In particular, if
s ∈ α + Z then sα = s = sα, and if s ∈ α + Z then sα < s < sα = sα + 1.
Obviously, the usual integer round down and round up correspond to the case α = 0.
The next lemma gives formulae for the α-approximation Fα of F and its pdf fα that
will be used frequently.
Lemma 5.1 Let F be the cdf of a random variable. For α ∈ [0, 1), its α-approximation is
the cdf Fα given by
Fα(s) = F(sα) + (s − sα)
(
F(sα) − F(sα)
)
, s ∈ R.
The right-continuous version fα of the pdf of Fα is given by the piecewise constant function
fα(s) = F(sα + 1) − F(sα), s ∈ R, (15)
which is constant on every unit interval [α + k, α + k + 1), k ∈ Z.
In particular,
fα(s) = F(sα) − F(sα) =
∫
Sα(s)
dF (t), s ∈ α + Z,
where Sα(s) = (sα, sα].
PROOF. The formula for Fα is a reformulation of its definition for s ∈ α+Z, but obviously
it is also true for s ∈ α+Z. The formula for fα follows from the one for Fα since fα is the
right derivative of Fα .
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Figure 5.1: Let ξ ∼ N (0, 1/2) and α = 1/4. Left: cdfs F (dashed) and Fα . Right: pdfs f
(dashed) and fα .
See Figure 5.1 for examples of α-approximations Fα and fα .
We proceed by showing that fα ∈ C if it has a finite mean value. In this context, it
is relevant to consider the distribution of the random variables ξ α := ξ − α + α and
ξα := ξ − α + α for a fixed α ∈ [0, 1), where ξ is a random variable with an arbitrary
cdf F . Both ξα and ξα have values in α + Z, and
Pr{ξα < s} = Pr{ξ < sα} = Fˆ (sα), s ∈ R,
Pr{ξα ≤ s} = Pr{ξ ≤ sα} = F(sα), s ∈ R,
where we used that xα < y ⇔ x < yα and xα ≤ y ⇔ x ≤ yα for all x, y ∈ R.
Corollary 5.1 Let F be a cdf with finite mean value. Then fα ∈ C for all α ∈ [0, 1). In
fact, fα is generated by the cdf Gα(s) = F(sα), s ∈ R of ξα , where ξ is a random
variable with cdf F .
PROOF. Immediate from (15) and Lemma 3.3. Obviously, Gα has finite mean value since
F has.
Remark 5.1 continued. It can be verified that the alternative definition of α-approxima-
tions, based on the left-continuous version Fˆ of F , leads to the pdf generated by the distri-
bution of ξα + 1.
In the sequel we restrict ourselves to the case that ξ is continuously distributed. There
are two reasons to accept this loss of generality. In the first place, for the case that ξ
follows a discrete distribution we can resort to the convex hull of the function Q, see [3,
4]. Because of the favorable properties of the convex hull, there is no need to investigate
other approximations for this class. Secondly, the analysis of the general case is more
complicated, since it appears that for the α-approximation of the expected shortage function
h the alternative definition in Remark 5.1 is appropriate, whereas Definition 5.1 is suitable
in case of the expected surplus function g. Consequently, for discretely distributed ξ it
is quite possible that different α-approximations are needed in the two constituents of the
function Q. So far we have only been able to prove interesting results for continuously
distributed ξ .
6 Analysis of α-approximations
We first study α-approximations of the expected surplus function g. We derive a bound on
the error of the approximations that is uniform in α ∈ [0, 1). In Subsection 6.2 we consider
convex combinations of α-approximations. Subsection 6.3 contains the corresponding re-
sults for the expected shortage function h. In Subsection 6.4 we first combine the preceding
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results to obtain convex approximations Qα for the one-dimensional expected value func-
tion Q, and then discuss interpretations of the above-mentioned uniform error bound. In
Section 7 we consider the representation of Qα as the one-dimensional expected value
function of a continuous simple recourse problem. In particular, it will be shown that the
distribution of the random variable appearing in the latter problem can be calculated di-
rectly. Subsequently, in Section 8 we extend the results to the n1-dimensional expected
value function Q, and discuss the relation between the optimal values of a simple integer
recourse problem and its α-approximations.
6.1 The expected surplus function
In the following lemma we define α-approximations of the expected surplus function g.
Lemma 6.1 Let ξ be a random variable with Eξ [ξ ] ∈ R. For all α ∈ [0, 1), let ξα be an
α-approximation of ξ . For each α ∈ [0, 1) define
gα(z) := Eξα
[ξα − z+] , z ∈ R.
Then gα(z) = ∑∞k=0(1 − Fα(z + k)), z ∈ R. For all α ∈ [0, 1) it is a convex function.
The function gα is completely determined by the expected surplus function g(z) =
Eξ
[ξ − z+] in the following way. It is the piecewise linear function generated by the
restriction of g to α + Z. That is,
gα(z) = g(zα) + (z − zα)
(
g(zα) − g(zα)
)
= g(zα) + (z − zα)
(
F(zα) − 1
)
, z ∈ R.
In particular, gα(z) = g(z) for z ∈ α + Z.
PROOF. Since fα , the pdf of ξα , is in C by Corollary 5.1, we know that gα is a convex
function satisfying gα(z) = ∑∞k=0(1 − Fα(z + k)), z ∈ R. Similarly, g(z) = ∑∞k=0(1 −
F(z + k)). Restricting the attention to z ∈ α + Z, we see that z + k ∈ α + Z for all
k ∈ Z, so that Fα(z + k) = F(z + k) for all k ∈ Z. Consequently, gα coincides with g
on α + Z. Consider next the case z ∈ [z¯, z¯ + 1] for any z¯ ∈ α + Z. Then for each k ∈ Z
we have z + k ∈ [z¯ + k, z¯ + k + 1] with z¯ + k and z¯ + k + 1 two neighboring points in
α + Z. Hence, 1 − Fα(z + k) is (affine-)linear in z on [z¯, z¯ + 1] for each k ∈ Z, and so is
gα(z) = ∑∞k=0(1 − Fα(z + k)). Consequently, for z¯ ∈ α + Z,
gα(z) = gα(z¯) + (z − z¯)
(
gα(z¯ + 1) − gα(z¯)
)
= g(z¯) + (z − z¯) (g(z¯ + 1) − g(z¯)) , z ∈ [z¯, z¯ + 1].
Since, for z ∈ R, zα ≤ z ≤ zα, zα ∈ α+Z, and zα = zα+1 unless z−zα = 0,
this implies
gα(z) = g(zα) + (z − zα)
(
g(zα) − g(zα)
)
= g(zα) + (z − zα)
(
F(zα) − 1
)
, z ∈ R,
where the last equality follows directly from (2).
Remark 6.1 Instead of using Corollary 5.1 to prove that gα is convex, this can also be seen
directly from the relation between the functions gα and g. Convexity follows immediately
from the fact that the cdf F is non-decreasing. Alternatively, since gα is piecewise linear
and coincides with g on the set α + Z, it is convex by Lemma 3.1.
In the following we assume that the random variable ξ in the definition of the expected
surplus function g is continuously distributed with pdf f ∈ F . Under this assumption
we will derive a bound, independent of α, on the uniform distance between g α and g:
‖gα − g‖∞ = supz∈R |gα(z) − g(z)|. The supremum norm is the appropriate norm here
since it will later provide directly a bound on the difference between the minimum value of
Q and that of its α-approximationQα (see Section 8).
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Remark 6.2 Independent of the distribution type of ξ we have the trivial error bound
‖gα−g‖∞ ≤ 1. This bound follows directly from the monotonicity of gα and g and the ob-
servation that, for all z ∈ R, both gα(z) and g(z) are bounded by g(zα) and g(zα + 1).
Hence
|gα(z) − g(z)| ≤ g(zα) − g(zα + 1) = 1 − F(zα) ≤ 1 ∀z ∈ R,
where F is the cdf of ξ .
Theorem 6.1 Assume that ξ has a pdf f ∈ F . Then, for all z ∈ R and all α ∈ [0, 1),
|gα(z) − g(z)| ≤ min
{
z − zα, zα − z
} ||f
2
,
so that
‖gα − g‖∞ ≤ ||f4 ,
where ||f denotes the total variation of f on R.
In particular, if the pdf f is unimodal then ‖gα − g‖∞ ≤ f (ν)/2 for all α ∈ [0, 1),
where ν is the mode of the distribution.
The rather technical proof of Theorem 6.1 is presented in Appendix A.2.
In many cases, the error bound given in Theorem 6.1 is sharper than the trivial bound
‖gα−g‖∞ ≤ 1. Only if ||f > 4, which for example for normal distributions corresponds
to a variance less than 0.04, this is not the case.
In Section 6.4 where we present similar results for the function Q, we will discuss
interpretations of the error bound.
6.2 Convex combinations of α-approximations
For each α ∈ [0, 1) we defined the α-approximation Fα of the cdf F of ξ , and derived
a uniform upper bound on the difference of the corresponding expected surplus functions
gα and g in case F has a pdf f . Moreover, we showed that Fα has a pdf fα , and if
F has a finite mean value then fα ∈ C. We now consider convex combinations of α-
approximations
∑n
i=1 λiFαi , with λi > 0,
∑n
i=1 λi = 1, αi ∈ [0, 1). Due to Lemma 3.4,
such distributions yield convex expected surplus functions too. We will show that by taking
convex combinations the uniform upper bound can be reduced by a factor 2.
First we consider a special case. For any α, β ∈ [0, 1), we define
fαβ(s) = fα(s) + fβ(s)2 , s ∈ R,
where fγ , γ = α, β, is the right-continuous version of the pdf of the γ -approximation of
F .
To facilitate the exposition below, we introduce the following notation. For α ∈ [0, 1),
define
mα(z) := min
{
z − zα, zα − z
}
, z ∈ R.
The function mα is depicted in Figure 6.1. First of all, we note that mα(z) ≤ 1/2 for all
z ∈ R and all α ∈ [0, 1). Moreover, for all z ∈ R
mα(z) + mα(z + 1/2) = 1/2 ∀α ∈ [0, 1). (16)
This relation is easy to prove for the special case α = 0, and the general case then follows
from mα(z) = m0(z − α), z ∈ R, which is easily derived using Definition 5.2. Finally,
again using Definition 5.2 we see that for all α ∈ [0, 1/2) it holds
z + 1/2α = z − 1/2 − α + α + 1 = zα+ 12 + 1/2 ∀z ∈ R.
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Figure 6.1: The functions mα and mβ (dashed) with β − α = 1/2.
It follows that if |α − β| = 1/2 then
mα(z + 1/2) = mβ(z) ∀z ∈ R. (17)
Corollary 6.1 Let F be a cdf with finite mean value. For α, β ∈ [0, 1), let ξαβ be any
random variable with pdf fαβ . Then the corresponding expected surplus function gαβ ,
defined by
gαβ(z) = Eξαβ
[ξαβ − z+] , z ∈ R,
is piecewise linear and convex. Moreover, if F has a pdf f with f ∈ F and if |α − β| =
1/2, then
‖gαβ − g‖∞ ≤ ||f8 . (18)
PROOF. It is easy to see that
gαβ(z) = gα(z) + gβ(z)2 , z ∈ R,
so that gαβ is piecewise linear and convex by Lemma 6.1.
To prove the second statement, we use that for all z ∈ R
∣∣gαβ(z) − g(z)∣∣ ≤ |gα(z) − g(z)| +
∣∣gβ(z) − g(z)∣∣
2
≤ (mα(z) + mβ(z)) ||f4
where the second inequality follows from Theorem 6.1.
By our choice of α and β it follows from (16) and (17) that mα(z) + mβ(z) ≡ 1/2,
which is illustrated in Figure 6.1. This completes the proof.
Given Corollary 6.1, one might expect further improvement of the error bound (18) if
the approximation is based on combinations of more than two piecewise constant pdfs f α ,
α ∈ [0, 1). However, we will prove that this is not the case.
Since we wish to consider all possible convex combinations of pdfs fα , α ∈ [0, 1), it
is convenient to interpret α as a random variable with support contained in [0, 1). To avoid
possible confusion, we will write α˜ to denote the random variable whereas α is a scalar in
[0, 1) as before.
Theorem 6.2 Let A denote the collection of all cdfs of distributions on the half-open in-
terval [0, 1). Then
min
∈A
max
z∈R
∫
ms(z) d(s) = 14 .
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PROOF. For any  ∈ A
sup
z∈R
∫
ms(z) d(s)
= sup
z∈R
{
max
{∫
ms(z) d(s),
∫
ms(z + 1/2) d(s)
}}
≥ sup
z∈R
{
1
2
(∫
ms(z) d(s) +
∫
ms(z + 1/2) d(s)
)}
= sup
z∈R
∫ 1
2
(
ms(z) + ms(z + 1/2)
)
d(s) = 1
4
,
where the final equality follows from (16). The result now follows, since Corollary 6.1
implies that if the random variable α˜ has support {α, β} such that |α − β| = 1/2 and
Pr{α˜ = α} = Pr{α˜ = β} = 1/2 then∫
ms(z) dα˜(s) = 12
(
ms(z) + ms(z + 1/2)
) = 1
4
∀z ∈ R,
where α˜ denotes the cdf of α˜.
We conclude that, compared to the error bound given in Theorem 6.1, the error bound
can be reduced by a factor 2 if we allow convex combinations of pdfs f α . However, in that
case we lose the property that the approximation coincides with g at all points in α +Z for
some α ∈ [0, 1).
6.3 The expected shortage function
Next we turn to approximations of the expected shortage function h(z) = E ξ
[ξ − z−],
z ∈ R. Recall that by Lemma 2.1 it holds that h(z) = gζ (−z) for all z, where gζ is the
function that is obtained from g if the random variable ξ is replaced by ζ = −ξ . Moreover,
ζ has cdf Fζ (s) = 1 − Fˆ (−s), s ∈ R, where Fˆ is the left continuous version of F . Since
we assume that ξ is continuously distributed, we have Fζ (s) = 1 −F(−s), s ∈ R. If ξ has
pdf f then ζ has pdf fζ (s) = f (−s), s ∈ R, with total variation ||fζ = ||f .
Consequently, all results derived for the approximations gα trivially imply correspond-
ing results for the approximations hα(z) = Eξα
[ξα − z−], z ∈ R, α ∈ [0, 1). Instead
of listing them separately, we refer to the results below for the function Qα , which on
choosing q+ = 0 and q− = 1 apply to the function hα .
Remark 6.3 Note that the indicated results for the function h are based on the fact that
Fα(s) = F(s) = Fˆ (s), s ∈ α + Z, which is true by the assumption that ξ is a continu-
ous random variable (see Remark 5.1). As an example of the problems that arise if ξ is
discretely distributed, we note that instead of hα(z) = h(z) for all z ∈ α + Z, we obtain
hα(z) = h(z) + Pr{ξ ∈ z − Z+} = lims↓z h(s), for all such z.
6.4 The one-dimensional expected value function
By combining the results for gα and hα we obtain the corresponding results for the α-
approximations Qα = q+gα + q−hα , α ∈ [0, 1), of the one-dimensional expected value
function Q.
Theorem 6.3 Let ξ be a continuous random variable with pdf f . For all α ∈ [0, 1), let ξ α
be an α-approximation of ξ . For each α ∈ [0, 1) define
Qα(z) := q+Eξα
[ξα − z+]+ q−Eξα [ξα − z−] , z ∈ R,
where q+ and q− are non-negative scalars. Then
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(a) For each α, the function Qα is convex. It is related to the function Q(z) = q+Eξ [ξ −
z+] + q−Eξ
[ξ − z−] by the equation
Qα(z) = Q(zα) + (z − zα)
(
Q(zα) − Q(zα)
)
= Q(zα) + (z − zα)
(− q+ + q+F(zα) + q−F(zα)) ,
so that Qα is the piecewise linear function that coincides with Q at all points α + k,
k ∈ Z.
(b) Independent of the distribution type of ξ it holds ‖Qα − Q‖∞ ≤ 1.
Assume that the pdf f ∈ F . Then, for all z ∈ R,
|Qα(z) − Q(z)| ≤ min
{
z − zα, zα − z
}
(q+ + q−) ||f
2
,
so that
‖Qα − Q‖∞ ≤ (q+ + q−) ||f4 .
In particular, if the pdf f is unimodal then
‖Qα − Q‖∞ ≤ (q+ + q−) f (ν)2 ,
where ν is the mode of the distribution.
(c) Let, for α and β different numbers in [0, 1), ξαβ be a random variable that is equal to ξα
with probability 1/2 and to ξβ with the complementary probability. It has a piecewise
constant right-continuous pdf fαβ(s) =
(
fα(s) + fβ(s)
)
/2, s ∈ R. Then
Qαβ(z) = q+Eξαβ
[ξαβ − z+]+ q−Eξαβ [ξαβ − z−] , z ∈ R,
is a piecewise linear convex function. If f ∈ F and in addition it holds |α − β| = 1/2,
then
‖Qαβ − Q‖∞ ≤ (q+ + q−) ||f8 .
Moreover, this uniform error bound can not be reduced by using other convex combi-
nations of pdfs of type fα .
See Figure 6.2 for an example of the functions Q and Qα .
Now it is time to reflect on the interpretation of the error bound that we have established
for the case that ξ follows a continuous distribution. By Theorem 6.3 the error bound is
proportional to the total variation of the pdf f of ξ . Computational experiments suggest
that for many distributions the total variation of a pdf decreases as the variance of the
distribution increases. For example, this correspondence holds if such a change of the
distribution means that the probability mass is spread out more evenly over the (perhaps
wider) support. Consequently, we would expect that the approximation Qα becomes better
as the variance in the distribution of ξ becomes higher. This expectation is supported by
many examples, including the following.
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Figure 6.2: The functions Q (dashed) and Qα in case ξ ∼ N (0, 0.05), q+ = 1, q− = 1.5,
and α = 0.5.
Example 6.1 Assume that ξ ∼ N (µ, σ 2) and that q+ = q− = 1. Then, for all z ∈ R and
every α ∈ [0, 1),
‖Qα − Q‖∞ ≤ (q+ + q−) ||f4
= f (µ) = 1√
2πσ
,
where we used that the pdf of the normal distribution is unimodal with mode µ.

Another interpretation of the error bound comes to mind. Let G denote the collection
of all finite convex functions on R. Then we may measure the degree of non-convexity of
any finite function ϕ : R → R by its distance d(ϕ |G) to this set, defined as
d(ϕ |G) := inf
v∈G
‖ϕ − v‖∞.
We see that d(ϕ |G) = 0 if a finite function ϕ is convex, whereas d(ϕ |G) > 0 if ϕ is non-
convex. From Theorem 6.3 we conclude that the degree of non-convexity of Q is bounded
by a multiple of the total variation of the pdf f :
d(Q |G) = inf
v∈G
‖Q − v‖∞
≤ ‖Q − Qαβ‖∞
≤ (q+ + q−) ||f
8
.
Since this upper bound can not be reduced by using other convex combinations of densities
of the type fα that are known to generate convex functions, we conjecture that this upper
bound is rather sharp. This means that the degree of non-convexity of Q decreases if the
total variation of the underlying pdf f decreases.
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7 Continuous simple recourse representation of Qα
Next we consider the representation of Qα as the one-dimensional expected value function
of a continuous simple recourse problem, as implied by Theorem 4.1.
Corollary 7.1 Let ξ be a continuous random variable with cdf F with finite mean value,
and α ∈ [0, 1). Denote, as before, the α-approximation of the one-dimensional expected
value function by Qα . Then
Qα(z) = q+Eψα
[
(ψα − z)+
]+ q−Eψα [(ψα − z)−]+ q+q−
q+ + q− , z ∈ R, (19)
where ψα is a random variable with cdf
Wα(s) = q
+
q+ + q−F(sα) +
q−
q+ + q−F(sα + 1), s ∈ R. (20)
That is, ψα is a discrete random variable with support in α + Z and
Pr{ψα = α + k} = q
+
q+ + q−
(
F(α + k) − F(α + k − 1))
+ q
−
q+ + q−
(
F(α + k + 1) − F(α + k)) , k ∈ Z.
PROOF. By Corollary 5.1, fα ∈ C since it is generated by F(·α). Therefore, the equations
(19) and (20) follow from Theorem 4.1, which proves these results for any f ∈ C.
We conclude that the function Qα is equal (up to a constant) to the one-dimensional
expected value function of a continuous simple recourse problem, and that the discrete
distribution of its right-hand side random variable ψα can be computed directly from the
distribution of ξ .
The following corollary is an alternative formulation of the latter result in terms of
random variables. It characterizes ψα as a ‘probabilistic’ round of ξ with respect to α +Z:
Pr{ψα = ξα} = q
−
q+ + q− , Pr{ψα = ξα} =
q+
q+ + q− .
Corollary 7.2 Assume the setting of Corollary 7.1. Define the discrete random variable η,
independent of ξ , such that
Pr{η = 0} = q
+
q+ + q− , Pr{η = 1} =
q−
q+ + q− .
Then ξα − η has the same distribution as ψα .
PROOF. Obviously, the support of ψα is a subset of α +Z. Defining p0 := q+/(q+ + q−)
and p1 := q−/(q+ + q−), it holds, for k ∈ Z,
Pr{ξα − η = α + k}
= Pr{ξα = α + k ∧ η = 0} + Pr{ξα = α + k + 1 ∧ η = 1}
= p0 Pr{α + k − 1 < ξ ≤ α + k} + p1 Pr{α + k < ξ ≤ α + k + 1}
= p0
(
F(α + k) − F(α + k − 1))+ p1 (F(α + k + 1) − F(α + k))
= Pr{ψα = α + k}.
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The function Qαβ , defined in Theorem 6.3 (c), is also representable as a one-dimen-
sional continuous recourse expected value function.
Corollary 7.3 Let ξ be a continuous random variable with cdf F . Then the one-dimen-
sional expected value function corresponding to ξαβ can be written as follows.
Qαβ(z) = q+Eψαβ
[
(ψαβ − z)+
]+ q−Eψαβ [(ψαβ − z)−]+ q+q−q+ + q− , z ∈ R,
where ψαβ is a random variable with cdf
Wαβ(s) = q
+
q+ + q−
F(sα) + F(sβ)
2
+ q
−
q+ + q−
F(sα + 1) + F(sβ + 1)
2
, s ∈ R.
Hence we may use the following transformation to get ψαβ from ξ :
ψαβ =


ξα w.p. p0/2;
ξα w.p. p1/2;
ξβ w.p. p0/2;
ξβ w.p. p1/2,
where p0 := q+/(q+ + q−) and p1 := q−/(q+ + q−).
PROOF. It follows from the definition of Qαβ that it is equal to (Qα + Qβ)/2. Hence, by
Corollary 7.1 we have Wαβ = (Wα + Wβ)/2, which is the formula given above.
The relation between ψαβ and ξ is proved in the same way as the corresponding result
in Corollary 7.2.
8 The expected value function
Here we consider α-approximations, similar to the ones explained in the previous sections,
of the n1-dimensional expected value functionQ, which we recall is given by
Q(x) :=
m2∑
i=1
Qi(Tix), x ∈ Rn1 ,
where
Qi(Tix) := q+i Eξi
[ξi − Tix+]+ q−i Eξi [ξi − Tix−] ,
Ti is the ith row of the technology matrix matrix T , and ξ i is the ith component of the
m2-dimensional random vector ξ .
Below we extend the results of the previous sections to the higher-dimensional case.
All results follow directly from the one-dimensional case, and therefore we omit the proof.
Note that below α denotes an m2-dimensional vector in [0, 1)m2 ; each of its components
αi corresponds to the function Qi , i = 1, . . . ,m2. To alleviate notational burden, we use
e.g. Qαi instead of Qi,αi to denote the αi -approximation of Qi ; analogously, fαβi denotes
the αiβi-approximation of a pdf fi .
Theorem 8.1 Let ξ = (ξ1, . . . , ξm2) be a random vector with finite mean value, and as-
sume that each component is continuously distributed. Let f i denote the marginal pdf of
ξi , i = 1, . . . ,m2. For each α = (α1, . . . , αm2) ∈ [0, 1)m2 , let ξαi , i = 1, . . . ,m2, be an
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α-approximation of ξi . For each α ∈ [0, 1)m2 define the α-approximation of the expected
value functionQ as
Qα(x) :=
m2∑
i=1
Qαi (Tix), x ∈ Rn1 ,
where
Qαi (Tix) := q+i Eξαi
[ξαi − Tix+]+ q−i Eξαi [ξαi − Tix−] .
Then
(a) For each α, the function Qα is convex and polyhedral. It is affine on every polyhedral
set
{
x ∈ Rn1 : k + α ≤ T x ≤ k + 1 + α} , k ∈ Zm2,
where 1 denotes the m2-dimensional vector (1, . . . , 1). Moreover,
Qα(x) = Q(x) if T x ∈ α + Zm2 .
(b) For all α ∈ [0, 1)m2 and x ∈ Rn1 ,
Qα(x) =
m2∑
i=1
(
q+i Eψαi
[
(ψαi − Tix)+
]+ q−Eψαi [(ψαi − Tix)−]
)
+
m2∑
i=1
q+i q
−
i
q+i + q−i
,
where ψαi = ξiαi − ηi , i = 1, . . . ,m2, and ηi is a random variable, independent of
all other random variables, such that
Pr{ηi = 0} = q
+
i
q+i + q−i
, Pr{ηi = 1} = q
−
i
q+i + q−i
.
(c) Independent of the distribution type of ξ it holds ‖Q α −Q‖∞ ≤ 1.
Assume that for i = 1, . . . ,m2 the pdf fi is contained in F . Then for all α ∈ Zm2 ,
‖Qα −Q‖∞ ≤
m2∑
i=1
(q+i + q−i )
||fi
4
.
In particular, if each pdf fi is unimodal then
‖Qα −Q‖∞ ≤
m2∑
i=1
(q+i + q−i )
fi(νi)
2
,
where νi is the mode of the distribution of ξi .
(d) Let α, β ∈ [0, 1)m2 . For i = 1, . . . ,m2, define ξαβi to be the continuous random
variable with piecewise constant pdf fαβi given by
fαβi (s) =
fαi (s) + fβi (s)
2
, s ∈ R,
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where fαi (fβi ) denotes the right-continuous pdf of the αi(βi)-approximation of ξi .
Then
Qαβ(x) =
m2∑
i=1
(
q+i Eξαβi
[ξαβi − Tix+]+ q−i Eξαβi [ξαβi − Tix−]
)
is a polyhedral convex function.
(e) For all α, β ∈ [0, 1)m2 and x ∈ Rn1 ,
Qαβ(x) =
m2∑
i=1
(
q+i Eψαβi
[
(ψαβi − Tix)+
]+ q−i Eψαβi [(ψαβi − Tix)−]
)
+
m2∑
i=1
q+i q
−
i
q+i + q−i
,
where, for i = 1, . . . ,m2,
ψαβi =


ξiαi w.p. pi0/2;
ξiαi w.p. pi1/2;
ξiβi w.p. pi0/2;
ξiβi w.p. pi1/2,
with pi0 := q+i /(q+i + q−i ) and pi1 := q−i /(q+i + q−i ).
(f) If, for i = 1, . . . ,m2, fi ∈ F and |αi − βi | = 1/2, then
‖Qαβ −Q‖∞ ≤
m2∑
i=1
(q+i + q−i )
||fi
8
.
Moreover, this uniform error bound can not be reduced by using other convex combi-
nations of α-approximations.
We see that the best α-approximation (that is, with the lowest error bound) of the func-
tionQ is obtained by using compound pdfs fαβi , i = 1, . . . ,m2, as defined under (d) in the
theorem above. However, unlike the case with simple pdf fαi , we do not know the points
where the functions Q and Qαβ coincide. Below we will see that precisely this informa-
tion is used for comparing the optimal values of a simple integer recourse problem and its
α-approximations.
In any case, the main conclusion is that for each α ∈ [0, 1)m2 the associated α-
approximation of the simple integer recourse model, belonging to the family of convex
approximations given by
inf
x
{cx +Qα(x) : Ax = b, x ∈ Rn1+ }, α ∈ [0, 1)m2, (21)
is equivalent (up to a known constant in the objective function) to a continuous simple
recourse problem with random right-hand side vector ψα = (ψ1,α1, . . . , ψm2,αm2 ) with
known discrete distribution. Consequently, it can be solved by existing special purpose
algorithms for such problems. Obviously, the same is true for any approximation based on
compound pdfs.
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8.1 Optimal values of a SIR model and its α-approximations
We conclude with some results on the relation between the optimal values of the original
simple integer recourse problem (1) and the family of convex approximations given in (21).
For convenience, we will denote these problems byP and Pα, respectively. In fact, we will
use this notation to denote the problem as well as its optimal value, but the actual meaning
will be clear from the context.
Lemma 8.1 Consider a simple integer recourse program P with continuously distributed
right-hand side vector, and the family of convex α-approximationsP α , α ∈ [0, 1)m2 . Then
(a) infα Pα ≤ P
(b) If for some αˆ ∈ [0, 1)m2 the problem Pαˆ has an optimal solution xαˆ such that T xαˆ ∈
αˆ + Zm2 , then Pαˆ ≥ P .
(c) If, for all α ∈ [0, 1)m2 , the problem Pα has an optimal solution xα such that T xα ∈
α + Zm2 , then infα Pα = P .
PROOF.
(a) The result is trivially true if problem P has no solution.
Let xˆ be an optimal solution of P . Define αˆ = (αˆ1, . . . , αˆm2), with αˆi = Tixˆ −
Tixˆ, i = 1, 2, . . . ,m2. Then obviously T xˆ ∈ αˆ + Zm2 , so that Qαˆ(xˆ) = Q(xˆ) by
Theorem 8.1. In turn, this implies that P αˆ = P , which completes the proof.
(b) Immediate from Theorem 8.1 which implies that P αˆ = cxαˆ +Q(xαˆ), and the fact that
xαˆ is a feasible solution of problem P .
(c) Immediate from (a) and (b).
It is clear that the practical implications of Lemma 8.1 are not very strong. However,
it follows from Theorem 8.1 that for an arbitrary α the error of the approximation is small,
as soon as the total variation of the marginal probability density functions is small enough.
On the other hand, if these total variations are relatively high, then the choice of α can
significantly influence the quality of the approximation. Fortunately, using their continuous
simple recourse representation, the problems Pα can be solved very efficiently, allowing to
evaluate a large number of parameter values α ∈ [0, 1)m2 if necessary.
9 Concluding remarks
As stated in the introduction of this paper, simple integer recourse programs are convex only
in exceptional cases. This claim is backed by giving a complete description of the small
class of distributions that result in convex expected value functions. More importantly,
the results also provide a foundation for obtaining convex approximations for the more
common non-convex case.
Indeed, in case the function Q is non-convex for a given distribution with cdf F , we can
construct a convex approximation of Q by replacing the original distribution by one with a
pdf belonging to C. As indicated by Lemma 3.3, the pdf generated by G(s) = F(s − 1/2),
s ∈ R, is a possible candidate since it has the same mean value as F , and only a slightly
increased variance (see Figure 4.1). However, although it is reasonable to expect that a
good approximation of F yields a good approximation of Q, we have not been able to
derive a non-trivial error bound for such approximations in general. Such an error bound
can be derived for the class of α-approximations introduced in Section 5, in which case
the corresponding pdf is generated by G(s) = F(sα) := F(s − α + α) for any fixed
α ∈ [0, 1).
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Moreover, we have shown that the resulting convex approximating problem is equiv-
alent to a continuous simple recourse problem with explicitly known distribution of the
right-hand side random parameters. Thus, instead of solving a non-convex simple inte-
ger recourse problem, we can resort to solving a continuous simple recourse problem, for
which several efficient algorithms are available (see e.g. [8, 12]). This approach, in which
the underlying distribution and the recourse structure are modified simultaneously to obtain
an approximating problem which is easier to solve, can be applied also to other problem
classes, see [17].
Finally, we mention that although the results presented in this paper have been available
in research reports since 1997, they have not been published before. The main reason for
this was that at the time it was believed – by referees and authors – that it would not be
possible to generalize the results to more general recourse structures. However, in the mean
time we have been able to obtain similar results for the general class of complete integer
recourse models [18]. Recently, the same approach has yielded first results for mixed-
integer recourse problems. Thus, looking back, it appears that the results reported in this
paper have laid the foundations for an original approach to solving (mixed-)integer recourse
problems.
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A Appendix
A.1 Proof of Lemma 2.4
PROOF. The definitions of total increase and total decrease when applied to ϕ := ϕ 1 − ϕ2
imply
+ϕ([s,∞)) ≤ ϕ2(s), s ∈ R+,
−ϕ([s,∞)) ≤ ϕ1(s), s ∈ R+, (22)
Indeed,
+ϕ([s,∞)) ≤ +ϕ1([s,∞)) + +(−ϕ2)([s,∞))
= 0 + −ϕ2([s,∞)) = ϕ2(s),
since ϕ1 and ϕ2 are nonnegative and nonincreasing; the proof of the second inequality in
(22) is analogous. As a consequence, ϕ is of bounded variation on [0,∞):
||ϕ([0,∞)) = +ϕ([0,∞)) + −ϕ([0,∞)) ≤ ϕ2(0) + ϕ1(0) < ∞.
Since ϕ1 is nonnegative and nonincreasing, it holds (see e.g. [11]) that∫ ∞
0
ϕi(s) ds ≤
∞∑
k=0
ϕi(k) ≤
∫ ∞
0
ϕi(s) ds + ϕi(0), i = 1, 2,
−ϕ2(0) ≤
∞∑
k=0
ϕ(k) −
∫ ∞
0
ϕ(s) ds ≤ ϕ1(0). (23)
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We will prove that (4) is true because of (23). Both give a lower and upper bound for
the same difference of sum and integral. Because of (22), the bounds in (23) seem to be
weaker. However, by replacing the generators ϕ 1 and ϕ2 of ϕ by a ‘minimal’ one, we get
(4). Indeed, define the functions ϕ˜ i , i = 1, 2, on [0,∞) by
ϕ˜1(s) := −ϕ([s,∞)), s ∈ R+,
ϕ˜2(s) := +ϕ([s,∞)), s ∈ R+.
Obviously, ϕ˜1 and ϕ˜2 are finite, nonnegative, nonincreasing functions on [0,∞) satisfying
0 ≤ ϕ˜i ≤ ϕi , i = 1, 2. Therefore they are integrable too. Moreover, ϕ˜ := ϕ˜ 1 − ϕ˜2 = ϕ.
This is a direct consequence of
−ϕ˜(s) = +ϕ([s,∞)) − −ϕ([s,∞)) = lim
t→∞ϕ(t) − ϕ(s) = −ϕ(s), s ∈ R,
where the second equality follows from the definitions of total increase and total decrease.
As a consequence, ϕ˜1 and ϕ˜2 satisfy all the conditions we need for ϕ1 and ϕ2. Using them
in (23) proves (4).
Finally, to prove (5) we use (4) to obtain
−+ϕ([0,∞)) − ϕ(0) ≤
∞∑
k=1
ϕ(k) −
∫ ∞
0
ϕ(s) ds ≤ −ϕ([0,∞)) − ϕ(0),
and the result now follows since
−+ϕ([0,∞)) − ϕ(0) = −ϕ˜2(0) −
(
ϕ˜1(0) − ϕ˜2(0)
)
= −ϕ˜1(0) = −−ϕ([0,∞))
−ϕ([0,∞)) − ϕ(0) = ϕ˜1(0) −
(
ϕ˜1(0) − ϕ˜2(0)
)
= ϕ˜2(0) = +ϕ([0,∞)).
A.2 Proof of Theorem 6.1
The proof of Theorem 6.1 relies on two alternative expressions for the difference g α(z) −
g(z), z ∈ R, which we will derive first.
For all z ∈ R and α ∈ [0, 1), we have
gα(z) − g(z) =
∞∑
k=0
(
1 − Fα(z + k)
)− ∞∑
k=0
(
1 − F(z + k))
=
∞∑
k=0
(
F(z + k) − Fα(z + k)
)
=
∞∑
k=0
∫ z+k
−∞
(
f (s) − fα(s)
)
ds.
In particular
gα(zα) − g(zα) =
∞∑
k=0
∫ zα+k
−∞
(
f (s) − fα(s)
)
ds.
Subtraction gives
gα(z) − g(z) = gα(zα) − g(zα) +
∞∑
k=0
∫ z+k
zα+k
(
f (s) − fα(s)
)
ds.
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From Lemma 6.1 we know that gα and g coincide in zα , so that
gα(z) − g(z) =
∞∑
k=0
∫ z+k
zα+k
(
f (s) − fα(s)
)
ds. (24)
Moreover, it follows from the definition of fα that for all k ∈ Z∫ z+k
zα+k
(
f (s) − fα(s)
)
ds +
∫ zα+k
z+k
(
f (s) − fα(s)
)
ds = 0,
so that we also have the alternative expression
gα(z) − g(z) = −
∞∑
k=0
∫ zα+k
z+k
(
f (s) − fα(s)
)
ds. (25)
A further simplification of the expressions (24) and (25) is obtained from the fact that f α is
constant on every interval [α + k, α + k + 1), k ∈ Z. Hence,
∞∑
k=0
∫ z+k
zα+k
fα(s) ds =
∞∑
k=0
(z − zα)
∫ zα+k+1
zα+k
fα(s) ds
= (z − zα)
∫ ∞
zα
fα(s) ds
= (z − zα)
(
1 − Fα(zα)
)
= (z − zα)
(
1 − F(zα)
)
.
Similarly,
∞∑
k=0
∫ zα+k
z+k
fα(s) ds = (zα − z)
(
1 − F(zα)
)
.
With respect to the terms in (24) and (25) in which f (s) occurs, it is convenient to bring
the summation inside the integral, giving
∞∑
k=0
∫ z+k
zα+k
f (s) ds =
∞∑
k=0
∫ z
zα
f (s + k) ds =
∫ z
zα
∞∑
k=0
f (s + k) ds.
Similarly,
∞∑
k=0
∫ zα+k
z+k
f (s) ds =
∫ zα
z
∞∑
k=0
f (s + k) ds.
Using these reformulations, (24) and (25) can be rewritten to (26) and (27), respectively:
gα(z) − g(z) =
∫ z
zα
∞∑
k=0
f (s + k) ds − (z − zα)
(
1 − F(zα)
) (26)
and
gα(z) − g(z) = (zα − z)
(
1 − F(zα)
)− ∫ zα
z
∞∑
k=0
f (s + k) ds. (27)
Below we use both (26) and (27) to prove Theorem 6.1, which states a bound on the
error |gα − g| that is uniform in α and z.
PROOF. [Theorem 6.1] The outline of the proof is as follows. First we derive two lower
bounds for gα −g using the expressions (26) and (27), to be followed by the corresponding
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upper bounds. Subsequently, the result follows by taking the maximum and minimum of
these bounds, respectively.
First we determine a lower bound for gα(z) − g(z) based on (26). By Lemma 2.5 we
have
∞∑
k=0
f (s + k) ≥ 1 − F(s − 1) − ||f
2
, s ∈ R.
It follows from (26) that
gα(z) − g(z) =
∫ z
zα
∞∑
k=0
f (s + k) ds − (z − zα)
(
1 − F(zα)
)
≥
∫ z
zα
(
1 − F(s − 1) − ||f
2
)
ds − (z − zα)
(
1 − F(zα)
)
≥ (z − zα)
(
1 − F(z − 1) − ||f
2
)
− (z − zα)
(
1 − F(zα)
)
≥ −(z − zα) ||f2 , (28)
where we used that F is non-decreasing to obtain the second and third inequality; the last
inequality then follows from (z−zα)(−F(z−1)+F(zα)) ≥ 0 since z−1 ≤ zα ≤ z.
To obtain a second lower bound we use Lemma 2.5, giving
∞∑
k=0
f (s + k) ≤ 1 − F(s) + ||f
2
, s ∈ R.
Hence (27) leads to
gα(z) − g(z) = (zα − z)
(
1 − F(zα)
)− ∫ zα
z
∞∑
k=0
f (s + k) ds
≥ (zα − z)
(
1 − F(zα)
)− ∫ zα
z
(
1 − F(s) + ||f
2
)
ds
≥ (zα − z)
(
1 − F(zα)
)− (zα − z)
(
1 − F(z) + ||f
2
)
≥ −(zα − z) ||f2 . (29)
Since gα(z) − g(z) is greater or equal to the pointwise maximum of (28) and (29) we
obtain
gα(z) − g(z) ≥ max
{− (z − zα),−(zα − z)} ||f2
= − min {z − zα, zα − z} ||f2
≥ −||f
4
.
The upper bounds for gα − g are found in a similar way. Equation (26) together with
Lemma 2.5 results in
gα(z) − g(z) ≤ (z − zα)
(
1 − F(zα) + ||f2
)
− (z − zα)
(
1 − F(zα)
)
≤ (z − zα) ||f2 ,
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and (27) together with Lemma 2.5 results in
gα(z) − g(z) ≤ (zα − z)
(
1 − F(zα)
)
− (zα − z)
(
1 − F(zα − 1) − ||f2
)
≤ (zα − z) ||f2 .
We conclude that for all z ∈ R
gα(z) − g(z) ≤ min
{
z − zα, zα − z
} ||f
2
≤ ||f
4
.
This completes the proof for the general case.
Finally, the result for unimodal distributions with mode ν follows immediately from the
observation that ||f = 2f (ν) in this case.
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