Exponential distribution is widely adopted as a lifetime model. Many authors have considered the interval estimation of the parameters of two-parameter exponential distribution based on complete and censored samples. In this paper, we consider the interval estimation of the location and scale parameters and the joint confidence region of the parameters of two-parameter exponential distribution based on upper records. A simulation study is done for the performance of all proposed confidence intervals and regions. We also propose the predictive intervals of the future records. Finally, a numerical example is given to illustrate the proposed methods.
Introduction
Let X 1 , X 2 , . . . be a sequence of independent and identically distributed(iid) random variables with cumulative distribution function(cdf) F(x; θ) and probability density function(pdf) f (x; θ), where θ is an unknown parameter. An observation X j will be called an upper record value if its value exceeds that of all previous observations. Thus, X j is an upper record values if X j > X i for every i < j. An analogous definition can be given for lower record values. If {U(n), n ≥ 1} is defined by U(1) = 1, U(n) = min{ j : j > U(n − 1), X j > X U(n−1) }, (1.1) for n ≥ 2, then the sequence {X U(n) , n ≥ 1} provides a sequence of upper record statistics. The sequence {U(n), n ≥ 1} represents the record times. For more details and applications of record values, see Arnold et al. (1998) . The exponential distribution is applied in a wide variety of statistical procedures, especially in lifetime data analysis and reliability. Significant research has been done on statistical inference for the exponential distribution, and a very good summary of this work can be found in Johnson et al. (1994) . The cumulative distribution function(cdf) of the two-parameter exponential distribution is given by
where µ and σ are the location and scale parameters, respectively. Recently, some authors have considered the interval estimation of the parameters of a two-parameter exponential distribution based on censored samples. Sun et al. (2008) obtained confidence intervals for the scale parameter of exponential distribution based on Type-II doubly censored samples. Wu (2007, 2010) proposed the interval estimation of the scale parameter and the joint confidence region of the parameters of two-parameter exponential distribution based on a doubly Type-II censored sample and a progressively Type-II censored sample, respectively. Interval estimation of the parameters of two-parameter exponential distribution has not yet been studied based on record values. In this paper, we address the construction of confidence intervals and joint confidence regions for the parameters of two-parameter exponential distribution based on records.
The paper is organized as follows: In Section 2, confidence intervals for µ and σ are considered based on upper record values. We also present two exact joint confidence regions for the parameters µ and σ. In Section 3, a simulation study is performed to compare the proposed confidence intervals and regions. In addition to the estimation of the two parameters, the predictive intervals of the future record based on observed upper records are given in Section 4. Finally in Section 5, a numerical example is presented to illustrate the proposed methods.
Confidence Intervals and Regions
Let X U(1) < X U(2) < · · · < X U(m) be the first m observed upper record values from the two-parameter exponential distribution. For notation simplicity, we will write X i for X U(i) . 
has a chi-square distribution with 2 degrees of freedom and
has a chi-square distribution with 2m − 2 degrees of freedom. We can also find that U and V are independent random variables. Now, let
and
It is easy to show that T 1 has an F distribution with 2 and 2m − 2 degrees of freedom and T 2 has a chi-square distribution with 2m degrees of freedom. Furthermore, T 1 and T 2 are independent (see Johnson et al., 1994, p.350) . The distributions of the pivotal quantities U, V, T 1 and T 2 are independent of parameters. To make use of these pivotal quantities, we can construct the confidence intervals and regions for parameters. Using the pivotal quantity T 1 , we can construct a confidence interval for the location parameter µ as follows: Theorem 1. Suppose that X 1 < X 2 < · · · < X m be the first m upper record values from the twoparameter exponential distribution in (1.2). Then, for any 0 < α < 1, a 100(1 − α)% confidence interval for the location parameter µ is given by (
where F (α/2) (2, 2m − 2) is the right-tailed (α/2) th quantile for F distribution with 2 and 2m − 2 degrees of freedom.
Proof: From (2.3), we know that
has an F distribution with 2 and 2m − 2 degrees of freedom, hence we have
The proof is thus obtained.
Make use of the pivotal quantity V, we can construct a confidence interval for the scale parameter σ as follows:
Theorem 2. Based on the first m upper record values X
where χ 2 (α/2) (2m − 2) is the right-tailed (γ/2) th quantile for chi-square distribution with 2m − 2 degrees of freedom.
Proof: From (2.2), we note that
has a chi-square distribution with 2m − 2 degrees of freedom. Hence, we have
Using the set of pivotal quantities U and V, we can construct a confidence region for the parameters µ and σ in the following Theorem. We call it Method 1.
Theorem 3. (Method 1) Based on the pivotal quantities U and V, a 100(
Proof: Since U and V are independent and U = 2(X 1 − µ)/σ has a chi-square distribution with 2 degrees of freedom and V = 2(X m − X 1 )/σ, has a chi-square distribution with 2m − 2 degrees of freedom, then for any 0 < α < 1, we have
From these relationships and independence of U and V, we obtain
Equivalently,
Thus the theorem follows. Now, make use of the set of pivotal quantities T 1 and T 2 , we can construct another confidence region for the parameters of µ and σ in the following Theorem. We call it Method 2.
Theorem 4. (Method 2) Based on the pivotal quantities T 1 and T
Proof: From (2.3) and (2.4), we know that has an F distribution with 2 and 2m − 2 degrees of freedom, and
has a chi-square distribution with 2n degrees of freedom, and it is independent of T 1 . Next, for 0 < α < 1, we have
From these relationships, we obtain
Then, the following inequalities determine the 100(1 − α)% joint confidence region of two parameters µ and σ,
The proof is thus completed.
Simulation
In this section, we carry out a Monte Carlo simulation to illustrate all the methods discussed in this paper. The computations are performed using Visual S-PLUS(V8). In this simulation, we randomly generated upper record values X 1 < X 2 < · · · < X m from the standard exponential distribution with µ = 0 and σ = 1. We then computed 90% confidence intervals and regions using Theorems 1-4. We replicated the process 5000 times. For m = 5(1)15, Table 1 shows that the simulated average confidence length and confidence area with the confidence coefficient 1 − α = 0.90. From Table 1 , we observe that when m increases, the average confidence lengths for µ and σ, and the average confidence area in both Methods 1 and 2 are decreased. We also observe that Method 2 has a better performance than Method 1, since it provides the smaller confidence area.
Prediction Interval for the Future Record X m+1
In this section, we present a prediction interval for the future record X m+1 based on the observed record values X 1 , . . . , X m . Since the statistic
follows an F distribution with 2 and 2m − 2 degrees of freedom, we can construct a prediction interval for X m+1 as follows:
Theorem 5. Based on the observed record values X 1 < X 2 < · · · < X m , a (1 − α)100% prediction interval for the future record X m+1 is given by
Proof: Since S ∼ F(2, 2m − 2), then we have
) .
Numerical Example
In this example, we consider a simulated sample of size n = 15 from the Exponential distribution in (1.2) with parameters µ = 2.5 and σ = 1. The simulated upper records are as follows: To find 95% confidence intervals for µ and σ, and joint confidence regions for (µ, σ), we need the percentiles: Figures 1 and 2 , show the 95% joint confidence regions for parameters µ and σ. By Theorem 5, the 95% prediction interval for X 16 is obtained as (8.03251, 9.62374).
