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- Oiga, hace rat0 que quiero pregu~ltarle: ,I qu6 es eso de la informfitica? 
- Programas para que las computadoras hagan lo que uno quiere. 
- i Y usted se piensa salvar con eso? - pregunt6 sorprendido. 
- No creo. En Europa tenia una buena situaci6n pero se me dio por volver. Y como 
usted dice, ya es un poco tarde. 
Osvaldo Soriano, Una sornbra ya pronto serds 
El testing de un sistema de software consiste en ejecutarlo sobre un conjunto de datos de input 
conveniente y chequear que el output producido es el esperado. El testing es ampliamente usado 
para mejorar la calidad del software, y especfficarnente, para descubrir errores inevitablemente 
introducidos durante el proceso de desarrollo del software. 
Uno de 10s problemas m L  dificiles en testing es saber cutindo detener el proceso de prueba. 
Por un lado, no es posible en general dar m a  respuesta a si un test suite garantiza la ausencia de 
defectos. Por otro lado, necesitamos una manera de limitar el costo del testing. Por consiguiente, 
es litil tener criterios para determinar cutindo se ha testeado "suficientemente" un programa. 
Idealmente, el proceso de testing se debe planear de antemano. Sin embargo, en la prhctica se 
incorporan 10s tests de a uno, hasta se satisface que algixn criterio de terminacidn o criterio de 
adecuacidn. En particular, se pueden usar diferentes cubrimientos para determinar cutindo se ha 
probado un programa lo suficiente. La idea es garantizar que cada instmcci6n, decisi6n, u otra 
parte de un programa se ha ejecutado por lo menos una vea bajo la prueba realizada. 
Un problema mayor es que el testing emplea una cantidad considerable del tiempo y recursos 
gastados en la producci6n de software (91. Por consiguiente, serla litil: 
1 .  Reducir el costo del testing, y 
2 .  Estimar el costo del testing. 
En particular, el nzimero de tests a ser ejecutados impacta fuertemente en el costo del testing. 
De hecho, el tiempo y 10s recursos necesarios para realizar el testing aumenta con el nlimero 
de casos de prueba. Entonces, para reducir el costo del testing, el nli~nero de casos de prueba 
generados para satisfacer un criterio de selecci6n de casos debe ser lo m C  pequeiio posible. 
Ademb, una cota en el n6mero de tests que tienen que ser ejecutados para satisfacer m a  estrategia 
de selecci6n de casos de test puede ser usada por gerentes y testers para estimar el esfuerm 
necesario para llevar a cab0 la ejecuci6n de 10s tests. 
En prdctica, un criterio de testing define una colecci6n de requisitos que deben cumplirse. En 
el caso de criterios de cubrimiento estructurales, estos requisitos se mapean en un conjunto de 
entidades del flowgraph (o grafo del flujo de control) del programa, que se deben cubrir cuando 
se ejecutan 10s datos de test. 
En este trabajo presentamos un metodo para reducir y estimar el nrimero de tests necesarios 
para satisfacer criterios de cubrimiento estructurales, basado en el concept0 nuevo de spanning 
sets of e n t i t i e s  o conjunto expandido de entidades. Este concept0 se basa en la observacidn de 
que un test generalmente cubre m b  de una entidad. Sin embargo, este hecho tradicionalmente no 
se considera cuando se mide el cubrimiento de 10s tests y se identifica las entidades no cubiertas, 
o cuando se seleccionan m b  tests para aumentar el cubrimiento. Los inetodos existentes para 
seleccionar tests generan un dato para cubrir una entidad seleccionada en forma arbitraria, y 
considerada en forma aislada a las otras entidades. Si el dato de test generado tambibn ejecuta 
otras entidades, se considerarh cubiertas a posteriori. Pero no se realiza nirlgiin esfuerzo para 
generar a priori datos de test que satisfagan varios requisitos simulthneamente. 
Nuestro metodo supera estos inconvenientes, ya que identifica mediante anAlisis estBtico un 
subconjunto de entidadea minimo con la propiedad de que cualquier conjunto de tests que cubre 
este subconju~lto cubre toda entidad en el programs. Llamatnos a este subconjunto minimo un 
"spanning set of enlities". En este Irabajo, primer0 definimos 10s colljuntos de entidades que se 
asocian con cada criterio en una familia entera de criterios de cubrimiento de test, muy populares. 
Luego presentamos un metodo generalizado para identificar un spanning set of entities para 10s 
criterios considerados. 
Nuestro metodo puede ser automatizado. Una vez que ha sido incluido en el proceso de 
testing, la informacidn puede ser usada para: 
Evaluar la adecuaci6n del testing m b  efectivamente. 
Reducir el costo del testing. 
b t imar  el costo del testing. 
Generar test suites. 
En esta tesis presentamos nuestro estudio del uso de spanning sets of entities en testing. 
Abstract 
Testing a software system consists of executing it over a suitable sample of input data and 
then checking if the output produced matchs what was expected. Testing is widely used to 
enhance software quality, and, specifically, to uncover bugs that are inevitably introduced during 
the software development process. 
One of the most difficult problems in testing is knowing when to stop the testing process. On 
the one hand, it is not possible in general to give an answer to whether a test suite guarantees 
the absence of faults. On the other hand, we need a way to limit the cost of testing. Therefore, 
it is useful to have criteria to determine when a program has been tested "enough". Ideally, the 
testing process should be planned in advance. However, in practice the tests are incorporated 
little by little, until some adequacy criterion is satisfied. In particular, different coverages can be 
used to determine when the program has been tested enough. The idea is to guarantee that each 
statement, decision or other feature of the program has been executed at least once under some 
test. 
A major problem is that testing takes a considerable amount of the time and resources spent 
on producing software [9]. Therefore, it would be useful to have ways 
1. to reduce the cost of testing, and 
2. to estimate this cost. 
In particular, the number of tests to be ezecuted impacts heavily on the cost of testing. In 
fact, the time and resources needed for testing increase as the number of test cases increases. 
Hence, to reduce the cost of testing, the number of test cases generated to satisfy a selected test 
criterion should be as small as possible. Moreover, a bound on the number of tests that have to 
be performed to satisfy a selected test strategy can be used by managers and testers to estimate 
the effort needed to carry out the tests. 
A test criterion in practice sets a collection of requirements to be fulfilled. For structural 
coverage criteria, these requirements are mapped onto a set of entities in the program flowgraph 
that must be covered when the tests are executed. 
In this work we present a method for reducing and estimating the number of tests needed to 
satisfy structural coverage criteria, based on the new concept of spanning sets of entities. This 
concept is based on the observation that one test generally covers more than one entity. However, 
this fact is not traditionally considered when coverage is measured and not covered entities are 
identified, or when more tests have to be selected in order to aug~nent coverage. Methods for 
selecting tests generate a test datum for covering one entity selected arbitrarily and considered in 
isolation from the other entities. If the generated test datum also exercises other entities, these 
will then be considered as covered a-posteriori. But no effort is made to generate a-priori test 
data that satisfy multiple requirements. 
Our method overcomes these drawbacks by identifying with static analysis a minimum subset 
of entities with the property that any set of tests covering this subset covers every entity in 
the program. We call this minimum subset a "spanning set of entities". In this work, we f is t  
define the sets of entities that are associated with a whole family of popular test coverage criteria. 
Then we present a generalized method of identifying a spanning set of entities for the criteria 
considered. 
Our method can be automated. Once it has been included in the software testing process, 
this information can be used for 
evaluating test adequacy more effectively; 
reducing the cost of testing; 
estimating the cost of testing; 
generating test suites. 
In this thesis we present our study of the use of spanning sets of entities in coverage testing. 
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Beware of bugs in the above code; I have only proved it correct, not tried it. 
Donald Knuth 
Cuando el producto de cualquier actividad de la ingenieria (por ejemplo, un puente, una 
ylal~cha, hardware, software, etc.) es obtenido, querelnos saber o garantizar que efectivamente 
funciona como deseamos. El yroceso seguido para adquirir este conocimiento es llamado verifi- 
cacidn y validacidn (V&V). 
Desde la concepci6n de una idea de un sistema del software hasta que se entrega el producto 
e inclusive despuh de dicha entrega, el sistema sufre un desarrollo y una evoluci6n graduales. 
Asi, se dice que el software tiene un ciclo de vida, que consta de varias fases, relacionadas con 
especificaci6n del software, el diseiio del software, la implementaci6n del software y la verificaci6n 
del software, entre otros (33J. Los varios modelos del proceso de desarrollo del software existentes 
coinciden en considerar V&V como una parte esencial de este proceso. V&V se hace para verificar 
la equivalencia entre el producto y su eapecificaci6n (normalmente conocido con el nombre de 
verificacibn) y para saber si el producto efectivamente trabaja como el cliente desea (normalmente, 
conocido con el nombre de validaci6n). 
En el modelo del proceso de desarrollo de software tradicional, la V&V de un sistema es uria 
fase independiente confinada despub de la integraci6n y anterior a1 mantenimiento. Ya que esta 
fase tiene como objetivo encontrar problemas en el sistema, no tiene sentido comenzarla recikn 
cuando se termina la implementaci6n del sistema. Ademb, pueden resultar consecuencias severas 
a1 usar este mhtodo, ya que cuanto m b  tarde se encuentra un error, m b  alto es el costo de su 
0 
Analysis Design Code System Installation 
Test 
Phase in which error is detected 
Figuras 1.1: Costo blativo y Fase del Desarrollo del Software 
correcci6n (ver Figura 1.1'). Ademb, varios estudios han mostrado que la mayorfa de 10s errores 
en un sistema ocurren en las fases de anrilisis y diseiio 1691. En la actualidad, 10s investigadores 
estin de acuerdo en que V&V debe ser un proceso continuo, que comienza con una revisi6n de 
10s requerimientos, y coritiniia a travb de cada una de la8 fases del desarrollo de software. 
Existen varias tknicas estdticas y dindmims de V&V para sistemas del software (o progra- 
mas). Las tkcnicas estriticas se relacionan con el andlisis de representaciones del sistema tal como 
requisites, diseiio, y codificaci6n del programa. Tales tkcnicas incluyen walkthrough del cddigo, 
mdtodos del andlisis estdtico (por ejemplo, chequeo de tipos), inspecciones de cddigo, y pruebas de 
correccidn [3, 761. Las tkcnicas dindmicas o testing involucran la ejecuci6n de la implementaci6n 
del sistema. El testing es la tkcnica de verificaci6n predominante usada en producci6n real de 
software. 
Las tknicas est6ticas son iitiles para verificar la correspondencia entre un programa y su 
especificaci6n (yor ejemplo, demostrando la correcci6n de un programa con respecto a su es- 
pecificaci6n). Estas tknicas descubren algunos errores temprano en el proceso de desarrollo del 
- - - - ~  ~ -~ p~~~ -- 
lInformaci6n recogida de [17], Resumen de IBM, GTE, y TRW. 
software (por ejemplo, mediante una inspecci6n de la especificaci6n). Permiten eliminar categorfas 
enteras de errores, a travbs de chequeo de sintaxis, strong typing, y chequeo de tipos, por ejemplo. 
Sin embargo, las tknicas esthticas no pueden demostrar que el software es operacionalmente Gtil, 
y tienen que ser usadas en combinaci6n con testing. 
El testing de programas se usa para verificar el comportamiento de un programa, y es esencial 
para encontrar errores2, mejorar calidad, y proporcionar confianza en la calidad del programa. 
Un sistema del software puede testearse para alcanzar uno de 10s siguientes dos objetivos [26]: 
1. Encontrar tantos defectos como sea posible en el sistema. 
2. Evaluar la confiabilidad del sistema. 
El segundo objetivo normalmente se refiere a testear el programa con el objetivo de predecir la 
conducta futura del sistema a partir de ejemplos pesados 1261, o a establecer cierta probabilidad 
de correcci6n 1381. En general, se usan tbcnicas eatadisticas para evaluar la confiabilidad de un 
sistema. 
Esta tesis estudia el proceso de testing con el objetivo de encontrar defectos en un sistema 
(objetivo I m L  arriba). 
1 
Hay un acuerdo creciente en que un sistema de software debe satisfacer distintas calidades 
como robustez, correcci6n funcional, eficiencia, adaptabilidad, y confiabilidad. Distintos proyectos 
ponen bnfasis en calidades diferentes, y de acuerdo con esto tienen diferentes requisitos de V&V. 
Toda tkcnica de V&V se debe ver como una componente importante entre 10s m6todos que se 
deben utilizar para verificar que un producto es wrrecto. La manera en la cual se deben mezclar 
depende del proyecto en particular. 
El testing y las tbcnicas est6ticas previenen tipos diferentes de errores. No hay una manera 
Gnica de realizar V&V. La meta de V&V es determinar y asegurar que un producto de software 
es de "alta calidad", per0 10s investigadores estBn de acuerdo en que no existe una noci6n fija y 
absoluta de "calidad" del software 111. 
Se puede obtener una verificaci6n completa de un programa en cualquier fase del desarrollo de 
software ejecutando un test por cada elemento del dominio, es decir, por cada input posible. Para 
un input especifico, un test detertnina el comportamiento esperado del programa con ese input, 
ejecuta el programa, y observa el comportarniento real. Finaltnente, compara el comportamiento 
real con el comportamiento esyerado (ver Figura 1.2). Si coinciden, la illstancia de test ha tenido 
%egun las definiciones proporcionadas por el Standard IEEE/ ANSI 1471, un defect0 es un paso, proceso o 
definici6n de datos incorrect0 en un programa; un sistema del software revela una fdla si no hace lo que esperamos; 






Figuraa 1.2: Testing de un input 
Qxito; de otra manera, se descubri6 un defecto '. Si cada instancia posible (es decir, cada input 
posible del programa) tiene bxito, se verifica el progama; en otro caso, se asegura que hay un 
defecto en el prograrna. 
Este metodo de testing exhaustivo es la iinica tecnica de anrilisis dinrimica que garantizaria 
la validez del programa. Desgraciadamente, esta tknica no es prrictica. Recuentemente, 10s 
dominios son infinitos o por lo menos sdcientemente grandes como para hacer que el nlimero de 
pruebas requeridas no sea factible (461. 
Asi, idealmente, el testing debe garantizar la correcci6n del sistema, per0 en la mayoria de 
casos esto es imposible de alcanzar a travh del testing de un programa en un conjunto finito de 
datos [46]. Por consiguiente, e1,testing de un programa consiste en la validaci6n del programa a 
travb de la selecci6n de un subconjunto significative de entre todas laa ejecuciones posibles del 
programa, y en la verificaci6n de que 10s outputs correspondientes son consistentes con lo que 
la especificacidn dice. El subconjunto de inputs seleccionado para testear el programa se llama 
conjunto de datos de test o test suite. El test suite debe ser bastante grande como para cubrir 
todo el dominio, per0 a la vez lo suficientemente pequeiio de manera de que el proceso de testing 
3Algunos autores [63] dicen que un test input t i m e  &to si descubm un defecto, y en otro caso, dicen que el 
test input falla 
se puede ejecutar para cada elemento en el test smce [40]. 
Para reducir el (potencialmente infinito) proceso de testing exhaustivo a un proceso factible, se 
puede guiar la selecci6n de datos de test usando diferentes eatrategias o criterios para seleccionar 
elementos representativos del dominio. 
Una estrategia de testing agrupa en una clase aquellos inputs con "conducta similar"; es decir, 
se divide el dominio de la entrada en subdorninios. La idea es que, para 10s propbitos del testing, 
todos 10s elementos en una clase o subdominio son esencialmente el mismo. En otro palabras, 
asumimos que todos 10s elementos en la clase revelartin 10s mismos defectos. De esta manera, se 
puede escoger un hnico input como un representante de cada clase. 
Una vez que se divide el dominio de input en subdominios (posiblemente solapados), 10s crite- 
rios de selecci6a requieren testear el progralna usando por lo menos un elemento representativo de 
cada subdominio (841. Los subdominios son determinados por casos de test. Los casos de test son 
predicados sobre el dominio de inputs. Un input seleccionado como el elemento representativo de 
un subdominio es un dato de test. 
La subdivisi6n del dominio puede basarse en las funcionalidades o en la estructura de un 
programa. No existe ninguna controversia entre el uso de tknicas de testing funcional versus 
thcnicas de testing estructurales: a~nbas son M e s ,  ambas tiellell limitaciones, ambas ataca~i 
tipos diferentes de errores 19, 64). 
En testing funcional(44, 68, 81 se mira a1 programa como una caja negra. Los datos de test se 
derivan a partir de la especificaci61i del programa, con el objetivo de comparar la conducta real 
del programa con la conducta especificada, sin tener en cuenta la imylementaci6n del prograrna. 
En testing estructural (o testing de la caja blanca, o glass box testing) la estructura del pro- 
grama es examinada para analizar la consistencia de la implementaci6n de una componente con 
sus requerimientos. El test suite trata de cubrir determinados rasgos predefinidos del flujo de 
control del programa (por ejemplo, instrucciones, decisiones) o del flujo de datos (es decir, rela- 
ciones entre una definici6n y un uso de una variable). Las tknicas basadas en el flujo de control 
y en el flujo de datos son tknicas de testing esenciales y complementarias. El testing estructural 
es probablemente la m b  extensamente usada clase de testing de prograrna 1641. La populari- 
dad de estas tknicas se debe principalmente a su simplicidad y la disponibilidad resultante de 
herramientas de software para asistir a1 proceso de testing. 
Una de las mayores deficiencias de las estrategias estructurales es que muchos defectos a lo 
largo de un camino de ejecuci6n pueden descubrirse s610 si se ejecuta un programa con elementos 
especificos de su subdominio. Sin embargo, se debe notar que las estrategias que total~nente 
descuidan la estructura del programa puede ser igualmente ineficaces para descubrir otros tipos de 
defectos (como por ejemplo, errores en la codificaci6n especificos de una implementacihn particular 
que no aparecen en las especificaciones). 
Esta tesis se centra en tkcnicas de testing estructurales, basadas en Aujo de control y en Aujo 
de datos. 
Desgraciadamente, a la mayor parte del teeting software a h  le falta fundamentos tdricos. La 
relaci6n entre un m6todo de testing y las propiedades del software que se testea de acuerdo a ese 
metodo es todavia imprecisa. Los primeros trabajos, realizados por Goodenough y Gerahart 1341 
exa~ninaron el papel te6rico y prktico del testing en el desarrollo del software. Ellos propusieron 
una teoria que muestra que el testing puede establecer la ausencia de errores en un programa si 
10s criterios de selecci6n de testing satisfacen las propiedades correctas. Weyuker y Ostrand 1841 
extendieron y refinaron esta teoria. Sin embargo, se ha mostrado que no existe ningiin algoritmo 
para encontrar criterios de testing que Sean consistentes, confiables, vblidos y completos [46]. En 
otras palabras, determinar si un test suite es realmente suficiente para demostrar la correcci6n 
de un programa es un problema indecidibla De hecho, el testing puede mostrar la presencia 
de errores, per0 nunca su ausencia [23]. La teoria de testing proporciona algunos resultados de 
indecidibilidad [81] que definen 10s limites del testing. Sin embargo, n i n g h  resultado ayuda a 
establecer qu6 o cubnto una t6cnica de testing particular verifica. Asi, se debe desarrollar una 
teoria vblida de testing de software que relacione propiedades de m6todos de testing del software 
con la calidad real del software. 
La falta de modelos aceptados para medir la efectividad del testing y su costo produjo un 
retardo en la evaluaci6n de la efectividad de las estrategias de testing y en la comparaci6n de 
su poder relativo para encontrar defectos. De hecho, relativamente poco trabajo se ha centrado 
en estudiar cuQn buenos son para exponer defectos test suites que hat] sido seleccionados usando 
diferentes criterios de selecci6n. S610 en 10s Gltimos aiios, el problema de c6mo las estrategias 
de testing de software se comparan una con otra en cuanto a su habilidad para exponer defectos 
[85] se ha realizado en forma experimental [30], mediante simulaciones 125, 371, y analiticamente 
132, 82, 391. 
Uno de 10s problemas m b  dificiles en testing es saber cubndo detener el proceso de prueba. 
Por un lado, no es posible en general dar una respuesta a si un test suite garantiza la ausencia 
de defectos. Por consiguiente, es ~ t i l  tener criterios para determinar cubndo se ha testeado 
"suficientemente" un programa. Por otro lado, necesitamos una manera de limitar el costo del 
testing. De hecho, si pudieramos disponer de una cantidad ilimitada de recursos podriamos hacer 
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todo el testing que quisi6ramos. En proyectoe reales de software, siempre hay problemas de 
tiempo o dinero. Por consiguiente, ~iecesitamos una manera de saber cutindo detener el proceso 
de testing. 
Idealmente, el proceso de testing se debe planear de antemano. Sin embargo, en la prictica 
se incorporan 10s tests de a uno, hasta se satisface que algtin criterio de teminacidn o criterio 
de adecuacidn. Desgraciadamente, el criterio de adecuaci6n generalmente usado es parar cuando 
el tiernpo (o presupuesto) asignado para el testing termina 163, 781. En teoria un criterio de 
adecuaci6n debe estar relacionado con alguna jrecuencia de errores 162) o a l g h  cubrimiento [35]. 
En el primer caso, se usan varias thcnicas diferentes para determinar estimados estadisticos del 
nfimero de defectos restantes en el programa. La idea bbica es que cutinto m k  tiempo se prueba 
un programa sin observarse una falla, m b  grande es la probabilidad de que el product0 est6 libre 
de defectos. En el segundo caso, se usan cubrimientos diferentes para determinar cuindo se ha 
probado un programa lo suficiente. La idea es garantizar que cada instruccibn, decisibn, u otra 
parte de un programa se ha ejecutado por lo menos una vez bajo la prueba realizada. 
Esta tesis se centra en criterios de cubrimiento de testing. 
Salvo en el caso de sistemas pequeiios, 10s sistemas no deben testearse como un todo. Los 
sistemas grandes deben ser construidos a partir de sub-sistemas, que se construyen a partir de 
m6dulos, que se componen de procedimientos y funciones. El proceso de testing debe proceder 
por consiguiente en fases, llevadas a cab0 en forma incremental junto a la implementaci6n del 
sistema [76, 861. Hay tres fases distintas de testing de un sistema de software: testing de unidad, 
testing de integracidn, y testing de sistema El testing de unidad se hace para mostrar que un 
m6dulo codificado satisface la especificaci6n de la unidad. El testing de integraci6n se lleva a 
cab0 sobre grupos de m6dulos para asegurar que datos y control se pasan en forma correcta entre 
m6dulos. El testing de sistema se hace para verificar que el sistema entero (es decir, totalmente 
integrado) en su ambiente real de ejecuci6n se comporta s e d n  la especificaci6n de 10s requisitos 
del software. 
Ademb, cuando se cambia un programa que esti en funcionamiento (es decir, una vez entrado 
en producci6n), o cuando se cambia porque se ha encontrado una falla durante el testing, debemos 
verificar que 10s cambios requeridos se han llevado a cab0 correctamente y debemos estar seguros 
que no se hicieron cambios no deseados. Asi, una vez implementados 10s catnbios deseados, se debe 
testear el programa contra datos de test previos, de manera de garantizar que la funcionalidad 
del resto del programa no se ha niodificado. Este procedimiento se llama testing de regresidn 
176, 87). 
Esta tesis se centra en testing de unidsd. 
Un problema mayor es que el testing emplea una cantidad considerable del tiempo y recursos 
gastados en la producci6n de software (91. Por consiguiente, seria htil: 
1 .  Reducir el costo del testing, y 
2. Estimar el costo del testing. 
En particular, el nlimero de tests a ser ejecutados impacta fuertemente en el costo del testing. 
De hecho, el tiempo y 10s recursos necesarios para realizar el testing aumenta con el nhmero 
de casos de prueba. Entonces, para reducir el costo del testing, el nhmero de casos de prueba 
generados para satisfacer un criterio de selecci6n de casos debe ser lo m b  pequeiio posible. 
Ademhs, una cota en el nfimero de tests que tienen que ser ejecutados para satisfacer una estrategia 
de selecci6n de casos de test puede ser usada por gerentes y testers para estimar el esfueru, 
necesario para llevar a cab0 la ejecuci6n de 10s tests. 
En prhctica, un criterio de testing define una colecci6n de requisitos que deben cumplirse. En 
el caso de criterios de cubrimiento estructurales, estos requisitos se rnapean en un conjunto de 
entidades del flowgraph (o grafo del flujo de control) del progratna, que se deben cubrir cuando 
se ejecutan 10s datos de test. Eetas entidadea pueden derivarse a partir del flujo de control del 
programa o del flujo de datos del programa. En este trabajo, presentatnos un metodo para reducir 
y estirnar el nhmero de tests necesarios para satisfacer criterios de cubrimiento estructurales, 
basado en el concepto nuevo de spanning sets of entities o conjunto expandido de entidades. 
Este concepto se basa en la observaci6n de que un test generalmente cubre mtis de una entidad. 
Sin embargo, este hecho tradicionalmente no se considera cuando se mide el cubrirniento de 10s 
tests y se identifica las entidades no cubiertas, o cuando se seleccionan m b  tests para aurnentar 
el cubrimiento. Los metodos existelites para seleccionar tests generan un dato para cubrir una 
entidad seleccionada en forma arbitraria, y considerada en forma aislada a las otras entidades 
[36]. Si el dato de test generado tatnbien ejecuta otras entidades, se considerartin cubiertas a 
posteriori. Pero no se realiza n i n g h  esfueru, para generar a priori datos de test que satisfagan 
varios requisitos sirnult8neamente. 
Nuestro metodo supera estos inconvenientes, ya que identifica rnediante anhlisis esttitico un 
subconjunto de entidades mfnirno con la propiedad de que cualquier conjunto de tests que cubre 
este subconjunto cubre toda entidad en el progama Llamamos a este subcorijunto minimo un 
"spanning set of entities". En este trabajo, primer0 definimos 10s conjuntos de entidades que se 
asocian con cada criterio en una familia entera de criterios de cubritniento de test, muy populares. 
Luego presentamos un metodo generalizado para identificar un spanning set of entities para 10s 
criterios considerados. 
Recientemente, varios estudios empiricos [91, 71, 891 analizaron el efecto de reducir el tamaiio 
de un conjunto de tests en el descubrimiento de fallas. &to se realiz6 manteniendo el cubrimiento 
constante, y para diferentes criterios de cubrimiento. Los resultados muestran que a1 minimizar 
el conjunto de tests, para 10s programas considerados, se produce poca o ninguna reducci6n en la 
electividad para descubrir fallas. Ektos casos de estudio parecell indicar que tratar de minimizar 
el ndmero de tests generados para alcanzar cubrimientos diferentes, como hacemos nosotros con 
10s spanning set of entities, puede ayudar a reducir el costo del testing sin daiiar la eficacia de la 
verificaci6n. 
Nuestro metodo puede ser automatizado. Una vez que ha sido incluido en el proceso de 
testing, la informaci6n puede ser usada para: 
Evaluar la adecuaci6n de l  testing m& efectivamente: S61o las entidades todavia no cu- 
biertas en un spanning set son efectivas para aumentar el cubrimiento. Ya que un cubriin- 
iento del 100% de un spanning set garantiza cubrimiento de todas las entidades, el porcentaje 
de entidades no cubiertas en un spanning set es lo que realmente importa: las entidades 
que no estdn en el spanning set no necesitan ser consideradas: de hecho, sertin cubiertas 
por aquellos tests que son necesarios para garantizar el cubrimiento total del spanning set. 
Reducir el costo del  testing: La generaci6n de casos de test puede ser dirigida a cubrir el 
(minimo) spanning sets of entities, en vez de todas las entidades en el programa, mini- 
mizando asi el nlimero de tests y previniendo la selecci6n de caminos redundantes. 
Estimar el costo del  testing: El nlimero de entidades en un spanning set of entities puede 
ser usado como un estimado del nlimero de tests necesarios para satisfacer un criterio de 
cubrimiento elegido. 
Generar t e s t  suites: Pueden seleccionarse test paths, de manera de cubrir las entidades en un 
spanning set of entities adn no cubiertas. 
En esta tesis presentamos nuestro estudio del uso de spanning sets of entities en testing. En 
(11, 12, 141, hemos identificado spanning sets of entities para el criterio de cubrimiento branch 
y helnos presentado algunas aplicaciones litiles. En [57], hemos identificado spanning sets of 
entities para el criterio all-uses. En (561, hemos generalizado estos resultados para una familia 
muy popular de criterios de cubrirniento de testing. En 1121 hemos presentado un algoritmo para 
construir un conjunto de caminos que cubre un spanning set of entities para el criterio branch. 
Este algoritmo puede adaptarse para construir conjuntos de caminos que cubren un spanning set 
of entities para un criterio de cubrimiento gen&ico. Esta extensidn fue presentada en [13]. 
No hemos podido identificar ningiin otro trabajo existente que identifique conjuntos de enti- 
dades minimos que garanticen cubrimiento total para la familia de criterios considerada. Algunos 
autores [19, 41 han reconocido esta idea en forma independiente, para criterios de cubrimiento 
tales como branch y statement, per0 no han generalizado la idea a otros criterios. 
Sin embargo, algunos trabajos se han realizado para reducir el tamaiio de un test suite. En 
particular, Gupta y Soffa 1361 investigaron maneras de guiar la generacidn de tests, de manera de 
que un dato de test satisfaga m b  de un requisito. Ellos agrupan requisitos, de rnanera de que cada 
grupo pueda ser cubierto (potencialmente) por un iinico dato de test. Nuestro resultado mejora 
esta idea, ya que 10s spanning sets of entities proveen la manera 6ptima de agrupar entidades4, 
ya que es el minimo conjunto de entidades que garantiza cubrimiento total. 
Una visi6n diferente consiste en minimizar el ndmero de tests en un test suite. Ya que 
este problema es NP-completo [36], algunos autores propusieron el uso de heuristicas basadas en 
tbcnicas de minimizaci6n, como por ejemplo, [40,91). Sin embargo, estas tecnicas se aplican luego 
de la generaci6n del test suite. Por lo tanto, estos trabajos en realidad no reducen el esfuerw de 
generar 10s tests. 
Las estrategias de flujo de control y de flujo de datos analizan la estructura del programa 
usando una representacibn grhfica del mistno, llamada flowgraph, y toda la informacidn usada 
para seleccionar casos de pmeba esti implfcita en B. En el Capitulo 2 introducimos un modelo 
de flowgraph llamado ddgraph que usamos en este trabajo. 
Como ya hemos dicho, un criterio de test determina un conjunto de entidades que debe ser 
cubierto para satisfacerlo. En el Capitulo 3 (re)definios una familia muy popular de criterios de 
cubrimiento del flujo de control y del flujo de datos [9, 73, 311 identificando, para cada criterio, el 
correspondiente conjunto de entidades. Ademb, introducimos la noci6n de cubrimiento asociada a 
cada criterio. En realidad, la frase "cubrir una entidad" asume diferentes significados dependiendo 
del tipo de entidad considerada: definiremos esto en forma explicita. 
En el Capitulo 4 introducimos primer0 10s spanning sets of entities. Luego presentamos un 
metodo para identificar un spanning set of entities para lea estrategias presentadas en el Capitulo 
3, es decir, un metodo para encontrar un mfnimo conjunto de entidades que garantiza cubrimiento 
*Nosotros no hablarnos explicitamente de grupos de entidades en nuestro trabajo, pero estos grupos pueden 
obtenerse Mcilmente a partir del orden impuesto por la relaci6n subsumption introducida en el Capitulo 4. 
total. Este metodo se basa en las nociones de subsumption y unconstrainedness. 
En 10s tres capitulos siguientes presentarnos varias aplicaciones de 10s spanning sets of entities. 
Dividimos a las aplicaciones en tres partes: 
1. En el Capitulo 5 estudiatnos el uso de 10s spanning sets para reducir el costo del testing y 
prevenir la generaci6n de caminos redundantes. 
2. En el Capitulo 6 estudiarnos el uso de 10s spanning sets para estimar el costo del testing en 
tkminos del nlimero de carninos de test necesarios para obtener cubrimiento total. 
3. En el Capitulo 7 presentamos el uso de 10s spanning set of entities para la generacidn de 
carninos de test. 
Por Gltimo, en el Capitulo 8 presentamos las conclusiones de esta tesis. 

Capitulo 2 
Modelo para el Andisis de un 
Programa 
En este capitulo se presenta el modelo para el andisis de un programa usado en esta tesis. 
Las estrategias de flujo de control y de flujo de datos analizan la estructura del programa 
usando una representach grlfica del mismo, llamada flowgraph, y toda la informaci6n usada 
para seleccionar casos de prueba estl implicita en 61. El flujo de control de un programa puede 
mapearse en un flowgraph de diferentes maneras. En este trabajo usamos una representaci6n 
llamada ddgraph (por decision-to-decision graph) 1121. En la yrimera parte de a t e  capitulo 
introducimos este modelo. 
El anhlisis del flujo de datos considera las posibles interacciones entre las definiciones y 10s 
usos de las variables del programa analizado. Para esto, el programa es representado usando un 
flowgraph etiquetado. En este trabajo, usamos ddgraphs etiquetados, llamdos def-use ddgraphs 
1571. En la segunda parte de este Capitulo introducimos def-use ddgraphs. 
2.1 El Modelo Ddgraph 
En esta secci6n se usan conceptos blsicos de la teoria de grafos (ver [lo]), y de flowgraphs (ver 
I411 1. 
Un grafo dirigido o digrafo C = (N, A) consta de un conjunto de nodos o vdrtices N y de un 
conjunto de ejes dirigidos o arcos A, donde un arc0 e = (TA IL(e), HEAD (e)) es un par ordenado 
de nodos adyacentes, llamado Tail y Head de e, respectivamente. Decimos que e sale de TAIL(e) 
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y entra en HEA D(e). Si HEAD (e) =  TAIL(^'), e y e' dicen arcos adyacentes. Para un nodo n 
en N, indegree(n) es el nlirnero de arcos que entra en 61 y outdegree(a) es el nlimero de arcos que 
sale de 81. Un nodo sin arcos que salen de 8 se dice una hoja. 
El digrafo C' = (N', A') es un subgrafo del digrafo G = (N, A) si A' G A y, para todo a m  
e E A', HEAD(e),TAIL(e) E N' S N. 
Un camino p de longitud q en un digrafo 12 es una secuencia p = el, ez, ..., e,, donde TA IL(e,+l) = 
H EAD(ei) para i = I..., p - 1. p es entonces un ca~nino de el a e,, o de TAIL(el) a HEAD(eq). 
Si existe un camino desde el arc0 e (desde el nodo n) hasta el arc0 e' (hasta el nodo n'), entonces 
decimos que e (n) alcanra el (n'). Si en un grafo no existe ningtln camino desde el arc0 e hasta 
el arc0 el, ni existe ningiin camino desde el arc0 e' hasta el arc0 el decimos que e y e' son incom- 
parables. Un camino p es simple si todos sus nodos, excepto tal vez el primer0 y el 6ltim0, son 
diferentes. Un camino es loop-free si todo nodo ee visitado a lo sumo una vez. Un digrafo se dice 
acklico si cada camino en 61 es loop-free. 
Dado un camino p = el, ez, ..., eq en un ddgraph G, una secuencia de arcos p' = ei,, ..., e,, en C 
se dice un pseudo-camino (o pseudo-path) dep si ( i l ,  ..., i,) C (1, ..., q )  y j = 1, ..., r-1 : i j  < ij+l. 
Notamos que un pseudo-camino no e necesariamente un camino; es decir, dos arcos consecutivos 
en un pseudo-camino pueden no ser adyacentes en el ddgraph. Si un pseudo-camino = ei, . .., e j  
de p es un camino desde e, hasta ej, entonces se llama subcarnino (o subpath) de p. 
Una componente fuertemente conexa (o strongly connected component) en un digrafo C es un 
subgrafo C', donde cada arc0 o nodo puede alcanzar todo otro arc0 o nodo1. 
Un Brbol (con raiz) (o (rooted) tree) T = (N, A) es un digrafo con un nodo distinguido, llamado 
rafr (o root), a1 cual no llega ning6n arco, tal que llega exactamente un arc0 a cada nodo excepto 
a la raiz, y existe un (linico) carnino desde la raiz a cada uno de 10s nodos. Sea e = (n, m) un 
arc0 en T, entonces n es el padre (parent) de m y m es un hijo (child) de n. 
2.1.1 Ddgraphs 
Los digrafos son ampliamente usados para representar el Bujo de control de un programs. En 
este caso, son llamados jZowgraphs. 
El flujo de control de un programa puede mapearse en un flowgraph de diferentes maneras. 
En el este trabajo usamos una representaci6n llamada ddgraph (por decision-to-decision graph) 
[12]. Un nodo del ddgraph puede asociarse a una decisidn (un punto en el programa en el cual 
'Las wmponentes fuertemente conexas de un grafo G = (N, A) se pueden encontrar en tiempo O(JNJ + JAJ) 
[751. 
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el flujo de control diverge) o con una empalme (un punto en el programa en el cual el flujo de 
control converge). Un arc0 del ddgraph puede asociarse a u11 segment0 del programa, o sea a 
una secuencia de instrucciones del programa no inturrumpida por decisiones ni empalmes. En 
algunos casos, se introduce un arc0 que no corresponde con un segment0 del programa, si no que 
representa un posible flujo del flujo de control del programa (por ejemplo, un ELSE irnplfcito, 
parte de una instrucci6n IF). 
La siguiente es la definici6n forlnal de ddgraph. 
Definici6n 2.1 Ddgraph 
Un ddgraph es un digrafo G = (N, A) con dos arcos distinguidos eo y ek (el Qnico arco de 
entrada y el Qnico arc0 de salida, respectivamente), tal que cualquier arco en A es alcanzado desde 
eo y alcanza ek, y tal que para cada nodo n E N, ezcepto para ~ A l L ( e o )  y HEAD(ek), se cumple 
que (indegree(n) + outdegree(n)) > 2, y indegree(TAIL(eo)) = 0 y o u t d e g r e e ( T A ~ ~ ( e ~ ) )  = 1, 
indegree(H EAD (ek)) = 1 y outdegree(H EAD(ek)) = 0. 
En la Figura 2.1 presentamos el programa ejemplo SORT que usaremos a lo largo de la tesis, y 
el correspondiente ddgraph GSOm. Los arcos distinguidos de G s o m  son el (el arc0 de entrada) 
y eg (el arco de salida). La correspondencia entre las instrucciones en el programa (segh la 
numeraci6n en la Figura 2.1) y 10s arcos y nodos en el ddgraph se muestra en la Tabla 2.12. 
Un camino completo (o complete path) en un ddgraph G es un camino desde el arc0 de entrada 
hasta el arc0 de salida de G. El camino caracterlstico (o characteristic path) pc de G se define 
corno la secuencia m& larga de arms (posiblemente no adyacentes), tales que para cualquier 
carnino completo p en G, p, es un pseudo-camino de p3. 
Un camino p en un ddgraph G de un programa a se corresponde con un caso de test para a. De 
hecho, p determina un predicado sobre el domino de inputs de a. Cada nodo decisi6n en p podria 
agregar una nueva restricci6n a 10s inputs que siguen ese camino. Por ejemplo, considerelnos el 
cammino p = el, ez, e7, e8 en GSORT de la Figura 2.1. En particular, 
el nodo n2 = HEAD(el) corresponde a la lhea 10 del programa SORT, es decir, a la 
instrucci6n while (sortupto < n); 
el nodo ng = HEAD(e2) corresponde a la linea 13 del programa SORT, es decir, a la 
instrucci6n while (index <= i t ) .  
'Los arms es y e3 no se corresponden con ninguna instrucci6n del programa. 
3pc puede obtenerse fgcilmente usando el kbol de dominadores de G (551 (var Chapter 4, Definici6n 4.3), ya 
que coincide con el camino en el Cbol que va desde la r d ~ ,  que representa a1 arco de entrada, hasta la hoja que 
representa el arco de salida. 
void sort(a,n) /* SORT Program */ 
1 int a[]; 
2 int n; 
3 ( 
4 int sortupto; 
5 int m p o s ;  
6 int mymaz; 
7 int in&=; 
sortupto = 1; 
maspos = 1; 
while (sortupto < n) ( 
mymaz = a[sortupto]; 
ittdez = sortupto + 1; 
white (in&= <= n) ( 
if (a(indcx1 > mymas) ( 
mymaz = alindez]; 
ntazpos = indez; 
1 
indcc = indcz + 1; 
1 
i n k  = aIsortupto]; 
a[sortupto] = mymaz; 
almazpoaj = i n k ;  
sortupto = sortupto + 1; 
1 
Figuras 2.1: Program SORT and ddgraph C s o R ~  
Lineas de C6digo 1-9 10 11-12 13 14 15-17 18-19 20-24 25 
Componente del Ddgraph e l  nz ez n3 nq eq e6 e7 e8 
Tablas 2.1: Correspondencia entre instrucciones de SORT y arcos y nodos en el ddgraph GSORT 
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Procedure REDUCE (G = (N, A) :digraph) : ddgraph; 
begin 
A*:= A ;  N*:= N; 
while 3 ei, e j  E A* such that 
ei $ ejs TAIL(ej) =HEAD(ei) , i n d e g r e e ( H ~ ~ D ( e ~ )  1'1, outdegree O TAIL(^^) 1'1 
d o  begin 
N* := (N*-(HEAD(ei))) ; 
A* : = (A-{ei, e j ) )~{e i - j ) ,  where  TAIL(^^- j)=TAIL(ei) y  HEAD(^^- HE HEAD(^^) 
end 
end procedure. 
Figuras 2.2: Procedure REDUCE 
Por lo tanto, p se corresponde con el siguiente predicado: 
(1 < n) y (not(2 <= n)) y (not(2 < n))*. 
Ahora introducimos el concept0 de sub-ddgraph para un ddgraph G y dos arcos en G dados. 
Notamos a1 sub-ddgraph de C desde e, hasta eb wmo sub-ddgraph(G,ea,eb). Intuitivamente, un 
nodo (o arco) en G estb en sub-ddgraph(G,e,,eb), si exists un camino desde HEAD(e,) hasta 
TAIL(eb) en G que incluye a ese nodo (o arm), pen, no incluye a e, ni a eb. Un sub-ddgraph es 
un ddgraph. 
Los sub-ddgraph de un ddgraph G pueden derivarse visitando G. Cuando esto sucede, puede 
pasar que la eliminaci6n de algunos arcos deje un procedure node, es decir, un nodo con un linico 
arc0 que entra en 61 ei, y un h i c o  arc0 que eale de 61 eat. Pero esto no puede pasar en un 
ddgraph. Por lo tanto, es necesario eliminarlos, uniendo el arm ei, con el arc0 eat. Para esto, 
introducimos el procedimiento REDUCE de la Figura 2.2, que transforma a un digrafo G en un 
ddgraph G*, en tiempo O(IA1). 
Introducimos ahora la definici6n formal de sub-ddgraph. 
*Notarnos que, a partir del anasis  del predicado amciado, podemos concluir que este cemino no es factible. 
Figuras 2.3: Sub-ddgraph(Csom, e2, e6) 
Deflnici6n 2.2 Sub-ddgraph 
Sea G = ( N , A )  un ddgraph con arco de entrada eo y arm de salida ek. Sean e, y eb dos 
arcos en A tales que e, alcanza a eb. El sub-ddgraph de C desde e ,  hasta eb, escrito sub- 
ddgraph(c,e,,eb), es el ddgraph obtenido despub de reducir via el procedimiento REDUCE (en 
Figura 2.2) a1 digrafo G' = (N ' ,  A'),  donde 
e, y eb no estdn en A'; 
eb y e; son el arco de entrada y de salida, respectivamente, en A', con HEAD(e6)  = 
HEAD(e,)  y T A I L ( e k )  = TAIL(eb )  en N' y con HEAD(ek )  y TAIL(e6 )  dos nodos 
nuevos y distintos en N' (no en N ) ;  
si e E A y existe un camino p desde H EAD(e,) hasta TAIL(eb)  en G I  que no contiene a 
e, ni a eb, tal que e estd en p ,  entonce~ e E A' y TAIL(e) y HEAD(e) estdn en N' .  
La Figura 2.3 muestra u n  ejemplo de c6mo construir el sub-ddgraph(Gsom, e2, eg) del dd- 
graph GSORT. Primero se collstruye un digrafo (ver Figura 2.3A). Se identifa el procedure node 
ng = HEAD(e2)  = T A I L ( e 3 )  en este digrafo, que se elimina reduciendo 10s arcos e2 y e3 a un 
iinico arco e2-3, y se obtiene el sub-ddgraph(G,, ez, e6) de C s o n ~  (ver Figura 2.3B). 
El procedimiento SUB-DDGRAPH que, dado un ddgraph G = ( N ,  A )  y dos arcos e, y eb E A,  
devuelve G*=SUB-DDGRAPH(G,ea,eb) fue presentado en (121 (ver Figura 2.4). El algoritmo 
SUB-DDGRAPH toma tiempo O(IA1). 
2.2. DEF- USE DDGRAPHS 
La siguiente notaci6n es usada en el algoritmo de la Figura 2.4: 
10s conjuntos de arcos A ' y A " y 10s conjuntoa de nodos N' y N" son conjuntos auxiliares; 
una flag label se asocia a cada nodo y ee inicializa en false antes de entrar a cada ciclo repeak 
Tan pronto como el nodo n es alcanzado y es includido en el conjunto de nodos NJ en el 
primer repeat o en el conjunto de nodos N" en el segundo repeat, label(t8) se modifica a true; 
una flag used se asocia a cada arco y se inicialiea en fake antes de entrar a cada ciclo repeat 
Tan pronto como el arc0 es includido en el conjunto de arcos A 'en el primer repeat o en el 
conjunto de arcos A'' en el segundo repeat, w e d  ( e )  se modifica a true; 
se usa un conjunto auxiliar de nodos Q, que contiene 10s nodos que han sido alcanzados 
per0 alin no han sido procesados. 
2.2 Def-Use Ddgraphs 
El anAlisis del flujo de datos considers las posibles interacciones erltre las definiciones de las vari- 
ables y 10s usos de las variables en un programa Para analizar estas interacciones, 10s programas 
se representan como flowgraphs etiquetados. En este trabajo usatnos un tipo de ddgraphs eti- 
quetados, llamados def-use ddgraphs 1571. Describimos aqui 10s control flowgraph etiquetados y 
definimos 10s def-use ddgraphs. 
La ocurrencia de una variable en un programa puede estar asociada a 10s siguientes eventos 
PI: 
Definition Una instrucci6n que almacena un valor en un lugar de memoria de una variable crea 
una definici6n (de esa variable). 
Use Una instrucci6n que usa un valor de un lugar de memoria de uria variable es un uso de 
la definici6n que est6 activa en ese momento de la variable. En particular, cuando una 
variable aparece en el lado derecho de una asignaci611, se llama computational use; cuando 
la variable aparece en el predicado de una instrucci6n de transferencia de control, se llama 
predicate use. 
Killing Una instrucci6n tnata a la definici6n que estB activa en ese ~nomento de una variable 
cuando el valor asociado queda unbound. 
Consideramos definiciones y usos globales. Un computatio~lal use de una variable X en un 
arc0 e es un uso global si ninguna definici6n de X precede a1 uso de X en e ,  y X fue definida 
CAPiTULO 2. MODELO PARA EL A NA LISIS DE UN PROGRAMA 
Procedure SUB-DDGRAPH (G = (N, A): ddgraph; en, eb: arcs) : ddgraph 
begin 
N2:=0; A':-@; 
for each nEN do label(n) :=false; 
for each eEA do used(e) :=f alse; 
label(H(e,) ) :=true; Q: a{H(e,)) ; used(e,)=trua; 
repeat 
select y remove nEQ; 
NY:=N'U (n); 
for each eEA such that not(used(e)) and T(a)ln do 
begin 
used(e) :=true; 
A' :=A2U (0); 








for each nEN' do label(n) :=false; 
for each eEA' do used(e) :=false; 
label(T(eb)) :atrue; Q:={T(~~)) ; uSed(eb)=tru0; 
repeat 
select y rerove nEQ; 
A":=AY'U (n); 
for each eEEY such that not(used(e)) and H(e)=n do 
begin 
if label(T(e1 )=false then 
begin 
label(T(e)):=true; 





NJ * :=N"U{vl ,v2); 
O'o:'(~l ,H(ea)) ; e'k :'(T(eb) .v2) ; 
A" :=A"u{~'o , e ' k )  ; 
return(ilEDU~~(~"=(N' ' ,A"))) ; 
end procedure. 
Figuras 2.4: Procedure SUB-DDGRAPH 
2.2. DEF-USEDDGRAPHS 
Figuras 2.5: Def-use ddgraphs para el programa SORT y las variables index y a, respectivamente 
en a l g h  otro arco. Los predicate uses (de variables ya definidas) son siempre globales. Una 
definici6n de una variable X en un arc0 e es una definicidn global si es la Gltima definici6n de X 
en e y existe a1 menos un camino def-clear con respecto a X desde e hasta algti~i uso global de X 
(ver m h  adelante). 
Dado un ddgraph correspondiente a un programa, y una variable en el programa, anotamos 10s 
arcos del ddgraph con 10s sfmbolos u, d, k, que representan el uso, definici6n y muerte de la variable 
de interb, en el segment0 del programa representado por tales arcos. El ddgraph etiquetado se 
llama def-use ddgraph para la variable considerada. Formalmente, un def-use ddgraph para un 
programa dado y una variable dada es el ddgraph del progtama, en el cual cada arc0 ha sido 
etiquetado con una secuencia (que puede ser vacfa) de sfmbolos, que denotan la secuencia de 
operacion& de 10s datos en ese arco, con respecto a la variable de interbs. En particular, para un 
predicate use (que en nuestro modelo se asocia a un nodo de decisibn), anotamos con el simbolo 
u a cada arc0 que sale del nodo a1 cual est6 asociado el predicado. 
En la Figura 2.5 presentamos 10s def-use ddgrapha correspondientes a1 programa SORT y la 
variable index, y a1 programa SORT y la variable a, respectivamente. 
En adelante, asumimos que G es un def-use ddgraph para la variable X en el programa a. 
Un camino dej-clear o def-clear path (o definition clear path) con respecto a una variable X 
es un camino p = el el,  e2, ..., eq, e' en GI con q 2 0, y tal que X yuede estar definida en el y no 
esti redefinida ni matada en ningin arc0 entre el, e2, ..., e,. Por ejemplo, pl = e2, eg, e5, eg es 
un def-clear path con respecto a index en GsoRT (porque index esth definida en ep y no est6 
redefinida ni matada en es ni ea). De la misma manera, pp = e2, n2 es un def-clear path con 
resyecto a index en C S O ~ ~ .  Por otro lado, pa = e2, e3, e5, eg, e7 no es un def-clear path con 
respecto a index en GSORT. 
Un concept0 importante en data flow testing es el de asociaci6n definicibn-uso o dua. 
Dehici6n 2.3 Dua 
Sean d y u dos arcos en G. Decimos que T=/d,  u, X I  es una dua si la variable X tiene una 
definicidn global en d, un uso global en u, y existe un def-clear path con respecto a X desde d 
hasta u. 
Por ejemplo, T1=[e2, e7, index] y T2=[e6, eq, index] son duas en CSORT. Por otro lado, 
T3= [e7, e4, index] no es una dua. 
Cotno veremos mBs adelante, duas y clases de duas constituye~i 10s elementos bkicos a cubrir 
de acuerdo a 10s varios criterios de data flow testing. El conjunto de todas las duas en un ddgraph 
C se nota como D(G). AdemBs, distinguiremos entre el conjunto Dc(G) de c-duas, donde una 
dua T=[d, u, X ]  estB en Dc(C) si u es un c-use, y el conjunto Dp(G) de p-duas, donde una dua 
T=[d, u, X] es t i  en Dp(G) si u es un p-use. Claramente, D(C) = Dc(G) U Dp(G). 
Seguiendo, listamos el conjunto de duas para SORT, D ( G S O ~ ~ ) :  
[ell e2, a], [el, e71 a], Le7, e2, a], [e7, e7, a], [e7, eq, a], [e7, e5, a], [el, e4, a], [el, e5, a], 
[el, ez, sortupto], [el, e7, sortupto], [e7, eg, sortupto], [el, es, sortupto], [e7, e2, sortupto], 
[ez, eg, index], [e6, e7, index], [e2, e7, index], [e2, eq, index], [eg, eq, index], [eg, eg, index], 
[e2, e5, index], [e6, e5, index], [e2, eg, index], leg, eg, index]. 
2.2. DEF- USE DDGRAPHS 
Otro concept0 importante en este trabajo es el de agrupar duas en clases. Dos duas estBn en 
una misma clase si la misma variable est6 deMda en el mismo arco del ddgraph en ambas duas. 
Entonces, agrupamos en una clase S$ todas las duas en G=(N,  A )  tales que la variable X estB 
definida en el arc0 d ,  i.e.: 
S? = {T E D ( C ) :  3u  E A, T = [d, u ,  XI) .  
En lo que sigue, notaremos a1 conjunto de todss las clases de duas de un ddgraph G como 
C(G)5. Las duas en una misma clase se llaman akin duas con respecto a  d  y X .  
Por ejemplo, ]as clases de duas para SORT y la8 variables a y index son: 
S& = { [e l ,  ez,  a] ,  [e l ,  e7, a],  lei, e4, a] ,  [e l ,  es,  4); 
S& = ( [e7, ez,  a],  [e7, e7, a] ,  [e?, e4, a] ,  [e7, e5, a]); 
sindex = { [e2, e3, index] ,  [ez,  e7, index] ,  [e2, ell index] ,  [e2, es, index] ,  [ez, eti, index] ) ;  
Cdrn = { [e6, e7, index] ,  [e6, eq,index], [es, eg, index],  [ee, es,  index],  [eg, eg, index]) .  




Una Familia de Estrategias de 
Testing Estructural 
Para ciertos prograrnas (aqukllos que contienen a1 menos un loop), existen infinitos ca~ninos desde 
la entrada hasta la salida del mismo. Existen varios criterios o estrategias que pueden usarse para 
seleccionar un subconjunto adecuado y finito del conjunto yotel~cialtner~te infinito de inputs con el 
cual realizar el testing. Un criterio de test define una colecci6n de requisitos que deben cumplirse 
cuando se testea el programa. En particular, 10s criterios de cubrirniento estructural requieren 
que un conjunto de entidades del flowgraph de un progratna sean cubiertos cuando se ejecutarl 10s 
tests. Dependiendo del criterio seleccionado, estas entidades pueden derivarse del flujo de control 
del programa o del flujo de datos del programa. 
Es este capitulo redefinimos una familia tnuy popular de criterios de cubrimiento del flujo de 
control y del flujo de datos 19, 73, 31). Para esto, identificamos, para cada criterio, el conjunto 
de entidades que deben cubrirse para satisfacerlo. Ademb, establecetnos en forma precisa la 
noci6n de cubrimiento asociada a cada entidad. De hecho, "cubrir una entidad" tiene distintos 
siguificados segiin el tipo de entidad considerada: en la Section 3.2 definilnos este significado en 
for ma explicita. 
Los resultados presentados en a t e  capitulo fueron publicados en 1561. 
CAPflULO 3. UNA FAMILIA DE ESTRATEGIAS DE TESTING ESTRUCTURAL 
3.1 Criterios Estruct urales 
En lo que sigue, sea G = (N, A) un ddgraph, y p el conjunto de todos 10s caminos completos en 
G. Para cada criterio de test c, notaremos corno E,(C) a1 correspondiente conjunto de entidades. 
Ciiterios basados en el Flujo de Control 
Criterios basados en el flujo de control ea una familia de estrategias estructurales de testing, 
basadas en seleccionar un conjunto de carninos de test a travC del prograrna, de manera de 
cubrir ciertas entidades del flujo de control. Son las m b  viejas de las thcnicas estructurales, y las 
primeras en haber sido estudiadas. 
All-Paths El criterio All-Paths requiere que todos 10s posibles caminos del flujo de control 
del programa Sean ejecutados. Es la rnh  fuerte entre las tknicas del flujo de control, y 
generalrnente imposible de satisfacer ya que 10s programas con loops tienen un nlimero 
infinito de carninos que deberian cubrim. 
En un ddgraph G, las entidades que deben cubrirse para satisfacer el criterio All-Paths son 
todos 10s caminos cornpletos en G, i.e., 
All-k-Paths Este criterio (tambibn llamado "structured testing" [64]) es una restricci6n del 
anterior, que limita las iteraciones de 10s loops en un camino. Los carninos seleccionados 
son aquellos que no iteran un loop rn6s de k veces, para un entero k dado. 
En un ddgraph G, las entidades son: 
E ~ l l - ~ - ~ a t ~ ~ ( G )  = {p E P: p es Un camino completo en C y ningiin loop en p se itera r n h  
de k veces). 
All-Branches Las estrategia All-Branch- requiere que cada alternativa branch en el programa 
(i.e., cada posible divergencia del flujo de control) sea ejecutada a1 rnenos una vez bajo 
alghn test. 
En un ddgraph G, la divergencia del flujo de control se modela corno varios arcos saliendo 
de un nodo (decisi6n). El criterio All-Branches se satisface entonces si cada arc0 en G estB 
cubierto, es decir: 
3.1. CRJTERIOS ESTRUCTURALES 
All-Statements El criterio All-Statements ea la forma m&s simple de criterio basado en el flujo 
de control. Requiere que todas las instmiones del programa Sean ejecutadas a1 menos una 
vez bajo al@n test. 
En el modelo ddgraph, las entidades son 10s arcos del ddgraph que se corresponden con 
instrucciones del programa (yor ejernplo, un arco que representa la parte ELSE implicita 
de una instrucci6n IF-THEN no estarla incluido): 
E A ~ ~ - ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ( G )  = {e E A: e estB asociado con a1 menos ulia instrucci6n del programa}. 
Criterios basados en el Flujo de Datos 
A pesar de que gran parte de la detecci6n de errores del flujo de datos puede hacerse mediante 
an6lisis esthtico, muchos errores s610 pueden detectarse cuando se ejecuta el programa. Existe 
una familia de estrategias de testing del flyjo de datos 153, 65, 73, 21, 80) que se basa en la 
selecci6n de caminos del flujo de control del programa con el objetivo de explorar las secuencias 
de eventos relaccionadas con el estado de 10s datos. Estas estrategias seleccionan segmentos de 
caminos que satisfacen requisitos del flujo de datos para todas las variables del programa. 
Siguiendo, presentamos varias estrategias de testing basadas en el flujo de datos. 
All-du-Paths Este criterio requiere testear todos 10s caminos simples def-clear desde cada 
definici6n de cada variable en el programa hasta cada posible uso de esa definici6n. Una 
cota superior del ntimero de carninos necesarios para satisfacer esta estrategia es 2d, donde 
d es el ntimero de decisiones en el programa 179). Sin embargo, hay evidencia empirica 
de que muchos errores pueden encontrarse testeando el programa con no demasiados casos 
116, 791. 
En nuestra terminologia, el criterio All-du-Paths se satisface si para cada dua T = Id, u, XI, 
todos 10s caminos simples y def-clear con respecto a X desde d hasta u esthn cubiertos. Por 
lo tanto, las entidades a ser cubiertas son estos caminos. 
EAll-du-Paths(G) = { p  E p: 3T =[dl u, X] E D(C) tal que p es un camino simple y def-clear 
con respecto a X desde d hasta u). 
All-Uses Este criterio requiere que se cubra a1 menos un carnino def-clear desde cada definici6n 
de cada variable en el progralna hasta cada posible uso de esta definici6n. Esta estrategia 
es probablemente la que tiene mejor relaci6n costo/be~~eficio 191. Se ha demostrado que 
descubre muchos errorres (291, mientras que se necesitan relativamente pocos casos para 
satisfacerla [79]. En el modelo ddgraph, las entidades son las duas. 
CAPlTULO 3. UNA FAMILIA DE ESTRATEGIAS DE TESTING STRUCTURAL 
All-pUses Ekite criterio requiere que se cubra a1 menos un camino def-clear desde cada definici6n 
de cada variable en el programa hasta cada posible p-uso de esta definicibn. Esr decir, se 
deben ejecutar todas las asociaciones def-p-use. 
En un ddgraph C, las entidades son las p-duas, i.e., una dua T=[d, u, X] es una entidad si 
el uso u es un p-use. 
EA11-p-uses (C) = Dp(C)- 
De la misma manera, definimos el criterio All-c- Uses eidentificamos el conjunto de entidades 
asociadas, es decir, E A ~ - ~ - ~ / ~ ~ , ( G )  = Dc(G). 
All-p-Uses/Some-c-Uses Este cri terio asume que si se ha cubierto una p-dua, entonces no hay 
necesidad de seleccionar un c-use de la definici6n de la p-dua. Ek decir, se debe incluir 
a1 menos un camino def-clear desde cada definici6n de cada variable hasta cada p-uso; si 
existen definiciones de las variables que no han sido cubiertas por 10s casos asi seleccionados, 
entonces se deben agregar 10s casos necesarios para cubrirlas (mediante un c-uso). 
En un ddgraph G, las entidades son cada asociaci6n def-p-use y a1 menos una asociaci6n 
def-c-use para cada definci6n no cubierta por 10s p-usos. 
E ~ l l - ~ - ~ s e s / ~ m - c - ~ s e s ( C )  = {{TI: T E Dp(G)) U (s: E C(G): V T = [d'1u'tX1I 
E Dp(G), d # d' 0 X # XI). 
De la misma manera, definimos el criterio All-c-Uses/Some-p-Uses e identificamos el con- 
junto de entidades asociadas, es decir, E A ~ ~ - , - ~ ~ ~ , , ~ ~ ~ - ~ - ~ S ~ ( G )  = ({T): T E D,(G)) 
U (Sz E C(G): V T = Id', u', XI] E D,(G), d # d' o X # X' ). 
All-Defs Este criterio requiere que se cubra cada definici6n de cada variable con a1 menos un 
uso (computacional o de predicado) de esa variable. El criterio All-Defs se satisface si para 
cada conjunto S$ en C, se cubren a1 menos una de las duas en B. 
EAll-Dejs(C) = {sf: 3T = [dl, u', XI] E D(G)  ta que d = d' y X = XI). 
La Tabla 3.1 resume 10s conjuntos de entidades para cada criterio de cubrimiento analizado. 
Presentamos ahora algunos ejemplos. 
a El conjunto de entidades para el ddgraph G s o ~ ~  = (NSORT~ ASORT) y el criterio All- 
Branches es 
E ~ l l - ~ r a n c h e s ( G ~ ~ ~ ~ )  = ASORT = {el, e2, e3, e4, e5, e6, e71 e8); 
3.2. i ~ ~ A ~  ES EL SIGNIFICADO DE "CUBRIMIENTO"? 
Coverage Criterion c Set Ec(G) of entities for ddgraph C and coverage criterion c 
All-Paths P 
All- k- Paths {p E p: no loop in p is iterated more than k times) 
All-Branches A 
All-Statements (e E A: e is associated with at least one instruction) 
All-du-Paths (p E p: 3T =[d, u, XJ E D(C) such that p contains a simple, 




All-c- Uses Dc(c) 
All-pUses/Some-c-Uses {{T): T E Dp(C)) U {Sz E C(C): 
tfT = [d',ul,X'] E D,(G) 3 d # d' or X # X' ) 
All-c-Uses/Some-pUses {{T): T E Dc(G)) U (Sz E C(G): 
tfT = [d',u',X1] E Dc(G) + d # d' or X # X i  ) 
All-Defs {Sz: 3T = [dl,u',X'J E D(C) such that 
Tablas 3.1: Entidades y Cubrimiento para 10s Criterios de Cubrimiento Estructural 
el conjunto de entidades para el ddgraph Csom y el criterio All-Statements es 
EAll-Statements (GSORT) = {el, '721 e4r e6, e7, e8); 
el conjunto de entidades para el ddgraph Csom y el criterio All-Uses es 
EAll-rrSes(GSom) = D (GSOm) (ver el Capitulo 2 donde se presenta una lista de las duas 
en este conjunto); 
el conjunto de entidades para el ddgraph CsoRT y el criterio All-Defs ea 
3.2 ~ C u i l  es el Significado de "Cubrimiento"? 
Hasta ahora, hernos definido las entidades para un prograrna, a partir del flowgraph del programa 
y para distintos criterios de cubrimiento. Un conjunto de caminos en el flowgraph satisface un 
criterio si cubre a1 conjunto de entidades asociado a ese criterio. Las entidades asociadas a 10s 
crierios pueden ser de distinto tipo. Y el t6rrnino "cubrimiento" tiene distintos significados, de 
acuerdo al tipo de entidad considerada. 
CAPfTULO 3. UNA FAMILIA DE ESTRATEGIAS DE TESTING ESTRUCTURAL 
En general, para 10s criterios en la familia considerada, hay cuatro tipos de entidades: 
dua 
clase de duas 
camino 
En particular, 10s arcos son las entidades para 10s criterios All-Branches y All-Statements; las 
duas son las entidades para 10s criterios All-Uses, All-p-Uses, y All-c-Uses; las clases de duas son 
las entidades para 10s criterios All-p-U~es/So~e-c-Uses, All-Defs, y All-c-Uses/Some-p-Uses; y 
10s caminos son las entidades para 10s criterios All-Paths, All-k-Paths y All-du-Paths. 
Definimos ahora el significado de cubrimiento para 10s cuatro tipos de entidades consideradas. 
Definici6n 3.1 Cubrimiento 
Un camino completo p cubre 
un arc0 si p contiene a ese arco; 
una dua T =[dl u, X] si p tiene un sub-camino def-clear con respecto a X desde d hasta u; 
una clase de duas S si 3T E S tal que p cubre T; 
un camino p' si es un sub-camino de p. 
Un conjunto de caminos completes p cubre un arco (o una dua, o una clase de duas, o un camino) 
si alguno de 10s caminos en p lo hace. 
Presentamos algunos ejemplos. Consideramos el camino p = el, e2, e7, es, en el ddgraph 
G s O R ~ .  Por la definci6n 3.1, 
- p cubre a1 arc0 el, pero no cubre a1 arco e3; 
- p cubre la dua [e2, e7, index] y la dua [el, e2, a], pero no cubre la dua [ezl eg, indez] ni la dua 
[e7, e2, a] ;  
- p cubre la clase de duas .S:yhX, pero no cubre la clase de duas SF- ni la clase S f ;  
- p cubre a1 camino el, e2, per0 no cubre a1 camino e7, e2. 
Capitulo 4 
Spanning Sets, Subsumption y 
Unconstrainedness 
Tres Conceptos Nuevos para el Andlisis de un 
Programa 
Una estrategia de test estructural selecciona un subconjunto de caminos que deben ser ejecu- 
tados a1 hacer el testing. Como hemos dicho, esta selecci6n estB orientada a cubrir un conjunto 
particular de entidades de la estructura del programa, derivadas del flujo de wntrol o del flujo de 
datos. 
Los m6todos existentes para seleccionar tests generan un dato para cubrir una entidad selec- 
cionada en forma arbitraria, y considerada en forma aislada de las otras entidades (36). Si el dato 
de test generado tambibn ejecuta otras entidades, se considerartin cubiertas a posteriori. Pero 
no se realiza ningtin esfuerzo para generar a priori datos de test que satisfagan varios requisites 
simultaneamente. 
Sin embargo, observamos que un caso de test cubre, en general, a m L  de una entidad. Es 
entonces posible, en general, identificar un subconjunto de entidades minimo con la propiedad de 
que cualquier wnjunto de tests que cubre este subwnjunto cubre toda entidad en el programa. 
Llamamos a este subconjunto mfnimo un "spanning set of entities". 
Intuitivamente, existe un orden entre las entidades, de acuerdo a cuBn facilmente pueden ser 
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cubiertas. Llamamos subsumption a este orden entre entidades. Las entidades maximales en este 
orden, es decir, aquellas cuyo cubrimiento no puede ser garantimdo por ninguna otra entidad, se 
dicen unconstrained Un spanning set of entitim est6 compuesto por entidades unconstrained. 
En este capltulo primer0 introducimos 10s spanning sets of entities. Despuh, presentamos un 
metodo para identificar un spanning set of entities para las estrategias estructurales presentadas 
en el liltimo capitulo, es decir, un metodo que permite identificar wi conjunto de entidades minimo 
que garantiza cubrimiento total. Este m6todo est6 basado en la noci6n de subsumption. 
Los resul tados presentados aqui fueron publicados en [56]. 
4.1 Spanning Sets of Entities 
Deberia ser claro en este momento que un criterio de cubrimiento c determina para un ddgraph 
G dado, un conjunto de c-entidades Ec(G) que deben ser cubiertas para satisfacer el criterio. 
Obsemamos ahora que es en general posible derivar un subconjunto de Ec(G) con la propiedad 
de que un conjunto de caminos completos que cubre todas las e~itidades en 61, cubriri tambi6n a 
toda c-entidad en Ec(G). Por ejernplo, para el ddgraph GSOR~,  cualquien conjunto de caminos 
completos que cubre 10s arcos: 
(e3, e41 e5, e6) C E~ll-~tanches (GSORT) 
cubrir6 cada arc0 en E A ~ ~ - ~ ~ ~ ~ ~ ~ ~ , ( G ~ ~ ~ ~ ) .  &to sucede porque cualquier camino completo que 
cubre estos arcos, debe cubrir tambikn a 10s arcos el, ez, e7 y ea. 
Para 10s prop6sitos del testing, estamos interesados en el (o 10s) subconjunto(s) mQ chico 
de c-entidades con esta propiedad. Estas son las c-entidades de Ec(G) " m b  importantes" , per0 
tambi6n aquellas m6s dificiles de ejecutar. Conociendo este subconjunto a priori, el esfuerzo del 
testing puede centrarse en cubrir las c-entidades de este subconjunto, y por lo tanto satisfacer el 
criterio c con menos esfuerzo. 
Un subconjunto minimo de Ec(G) tal que un conjunto de caminos que lo cubre cubre toda 
entidad en Ec(G) es llamado un spanning set of entities. El t6rmino spanning set of entities 
significa que "se expande por" todas las entidades para un ddgraph G dado y un criterio c dado. 
Definicidn 4.1 Spanning Set of Entities 
Sea C un ddgraph y c un criterio de cubrimiento de 10s presentados. Un subconjunto U de 
Ec(G) es un spanning set of entities para G y c si 
1. cualquier conjunto de caminos p que cubre todas las entidades en U cubre tambidn todas 
las entidades en Ec(G); 
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2. para cualquier conjunto U' C Ec(G), tal que cualquier conjunto de caminos que cubre todas 
las entidades en U' cubre tambibn todas las entadades en Ec(C), se tiene que IWI _< IW'I. 
4.2 C6mo Encontrar un Spanning Set of Entities 
En la Gltima secci6n, introducimos el concept0 de spanning set of entities. Ahora presentaremos 
un mktodo general para encontrar un spanning set of entities, para un ddgraph C dado y un 
criterio de cubrirniento c, para cualquier criterio en la familia definida en el Capitulo 3. 
Como ya hemos dicho, existe un orden entre las entidades, de acuerdo a cu6n f6cilmente 
pueden ser cubiertas. Llamamos a este orden entre entidades, subsumption. La idea intuitiva 
es que si una c-entidad El subsume a otra c-entidad E2, entonces 110s podemos "olvidar" de Ez 
siempre que "recordemos" a E l .  
Def1nici6n 4.2 Subsumption 
Sea G un ddgraph, c un criterio de cubrimiento, y El y Ez dos entidades en Ec(G). Entonces, 
El subsume a E2 si todo camino que cubre a El cubre tarnbikn a E2. 
Estamos interesados en identificar a 10s objetos maximales en ese orden. Esas entidades se 
dicen "unconstrained", ya que el cubrimiento de las entidades u~lconstrained no estd garantizado 
por el cubrimiento de ninguna otra entidad. ML precisamente, una entidad E se dice uncon- 
strained si no existe ninguna otra entidad E' que subsuma a E sir1 que suceda que E subsume a 
E'. 
Veremos ahora c6mo usar esta relaci6n para encontrar un spanning set of entities. 
En general, una relaci6n R sobre un conjunto S es un preorden si es reflexiva, i.e., (s, s )  est6 
en R para cada s en S, y transitiva, i.e., si (sl, $2) y (32, 33) est6n en R entonces (sl,  s3) tambikn 
est6 en R. La relaci6n de subsumption es un preorden. Entonces, dado un ddgraph G y un 
criterio de cubrimiento c, podemos construir un grafo dirigido que representa a la relaci6n de 
subsumption entre las entidades. Los nodos son las entidades para G y c. Hay un arc0 desde en 
nodo Ez hasta el nodo El si El subsume a E2. Este digrafo se llama c-subsumption digraph de 
G, y se nota como Sc(C). 
Cualquier entidad en una componente fuertemente conexa M de Sc(G) puede elegirse para 
representar a otra. Haremos referencia a la entidad elegida para representar a una componente M 
como la representante de M, y la notaremos rep(M). Reduciendo las componentes fuertemente 
conexas de Sc(G), se obtiene un DAG (directed acyclic digraph). Ekte grafo se llama reduced 
c-subsumption digraph, y se nota Rc(C). 
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Figuras 4.1: Reduced Subsumption Digraph para Csom y 10s criterios All-Branches y All- 
Statements, respectivamente 
Consideraremos las hojas del reduced c-subsumption digraph. Sea U un conjunto de repre- 
sentantes de estas hojas. Puede probarse fkilmente que U es un spanning set of (unconstrained) 
entities. 
Teorema 4.1 Sea G un ddgraph, c un criterio de cubrimiento, y Rc(G) el reduced c-subsumption 
digraph de G. Sea U un conjunto de c-entities de E,(C) representando las hojas de Rc(G), 
i.e., cada entidad en U representa una hoja en &(G) y todas las hojas en Rc(G) tienen un 
representante en U. Entonces U es un spanning set of entities para C y c. 
La demostraci6n puede verse en el Ap6ndice A 
Por ejemplo, presentamos UAll- Branches(GSoRT)r el h i c o  spanning set of entities para el 
ddgraph Gsom = (NSOm, AsORT) y el criterio All-Branches. Puede obtenerse seleccionando 
10s representantes de las hojas del reduced All - Branches-subsumption digraph para G s o m  de 
la Figura 4.1 A, 
U~ll-~ronchea (GSORT) = (e41 e5)- 
El tinico spanning set of entities para el ddgraph Gsom y el criterio All-Statements puede 
obtenerse seleccionando 10s representantes de las hojas del reduced All -Statements-subsumption 
digraph para G s o m  de la Figura 4.1 B, 
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[el, es, nl 
[el, ear sortuptoj [el, y,  4, [ex, e7, smtu~tol 
lei, Y, n], le7, es, aortu~tol 
[el, e7,aI, lei, e2,3ortuptoI 
[el, e2,aI 
[el,e~,nl Ies ,e . r , ik I  
(e2, ea, ind-I [ez, es, i k l  Ie7, ez, aortuptol Iea, e7, mw-1 
[ei,e7, -31 
[ez, es , index1 leg, ee, i h l  le2, e7, index1 
[ee , es , in&] [es , e4, i*l
Figuras 4.2: Reduced Subsumption Digraph para Gsom y el criterio All-Uses 
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Procedure FIND-A-SPANNING-SET-OF-ENTITIES (G : ddgraph; Ec(G) : s e t  of 
e n t i t i e s )  : s e t  of e n t i t i e s ;  
1. for each El, Ez E Ec(G), El # Ez, do SUBSUMPTION(EI, E2,C) ; 
2. construct Sc(G) = (VS.(G), Es,(G)) ; 
3 .  construct Rc(C) = (VR,(G), ER,(G)) ; 
4. U = {rep(M) : M is a leaf of &.(G)) ; 
5 .  return (U . 
Figuras 4.3: Procedure FIND-A-SPANNING-SET-OF-ENTITIES 
UALL-statements (GSORT) = {e4)- 
Un spanning set of entities para Csom y el criterio All-Uses puede obtenerse seleccionando 
10s representantes de las hojas del reduced All - Uses-subsumption digraph para Gsom de la 
Figura 4.2. En este caso existen dos spanning seta of entities, ya que o bien [en, es, index] o bien 
[e2, es, index) pueden elegirse como representantea de la hoja que las contiene: 
u ~ l l - ~ s e s ( G s ~ R T )  = { [el , e81 sortupto], [e2, ea, index], [ez, e4, index], [en, e7, index], [el, es, a], 
[ e 7 ~  e5r a], e 4 ~  a], le7, e 4 ~  e51 m ~ m ~ z ] ,  [ell m ~ ~ ~ ~ ] ) ,  
Uj411-Use8 (CSORT) = { [el , e8r sortupto], [e2, eal mumax], [ez, ell index], Iez, e71 index], [ell esl a], 
ie77 e s ~  a], a], [e71 e 4 ~  a], e 5 ~  m ~ ~ ~ z ] ,  (e41 el, mVmax]), 
Notar que para simplificar las Figuras 4.1 A y B y la Figura 4.2, hemos dibujado s610 10s arcos 
significativos. 
Resumiendo, para encontrar un spanning set of entities U para un ddgraph G y un criterio de 
cubrimiento c, primer0 se obtiene el conjunto de entidades E,(C). Luego, se sigue el procedure 
FIND-A-SPANNING-SET-OF-ENTITIES(G,E,(G)) descripto en la Figura 4.3. 
El anhlisis de la complejidad de este procedimiento se presenta en la Secci6n 4.4. 
4.3 La Relaci6n Subsumption 
El primer paso del procedure FIND-A-SPANNINGSET-OF-ENTITIES presentado en la secci6n 
anterior (es decir, evaluar si una entidad El subsume a una entidad Ez) depende de la noci6n de 
"cubrimiento" asociada a1 tip0 particular de entidad considerada (ver Definici6n 3.1). Entonces 
necesitamos una implementaci6n distinta del procedilniento SUBSUMPTION(E1,E2,G), para 
cada tipo posible de entidad (es decir, arco, dua, clase de duas, y camino). Notamos que la 
implementaci6n no depende del criterio, depende del tip0 de entidad. En esta secci6n discutiremos 
c6mo puede implernentarse el procedimiento SUBSUMPTlON para 10s cuatro tipos de entidades. 





4.3.1 Relaciones Dominance, Post-Dominance y Alignment 
Los conceptos que presentamos aqui serdn usados en la implementaci6n del procedimiento SUB- 
SUMPTION. 
Una relaci6n muy conocida de la teoria de grafos es la de dominance [41]. Esta relaci6n 
irnpone un orden parcial entre 10s nodos o arcos de un Rowgraph1. Estamos interesados en usar 
esta relaci6n sobre 10s arcos de un ddgraph. 
Definici6n 4.3 Dominance en ddgraphs 
Sea G un ddgraph, eo el arc0 de entrada de G. Un arc0 e' dornina al arc0 e si todo camino p 
desde eo hasta e contiene a e'. 
Existen muchos algoritmos para encontrar dominadores en un digrafo, por ejemplo 1551. 
El dominador inmediato e' de un arc0 e es un dominador de e tal que cualquier otro dominador 
de e tambid11 domina a el. 
Esta relaci6n puede representarse corno un Brbol, cuyos nodos son 10s arcos del ddgraph G y 
cuya rab  es eo. Se llama dominator tree y se nota DT(G).  Existe un arc0 (e, e') entre dos nodos 
e y el en el dominator tree, si e es el dorninador inmediato de e'. En la Figura 4.4 A, preseritamos 
el dominator tree del ddgraph G s o n ~  (de la Figura 2.1). 
El mejor algoritmo conocido para construir un dominator tree lleva tiempo O(IAla(lAI, INI)) 
1551, donde A es el conjunto de arcos y N el conjunto de nodos de C, y a es la inversa de la 
funci6n de Ackermann. 
lUn orden parcial es una relaci6n reflexiva, asim6trics y transitiva. Una relaci6n R en un conjunto S es 
asimhtrica si (sl,s2) esti en R entonces (82 ,  s l )  no estd en R. 
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Ahora introducimos la simbtrica de esta relacihn, llamada post-dominance. EBta relaci6n 
aparece en la literatura con distintos nombres (por ejemplo, follow node (71, inverse-dominance 
(191, implication [12]). 
Definici6n 4.4 Post-dominance en ddgraphs 
Sea G u n  ddgraph, ek el arco de salida de G .  U n  arco e' post-domina a1 arco e si todo camino 
P desde e hasta ek contiene a el .  
La relaci6n de post-dominance en un ddgraph G puede obtenerse a partir de la relaci6n de 
dominance. La representaci6n de la relaci6n de post-dominance sobre 10s arcos de G como un arco 
con raiz se llama post-dominator tree (o implication tree) y se nota IT(G). El post-dotninator 
tree del ddgraph GsonT se presenta en la Figura 4.4 B. 
Ahora introducimos la relaci6n de alignment entre tres arcos de un ddgraph. 
Definici6n 4.5 Alignment 
Decimos que 10s arcos a ,  b y c en u n  ddgraph G estdn alifiados si todo camino desde a hasta 
c contiene b, y se nota AL(a,b,c). 
El siguiente resultado muestra c6mo implementar la relaci6n alignment. 
Proposici6n 4.1 AL(a, b, c )  vale si y sdlo s ib  pertenece a1 camino caracteristico del sub-ddgraph(G, a ,  c) .  
La demostraci6n puede verse en el Apbndice A. 
Entonces el orden de tiempo de saber si 8e satisface AL(a, b, c) es O(JAla(lA1, IN I ) ) .  
El siguiente resultado sale directamente de las Definiciones 4.3, 4.4 y 4.5. Muestra que las 
relaciones de dominance y post-dominance son instancias particulares de la de alignment. 
Proposici6n 4.2 Para dos arcos cualquiera a y b en un  ddgraph G con arco de entrada eo y arco 
de salida ek, se tiene que 
a domina b si y solo si AL(eo,a,b) , y 
b post-domina a si y solo si AL(a,b,ek). 
4.3.2 Implementaci6n de SUBSUMPTION-BETWEEN-ARCS 
Mostramos aqui dos procedimientos para chequear si un arco e subsume un arc0 el. 
Teorema 4.2 Sean e y el dos arcos en un  ddgraph C con arco de entrada eo y arc0 de salida ek. 
Entonces, e subsume e' si y solo si el domina o poshdomina e. 
La demostraci6n puede verse en el Apendice A. 
Entonces, para irnplementar SUBSUMPTION-BETWEEN-ARCS(e,e1,G) podemos chequear 
si e' domina o post-domina a e. Esto puede hacerse en tiempo O(IAla(lAI, IN I ) )  si G = ( N ,  A). 
0 tra manera de implementar SUBSUMPTION-BETWEEN-ARCS es chequeando si AL(eo,el,e) 
o AL(e,el,ek). &to es gracias a1 siguiente teorema: 
Teorema 4.3 Sean e y el dos arcos en el ddgraph C con arco de entrada eo y arc0 de salida ek. 
Entonces, e subsume et si y solo si AL(eo,el,e) o AL(e,e1,ek). 
La demostraci6n puede verse en el Aphndice A. 
Por lo tanto, para irnplementar SUBSUMPTION-BETWEEN-ARCS(e,et,C) p odemos chequear 
si AL(eo,el,e) o AL(e,et,ek), en tiempo O((Ala(lA1, IN( ) )  time if G = ( N ,  A ) ,  si A es el conjunto 
de arcos y N el conjunto de nodos de G, usando la Proposici6n 4.1. 
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ALL-PATHS (a, b: arcs  or  nodes; G = (N, A )  : ddgraph) : digraph; 
begin 
Ap={e E A :  there  e x i s t s  a path i n  C from a t o  b containing e); 
Np={n E N :  there  e x i s t s  an a rc  e E Apt n=TA1~(e) or   HEAD(^)); 
end 
Figuras 4.5: Procedure ALL-PATHS 
ALL-DEF-CLEAR-PATHS(nl, n2: nodes; X : variable;  C = (N, A) : digraph) : 
digraph ; 
begin 
Al = {e E A : e contains no def ini t ion of X} ; 
N1 = {n: 3e E A1, n=TAIL(e) or   HEAD(^)); 
return(ALL-PATHS (nl, n2, (N1, Al))) 
end 
Figuras 4.6: Procedure ALL-DEF-CLEAR-PATHS 
4.3.3 Implementaci6n de SUBSUMPTION-BETWEEN-DUAS 
Sea T1=[dl, ul, XI] y T2=[d2, 212, X2] dos duss en el ddgraph G. En esta secci6n presentamos un 
metodo para chequear si T1 subsume a T2. 
Se usan las siguientes operaciones sobre caminos: 
( e ) devuelve el camino formado por el arc0 e;, 
pl+p2 devuelve un camino que consiste en el camino pl seguido por el camino p2, si se 
cumple que la HEAD del dtimo arc0 en pl es la TAIL del primer arc0 en p2. 
Sean a y b dos arcos o nodos en un digraph G;  el procedimiento ALGPATHS(a, b, G) de la 
Figura 4.5 construye el digrafo representando a todos 10s caminos desde a hasta b en G. 
Sean n l  y n2 dos nodos, y X una variable en un ddgraph G; la siguiente proposici6n muestra 
que el procedimiento ALL-DEF-CLEAR-PATHS(nl, n2, XI C) de la Figura 4.6 construye el di- 
grafo que representa a todos 10s caminos desde n l  hasta na en C que no contienen una definici6n 
de X. 
4.3. LA RELAC~ON SUBSUMPTION 
COVERING-PATHS (G = (N, A 1 : ddgraph; Cd, u, XI : dual : digraph; 
begin 
c1 = ( N ~ , A ~ )  = ALL-PATHS(ENTRY-ARC(G),  TAIL(^), GI;  
G2 = (Ng, Ag) = ALL-DEF-CLEAR-PATHS(HEAD(d) , TAIL(U), X G) ; 
C3 = (N3,A3) = ALL-PATHS(HEAD(U), EXIT-ARC(G), GI 
Nt  = N1UN2UN3; 
A' = AlUAgUA3U{d,u); 
re turn(Nt  ,A1) 
end 
Figuras 4.7: Procedure COVERING-PATHS 
ProposiciBn 4.3 Sea G=(N, A )  un digrafo. Sean nl,nz E N,  y X una variable en C. 
Entonces, { p :  p  es un camino desde nl  hasta na en ALL-DEF-CLEAR-PATHS(n1, ng, X, G)) 
= { p :  p  es un camino desdc nl  hasta n2 en C que no contiene una definicidn de X) .  
La demostraci6n puede verse en el Apbndice A. 
Dado un ddgraph G, con arc0 de entrada eo y arc0 de salida ek, y una dua T, usamos 10s pro- 
cedimientos ALL-PATHS y ALGDEF-CLEAR-PATHS para derivar COVERING-PATHS(G, T), 
que es el digrafo que representa todos 10s caminos completos en G que cubren a T. COVERING 
PATHS se construye usando el procedimiento de la Figura 4.7. 
En la construcci6n de COVERING-PATHS suponemos que ninghn arm pertenece a mb de 
uno de 10s siguientes conjuntos: All Ag, A 3  y {d,u). De otra manera, podemos asumir que 
usamos una funci6n que renombra 10s arcos. Por ejemplo, podemos renombrar a cada arco e 
en el conjunto Ai como un nuevo arco ei, i.e., rename(e, Ai) = ei. Supongarnos ahora que 
consideramos un camino en el digrafo COVERING-PATHS. Para obtener un camino en el grafo 
original, consideramos la inversa de la funci6n de renombre, rename-'. Usando esta funci6n, 
dado un arco ei en COVERING-PATHS obtenemos el arc0 e en el ddgraph original. 
La siguiente proposici6n establece que todo camino en COVERING-PATHS(G, T)  es un 
camino en GI, seguido del arco d, luego de un camino en Cz, luego del arc0 u, y luego de un 
camino en G3. Inversamente, cada camino compuesto por tres catninos "completos" pl, p2, p3 en 
C1, C2 y G3, respectivamente, se asocia con un camino en COVERING-PATHS(G, T). 
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ProposiciBn 4.4 Sea G=(N, A) un ddgraph, eo el arc0 de entrada de GI  ek el arc0 de salida de 
G.  Sea T =[dl u,  XI una dua en G. Sean G I ,  Ga y C3 10s digrafos definidos en la Figura 4.7. 
Entonces, { p :  p es un camino desde eo hasta ek en COVERING-PATHS(G, T ) )  = {p: 
3plrp2rp3, tal que p = pl  + ( d ) + p2 + ( u ) + pa; pr es un camino en GI  desde eo hasta 
TAIL(d); p2 es un camino en G2 desde HEAD(d) hasta TAIL(u); y p3 es un camino en C3 desde 
HEAD(u) hasta e k )  - 
La demostraci6n puede verse en el Aphndice A. 
El siguiente corolario dice que todo camino cornpleto en COVEFUNG-PATHS(G, T )  cubre a 
Corolario 4.1 Sea C=(N, A)  un ddgraph, eo el arc0 de entrada de G I  ek el arc0 de salida de 
G.  Sea T=[d,u, XI una dua en C .  Entonces, todo camino desde eo hasta ek en COVERING- 
PATHS(G, T )  cubre a T .  
La demostraci6n puede verse en el Ap6ndice A. 
La siguiente proposici6n establece que el digrafo obtenido reduciendo COVERING-PATHS(G, 
T )  (usando el procedimiento REDUCE de la Figura 2.2) es un ddgraph. 
ProposiciBn 4.5 Sea G=(N, A)  un ddgraph, eo el arc0 de entrada de GI ek el arc0 de salida de G. 
Sea T=[d,u, XI una dua en G.  Entonces, G* = ( N 8 , A * )  = REDUCE(C0VERING-PATHS(G, 
T ) )  es un ddgraph. 
La demostraci6n puede verse en el Apbndice A. 
El siguiente teorema establece que el ddgraph REDUCE(COVER,ING-PATHS(G, T ) )  repre- 
senta todos 10s caminos completos en G que cubren a T .  
Teorema 4.4 Sea G un ddgraph, eg el arc0 de  entrada de C ,  ek el arc0 de salida de G. Sea 
T=/d,u, XI una dua en C .  Sea G' = REDUCE(C0VERING-PATHS@, T) ) .  
Entonces, {p: p es un camino cornpleto en C') = {p: p es un camino cornpleto en G que cubre 
a T ) .  
La demostracidn puede verse en el Ap6ndice A. 
Por lo tanto, el ddgraph G' = REDUCE(COVER1NG-PATHS(G, T I ) )  identifica todos 10s 
caminos en el ddgraph C que cubren a la dua TI .  Para saber si TI subsume a T2, necesitamos 
ver si todo camino completo en G' cubre a T2. b t o  puede hacerse viendo si: 
1. todo camino cornpleto en G' pasa por d2 ,  y 
2. todo carnino cornpleto en Gf pasa por uz, y 
3. todo camino completo en G' contiene un csmino def-clear con respecto a X2 desde dz hasta 
u2. 
La Condici6n 1 se cumple si y solo si d2 pertence a1 camino caracteristico de GI. De la 
misma manera, la Condici6n 2 se curnple si y solo si u2 pertenece a1 camino caracteristico de 
GI. Suponiendo que se cumplen las Condiciones 1 y 2, sea CU=SUB-DDGRAPH(Gf ,d2, uz). 
Entonces, la Condici6n 3 se cumple si y solo si ningtn arc0 e en G" distinto de dz y uz contiene 
una definici6n de X2. El siguiente teorelna prueba que este procedimiento funciona. 
Teorema 4.5 Sea G un ddgraph, eo el arc0 de entrada de G, ek el arco de salida de G. Sean 
TI =[dlI u i ,  Xi] y T2=[d2, u2, X2] dos duas en G. Sea G' = REDVCE(C0VERING-PATHS@, 
TI)). Sea GM=SUB-DDGRAPH(Gf ,d2, u2). 
Entonces, TI subsume a T2 si y solo si 
1. d2 pertenece a1 camino caracteristico de GI, y 
2. u2 pertenece a1 camino caracterdstico de GI, y 
3. ningzin arco dwtinto de d2 y u2 en C" contiene una definicidn de X2. 
La dernostraci6n de este teorerna puede verse en el Apbndice A. 
En conclusi6n, dado un ddgraph G, y dos duas TI y Tz en G, para irnplementar SUBSUMPTION- 
BETWEEN-DUAS(G, TI, T2), se puede usar el procedimiento de la Figura 4.8. Construyendo 
G' = REDUCE(C0VERING-PATHS(C, TI)) seleccionamos 10s caminos en G que cubren a TI. 
Luego, chequeamos si todo camino que cubre a TI en G atraviesa d2 y u2, lo que puede hacerse 
viendo si dg y u2 estin en el carnino de eo hasta ek en el dominator tree de GI. Finalmente, 
para saber si todo camino en C' cubre a T2, vemos que n ingh  arc0 distinto de d2 y u2 en 
SUB-DDGRAPH(Gf, d2, 212) contenga una definicihn de Xz. 
Analizamos ahora la cornplejidad temporal de SUBSUMPTION-BETWEEN-DUAS. Con- 
struir G' = REDUCE(C0VERING-PATHS(G, TI)) Ileva tiempo 0 (I A(). Construir DT (Gf ) y 
ver si d2 y u2 estin en el camino desde eo hasta ek en DT(G') lleva tiernpo O(IAla(lAI, INI)). 
Ver si ningdn arco distinto de d2 y 212 en SUB-DDGRAPH(Gf, d2,u2) contiene una definici6n 
de X2 lleva tiempo O((A1). Por lo tanto, el procedimiento SUBSUMPTION-BETWEEN-DUAS 
toma tiempo O(IAla(lAI, INI)). 
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SUBSUMPTION-BETWEEN-DUAS (G : ddgraph; TI, T2 : duas) : bool; 
begin 
construct GI = REDUCE(COVER1NG-PATHS(G, TI) ; 
construct DT(G1), t he  dominator tree f o r  GI; 
if dz y u2 a re  i n  t h e  path from eo t o  ek i n  DT(G') and 
Ve # dz, u2, e E SUB-DDGRAPH(G', dz, ua) + e does not contain a de f in i t ion  of Xz 
then re turn  (TRUE) 
else re turn  (FALSE) 
end 
Figuras 4.8: Procedure SUBSUMPTION-BETWEEN-DUAS 
4.3.4 Implement aci6n de SUBSUMPTION-BETWEEN-CLASSES-OF-DUAS 
Sea G un ddgraph, X I ,  X2 dos variables en G definidas en 10s arcos dl y dz, respectivamente. 
Queremos saber si SZ subsume sZ. 
Primero identificamos para una dua dada T todaa las clases de duas S$ tales que T garantiza 
el cubrimiento de Sf, es decir, tales que todo camino cornpleto que cubre T, cubre a alguna dua 
en s:. El conjunto de todas estas clases es TOP(T). 
Definici6n 4.6 TOP 
Sea G un ddgraph, T una dua de G. Entonces, TOP(T) = {s?: 3T1=/d, u, XI, T subsume 
TI}, 
Ahora damos un procedimiento para encontrar a TOP(T), para una dua dada T. Sea 
RAU-Uso(G) el reduced subsumption digraph de G y criterio All-Uses. El conujnto TOP(T) 
puede obtenerse visitando RAu-u,,(G) desde el nodo que contiene a T hasta la raiz. Para cada 
dua TI= [dl u, X] en cada nodo visitado, el conjunto S? estB en TOP(T). 
Por las Definiciones 3.1 y 4.2, subsume s$' si y solo si para todo carnino cornpleto p que 
cubre la dua T E Sf existe una d i a  TI E ~ 5 '  tal que p cubre TI. Entonces, 1s clase sf subsume 
la clase s:' si y solo si para cada dua T E 82, s$' E TOP(T); i.e., el cubrimiento de cualquier 
dua T E sf garantiza el cubrimiento de s;'. El conjunto de clases de duas a las cuales la clase 
Sf subsume se llama S U B ( S ~ ) .  
Definici6n 4.7 SUB 
Sea G un ddgraph, X una variable en C definida en el arco d. Entonces, SUB(S$) = (s$': 
Sz' E TOP(T), VT E s:). 
El siguiente teorema demuestra que las deftnicfones dadas pueden usarse para chequear si una 
clase S$ subsume otra clase 32'. 
Teorema 4.6 Sea G un ddgraph, X una variable en C definida en el arc0 d ,  X' una variable en 
G definida en el arco d l .  S$ subsume S$ si y solo si S$ E SUB(S$). 
La demostraci6n puede verse en el Apbndice A. 
Es decir, para saber si Sf subsume s$' necesitamos chequear si s$' E SUB(S$); i-e., si 
s$' E TOP(T), VT E sf. En otras palabras, para cada T E Sf, visitamos R~l l -~sca(G)  desde 
el nodo que contiene a T hacia arriba, y vemos si durante esa visita pasalnos por una dua T', tal 
que T1=[d', u ,  X'J. 
Analizamos ahora la comylejidad temporal de SUBSUMPTION-BETWEEN-CLASSES-OF- 
DUAS. Construir el reduced subsrunption digraph para C y el criterio All-Uses lleva tiempo 
0(lD121Ala(lAl, INI)), donde D es el conjunto de todas las duas en G = (N, A). El proced- 
imiento SUBSUMPTION-BETWEEN-CLASSES-OF-DUAS(S~X,',C) para evaluar si la clase 
de duas S$ subsume a la clase de duas s$' lleva tiempo 0 (1s: I * ID ( + I D  1 2 1 ~  Ia(IAI, IN I))) I 
o ( l ~ l ~ l ~ l ~ ( l ~ I ,  (NO). 
4.3.5 Implementaci6n de SUBSUMPTION-BETWEEN-PATHS 
La implementaci6n de SUBSUMPTION-BETWEEN-PATHS es directa, ya que consiste en chequear si 
un camino dado es subcamino de otro camino dado. Esto puede hacerse en tiempo O(IA1). 
4.4 Andisis de la Complejidad 
Analizamos ahora la complejidad temporal del procedimiento FIND-A-SPANNING-SET-OF- 
ENTITIES para un ddgraph G = (N, A) (ver Figura 4.3). Sea D el conjunto de todas las 
duas de G. Ya que el procedimiento SUBSUMPTION tolna tiemyo O(t), donde t es 
O(IAla(lAI, INI)) si las entidades son arcos o duas 
0((LIl2(~(a(lA(,  IN()) si lee entidades son clases de duas 
O(lAl) si laa entidades son caminos 
el primer paso toma tiempo o ( I E , ( c ) ~ ~  * t). Construir s,(G) toma tiempo O(IE,(G))~). Derivar 
el reduced subsumption digraph Rc(G) = ( N R c ( ~ ) , A ~ , ( ~ ) )  toma tiempo O(INR,(G)I + ~AR,(G)~)- 
CAPiTULO 4.  SPANNING SETS, SUBSUMPTION Y UNCONSTRAINEDNESS 
Seleccionar las hojas de Rc(G) toma tiempo O(INR,(GII). Por lo tanto, obtener un spanning set 
of entities para G = (N, A) y c toma tiempo O ( ~ E , ( G ) ~ ~  * t)2. 
4.5 Aplicaciones de 10s Spanning Sets of Entities 
En lo que sigue de este trabajo, presentaremos varias aplicaciones de 10s spanning sets of entities. 
Ektudiamos tres tipos de aplicaciones: 
1. El uso de spanning sets para reducir el costo del testing. Ekte tema se estudia en el pr6ximo 
capitulo. 
2. El uso de spanning sets para estimar el costo del testing. &to se hace estimando el n h e r o  
de caminos de test necesarios para obtener un cubrimiento completo y se describe en el 
Capitulo 6. 
3. Guia en la generaci6n de caminos de test. El uso de spanning set of entities en la generaci6n 
de caminos de test se presenta en el Capitulo 7. 
2Notamos que este algoritmo tomari un tiempo expowncial en el ntimero de arcos si el niunero de entidades 
es exponencial en el nGmero de arcos (pot ejemplo, ai c w el criterio All-Paths). 
Capitulo 5 
Reducci6n del Costo del Testing 
El testing emplea una cantidad considerable del tiempo y recursos gastados en la producci6n de 
software [9]. Por consiguiente, seria litil tener una manera de reducir el esfuerzo del testing. En 
particular, el nzimero de tests a ser ejecutados impacts fuertemente en el esfuerw del testing. 
De hecho, el tiempo y 10s recursos necesarios para realizar el testing aumenta con el n h e r o  de 
casos de prueba. En este capitulo, analizamos el uso de spanning sets of entities para reducir el 
nlimero de tests que deben planearse para obtener un cierto cubrirniento durante el desarrollo del 
software. 
En la siguiente seccicin, presentamos 10s trabajos existentes en la generaci6n de test suites de 
tamafio reducido. Luego, analizamos el uso de 10s spanning sets of entities para reducir el n h e r o  
de tests en un test suite. Tradicionalmente, 10s datos de test necesarios para obtener un cierto 
cubrimiento se generan con el objetivo de cubrir el conjunto de entidades asociado a1 cubrirniento. 
Sin embargo, sabemos que no es necesario cubrir todas las entidades: es suficiente con cubrir las 
entidades en un spanning set of entities. Usando esta idea, en la Gltima secci6n de este capltulo 
presentamos una nueva familia de criterios de cubrirniento estructural. 
Los resultados presentados en este capitulo han sido parcialmente publicados en 1141 para el 
caso del criterio All-Branches y en 1571 para el caso del criterio All-Uses. 
5.1 Trabajos Existentes 
En esta secci6n, analizarnos 10s trabajos existentes en la generaci6n de test suites de tamaiio 
reducido. 
Hace varios afios, el problerna de hallar un conjunto de calninos que satisfaga el criterio de 
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cubrimiento All-Branches ha sido atacado por Krause, Smith y Goodwin. En [52], se genera 
un conjunto de caminos escogiendo repetidamente el ca~nino m b  eficaz, identificando aquel que 
cubre la mayor cantidad de branches entre aquellas a h  no cubiertas. 
Unos afios mSs tarde, el problerna de hallar un conjunto de catninos que satisfaga el criterio 
de cubrimientto All-Branches con el mfnimo ntlmero de caminos ha sido atacado por Ntafos y 
Hakimi (66). 
En su trabajo, presentan dos m6todos por resolver este problema. El problema de hallar un 
conjunto de caminos mtnimo se transforma en un problema de flujo rninimo y en un problema de 
matching mtiximo [18], respectivamente. Sin embargo, cuando se usa un test suite de cardinalidad 
minima para probar un prograrna, la presencia de loops reducirS el nlimero de teats requerido. 
&to no refleja el nli~nero de tests requerido en la prhctica. 
Estas soluciones est611 asociadas a1 criterio All-Branches. Otros criterios de testing no se 
tienen en cuenta. 
Los m6todos usados en la generaci6n de un conjunto de caminos de test que satisfacen un 
criterio de cobertura generan un camino de test para cubrir una entidad seleccionada en forrna 
aislada de las otras entidades. Si el dato de test generado tarnbi6n ejecuta otras entidades, se 
considerarin cubiertas a posteriori. Pero no se realiza n i n g h  esfuerm para generar a priori datos 
de test que satisfagan varios requerimientos sirnulthneamente. Sin embargo, observarnos que en 
general ese caso de test cubre a mhs de una entidad. Asi, se debe war  una manera de reducir el 
nlimero de casos de test diferente. 
En particular, Gupta y Soffa [36j investigaron d m o  guiar la generaci6n de test, de manera 
de que un linico caso de test satisfaga varios requerimientos. Ellos agrupan requerimientos de 
cubrirniento, de manera que cada grupo pueda ser potencialmente cubierto por un h i c o  caso de 
test. Nuestro resultado rnejora esta soluci6n. De hecho, 10s spanning sets of entities proporcionan 
la manera 6ptima de agrupar entidades', ya que son el conjunto de entidades mfnamo que garantiza 
cubrimiento total. 
Un acercamiento diferente consiste en rninimizar el ntimero de tests en un test suite o el nthnero 
de caminos en un conjunto de carninos de test. Eiste problems es NP-completo [36]. En [q, 
el problema de hallar un conjunto de carninos de cubrimiento es tratado como un problema de 
decisi6n y es formulado como un problema de programaci6n enters 1181, de rnanera de rninimizar 
el ntlmero de caminos necesarios para satisfacer el criterio All-Branches. Se presenta un modelo 
lRealmente, no hablamos explicitamente de grupos de mtidades, pero dstos ae pueden derivar Hcilmente usando 
el orden impuesto por la relacihn de subsumption introducida en eate trabajo (ver Capitulo 4). 
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generalizado que s ine  para varias estrategias del flqjo de control (771. 
Otros autores han propuesto heuristicas basadas en tbnicas de minimizaci6n par reducir el 
nlimero de tests, por ejemplo, [40, 911. En [40], se asocia a cada requerimiento un conjunto de 
tests que lo satisfacen. Luego, se selecciona un subconjunto de tests que incluye por lo menos un 
test del conjunto asociado a cada requerimiento. En [91],los datos de test son generados a1 azar. 
Luego, se reduce el tamaiio del test suite manteniendo conatante el cubrimiento de tipo All-Uses. 
Sin embargo, estas t6cnicas se aplican a un conjunto de test redundante 5610 despub de que el 
test suite ha sido generado. Asi, tales soluciones no reducen realmente el esfuerzo de generar 10s 
tests. 
En nuestro trabajo usamos pre-an8lisis para reducir el ntimero de casos de test. De esta man- 
era, evitamos la generaci6n de pruebas redundantes (ver Secci6n 5.2.21, minimizando el nlimero 
de casos de test. El uso spanning sets of entities para reducir el costo del testing se estudia en la 
pr6xima secci6n. 
5.2 Uso de 10s Spanning Sets para Reducir el Costo del 
Testing 
En esta secci6n discutimos el uso de 10s spanning sets para reducir el costo del testing, incluyendo: 
1. cheque0 de la completitud del cubrimiento del testing; 
2. prevenci6n de la generaci6n de caminos redundantes; 
3. guia en la selecci6n de entidades para aumentar el cubrimiento; 
4. tratamiento del problema de no-factibilidad de caminos. 
5.2.1 Chequeo de la Completitud del Testing 
El mejor uso de 10s criterios de cubrimiento es como criterios de adecuaci6n del testing realizado. 
Especificamente, la proporci6n entre las entidades cubiertas y el nlimero total de entidades en el 
programa se usa para evaluar la minuciosidad del proceso de testing sobre un programa. 
Observamos que una medida m& significativa es proporcionada yor la proyorci6n entre las 
entidades cubiertas en un spanning set y el nlimero total de entidades en 61 (i.e., el nlimero de 
hojas en el reduced subsumption digraph). Para medir el cubrimiento con respecto a un spanning 
set of entities para el criterio considerado, el tester sabr8 cubntas entidades unconstrained quedan 
para ser cubiertas y cuiles se deberi elegir para aumentar el cubrimiento m L  eficazmente. Por 
ejemplo, si ha quedado una linica hoja no cubierta, el tester sabri que un test que cubra una 
entidad unconstrained que represents a esa hoja serl suficiente para obtener cobertura total, 
independientemente de la medida de cobertura ~ o b r e  l conjunto total de entidades. 
Consideremos el programa SORT de la Figura 2.1. Supongamos que hemos generado el 
siguiente test suite para testear el programa: 
T i  = ( ii = ([5,7,61,0), i 2  = ([5,7,61,1), i3 = ([5,7,61,3), ir  = ([7,6,51,3) 1. 
Los Inputs il y i 2  ejecutan el camino elleg en el ddgrayh de la Figura 2.1. El Input i3, eje- 
cuta el camino el, e2, e3, e4, eg, e3, e5, eg, e7, ea, eg, e4, eg, e7, ea. El Input i4, ejecuta el camino 
el, e2, e31 e5, e61 e3, e51 e61 e71 e2, e3, e5, e6, e7, ea. 
Queremos ver si Tl satisface el criterio All-Uses. &to puede hacerse viendo si todas las duas 
en el ddgraph estin cubiertas por TI. 0 bien, se puede hacer viendo si el conjunto reducido de 
duas en un spanning set of duas S estB cubierto por TI. En el primer caso, necesitamos comprobar 
el cubrimiento de 36 duas. En el segundo caso, 5610 necesitamos comprobar el cubrimiento de 10 
duas. Los Inputs il y i 2  cubren la dua [el, ea, sortupto]. De las duas que quedan en S, is cubre las 
duas [e7, e4, a], [el, e41 a], [el, eg, a], [e4, e~,mymax] Y [ez,erl, index]; Y i4  cubre las duas [e7, e5, a1 
y [ez, e5, index]. Por lo tanto, en este ejemplo las siguientes duas en S no estBn cubiertas por TI: 
[er,er,mymax] Y [ez,e7,indez]. 
5.2.2 Previniendo la Generaci6n de Caminos Redundantes 
Enfocar la generaci6n de casos de test en el cubrimiento de un spanning set of entities ayuda a 
prevenir la selecci6n de caminos redundantes. De hecho, en la situaci6n comlin de que nuevos 
caminos de test tienen que ser seleccionados para aumentar el cubrirniento, 10s caminos m6s litiles 
son aquhllos que cubren alguna entidad unconstrained alin no cubierta (notar que hay al menos 
una, o el cubrimiento seria del 100%). Si se escoge un camino de test P que cubre s610 entidades 
unconstrained ya seleccionadas,, P serB en a l d n  momento un catnino redundante. De hecho, para 
cada entidad no unconstrained E en P, o bien alguna de las entidades unconstrained ya cubiertas 
la subsume; o bien en a l ~ n  momento se seleccionarh otra entidad unconstrained que la subsume. 
Por ejemplo, supongarnos que necesitamos aumentar el cubrimiento en el ejelnplo presentado 
en la Gltima secci6n. Las duas en G que no son cubiertas por T I  son las siguientes: [e6,e4,index], 
[e4,e4,mymax], [el,e7,maxpos], [e2,e7,mymax] y [ez,e7,index]. Las duas en S no cubiertas por T1 
son las siguientes: [e4,e4,mymax] y [e2,e7,index]. Supongamos que elegimos la dua [e6,e4,index] 
para aumentar el cubrimiento; i.e., no usamos la informaci6n provista por el spanning set of 
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duas. En particular, si ejecutamos el camino (el, e2, eg, eg, eg, eg, e4, eg, e7, ep, eg, e4, eg, e7, e8), 
dicha dua serh cubierta. Por ejemplo, el input (16,5,73,3) ejecuta ese camino. Sin embargo, ese 
input no cubre ninguna dua unconstrained no cubierta hasta ahora. Entonces, no se aumenta 
realmente el cubrimiento ya que todavia necesitamos cubrir las duas [e4,e4,mymax] y [e2,e7,indexl 
para completar el cubrimiento. De hecho, si cubrimos la dua [e4,e4,mymax], estamos cubriendo 
tambihn la dua [e6,e4,indea]. 
5.2.3 Guias en la Selecci6n de Entidades para Aumentar el Cubrim- 
iento 
Supongamos que tenemos que testear un programa y satisfacer un criterio de cubrimiento es- 
pecifico. Hemos seleccionado varios caminos de test, pero no se satisface el requisito de cubrim- 
iento. Asi, necesitamos seleccionar m& caminos de test. En tal situaci6n se pueden usar las 
entidades unconstrained para guiar la generaci6n de 10s tests. De hecho, la generaci6n de casos 
de test puede ser dirigida a cubrir un spanning set of entities. Ya que un spanning set of entities 
contendria un menor ntimero de entidades que el conjunto completo de entidades en un programa, 
el esfuerzo de la generaci6n de 10s casos de test puede disminuir considerablemente. 
Por ejemplo, supongamos que queremos completar el conjunto T1 de la Secci6n 5.2.1, para 
obtener cubrimiento de tip0 All-Uses. Sabemos que si agregamos In& tests a T1 para cubrir las 
duas (e4,e4,mymaxJ y [e2,e7,index], obtendremos cubrimiento de ti po All-Uses. 
Para cubrir la dua [e4,e4,mymax], necesitamos un input que entre dos veces el loop interno del 
programa, entrando en la condici6n if las dos veces. Por ejemplo, el siguiente camino de control 
hafia esto: (el, e2, eg, e4, eg, e3, e4, eg, e7, e2, eg, e5, eg, e7, e8). Podemos seleccionar el input ((5, 6, 
71, 3)) que ejecuta ese camino, y entonces cubre la dua [e4,e4,mymax]. 
Para cubrir la dua [e2,e7,index], necesitamos un input que entre el loop externo pero no entre 
el loop interno del programa. &to no es posible, ya que para esto n deberia ser mayor que 
sortupto, y menor que sortupto+l, y n y sortupto son variables enteras. En conclusi6n, esa dua 
no es factible y no existe ningtin input que la ejecute. Por lo tanto, el cubrimiento no puede ser 
completado. A estas alturas, el conjunto T2 = TIU (i5 = ([5,6,7], 3)) es el conjunto de tests 
que cubre todas las duas en S - ([ez,e7,index]). El cubrimiento fue aumentado. Sin embargo, el 
cubrimiento puede ser aumentado todavia mh, como veremos en la Seccidn 5.2.4. 
Este tema serB extendido en el Capftulo 7, donde usamos 10s spanning sets of entities para 
generar caminos de test. 
5.2.4 Tratamiento de No-Factibilidad 
Supongamos que no puede encontrarse ningiin deto de test para cubrir una cierta entidad E, i.e., 
E se considera no-factible. Entonces, toda entidad E' que subsume a E es tambihn no-factible. 
De hecho, si existe un camino que cubre a El, ese camino cubriria tambihn a E. En particular, 
si E es el representante de una componente fuerternente conexa M, entonces sabemos que todas 
las demhs entidades en M son tambibn no-factibles. 
Supongamos ahora que S es un spanning set of entities que contiene a E. Entonces, en este 
caso un spanning set of entities no garantiza cubrimiento del 100%. En particular, E no puede ser 
cubierta por n i n g h  camino en el ddgraph. Consideremos las entidades que tienen a E como uno 
de sus hijos en Rc(G) (el reduced c-subsumption digraph, presentado en el Capitulo 4). Tenemos 
10s siguientes dos casos. En el primer caso, supongamos que para toda entidad E' que tiene a 
E como uno de sus hijos en Rc(G), existe una entidad unconstrained factible que subsume a El. 
Entonces, E puede ser eliminada de S. En el otro caso, (i.e., 3E1 que tiene a E como uno de sus 
hijos en Rc(G) tal que ninguna entidad en S que subsume a El es factible), entonces S debe ser 
modificado para garantizar el cubrimiento m6ximo posible. Sustituimos a E (y 10s otros hijos de 
El)  en S con todas las entidades El tales que E es un hijo de El en Rc(G) y ninguna entidad 
en S que subsume a El es factible. Este conjunto de entidadea garantiza el m6ximo cubrimiento 
posible. 
Notamos que hemos usado la informaci6n que contiene Rc(C). De hecho, la estructura misma 
del reduced c-subsumption digraph puede ser 6til para el testing. 
En el ejemplo presentado en la Secci6n 5.2.1, ha sido demostrado que la dua [e2,e7,index] es 
no-factible. El conjunto de tests T2 cubre todas las duas en S - ([e2,e7,index]). Y, a partir de la 
informaci6n del reduced subsumption digraph RAll-Usa(SORT) de la Figura 4.2, sabernos que 
T2 cubre a todas las duas con excepci6n de [el,e7,mazpos], [e2,e7,mymax] y [e2,e7,index]. 
Entonces, para aumentar el cubrimiento necesitamos reemplazar a la dua lez,e7,index] en S 
con la dua [e2,e7,mymax] (o la dua [el,e7,maxpos]). En este caso, el input i q  cubre a la dua 
[ez,e7,mymax], y por lo tanto el conjunto {il, i2, i t ,  i4, i S )  es el conjunto de datos de test que 
garantiza el mhximo cubrimiento posible en ei ejemplo considerado. 
5.3 Resultados Experimentales 
Como en el caso de muchas tknicas de reducci6n del costo en el Brea de testing, el costo de 
aplicar la thcnica se debe comparar con el ahorro real que produce. En este caso, es importante 
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investigar empiricamente la proporci6n entre el niimero total de entidades y el nlimero menor de 
entidades en un spanning set. Ya que la identificaci6n de un spanning set of entities toma tiempo 
polin6mico en el n h e r o  de entidades y se puede automatizar, es de esperar que sea mucho m L  
eficaz que seleccionar tests a1 azar hasta que se alcance un cubrimiento del 100%. 
En esta secci6n presentamos algunos resultados experimentales preliminares en la reducci6n 
real del nlimero de entidades para el caso de cubrimiento All-Uses. De esta manera queremos 
estimar en cubnto se reduce el costo del testing cuando se usan spanning sets of entities. 
Dado un programa en lenguaje C, queremos calcular el conjunto total de dues en el prograrna 
y elegir un spanning set of duas. Luego, queremoe comparar 10s tamaiios de estos dos conjuntos. 
Ehtas funcionalidades han sido implementadaa en un prototipo de una herramienta llamado UAT 
(por All-Uses Analysis and Testing). Para obtener el conjunto total de duas, UAT usa ATAC 
[43]. ATAC hace anblisis del flujo de datos de programas C. Luego, UAT construye un spanning 
set of duas para el criterio All-Uses. 
Se ha hecho experimentaci6n con esta funcionalidad de UAT. Se ha usado sobre varios pro- 
gramas tornados de [go]. En la Tabla 5.1 presentarnos algunos resultados preliminares del experi- 
mento de la reducci6n del n h e r o  de duas a1 usar spanning sets en cubrimiento de tipo All-Uses. 
Para cada prograrna C considerado, damos el nhnero de duas, el nlimero de duas en un spanning 
set y la reducci6n de uno a otro. Podemos observar una reducci6n real en el nhmero de duas a ser 
consideradas. Sin embargo, alin cuando estos resultados prometen, se necesita m& experimentos 
para apoyar la hip6tesis de que war  spanning sets para seleccionar tests es mucho m6s eficaz que 
seleccionar tests a1 azar hasta obtener cubrimiento del 100%. 
5.4 Una Nueva Familia de Criterios de Cubrimiento de 
Testing 
En esta secci6n introducimos una familia nueva de criterios de cubrimiento de testing. Hemos 
visto que para satisfacer un criterio de cubrimiento dado, podetnos tratar de cubrir las entidades 
en un spanning set. El resultado final serB el mismo que tratar de cubrir las entidades en el 
ddgraph, per0 el proceso nuevo serB probablemente m L  barato que el tradicional. 
BasBndonos en esta idea, para cada criterio de cubrimiento c, definimos un nuevo criterio de 
cubrimiento Spanning c2 como sigue. Supongarnos que para satisfacer el criterio de cubrimiento 
c necesitamos cubrir todas las entidades en el conjunto E,(G). 
'Spanning All-Statements criterion, Spanning All-Branches criterion, etc. 
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Function I #duas I #duaa in a spanning set I reduction (in %) ] 
copi 73.5 
qsorti 37 11 70.3 
I print-buf 1 52 1 
animate 82 48 41.5 
if 27 14 48.1 
77 34 55.8 
itoa 16 6 68.8 
base 28 10 64.3 
1 prime. 1 20 1 10 1 50.0 1 
length 28 16 42.9 
getone 73 35 52.1 
substitute 66 42 36.4 
Tablas 5.1: Reducci6n en el niunero de duas 
Supongamos que U es un spanning set of entities para G y c. Entonces, el nuevo criterio de 
cubrimiento Spanning c se define de manera de que para satisfacer Spanning c necesitamos cubrir 
todas Ias entidades en U. 
Para cada criterio de cubrimiento c presentado en el Capitulo 3, definimos un criterio de 
cubrimiento nuevo spanning c como dijimos m6s arriba. Eetos criterios nuevos se llaman spanning 
test coverage criteria. La familia nueva de criterios satisface todo las propiedades buenas de 
spanning set of entities estudiadas en esta tesis. 
Consideremos 10s criterios redefinidos en el Capftulo 3. Para 10s programas que contienen 
caminos no-factibles, puede ser imposible satisfacer un criterio dado. Notamos que para cada 
criterio y cada programa no es decidible si existen datoa de test que testean adecuadamente el 
programa. Entonces, en 1311, Fkankl y Weyuker presentan una familia de criterios de adecuaci6n 
derivados de 10s criterios de testing presentados en el Capftulo 3. Estos criterios se obtienen a 
partir de 10s criterios correspondientes eliminando las entidades no factibles. Son llamados feasible 
test coverage criteria. La ventaja de estos criterios factibles sobre 10s criterios tradicionales es que 
para todo programa y todo criterio existe a l g h  conjunto de caminos que satisface ese criterio. 
La desventaja es que no es decidible si un conjunto de caminos particular es adecuado para u11 
programa particular y un criterio de cubrimiento particular. 
5.4. UNA NUEVA FAMILIA DE CRlTERIOS DE CUBRIMIENTO DE TESTING 
De la misma manera podemos definir una familia de criterios spanning factibles, basados en 
10s criterios de cubrimiento de test introducidos m6s arriba. Un criterio en esta familia tiene 




Estimaci6n del Costo del Testing 
El testing toma una cantidad considerable del tiempo y 10s recursos gastados en la producci6n de 
software [9]. Por consiguiente, serfa Gtil tener una manera de estimar este esfuerzo de testear. De 
hecho, saber de antemano cuhnto esfuerzo se necesitard para testear un programa dado, es esencial 
para que 10s managers puedan planear 10s recursos requeridos durante el proceso de desarrollo. 
Idealmente, se requiere una estimaci6n del costo global de la fase de testing. Ekta estimaci6n 
es dificil de obtener, debido a la multiplicidad de factores involucrados, muchos de 10s cuales 
no son medibles de una manera objetiva (por ejemplo, la especializaci6n del tester, o incluso su 
compromiso). Sin embargo, una cota en el n h e r o  de tests que tienen que ser ejecutados para 
satisfacer una estrategia de test puede usarse para estimar el esfuerzo necesario para llevar a cab0 
10s tests. De hecho, el nzimero de tests a ser ejecutados es un factor importante del esfuerzo de 
testear un programa. El tiempo y 10s recursos requeridos para el testing aurnenta a medida que 
aumenta el nGmero de casos de test necesarios. 
En este capitulo analizamos el problema de establecer cuhntos casos de test se deben plan- 
ear para alcanzar un cubrimiento particular durante el desarrollo del software. En particular, 
estudiamos la aplicaci6n de spanning sets of entities para estimar este nlimero. 
El c6mputo de una cota del nGmero de casos de test necesarios para alcanzar un cubrimiento 
particular ya ha sido estudiado en la literatura En la pr6xima secci6n presentamos y anal- 
izamos anilisis te6rico [66, 83, 64, 61 y resultados experimentales [16, 791 introducidos durante 10s 
liltimos aiios. Luego, introducimos nuestras cotas para el criterio de cubrimiento All-Branches. 
Definimos intuitivamente qu6 contamos, definimos formalmente las cotas a y /3, y discutimos 
su relaci6n con trabajos anterior-. Ademb, presentamos algunos resultados experimentales en 
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la cota  PA^^-^^^^^^^. Luego, generalizamos eetos resultados para 10s criterios de cubrirniento 
introducidos en el Capitulo 3. Finalmente, preeentamos conclusiones y sugerimos desarrollos 
futuros. 
Los resultados introducidos en este capftulo se han publicado parcialmente en (141 para el caso 
del criterio All-Branches y en 1571 para el caso del criterio All-Uses. 
6.1 Trabajos Previos 
En esta secci6n discutimos las cotas existentea en el nlimero de casos de test requeridos para al- 
canzar un cubrimiento particular. Primero, presentamos anBlisis tdricos llevados a cab0 durante 
10s aiios liltimos, y luego introducimos varios resultados experimentales. 
En [83], Weyuker determina cotas superiores del nrimero de tests necesarios para satisfacer 
cada criterio en la familia (731. Sea C = (N, A) un ddgraph representando a1 programa a. Sea v 
el nlimero de definiciones en a, y supongamos que G contiene d nodos decisi6n (bi-direccionales). 
Entonces, ella estableci6 que 10s criterios All-Statements y All-Branches requieren a lo sumo 
d + 1 casos de test. All-Defs requiere a lo sumo u casos de test. All-p-Uses/Some-c-Uses, All- 
c-Uses/Some-p-Uses, All-p-Uses y All-Uses requieren a lo sumo 1/4(d2 + 4d + 3) casos de test. 
All-du-Paths requiere a lo sumo 2d casos de test. 
Ntafos 1641 tambihn estableci6 cotas superiorea del nrimero de tests necesarios para satisfacer 
varios criterios estructurales. Si G = (N, A) es un ddgraph representando un programa, All-Paths 
puede requerir un nGmero idinito de caminos de test. All-du-Paths puede requerir un nlimero 
de caminos de test que es funci6n exponencial de (A]. All-Uses, All-p-Uses/Some-c-Uses, All-c- 
Uses/Some-p-Uses, All-p-Uses pueden requerir un nlimero de caminos de test de orden O((A(). 
Para All-Branches, All-Defs y All-S tatements esta cota es funci6n lineal de I A]. 
Varios aiios atrib, McCabe [58] propuso el uso del nlimero ciclomitico u(G) [75] del grafo de 
un programa G = (N, A), con 
no s610 para medir la complejidad estructural del programa considerado, si no tambihn como una 
base metodol6gica para el testing. El nlimero ciclomBtico del flowgraph del programa es a menudo 
(ma1)usado como una cota en el nrimero de casos de test necesarios para testear el prograrna 
asociado. Esta propuesta extensamente usada ea sin embargo criticable 191. De hecho, el uso de 
McCabe del nlimero ciclomitico [58] provee el n h e r o  de casos de test necesarios para testear el 
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programa si se usa el criterio de testing llamado "structured testing" 159) y no esti  relacionado 
con ningiin otro criterio estructural. En la literatura de grafos, el niimero ciclomitico, tambihn 
conocido como "circuit rank" (751, es el m U m o  nGmero de ciclos linealmente independientes. 
Para un grafo G con IN I nodos, IAl ejes y (PI componentes, v(G) = IAl - IN 1 + IPI. En realidad, 
no hay ninguna relaci6n entre 10s ciclos y 10s caminos en un flowgraph. Sin embargo, este nfirnero 
se usa comhnmente para predecir el n6mero de casos necesarios para testear un programa. 
Unos aiios mis tarde, el problema de hallar un conjunto de caminos que satisfaga cubrimiento 
All-Branches con el n b e r o  del minimo de caminos, ha sido abordado por Ntafos y Hakimi 
[66], usando teoria de redes. Ellos generalizaron el teorelna de Dilworth [24], originalmente para 
grafos no-dirigidos, para el caso de grafos dirigidos. Tambibn dan dos mhtodos para encontrar ese 
n6mero. A pesar de proveer una base matemitica sdlida, creemos que no es una cota Gtil para el 
caso de cubrimiento All-Branches. Antes de discutir este problema, introducimos una propuesta 
m b  reciente, que coincide con la de Ntafos y Hakimi con respecto a1 cubrimiento All-Branches. 
Mis recientemente, una teoria unificada ha sido introducida por Bache y Miillerburg [6] para 
medir la testability o testabilidad, es decir, el niimero de casos de test requerido por varias estrate- 
gias de test basadas en el flujo de control (estrategias All-Paths, Simple Path [72], Structured 
Testing 1591, All-Branches y All-Statements). Ellos aplicaron 10s resultados de la teoria de de- 
scomposici6n de programas de Fenton-Whitty 127). Ekta teoria asume que existe un nlimero de 
flowgraphs bisicos, llamados prirnos, y que cualquier flowgraph estructurado puede construirse 
mediante la composici6n recursiva de estos prirnos, mediante secuencia o inclusi6n anidada. De la 
misma forma, un flowgraph puede descomponerse en primos. En consecuencia, se pueden constuir 
"m6tricas jer&rquicas7', simplemente asignando un valor m(G) a cada primo y definiendo c6mo 
calcular m(G)  para las operaciones de secuencialidad y anidamiento. 
De esta manera, Bache y Miillerburg computaron el minimo nlimero de casos de test requerido 
para satisfacer varias estrategias estructurales. Observamoe que, en aprticular, para el caso de 
All-Branches, el nlimero calculado coincide con la cota de Ntafos y Hakimi en la generalizaci6n 
del teorema de Dilworth 1661. 
Por otro lado, se han hecho estudios experimentales en el n6mero de casos de test necesarios 
para alcanzar cubrimientos El criterio All-du-Paths fue estudiado experimental- 
mente en [ lG] .  En casi todos 10s 143 subprogramas analizados, el criterio fue satisfecho testeando 
un "nfimero rawnable" de caminos completos. 
En [79], Weyuker describe un estudio empirico del costo de 10s criterios All-c-Uses, All-p-Uses, 
All-Uses y All-du-Paths. Para 10s programaa analizados, encontr6 que cada criterio es lineal en 
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el n h e r o  de nodos decisi6n en el "peor caso empfrico". 
6.2 Estimando el Costo del Criterio All-Branches 
En esta secci6n analizamos por qu6 las medidas tdricas propuestas hasta el momento no son 6tile.s 
desde el punto de vista de la prhctica del testing. Luego, proporcionamos alternativas tdricas a 
la pregunta de cuhntos casos de test se requieren para obtener cubrimiento All-Branches. 
6.2.1 Aniilisis de las Cotas Existentes 
Ahora analizarnos por qu6 las medidas tdricas propuestas hasta el momento no son iitiles desde 
el punto de vista de la prhctica del testing, para el criterio All-Branches. En realidad, 10s mismos 
problemas ocurren con todos 10s tipos de cubrimiento estructurales. 
Primero, notamos que el nlimero de casos de test requerido en prhctica es normalmente con- 
siderablemente menor que lo implicado por las cotas superiores 164, 16, 791. 
Ahora rnostramos por qu6 el niimero ciclomdtico no es el niimero que buscarnos. Considere 
por ejemplo el simple programa de la Figura 6.1A, que consiste en un niimero r de ij% en cascada. 
A travb de inspecci6n directa, podemos ver que necesitamos dos casos para satisfacer el criterio 
All-Branches. Sin embargo, v(G) es r + 1. En (581, McCabe explica por qu6 el niimero ciclomhtico 
es 3. La respuesta es que esto pasa porque el programa que realmente testeamos a1 ejecutar s61o 
dos caminos podria ser representado por un flowgraph menos complejo. Se obtiene este flowgraph 
quitando una decisibn, por ejemplo como en la Figura 6.1B. Sin embargo, este argument0 no es 
suficiente para convencernos de que se deben planear r+  1 casos de test en prdctica para el criterio 
All-Branches en el programa de la Figura 6.1A. El testing de tip0 All-Branches debe cubrir todas 
las ramas posibles en el programa, y &to puede ser hecho planificando s610 dos casos de test. 
Ahora analizamos el acercamiento de Bache y Miillerburg 161 para medir la testability. Por 
ejemplo, consideramos de nuevo el programa de la Figura 6.1A, obtenida poniendo en secuencia 
r primos IF-THEN-ELSE. 
Para el criterio All-Branches, cada primo IF-THEN-ELSE requiere dos casos de test, y la 
funci6n del secuenciamiento para r flowgraphs Fl..., F, rnantiene el mhximo valor de testability 
entre 10s flowgraphs en la sucesi6n. Entonces, el l~limero de casos de test requerido seria dos, 
como uno intuitivamente piensa. 
Sin embargo, aunque esta medida es correcta de un punto de vista te6ric0, creernos que 
aparecen problemas en la prhctica si queremos testear programas con loops. Para ver por qu6, 
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Figuras 6.1: N6mero de casos de test: ifs en cascade 
basta con considerar como un ejemplo la rnedida de Bache y Miillerburg para un flowgraph 
obtenido anidando un flowgraph de complejidad arbitraria en un pri~no WHILED0 (ver la Figura 
6.2). La testability siempre da uno, i.e., se requiere para el criterio All-Branches un h i c o  caso 
de test. M6s en general, cuando se usa un conjunto de tests de cardinalidad minima para medir 
la testability del programa, la presencia de loops reducir6 el niunero de casos de test requeridos, 
sin reflejar el nlimero de casos requeridos en la prtictica. 
Resumiendo, hemos exa~ninado las m6tricas de cubrimiento All-Branches existentes, y hernos 
concluido que no cumplen sus prop6sitos, principalmente porque representan una medida matemtitica 
sin un significado asociado a1 testing, i-e., no se tiene en cuenta el tlso de este niimero en la priictica. 
Creemos que una especifkaci6n clara no s61o de qu(5 atributo se mide, si no tambi6n de por gu6 
se rnide se debe aclarar antes de dar la definici6n de tal medida. En este capitulo introduci- 
mos mbtodos nuevos para evaluar el ntimero de casos de test necesarios para alcanzar distintos 
cubrimientos. 
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Figuras 6.2: Anidando un flowgraph F de complejidad arbitraria en un primo WHILED0 
6.2.2 La Cota ~ A U - B ~ ~ ~ ~ ~ ~ ~  
Primero, introducimos un resultado que serh htil en lo que sigue. 
Proposici6n 6.1 Sea G = (N, A) un ddgraph. Entonces, existe un rinico spanning set of entities 
S para G y el criterio All-Branches. 
La demostraci6n puede verse en el Apbndice A. 
Como una consecuencia, un arc0 e es unconstrained si y s61o si e pertenece al Clnico spanning 
set. 
Ahora notamos que 10s spanning set of entities son titiles para estimar el costo del testing. 
En particular para el criterio All-Branches, el conjunto de entidades es el conjunto de 10s arcos 
del ddgraph del programa, y un spanning set of entities es un subconjunto de 10s arcos del 
ddgraph. Ya que el cubrimiento de spanning set of entities garantiza un cubrimiento del loo%, se 
yuede tomar a la cardinalidad de tal conjunto como una estimaci6n del n h e r o  de casos de test 
necesario para satisfacer el criterio All-Branches. Para ser precisos, b t e  es el ntimero de casos 
de test requerido en la peor hip6tesis de que se toma un camino diferente para cubrir cada arc0 
en un spanning set. En este sentido, el ntimero de arcos unconstrained en un spanning set se 
puede ver como una cota inferior "segura" del niimero de casos de test necesarios para satisfacer 
el criterio All-Branches. 
Definici6n 6.1 c ~ A ~ ~ - B ~ ~ ~ A ~ ~  
Sea G = (N, A)  un ddgraph, S C A un spanning set of entities para G y el criterio All- 
Branches. Entonces, IS1 una cota inferior del ndmero de casos de test necesarios para satisfacer 
el n'terio All-Branches. Esta cota serd llamada CYAll-Branchcst i.e.. 
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6.2.3 La Cota PAlldBranches 
Hemos dicho que a ~ l l - ~ ~ , , ~ h ~ ~  es una cota i~iferior del nhnero de carninos de test necesarios para 
satisfacer el criterio All-Branches, considerando un camino diferente para cubrir cada branch 
en S. Sin embargo, un camino generalmente cubre m b  de un arc0 unconstrained. Entonces, 
el nhnero real de casos de test depende de &mo se combinan en 10s carninos cornpletos 10s 
arcos unconstrained. Por ejemplo, podrfamos encontrar el n h e r o  minimo de tests en teorfa, 
combinando en caminos cornpletos tantos arcos unconstrained como sea posible. Pero esta cota 
minima podria no ser GtiI en la prictica. De hecho, cuanto m k  complejo (i.e., m L  largo) es un 
camino, es m6s probable que el camino no sea factible 19). Es un hecho normalmente aceptado 
que el problema real de la8 estrategias de test basadas en el flujo de control es derivar caminos de 
test que sean ejecutables [42]. Entonces, argumentamos que el conjunto de caminos de test que se 
debe pensar para satisfacer un criterio particular, y, en particular, el criterio All-Branches, debe 
ser un conjunto con sagnificado, es decir, correspondiente a un uso posible del programa y, lo que 
es m b  importante, factible. Algunos trabajos experimentales recientes 193) han dado evidencia 
estadistica a la idea muy intuitiva que es m b  probable que Sean factibles 10s caminos con un bajo 
nlimero de predicados. Basindonos en este hecho, desarrollamos un metodo para combinar arcos 
unconstrained para formar caminos que Sean lo m b  cortos posible. 
Con este propdsito, introducimos las nociones siguientes. Corisideraremos "con significado" a 
10s caminos que contienen un bajo nGmero de decisiones. En particular, tales caminos no combi- 
nan arcos unconstrained que requieren entrar en diferentes loops (obviamente, excluye el caso de 
loops anidados), y si se entra en un loop, entonces ser6 iterado 9610 una vez. En nuestra prop- 
uesta, capturamos esta nocidn intuitiva de combinar arcos unconstrained para formar caminos 
con significado dentro de un marco matemitico riguroso, introduciendo la nocidn de incornpara- 
bilidad dBbiL Este concept0 nos permite establecer formalmente la nocidn de caminos de test con 
significado introducido m6s arriba. 
Para ejemplificar nuestra propuesta, consideramos el caso muy simple de un primo WHILE 
DO y un primo IF-THEN-ELSE ambos anidados en un primo WHILED0 (Figuras 6.3A y 6.3B). 
j,Cuintos casos de test se deben planear para alcanzar cubrimiento All-Branches? McCabe diria 
tres en ambos casos, y Bache y Miillerburg (con Ntafos y Hakimi) dirian uno en ambos casos. 
Nosotros decirnos que planificar un caso de test es suficiente para el flowgraph en la Figura 
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Figuras 6.3: NGmero de casos de test: Programas simples con loops 
6.3A. De hecho, un camino de test que ejercita el WHILEDO internol cubriria cualquier otro arco. 
Y, recfprocamente, se debe ejercer necesariamente por lo menos una vez ese arco para alcanzar 
cubrimiento All-Branches. Asi, en este ejemplo, estarnos de acuerdo con el nlimero minimo 
te6rico. En cambio, para el flowgraph en la Figura 6.3B, decimos que deben ser planeados dos 
casos de test: uno que cubre el THEN y el otro que cubre el ELSE de la instrucci6n IF-THEN- 
ELSE. Es verdad que en teoria, si todos 10s caminos fueran ejecutables, entonces seria suficiente 
con un linico camino. Pero en prictica, esto requerirla hallar u11 input que forzara la ejecuci6n 
del flujo de control a entrar en el WHILED0 por lo menos dos veces, pasando una vez por el 
THEN y una vez por el ELSE. Este camino podrfa ser factible, pero posiblemente no lo seria. 
M L  pragmaticamente, diriamos que se deben encontrar dos inputs par hacer el test, uno que 
ejecute el THEN y otro que ejecute el ELSE. 
6.2.4 Definici6n de la Cota 
Ahora formalizamos las nociones introducidas m b  arriba. Buscamos la cardinalidad de un con- 
junto de caminos "con significado" para garantizar cubrimiento All-Branches. Con este prop6sit0, 
buscamos un conjunto de caminos que cubran el conjunto de arcos unconstrained; de hecho, la 
definici6n un spanning set garantiza que este conjunto de carninos cubriri todo arco en el ddgraph. 
M L  precisamente, buscamos un conjunto de caminos p que agrupe 10s arcos unconstrained de 
' Notamos que Cste es el h i m  arco unconstrained para este ddgraph. 
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una manera litil; i.e., requerimos que un camino en p cubre a m b  de un arc0 unconstrained s6l0 
si se satisfacen algunas condiciones precisas. En particular, si un camino p E p cubre un arco 
unconstrained e pertenenciente a un ciclo, el camino p no puede entrar a1 ciclo m b  de una vez, y 
no puede entrar en otro ciclo en el ddgraph (con la excepci6n obvia de posibles ciclos anidados). 
Ahora definiremos cuhdo  dos arcos en G no pueden ser cubiertos por el inismo camino. 
En este caso 10s llamaremos dos arcos ddbilmente incomparables. Intuitivamente, dos arcos son 
dhbilmente incomparables si: 
1. cada uno de ellos puede ser cubierto por un camino sin loops, per0 10s dos juntos no pueden 
ser cubiertos por el mismo camino sin loops, o 
2. uno de ellos puede ser cubierto por un camino sin loops y el otro no se puede cubrir w n  un 
camino sin loops, o 
3. ambos pertenecen a1 mismo ciclo en G  y uno alcanza a1 otro s610 entrando a1 ciclo por lo 
menos dos veces. o 
4. ambos pertenecen a ciclos diferentes en G (no anidados uno dentro del otro). 
Por ejemplo, consideramos el programa C de la Figura 6.4, la funci6n "GETOP" tomada de 
[50]. El ddgraph correspondiente G G m o p  se presenta en la Figura 6.5. En el ddgraph G G ~ O P :  
10s arcos el2 y elg son (dhbilmente) incomparables (de acuerdo a1 punto 1); 
10s arcos el2 y el6 son diibilmente inwmparables (de acuerdo a1 punto 2); 
10s arcos el6 y el7 son dhbilmente inwmparables (de acuerdo a1 punto 3), pero no son 
incomparables: uno alcanza a1 otro entrando a1 ciclo dos veces; 
10s arcos el6 y e l  son dhbilmente inco~nparables (de acuerdo a1 punto 4); 
10s arcos el6 y el8 no son diibilmente incomparables, porque perteneces a1 mismo ciclo y el6 
alcanza a el8 entrando a1 ciclo s610 una vez. 
Definimos formalmente esta relaci6n: 
Dehic iBn  6.2 Arcos Ddbilmente Incomparables 
Sea G  = ( N ,  A )  un ddgraph. Sea e ,  e' E A' E A y e # el .  Los arcos e y e' son llamados dos 
arcos ddbilmente incomparables en A' si para todo camino cornpleto en G  que contiene e y e', es 
siempre posible derivar un pseudo-camino que contiene sdlo a uno de ellos y que es un camino 
cornpleto en G .  
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getop (s, lim) /* ge t  next operator or  operand */ 
char sC 1;  
i n t  l i m ;  
{ 
i n t  i ,  c;  
while ((c=getch()) == ' ' (1 c == ' \t' 11 c == ' \nY ) /* decision node 1 */ 
I 
if (c != ' . '  && (c<'O' 11 c>'9 '  1) 
re turn(c)  ; 
s COl =c; 
for ( i = l ;  (c=getchar()) 2 '0' && c 5 '9 ' ;  i++) 
if ( i  < lim) 
sCil=c; 
if (C=='. '  ) ( /* co l l ec t  f r ac t ion  */ 
if ( i  < lim) 
sCil=c;  
for (i++; (c=getchar()) 2 '0' && c 5 '9'; i++) /* decision node 7 */ 
if ( i  < lim) /* decision node 8 */ 
s Cil =c; 
/* decision node 2 */ 
/* decision node 3 */ 
/* decision node 4 */ 
/* decision node 5 */ 
/* decision node 6 */ 
1 
if ( i  < lim) ( /* number is ok */ 
ungetch (c) ; 
sCil = ' \O'; 
r e t u r n  (NUMBER) ; 
) else ( /* i t ' s  too  big;  skip  r e a t  of l i n e  */ 
while ( c != ' \n' && c != EOF) 
c=getcharo  ; 
s C l i m - l l = '  \O' ; 
r e t u r n  (TOO BIG) ; 
/* decision node 9 */ 
/* decision node 10 */ 
Figuras 6.4: Program GETOP 
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Figuras 6.5: Ddgraph GGETop 
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Ahora, analizamos en general cuhntos caminos necesitamos para cubrir todos 10s arcos en 
un subconjunto A' C A. Suponemos que hernos identificado un conjunto de arcos dbbilmente 
incomparables L en A' de mtixima cardinalidad, i.e,, dos arcos cualesquiera en L son dbbilmente 
incomparables, y todo arc0 en A' - L no es dhbilmente incomparable con a l y h  arc0 en L. 
Entonces, podemos construir un conjunto p de ILI caminos "con significado", tal que cada arc0 
en L es cubierto por un camino diferente en p. Sea S el spanning set of entities (arcos) para C y 
t 
el criterio All-Branches. En particular, nos interesamos en el caso A' = S. De hecho, si A' = S, 
este conjunto de carninos contiene caminos que cubren todos 10s arcos en A. Presentamos una 
definici6n formal del conjunto de mhxima cardinalidad de arcos dbbilmente incomparables: 
Dehici6n 6.3 Conjunto de Mbima Cardinalidad de Arcos Ddbilmente Incomparables (Largest 
Weakly Incomparable Arc Set) 
Sea G = (N, A) un ddgraph, A' C A. LWI(At) es un largest weakly incomparable arc set para 
A' en G si es un subconjunto de A' que satisface: 
para todo e, e' E LWI(Ar), e # e', entonces e y e' son ddbilmente incomparables, 
ILW I(A1)I = maz(lAt'I: A" A' y para todo e, e' E A", si e # e' entonces e y e' son 
de'bilmente incomparables). 
Notamos que dado un ddgraph y un subconjunto no vacio de arcos A', hay por lo menos un 
largest weakly incomparable set of arcs para A', y posiblemente no es el h ico.  Por ejemplo, sea 
S el spanning set para C ~ m p  y el criterio All-Branches, 
S = {el, e3, ea, e7, ell, e12, ei3, ei6, ei7, em, en). 
Entonces, LW I(S) = {el, eg, eg, e7, ell, e12, e13, el6, e17, e22) es el hnico largest weakly incompa- 
rable arc set para S en el ddgraph CGmoP de la Figura 6.5. 
Ahora, juntando las nociones de spanning sets y de arcos dbbilmente incomparables, intro- 
ducimos una definici6n formal de la cota / 3 ~ ~ - ~ ~ ~ ~ ~ ~ ~ ,  como el mtiximo n h e r o  de arcos uncon- 
strained que es rnutuamente dbbilmente incomparable. En otras palabras, si S es spanning set 
de arcos, esta cota considera un camino diferente por cada arc0 en (LW I(S)I. 
Definici6n 6.4 / 3 ~ ~ ~ -  Branches 
Sea C = (N, A) un ddgraph y S el spanning set of entities (arcos) para G y el criterio 
All-Branches. Entonces, /3All-Btanches se define como la cadinalidad de un largest weakly in- 
comparable arc set para S en G, i.e., 
PAIL-~ranches(G)  = ILWI(S)I. 
6.2. ESTIMANDO EL COST0 DEL CRJTERJO ALL-BRANCHES 
Par ejemplo, P ~ l l - ~ r a n c h e s ( C ~ ~ ~ ~ ~ )  = l(e1, esl ee, e7, ell1 e12, el31 el61 el71 en11 = 10- 
6.2.5 CQlculo de la Cota @All-Bronches 
Ahora damos un esbozo de un mbtodo que permite calcular el valor de PAll-~tanches Para un 
ddgraph C dado. Observamos lo siguiente: 
1. Supongamos que existe un conjunto de caminos sin loops q = {p l..., pn) tal que cubre cada 
arco en G = (N, A). Entonces, el nhnero minim0 de caminos necesario para cubrir todos 
10s arcos en el spanning set S para C y el criterio All-Branches (y como consecuencia, todos 
10s arcos en C) se puede calcular resolviendo un problema de flujo minimo (MIN- FLOW)^. 
En particular, supongamos que asociamos a cada arm en el conjunto S una restricci6n 
de capacidad minima de valor uno, y asociamos a 10s arcos en A - S una restricci6n de 
capacidad minima de valor cero. Entonces, el valor de una soluci6n a MIN-FLOW con was 
restricciones serB el n6mero de arcos en un largest weakly incomparable arc set para S. 
2. Ahora, supongamos que no existe n i n g h  conjunto de caminos sin loops que cubran todos 
10s arcos en G = (N, A). Entonces, hay un subconjunto de arcos que s610 puede cubrirse 
visitando un ciclo en G (i.e., cualquier camino completo en C que contiene un arc0 e en este 
subconju~lto, contiene un loop). Podemos descomponer el ddgraph C en un digrafo conexo 
Ca que contiene s610 aquellos arcos que pueden ser cubiertos por caminos sin loops, y un 
conjunto C .. ., C, de subgrafos maximales conexos de G, que no contienen arcos en Ga. 
Estos dos hechos nos permiten diseiiar un procedimiento para calcuiar el valor de B ~ l l - ~ r ~ ~ ~ ~ ~ ~ ,  
descomponiendo un ddgraph G en un subgrafo acfcliw y un conju~ito de componentes con ciclos. 
Luego, visitando el ddgraph, podemos identificar 10s arcos que no pueden ser cubiertos por un 
carnino sin loops. Entonces, considerarnos el subgrafo Ca de C que wntiene &lo aquellos arms 
que pueden ser cubiertos por caminos sin loops. Derivamos el conjunto SnAa,  i-e., el subconjunto 
de 10s arcos unconstrained de C que son arcos de Ca. Podemos calcular el mhximo niimero de 
arcos dbbilmente incomparables en S n Aa, resolviendo un problema MIN-FLOW asociado. Por 
otro lado, derivamos las componentes maximalea cfclicas GI ... , C, de C, que no e s t h  contenidas 
en Ga. Analogamente, para cada una de ellas, derivamos el conjunto S n Ai, i-e., el subconjunto 
de 10s arcos unconstrained de C que son arcos en Cis Podemos calcular el mkimo nlirnero de 
arcos dbbilmente incomparables para el conjunto S n A*, para cada Gi, aplicando recursivamente 
'Se puede resolver un MIN-FLOW problem en tiempo O()NIIAI), usando una modificaci6n de 10s algoritmos 
usados para resolver el problema de flujo mkximo [=I. 
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Figuras 6.6: Decornposici6n de CGETOP 
el mismo procedimiento. Finalrnente, surnarnos 10s valores obtenidos para cada cornponente de 
G y obtenemos el valor de correspondiente a1 ddgraph G, i.e., 
ILwI(s ) l  = ILWI(S n Aa)l + (LWI(S  n Al)I + .... + (LWI(S  nAp) l .  
Como ejemplo, considerarnos el ddgraph CGErop y su descomposici6n presentada en la Figura 
6.6. Tenemos: 
S n Al = {el), entonces ILW I ( S  n A1)I = 1; 
S n A2 = {e6, e7), entonces ILWZ(S nA2)l  = 2; 
S n A3 = {ela, el7), entonces ILW I ( S  n A3)1 = 2; 
S n A4 = {e22), entonces ILWI(S f l  A4)l = 1; 
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S n Aa = {e3, ell,  e12, e13, eZO), entonces ILWI(A fl Aa)I = 4. 
De hecho, ya sabiamos que en este caso ILWI(S)( = 10. 
En esta secci6n analizarnos la relaci6n entre la8 cotas nuevas y 10s niuneros de testabilidad intro- 
ducidos por Bache y Miillerburg [6]. 
Observarnos que, por un lado, nuestra propuesta de seleccionar caminos de test que cubren 
10s arcos unconstrained se puede considerar como una nueva estrategia de cubrimiento de test, 
presentada en el Capitulo 5 con el nombre de "spanning All-Branches criterion". Por otro lado, 
observarnos que nuestra propuesta de seleccionar caminos de test "con significado" se puede con- 
siderar como otra estrategia de cubrimiento nueva, que referiremos con el nornbre de "meaningful 
All-Branches criterion". Asi, debe ser yosible cornputar la testabilidad de estas estrategias nuevas 
a travh del metodo general de Bache y Miillerburg. Para hacer esto, necesitarnos saber c6rno 
C~mpUtar aAll-Bran&es y P,411-Branches, respectivarnente, para 10s primos considerados asi corn0 
para las funciones de secuencialidad y anidarniento. 
En lo que sigue, PI se corresponde con el flowgraph trivial, i.e., el flowgraph que consiste en 
un h i c o  arco; 
Do con el primo IF-THEN; Dl con el prirno IF-THEN-ELSE; C, con el primo CASEOF-n; 
Dz con el primo WHILEDO; D3 con el primo REPEAT-UNTIL; Dq con el prirno EXIT-FROM- 
MIDDLE y Lz con el primo 2-EXIT-LOOP, s e g h  Bache y Miillerburg 161. 
Primero introducimos c6mo cornputar aAU-Branchcs. La Tabla 6.1 presenta 10s valores de 
aAll-Bramhss para el conjunto base de prirnoa considerados por Bache y Miillerburg. 
Para el primo p1 existe un 6nico arc0 unconstrained, i.e, aAll-Branchw(Pl) = 1. 
Para el primo Do el arc0 que representa entrar a1 IF y el arc0 que representa no entrar a1 
IF son unconstrained. Ya que no hay otro arm unconstrained en Do, a ~ l l - ~ ~ ~ ~ ~ h ~ ( D ~ )  = 
Para el primo D l  10s arcos que representan entrar la parte THEN del IF y la parte 
ELSE del IF son ambos unconstrained. Ya que no hay otro arc0 unconstrained en Dl, 
a~ll- ranches (Dl) = 2- 
Para el primo C, todos 10s arcos que representan entrar en una de las opciones del CASE 
son unconstrained. Ya que no hay otro arc0 unconstrained en C,, a~~-Branchcs(Cn) = n 
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Para el primo D 2  el tinico arco unconstrained corresponde a entrar a1 WHILE, i.e., 
Para 10s primos D3 y D4 el tillico arco unconstrained corresponde a entrar a1 REPEAT a1 
menos dos veces, i.e., C Y ~ ~ ~ - ~ ~ ~ ~ ~ ~ ~ ( D ~ )  = 1. 
Para el primo L2 10s arcos que representan salidas son unconstrained en L2. Ademb, el 
arco que representa el LOOP es tambi6n ~n~onstrained. Entonces QA(l-Branches(L2) = 3. 
Primes I Q All-Branches 
I 
Tablas 6.1: QAll-Branchcs para 10s prim0S 
La Tabla 6.2 define el valor de a ~ l l - ~ ~ ~ ~ h ~ ~  para las funciones de secuencialidad para 10s 
flowgraphs Fl, ..., Fn. Si construimos un flowgraph poniendo n flowgraphs en secuencia, 10s 
arcos unconstrained en el nuevo flowgraph son todos 10s arcos unconstrained en cada uno de 10s 
flowgraphs que lo componen. Entonces la funci6n de secuencialidad es aAl l -Branches(F~;  ...;Fn) 
- 
- Q ~ l l -  Branches ( F I )  + . -. + QALL-Branches (Fn).  
Sequencing hnction Q All-Branches 
Fl;  ...; Fn a~ll-Branchea(F1) + .-. + a ~ l l -  ~ranches(Fn) 
Tablas 6.2: a ~ l l - ~ ~ ~ ~ ~ h ~ ~  para la funci6n de secuencialidad 
La Tabla 6.3 define el valor de QAl(-Bran&es para la funci6n de anidamiento para cada primo 
considerado. La funci6n de anidamiento depende del primo. 
6.2. ESTIMANDO EL COST0 DEL CRITERIO ALL-BRANCHES 
Nesting Function a All- Branches 
Do(F') ~~11-Branches(F) + 1 
D 1 (F1 , F2)  a All- Branches (Fl) + a~ll-Branches(F2) 
cn(Fl,-- . ,Fn) a~ll-~rancher(Fl) + --. + ~~11-Branches(Fn) 
D2(F) a~ll-Branchea(F) 
Tablas 6.3: aAll-Branchs para la funci6n de.anidamiento 
Si anidamos un flowgraph F en un primo Do, 10s arcos unconstrained en el nuevo flowgraph 
son aqubllos en el flowgraph F m b  el arc0 en Do que representa no entrar a1 IF; i.e., 
a~l l -   ranches (DO (F)) = ~~11-Branches  (F) + 1- 
Si anidamos dos flowgraphs F1 y F2 en un primo Dl, 10s arcos unconstrained en el nuevo 
flowgraph son aqubllos en el flowgraphs Fl m b  aqu6llos en fi; i.e., aAll-Branchw(D1(F)) 
- 
- a All- Branches (Fl) + a All- Branchea (F2)- 
. De la misma manera, si anidamos 10s flowgraphs Fl, ..., Fn en un primo Cn, (a~ll-BranchesCn(F1, ..., Fn)) 
- aAll-Branches((F1) + f (~~11-Branches(Fn). 
Si anidamos un flowgraph F en un primo D2, 10s arcos unconstrained en el nuevo flow- 
graph son aqubllos en flowgraph F. De hecho, el iinico arc0 unconstrained en D2 ha sido 
reemplazado por F, entorlces ~ ~ ~ ~ - ~ r a n c h ~ ( D ~ ( F ) )  = ( ~ l l - ~ r a n ~ h e ~ ( F ) .  
Si anidamos un flowgraph F en un primo D3, 10s arcos unconstrained en el nuevo flowgraph 
son aqubllos en el flowgraph F m b  el arc0 de retorno en D3, aAll-Branches(Dt(F)) = 
aA11-Branches (F) + 1- 
Si anidamos dos flowgraphs F1 y F2 en un primo D4, el nlimero de arcos unconstrained en 
el nuevo flowgraph serB la suma del niunero de arocs unconstrained en 10s dos flowgraphs 
anidado% a All- Branches(D4 (Fl I F2) )  = aA~l-Branches(F1) + atill- ~ranchea(F2). 
Si anidamos dos flowgraphs Fl y F2 en un primo L2, el nlimero de arcos unconstrained en 
el nuevo flowgraph serh la suma del nlimero de arcos unconstrained en 10s dos flowgraphs 
anidado8 1, a~ll-Branches (L2(Fl, F2)) = aA~~-Branches(Fl) + a All-Branches(F2) + 1- 
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Ahora introducimos c6mo colnputar / 3 ~ ~ ~ - ~ ~ ~ ~ ~ ~ ~ .  Para cada primo, decimos que 
estB dado como la suma de dos valores: c  + 1. Mormalmente, en el largest weakly incomparable 
set of unconstrained arcos cuya cardinalidad eat6 dada por P A ~ ~ - B ~ ~ ~ ~ ~ ~ ~ ~  c se corresponde con 
el nlilnero de arcos en el conjunto que pueden ser cubiertos por un camino sin loops, y 1 con el 
nlimero de arcos en el conjunto que estBn dentro de un ciclo. 
La Tabla 6.4 define c  y 1 para el conjunto base de primos considerados por Bache y Miillerburg. 
Por ejemplo, para el primo IF-THEN-ELSE: c = 2 y 1 = 0, dando f i ~ l l - ~ ~ ~ ~ c h e s  = 2 + 0 = 2, Y 
para el primo WHILEDO: c = 0 y 1 = 1, dando @All-Branches = 0 + 1 = 1. 
Tablas 6.4: c, 1 para primos 
Para el primo PI el Gnico arc0 compone el h i c o  LWI para Pl y puede ser cubierto por un 
camino sin loops; i.e, c ( P l )  = 1 y l ( P l )  = 0. 
Para el primo Do el arc0 que representa entrar al IF y el arc0 que representa no entrar a1 
IF componen el Gnico LWI para Do. Ambos arcos pueden ser cubiertos por caminos sin 
loops, i.e., c(Do) = 2 y l (Do)  = 0. 
Para el primo Dl 10s arcos que representan entrar a la parte THEN del IF y a la parte ELSE 
del IF componen el linico LWI para Do. Ambos arcos pueden ser cubiertos por caminos sin 
loops, i.e., c ( D 1 )  = 2 y l ( D 1 )  = 0. 
Para el primo C ,  10s arcos que representan entrar en cada una de las opciones del CASE 
componen el linico LWI para C,. Todos estos arcos pueden ser cubiertos por caminos sin 
loops, i.a, c(Cn) = n y l(Cn) = 0. 
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Para el prirno D 2  el arco que representa entrar a1 WHILE cotnpone el 6nico LWI para D2. 
&te arco estQ en un ciclo y entonces c(D2)  = 0 y l(D2) = 1. 
a Para 10s primos D3 y D4 el arco que representa entrar a1 REPEAT a1 tnenos dos veces 
forrna el linico LWI para ellos. Este arco s t 6  en un ciclo y entonces c(D3)  = 0 y I ( & )  = 
1 y c(D4) = 0 y l ( D 4 )  = 1. 
a Para el prirno L2 10s arcos que representan salidas y el arco que representa el LOOP forrnan 
el 6nico LWI para L2. Los arcos que representan salidas pueden ser cubiertos por carninos 
sin loops, y el arco que representa el LOOP s t t i  en un ciclo. Por lo tanto, c(L2)  = 2 y l(L2) 
= 1. 
La Tabla 6.5 define la funci6n de secuetlcialidad para 10s flowgraphs Fl ,  .., Fn. La computaci6n 
se realiza en forma separada para 10s valores de c y 1 y luego se deriva / 3 ~ ~ ~ - ~ ~ ~ ~ ~ ~ ~ ~  surnando 
estos valores. 
Tablas 6.5: c y 1 para la funci6n de secuencialidad 
Sequencing Function c 
Fl;  Fn rnax(c(Fl), ... , c(Fn))  
Si construimos un flowgraph F poniendo n flowgraphs F1..., Fn en secuencia, podemos con- 
struir un LWI L para F corno sigue. Prirnero considerarnos 10s arcos dentro de un ciclo. De 
la definici6n de LWI, todo arco dentro de un ciclo en Fl. . . ,  Fn debe estar en todo LWI para 
F .  Entonces, 1 (F1; ...; Fn) = 1 ( F l )  + ... + I(Fn). Ahora considerarnos 10s arcos que puedens er 
cubiertos por carninos sin loops. Sea el flowgraph Fi tal que c(Fi) = rnax(c(Fl), ..., c(Fn)).  Ya 
que F l ,  ..., Fn estBn en secuencia, podemos considerar que 10s arcos que pueden ser cubiertos por 
caminos sin loops en Fi esthn en L, y L es un LWI para F .  Entonces la funci6n de secuencialidad 
es c(Fl;  ...; Fn) = max(c(Fl) ,  ..., c(Fn)).  
Por ejemplo, si un prirno IF-THEN-ELSE y un prirno WHILED0 se cornbinan en secuencia, 
entonces c = maz(2 ,O)  = 2, 1 = 0 + 1 = 1, dando PA(1-BtanchW = 2 + 1 = 3. 
La Tabla 6.6 define la funci6n de anidamiento para cada priino considerado, que permite 
obtener 10s valores de c y I .  Por ejemplo, si anidamos dos flowgraphs Fl y F2 en un prirno IF- 
THEN-ELSE, el valor de c es la suma de 10s valorea cl y c2 para 10s dos flowgraphs anidados, y 
el valor de 1 es la surna de 10s valores l I  y l2 para 10s dos flowgraphs anidados. Si anidamos un 
1 
l(F1) + + l(Fn) 
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Rowgraph F en un primo WHILEDO, el valor de c es cero (que es iigual a1 valor de c para el 
primo WHILEDO) y el valor de 1 es igual a1 valor cl + ll para el flowgraph anidado. 
Si anidarnos un flowgraph F en un prim0 Do, un LWI para Do se puede construir agregando 
el arc0 que representa no entrar a1 IF a un LWI para F. Entonces, el ndmero de arcos en 
el nuevo LWI que puede ser cubierto por un carnino sin loops es c(Do(F)) = c(F) + 1; y 
aqu6llos en un ciclo 1 (Do(F)) = 1 (F). 
Si anidarnos dos flowgraphs Fl y F2 en un primo Dl, un LWI para Do puede construirse 
uniendo un LWI para F1 con un LWI para F2. Entonces, el nlirnero de arcos en el nuevo 
LWI que pueden ser cubiertos por un camino sin loops es c(Dl(F)) = c(F1) + c(Fz); y 
aqu6llos en un ciclo l(Do(F)) = l(Fl) + 1(F2). 
De la rnisma manera, si anidamos 10s flowgraphs F1, ..., Fn en un prim0 e n ,  c(Cn(F1, ..., Fn)) 
= c(F1) + ... + c(Fn) y l(Cn(F1, ..., Fn)) = l(F1) + ..- + l(Fn)- 
Si anidarnos un flowgraph F en un primo D2 un LWI para F es tambibn un LWI para D2, 
y todos 10s arcos en LWI estarin dentro un ciclo en DZ(F). Entonces, c ( ~ 2 )  = 0 y l ( ~ 2 )  
= l(F) + c(F). 
Si anidarnos un flowgraph F en un primo D3, un LWI L para D3 puede construirse agregando 
el arc0 que representa el LOOP a un LWI LF para F .  Entonces, 10s arcos en LWI que pueden 
ser cubiertos por un camino sin loops son aqubllos en LF que pueden ser cubiertos por un 
camino sin loops en F. Los arcos en LWI dentro un ciclo en L son aqukllos en LF dentro 
un ciclo en F m L  el arc0 del LOOP en D3. Por lo tanto, c(D3) = c(F) y l(D3) = l (F) + 1. 
Si anidarnos dos flowgraphs F1 y Fz en un primo D4, un LWI L para D4 puede construirse 
como sigue. Sean LFl y L q  LWI para Fl y F2, respectivamente. 
- 10s arcos en LFl que pueden ser cubiertos por un camino sin loops en F1 estin en L.  
Estos arcos tarnbikn pueden ser cubiertos por un camino sin loops en D4. 
- 10s arcos en LF, que pueden ser cubiertos por un carnillo sin loops en F2 estin en L. 
Estos arcos estin dentro un ciclo en D4. 
- 10s arcos en Lq que estin dentro un ciclo en Fl, estin en L. h t o s  arcos estin dentro 
un ciclo en D4. 
- 10s arcos en LF, que est6n dentro un ciclo en F2, estin en L. Estos arcos esttin dentro 
un ciclo en Dq. 
6.3. VALIDACION DE LA COTA PALL-BRANONIS 
Therefore, c(D4) = c(Fl) y 1(D4) = l(Fl) + l(F2) + c(F2). 
Si anidamos dos flowgraphs F1 y F2 en un primo L2, tenemos el mismo caso anterior, y 
ademb tenemos que considerar la segunda salida del LOOP. Esta salida estarB en cualquier 
LWI para L2(F1, F2), y puede ser cubierto por un camino sin loops. Por lo tanto, c ( ~ 2 )  = 
~ ( F I )  + 1 Y L(L2) = ~(FI) + l(F2) + c(F2)- 
I Nestinn hnction I 
Tablas 6.6: c y 1 para la funci6n de anidamiento 
Asi, aplicando el metodo de Bache y Miillerburg, podemos computar recursivamente las cotas 
3 
a ~ l l - ~ r a n ~ h ~ ~  Y f l l ~ - ~ ~ ~ ~ & ~ ~  a partir del Qrbol de descomposici6n de cualquier flowgraph . 
Creemos que es muy importante que la utilidad de las cotas propuestas sea evaluada mediante 
experimentaci6n en el campo. 
Algunas validaciones empiricas de la cota  PA^^-^^^^^^ han sido realizadas [IS]. En esta 
secci6n resurnimos esta experimentaci6n. 
En el caso de estudio presentado, se ha realizado la validaci6n del comportamiento de PAll-Brancks 
sobre varios programas que ya habian sido testeados usando el criterio All-Branches y para 10s 
cuales el n6mero real de casos de test ejecutados estaba disponible. Ademb, ya que el n6mero 
3~otamos que las funciones de secuencialidad y anidamiento dadas en la Tabla 6.2 y Tabla 6.3, y Tabla 6.5 y 
Tabla 6.6, respectivamente, no se aplican a1 flowgraph trivial. En cambio, las Tablas 6.1 y 6.4 se debe considerar 
para 61, i.e., el secuenciamjento o anidamiento del flowgraph trivial en cualquier flowgraph G no cambia el valor 
de a A l l - B r a d e s ,  c y 1 del flowgaph G. 
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ciclomitico del flowgraph del programa es a menudo usado como cota, el mismo anilisis se ha 
realizado para este nlimero. 
El caso de estudio descripto involucr6 otro resultado de investigaci611, relacionado a la gen- 
eraci6n de caminos de test [12]. Dicha parte ee presenta en el Capitulo 7. 
6.3.1 Descripci6n del Experiment0 
Despub de analizar 10s costos de la fase de testing de varios proyectos desarrollados usando 
tecnologia avanzada, con procesos iterativos y desarrollo incremental, la Divisi6n de Software de 
Ericsson Telecomunicazioni R&D decidi6, hace a l g h  tiempo, comenzar a invertir en investigaci6n 
sobre testing de software. Considerando que un proceso de desarrollo consta de las etapas de 
anilisis, diseiio, implementaci6n y test de unidad, se evalu6 que el costo del test de unidad puede 
ser hasta 213 del costo total del desarrollo. En particular para el proyecto considerado, el cliente 
pidi6 un cubrimiento de a1 menos el 80% de All-Branches, como criterio de terminaci6n de la fase 
de test de unidad. Por consiguiente, cualquier mbtodo que podria reducir 10s costos del test de 
unidad, tal como el metodo propuesto aqui, serfa litil en tbrminos de reducci6n del costo total. 
Ademb, para proyectos con estrategias de test complicadas y dependencias entre las diferentes 
fases, es una meta bisica pasar milestones (hitos) a tiempo. La cota  PA^^-^^^^^^^^ podria ser de 
ayuda en la estimaci6n del esfuerzo esperado para la actividad de test de unidad. 
Proyecto y Metodologfa El proyecto eligido como caso de estudio fue llevado a cab0 por 
Ericsson Telecomunicazioni R&D en cooperaci6n con el oficina principal en Estocolmo y otras 
subsidiarias de Ericsson. h e  uno de 10s proyectos m h  grandes desarrollados en Europa usando 
tecnologia orientada a objetos, y la primera experiencia para Ericsson Telecomunicazioni. El 
proyecto comenz6 en 1992, despuh de una fase de prototipaci6n, y continu6 con fases de desar- 
rollo solapadas, agregando funcionalidades en cada paso incremental. Se usaron milestones para 
coordinar las fases. La aplicaci6n considerada aqui se disefi6 siguiendo una metodologia orien- 
tada a objetos y se implement6 en el lenguaje C++ usando la plataforma SUN OS. Para este 
proyecto, se us6 un proceso de desarrollo de software especifico, consistente en Anilisis, Diseiio, 
Implementaci6n y Test, basado en la methodologfa ObjectOry [48]. Debido a1 ajustado plan de 
entregas del cliente, el software modelado en una fase temprana no se puede restructurar y la8 
unidades de software fueron creciendo en tamao y complejidad. La actividad de testing que fue 
elegida para el caso de estudio fue uno de las iteraciones en el desarrollo incremental de este 
proyecto. 
6.3. VALIDACION DE LA COTA 
Estrategia de Testing Bhica La estrategia de test para este proyecto incluy6 cuatro tipos 
distintos de fases de testing, todas ellas dentro de la metodologia ObjectOry: 
Basic Test que es la fase de test de unidad, tateando 10s m6dulos m b  chicos del sistema ("test 
object"). 
Integration Test que consiste en testear un Area funcional. Todos 10s m6dulos involucrados en 
esa Brea se integral1 juntos. 
Function Test que consiste en verificar las funcionalidades del sistema. 
System Test que verifica la performance y 10s requerimientos arquitect6nicos del sistemas. 
La fase monitoreada en el caso de estudio fue la de "Basic Test". Esta es una parte esencial 
del proceso de testing: un fase de test de wiidad pobre nunca puede ser compensada por otras 
actividades de testing. 
El objetivo del test de unidad era chequear el c6digo con reglas de codificacibn, reglas de 
diseiio y especificaci6n. El criterio de terminaci6n de esta etapa, como dijimos, era alcanzar a1 
menos un cubrimiento de tip0 All-Branches para el m6dulo (que puede estar compuesto de varios 
"m6todos") de a1 menos el 80%. La herramienta TCAT (21 fue usada para medir el cubrimiento. 
El procedimiento usado en el momento en que comenz6 el proyecto era completamente manual. 
Se hacia un plan de test, basado en las especificaciones; para cada caso de test, se seleccionaba 
datos de test y se controlaba el resultado obtenido con respecto a lo esperado. Se guardaba el 
resutlado de 10s test en archivos "log". Se usaban "stubs" para sitnular el ambiente. 
El objetivo del caso de estudio era evaluar la cot8 f l ~ ~ l - ~ ~ ~ ~ ~ ~ ~  como una metrica para la 
predicci6n del ntimero de casos de test necesarios para obtener 100% de cubrimiento All-Branches. 
La conclusi6n esperada era que la cota daba una buena estimaci611 del esfuerzo de test para ser 
usada en el plan del proyecto. 
Comparamos la cota tdrica con el nlimero real de casos de test usados para testear 55 unidades 
de programa. Se hizo la comparaci6n considerando el error absoluto y el error relativo entre el 
nlimero esperado y el nlimero real de casos de test NT, y estudiando sus distribuciones empiricas. 
Fwpecificamente, el error absoluto estB dado por: 
APAll -~ranchcs = PAII- Branches - NT 
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Figuras 6.7: Observsciones del error relativo ~p 
y el error relativo por: 
Para evaluar la efectividad de  PA(^- ~ ~ ~ ~ ~ h ~ ~ ,  consideramos el error relativo. De las 55 unidades 
consideradas, s610 1 obse~aci6n di6 un error relativo mayor que 1. Pensamos que este Gnico caso 
an6malo podria desecharse para el andisis, sin distorsionar la evaluaci6n de 10s resultados, ya que 
para todos 10s otros valores la conducta del error relativo era bastante estable. A partir de 10s 
datos juntados para las 54 unidades analizadas, se deriv6 el histograms de la Figura 6.7. Dividimos 
el intemalo (1, 11 en el que estaba el error relativo, en 20 sub-intervalos de 0.1, reportados en el 
eje de las X. En el eje Y reportamos el niunero de obsemaciones dentro de cada sub-intemalo. 
Como muestra la Figura 6.8, tambihn se deriv6 la distribuciin emyirica de 10s errores relativos; 
i.e., el eje Y en la Figura 6.8, da la proporci6n: (niunero de errores relativos observados dentro 
del sub-intervalo)/ (n6mero del total de obsemaciones), para cada sub-intemalo (541. Luego de 
Ias primeras 35 observaciones, obsemamos que la estimaci6n para la distribuci6n de probabilidad 
era estable. 
Hemos computado la media y la varianza para las N = 54 obse~aciones, que dieron: 
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Figuras 6.8: Distribuci6n Etnpirica de ED 
Los resultados confirman que la mbtrica proporciona una buena estimaci6n del esfuerzo de 
test: 20 de las 54 obsewaciones (i.e., 37%) dieron un error relativo menor que el 10%. Obser- 
vamos que la cota  PA^^-^^^^^^^ yredice el nhnero de casos de test necesarios para alcanzar el 
100% de cubrimiento All-Branches, rnientras que algunas de las unidades testeadas alcanzaron 
un cubrimiento de entre el 80% y hasta el 100%. Presumible, si todas las unidades hubieran 
alcanzado un cubrimmiento total, 10s valores observados de ED serian a6n mis cercanos a 0. 
Para generalizar estos resultados, tratamos de identificar una distribucibn tdrica subyacente 
para la distribuci6n empfrica. De las Figuras 6.7 y 6.8, obsewamos que la conducta de EP parece 
similar a la de una distribuci6n te6rica normal. Para validar esta hipbtesis, i.a, para verificar 
que las diferencias entre 10s resultados observados y aquellos relativos a mia distribuci6n normal 
con media X = y con desviaci6n standard a = son insigtiificantes, aplicamos 10s test 
estadisticos cl&icos X2 y Kolmogorov-Smirnov [51]. Ambos tests confirmaron que la hip6tesis era 
aceptable con un nivel de confianza del 94%. 
Comparamos estos resultados con las predicciones obtenidas al usar la complejidad ciclomitica 
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Figuras 6.9: Obsewaciones del error relativo E,(G) 
1581 del ddgraph del programa. Cotno hemos dicho, la complejidad ciclomBtica v(G) a menudo se 
usa como una cota del ndmero de casos de test necesarios para alcanzar cubrimiento All-Branches. 
En la Figura 6.9, se rnuestra el histograma obtenido para v(C). Hemos considerado las rnismas 
54 obsewaciones usadas para validar la cota / 3 ~ l l - ~ ~ ~ ~ ~ ~ ~  (la mislna obsewaci6n an6mala para 
el caso de f l ~ ~ ~ - ~ ~ ~ ~ ~ h ~  result6 an6tnala para v(G) , dando un valor muy alto de error relativo, 
y fue descartada). Tambi6n esta vez, 20 de las 54 obsewaciones (37%) dieron un error relativo 
menor del 10%. Sin embargo, de las restantes 34 observaciones, 8 cayeron fuera del intewalo (-1, 
I], entre 1 y 2.67. La media y varianza dieron respectivamente 0.37 y 0.39. Por lo tanto, podemos 
concluir que v(G)  no es tan confiable como es para estimar el niimero de casos de 
test necesarios para lograr un cubrimiento All-Branches. 
Finalmente, hemos analizado la proporci6n entre la cota / 3 ~ ~ ~ - ~ r a n & e ~  y el n h e r o  total de 
branches en las unidades estudiadas, de manera de tener una estimaci6n somera de qu6 porcentaje 
del nlimero de branches se corresponde con el niimero de tests necesarios. La media para esta 
obsewaci6n fue 0.48 con una varianza de 0.016. 
En conclusi6n, hemos descripto un caso real donde hemos evaluado la efectividad de la cota 
fl,&'l-Branches para predecir el nlimero de casos de test necesarios para alcanzar 100% de cubrim- 
iento All-Branches. Los resultados obsewados confirman que la cota f l ~ ~ ~ - ~ ~ ~ ~ ~ ~ ~ ~  proporciona 
una estimaci6n buena del ndmero de tests necesarios para alcanzar cubrimiento All-Branches. 
6.4. ESTIMACLON DEL COSTO DEL TESTING: CASO GENERAL 
Aplicando clbicos tests estadisticos, pudimos concluir tambibn que la distribuci6n empirica del 
error relativo entre el nlimero esperado de casos de test y el nlimero observado, se puede con- 
siderar una distribuci6n normal con A = 0.12 y aa = 0.15 con el 94% de nivel de confianza. 
El comportamiento de la complejidad ciclom6tica, a menudo usado como estimacibn, se analiz6 
tambi6n por comparaci6n y 10s resultados fueron inferiores. 
Por consiguiente, el caso de estudio descripto confirma la utilidad del resultado investigado y 
sugiere que su introducci6n en la fase de test de unidad hace al testing de tipo All-Branch m C  
predecible. 
6.4 Estimaci6n del Costo del Testing: Caso General 
Claramente, el nlimero de tests necesarios para satisfacer un criterio de cubrimiento variar6 
dependiendo del criterio usado, y de la misma manera variari el costo. Como fue seiialado en 
1361, a medida que 10s requerimientos de cubrimiento se vuelven mis exigent-, la efectividad del 
descubrimiento de defectos generalmente se increments, per0 ta1nbi6n lo hace el rlli~nero de casos 
de test. 
En esta secci6n generalizamos 10s resultados presentados para el caso de cubrimiento All- 
Branches a otros criterios de cubrimiento. Esta generalizaci6n es directa, per0 la incluimos aqui 
por completitud. 
6.4.1 Uso de Spanning Sets para Estimar el Costo del Testing 
Como hemos establecido para el caso de testing All-Branches, 10s spanning sets of entities son 
litiles para estimar el costo del testing de cubrimiento en el caso general. Sea G = (N, A) un 
ddgraph, c un criterio de cubrimiento, S un spanning set of entities para G y c. Ya que el 
cubrimiento de S garantiza la satisfacci6n de c para G ,  se puede tomar como una estimaci6n del 
nlimero de casos de test necesario para satisfacer c, a la cardinalidad de tal conjunto. Para ser 
precisos, b t e  es el nlimero de casos de test requerido en la peor hip6tesis que se elige un camino 
diferente para cubrir cada entidad en S. En este sentido el nlimero de erltidades unconstrained 
en un spanning set se puede ver como una cota "segura" en el ntimero de casos de test necesarios 
para satisfacer la estrategia elegida. 
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Dehici6n 6.5 a, 
Sea G = (N, A )  un ddgraph, c un criterio de cubrimiento, S un spanning set of entities para 
G y e. Entonces, a,(G) se define como la cardinalidad de IS(, i .  e., 
ac(G) = IS!. 
Para el criterio All-Branches hemos introducido la cota PAll-Branches como un refinamiento de 
la cota aAll-Branchcs. Se ha hecho esto ya que se pueden combinar m b  de un arc0 unconstrained 
en un camino, y esto se debe considerar cuando se estima el nlilnero de casos necesario para 
satisfacer el criterio All-Branches. Sin embargo, en el caso de otros criterios de cubrimiento, 
pensamos que la cota a es una buena estimaci6n del n61nero de casos necesario para satisfacer 
el criterio, y la cota B no proporciona mejoras sobre ella. Creemos que, en estos casos, el valor 
de las cotas a y B serB probablemente muy cercano uno a1 otro. Asi, calcular /3 no tiene sentido. 
Sin embargo, un anBlisis m b  amplio y una mayor experimentacibn son necesarios para validar 
esta hip6tesis. De todas maneras, incluimos esta generalizaci6n aquf por completitud. 
6.4.2 Definici6n de la Cota P 
En esta secci6n generalizamos las nociones de incompaarabiiidad dbbil, largest weakly incompa- 
rable arc set, y cota  PA^^-^^^^^^^ introducidas m b  arriba. 
En el caso general, buscamos un conjunto de caminos que cubren un genbrico spanning set of 
entities; de hecho, la propiedad fundamental de lo8 spanning set of entities garantiza que estos 
conjuntos de caminos cubren todas las entidadea en el ddgraph. MBs precisamente, buscamos un 
conjunto de caminos p que agrupe las entidades que pertencen a un spanning set de una manera 
apropiada; i.e., requerimos que un camino en p cubra m b  de una entidad en un spanning set, 
s6lo si se cumplen las mismas condiciones precisas introducidas en la Secci6n 6.2.4. 
Ahora definiremos cuBndo dos entidades en G no pueden ser cubiertas por el mismo camino. 
En este caso las llamaremos dos entidades dtbilmente incomparables. Ahora definimos formal- 
mente esta relaci6n con referencia a un subconjunto genbrico E de E,(C). 
Definicibn 6.6 Entidades Ddbilmente Incomparables 
Sea G = (N, A) un ddgraph, y c un criterio de cubrimiento. Sean E ,  E' E S G E,(G) y 
E # E'. Las entidades E y Et son entidades ddbilmente incomparables en S si para cualquier 
camino completo en G que contiene a ambas E y Et es siempre posible derivar un pseudo-camino 
que contenga 8610 a una de ellas y que sea un camino completo en G .  
Presentamos ahora la definici6n formal de un largest weakly incomparable entity set: 
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Definicibn 6.7 Largest Weakly Incomparable Entity Set 
Sea G = ( N ,  A )  un ddgraph, c un criterio de cubrimiento, S E Ec(C). L W I ( S )  es un  largest 
weakly incomparable entity set para S en G si es un  subconjunto de S que satisface: 
para todo E ,  El E L W I ( S ) ,  si E # E' entonces E y E' son ddbilmente incomparables, 
ILW I(S)I = mw{JS'I:  S' C S y para todo E ,  El E S',  si E # El entonces E y El son 
ddbilmente incomparables). 
Notamos que dado un ddgraph y un subconjunto no vacio de entidades S ,  hay por lo menos 
un largest weakly incomparable set of entities para S ,  y posibletnente no es el h i m .  
Ahora, juntando las nociones de spanning set of entities y de entidades dbbilmente inwmpara- 
bles, introducimos una definici6n formal de la wta  PC para un ddgraph G y un criterio c, como el 
mhcimo niunero de entidades en un spanning set of entities para C y c tal que Sean mutuamente 
dbbilmente incomparables. En otras palabras, si S es spanning set of entities para C y c, esta 
cota considera un camino diferente para cada entidad en (LW I ( S ) ( .  
Definicibn 6.8 0, 
Sea C = ( N ,  A) un ddgraph, c un criterio de cubrimiento, S un spanning set of entities para 
C y c. Entonces PC se define como la cardinalidad de un largest weakly incomparable entity set 
para S en G ,  i.e., 
Pc(G) = ILWI(S)I .  
Conclusiones y Trabajo Futuro 
En este capitulo hemos analizado el problema de establecer una cota inferior en el nlimero de casos 
de test requerido para alcanzar un cubrimiento particular. b t e  es un problema importante por 
varias razones. Por un lado, a menudo se usan medidas de cubrirniento estructural para evaluar la 
completitud del testing. Ademb, una cota inferior en el nlimero de casos requerido para alcanzar 
un cubrirniento particular puede ser litil para predecir cu6nto esfuerzo seria necesario para testear 
un yrograma dado. 
Hemos mostrado que las cotas existentes no son adecuadas, ya que durante el desarrollo de 
las misinas se ha ignorado el uso de este nlimero en la prdctica. Iienios presentado dos cotas 
nuevas. Primero, la cardinalidad de un spanning set of entities para el ddgraph y el criterio de 
cubritniento considerado se puede tomar como una cota inferior "segura" en el nlimero de casos 
de test necesario para satisfacer el criterio elegido. Luego, combiriarldo las nociones de spanning 
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set of entities y de entidades dbbilmente incompmables, hemos introducido una nueva cota "con 
significado" del ntimero de casos de test a planear para un cubrimiento particular. La noci6n 
de incornparabilidad dbbil captura la idea intuitiva de combinar entidades unconstrained para 
crear carninos "con significado" . Ea ta co ta aborda el verdadero problema en testing estruc tural: 
encontrar un conjunto de caminos ejecutable. Hemos notado que esta cota inferior deberia ser 
Gtil en el caso que se requiere cubrimiento de tip0 All-Branches. En cambio, la cardinalidad de 
un spanning set of entities se puede considerar una cota Gtil en el caso general. 
Hemos descrito algunos resultados preliminares experimentales en la evaluaci6n de la cota 
P ~ l ( - ~ r a ~ ~ ~ ~ ~  COmO Una mbtrica para la predicci6n del esfuerzo de testing necesario para alcan- 
zar cubrimiento All-Branches. Hemos validado el comportamiento de f l ~ l l - ~ ~ ~ ~ ~ h ~ a  en varias 
unidades de programa, testeadas segiin la estrategia de testing All-Branches, y para el que el 
niunero real de casos de test ejecutados ha eido recolectado. AdemL, ya que el nlimero ci- 
clomhtico v ( G )  del flowgraph del programa G a menudo se usa como tal cota, hemos ejecutado 
el mismo anhlisis en este n h e r o  para realizar una comparaci6n entre ambos. Los resultados 
confirman que  PA^^-^^^^^^ proporciona una estimaci6n buena del esfuerzo de test. Tambi6n 
concluimos que v(G) no es tan confiable como b e t a ~ l l - ~ ~ ~ ~ & ~ ~  para estimar 10s casos de test 
necesarios para alcanzar cubrimiento All-Branches. 
Esperamos que haya pioneros que incluyan nuestras cotas a y P en una herramienta de ayuda 
a1 testing, y que proporcionen evidencia empMca de la utilidad de las mismas para estimar el 
costo de testear un programa. 
Capitulo 7 
Generaci6n de Caminos de Test 
El proceso de testing puede describine como: 
1. seleccionar un conjunto de caminos de test tratando de satisfacer un criterio de cubrimiento 
e identificar datos de test para ejercer 10s caminos seleccionados; 
2. ejecutar el programa usando 10s datos de test elegidos y supervisar qu6 entidades realmente 
se ejercieron; 
3. evaluar la proporci6n entre el n h e r o  de entidades ejercidas y el n h e r o  total de entidades 
en el programa. Si esta proporci6n alcanza un valor predefinido, se detiene el testing; de lo 
contrario, se deben generar m b  casos de test: se repite el proceso desde el paso 1. 
En este procedimiento, 10s pasos 2 y 3 pueden ser automatizados. De hecho, existen varios 
analizadores dinimicos de cubrimiento (dynamic coverage analyzers) (por ejemplo, (20, 22, 49, 
67, 70, 74, 881, entre otros) que ejecutan el programa y pueden evaluar qu6 entidades se ejercieron 
a medida que 10s tests son ejecutados. El primer paso, que involucra la mayor parte del esfuerzo 
del testing, queda librado a la habilidad y creatividad del tester. 
En este capftulo mostramos c6mo usar la informaci6n proporcionada por un spanning set of 
entities para construir, para un ddgraph dado G y un criterio de cubrimiento dado c, un conjunto 
de caminos que cubra toda entidad en Ec, i.e., un conjunto de casos de test que satisface c. 
Presentamos un algoritmo general llamado CONSTRUCT-A-TEST-PATH-SET, que construye 
tal conjunto de caminos, tratando de cubrir las entidades en un spanning set of entities. La 
definici6n de un spanning set of entities presentada en el Capftulo 4, garantiza que el conjunto 
de caminos encontrados implica el cubrimiento de todas las entidades. La generaci6n de datos de 
test que ejecuten 10s casos de test elegidos estB fuera del alcance de este trabajo. 
En la pr6xima seccihn, analizamos 10s algoritmos existentes para construir un conjunto de 
caminos. 
Luego, presentamos informaci6n necesaria para introducir el algoritmo. &to incluye la 
relaci6n de dominaci6n entre arcos de un ddgraph (ver Capitulo 4), y la relaci6n simktrica, 
Luego, describitnos el algoritmo ALLBRANCHW-TEST-PATH-SET, que encuentra un con- 
junto de caminos de test que satisface el criterio All-Branches para un programa dado, rep- 
resentado por un ddgraph. Este algoritmo ha sido publicado previamente en 112). Tambibn 
presentamos experimentaci6n preliminar. 
Luego, introducimos el algoritmo general CONSTRUCT-A-TEST-PATH-SET, que construye 
un conjunto de caminos que cubre las entidades en un spanning set, para un criterio de cubrimiento 
elegido. 
Finalmente, presentamos las conclusiones y el trabajo futuro. 
7.1 Trabajo Previo 
Para un ddgraph dado, se puede derivar muchos conjuntos diferentes de caminos que satisfacen 
un criterio dado. Asi, se debe especificar a priori cud1 es el criterio seguido en la construcci6n 
de 10s caminos. De hecho, en la literatura existen varios trabajos que abordan el problema de 
hallar un conjunto de caminos que satisface un criterio dado, cada uno desde un punto de vista 
especifico. En esta secci6n, presenta~nos 10s algoritmos existentes para la generaci6n de caminos. 
La mayor parte del trabajo existente se ha hecho para generar conjuntos de caminos que 
satisfacen el criterio All-Branches. 
Dado el alto costo del testing, 10s primeros trabajos trataron de encontrar conjuntos mCnimos 
de caminos, i.e., conjuntos de caminos con el mhimo niimero yosible de caminos que satisfacen 
un criterio dado, minimizando el n6mero de tests requeridos. En (661 se discuten varios problemas 
usando un acercamiento de teoria de redes; se demuestra que el tamafio del conjunto minimo de 
caminos para un digrafo C se puede deterrninar resolviendo un problema de flujo minimo o un 
problema de matching miximo. En 1611, se propuso un procedimiento heurbtico para minimizer 
el nlimero de caminos: 10s caminos entre una decisi6n y otra decisi6n en el que se descompone el 
programa se organizan en niveles crecientes. El cubrimiento All-Branches se aseguraria entonces 
cubriendo 10s caminos de 10s niveles m6s altos. Finalmente, en I??], el problema de seleccionar 
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caminos de test fue formulado como un problema de programaci6n entera y se present6 un modelo 
generalizado optimal para la selecci6n de caminos. Para cualquier criterio de selecci6nl incluso el 
criterio All-Branches, un conjunto minim0 de caminos que lo satisface es seleccionado a partir del 
conjunto de todos 10s caminos con loops iterados a lo sumo una vez (notamos que, en cualquier 
caso, se debe derivar primer0 este conjunto de caminos usando alguna otra metodologia). 
Sin embargo, es un problema bien conocido [42] que 10s caminos derivados usando s610 infor- 
maci6n sintictica pueden ser caminos no factibles, i.e., caminos del flujo de control que no pueden 
ser ejecutados usando ninghn dato de input. Desgraciadamente, nunca se puede garantizar que 
un conjunto cualquiera de caminos generado mirando solamente la estructura de un programa, 
contiene s610 caminos factibles, ya que el problema de determinar si un input de entrada ejecuta 
un camino dado es indecidible [81]. No obstante, se puede idear una estrategia de selecci6n de 
caminos que apunte a reducir 10s efectos de caminos no factibles. 
En particular, como se sugiri6 en [93], uno podrla seleccionar un conjunto de caminos cuyos 
caminos constitutivos involucran un nlimero mlnimo de predicados, ya que es m b  probable que 
btos  Sean factibles. Esta liltima aserci6n no ea 5610 intuitivamente verdadera, sino que tambi6n 
ha sido validada de manera estadlstica (931. 
Otro autores han propuesto que el problema de 10s carninos no factibles sea enfrentado por 
el usuario. Se le pide a1 usuario dar a1 algoritmo que genera el conjunto de caminos informaci6n 
sobre la factibilidad de 10s mismos. 
Por ejemplo, en (521 se propone un metodo autom8tic0, en el que el pr6ximo camino selec- 
cionado es aquel que cubre la mayor cantidad de segrnentos del programa no cubiertos hasta 
ahora. El camino resultante se muestra entonces al usuario, que puede aceptarlo o pedir la gen- 
eraci6n de un nuevo camino. En (92) se presenta una jerarquia de metricas de test estructural 
para dirigir la selecci6n de caminos. La informaci6n necesaria para prevenir la generaci6n de 
caminos no factibles la suministra manualmente el usuario. 
A diferencia de 10s metodos propuestos hasta ahora, el metodo introducido aqui no est6 ligado 
a una politica en particular. Primero presentamos un algoritmo que construye un conjunto de 
caminos que satisface el criterio All-Branches. &te algoritmo puede usar diferentes politicas para 
guiar la generaci6n de caminos, de manera que pueden construirse diferentes conjuntos de caminos 
con propiedades diferentes. Ademb, presentamos un metodo generalizado para la generaci6n 
automiitica de conjuntos de caminos que satisfacen un criterio de cubrimiento seleccionado de la 
familia de criterios del Capitulo 3. 
7.2 Definiciones Bhsicas 
En esta secci6n presentarnos algunas nociones que serBn dtiles para introducir 10s algoritmos de 
generaci6n de caminos de test. En particular, usarnos las definiciones de dominaci6n y post- 
dominaci6n introducidas en la Secci6n 4.3.1. 
Sea G = ( N ,  A)  un ddgraph con arc0 de entrada eo y arc0 de salida ek. 
Un camino de dominacidn PDT en DT(C) ea una secuencia de arms PDT = el ,  ..., eq, tal 
que ei = PARENT(ei+l) en DT(G) para i = 1, ..., q - 1. En el caso general, un carnino de 
dominaci6n en DT(G) no es un camino en G. Por ejemplo, las secuencias de arcos e l ,  e2, e~ y 
ez, eg, eg son carninos de dominaci6n en DT(GSORT) presentado en la Figura 4.4. En particular, 
e2, eg, e6 no es un camino en G S O R ~ -  
Un camtno de post-dominacidn en ZT(G) es una secuencia de arcos PIT = el ,  ..., eq, tal 
que ej+l = P A R E N T ( e j )  en I T ( C )  para j = 1, ..., q - 1. Notamos que un camino de post- 
dominaci6n se deriva a partir de uria hoja y hacia la raiz de IT(G). En general, un camino de 
post-dorninaci6n en IT(G) no es un camino en G. La secuencia p1~=e4, e6, e7, e8 es un camino 
de post-dorninaci6n en IT(GSORT) yresentado en la Figura 4.4. 
Los algoritmos descriptos en este capitulo usan caminos de dorninaci6n y post-dominacibn 
para construir carninos en el ddgraph. Aprovechan el hecho de que un catnino en DT(G) (o 
en IT(G))  siempre corresponde a un conjunto de caminos en el ddgraph G, y, precisamente, el 
primer0 es un pseudo-camino de cada camino en el conjunto (segfin la definici6n de pseudo-camino 
dada en el Capitulo 2). 
Recordarnos que un pseudo-camino no es necesariarnente mi carnino; i.e., dos arcos consecu- 
tivos en un pseudo-camino pueden no ser adyacentes en el ddgraph. Como dijimos msis arriba, 
10s algoritmos construirhn un camino en el ddgraph usando carninos de dominaci6n y de post- 
dominaci6nl que son pseudo-carninos en el ddgraph. Decimos que existe una discontinuidad entre 
dos arcos consecutivos en un camino de dominaci6n o en un camino de post-dominaci6n si no son 
adyacentes en el ddgraph, como se define r n b  abajo. 
Dehicidn 7.1 Discontinuidad 
Sea G un ddgraph, DT(G) su drbol de dominacidn y ZT(G) su drbol de postdornanacidn. 
Dados dos arcos e y e' que representan nodos adyacentes en DT(G) [en ZT(G)I, con e = 
PARENT(e1) [el = PARENT(e)] ,  decimos que existe una discontinuidad entre ellos si no son 
adyacentes en G ,  i.e., si HEAD(e) # TAZL(el). 
Por ejemplo, existe una discontinuidad entre eg y Q, ya que son nodos adyacentes en DT(GsoRT) 
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(ver la Figura 4.4 A), pero no son adyacentes en G s o R ~  (ver la Figura 2.1). 
Ahora podemos ser m h  precisos a1 describir c6mo el algoritmo ALL-BRANCHES-TEST- 
PATH-SET introducido en la pr6xima secciin construye caminos del ddgraph: primer0 deriva un 
camino de dominacidn o uno de post-dominaci6n, y luego "llena" las discontinuidades, si existen, 
con un camino adecuado en G.  Por ejemplo, en el camino PDT = e l ,  ez ,  es ,  e6 en DT(GsoRT),  
la discontinuidad entre e3 y eg puede llename con el camino p' = er,  obteniendo el camino 
p = e l ,  e2, e3, eq, eg del ddgraph. 
Observamos que, en general, hay m k  de un camino que se puede usar para llenar una discon- 
tinuidad. Por ejemplo, ,se puede llenar el discontinuidad en el ejemplo precedente tambibn con 
el camino p" = es. La relaci6n entre caminos de dominaci6n o post-dominacibn y caminos en el 
ddgraph se establece formalmente en la proposici6n que sigue. 
Proposici6n 7.1 Sea G un ddgraph con arco de entrada eo y arco de salida ek ,  D T ( C )  su drbol 
de dominacidn y IT(C)  su 6rbol de post-dominacidn. 
1. S i  existe u n  camino PDT en D T ( G )  desde eo hasta e ,  PDT = eo, e l ,  ..., eq, e ,  entonces existe 
u n  camino p desde eo hasta e en  el ddgraph G y p tiene la siguiente forma: 
P = eo,po, e l , P l ,  . . a ,  eq, Pq,  eq+l(= e ) ,  
donde para j = 0, ..., q ,  p j  es u n  a m i n o  (gue puede ser vacio) desde H E A D ( e j )  hasta 
T A I L ( e j + l ) l  
2. S i  existe u n  camino en  I T ( G )  desde e hasta ek ,  PDT = e,  ez ,  ..., eq, ek ,  entonces existe 
u n  camino p desde e h w t a  ek en el ddgraph C y p tiene la siguiente forma: 
P = ( e l  =)el P l ,  e2, P21 eq, Pq, eq+l(= ek ) ,  
donde para j = 1 ,  ..., q ,  pj es u n  a m i n o  (gue puede ser vacfo) desde H E A D ( e j )  hasta 
T A I L ( e j + l ) ,  
La demostraci6n es directa a partir de las definiciones de dominaci6n y post-dominaci6n. 
7.3 Generaci6n de Caminos para Cubrimiento All-Branches 
7.3.1 Generalidades 
En esta secci6n describimos el algoritmo ALL-BRANCHES-TEST-PATH-SET, que halls un con- 
junto de caminos de test que satisface el criterio All-Branches para un programa dado representado 
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por un ddgraph. Los resultados presentados en eeta secci6n han sido publicados en (121'. 
El algoritmo ALL-BRANCHES-TEST-PATH-SET construye un conjunto de caminos que 
cubre todos 10s arcos en un spanning set de arms para un ddgraph y el criterio de cubrim- 
iento All-Branches. Por la definici6n de spanning sets presentada en el Capitulo 4, el conjunto de 
caminos encontrado cubrir6 todos 10s arms en el ddgraph. 
El algoritmo ALL-BRANCHES-TEST-PATH-SET construye un conjunto de caminos com- 
pletos p = {p l...,p,) para un ddgraph dado G = (N, A) con arc0 de entrada eo y arc0 de salida 
ek. Primer0 se deriva un spanning set de arcos S para G y el criterio All-Branches. El algo- 
ritmo ALL-BRANCHES-TEST-PATH-SET entonces construye p. Los caminos en p se derivan 
de a uno. Para construir un camino, ALLBRANCHES-TEST-PATH-SET selecciona un arco 
e, en S todavia no cubierto. Luego, llama a la funci6n recursiva FIND-A-PATH; esta funci6n 
encuentra pu desde el arc0 de entrada eo hasta el arco de salida ek, pasando por el arc0 e,. Este 
procedimiento se repite hasta que se cubren todos 10s arcos en S. 
Para ser m L  explicitos, FIND-A-PATH construye el camino desde eo hasta ek, usando el arc0 
e,, concatenando el h i c o  camino de dominaci6n PDT en el Brbol de dominaci6n DT(G) que va 
desde la raiz eo hasta la hoja e,, con el h i c o  camino de post-dominaci6n en el Brbol de 
post-dominaci6n IT(G) que va desde la hoja e, hasta la raiz ek. Sean PDT = eo, el, ..., e,-1, eu(= 
e,), y PIT = (e, =)eul e,+l, ..., ek-lr ek. Por la Proposici6n 7.1, la sucesi6n de arcos obtenida 
concatenando PDT con PIT es un pseudo-camino en G, i.e., existe un camino en G desde eo hasta 
ek de la siguiente forma: 
donde cada pij es un camino (no vacfo) desde et hasta e j  en G, si hay una discontinuidad entre ei 
y e j  en el Brbol correspondiente, y es un camino vacio si ei y e j  son arcos adyacentes en G. Asi, 
cuando se descubre una discontinuidad entre dos arcos ei y e j  en un camino de dominaci6n o de 
post-dominaci6n, el algoritmo debe construir un camino pi j  en C. Para hacer esto, se hace una 
llamada recursiva a FIND-A-PATH y se construye el sub-ddgraph G* de C con arc0 de entrada 
e, y arco de salida ej. De nuevo, se selecciona un arc0 e t  del spanning set correspondiente (notar 
que esto siempre serB posible, porque habia una discontinuidad entrc ei y e j  en C), y se encuentra 
un camino pfii en G* desde el arco de entrada ei hasta el arco ej, usando el arc0 e:. Una vez 
mL, se construye este camino p *ij concatenando el camino de dominaci6n PDT en DT(G*) desde 
En [12] este algoritmo tiene el nombre FIND-A-TEST-PATH-SET o FTPS. 
ei hasta e *, con el camino de post-dominaci6n p l ~  en IT(GS) desde e *, hasta e j .  Notar que el 
camino construido en G* siempre corresponde a un camino en G. 
Los caminos erlcontrados wando el procedimiento descripto mtb arriba pueden contener ciclos 
(cada vez que se selecciona un arco dentro de un ciclo) pero, por construcci6n, cada ciclo en un 
camirio serB iterado a1 mBximo una vez. 
Notamos que, de la estructura del algoritmo, se puede ver fhcilmente que el nhnero n de 
caminos generados no es mSs grande que 1st. 
En la descripci6n precedente del algoritmo, la polftica de selecci6n del pr6ximo arc0 a cubrir 
en cada llamada recursiva de FIND-A-PATH ha sido dejada implicita intencionalmente. De 
hecho, el pr6ximo arc0 a ejercer se puede escoger entre 10s arcos en un spanning set de acuerdo a 
diferentes criterios, y el criterio seguido afectarh las propiedades del conjunto de caminos que se 
construirh automhticamente. El algoritmo deja implicita la politica de seleccibn, llamando a un 
procedimiento SELECT- AN-A RC gen6rico. 
En la pr6xima seccihn, se analizan algunas aplicaciones posibles y iitiles de este procedimiento. 
Aqui abajo, introducimos notacidn que se empiear8 en la presentaci6n del algoritmo y presen- 
tamos funciones que se usarhn en 61. El algoritmo se presenta en las Figuras 7.1 y 7.2. 
El procedimiento FIND-A-SPANNING-SET-OF-ENTITIES has sido presentado en la Figura 
4.3. 
Se usa el conjunto de arcos auxiliar NOT-USED, que cotltiene 10s arcos a6n no cubiertos 
en el spanning set S. Por lo tanto, cuando este conjunto estB vacio, el algoritmo ALL- 
BRANCHES-TEST-PATH-SET termina. 
DT(G) y IT(G) son funciones que, dado un ddgraph G, construyen 10s hrboles de domi- 
naci6n y post-dominaci6n de G, respectivamente. 
El procedimiento SUB-DDGRAPH(G, e,, eb) (deecripto en el Capitulo 2 y presentado en la 
Figura 2.4) deriva el sub-ddgaph de G con arcos distinguidos e, y eb. 
Se wan las siguientes operaciones sobre caminos: 
- ( e ) devuelve el camino formado por el arc0 e; 
- pl+p2 devuelve un camino que consiste en el camino pl seguido por el camino p2, si 
la HEAD del 6ltimo arc0 en pl ea la TAIL del primer arc0 en p2; 
- pl-p2 devuelve un camino obtenido eliminando en pl todos 10s arms de pz, si 10s arms 
en pz son 10s iiltimos arcos de pl. 
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Algorithm ALLBRANCHES-TEST-PATH-SET(G = (N, A): ddgraph; eo, ek: arcs): set 
of paths; 
begin 
S = FIND-A-SPANNING-S ET-OF-ENTITIES(G, A)  
NOT-USED = S 
@=a); {p, initiallv empty, will return the test paths found) 
while JNOT-USED1 >O do 
{finding a new path p) 
e,=SELECT-AN-ARC(N OT -U SED) 
NOT-USED=NOT-USED - {e,) 
p = FIND-A-PATH(G, e,, eo, ek, S, N OT-U SED) 
P' P u {P) 
return(p) 
end algorithm 
Figuras 7.1: ALLBRANCHES-TEST-PATH-SET Algorithm 
Se usan las siguientes funciones sobre Brboles: 
- PARENT(e,T), que devuelve el padre del arc0 e en el Brbol T; 
- DISC?(e,el,T), que devuelve un valor Booleano, igual a true si existe una discon- 
tinuidad entre 10s arcos e y el, e igual a false, en otro caso. 
7.3.2 Selecci6n del Pr6ximo Arco 
Como dijimos m L  arriba, el algoritmo ALGBRANCHES-TEST-PATH-SET deja la politica de 
selecci6n del pr6ximo arc0 como un partimetro abierto, haciendo una llamada a una funci6n 
genbrica SELECT-AN-ARC. En esta secci6n mostramos c6mo el algoritmo trabaja para distintas 
politicas de selecci6n. En particular, discutimos una polftica que apunta a reducir el n6mero de 
c h i n o s  y otra que apunta a prevenir la generaci6n de caminos 110 factibles. 
Debido a su costo alto, un tema importante en el Brea de testing es minimizar el n h e r o  
de casos de test para satisfacer un criterio de test dado. En testing de tipo All-Branches, esto 
corresponde a hallar un conjunto minimo de caminos que cubren todos 10s arcos del ddgraph. En 
nuestro algoritmo, para reducir el ndmero de caminos, como cada (pseudo-)camino se construye 
usando un arco unconstrained, cada camino deberia cubrir tantos arcos como sea posibles en el 
Function FIND-A-PATH (G: ddgaph; eu, e,, eb: arc; S, NOT-USED: set of arcs; 
out NOT-USED: set of arcs): path; 
begin 
(finding a path wing e,} 
P =  ( e u )  
(finding a dominator path f m m  e, to e,) 
DT = DT(C) 
ei = eu 
while (ei # e,) 
do begin 
e,,=PARENT(ei, DT)  
i f  DISC?(ep, ei,  DT)  then begin 
C' = SUBDDGRAPH(G, e,,, ei)  
sf = FINDA-SPANNING-SET-OF-ENTITIES(C~, ARCS(G')) 
(selecting an unconstrained arc e',) 
eh = SELECT-AN-ARC(Sf) 
NOT-USED=NOTUSED - (e:) 
p' = FINDA-PATH(Gf, eh, +, ei ,  Sf, N O T f l S E D )  




{finding an implied path fmm e,to eb)  
I T  = IT(G) 
el=% 
while (ei # eb)  
do begin 
+ = PARENT(ei, I T )  
if DISC?(ep, ei ,  I T )  then begin 
G' = SUBDDGRAPH(G, e i , ~ )  
S' = FINDA-SPANNING-SET-OF-ENTITIES(Cr, ARCS(G1)) 
(selecting an unconstrained arc e',} 
e l  = SELECT-AN- ARC(S1) 
NOTUSED=NOT-USED - ( e l )  ' 
p' = FIND-A-PATH(Gr, e:, ei,  %, S', NOT-USED) 
P = P - ( e i ) + p f  
end 
else p = p + ( ep ) 




Figuras 7.2: FIND-A-PATH Function 
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spanning set S que no est6n ya cubiertos por otros caminos. Por consiguiente, el criterio minirno- 
numero-de-caminos requiere que un "arco a h  no cubierto" en S sea elegido cuando sea posible. 
Esta selecci6n se hace antes de derivar un camino nuevo, y tambihn cada vez que se hace una 
iteraci6n recursiva para llenar una discontinuidad. &to corresponde a implementar una funci6n 
SELECT-AN-ARC que elige un arm en S, en particular, uno del conjunto NOT-USED, cuando 
es posible. 
Sin embargo, a1 buscar un bajo nlimero de caminos, as probable que se construyan caminos 
no factibles. Es imposible que el algoritmo ALLBRANCHES-TEST-PATH-SET cumpla com- 
pletamente el objetivo especifico de derivar caminos ejecutables, ya que estB basado s610 en el 
anBlisis de flujo de control del programa. Sin embargo, el n h e r o  de caminos no factibles puede 
ser reducido usando criterios diferentes a1 criterio minimo-ndmero-de-caminos. En particular, 
trabajos experiment ales recientes 1931 han proporcionado evidencia estadis tica que ap oya la idea 
muy intuitiva de que caminos que involucran un n~mero  reducido de predicados es m b  probable 
que Sean factibles. De acuerdo con esto, la heuriatica que siga el algoritmo para la selecci6n del 
pr6ximo arc0 debe construir un conjunto de caminos que cubra todos 10s arcos en un ddgraph, 
cuyos caminos constitutivos involucren un nlimero minirno de predicados (nodos de decisidn). 
Por consiguiente, necesitamos desarrollar un metodo para escoger un arco tal que el camino 
construido por el algoritmo usando este arc0 tenga un niunero millimo de predicados. Desgraci- 
adamente, no es posible dar una caracterizaci6n general de tal arc0 usando s610 la informaci6n 
en 10s Brboles de dominaci6n y post-dominaci6n de G. En cambio, en general, necesitamos la 
informaci6n de 10s Brboles de dominaci6n y post-dominaci6n del SUB-DDGRAPH (C,e,el), cada 
vez que un arco (e,ef) tiene una discontinuidad en DT(C) o IT(G). 
Sin embargo, usando s610 la informaci6n en DT(C) y IT(C), es posible dar un metodo 
heuristic0 que se puede usar para elegir un arco tal que el camino correspondiente construido 
por el algoritmo tenga un n~mero  de predicados cercano a1 minirno. Remarcamos que el criterio 
propuesto en 193) es de por si una heuristica que apunta a reducir 10s efectos en caminos no 
factibles a1 usar el criterio All-Branches. 
0 bservamos que 
Si e es un nodo en DT(G) tal que tiene por lo menos dos hijos en DT (G), entoncea H EAD(e) 
es un nodo de decisi6n en G. 
8 Si e es un nodo en IT(C) tal que el arc0 (PARENT(e),e) tiene una discontinuidad en IT(G), 
entonces HEAD (e) es un nodo de decisi6n en G (ya que hay m L  de una ruta para alcanzar 
a PARENT(e) desde e). 
Por consiguiente, proponemos el 1n6todo siguiente para elegir el pr6ximo arc0 e,: contamos el 
nGmero de nodos de decisi6n en el camino de dominaci6n que va desde el arc0 de entrada hasta 
e,, m b  el n h e r o  de discontinuidades en el camino de post-dominaci6n desde e, hasta el arc0 
de salida. El nixmero resultante es una cota inferior del nhnero de nodos de decisi6n en todos 10s 
caminos completes que contienen a1 arco e,. En el caso en el cual tenemos dos arcos con el mismo 
n b e r o  de nodos de decisi6n, preferimos un arco no usado. Llamamos a esta polltica menos-pred 
y a1 ca~nino construido ushndola un camino menos-pred. 
A pesar de lo que hemos dicho sobre la implementaci6n de la funcibn SELECT-AN-ARC, 
cualquier politica posible usada en la generaci6n de caminos puede elegir caminos no factibles [81]. 
Ahora presentamos una tknica que se puede usar para enfrentar este problema, si permitirnos 
interacci6n entre el algoritmo y el tester, perdiendo un poco de automatizaci6n. La idea en 
la que se basa la tbcnica es la siguiente: a1 reconocer un camino como no factible, el tester 
puede darle informaci6n a1 algoritmo de que una combinaci6n particular de arcos es imposible o 
indeseable. El algoritmo entonces reasume la fase de generaci6n de caminos, tomando en cuenta 
esta informaci6n. Se han usado tknicas similares previamente, e.g. en [92]. En ese trabajo la 
informaci6n que es dificil o imposible de obtener automBticamente es suministrada manualmente 
por el tester para prevenir la generaci6n esttitica de carninos no factibles. Ekta informaci6n es 
llamada allegations. 
Ya que nuestro algoritmo construye 10s caminos uno a la vez, es posible tratar este problema 
durante la construcci6n de caminos. Supongamos que el algoritmo encuentra que p,  es un camino 
no factible, que cubre a1 arc0 e,. Entonces: 
1. Podemos almacenar esta informaci6n. Por ejemplo, se puede extender el algoritmo de 
manera de construir y mantener una tabla de composiciones no deseadas de branches, que 
crece progresivamente. Se puede usar esta informaci6n en la fase de generaci6n de caminos 
para prevenir la construcci6n futura de caminos que contienen estas combinaciones de arcos 
no deseadas. 
2. Se generarh un camino nuevo para cubrir a1 arco e,. Sea S el pseudo-camino en G ,  sp = 
eo, ..,, e, ..., ek, donde eo ..., e, es el camino de dominaci6n en DT(C)  entre eo y e,, y e ,..., ek 
es el camino de post-dominaci611 en ZT(C) entre e, y ek. Como mostramos en la Proposici6n 
7.1, podemos obtener el conjunto de todos 10s caminos desde eo hasta ek que contienen a1 
arc0 e,, llenando las discontinuidades en S: en general, se pueden usar diitintos caminos 
para hacer esto. Entonces, cuando el tester reconoce el camino p ,  generado por el algortimo 
como no factible, se requerirh a1 algoritmo que construya un nuevo camino que cubra e,. 
El algoritmo llenarh las discontinuidadea en sp con caminos nuevos, teniendo en cuenta la 
informaci6n sobre la no factibilidad de p,, almacenada como se deacribi6 en la parte 1. 
El algoritmo puede acceder a la tabla para verificar la no factibilidad de un camino mientras se 
realiza la constmcci6n. Por ejemplo, la funci6n SELECT-AN-ARC podria seleccionar el pr6ximo 
arco de un subconjunto miw pequeiio, obtenido eliminando del spanning set S todos 10s arcos 
guardados en la tabla como imposibles de combiner con 10s arcos ya elegidos para el camino en 
construcci6n. Sin embargo, en esta selecci6n, el algoritmo todavla puede seguir cualquier politica, 
tal como mfnimo-nzimero-de caminos o menos-pred 
Observamos que se puede usar un procedimiento similar para "pedirle" a1 algoritmo que 
construya un camino que cubra un par de branches espcificamente requerido. 
En la siguiente secci6n presentaremos ejemplos de la aplicaci6n de estas politicas a un ddgaph. 
7.3.3 Uso del Algoritmo ALL-BRANCHES-TEST-PATH-SET 
Ahora discutimos c6mo el algoritmo ALL-BRANCHES-TEST-PATH-SET se puede usar en All- 
Branches testing. En particular presentamos unos ejemplos para mostrar c6mo ALL-BRANCHES- 
TEST-PATH-SET puede ayudar a manejar el problema de no factibilidad variando la imple- 
mentaci6n de SELECT-AN-ARC. Un ddgraph dado G puede corresponder a muchos programas 
distintos (en realidad, un nlimero infinito de programas), i.e., todo aquellos programas cuyos 
ddgraph asociado es G. Los resultados del experiment0 en 193) aseguran que un conjunto de 
caminos que cubre todos 10s arcos en un spanning set, derivado segiin la politica less-pred, tiene 
una oportunidad muy buena de ser factible. Entonces, como una politica general, cuando 10s 
testers no tienen a mano informaci6n sobre la semhntica del programa, entonces deben primer0 
tratar con el conjunto de caminos derivado por ALLBRANCHES-TEST-PATH-SET s e g h  la 
politica less-pred 
Sin embargo, como sucede con cualquier soluci6n obtenida trabajando en forma estadistica, 
para un programa especifico el conjutlto de caminos generado puede contener varios caminos no 
factibles, y un conjunto de caminos derivado usando una estrategia diferente podria ser m b  litil. 
Por ejemplo, consideramos el ddgraph GCEToP de la Figura 6.5. En 8 hemos nurnerado 10s 
nodos de decisibn, de acuerdo con 10s indicadores a 10s predicados del programa de la Figura 6.4. 
Un spanning set de entidades es: 
Usando la politica less-pred, para cada arc0 en S el procedimiento SELECT-AN-ARC cuenta 
el nhnero Nd de nodos decisi6n en el (pseudo-)camino obtenido concatenando el camino de 
dominaci6n y el camino de post-dotninaci6n. Entonces selecciona el arco con el N d  m6s bajo, 
posiblernente prefiere uno no usado; cuando hay varias opciones, elige el que tiene el " indice 
asociado mis  alto". Asi, con Thus, with 
el algoritmo elige 10s siguientes 10 caminos: 
Sin embargo, para este programa podelnos ver fBcilmente que 10s predicados en 10s nodos 4, 
6, 8 y 9 corresponden a la misma condicibn, i.e., i < lim, donde lirn es un parimetro fijo y i es 
una varibale no decreciente. Por consiguiente, una vez que esta condici6n se vuelve FALSA, i-e., 
una vez que i 2 lim, en cada ocurrencia siguiente de la misma condicibn, serB siempre FALSA. 
MBs precisamente, tenemos lo siguiente: 
e7 es incomparable con e12, e16, ezo; 
el3 es incomparable con els, ezo; 
el7 es incomparable con e2o. 
Por consiguiente, 10s ca~ninos precedentes p5, p7, pg, p10 no son factibles. En cambio, usando 
la politica bajo mlnimo-n2ime1-o-de-caininos, por ejemplo, SELECT-AN-ARC recogeria el "indice 
asociado mis alto", en preferencia para un arco en S no cubierto, y entonces selecciona 10s 
siguientes 7 caminos: 
Path input string lim 
Tablas 7.1: A set of test inputs for branch testing function GETOP 
Todos estos caminos son factibles. Por ejetnplo, 10s inputs en la Tabla 7.1 10s ejecutan. 
Ento~ices, en este caso la politica rn~nzmo-n2imero-de-ca~ninos seria rnucho m6s Gtil que la 
politica less-pred. Por supuesto, no intentarnos generalizar esta conclusi6n. Sin embargo, este 
ejemplo simple muestra que puede ser Gtil en pr6ctica poder derivar caminos de acuerdo a politicas 
diferentes. 
Otro ejemplo en el que la politica less-pred generaria ~nuchos ca~ninos no factibles es el caso 
comlin de un programa con varios loops en secuencia que se tienen que iterar el mismo nGmero 
de veces. Muchas funciones de manipulaci6n de matrices presentan este tipo de estructura, e.g., 
. . . 
for i from 1 to n do begin ... end; 
for j from 1 to n do begin ... end; 
for k from 1 to I& do begin ... end; 
... 
En este caso la politica less-pred es m b  probable que genere rnuchos caminos, cada uno 
entrando s610 unos pocos loops (el conjunto real de ca~ninos depende del resto de la estructura 
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del flujo de control). En cambio, una estrategia ad hoc, que requiera que cada camino entre en 
cada loop el mismo niunero de veces, seria m8s fitil y se puede incorporar fhcilmente a nuestro 
algori tmo. 
Ahora queremos volver a1 ddgraph en la Figura 6.5, para ilustrar c6mo nuestro algoritmo 
se puede aplicar para combinar una polftica de construcci6n de calninos con prhcticas indirec- 
tas derivadas del andisis de caminos de ejecuci6n. En este ejemplo ya hemos sefialado algu- 
nas incompatibilidades claras entre arcos en S. Se pueden tener en cuenta estas incompatibili- 
dades fhcilmente, estableciendo restricciones apropiadas en el conjunto del que SELECT-AN-ARC 
recoge el pr6ximo arco. Por ejemplo, mientras construye un camino por e7, SELECT-AN-ARC 
no debe recoger e12, e16, eZO. Siguiendo todavia la politica less-pre4 per0 teniendo en cuenta las 
incompatibilidades precedent-, se obtienen 10s caminos siguientes: 
p:' = eoeae3ez4 
p$ = eoeleaeaezr 
p! = eoeze4ege1iezoez4 
pk' = eoeze4ese1leziezzez3ez4 
p t  = eoeze4eae7eeeselleziezzez3ez4 
p; = eoeze4eae7eseseiiezoez4 
P:' = eoeze4egeioeiaeiteiseziea~ez3ez4 
P: = eoeze4eseioei2ei4eige~0e24 
p: = e0e~e4egeloel~ei4eiaei'1eiaeieeliezzez3ez4 
p&, = eoe~e4egeloei~el~eiaeiseiseisezoez4 
Todos ellos son factibles. 
Como hemos dicho, hay dos posibles usos de un criterio del testing: se puede usar para generar 
casos de test o para determinar si el proceso de testing se puede terminar. M L  comhmente, 
en la prictica, se usan medidas de cubrimiento wtructwal para verificar la adecuacibn. Asi, en 
un context0 del testing "real", podemos suponer que un conjunto de datos de entrada de test 
ya existe, por ejemplo, derivados de la especificaci6n funcional del programa, y el cubrimiento 
All-Branches se usa para medir cutin completos son estos datos de prueba. A menudo, 10s datos 
de test derivados de especificaciones funcionalw no alcanzan para satisfacer cubrimiento All- 
Branches. En tales casos tienen que encontrarse y ejecutarse otros caminos de test para alcanzar 
cubrimiento All-Branches. Nuestro algoritmo puede ayudar a hallar estos caminos adicionales. 
Se debe derivar primero el subconjunto de S de arcos no ejecutados, por ejemplo usando un 
analizador de cubrimiento (601. Nuestro algoritmo puede entonces ser ejecutado para derivar 
no un conjunto entero de cami~ios que satisface el criterio del testing All-Branches, per0 si un 
subconjunto de caminos del ddgraph que cubre 10s arms todavfa no cubiertos, i.e., NOT - USED 
se inicializa como el conjunto de estos arcos no cubiertos. 
En conclusidn sugerimos primer0 testear los caminos m L  simples a travb de 10s arcos alin no 
cubiertos en S, i.e., implementar SELECT-AN-ARC para que siga la politica less-pred, basbndonos 
en 10s resultados experimentales de 1931. Sin embargo, el tester podria saber, o aprender a m e  
dida que trata de ejecutar estos caminos, que algunas ramas del programa son incompatibles, 
o viceversa, que algunas ramas se deben ejecutar en el mismo camino. En cualquiera de estos 
casos, se puede incorporar esta informaci6n fkilmente en el algoritmo ajustando adecuadamente 
el procedimiento SELECT-AN-ARC, en una de Iss maneras sugeridas m L  arriba. El algoritmo 
entonces autombticamente sugiere un conjunto de caminos que ejercen todo 10s arcos hasta ahora 
no cubiertos en el ddgraph del programa. Eetos caminos, siendo cortos y/o de acuerdo con las 
restricciones " sembnticas" suministradas por el tester, tienen una probabilidad buena de ser 
ejecutables. 
S e w  nuestro conocimiento, ALGBRANCHES-TEST-PATH-SET es el ixnico procedimiento 
de generaci6n de un conjunto de carninos que satisface el criterio de testing All-Branches, que 
ofrece esta capacidad de manipulaci6n de estrategias diferentes en la construccidn de un camino. 
En 1661 y (771 se deriva el conjunto de caminos w n  una cantidad minima de caminos. En (931 se usa 
un metodo que deriva 10s caminos m6s cortos, y si algunas ramas quedan no cubiertas, entonces 
se identifican 10s segundos, terceros, ..., n-bimos caminos m b  cortos. En 1921, se proporciona una 
descripcidn detallada de c6mo usar informaci6n suministrada por el tester para recortar caminos 
no factibles de un conjunto de caminos cortos. Todos estos algoritmos dependen de una politica 
particular. 
7.3.4 Anilisis Tecirico 
El teorema 7.1 present ado aqui prueba que el algori tmo ALGBRANCHES-TEST-PATH-SET es 
correct0 y termina siempre. 
Teorema 7.1 Tenninacidn y Correccidn del Algoritmo ALL-BRANCHES-TEST-PATH-SET 
Sea G = (N, A) un ddgraph con arcos distinguidos eo y e k .  Entonces el algoritmo ALL- 
BRANCHES-TEST-PATH-SET aplicado a C temina y devuelve un conjunto de caminos desde 
eo hasta ek ,  que cubren a todos 10s arcos en G. 
La demostraci6n puede verse en el Apbndice A. 
Ahora realizamos un andlisis te6rico de la complejidad en tiempo del algoritmo. Ya que en cada 
llamada recursiva ejecutada por el procedimiento FIND-A-PATH, se cubre un arc0 (no cubierto) 
en un spanning set S, y ya que se puede ejecutar cada ciclo como mdximo una vez, el nlimero 
de llamadas recursivas estB acotado por O((S1). Con cada recurei6n, se ejecuta una llamada a 
SUB-DDGRAPH, que requiere tiernpo O(IA1). Se debe construir 10s Brboles de dominaci6n y 
post-dominaci6n del sub-ddgraph, y cada uno requiere tiernpo 0 (IA la(lA1, IN I)). 
AdemL, se llama a1 procedimiento FIND-A-SPANNING-SET-OF-ENTITIES, que requiere 
tiempo 0 (]A 13a(l~I,  IN I ) ) .  (En realidad, en cada iteraci6n del algoritmo, el ntimero de arcos 
en el sub-ddgraph disrninuye, asi que (A] es una cota superior). Supongamos que la funci6n 
SELECT-AN-ARC es O(s). Entonces la construcci6n de cada camino requiere tiempo O(ISI* 
( l~1~a( lAl ,  IN!) + s)). El algoritmo ALGBRANCHES-TEST-PATH-SET llama a la funci6n 
FIND-A-PATH como mdximo IS1 veces, asi que el algoritmo toma tiempo o ( J s ~ ~ * ( I A ~ ~ ~ ( ~ A ( ,  1NI)+ 
s)). 
Sin embargo, en 1121 presentamos una versi6n distinta de FIND-A-SPANNING-SET-OF- 
ENTITIES para el caso de cubrimiento All-Branches, que requiere tiempo O(IAla(lAI, IN()). Por 
lo tanto, el algorithm ALGBRANCHES-TEST-PATH-SEX puede ser implementado en tiernpo 
o(ls12 * (IAla(IAl1 IN!) + s)). 
El orden del procedimiento SELECT-AN-ARC depende de la implementaci6n elegida. Si se 
usa la politica minimo-nzimero-de-caminos, el procedimiento serd O(1); si se usa la politica menos- 
caminos, serd O(IA1). En arnbos casos, ALGBRANCHES-TEST-PATH-SET tomar6 tiempo 
o(ls12 * iAla(lAl, INO). 
AGn cuando en la liltima secci6n hemos demostrado que el algoritmo ALGBRANCHES-TEST- 
PATH-SET es en teoria correcto y eficiente para el testing All-Branches, su utilidad prdctica tiene 
todavia que ser confirrnada. En principio, la tarea del tester se deberia hacer m L  sencilla por 
tener a disposici6n el "conjunto de caminos correcto". En la prdctica, 10s pardmetros involucrados 
en un proceso de test son tantos y tan complejos que s610 una validaci6n ernpirica del tnktodo 
puede ser confiada. En esta secci6x1, describimos un caso de estudio real para validar nuestro 
mktodo de generaci6n de caminos de test dentro de un ambiente de test del mundo real. Un 
iniorme extensivo en este caso de estudio se puede encontrar en [15]. 
El mktodo para derivar conjuntos de caminos de test se ha ilnple~nexltado como prototipo en 
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una herramienta llamada BAT (Branch Analysis and Testing). La validaci6n se realiz6 dentro 
de la fase de test de unidad del proceso de teeting del software, en Ericsson Telecomunicazioni. 
El software fue desarrollado para controlar una nueva generaci6n de sistemas de la telecomuni- 
caciones (ver Capitulo 6 donde se presenta una decripci6n completa del ambiente de test). El 
caso de estudio involucr6 a la fase de test bbica, que es apropiada para la aplicaci6n de la teoria 
propuesta, ya que incluye el testing All-Branches de unidades de programa hasta un cubrimiento 
predeterminado. Comparamos el comportamiento del m6todo contra el procedimiento de test 
realizado hasta el momento, que es esencialmente manual para la parte considerada. Se super- 
visaron dos testers con habilidades diferentes, y se les asignaron dos conjuntos de programas 
para testear, un conjunto usando nuestro m6todo y el otro siguiendo el procedimiento normal. 
Informamos aqui 10s resultados observados. 
7.4.1 Evaluaci6n de la Efectividad de BAT 
El objetivo del caso de estudio era evaluar la efectividad de BAT como una herramienta para 
mejorar el proceso de testing All-Branches. En particular, nos interesamos en validar dos aspectos 
especificos: 
proporcionsr a1 tester con un conjunto de caminos que garantizan 100% de cubrimiento 
All-Branches puede reducir el esfuerzo del testing; 
10s caminos derivados por BAT es muy probable que seen factibles. 
Mientras se planificaba el caso de estudio, encontramos que la evaluaci6n de efectividad de 
BAT era dificil, debido a 10s siguientes dos problemas: 
1. Para poder comparar el testing con y sin la generaci6n automitica de caminos de test, 
necesitarfamos correr dos sesiones de testing independientes, con y sin BAT, usando el 
mismo conjunto de unidades de programa. Sin embargo, si se usa una mislna persona para 
correr ambas sesiones, claramente la segunda sesi6n se beneficiarla de la experiencia ganada 
en la sesi6n previa, no importa qu6 caso se toma primero. Por otro lado, si usamos a dos 
personas diferentes para correr 10s dos sesiones de testing separadamente, el experiment0 
seria afectado por la diferencia posible entre la habilidad de cada tester. 
2. A6n cuando podriamos superar la prirnera dificultad, por ejemplo hallando dos testeres 
absolutamente equivalentes, 110s enfrentamos con el problema que las unidades de programa 
que se testearon eran parte de un proyecto real, y asi 10s recursos de testing y tiempo eran 
limitados. Esta segunda dificultad nos convenci6 m b  all6 de cualquier duda de que no 
podiamos duplicar el test de cada programa. 
Antes de comenzar la fase de testing, se seleccionaron 10s m6dulos m b  grandes y m h  complejos 
con lo cuales validar el uso de la herramienta BAT. Luego se definid la estrategia de testing. Se 
eligi6 un tester experto y uno principiante para el caso de estudio. Ninguno de ellos habia 
codificado 10s m6dulos que iban a testear. 
Se estructur6 la fase de test como sigue: 
1. ejecutar test b6sico en la manera tradicional bastindose en la especificaci6n del test; 
2. evaluar el cubrimiento obtenido; 
3. dividir a1 azar el conjunto de unidades de programa que no han cumplido 10s requerim- 
ientos de cubrimiento del testing en dos grupos: el grupo STANDARD, para ser testeado 
siguiendo 10s procedimientos internos standard, i.e., sin el apoyo de la herramienta BAT, y 
el grupo BAT, para ser testeado usando la herramienta BAT. En particular, para el grupo 
STANDARD el tester trat6 de seleccionar manualmente tests adicionales que aumentarian 
el cubrimiento. Para 10s procedimientos de BAT, el tester trat6 de probar 10s carninos 
sugeridos por la herramienta. En ambos casos, el testing fue terminado cuando se alcanz6 
un umbra1 dado de promedio del cubrimiento para todas las unidades del programa en un 
m6dulo. 
Los m6dulos a ser testeados se seleccionaron s e g h  la prioridad del proyecto en ese momento. 
Para evitar una distoni6n de 10s resultados, las unidades de 10s dos grupos fueron probadas en 
forma alternada, i-e., una del grupo STANDARD y luego una del grupo BAT. 
Se siguieron criterios idhticos en la recolecci6n de datos para 10s tests ejecutados con y sin 
la herramienta; para cada unidad: el n6mero de branches en la unidad, 10s cubrimientos inicial y 
final, y el tiempo (expresado en minutos) necesario para ejecutar el testing. 
Los resultados no permitieron realizar evaluaciones estadfsticas significativas (como habiamos 
esperado dado 10s problemas 1 y 2 de mi% arriba). Sin embargo, podemos derivar algunas con- 
clusiones interesantes. 
La experiencia con BAT confirm6 la asunci6n de que 10s carninos derivados por la her- 
ramienta son factibles con una probabilidad muy buena. Todos 10s caminos sugeridos por 
la herramienta para las unidades del programa testeado (acumulativamente, aproxirnada- 
rnente 80 caminos para el grupo BAT) eran factibles. 
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La efectividad de BAT est6 fuertemente relacionada con la experiencia del tester. En 
particular el tester experto no encontr6 a BAT demasiado Gtil, ya que podia derivar el 
"camino correcto" inmediatamente, asi que haberlo forzado a usar la herramienta realmente 
alras6 su trabajo. S610 encontr6 Gtil a BAT para secuencias de programa complicadas, 
cuando 10s casos del test no eran obvios y su experiencia no era suficiente para alzanzar el 
cubrimiento requerido. En el caso de estudio, en carnbio, lo forzamos a usar la herramienta 
para todas las unidades de programa en el grupo BAT. 
Sin embargo, en estas evaluaciones se debe considerar que el tester experto elegido para 
este caso de estudio fue el mejor experto en testing en el Departamento, un tester realmente 
muy bueno, y esto puede haber desviado la evaluaci6n. 
Una observaci6n interesante es que, analizando despub 10s caminos escogidos a mano por 
el tester experto para las unidades del programa en el grupo STANDARD, vimos que eligi6 
exactamente el conjunto de caminos que habrfa sido sugerido por BAT. Dada la experiencia y 
habilidad del tester, consideramos que as una confirmaci6n importante (aunque anecd6tica) 
de que BAT funciona bien. 
a Un tester que no es especialista, en carnbio, puede encontrar bastante Gtil la herramienta: 
el principiante sinti6 que podia trabajar en una manera mBs productiva y que podia derivar 
un nGmero m h  bajo de casos de test para alzanzar 10s requerimientos del cliente, para las 
unidades del programa testeadas usando BAT. El uso de la herramienta BAT aument6 la 
productividad del principiante (medida como el niunero de branches cubiertas por minuto), 
acerc6ndola a la productividad del experto. De hecho, comparando 10s resultados obtenidos 
por 10s dos testers, uno puede observar que, sin user BAT, el experto obtuvo resultados que 
eran casi 5 veces superiorea a 10s que obtuvo el principiante. Sin embargo, despu6s de intro- 
ducir BAT, las ejecuciones de 10s dos testers se volvieron, hasta cierto punto, comparables. 
Notamos que en esta comparaci6n, 10s doe grupos de unidades, con y sin BAT, eran ho- 
mogbneas con respecto a un Gnico tester, mientras que eran heterogbneas considerando 10s 
dos testers. Para el tester principiante 10s estudios presentan un cubrimiento inicial igual a 
0 en la ~nayoria de casos, mientras que para el experto, el cubrimiento inicial a menudo es 
alto. Asi, hasta un cierto punto, el trabajo del principiante era m L  complicado que el del 
experto. 
Algorithm CONSTRUCT-A-PATH-COVERING-A-DUA (G : ddgraph: T : dual : 
path; 
begin 
G' = COVERING-PATHS (G , T) ; 
= CONSTRUCT-A-COMPLETE-PATH(G') ; 
return ( p )  ; 
end 
Figuras 7.3: CONSTRUCT-A-PATH-COVERING-A-DUA Algorithm 
7.5 Un Algoritmo General de Generaci6n de Caminos 
7.5.1 Generalidades 
En esta secci6n mostrarnos c6mo usar la informaci6n proporcionada por un spanning set of en- 
tities para construir, para un ddgraph dado G y un criterio de cubrimiento dado c, un con- 
junto de caminos que cubre toda entidad en E,. Presentarnos un algoritmo general llamado 
CONSTRUCT-A-TEST-PATH-SET, que construye tal conjunto de caminos, tratando de cubrir 
todas las entidades en un spanning set. La definici6n de spanning set of entities garantiza que el 
conjunto de caminos encontrado implica el cubrimiento de todas las entidades en E,. 
Prirnero, presentamos varios algoritmos que serBn dtiles para introducir el algoritmo general 
CONSTRUCT-A-TEST-PATH-SET. 
Usamos el procedimiento CONSTRUCT-A-COMPLETEPATH, que dado un ddgraph G de- 
vuelve un camino completo en G, i.e., devuelve un camino desde el arc0 de entrada hasta el arc0 
de salida de G. Este camino se puede construir usando alguna politica particular2. Para imple- 
mentar este procedimiento, podemos usar una versi6n modificada del algoritmo FIND-A-PATH 
presentado en la Secci6n 7.3, que genera un camino completo usando la informaci6n proporcionada 
por 10s Brboles de dominaci6n y de post-dominacibn, y un spanning set of entities. Sin embargo, 
tambi6n se puede irnplementar este procedimiento en tiempo o ( ( A ( ~ ) ,  usando 1.111 algoritmo depth 
first search [75]. 
Usamos el algoritmo CONSTRUCT-A-PATH-COVERING-AN-ARC, que se puede implemen- 
tar usando una versi6n modificada del algoritmo FIND-A-PATH presentado en la Secci6n 7.3 que 
genera un camino completo que cubre un arc0 seleccionado. 
El algoritmo CONSTRUCT-A-PATH-COVERING-A-DUA, presentado en la Figura 7.3, con- 
2 ~ n  particular, esta politica se puede elegir arbitrariamente. 
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CONSTRUCT-A-COVERING-PATH (G : ddgraph; E: en t i ty )  : Algorithm 
path ; 
begin 
case type(E) d o  
a rc  + 
p = CONSTRUCT-A-PATH-COVERING-AN-ARC (C , E )  ; 
dua * 
p = CONSTRUCT-A-PATH-COVERING-A-DUA (C , E )  ; 
s e t  of duas 4 
T = SELECT-A-DUA ( E l  ; 
p = CONSTRUCT-A-PATH-COVERING-A-DUA (G , T) ; 
path * 
p = E ;  
return(p1; e n d  
Figuras 7.4: CONSTRUCT-A-COVERING-PATH Algorithm 
struye un camino completo en un ddgraph G que cubre una dua dada T. Para hacer esto, 
usamos el procedimiento COVERINGPATHS preaentado en la Figura 4.7, para construir un 
grafo que representa todos 10s caminos completos en C que cubren la dua T. Entonces, usando 
CONSTRUCT-A-COMPLETEPATH, selecciona y devuelve UII camino completo en tal grafo. 
El algoritmo CONSTRUCT-A-COVERINGPATH presentado en la Figura 7.4 construye un 
camino completo en un ddgraph que cubre una entidad particular en un spanning set of entities. 
De acuerdo a1 tip0 de la entidad (arco, dua, clase de duas o camino) este algoritmo procede 
en maneras diferentes. Si el tip0 de entidad es arco, entonces construye un camino llamando a 
CONSTRUCT-A-PATH-COVERING-AN-ARC. Si el tip0 de entidad es dua, construye un camino 
llamando a CONSTRUCT-A-PATH-COVERING-A-DUA. Si el tiyo de entidad es clase de duas, 
entonces el algoritmo selecciona una dua en la clase, y hace una llamada a CONSTRUCT-A- 
PATH-COVERING-A-DUA. Si el tip0 de entidad es camino, entonces el algoritmo devuelve ese 
mismo camino. 
Ahora podemos introducir el algoritmo general. En la Figura 7.5 presentamos el algoritmo 
CONSTRUCT-A-TEST-PATH-SET, que dado un ddgraph G y un criterio de cubrimiento c, 
construye un conjunto de caminos cubriendo toda entidad segtin ese criterio de cubrimiento en 
ese ddgraph. 
Algorithm CONSTRUCT-A-TEST-PATH-SET (C : ddgraph; c : coverage 
c r i t e r ion) :  s e t  of paths; 
begin 
S = FIND-A-SPANNING-SET-OF-ENTITIES (G , E,(G) ; 
p = 0 ;  
while U # 0 do 
e = SELECT-AN-ENTITY(S1; 
p = CONSTRUCT-A-COVERING-PATH(G , e) ; 
for each e E S do 
if COVERS? (p, e) then S = S - (e) ; 
p =  P'-J{P); 
return(p) ; 
end 
Figuras 7.5: CONSTRUCT-A-TEST-PATH-SET Algorithm 
El algoritmo primer0 construye un spanning set of entities (usando el procedimiento FIND-A- 
SPANNING-SET-OF-ENTITIES presentado en el Capitulo 4.1). Luego, selecciona una entidad 
unconstrained E hasta ahora no cubierta, en el spanning set S elegido, y construye un camino p 
que cubre El llamando a1 procedimiento CONSTRUCT-A-COVERING-PATH presentado en la 
Figura 7.4. Entonces, elimina de S todas las entidades cubiertas por p. Se repite este proced- 
imiento hasta que se cubren todas las entidades en S. 
El algoritmo CONSTRUCT-A-TEST-PATH-SET deja como un parimetro abierto la politica 
de seleccicin de la pr6xima entidad unconstrained, haciendo una llamada a una funci6n genkrica 
SELECT-AN-ENTITY. Una vez que se ha escogido una entidad, el algoritmo CONSTRUCT-A- 
TEST-PATH-SET construye un camino que cubre esa entidad. 
La politica de selecci6n del prciximo arc0 unconstrained usada para construir ese camino es 
tambikn un parimetro abierto. Se pueden hacer estas selecciones a1 azar, o bien se pueden 
implementar otras politicas para garantizar alguna propiedad especial del conjunto de caminos 
generado. 
En esta seccicin mostramos que el algoritmo CONSTRUCT-A-TEST-PATH-SET es correct0 y 
siempre termina. Tambikn presentamos u11 anhlisis de la complejidad temporal del algoritmo. 
El primer resultado presentado se concluye a partir del Teorema 7.1. 
Teorema 7.2 Terminacidn y Correccidn de CONSTR UCT-A-PATH-COVERING-A N-ARC 
5'ea C=(N, A )  un ddgraph con arc0 de entrada eo y arco de salida ek, c un criterio de 
cubrimiento, sea e un arc0 en G. 
Entonces, CONSTRUCT-A-PATH-COVERING-AN-ARC@, e) termina y devuelve un camano 
completo en G que cubre a1 arc0 e. 
Teorema 7.3 Terminacidn y Correccidn de CONSTRUCT-A-PATH-COVERING-A-DUA 
Sea G=(N, A)  un ddgraph con arc0 de entrada eo y arco de salida ek, c un criterio de 
cubrimiento, sea T =[dl u, X ]  una dua en G.  
Entonces, CONSTRUCT-A-PATH-CO VERINC-A-DUA (G, T )  termina y devuelve un camino 
completo en G que cubre T .  
La demostraci6n puede verse en el Apbndice A. 
Teorema 7.4 Tenninacidn y Correccidn de CONSTR UCT-A-CO VERING-PA TH 
Sea G=(N, A) un ddgraph con arco de entrada eo y arc0 de salida ek, c un criterio de 
cubrimiento, sea e una entidad en G. 
Entonces, CONSTRUCT-A-COVERING-PATH(G, e) tennina y devuelve un camino completo 
en G que cubre e. 
La demostraci6n es directa a partir de 10s teoremas presentados m b  arriba. 
El teorema 7.5 prueba que el algoritmo CONSTRUCT-A-TEST-PATH-SET es correct0 y 
termina siempre. 
Teorema 7.5 Terminacidn y Correccidn del Algoritrno CONSTRUCT-A- TEST-PA TH-SET 
Sea C=(N, A)  un ddgraph con arc0 de entrada eo y arc0 de salida ek, c un criterio de 
cubrimiento. 
Entonces, CONSTRUCT-A-TEST-PATH-SET(C, c) termina y devuelve un conjunto de caminos 
completos en G que cubren a todas las entidades en E,(G). 
La demostraci6n puede verse en el Aphndice A. 
Discutimos ahora brevemente el nlimero de caminos generado por el algoritmo. De la estruc- 
tura del algoritmo, se puede ver fkilmente que el nlimero de caminos generado no es m k  grande 
que la cardinalidad de un spanning set of entities. 
7.6. CONCLUSIONES Y TRABAJO FUTURO 
Ahora realizamos un an6lisis tdrico de la complejidad temporal del algoritmo para un dd- 
graph G= (N, A). La complejidad temporal de FIND-A-SPANNING-SET-OFENTITIES es 
0 (1 E,(G) l 2  * t) (see Chapter 4), donde t es 
0 (1 D 1 2, si las entidades son clases de duas 
0 (IAI) en otro caso 
Podemos suponer que SELECT-AN-ENTITY es una funci6n de tiempo constante. Supong- 
amos que S es el spanning set of entities construido por el algoritmo, i.e., S= FIND-A-SPANNING 
SET-OF-ENTITIES(G, E,(G)). La complejidad temporal de CONSTRUCT-A-COVERING 
PATH es el miximo entre las complejidades temporales de CONSTRUCT-A-PATH-COVERMG- 
AN-ARC y CONSTRUCT-A-PATH-COVERINGA-DUA, i.a, i.e., ~ ~ x { o ( J s J * I A J ~ * ~ ( J A ) ,  I N  I ) ) ,  
0(lAI2)). Entonces, CONSTRUCT-A-COVERING-PATH toma tiempo o(IsI* I A ~ ~ * ~ ( ~ A I ,  IN I ) ) .  
Eliminar de S todas las entidades cubiertas por el camino construido toma tiempo O(JSl* IAI). 
Ya que por lo menos una entidad todavfa no cubierta en S se cubre con cada iteraci6n ejecutada 
por CONSTRUCT-A-TEST-PATH-SET, el n h e r o  de iteraciones est6 acotado por 1st. En cada 
iteracibn, seleccionamos una entidad nueva en tiempo constante; ejecutamos CONSTRUCT-A- 
COVERING-PATH, en O(ISI* IAI3 * ~ ( ( A I ,  (N I)); y eliminamos de S todas las entidades cubiertas 
por el camino construido en O(ISJ * IAl). Por consiguiente, cada iteraci6n torna tiernpo O(ISI* 
I A I ~  * a ( ~ ~ ~ ,  1 1 ) ) -  
En conclusi6n CONSTRUCT-A-TEST-PATH-SET toma tiempo 0 (I E,(G) l 2  * t + * IAI3 * 
a(IAI, INI)). 
7.6 Conclusiones y Trabajo Futuro 
En este capitulo hemos mostrado c6mo usar la informaci6n proporcionada por un spanning set of 
entities para construir, para un ddgraph dado G y un criterio del cubrimiento dado c, un conjunto 
de caminos cubriendo toda entidad en E,. 
Primero introducimos el algoritmo ALLBRANCHES-TEST-PATH-SET, que halla un con- 
junto de caminos que satisface el criterio de cubrimiento All-Branches para un programa dado 
representado por un ddgraph. Hemos demostrado que este algoritrno es correcto. Tambien hemos 
repwtado un caso de estudio real. Hemos obtenido 8610 evide~icia cualitativa de que el mhtodo 
es muy Gtil, aunque principalmente para testeres no expertos. 
En particular, observamos que la productividad de un tester no especialista usando el metodo 
propuesto se vuelve comparable a la de un tester experto. Pudimos confirmar la efectividad 
del rnktodo usado por la herramienta para generar carninos de test, ya que todos 10s caminos 
propuestos eran factibles. Notamos que pudimos verificar, despu6s de terminado el experimento, 
que para las unidades testeadas a mano por el experto, 10s caminos sugeridos por la herramienta 
fueron idbnticos a 10s que se escogieron. 
Entonces, hemos presentado un algoritmo general llamado CONSTRUCT-A-TEST-PATH- 
SET que construye un conjunto de caminos enfocindose en cubrir todas las entidades en un 
spanning set. La definici6n de un spanning set of entities garantiza que el conjunto de caminos 





En esta tesis hemos presentado una teoria general que apunta a mejorar la relaci6n costo/efectividad 
del proceso de testing. Proponemos reducir el costo de testear un programa reduciendo el con- 
junto de entidades a ser cubiertas para satisfacer un criterio de test. Proponemos estimar el cost0 
de testear un programa limitando el ntimero de testa a ser cubiertos para satisfacer un criterio de 
test. 
El metodo que hemos presentado para reducir y estimar el ntimero de tests necesarios para 
satisfacer criterios de cubrimiento estructurales se basa en la observacidn de que un test general- 
mente cubre m6s de una entidad. Tradicionalmente, no se hace nin&n esfuerzo para generar a 
priori datos de test que satisfacen varios requerimientos a la vez. En este trabajo hemos iden- 
tificado mediante anGIisis est6tico un subconjunto de entidades de minima cardinalidad con la 
propiedad que cualquier conjunto de caminos que cubre a este subconjunto de entidades, cubre 
toda entidad en el programa. Hemos llamado a a t e  subconjunto minirno un "spanning set of 
entities". 
La informaci6n proporcionada por un spanning set of entities se pueden war  para: 
Reducir el costo del testing: la generaci6n de casos de test puede ser dirigida para cubrir 
un (minimo) spanning set of entities, en lugar de todas las entidades en un programa, 
reduciendo el ntimero de test y previniendo la selecci6n de caminos redundantes. 
En esta tesis hemos estudiado el uso de un apanning set of entities para verificar si el testing 
de cubrimiento es cornpleto (y ad, evaluar la completitud del testing m b  efectivamente); 
para prevenir la generaci6n de caminos redundantes, enfocando la generaci6n de casos de 
test en el cubrimiento de un spanning set of entities; para guiar la selecci6n de entidades 
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para aumentar el cubrimiento; para tratar el problema de no-factibilidad. Ademb, hemos 
introducido una familia nueva de criterios de cubrimiento de test, basados en el concept0 
de spanning sets of entities. 
Estimar el costo del testing: el niunero de entidades en un spanning sets of entities se 
puede usar como una estimaci6n del niunero de tests necesarios para satisfacer un criterio 
de cubrimiento elegido. 
En esta tesis hemos analizado el problema de establecer cubntos casos de test se deben 
pensar para alcanzar un cubrimiento particular durante el desarrollo del software. Hemos 
presentado dos medidas diferentes para ayuder a estimar el costo de aplicar una estrategia 
de test. Hemos presentado algunos resultados experimentales sobre estas cotas. 
Generar test suites: se pueden seleccionar caminos de test que cubran las entidades en un 
spanning set of entities, atin no cubiertss. 
En esta tesis hemos presentado el algoritmo de generaci6n de caminos CONSTRUCT-A- 
TEST-PATH-SET, que usa la informaci6n proporcionada por un spanning set of entities 
para construir un conjunto de caminos de test que satisface un criterio de cubrimiento dado1. 
La definici6n de un spanning set of entities garantiza que el conjunto de caminos encontrado 
implica el cubrimiento de todas las entidades. Hemos presentado experimentacibn. 
Como hemos dicho, esta teoria se ha desarrollado apuntando a mejorar la relaci6n costo/efectividad 
del proceso de testing. Creemos que el uso de esta teoria en la prbctica reducir6 realmente el 
costo del testear un programa y darb realmente una estimaci6n buena del costo del proceso de 
testing. 
Sin embargo, como con muchas t6cnicas de reducci6n del costo en testing, el costo de aplicar 
la t6cnica se debe comparar con el ahorro real que proporciona. En esta tesis, hemos presentado 
experimentaci6n preliminar. Sin embargo, para confirmar la utilidad de la nueva teoria se necesi- 
tan mbs experimentos. Nuestro trabajo futuro en el corto tbrmino Serb investigar empiricamente 
la proporci6n entre el ntimero total de entidadea y el ntimero m b  pequeiio de entidades en un 
spanning set. De esta manera, queremos estimar en cutinto se reduce el costo del testing a1 usar 
un spanning set of entities. Ya que la identificaci6n de un spanning set toma tiempo polin6mico 
y se puede automatizar, es de esperar que sea m b  eficiente que seleccionar tests a1 azar hasta 
que se alcanza cubrimiento total. 
lLa generacibn de datos de test para ejecutar 10s caminos aeleccionados este fuera del alcance de este trabajo. 
Adem& de las extensiorles proyuestas en cada capitulo, algutlos otros trabajos podrian hacerse 
basados en 10s resultados de esta tesis. En particular, la aplicaci6n de la nueva teoria para tratar 
el problema de aliasing 15). AdemBs, estudiaremos su aplicaci6n a1 testing de regresi6n. 
Ademb, 10s conceptos de spanning set y subsumptiorl yresentados aqui se puede aplicar 
a otros criterios diferentes. Dado un criterio nuevo, primer0 se debe idexltificar el conjunto 
de requerimientos. Luego, se debe impletnentar la relaci6n de subsumption. De esta manera, 
obtendretnos ulia jerarquia de requerimientos que nos permitiri identificar un spanning set, i.e., 
un conjunto minimo de requerimientos que se deben ejecutar para satisfacer el criterio nuevo. 
Pensamos extender estos conceptos a diferentes criterios de cubrimiento. 
CAPlTULO 8. CONCL USlONES 
Demostraciones 
Teorema 4.1 
Sea C un ddgraph, c un criterio de cubrimiento, y Rc(G) el reduced c-subsumption digraph de 
G. Sea U un conjunto de c-entities de Ec(G) representando las hojas de Rc(C),  i.e., cada entidad 
en U representa una hoja en Rc(G) y todas las hojas en Rc(C) tienen un representante en U .  
Entonces U es un spanning set of entities para G y c. 
Demostraci6n: 
Probaremos que se cumplen 10s dos puntos de la Dehici6n 4.1. 
1. Un conjunto de caminos p que cubre toda entidad en U cubre todas las entidades en Ec(G). 
Por construcci6n, p cubre todas las entidades en todas las hojas de Rc(G). Sea E una 
entidad en el nodo n en Rc(G), que no es una hoja. Entonces, existe a1 menos un arco en 
Rc(C) desde n hasta al&n nodo n'. Si n' no es una hoja, entonces existe a1 menos un arco 
en Rc(G) desde n' hasta alglin nodo n". Ya que Rc(G) es acfclico y finito, existe un camino 
desde n hasta a l g h  nl, que es hoja en Rc(G). Un camino que cubre nl debe cubrir n ;  y 
por constmcci6n, hay un camino en p que cubre nl. 
2. Para cualquier U' Ec(G), tal que cualquier conjunto de caminos que cubre toda entidad 
en U' cubre todas las entidades en Ec(G), vale que (Uc(G)I 5 IU'l. 
En particular, tal conjunto de caminos debe cubrir todas las entidades en U. Suporigamos 
que JU'I < JUJ. Entonces, existe a1 rnenos una hoja n en U tal que para todo E en n ,  E no 
estd en U'. Pero ninguna entidad en U' subsume a rep(n). Por lo tanto, existe a1 rnenos 
un conjunto de caminos que cubre a U' pero no a rep(n). 
Proposicidn 4.1 
AL(a, b, c) vale si y s610 si b pertenece a1 camino caracterhtico del sub-ddgaph(G, a,  c). 
Demostraci6n: b pertenece a1 camino caracterfstico de sub-ddgraph (G, a, C) 
* V p camino completo en sub-ddgraph(G, a, c), p contiene a b 
V p camino de a a c que no pasa por a ni por c rnG de una vez en C ,  p contiene a b 
V p camino de a a c, p contiene a b (de hecho, si p pasa por a o c m L  de una vez, siempre 
contiene un subpath de a a c que no pasa por a ni por c m L  de una vez) 
++ AL(a, b, c). 
Teorema 4.2 
Sean e y e' dos arcos en un ddgraph G con arco de entrada eo y arco de salida ek. Entonces, e 
subsume a el si y solo si e' domina o post-domina a e. 
Demostracidn: 
+) Supongarnos que e subsume a el. Y supongamos que no es verdad que e' domina a e o e' 
post-domina a e. Entonces, existe un camino pi de eo a e que no contiene a e', y tambihn 
existe un camino p2 de e a ek que no contiene a e'. Sea p el camino de eo a ek obtenido 
atravesando 10s arcos en pl de eo a e y luego continuando con 10s arcos en p2 hasta ek: 
Asi, p es un camino completo que contiene a e per0 no contiene a e'; por lo tanto, e no 
subsume a el. Y b t a  es una contradicci6n con la hip6tesis. 
e) Si e' domina a e, entonces todo camino de eo a e contiene a el. Por otro lado, si e' post- 
domina a e, entonces cada carnino de e a el, contiene a el. Por lo tanto, en cualquiera de 
10s dos casos todo camino completo que contiene a e contiene tambihn a el, i.e., e subsume 
a el. 
Teorema 4.3 
Sean e y e' dos arcos en el ddgraph G con arco de entrada eo y arc0 de salida ek. Entonces, e 
subsume e' si y solo si AL(eo,el,e) o AL(e,et,ek). 
Demostraci6n: e subsume a e' 
Thepg4.2 
el domina a e o el post-domina a e 
Proposition4.2 
U AL(eo,el,e) o AL(e,el,ek). 
Sea G=(N, A) un digraph. Sean nl ,  nz E N, y X una variable en G. 
Entonces, {p: p es un camino desde nl  haeta n2 en ALL-DEF-CLEAR-PATHS(n1, nz, XI C)) 
= {p: p es un camino desde nl  hasta nz en C que no contiene una definici6n de X). 
Demostracidn: 
+) Sea p un camino desde nl  hasta nz en ALGDEF-CLEAR-PATHS(n1, n2, X, G), donde ALL- 
DEF-CLEAR-PATHS(nl,n2, XI  C)  = ALGPATHS(n1, nz, GI), Cl=(Nl, Ai), A1 = {e E 
A: e no contiene ninguna definici6n de X); N1 = {n: 3e E A 1, n=TAIL(e) o n=HEAD(e)). 
Supongamos que e estB en p. Ya que e E A, p es un camino en C. Por otro lado, e no 
contiene ninguna definici6n de X. Por lo tanto, p es un ca~nino desde nl  hasta nz que es 
def-clear con respecto a X en G. 
e) Sea p un camino desde nl hasta n2 en C que no contiene ninguna definici6n de X. Sea e 
un arc0 en p. Entonces, e no contiene ninguna definici6n de X. Sea GI= (NI, Al), donde 
Al = (e E A: e no contiene ninguna definici6n de X) y Nl = {n: 3e E A1, n=TAIL(e) 
o n=HEAD(e)). Por definici6nI e E A1. Sea ALL-DEF-CLEAR-PATHS (nl, nz, X, G)= 
(N,, A,). Ya que existe un camino desde nl  hasta nz en GI que contiene a el e E Ap. 
Entonces, p es Un camino desde nl  hasta nz en ALL-DEF-CLEAR-PATHS(nl, nz, XI  G). 
Proposicidn 4.4 
Sea G=(N, A) un ddgraph, eo el arc0 de entrada de C, ek el arc0 de salida de G. Sea T=Id, u, XJ 
una dua en G. Sean GI, G2 y G3 10s digraphs definidos en la Figura 4.7. 
Entonces, {p: p es un camino desde eo hasta ek en COVERINGPATHS(C, T))  = {p: 
3plIpz,p3, tal que P = PI + ( d ) + pz + ( u ) + p3; p1 es un ca~nino en GI desde eo hasta 
TAIL(d); pz es un camino en Cz desde HEAD(d) hasta TAIL(u); and p3 es un camino en G3 
desde HEAD(u) hasta ek). 
Demostracidn: 
+) Sea p un camino de eo a ek en COVERING-PATHS (C, T), p = eo ..., ek. 
Por construcci6i1, G1, C2 y CQ son digrafos distintos, sin conexi6n entre cualquiera dos de 
ellos. Entonces, ningiin arco en Ci alcanza un arco en Gjl para i, j = 1,2,3 y i # j. El 
arc0 d se debe mar para ir de C1 a C2, y el arco u se debe mar para ir de G2 a Gt. Ya que 
p = eo. .., ek y eo es un arc0 en GI, y ek esth en G3, entonces d y u estBn en p. Entonces, 
Pa 




e) Sea p un camino tal que exiten tres caminos pl, p2, p3, tales que 
2. pl  es un camino en G1 desde eo hasta TAIL(d); 
3. p2 es un camino en C2  desde HEAD(d) hasta TAIL(u); y 
4. p3 es un camino en C3 desde HEAD(u) hasta ek. 
Ya que p l  es un camino en GI, entonces es un camino en COVERING-PATHS (G, T). De 
la mislna manera, p2, p3, ( d ) y ( u ) son caminos en COVERINGPATHS(C, T). Por lo 
tanto, p es un camino en COVERING-PATHS(G, T). 
Corolario 4.1 
Sea G=(N, A) un ddgraph, eo el arc0 de entrada de GI ek el arc0 de salida de G. Sea T=[d, u, X] 
una dua en G. Entonces, todo camino desde eo hasta ek en COVERING-PATHS(G, T)  cubre a 
Demostracibn: Un camino de eo a ek en COVERING-PATHS(G, T) tiene la siguiente forma: 
P2 
p =  e o l . . . , d ~ u I  ...,ek. 
v v 
P1 P3 
Ya que el camino p2 es un camirio en C2, no contiene ninguna definici6n de X. Entonces, p 
contiene un camino def-clear con respecto a X de d a u, i.a, p cubre a T. 
Proposicibn 4.5 
Sea G=(N, A) un ddgraph, eo el arc0 de entrada de G, ek el arc0 de salida de C. Sea T=[d, u, X] 
una dua en G. Entonces, G* = (N *, A*)  = REDUCE(C0VERJNG-PATHS(G, T))  es un ddgraph. 
Demostraci6n: Notamos que, por construcci6n, G* es un digrafo. 
Luego, notamos que eo y ek estBn en G*. De hecho, por definicibn, eo es un arc0 en ALL 
PATHS(e0, TAIL(d), G), y ek es un arc0 en ALGPATHS(HEAD(u), ek, C). Entonces, por con- 
struccibn, pertenecena A*. Notamos tambi6nqueindegree(TAIL(eo)) = 0 y outdegree(TAIL(eo)) = 
1, indegree(HEAD(ek)) = 1 y outdegree(HEAD(ek)) = 0, porque no agregamos ningtin arco 
durante esta construcci6n. 
Ahora, sea e E A'. Ad, e E AI U A2 U A3 U {d, u), por el procedimiento COVERING-PATHS 
en la Figura 4.7. Por un lado, si e E All entonces existe un camino en GI de eo a e; a t e  camino 
estai tambi6n en G*; entonces, eo alcanza a e. De la miama manera, podemos mostrar que eo 
alcanza a cualquier arc0 en A2 U A3 U {dl u). En cambio, si e E A3, entonces existe un camino 
en GI de e a ek; este camino est6 tambi6n en C*; entonces, e alcanza a ek. De la misma manera, 
podemos mostrar que e alcanza a ek, para cualquier arc0 e E A2UA3U{d, u). Entonces, cualquier 
arc0 en A* es alcanzado por eo y alcanza a ek. 
Ya que G* = REDUCE(COVERINGPATHS(G, T)), cada nodo n E N*, n # TAIL(eo), 
n # HEAD(ek), (indegree(n) + outdegree(n)) > 2. 
Por consiguiente, REDUCE(C0VERING-PATHS(G, T)) es un ddgraph. 
Teorema 4.4 
Sea G un ddgraph, eo el arc0 de entrada de G, ek el arco de salida de C. Sea T=[d, u, X] una 
dua en G. Sea C1 = REDUCE(C0VERING-PATHS(C, T)). 
Entonces, {p: p es un camino completo en GI) = (p: p es un camino completo en G que cubre 
a T). 
Demostraci6n: 
=+) Por el Corolario 4.1, cada camino completo en G' cubre a T. Y, por construccidn, si p es un 
camino en GI, entonces es un camino en G. 
+) Sea p un camino de eo a ek en G tal ese p cubre a T: 
PP 
P = eo, ...rd-ul ..., ek; i-e., pi = eo ,..., TAIL(d), pz = HEAD(d), ..., TAIL(u), p3 = 
v + 
P 1 P3 
HEAD(u), ..., ek, y p = pl + ( d ) + p2 + ( u ) + p3. Ya que p cubre a T, contiene un 
subcamino def-clear con respecto a X desde d a u. Entonces, por construccicin y Proposicicin 
4.3, pl es un camino en G1, pz es un camino en Cz y p3 es un camino en GI. Entonces, por 
Proposicidn 4.4, p es un camino en G'. 
Teorema 4.5 
Sea G un ddgraph, eo el arc0 de entrada de C, ek el arc0 de salida de G. Sean Tl=[dl, ul ,  Xi] y 
T2= [d2, u2, X2] dos duas en G. Sea GI = REDUCE(COVERINGPATHS(G, Ti)). Sea G1'=SUB- 
DDGRAPH(G1, dz, 212). 
Entonces, TI subsume a Tz si y solo si 
1. dz pertence a1 camino caracterktico de C', y 
2. u2 pertence a1 camino caractedstico de C', y 
3. si ningrin arc0 distinto de dz y u2 en GN contiene una definici6n de Xz. 
=+) Supongamos que TI subsume a Tz, entonces, cada camino completo p en G que cubre a Ti 
cubre a Tz tambi6n. 
Supongamos que la condici6n 1 no se cumple. Entonces, existe por lo menos un camino 
p = eo ... dl..., u l  ..., ek en GI que no contiene a1 arc0 d2. Asi, p no cubre a Tz. Sin embargo, 
por el Teorema 4.4, p es un camino en G, y p cubre a TI. Por consiguiente, TI no subsume 
a Tz. ~ s t a  es una contradicci6n con la hip6tesirP, y asf, la condici6n 1 debe curnplirse. 
De la misma manera, podernos demostrar que la condici6n 2 debe cumplirse. 
Ahora, supongamos que existe un arc0 e en G", e # dz, uz, y e contiene una definici6n de 
X2. Ya que G" es un ddgraph con arco de entrada dz y arco de salida uz, existe por lo 
menos un camino p = dz ..., e..., u2 en G". Por construcci6n1 p es tambihn un camino en 
GI. Ya que G' es un ddgraph, p es subcamino de por lo menos un camino completo p' en 
GI: p' = eo, ..., dz, ..., el ..., u2, ..., ek.l Ya que p' es un camino en GI, por el Teorema 4.4, 
7 
P 
p' es un camino en G que cubre a TI. Sin embargo, no cubre a Tz. Por consiguiente, 
Tl no subsume a Tz. h t a  es una contradicci6n con la hip6tesis1 y asi, la condici6n 3 debe 
cumplirse. 
e) Suponemos que las condiciones 1, 2 y 3 se cumplen. 
Sea p un camino completo en G que cubre a TI. Por el Teorema 4.4, p es un camino de eo 
a ek en GI. Por hip6tesis, d2, uz son arms en p, i.e., p = eo, ..., dz, ..., u2, ..., ek. Llamamos 
v 
P' 
p' a1 subpath de p desde d2 a uz. Por construcci6~1, p' es un camino completo en G" (o si 
no, contiene un camino completo en G"). Por consiguiente, p' no contiene una definici6n 
de X2; es decir, es un catnirio def-clear con respecto a Xz desde dz a up. Y por lo tanto, 
cubre a Tz. 
'Podemos suponer que dz y uz en p son las Gnicaa ocurrencias de dz y ua en pi. Si no fuera ad, podriamos 
eliminar las otras ocurrencias. 
Teorema 4.6 
Sea G un ddgraph, X una variable en G definida en el arco dl X' una variable en G definida en 
el arco dl. S$ subsume s$' si y solo si ~ 2 '  E SUB(S~) .  
Demostracibn: 
S$' E SUB(Sf) VT E 82, s$' E TOP(T) VT E Sf ,  3T1=[d', u', X] tal que T 
subsume a TI. 
X I  Subsum tion Por otro lado, Sf subsume a Sdl V p camino completo, p cubre a sf, entonces p 
cubre a s$' 
Por lo tanto, necesitamos mostrar que VT E s:, 3T1=[d', u', XI] tal que T subsume a TI si y 
s610 si V p carnino completo, si p cubre a s:, entonces p cubre a s$'. 
*) Sea p un camino completo que cubre alguna dua T en Sf. Por hip6tesis, existe T'=[dl, u', XI] 
E S$ tal que T subsume a T'. Entonces, p cubre a T' E s:', i-e., p cubre a s$'. 
e) Supongamos que 3T E Sf, VT'=[dl, u', XI ] :  T no subsume a T'. Entonces, VT1 E 5'5' existe 
un carnino completo p que cubre a T y no cubre a TI. Es decir, p no cubre a s$'. 
Por otro lado, ya que el camino cornpleto p cubre a T, entonces p cubre a Sf.  Y esto es 
una contradicci6n. 
Proposicibn 6.1 
Sea G = (N, A) un ddgraph. Entonces, existe un Gnico spanning set of entities S para G y el 
criterio All-Branches. 
Demostracibn: Supongamos que existen dos spanning sets of entities S1, Sz para G y el 
criterio All-Branches. Entonces, por la Definici6n 4.1, 
2. Un conjunto de carninos p que cubre todos 10s arcos en Si (for i = 1,2) cubre todos 10s 
arcos en A. 
3. (SI 1 < IS21 y lSzl I IS1(. Entonces, IS11 = )Szl. 
Supongamos que S1 # S2. Por el Teorema 4.1, existe y or lo melios una ho ja en RAII- Branc,Lcs(G) 
que contiene por lo menos dos arcos el y ez. Supongarnos que el E S1, el @ Sz; y ez E Sz, ez @ Si. 
Por construcci6n el  subsume a ez y ez subsume a el. Asi, por la Secci6n 4.3.2: 
el dornina a e2 o el post-domina a e2, y 
a e2 domina a el o e2 post-domina a el. 
Tenemos cuatro posibilidades. Supongamos que el domina a e2 y e2 domina a el. Entonces 
(ver Dehici6n 4.3), cada camino p desde el arco de entrada hasta e2 wntiene a el; cada camino 
p desde el arc0 de entrada hasta el contiene a ez. En un caso finito, &to es posible solamente si 
el = e2. Se pueden analizar las otras tres posibilidades en la misma manera. 
Por consiguiente, S1 = S2. 
Teorema 7.1 
Terminacidn y Coweccidn del Algoritmo ALL-BRANCHES-TEST-PATH-SET 
Sea C = (N, A )  un ddgraph con arcos distinguidos eo y ek. Entonces el algoritmo ALL 
BRANCHES-TEST-PATH-SET aplicado a C termina y devuelve un conjunto de caminos desde 
eo hasta ek, que cubren a todos 10s arcos en C. 
Demostracibn: 
Terminacidn: El nrimero de arcos en un spanning set of entities S para C y el criterio 
All-Branches estB limitado por el n h e r o  de arws en A. El algoritmo ALLBRANCHES- 
TEST-PATH-SET invoca a la funci6n FIND-A-PATH para cada arc0 en S no cubierto. En 
cada iteracibn de cada while, ei serB PARENT(ei, T), siendo entonces imposible no alcanzar 
la raiz del Brbol correspondiente T. Para cada ei se puede hacer una llamada recursiva a 
FIND-A-PATH. La funci6n FIND-A-PATH terminart5 en un nrimero h i t o  de pasos, ya que 
el sub-ddgraph construido en una llamada recursiva tiene un nlimero de arcos estrictamente 
menor que el ddgraph. Por consiguiente, el algoritmo ALLBRANCHES-TEST-PATH-SET 
termina en un nlimero finito de pasos. 
a Cowecciqn: Sea p = {ply ..., pk) el wnjunto de caminos que devuelve el algoritmo ALL 
BRANCHES-TEST-PATH-SET. 
Para demostrar que el algoritmo es correcto, demostraremos que p es un conjunto de caminos 
completos en C que cubre todos 10s arws en C. 
Sea pi E p. Para construir pi, el algoritmo llama a la funci6n FIND-A-PATH. FIND-A- 
PATH tiene dos whiles diferentes: uno para la construcci6n de un camino de eo a1 arm 
seleccionado e,, y otro para la construcci6n de un camino de e, a ek. El primer while 
encuentra un camino de dominaci6n en el Brbol de dominaci6n. El caso base es cuando 
dos arcos adyacentes en el camino de dominaci6n son arws adyacentes en el ddgraph, 
y el camino en el ddgraph es asi un camino de dominaci6n. En otro caso, i.e., dos ar- 
cos adyacentes en el camino de dominaci6n no son arms adyacentea en el ddgraph (i.e., 
DISC?(PARENT(ei, DT(G)), ei, DT(G)) es verdadero), el algoritmo llama a la funci6n re- 
cursiva FIND-A-PATH para encontrar un camino de PARENT(ei, DT(G)) a ei. Nota- 
mos que SUB-DDGRAPH(C, PARENT(ec, DT(G)), ei) siempre existe y contiene por lo 
menos un arc0 unconstrained, ya que ea un ddgraph. Asf, se construye un camino p' de 
PARENT(e,, DT(G)) a e, en GI. Ya que G1 se obtiene de G eligiendo algunos caminos 
en G, cada camino en C' es un camino (o la reducci6n de un camino) en C. Asf, p1 es 
un camino desde PARENT(e,, DT(G)) a e, en C. Se puede hacer un razonamiento sim- 
ilar para el segundo while, que encuentra un camino del post-dominaci6n en el Brbol de 
post-dominaci6n. Por consiguiente, p ea un conjunto de caminos cornpletos en G. 
Cuando el algoritmo ALGBRANCHES-TEST-PATH-SET termina, cads arc0 en el span- 
ning set S estB cubierto por lo menos por un camino en p (condici6n de terminacibn). De 
la Definici6n 4.1, un conjunto de caminos que cubre un conjunto spanning de entidades, 
cubre todas las entidades para el ddgraph C y el criterio del cubrimiento considerado. Por 
consiguiente, p cubre todo 10s arcos en G. 
Teorema 7.3 
Tenninacidn y Coweccidn de CONSTRUCT-A-PATH-CO VERING-A-DUA 
Sea C=(N, A) un ddgraph con arm de entrada eg y arco de salida ek, c un criterio de 
cubrimiento, sea T=[d, u, X] uns dua en C. 
Entonces, CONSTRUCT-A-PATH-COVERING-A-DUA(C, T) termina y devuelve un camino 
completo en G que cubre T. 
Demostracibn: 
Ya sabemos que el procedimiento COVERDIG-PATHS presentado en la Figura 4.7, construye, 
para un ddgraph dado G y una dua dada T, un grafo que representa todos 10s caminos que cubren a 
T en G (ver Teorema 4.4). El procedimiento CONSTRUCT-A-PATH-COVERING-A-DUA(C, T) 
selecciona un camino completo en ese grafo usando CONSTRUCT-A-COMPLETEPATH (ver la 
Figura 7.3). Entonces, el camino p que devuelve CONSTRUCT-A-PATH-COVERING-A-DUA 
(G, T) es un camino completo en G que cubre T. 
Teorema 7.5 
Teminacidn y Correccidn del Algoritmo CONSTRUCT-A-TEST-PATH-SET 
Sea G=(N, A) un ddgraph con arc0 de entrada eo y arc0 de salida e&, c un criterio de 
cubrimiento. 
Entoncea, CONSTRUCT-A-TEST-PATH-SET((?, c) termina y devuelve un conjunto de caminos 
completos en G que cubren a todas las entidades en Ec(G). 
Demostracibn: 
Teminacidn: El ntimero de entidades en un spanning set IS1 a t 8  acotado por el nlimero de 
entidadea en el ddgraph. El algoritmo CONSTRUCT-A-TEST-PATH-SET invoca a la fun- 
nci6n CONSTRUCT-A-COVERING-PATH para cada entidad en S no cubierta Sabemos 
que el algoritmo CONSTRUCT-A-COVERING-PATH siempre terrnina (ver Teorema 7.4). 
Cada camino nuevo cubre por lo menos una entidad todavfa no cubierta en S. Asi, se reduce 
por lo menos en uno en cada iteracihn. Por consiguiente, el algoritmo CONSTRUCT-A- 
TEST-PATH-SET termina en un nfimero Anito de pasos. 
Correccidn: Sea p el conjunto de caminos que devolvi6 el algoritmo CONSTRUCT-A-TEST- 
PATH-SET. Ya sabemos que CONSTRUCT-A-COVERING-PATH realmente wnstruye un 
camino que cubre una entidad. Cuando el algoritmo CONSTRUCT-A-TEST-PATH-SET 
termina, cada entidad en S serh cubierta por lo menos por un camino en p (wndici6n de 
terminaci6n). De la Definici6n 4.1, un conjunto de caminos que cubre un conjunto spanning 
de entidades cubre todas las entidades en C. 
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