This paper proposes a novel dimension reduction technique for physical activity recognition from a waistmounted accelerometer. Firstly, the wavelet transform is used to extract features from the acceleration signals. Then the proposed technique is used to reduce the dimension of the wavelet features. Finally, the Multi-Layer Perceptron Neural Network (MLPNN) is used to recognize the physical activities from the reduced features. In our experiments, 5 volunteers who were healthy with the ages between 21 to 25 year old were asked to mount a tri-axial accelerometer at the right side of their waists. Next, the volunteers were asked to perform 5 daily-life physical activities: 1) walking 2) standing up from a chair 3) sitting down on a chair 4) lying down on a bed and 5) getting up from a bed; and 5 falling events: 1) forward fall 2) backward fall 3) falling to the right side 4) falling to the left side and 5) falling when standing up. In order to evaluate the performance of the proposed algorithm, the precision of the recognition and the total number of the used operators were used. The performance of the recognition with different setting of mother wavelets, vanishing moments, the rate of the dimension reduction, and the number of nodes of the hidden layer were evaluated. From the experiments, the proposed dimension reduction not only reduce the total number of the used operators but also increase the precision of the recognition.
Introduction
From the report of World Population Ageing (1) , the number of elderly people have been increasing. Falls are their most dangerous problem which causes hip fractures, disabilities, or accidental deaths. For example in USA from 1999 to 2010, the elderly mortalities due to fall-related injuries were reached up to 186,029 (2) . The falls may be resulted from 2 major causes: 1) physical problems, such as knee surgery, degenerative arthritis, hypertension, or heart disease; and 2) environment problems, such as floor slippery or rough, and level or slope path. In order to reduce the rate of the mortalities or injuries, a system which can predict or detect the falls efficiently and accurately has to be developed.
From the advances of miniature technologies, inertia wearable sensors such as accelerometers and gyroscopes are widely used to monitor human movements in daily life. Their advantages are cost efficiency, light weight, small size, low power consumption, and convenience in the independent living environment (3) . Many researchers have developed algorithms to distinguish daily-life activities from falling events. For example, Y. Li, et al. (4) proposed the fall detection method based on Neyman-Pearson detection framework. From the experimental results, the performances obtained by the training data and testing data show a good matching.
In this paper, we proposed an algorithm for physical activity recognition from a waist-mounted accelerometer. The algorithm consists of 3 steps; 1) wavelet transform, 2) the proposed dimension reduction, and 3) physical activity recognition.
The Signal Acquisition Device
Our signal acquisition device consists of a tri-axial accelerometer (MMA7331L) and a microcontroller with a 10-bit analog-to-digital convertor. The device is mounted to the right side of the waist of the volunteer subjects, and the orientation of the three axes is arranged as shown in Fig. 1 .
From our observations, the frequency range of the acceleration signals of all physical activities and falling events were from 4 to 100 Hz. As a result, the sampling rate of three acceleration signals are set to 200 Hz. According to the experiments of Sengto and Leauhatong (5) , a full-scaled affection of the accelerometer is set to 4G  (where G represents acceleration due to gravity: 9.81 m/s 2 ). From our observations, all of the falling signals can be separated into three parts. The first part is the acceleration signals of some activities that cause the fall such as slip, stumble, sway, and etc. Usually, this part takes one second. The second part is the acceleration signals that is occurred when some parts of body, such as hand, hip, knee, or head, impact the ground. Since the impacts usually cause rapid change of the acceleration of the body, most of the impact signals have one or two peaks within 100-200 millisecond. The third part is the signals of some activities that occur after the impact such as roll or bounce of the body. This part usually takes less than one second. Then we assume that most of the falling activities take 2 seconds.
According to the aforementioned, the lengths of three acceleration signals are set to 416 samples. Then the total number of the samples used in the proposed algorithm is 1248 samples. An example of the acceleration signal of vertical -, sagittal horizontal -, and frontal horizontal -axes of a forward falling are shown in Fig.2. 
The Physical Activities Recognition
The recognition can be separated into three processes; 1) feature extraction, 2) dimension reduction, and 3) activity recognition. The details of three processes are described as follows.
The Wavelet Feature Extraction
In the wavelet transform theory (6, 7) , a signal can be constructed from its approximation and details as follows: 
where   hn is the low-pass filter of scaling function, and
 
gn is the high-pass filter of wavelet function. These filters are constructed from the selected wavelet function and its corresponding scaling function as follows:
The wavelet coefficients can be used as efficient features; however in order to extract the efficient wavelet features, the mother wavelets and their number of vanishing moments (8, 9) must be carefully selected. The number of the vanishing moments relates to the order of function that can be approximated by corresponding wavelet. For the analysis of highly transient signals with high complexity, wavelets with more vanishing moments are more suitable as they result in a more compact representation of the signals. The vanishing moments linearly relate to the filter length. Table 1 . shows the relation between the filter length and the vanishing moments of the mother wavelets used in this paper, where N is the number of vanishing moments.
The Proposed Dimension Reduction
In our experiments, the number of the wavelet features are very large (1248 coefficients), but the number of the training acceleration signals are very small (750 signals). As a result, they lead to two well-known problems called the curse of dimensionality (COD) and the small sampling size (SSS) problem (10, 11) . In order to improve both of the accuracy and the time complexity, a dimension reduction method must be used. However, most of dimension reduction techniques such as principal component analysis and linear discriminant analysis cannot be used in the SSS problem. Inspired by the LDA (12) , this paper proposed a novel technique that can solve both problems. The proposed technique can be described as follows.
Let , 
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Activity Recognition
The MLPNN (13) is used to recognize the activities. The used network consists of the input, hidden, and output layers. The activation function of the neurons are the log sigmoid,
The network was trained by the back propagation algorithm. The wavelet features whose dimension are reduced by the proposed dimension reduction algorithm are fed to the input layer. Then the number of the neurons in the input layer equals to the reduced dimension. The number of the neurons in the hidden layer is defined by experiments (see in Section 4). The number of the neurons of the output layer depends on the objective of the recognition.
The Performance Evaluation
The performance of the proposed algorithm depends on its 4 factors; 1) the mother wavelets, 2) the vanishing moments (the filter length), 3) the dimension reduction ratio, and 4) the number of neurons in the hidden layer. Table 2 . shows all of the selected setting of the factors used in this paper.
The ideal system must provide high accuracy and require low time complexity. However in practical, one has to trade the accuracy for the complexity. In this paper, percent of the average precision   %Pr (14) and percent of the used operators   
The Experiments
5 volunteers who were healthy with the ages between 21 to 25 year old were asked to attach the acquisition device at the right side of their waists as shown in Fig. 1 . Next, all of the volunteers were asked to perform 5 daily-life activities: 1) walking 2) standing up from a chair 3) sitting down on a chair 4) lying down on a bed and 5) getting up from a bed; and 5 falling events: 1) falling forward 2) falling backward 3) falling to the right side 4) falling to the left side and 5) falling while standing up. Each volunteer was asked to perform each activity 30 times. Then the total number of the acceleration signals of each activity is 150 times. Next, 15 acceleration signals of each activity from each volunteer were randomly selected to calculate W of the proposed dimension reduction and to train the MLPNN, and the remaining signals were used to test the performance.
The results of the physical activity experiment are shown in Table 3 . Since all of the combinations of the 4 factors are very large, Table 3 . only shows the filter lengths, number of the hidden nodes, %Pr, %Op, and Pe of the combinations which have smallest Pe for the given mother wavelets and dimension reduction ratios. Moreover in order to compare the results of the proposed dimension reduction, the results of the physical activity recognition which does not use the dimension reduction (n/a) are also shown in Table 3 . Also, the combination which has the largest %Pr is shown at the last row of Table 3 .
As shown in Table 3 ., the proposed dimension reduction not only reduced the %Op but also increased the %Pr. Moreover, the optimal combination which has the smallest Pe was the Biorthogonal wavelet whose filter length is 2, the proposed dimension reduction whose ratio is 16, and the MLPNN whose number of hidden nodes is 40. The %Pr and %Op of the optimal combination were 91.791% and 5.446% respectively. The %Pr and %Op of the largest %Pr combination were 95.124% and 18.971% respectively. As a result, the optimal combination has the better trade-off between the accuracy and time complexity. 
Conclusions and Future Works
An efficient physical activity recognition was studied in this paper. The contribution of this paper is twofold. Firstly, this paper proposed a novel dimension reduction technique. The proposed technique not only increase the accuracy of the recognition but also reduce the time complexity. Secondly, this paper carefully studied the combination between the mother wavelets, the filter lengths of the mother wavelet, the dimension reduction ratios, and the number of the nodes in the hidden layer for searching the optimal combination.
In the future works, the additional physical activities such as walking upstairs/downstairs, turning left/right, and 180 degree turning would be experimented. Moreover, the recognition system with the proposed dimension reduction technique would be applied to recognize the physical activities and the falling events of elderly people. Note that: n/a = do not use the proposed dimension reduction.
