Abstract. In this article, we prove several multi-term refinements of Young type inequalities for both real numbers and operators improving several known results. Among other results, we prove
introduction
The simple inequality
is the celebrated Young inequality. Even though this inequality looks very simple, it is of great interest in operator theory. We refer the reader to [5, 6, 7, 8, 9, 11, 15] as a sample of the extensive use of this inequality in this field. Refining this inequality has taken the attention of many researchers in the field, where adding a positive term to the left side is possible. Among the first refinements of this inequality is the squared version proved in [7] (1.2) (a
Later, the authors in [5] obtained the other interesting refinement
A common fact about the above refinements is having one refining term.
In the recent paper [14] , some reverses and refinements of Young's inequality were presented, with one or two refining terms. In particular, it is proved that (1.4)
where r 0 = min{2r, 1 − 2r} for r = min{ν, 1 − ν}. These inequalities refine (1.3) by adding a second refining term to the original Young's inequality. In the same paper, the following reversed versions have been proved too.
(1.5) νa + (1 − ν)b + r 0 (
where r 0 = min{2r, 1 − 2r} for r = min{ν, 1 − ν}. These inequalities refine the reversed version νa + (1 − ν)b ≤ a ν b 1−ν + max{ν, 1 − ν}( √ a − √ b) 2 ; cf. [6] . Moreover, it is proved in [14] that (1.6) (νa + (1 − ν)b)
refining the squared version (νa
of [6] . Throughout the paper, M n denotes the space of all n×n complex matrices, M + n is the cone of positive semidefinite matrices in M n , M ++ n is the cone of strictly positive definite matrices in M n and | | is a unitarily invariant norm defined on M n .
Recall that the notation X ≥ Y for X, Y ∈ M n means that X and Y are hermitian and X − Y ∈ M + n . Moreover, for two operators A, B ∈ M ++ n and ν ∈ R, we use the notations
The above refinements for real numbers are extended to matrices in different approaches.
Our main goal in this article is to give a full description of these refinements and reverses. In particular, we utilize our recent refinement in [8] to show other multiple-term refinements of the original Young's inequality and its reverses. Then we use these refinements to obtain improved Heinz inequalities for operators.
To state our results, we adopt the following notations. Let a, b > 0 and ν ∈ [0, 1]. For N ∈ N and j = 1, 2, · · · , N, let
Then define the positive function
In [8] , it is proved that
where
In the beginning, we prove the following property of S N and R N . This property helps us to write the refining term in an appropriate way.
Proof. We show that R N (ν; a, b) = R N (1 − ν; b, a), which then leads to other conclusion via (1.9) . We obtain R(1 − ν; b, a) by replacing ν, a and b by 1 − ν, b and a, respectively, in (1.10). Therefore
To simplify this expression, we have two cases. The first is when [2 N ν] is an integer. Considering this in the above equation gives
In establishing the reversed version, we need the inequality
known as the Heinz mean inequality; see [1, 4] and references therein for more information on Heinz inequality. The organization of the paper is as follows. In the first part, we present refinements of the reversed Young's inequality, then a refinement of the squared version with its reverse is presented. After that, further results generalizing several inequalities in the literature are proved. Next, we present our refinements in terms of the Kantotovich constant, which has been used extensively in recent refinements. Interestingly, these refinements are then applied to log-convex functions and operators. In the last section we present several Young and Heinz type inequalities for the Hilbert-Schmidt norm, improving numerous results in the literature. We emphasize that the significance of the results in this article is to have as many refining terms as we wish, unlike all other refinements in the literature where at most two refining terms have been found.
Numerical versions
In this part of the paper, we present the numerical inequalities needed to prove the operator versions.
2.1. Refined Reverses. We prove first refined reverses of Young's inequality, generalizing (1.5) and other inequalities in the literature. This is accomplished by adding N refining terms, instead of one term as in (1.5). , then
On the other hand, if
, then
where we have used (1.11) to get the last inequality. Thus, we have proved
Similar computations give
To make this inequality better understood in contrast to (1.5), we find the S 1 term appearing in Theorem 2.1.
, direct computations show that k 1 (2ν) = 0 and
(1 − 2ν)(
Thus, for 0 ≤ ν < we have S 1 (2ν; √ ab, a) = min{2ν, 1 − 2ν}(
, which is exactly the refining term appearing in (1.5). Similar computations show that S 1 (2 − 2ν; √ ab, b) is the refining term in (1.5) for 1 2 < ν < 1. This justifies why our refinement in Theorem 2.1 is much better than (1.5).
For ν > 0 we have the reversed version of Young's inequality
This inequality becomes handy in proving reversed versions of Young's inequality.
The following refined version has been recently proved in [2] (2.2)
The following is a refinement of this inequality.
Proof. We prove first, by induction, that
When N = 1, this is (2.2). Assume (2.4) is true for some N ∈ N. Then,
(apply the inductive step now)
This proves (2.4). Now apply (2.1) on (2.4) to get the result.
Alternatively, we may apply Theorem 2.1 to obtain other refinements of (2.1).
. Then,
≤ t ≤ 1 and Theorem 2.1 ensure that
Simplifying this expression and replacing t by we reach 
Proof. For such a, b and ν, let x = a 1+ν b −ν , y = b and t = 1 ν+1
. By (1.8), we have
which is equivalent to
2.2. The Squared Version. In this part of the paper, we prove a refinement of the squared versions in [7] and [14] .
and s j (ν) be as above. Then it holds that
Proof. For such a, b and ν it follows from (1.8) that
In (2.7), replace a by a 2 and b by b 2 then add s 2 to the right side to get
Then the result follows by noting that
Now replacing a by a 2 and b by b 2 in Theorem 2.1, and noting that (νa
, we obtain the following reverse of Theorem 2.5, which is a refinement of (1.6).
2.3. Remarks on Refinements. Refining Young's inequality can go forever, in the sense that we can find further refining terms for all refinements in the literature. This is done by successively applying the same or other refinements.
Proof. Recalling (1.9) and noting (1.8), we have
This yields that
Following the same reasoning as in Theorem 2.5, we obtain the following refinement of the squared version.
Applying the same reasoning gives refined reverses, as well. Before stating the reversed version, let α N (ν) = [2
Then the reversed versions can be stated in terms of these quantities as follows.
, we have, by Theorem 2.7,
Observe that the formulae are obtained by the formulae of Theorem 2.7 on replacing ν, a and b by 2ν, √ ab and a, respectively. On the other hand, if 1 2 ≤ ν ≤ 1, we have , t > 0. For example, it is proved in [15] that
What makes this inequality a refinement of (1.1) is the fact that K(t, 2) ≥ 1 when t > 0. Some refinements of this inequality have been given in the literature, but again with one refining term. For example, it is shown in [12] that for r = min{ν, 1 − ν} one has
To better state our next result, which is a refinement of (2.9), we use the notations
Theorem 2.10. Let a, b > 0, 0 ≤ ν ≤ 1 and N ∈ N. Then (2.10)
Proof. By (1.9) and (1.10) we have
, 2
Notice that when N = 1, (2.10) gives (2.9). On the other hand, when N = 0, we get (2.8), where by convention S 0 (ν; a, b) = 0.
In [9] , the following version of Young's inequality was proved.
On the other hand, it is proved in [13] that
Now using (2.10), we easily get the following refined versions of these inequalities, invoking the Kantorovich constant,
Convexity Approach
Recall that a function f : I → R + is said to be log-convex if f (λt 1 +(1−λ)t 2 ) ≤ f λ (t 1 )f 1−λ (t 2 ) for t 1 , t 2 ∈ I and 0 ≤ λ ≤ 1. Young-type inequalities seem to be strongly related to log-convex functions. A good reference about this relation is the recent work [10] . 
Proof. Note that log-convexity of f implies
Consequently,
where (2.10) has been used to obtain the last line.
Thus, these refined Young-type inequalities can be applied to any log-convex function. In [10] it has been proved that the functions
are log-convex on [0, 1]. In this context A, B ∈ M + n and X ∈ M n . Employing Proposition 3.1 to these functions we reach the next result.
Corollary 3.2. Let N ∈ N, A, B ∈ M + n , X ∈ M n , 0 ≤ t ≤ 1 and | | be any unitarily invariant norm. Then
(1)
These are operator versions, invoking unitarily invariant norms. In the next part of the paper, we present some operator results without using any norm.
Refinements of log-convex-type inequalities do not stop here! In [10] it is proved that when f : [0, 1] → R + is log-convex, we have for N ∈ N,
where by convention f (x) = 1 when x > 1. Observe that this is needed when ν = 1, because then f
But this causes no problem because when ν = 1 the above inequality becomes an equality, with this convention.
Denoting the right hand side of (3.1) by g N (ν), it is shown in the same paper that g N +1 ≤ g N and that g N → f as N → ∞. This observation can be used to give further refinements of log-convex-type inequalities. For the next result, we use the notations α N (ν) = [2
Proof. The first inequality follows from (3.1), while the second follows from (1.8).
Thus, it remains to show the last inequality. Notice that
where the last line is an immediate simplification of the given quantities.
Refined and Reversed Versions for Operators
Now we state our main results about matrices. To simplify the statement of the next result, we use the notation α j (ν) = k j (ν) 2 j−1 . This result refines the corresponding inequalities in [5] and [14] .
Proof. Let b = 1 in (1.8) and expand the summand to get
and sp(X) ⊂ (0, ∞). By functional calculus, we have
Conjugating both sides of this inequality by A 1 2 implies the result.
For the next result, let β j (ν) = 2 −j k j (2ν) and γ j (ν) = 2 1−j k j (2 −2ν). Applying Theorem 2.1 and following similar steps as above give the following reversed version. , then
We remark that these operator versions refine those in [14] , where only the first two refining terms have been found there.
On the other hand, Theorem 2.2 implies the following refined version of the corresponding result in [2] . 
Another reversed version can be obtained from Corollary 2.3 as follows. 
where α j (ν) = 2 1−j k j (ν).
Applying Theorem 2.5 implies the following operator versions. , then
Proof. For 0 ≤ ν ≤ 1 2
and a = 1, (2.6) can be written as
Expanding the summand, letting
and using functional calculus, we obtain the first inequality. Similar argument implies the second inequality.
Operator refinements involving the Kantorovich constant can be obtained using the corresponding numerical versions. For example, (2.10) implies the following.
Proof. Set b = 1 in (2.10) to get
, then using the facts that K(t) := K(t, 2) is an increasing function when t > 0 and K(t) = K(1/t), we obtain
because mI ≤ A, B ≤ MI. Then a standard functional calculus argument implies the required inequality.
Observe that this theorem is a refinement of the corresponding results in [14] .
Some Hilbert-Schmidt Norm Inequalities
In [5] , it is proved that
The following theorem gives a refinement of this inequality [5] . where
These equations together with (2.6) implies the desired inequality.
Following similar steps and applying Proposition 2.6, we obtain the following reversed version, refining the corresponding inequalities in [6] . On the other hand, if . Similar computations imply the desired inequality for . Refined reverses of the Heinz means can be found as well using Theorem 2.1.
