ABSTRACT. Brownian motion is introduced as a tool in Riemannian geometry, and it is shown to be useful in the function theory of manifolds, as well as in the study of maps between manifolds. As applications, a generalization of Picard's little theorem, and a version of it for Riemann surfaces of large genus are given.
1. Beard's theorem for nonhyperbolic manifolds. Let M and N be complete Riemannian manifolds with metrics M g, N g t resp. Assume F: M -• N is a C 2 map. F is said to be harmonic [2] if its second fundamental form has trace 0. Define the tensor
Since (£*P(x)) is a symmetric matrix, its eigenvalues are nonnegative, and we may order them as follows: X x (x) > X 2 (x) > • • • > \ n (x) > 0. F is said to be Kquasiconformal [5] if \ x (x) < K 2 \ n (x) for all x GM.
We define polar coordinates (r, 0) on N via the exponential map. There will be two restrictions on the curvature of N: LEMMA 2. Let X t be Brownian motion on M, with X Q chosen so that F(X 0 ) = x N GN\{x 0 }. Then, there is a random time change a(t) (= f 0 ds/k t (x s )) and a constant C> 0, such that ifp t =r o F(X a{t) ) 9 dp t = a(X a(t) )dB t + b(X a(t) )dt, when F(X t ) ¥= x 0 , where B t is some Brownian motion, l/K < \a(X a , t ))\ < 1 and b(X a^) > Cp^2" 1 if p t is larger than some constant R.
The statement uses the stochastic calculus discussed in [8] . Let r be a stopping time for X a , t y F(X t ) ) of X t exists and is nontrivial. This is a contradiction, so F must be constant. 
[G(M), G(M)]. Let G(M) = G(M)/H(M), and note that G(M) is isomorphic to Z x Z.
Let Ö, Ö 2 > Ö3 ^e neighborhoods of p, contained in m f n\ 9 whose images under <? Yn are discs of radii e, 2e, 3e, respectively. Let B Q (f) be the Brownian motion on M whose initial distribution B(0) is the measure Q, concentrated on the boundary of 0. Let r 0 = 0; given T V let r /+1 be the first time after r t for which B(r i+1 ) G dö, and {2?(0-^ < t < r f . + 1 } corresponds to a nontrivial element of G(M). Note that since 71/ is compact except for deleted points, all T t are finite. Next, let x n = B^(r n ), and note that x n is a Markov process with respect to the fields o{B(f): t <r n }. Let m be the measure on 30 induced by Lebesgue measure on the circle c.^fóO). By a theorem of Harris [6] , it can be shown that x n has an invariant measure. We set Q equal to this measure.
Let X t be the element of G(M) corresponding to {B Q (t): 0 < t < r f }.
Since G(M) = Z x Z, we may regard X t as a random walk on R 2 . Let A. = X f -X i _ 1 . Then, {A f .} is a stationary process with ^lA^I 4 < «>. Moreover the process is symmetric, so A ; . and -A^. have the same distribution. Using the central limit theorem (see Theorem 9 of Phillip [9] ), it is shown that X t is recurrent. By Lemma 3.1 of [1] , it follows that X. is recurrent.
Now, F induces a map F H from/// [H, H] toG(N)/[G(tf),G(N)].
Since these are commutative groups with difference in dimension at least 3, it follows that there must be at least 3 generators of, o£, a% of G(N) which generate a sub- Using Brownian motion on N, we construct as before an invariant measure g on F(0) and a random walk F f . from F(B(t)). By a theorem of Levy [1] , F(B(t)) is Brownian motion on N with a new time scale. By the Borel-Cantelli lemma, Y i is transient. Davis's argument [1] then shows that the random walk Y t induced by F(B(t)) with £(0) = p is also transient. But then F(X { ) = Y., and X t is recurrent. This contradiction shows that F must be constant.
