Producing plausible outputs from statistically downscaled models of daily precipitation remains a significant challenge when producing climate scenarios for impact assessments. This challenge arises primarily as a consequence of a number of difficulties encountered when working with higher resolution daily precipitation data. Precipitation receipts at a site tend to be largely heterogeneous over space and time as local factors, such as relief, play an important role in determining whether it rains or not. More crucially from the point of view of statistical analysis, daily precipitation data is rarely, if ever, normally distributed, resulting from a high frequency occurrence of low-fall events and a low frequency of high-fall events. Additionally, modelling precipitation requires a two-step procedure. First, precipitation occurrence must be modelled: then a model is fitted to precipitation quantities which describes the rainfall distribution for days on which precipitation occurs. This paper presents a technique that overcomes some of the difficulties encountered and produces plausible precipitation amounts for a selection of 14 sites in Ireland. Difficulties still exist with predicting extreme precipitation events, which tend to be underestimated by the methodology employed.
INTRODUCTION
Time series of precipitation are generally required as input to impacts models when assessing potential impacts arising as a consequence of global climate change. In order to produce plausible scenarios of change, it is of considerable importance that realistic series of precipitation, which reflect the large-scale changes in the atmosphere, are employed. As a consequence of these requirements, a number of statistical methods have been developed to produce downscaled time series of precipitation, which adequately take into account the thermal forcing of the atmosphere under various scenarios of increasing global concentrations of atmospheric CO 2 .
One such technique, empirical statistical downscaling, has been widely employed to downscale climate information from the global scale. The goal of downscaling is to adequately describe the relationship between atmospheric circulation and the surface environment, with attention being focused more on model parsimony and accuracy, rather than understanding the relationship between them (Yarnal et al., 2001) . As a consequence of the relative ease of implementation, the use of statistical downscaling methodologies to produce climate scenarios from global * Correspondence to: Rowan Fealy, ICARUS, Department of Geography, Rhetoric House, NUI Maynooth, Co. Kildare, Ireland. E-mail: rowan.fealy@nuim.ie climate models (GCMs) is a preferred technique for many researchers.
Empirical statistical downscaling is based on the development of mathematical transfer functions or relationships between observed large-scale atmospheric variables and the surface environmental variable of interest. The use of statistical downscaling requires that a number of assumptions are made, the most fundamental of which, assumes that the derived relationships between the observed predictor and predictand will remain constant under conditions of climate change and that the relationships are time-invariant (Yarnal et al., 2001) . It also assumes that the employed large-scale predictor variables are adequately modelled by the GCM for the resultant scenarios to be valid. Busuioc et al. (1998) , in their verification of the validity of empirical downscaling techniques, found that in the case considered, GCMs were reliable at the regional scale, with respect to precipitation in their study area, and that the assumptions of validity of predictor-predictand relationship held up under changed climate conditions.
If statistical downscaling is to be of any use, the relationship between predictor and predictand should explain a large part of the observed variability and that the expected changes in the mean climate should lie within the range of its natural variability (Von Storch et al., 1993) . However, due to the influence of 'local' factors on precipitation occurrence and volumes, 2084 R. FEALY AND J. SWEENEY the relationship between the large-scale predictors used when calibrating the statistical model and site-specific variability is often obscured and hence, only reflect a small part of the actual observed variability. This situation is further complicated in areas such as Ireland due to relief effects on precipitation. The selection of an optimum predictor set of atmospheric variables has been the focus of much research. However, no one technique or predictor set has come to the fore and there has been little research in evaluating the skill of various atmospheric predictor sets between studies and regions. Cross comparisons between predictors and evaluation of skill has been complicated by the fact that different studies have utilised different techniques and atmospheric predictor combinations for different regions. A number of studies have shown that choice of technique Huth, 2003) and predictors can have an impact on the resulting downscaled scenarios (Winkler et al., 1997; Huth, 2003) . Cavazos and Hewitson (2002) try to address what they see as a lack of systematic study in the evaluation of the relative performance of predictors used in downscaling. In their analysis, they examined the skill and errors of a large number of individual atmospheric predictors of daily precipitation as applied to a range of different locations. They also tried to determine the best combination of predictors for examined locations for winter and summer. Their results indicated that a humidity variable and mid-tropospheric geopotential heights were two of the most relevant controls on daily precipitation for all locations and seasons analysed (Cavazos and Hewitson, 2002) . The incorporation of an atmospheric moisture variable in downscaling precipitation has proved crucial, as changes are likely to occur in the moisture capacity of warmed air which may not be reflected in circulation changes alone (Murphy, 2000) . This was first highlighted by Karl et al. (1990) and Wigley et al. (1990) but it was common, until recently, to find studies that did not include some measure of atmospheric moisture content or humidity.
Selection of domain size is also important from the point of view of GCM output as the predictive capability or skill of the model is expected to increase with increasing domain size (Goodess and Palutikof, 1998) . However, too large a domain size can add unnecessary noise and result in spurious results being produced. In order to overcome some of the issues associated with the skill level of various domain sizes, the use of mean sea-level pressure or variables derived from mean sea-level pressure have formed the centrepiece of many downscaling studies due to its relatively conservative variability and hence, predictability (Wilby, 1997 (Wilby, , 1998 Goodess and Palutikof, 1998; Kilsby et al., 1998; Chen, 2000; Trigo and DaCamara, 2000) . Much of the circulation-based downscaling work has focused attention on the use of lamb weather types (LWTs) or the derived objective classification technique of Jenkinson and Collison (1977) and Jones et al. (1993) in an extension of the methods used in synoptic climatology.
Modelled mesoscale predictor variables, such as, mean sea-level pressure and geopotential heights, are also considered to have a much improved skill level in comparison to grid precipitation which depends on sub grid scale processes such as clouds being adequately modelled (Wilby and Wigley, 2000) . Processes operating at the sub grid scale provide an important justification for requiring further downscaling, particularly for a variable like precipitation, which is so dependent on the processes which occur at this smaller scale. Additionally, most GCMs display a 'dribble effect' with regards to grid scale precipitation, which results in the number of dry days not being adequately modelled. As only one GCM grid covers the entire land area of Ireland, downscaling to individual stations in order to assess the projected changes in the spatial variation of precipitation receipts is likely to be important in providing local scale changes crucial for future water management on the island.
In an analysis of the synoptic origins of precipitation in Ireland, Sweeney (1985) found that the largest mean daily precipitation receipts for 34 stations were associated with southerly, cyclonic and westerly Lamb Circulation types. As the main storm tracks pass to the north-west of the island, greater and more frequent falls of precipitation in the north western counties are experienced than in the southeast (Keane and Sheridan, 2004) . Frontal systems, associated with these Atlantic depressions, and airflow interaction with local topography, result in precipitation being one of the most variable meteorological parameters measured in Ireland, with large variations in receipts both spatially and temporally ( Figure 1 ; Table I ) (Rohan, 1975; Keane and Sheridan, 2004) . Additionally, daily precipitation tends to be characterised by long-duration, low-intensity events. As a consequence of the large monthly and seasonal variations in precipitation, no clearly defined 'wet' and 'dry' seasons exist. However, the period February to July tends to be drier than August to January (Sweeney, 1985) . Year to year variability also tends to be quite large.
The aim of this paper is to present a technique that addresses some of the key issues that arise when downscaling abnormally distributed climatological series, such as precipitation, in a challenging location, such as Ireland. To this end, a generalised linear model (GLM) was employed to model precipitation occurrence and amounts conditional on a range of atmospheric variables. The technique, developed by McCullagh and Nelder (1989) , has been previously applied to model climatological series in a number of studies, mainly by Chandler and Wheater (1998) , (2002); Yan et al. (2002); Chandler (2003) . GLMs are particularly useful for modelling climatological series, as they do not require the dependent to be normally distributed and can be applied to any variable that falls into the exponential family of distributions. Therefore, when modelling climatological series like precipitation or wind speeds, no prior normalisation of the dependent variable is required, minimising any data loss. GLMs have the added advantage in that they fit probability distributions to the variable being modelled, which should offer an improvement over normal linear regression techniques, which only model the mean of the distribution. This is likely to be of significant benefit in climate change research, that a change in the distribution is likely to occur as a consequence of climate change (Yan et al., 2002) . Fitting probability distributions, in this manner, should also improve how extreme values in the tails of the distributions are handled within the modelling framework. A constant coefficient of variation, where the standard deviation is proportional to the mean, also ensures that variance of wet-day amounts increase with the expected value, a far more realistic assumption than that of constant variance for precipitation (Beckmann and Buishand, 2002) .
METHODOLOGY

Data sources
Observed daily precipitation data from 14 synoptic stations were obtained from the Irish Meteorological Service, MetÉireann, for the period 1961-2000. The synoptic stations, which are geographically dispersed around the island, represent low-lying conditions for a mixture of coastal and interior locations (Figure 1 ). No prior homogeneity analysis of the daily data has been performed. However, the data obtained is from the synoptic network, manned by experienced meteorological officers, and is considered to be of good quality. The data is provided with quality control flags, indicating whether the measurement is the value as read, accumulated, trace or otherwise, thereby enabling the researcher to decide on a suitable threshold for accepting the data as valid. In the present research, all values not directly measured by the observer were removed from the analysis. According to this criterion, seven synoptic stations reported no missing values, four stations had less than 2.5% missing and two stations had 20% missing values while one station, Mullingar, had 42% missing values. Despite the high percentage of missing values from this station, it was decided to retain it within the analysis due to its location in the midlands where relatively few stations exist.
Large-scale surface and atmospheric data, representing both observed and modelled data (1961-2100), were obtained from the SDSM (Statistical DownScaling Model) data archive (Wilby and Dawson, 2004) . The observed data were derived from the National Centres for Environmental Predictions/National Centre for Atmospheric Research (NCEP/NCAR) Reanalysis project, while the modelled data, for both the A2 and B2 emissions scenarios, were derived from three GCMs, namely the Hadley Centre (HadCM3), Canadian Centre for Climate Modelling and Analysis (CCCma), coupled global climate model 2 (CGCM2) and the Commonwealth Scientific and Industrial Research Organisation (CSIRO) (Mark 2). Even though the reanalysis data are essentially modelled data, they are constrained by observations from the global monitoring network and are a modelled, gridded replicate of the observed data. Relationships between grid box values for a selection of variables from the reanalysis data were found to be significantly correlated with that of the actual observed upper air variable measured at the two upper air stations in Ireland, Valentia in the south west and Aldergrove in the north.
All the gridded datasets exist on a common resolution, that of 2.5°× 3.75°, and predictor variables were obtained for the grid box representing Ireland in the GCM domain. A common spatial resolution is crucial to overcome any mismatch in scales that may exist between observed and modelled predictor datasets. As advocated by Karl et al. (1990) , all candidate predictor variables were standardised to account for any biases that may occur within the modelled data. In addition to the primary predictor variables, secondary airflow indices, calculated from a larger domain of nine grid boxes (3 × 3) centred over Ireland (after Jones et al., 1993) , were obtained from the SDSM data archive (Table II) . The 1-day lead and lag of each standardised predictor was also calculated to allow for the temporal offset between the NCEP/NCAR Reanalysis data, which is averaged daily over the 0 : 00-24 : 00 h period, and reporting of daily precipitation, calculated over the 9 : 00-9 : 00 h period. This also allows for a temporal lag or lead between the predictor and predictand. 
Predictor selection
The precipitation series from each station were first split into occurrence (a binary sequence of 0s and 1s indicating the absence or presence of rain on a particular day) and wet-day sequences (days on which rainfall occurred). Predictor-precipitation relations were then assessed based on the Spearman correlation coefficients for both the occurrence and wet-day series and for each station and season. The Spearman correlation is a nonparametric test, which makes no assumptions about the underlying distribution of the values and is therefore suited to analysing precipitation series, which are nongaussian. A total of 53 candidate predictor variables were assessed for their influence on precipitation at each of the 14 synoptic stations and for each season. Predictors were then selected based on a number of criteria, such as, significance and strength of correlations and consistency of predictor across the stations. Incorporation of an atmospheric moisture predictor variable was also considered critical. In order to minimise issues associated with multicollinearity, a parsimonious set of predictors was selected which were then assessed using the product-moment correlation coefficients.
The selected NCEP/NCAR reanalysis predictor variables were then used to calibrate the transfer functions, linking the large-scale surface and atmospheric variables to the daily precipitation series for each of the 14 synoptic stations.
Precipitation occurrence model
For the purposes of the present study, logistic regression, which is a particular type of GLM, was employed to model wet and dry day sequences of precipitation. The logistic regression model, or logit, can be written as which can be rewritten in terms of odds rather than log odds
P = probability of an event e = base of the natural logarithms x = independent variable B 0 , B 1 = coefficients estimated from the data
The maximum likelihood method is used to select parameters within the logistic regression. Use of the logistic regression approach offers a significant improvement over multiple linear regression as the distribution of errors are normally distributed, and additionally, the predicted values can be interpreted as probabilities which ensures that P lies the interval between 0 and 1.
Precipitation amounts model
Wet-day sequences were modelled using a GLM which relates the response variable (Y), whose distribution has a vector mean µ = (µ 1 , . . . , µ n ) to one or more covariates (x) via the relationship µ = E(y) g(µ) = ν ν = a 0 + a 1 x 1 + · · · + a n x n A log link function, g(µ), and gamma distribution were employed for the purposes of modelling precipitation amounts. While the mixed exponential distribution has been found to provide a better fit to precipitation amounts (Wilks and Wilby, 1999) the relationship between the mean and variance for this distribution makes it difficult to incorporate into a GLM. Nonetheless, the gamma distribution GLM has been found to be a good fit to precipitation amounts in a number of regions (pers. comm. Richard Chandler).
RESULTS
To adequately assess the ability of the techniques employed to capture the underlying relationships between the large-scale atmospheric predictors and precipitation occurrence and amounts, the data was split into two periods, one for calibration and one for independent verification purposes. The calibration periods for both the occurrence and amounts models were selected as 1961-1978 and 1994-2000 , with the period 1979-1993 being withheld for verification purposes. These time periods were selected subjectively as they coincided with the calibration periods being employed by Statistical and Regional Dynamical Downscaling of Extremes (STARDEX) for European regions.
When calibrating the logistic regression, outliers were found to have a large impact on the resulting models and were excluded from subsequent analysis. Table III indicates the seasonal importance of the more important predictors used to model precipitation occurrence. Humidity, either relative or specific, is shown to be important in all seasons and at all 14 stations. Geopotential heights also appear to be important for precipitation occurrence for all seasons. Zonal airflow velocity and vorticity, at the surface or 850 hPa level, would appear to be important predictors of precipitation occurrence during the autumn and winter months. While there is a strong seasonal consistency between stations for a number of variables such as, geopotential heights and humidity, seasonal specific variables also play an important role, such as, surface divergence during the summer months.
In order to assess the relative skill of the fitted models, the Heidke skill score was employed, a method commonly used to summarise square contingency tables (Wilks, 1995) . The Heidke skill score (HSS) is calculated as follows (Wilks, 1995) A score of one indicates a perfect forecast, while forecasts equivalent to the reference forecast produce a score of zero. Scores less than zero indicate that forecasts were worse than the reference forecast (Wilks, 1995) . Results for the seasonal occurrence models are shown in Table V . Results indicate that all models are substantially better than the reference forecast. Values of the HSS for the verification period are comparable at all stations and for all seasons to the scores for the calibration periods, indicating that the predictors at least adequately capture some of the more important mechanisms responsible for precipitation occurrence at the stations employed in the analysis. Table IV displays the main predictors in the seasonal amounts models for all stations. Again, key variables such as sea-level pressure, vorticity and an atmospheric moisture variable are shown to be important predictors for all seasons and stations in determining precipitation amounts. The addition of each new predictor to a model was tested using a stepwise procedure and assessing the change in the Akaike Information Criterion (AIC), a measure of the relative goodness-of-fit based on the maximised log likelihood and number of parameters employed in the model. Despite the apparently low explained variance for the precipitation amounts models, a measure which is sensitive to the tails of the distribution, Figures 2 and 3 show the comparison between monthly precipitation amounts for both the observed and modelled series for the verification period which demonstrate a good degree of correspondence. Figure 4 shows the interannual variability for two stations, one west coast and one east coast, between the observed and modelled series again for the 1979-1993 period. While the correlation between day to day variability may be low, monthly and yearly accumulations would appear to have been adequately captured by the model, an important requirement when assessing climate impacts on such systems as the hydrological system.
SIMULATED FUTURE CHANGES IN PRECIPITATION FOR IRELAND
To assess possible future changes in precipitation, the derived models for both precipitation occurrence and amounts were used in conjunction with data from three GCMs, namely, CCMA, CSIRO and HadCM3. Data for both the A2 and B2 scenarios from each of the GCMs were used as input to the calibrated occurrence Table V . Heidke skill scores for the seasonal precipitation occurrence models for both calibration (1961-1978; 1994-2000) and verification (1979) (1980) (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) Table VI . R-squared for the seasonal precipitation amounts models for both calibration (cal.) (1961-1978; 1994-2000) and verification (ver.) (1979) (1980) (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) and amounts models discussed in previous sections. Data from a number of GCMs and emissions scenarios were employed as a number of significant uncertainties exist with regards to climate sensitivity, model uncertainty and emissions uncertainty. Downscaling of daily occurrences and amounts of precipitation were performed for each of the fourteen synoptic stations and for each season. Seasonal and regional differences in precipitation changes are evident for all three time periods. The percentage change for each station, represented as the difference between the future time period of interest and the model control period for the different GCMs are illustrated in Figures 5-7 for three, 30-year time periods centred on the 2020s, 2050s and 2080s and for each season for the A2 emissions scenario. The range between these stations varies for each of the GCMs, with larger percentage and positive increases being demonstrated by the CCMA GCM, while the downscaled data from the CSIRO GCM suggests that some stations will increase while others will experience a decrease in winter precipitation by the 2020s. The HadCM3-based data indicate that all stations will experience a slight decrease in winter precipitation for this period. The summer months are the only period in which all models agree that there will be a decrease in receipts, but again the changes vary between models. A clearer seasonal picture emerges for the winter and summer periods by the 2050s, with all models again suggesting an increase in winter and a decrease in summer, but again the ranges between the 'driest' stations and 'wettest' stations and models are large. Similar results are found for the 2080s. Again, these results illustrate the large seasonal and spatial ranges that can occur even over an area the size of Ireland.
Figures 5-7 also illustrate the raw, non-downscaled precipitation output for the grid cell representing Ireland from each of the three GCMs employed in the analysis for the A2 emissions scenario. Inter-model differences of the 
Seasonal Precipitation Ranges 2080s
Figure 7. Downscaled seasonal precipitation ranges for 30-year period centred on the 2080s for the three GCMS and the A2 emissions scenarios employed in the present analysis. Raw Precipitation from the GCM grid representing Ireland for the A2 scenario is also included (Grid) for comparison purposes. This figure is available in colour online at www.interscience.wiley.com/ijoc raw output tend to be greatest during the summer months and increase substantially from the 2020s to the 2080s. Raw precipitation projections for the summer months during the 2020s range from an increase of 2.9%, from the CCCM GCM, to a decrease of 9.5%, projected by the HadCM3 GCM. By the 2080s, projected model changes in precipitation for the summer months range from an increase of 9.4%, again associated with the CCCM GCM, to a substantial decrease of 32.7% projected by the HadCM3 GCM. During the winter season for all-time periods, raw GCM output tends to be more consistent with all models projecting a similar direction of change but varying in magnitude. While substantial differences in the inter-GCM model ranges arise for a number of reasons; internal chaotic variations in the GCM being employed, different model parameterisations and initial forcing conditions and due to model uncertainties, precipitation values employed directly from a GCM are considered to have a very poor skill value in the context of this analysis and justified the effort in downscaling from the more conservative GCM outputs which have a higher skill level than those which are dependant on a process that occur at sub grid scale and hence, not adequately resolved by current GCM simulations. In order to try and account for different model and emissions uncertainties, ensembles of the downscaled results were produced. Results from the weighted ensemble mean, based on the Climate Prediction Index (CPI) 2092 R. FEALY AND J. SWEENEY (Murphy et al., 2004) and modified by Wilby and Harris (2006) for application to a narrower suite of GCM outputs, will be discussed in the remainder of this section. The modified CPI index or impacts relevant-climate prediction index (IR-CPI) is weighted based on the individual GCMs ability to reproduce the properties of the observed climate, derived from the NCEP data, and is derived from the root-mean-square difference between modelled and observed seasonal climatological means, assessed over the baseline period (Wilby and Harris, 2006) . Weights are derived based on the individual contribution of each GCM to overall error (Wilby and Harris, 2006) . Weights were calculated for each season and model with the HadCM3 consistently performing well throughout three of the four seasons. The IR-CPI weights are then used to weight the relevant downscaled output from the different GCMs in order to produce an ensemble mean for both the A2 and B2 emissions separately and all emissions, together.
For space purposes, the weighted ensemble mean of the three GCMs and both the A2 and B2 emissions scenarios are illustrated for three future time periods, 2020s, 2050s and 2080s, while the upper and lower ranges, shown as deviations, represent the overall maximum and minimum prediction from the individual GCMs and emissions scenarios (Figures 8-10 ). Data represent seasonal averages across the 14 synoptic stations.
Based on the ensemble A2 and B2 scenarios, winter precipitation is likely to increase marginally by between 1.8-4.2% by the 2020s. The largest seasonal changes are suggested for summer, with a reduction of between 0.2 and 6.7% with an ensemble mean reduction of 3.2%; however, reductions of between 10 and 16% are suggested for stations along the southern and eastern coasts. With the exception of autumn, increases in precipitation are projected to occur in all other seasons by the 2020s based on the more conservative B2 scenario. While those based on the A2 emissions scenario suggest decreases in all seasons except winter. A greater degree of consistency is evident in the changes for the 2050s, with all GCMs and ensembles suggesting a similar direction of change, but with differences in the magnitude of this change. Again, the winter and summer periods experience the largest percentage changes in receipt, ranging from a 12% increase in winter to reductions of over 12% in summer in the ensemble mean scenario. While increases are projected along the east coast and midlands during winter, reductions of between 20 and 28% are projected to occur along the southern and eastern coast during the summer season. If realised, these changes are likely to have a large impact on agriculture and hydrology in Ireland (Sweeney, 2003) . These seasonal changes in precipitation are further enhanced by the 2080s, with winter increases of 15% and summer reductions of 20%. The largest percentage increases in winter precipitation are projected to occur in the midlands, of upto 20%, while the largest reductions during the summer months are again projected to occur along the southern and eastern coasts, which are likely to experience decreases of between 30 and 40% during these months. Between models, differences are greatest for the spring months during the 2080s, with two GCMs
