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DISCRETE UNCERTAINTY PRINCIPLES AND VIRIAL IDENTITIES
AINGERU FERNÁNDEZ-BERTOLIN
Abstract. In this paper we review the Heisenberg uncertainty principle in a discrete setting
and, as in the classical uncertainty principle, we give it a dynamical sense related to the discrete
Schrödinger equation. We study the convergence of the relation to the classical uncertainty
principle, and, as a counterpart, we also obtain another discrete uncertainty relation that
does not have an analogous form in the continuous case. Moreover, in the case of the Discrete
Fourier Transform, we give a inequality that allows us to relate the minimizer to the Gaussian.
1. Introduction
The well-known Heisenberg uncertainty principle [4] states that
(1)
2
d
(∫
Rd
|xf(x)|2 dx
)1/2(∫
Rd
|∇f(x)| dx
)1/2
≥
∫
Rd
|f(x)|2 dx.
Moreover, the minimizing function (that for which (1) is an equality) satisfies, for α > 0,
∇f(x) + αxf(x) = 0 =⇒ f(x) = Ce−α|x|2/2 (Gaussian).
Now, if we consider u(x, t) a solution to the Schrödinger free equation, there is a dynamic
interpretation of the uncertainty principle, which was exploited in [5, 6].
Theorem 1.1 (Dynamic uncertainty principle). Assume u(x, t) is a solution to{
∂tu(x, t) = i∆u(x, t), x ∈ Rd, t ∈ R,
u(x, 0) = u0(x),
where u0 ∈ H˙1(Rd) ∩ L2(Rd, |x|2 dx), ‖u0‖22 = 2/d. For a real function φ(x) we define
h(t) =
∫
Rd
φ(x)|u(x, t)|2 dx, a =
∫
Rd
|x|2|u0(x)|2 dx < +∞, b =
∫
Rd
|∇u0(x)|2 dx < +∞.
Then,
(2) h¨(t) = 4
∫
Rd
∇uD2φ∇u −
∫
Rd
∆2φ|u|2. (Virial identity)
Moreover, if φ(x) = |x|2,
(3) h(t) = a+ 4bt2 ≥ a+ 4t
2
a
,
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and, if these two convex parabolas intersect each other, they are the same parabola and the initial
datum is u0(x) = Ce
−α|x|2/2, being then
u(x, t) =
(
1
2αit+ 1
)d/2
exp
(
iα2t|x|2
4α2t2 + 1
− α|x|
2
8α2t2 + 2
)
.
Observe that the normalization condition in the initial datum gives, thanks to the uncertainty
principle (1) that ab ≥ 1.
In this paper we want to develop this theory in a discrete setting discretizing the momentum
and position operators. Since we can relate a sequence to a periodic function via Fourier series,
there is a duality between discrete uncertainty principles and periodic uncertainty principles. The
relation we study here appears in the literature (see [2, 8, 3]) in this periodic form. Moreover,
in [3] the authors suggested another uncertainty relation. Their aim was to study the angular
momentum - angle variables on the sphere, so they related the orbital angular momentum to
the azimuthal angle about the z axis. Then, the orbital momentum is written as a differential
operator and, for a meaningful uncertainty principle, periodicity is required for the position
operator. Hence, the authors suggested the operators cos(x) and sin(x) to represent position.
Considering this duality via Fourier series, the second case is connected with the discrete version
of Heisenberg uncertainty principle that we will study here. In the first case, we will get another
relation that does not have a continuous version.
Another version of the Heisenberg uncertainty principle appears in [12, 13, 8], but in this case
the equality is not attained. However, it is possible to construct a sequence of polynomials pk
of degree k such that the inequality approaches the equality as k tends to infinity. Nevertheless,
we will not study this relation here.
As it happens for the Heisenberg uncertainty principle in the continuous case, we will derive
Virial identities equivalent to (2) for both relations. Thus we will give them a dynamical in-
terpretation (equivalent to (3)). On the one hand, the dynamics will be given by the discrete
Schrödinger equation, as it is expected. On the other hand, it will appear an equation that turns
out to be an L2-invariant factorization of the one dimensional wave equation.
Since we see an analogy between the continuous and discrete dynamic uncertainty principles,
it seems reasonable to have similarities between the solution to the continuous Schrödinger
equation with initial datum the Gaussian and the solution to the discrete equation, now with
initial datum the minimizer of the discrete relation. In the continuous case, it is known that this
solution satisfies another equation in the form (S+A)ω = 0, where S is a symmetric operator and
A is a skew-symmetric operator, so we prove here that in the discrete case the same statement
holds.
Apart from this, we consider another discrete setting, the case of finite sequences. The moti-
vation here comes from [9], where the author gives a relation for the Discrete Fourier Transform,
but he suggested that the minimizing sequence of his inequality is not similar to the Gaussian.
Here, we will slightly modify this relation in order to see that the minimizer approaches the min-
imizer of the periodic uncertainty we have mentioned above. Besides, we give two uncertainty
principles truncating the operators we will study in Section 2 and imposing periodic or Dirichlet
boundary conditions. In these two cases, when the number of nodes tends to infinity we recover
the discrete uncertainty principle. However, we will see that we do not have a convex parabola
with these versions of the position and momentum operators. This fact is consistent with the
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periodic Schrödinger equation, since there is no convex parabola equivalent to h(t) in Theorem
1.1 in this case.
This paper is organized as follows: In Section 2 we introduce the discrete uncertainty principle
we want to study, seeing that the minimizer tends to the Gaussian in the continuous limit. We
also discuss the other discrete uncertainty principle related to the cos(x) operator in the space of
periodic functions. In Section 3 we give dynamical interpretations for the uncertainty principles
discussed in Section 2. In Section 4 we observe that the continuous and discrete solutions to
the Schrödinger equation with initial datum the respective minimizer share some properties. In
Section 5 first we give a slight modification of the uncertainty principle stated in [9] that allows
us to connect the minimizer to the minimizer of the periodic uncertainty principle of Section
2, and therefore, to the Gaussian. We also truncate the position and momentum operators in
Section 2 to consider two cases, the periodic and the Dirichlet case, noticing that we can not
repeat the theory we develop in Secion 3.
2. Uncertainty principle in H(Zd)
A useful tool to obtain uncertainty relations is the following (see [7]): Let S a symmetric
operator and A a skew-symmetric operator in a Hilbert space. Then
(4) |〈−[S,A]f, f〉| ≤ 2‖Sf‖‖Af‖.
Moreover, the equality is attained when αSf +Af = 0 for 0 6= α ∈ R.
To prove Heisenberg uncertainty principle we set
Sf = xf, Af = ∇f,
so we are going to discretize these operators S and A. We discretize Rd with the same step h > 0
in all directions, that is, we consider the discretization nodes xk = kh for k = (k1, . . . , kd) ∈ Zd,
and we are going to work in the space
H(Zd) = {(uk)k∈Zd :
∑
k∈Zd
|uk|2 +
∑
k∈Zd
|kuk|2 < +∞}.
Now we define our versions of the position and momentum operators
Shuk = khuk = (k1h, . . . , kdh)uk, Ahuk =
(
uk+e1 − uk−e1
2h
, . . . ,
uk+ed − uk−ed
2h
)
,
where ej = (0, . . . , 0,
j︷︸︸︷
1 , 0, . . . , 0), for j = 1, . . . , d.
It is easy to check that the operators Sh and Ah are symmetric and skew-symmetric respec-
tively (with respect to the inner product 〈u, v〉 = hd∑k∈Zd ukvk, and we are going to consider
this inner product when talking about ℓ2 norms). Using (4), we have the following discrete
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version of the uncertainty principle: ∀u ∈ H(Zd),
(5)
∣∣∣∣∣∣hd
∑
k∈Zd
d∑
j=1
uk+ej + uk−ej
2
uk
∣∣∣∣∣∣
≤ 2
hd ∑
k∈Zd
|khuk|2
1/2hd ∑
k∈Zd
d∑
j=1
∣∣∣∣uk+ej − uk−ej2h
∣∣∣∣2
1/2 .
We can manipulate the left-hand side of (5) to obtain
(6)
∣∣∣∣∣∣dhd
∑
k∈Zd
|uk|2 − h
2
2
hd
∑
k∈Zd
d∑
j=1
∣∣∣∣uk+ej − ukh
∣∣∣∣2
∣∣∣∣∣∣
≤ 2
hd ∑
k∈Zd
|khuk|2
1/2hd ∑
k∈Zd
d∑
j=1
∣∣∣∣uk+ej − uk−ej2h
∣∣∣∣2
1/2 .
In order to take the continuous limit we consider that u = (uk)k∈Zd is the discretization of
a function f(x) ∈ S(Rd) (in other words, uk = f(xk) = f(kh) for some f) and we let h tend
to zero. We notice that the second sum in the left-hand side tends to zero when h tends to
zero. Indeed, without the factor h2/2 this sum would tend to
∫
Rd
|∇f(x)|2 dx, since we have
the forward finite difference operator of first order. Therefore, adding the factor h2/2 makes the
sum tend to zero. The other sums tend to their respective integrals in the classic Heisenberg
uncertainty principle (1).
Now we will rewrite this inequality in the Fourier space. If we look at uk as the Fourier
coefficient of a 2pih -periodic function in each variable f , we have the following relations between
u and f ,
(7)
uk =fˆ(k) =
∫
[−pi/h,pi/h]d
f(ξ)e−iξ·kh dξ,
f(x) =
(
h
2π
)d ∑
k∈Zd
uke
ihk·x.
Considering these relations, we can rewrite the inequality (6) to have
(8)
∣∣∣∣∣∣
∫
[−pi/h,pi/h]d
d∑
j=1
cos(xjh)|f(x)|2 dx
∣∣∣∣∣∣
≤ 2
(∫
[−pi/h,pi/h]d
|∇f(x)|2 dx
)1/2∫
[−pi/h.pi/h]d
d∑
j=1
∣∣∣∣sin(xjh)h f(x)
∣∣∣∣2 dx
1/2 .
As it was pointed out in [13], we have to exclude some cases in (6). If we want to give an
inequality of the type ab ≥ 1, we need to normalize one quantity that can be zero, so we assume
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that the function f satisfies
(9)
d∑
j=1
∫
[−pi/h,pi/h]d
cos(xjh)|f |2 dx 6= 0,
and, under this assumption we can normalize (8).
In the sequence space, this condition means that we have to work with sequences such that
ℜ
∑
k∈Zd
d∑
j=1
ukuk+ej 6= 0,
but it is easy to see that the subspace of these sequences is dense in ℓ2(Zd). If we are given an
ǫ > 0 and 0 6= u ∈ ℓ2(Zd), then adding cǫ in the appropriate coordinate gives us an ω such that
‖u− ω‖22 = hd
∑
k∈Zd |uk − ωk|2 ≤ ǫ and ℜ
∑
k∈Zd ωkωk+ej 6= 0.
Once we have this uncertainty relation, we are interested in knowing for which sequence the
equality in (6) holds. This sequence which we denote by ωh has to satisfy, for 0 6= α ∈ R, the
equation αShωh +Ahωh = 0, where 0 is the sequence whose components are all zero. Then, we
have the recurrence relation
αShωhk +Ahωhk = 0, ∀k ∈ Zd ⇐⇒ αkjhωhk +
ωhk+ej − ωhk−ej
2h
, ∀k ∈ Zd, j = 1, . . . , d.
This is the recurrence relation satisfied by a product of modified Bessel functions of the first and
second kind. However, we will use the Fourier method to find the minimizing sequence, because
the uncertainty principle in the Fourier space is also interesting. If we solve the recurrence looking
at ωhk as the Fourier coefficient of a 2π/h-periodic function in each variable f(x), we have
(10) (αSh +Ah)ωhk = 0, ∀k ∈ Zd ⇐⇒ α∂xjf(x) +
sin(xjh)
h
f(x) = 0, j = 1, . . . , d.
Solving the equation, we get
f(x) = C exp
 d∑
j=1
cos(xjh)
αh2
 .
We set the constant C = Cα,h, for example, in order to make the norm in the L
2[−π/h, π/h]d
space of f equal to 1. We can also set the constant C taking into account the normalization
condition (9), to make that quantity equal to 1.
Remark 2.1. In this periodic case, this function is in the appropriate Hilbert space ∀α 6= 0, while
in the continuous case it is required the extra condition α > 0. To study convergence to the
classic case we will assume that α > 0.
Once we know who f(x) is, we compute the k-th Fourier coefficient of f(x) to get ωhk ,
ωhk =
∫
[−pi/h,pi/h]d
f(x)e−ix·kh dx.
As we have said above, this coefficient is related to the modified Bessel function of the first
kind, which has lots of representations, such as
Im(z) =
1
π
∫ pi
0
ez cos θ cos(mθ) dθ.
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Then, it is easy to check that, under the normalization condition ωh
0
= 1,
ωhk = ω
h
k1,...,kd =
d∏
i=1
Iki
(
1
αh2
)
I0
(
1
αh2
) .
The modified Bessel function of the second kind Kkj (1/αh
2) also satisfies this recurrence
relation (if we multiply it by the factor (−1)kj ), but this sequence is not in ℓ2(Zd), so it makes
no sense to consider this sequence, and this is the reason why we only get the modified Bessel
function of the first kind using the Fourier method.
We are going to take α = 1 for simplicity, and we will see the convergence of the minimizer
to e−|x|
2/2. The same proof is valid for each value of α > 0. The way to approach the Gaussian
is to take h and k = (k1, . . . , kd) in a proper way such that kh approach to a given point
x = (x1, . . . , xd) ∈ Rd. We can do this defining, for j ∈ N,
hj = max
i∈{1,...,d}
{|xi|}/j, k(j)m =
{ ⌈xm/hj⌉, if xm ≥ 0,
⌊xm/hj⌋, if xm ≤ 0.
Here ⌈z⌉ and ⌊z⌋ stand for the ceiling and floor functions. Notice that ⌊−z2⌋ = −⌈z2⌉. Now
we define the function
fj(x) =

d∏
m=1
I
k
(j)
m
(1/h2j)
I0(1/h2j)
= ω
hj
k
(j)
1 ,...,k
(j)
d
, if x 6= 0,
1 if x = 0.
and this is the function that will give us the connection between the two minimizers, when j
goes to infinity. It is quiet easy to see that fj is an even function in each variable. We have the
following result.
Theorem 2.1. Given ǫ > 0, There is j0 such that if j ≥ j0 then we have,
sup
x∈Rd
∣∣∣fj(x)− e−|x|2/2∣∣∣ < ǫ.
Proof. Since the function fj is even, we can assume that xm ≥ 0, ∀m = 1 . . . , d. On the other
hand, if x = 0 then there is nothing to prove, so we can assume that at least one variable is not
0. Furthermore, the symmetry of the problem tells us that if we write
R
d
+ =
d⋃
m=1
{x ∈ Rd+ : xm = max{x1, . . . , xd}},
then the proof in each region will be the same. Hence, we just need to see the convergence in
the set where x1 is the maximum of the components of x. Thanks to this consideration we have
hj = x1/j, k
(j)
1 = j, k
(j)
m =
⌈
xmj
x1
⌉
,
Once this has been settled, we can start proving the convergence. To begin with, we split the
difference of the minimizer and the gaussian to get (notice that e−z ≤ 1 and In(z) < I0(z) when
n ∈ N, z > 0).∣∣∣fj(x) − e−|x|2/2∣∣∣ ≤ ∣∣∣∣Ij(j2/x21)I0(j2/x21) − e−x21/2
∣∣∣∣+ d∑
m=2
∣∣∣∣I⌈xmj/x1⌉(j2/x21)I0(j2/x21) − e−x2m/2
∣∣∣∣ .
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We are going to treat each piece of the last inequality separately, and the proof is the same
for each part. Here we show the proof of the part m = 2, that is, we have to deal with∣∣∣∣I⌈x2j/x1⌉(j2/x21)I0(j2/x21) − e−x22/2
∣∣∣∣ .
For the first part, we are going to use two known asymptotic expressions for the modified Bessel
function. One is a uniform asymptotic expression (see [11, p. 377]) for Iν(νz) when ν →∞ valid
in 0 < z < ∞ and the other one is an asymptotic expression for I0(t) when t → ∞ (see [11,
p. 269],[14, p. 203]). More precisely,∣∣∣∣
√
2πν(1 + z2)1/4Iν(νz)
eνξz
− 1
∣∣∣∣ ≤ 35ν ,
where ξz =
√
1 + z2 + log
(
z
1+
√
1+z2
)
. On the other hand,
(11)
∣∣∣∣√2πtI0(t)et − 1
∣∣∣∣ ≤ 1t .
Then, we take M and a > 0 to be chosen later, and in the sequel C will denote a constant
which only depends on M and a. If a ≤ x2 ≤ x1 ≤M , from the last two estimates we get∣∣∣∣∣
√
2π⌈x2j/x1⌉(1 + j4/x41⌈x2j/x1⌉2)1/4I⌈x2j/x1⌉(j2/x21)
e⌈x2j/x1⌉ξj
− 1
∣∣∣∣∣ ≤ 35⌈x2j/x1⌉ ≤ 3x15x2j ≤ Cj ,∣∣∣∣√2πjI0(j2/x21)x1ej2/x21 − 1
∣∣∣∣ ≤ x21j2 ≤ Cj2 .
Here ξj =
√
1 + j4/x41⌈x2j/x1⌉2 + log j
2
x21⌈x2j/x1⌉+
√
x41⌈x2j/x1⌉2+j4
. It is easy to check that the
convergence of the minimizer to the Gaussian will be given by the study of,∣∣∣∣∣ e⌈x2j/x1⌉ξj−j
2/x21+x
2
2/2
(1 + x41⌈x2j/x1⌉2/j4)1/4
− 1
∣∣∣∣∣ .
Now, using that (1 + z)−1/4 = 1 +O(z) we have
z =
⌈x2j/x1⌉2x41
j4
≤ (x2j/x1 + 1)
2x41
j4
≤ C
j2
,
so
(1 + ⌈x2j/x1⌉2x41/j4)−1/4 = 1 +O(1/j2).
Notice that the big O notation gives us a constant which only depends on M and a. On the
other hand, when 0 < z < 1, log(1−z) = −z+O
(
z2
(1−z)2
)
and we have log j
2
x21⌈x2j/x1⌉+
√
x41⌈x2j/x1⌉2+j4
=
log
(
1− x
2
1⌈x2j/x1⌉+
√
x41⌈x2j/x1⌉2+j4−j2
x21⌈x2j/x1⌉+
√
x41⌈x2j/x1⌉2+j4
)
, so since the logarithm is multiplied by ⌈x2j/x1⌉, to
study the error term we look at the quantity
z⌈x2j/x1⌉1/2
1− z =
2j2x21⌈x2j/x1⌉3/2
j4 − j2x21⌈x2j/x1⌉+ j2
√
x41⌈x2j/x1⌉2 + j4
≤ 2x
1/2
1 x
3/2
2
j1/2
+
C
j3/2
≤ C
j1/2
.
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Thus, manipulating the quotient inside the logarithm we get
⌈x2j/x1⌉ξj − j2/x21 + x22/2 = x22 −
2j2x21⌈x2j/x1⌉2
j4 + j2x21⌈x2j/x1⌉+ j2
√
x41⌈x2j/x1⌉2 + j4
− x
2
2
2
+
j2
x21
(√
x41⌈x2j/x1⌉2/j4 + 1− 1
)
+O(1/j).
If we consider the first line, using now the Taylor expansion of
√
1 + z and the fact that
⌈x2j/x1⌉ = x2j/x1 +O(1), ⌈x2j/x1⌉2 = x22j2/x21 +O(j) we observe that it is bounded by Cj . In
other words,
x22 −
2j2x21⌈x2j/x1⌉2
j4 + j2x21⌈x2j/x1⌉+ j2
√
x41⌈x2j/x1⌉2 + j4
= O(1/j).
For the second part, we use that
√
1 + z = 1+ z/2 +O(z2), and it is easy to check that then
−x
2
2
2
+
j2
x21
(√
x41⌈x2j/x1⌉2/j4 + 1− 1
)
= O(1/j),
and finally we have
e⌈x2j/x1⌉ξj−j
2/x21+x
2
2/2
(1 + ⌈x2j/x1⌉2x41/j4)1/4
= (1 +O(1/j2))eO(1/j) = 1 +O(1/j),
or, in other words ∣∣∣∣∣ e⌈x2j/x1⌉ξj−j
2/x21+x
2
2/2
(1 + ⌈x2j/x1⌉2x41/j4)1/4
− 1
∣∣∣∣∣ ≤ Cj .
Now we can use this estimate to go back to the quantity we want to control and conclude that∣∣∣∣I⌈x2j/x1⌉(j2/x21)I0(j2/x21) − e−x22/2
∣∣∣∣ ≤ Cj .
Hence, if we assume that a ≤ xm ≤ x1 ≤M, ∀m = 2, . . . , d, there is j1 such that if j ≥ j1,∣∣∣fj(x)− e−|x|2/2∣∣∣ ≤ ǫ.
Now we take a and M in order to have
e−M
2/2 ≤ ǫ, 1− e−a2/2 ≤ ǫ, 4a2e2a2 ≤ ǫ,
and we will see that then, in the other regions of the set where x1 is the maximum, we have
that the difference between the minimizer and the Gaussian is less than ǫ. First, for x1 ≤M , we
study the case when some variables are less than a. For all the variables xm bigger than a we
can repeat the proof of the first part, so we only have to deal with those variables that are less
than a. We will assume here without loss of generality that x2 is less than a. In this region we
are going to use another estimate which can be deduced from an asymptotic expansion for Iν(z)
given in [11, p. 269]. More precisely,∣∣∣∣√2πzIν(z)ez − 1
∣∣∣∣ ≤ π(4ν2 − 1)8z epi(4ν2−1)/8z + e−2z
(
1 +
4ν2 − 1
4z
e(4ν
2−1)/8z
)
.
DISCRETE UNCERTAINTY PRINCIPLES AND VIRIAL IDENTITIES 9
Therefore, when ν = ⌈x2j/x1⌉ and z = j2/x21, there is j2 such that if j ≥ j2, for all x2 <
a, x1 ≤M and x2 < x1 we have
4ν2 − 1
z
≤ 4x
2
1
j2
(
x2j
x1
+ 1
)2
≤ 4a2 + C
j
≤ 5a2, e−2z ≤ e−2j2/M2 ≤ a2e2a2 ,
hence we have∣∣∣∣√2πjI⌈x2j/x1⌉(j2/x21)x1ej2/x21 − 1
∣∣∣∣ ≤ 5πa28 e5pia2/8 + a2e2a2(1 + 5a2ea2/8/4) ≤ 4a2e2a2 ≤ ǫ.
We can use this and (11) to check that for j big enough and independent of x1 and x2,∣∣∣∣I⌈x2j/x1⌉(j2/x21)I0(j2/x21) − e−x22/2
∣∣∣∣ ≤ ∣∣∣∣I⌈x2j/x1⌉(j2/x21)I0(j2/x21) − 1
∣∣∣∣+ 1− e−x22/2 ≤ 3ǫ.
We repeat this argument for all the variables that are less than a in order to get the desired
result. Thus, we have that there is j0 such that if j ≥ j0, the difference between the minimizer
and the Gaussian is less than ǫ for all x ∈ Rd+ such that x1 ≤M is the maximum variable. Now
we have to check the case when x1 > M . In this case, we can bound fj using the following
property of the modified Bessel functions:
Lemma 2.1.
Iν (t)
I0(t)
is an increasing function for t > 0.
Proof. Differentiating we have
I ′ν(t)
I0(t)
− Iν(t)I
′
0(t)
I20 (t)
> 0⇐⇒ Yν(t) = I
′
ν(t)
Iν(t)
> Y0(t),
and in [1] the author proved that Yν+1(t) > Yν(t) for t > 0 and ν ≥ 0. 
Hence, by the Lemma and the first part of the proof we have (notice again that In(z) < I0(z))
fj(x) ≤ Ij(j
2/x21)
I0(j2/x21)
≤ Ij(j
2/M2)
I0(j2/M2)
≤ e−M2/2 + ǫ ≤ 2ǫ,
while, on the other hand e−|x|
2/2 ≤ e−M2/2 ≤ ǫ, so, finally we get that, if x1 > M ,∣∣∣fj(x)− e−|x|2/2∣∣∣ ≤ max{fj(x), e−|x|2/2} ≤ 2ǫ.
Thus, we have covered all the posibilities when the maximum variable is x1. Since we can
repeat this process for all the variables, the desired result holds. 
Remark 2.2. Using the uniform convergence and a proper bound for fj, we can also see that the
convergece holds in L1(Rd), and therefore, by interpolation, we have convergece in Lp(Rd) for
all p ∈ [1,∞].
Since we have this duality between this uncertainty principle and the uncertainty principle
for periodic functions, we can also see the convergence of the periodic minimizer to the Gaussian
by letting h tend to zero, and then the period of the periodic function goes to infinity. In this
direction, the convergence is proved in [8], where the authors do not use our parameter h and
let α tend to zero. Nevertheless, we can introduce h in their proof and use the same argument
to have the convergence to the gaussian when h tends to zero.
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This uncertainty principle (6) is not new, as we have pointed out in the introduction. In
[3], the authors used the inequality we have used here (in one dimension and in the Fourier
space). Since they also considered the position operator given by cos(x), they presented another
uncertainty relation in their paper. In order to get convergence, we put the uncertainty relation
in the following way
(12) 2
(∫ pi/h
−pi/h
|f ′|2
)1/2(∫ pi/h
−pi/h
|cos(xh)f |2
)1/2
≥
∣∣∣∣∣h
∫ pi/h
−pi/h
sin(xh)|f |2
∣∣∣∣∣ .
Although in this case, when h tends to zero this relation does not converge to any uncertainty
relation since the right-hand side goes to zero, the study of this relation in the discrete setting
can be interesting.
The discrete operators which give this inequality are
S˜huk = khuk, A˜huk = iuk+1 + uk−1
2
.
Notice that we multiply by i so that A˜h is skew-symmetric and now d = 1 so k is a number,
not a tuple. The continuous versions of these operators are
S˜f = xf, A˜f = if,
and we see here that in the continuous setting we do not have an analogous uncertainty relation
since these operators commute and we would have the relation
2
(∫
R
|xf |2
)1/2(∫
R
|f |2
)1/2
≥ 0.
If we calculate the minimizing sequence, it corresponds in Fourier with the periodic function
g(x) = Cesin(xh)/αh and in the sequence space with ωhk = Cα,hi
−kIk (1/αh), so we have almost
the same sequence (forgetting the h) we had before. In Fourier, it is quite easy to check that the
minimizing function goes to zero when h goes to zero. It makes sense to have the same mimizing
sequence with a factor ik since we can go (assume for a moment h = 1 and d = 1) from (8) to
(12) by doing the change of variables y = x−π/2 which gives the factor ik in the sequence space.
The difference between the two cases is that in the first case the minimizing’s center was fixed,
but now it depends on h, as we can see in Figure 1. Moreover, in the first case the value at the
center of the Gaussian goes to a constant, but in the second case it goes to zero.
Figure 1. Minimizing function f(x) (left) and g(x) (right)
In this case the discrete uncertainty relation is
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(13)
∣∣∣∣∣h2
∞∑
k=−∞
uk+1 − uk−1
2
uk
∣∣∣∣∣
≤ 2
(
h
∞∑
k=−∞
|khuk|2
)1/2(
h
∞∑
k=−∞
∣∣∣∣uk+1 + uk−12
∣∣∣∣2
)1/2
.
3. Virial identity
In this section we are going to give a discrete Virial identity equivalent to (2), which relates
evolution equations to the inequalities (6) and (13). Then we will use it to obtain a dynamic
uncertainty principle equivalent to (3).
First of all we define the discrete Laplacian as the composition of the backward and the
forward difference operators, that is,
∆duk =
d∑
j=1
uk+ej − 2uk + uk−ej
h2
=
d∑
j=1
∂+j ∂
−
j uk,
where
∂+j uk =
uk+ej − uk
h
⇒ ∂−j uk =
uk − uk−ej
h
.
Notice that (∂+j )
∗ = −∂−j .
We have the following result, equivalent to (2),(3):
Theorem 3.1 (Dynamic discrete uncertainty principle). Assume u = (uk(t))k is a solution to
the discrete Schrödinger equation{
∂tuk = i∆duk, k ∈ Zd, t ∈ R,
uk(0) = u
0
k,
where u0 = (u0k)k ∈ H(Zd) such that
(14) hd
∑
k∈Zd
d∑
j=1
u0ku
0
k+ej
= 2.
For a real φ = (φk)k∈Zd we define
F (t) = hd
∑
k∈Zd
φk|uk(t)|2, a = hd
∑
k∈Zd
|khu0k|2 < +∞, b = hd
∑
k∈Zd
d∑
j=1
∣∣∣∣∣u
0
k+ej
− u0k−ej
2h
∣∣∣∣∣
2
< +∞.
Then, if φk is of the form φk1 + · · ·+ φkd ,
(15) F¨ (t) = 4hd
∑
k∈Zd
D2φkAhukAhuk − hd
∑
k∈Zd
∆2dφk|uk|2,
where
D2φk =
 ∂
+
1 ∂
−
1 φk 0
. . .
0 ∂+d ∂
−
d φk
 .
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Moreover, if φk = (k
2
1 + · · ·+ k2d)h2,
(16) F (t) = a+ 4bt2 ≥ a+ 4t
2
a
,
and, if these two convex parabolas intersect each other, they are the same parabola and the initial
datum is u0k = ω
h
k = Cα,hIk
(
1/αh2
)
, being the solution
(17) uk(t) = e
it∆dωhk = ω
h
k (t) = e
−2dit/h2Cα,h
d∏
j=1
Ikj
(
1 + 2αit
αh2
)
.
Remark 3.1. Observe that the Hessian is a diagonal matrix since ∂±j ∂
±
l φk = 0 for j 6= l. If we
do not make this extra assumption on φ, we get some extra terms in the expression of F¨ (t).
Remark 3.2. Notice that now Cα,h changes because of the normalization condition (14).
Proof. For convenience, we are going to use the notation that we have used in the continuous case.
That is, we say that u satisfies ∂tu = i
∑d
j=1 ∂
+
j ∂
−
j u and we denote F (t) =
∫
φ(x)|u(x, t)|2 dx.
We will need a discrete Leibniz rule, and there are many ways to write this discrete rule. For
example,
∂+j (φkuk) =
φk+ejuk+ej − φkuk
h
=
φk+ej − φk
h
uk +
uk+ej − uk
h
φk + h
uk+ej − uk
h
φk+ej − φk
h
,
which we denote ∂+j (φu) = u∂
+
j φ+φ∂
+
j u+h∂
+
j u∂
+
j φ. In the same way, we have another Leibniz
rule for ∂−j , ∂
−
j (φu) = u∂
−
j φ+ φ∂
−
j u− h∂−j u∂−j φ. Moreover, we have
(18)
∂+j u+ ∂
−
j u = 2∂
s
ju (symmetric difference operator),
∂+j u− ∂−j u = h∂+j ∂−j u.
Then, taking a time derivative we have, formally
F˙ (t) = 2ℜ
∫
φu∂tu = 2ℑ
d∑
j=1
∫
φu∂+j ∂
−
j u = −2ℑ
d∑
j=1
∫
∂+j (φu)∂
+
j u = −2ℑ
d∑
j=1
∫
∂+j φu∂
+
j u.
Taking another derivative and using the assumption on φk, the Leibniz rule and (18),
F¨ (t) = 4ℜ
d∑
j=1
∫
∂+j ∂
−
j φ∂
s
ju∂
+
j u−
d∑
j=1
∫
(∂+j ∂
−
j )
2φ|u|2 + h
d∑
j=1
∫
∂+j ∂
−
j ∂
+
j φ∂
+
j ∂
−
j uu
+ 2h
d∑
j=1
∫
∂+j ∂
−
j ∂
+
j φ|∂+j u|2 + h
d∑
j=1
∫
(∂+j ∂
−
j )
2φ∂−j uu.
On the other hand, following the same procedure, but interchanging the role of ∂+j and ∂
−
j ,
we get
F¨ (t) = 4ℜ
d∑
j=1
∫
∂+j ∂
−
j φ∂
s
ju∂
−
j u−
d∑
j=1
∫
(∂+j ∂
−
j )
2φ|u|2 − h
d∑
j=1
∫
∂−j ∂
+
j ∂
−
j φ∂
+
j ∂
−
j uu
− 2h
d∑
j=1
∫
∂−j ∂
+
j ∂
−
j φ|∂−j u|2 − h
d∑
j=1
∫
(∂+j ∂
−
j )
2φ∂+j uu.
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The sum of these two formulae and (18) gives
2F¨ (t) = 8
∫
D2φAhuAhu− 2
∫
∆2dφ|u|2
+ 2h
d∑
j=1
∫
∂+j ∂
−
j ∂
+
j φ|∂+j u|2 − 2h
d∑
j=1
∫
∂−j ∂
+
j ∂
−
j φ|∂−j u|2.
Finally, we notice that, for j = 1, . . . , d,
2h
∫
∂+j ∂
−
j ∂
+
j φ|∂+j u|2 − 2h
∫
∂−j ∂
+
j ∂
−
j φ|∂−j u|2 = 0.
Hence,
F¨ (t) = 4hd
∑
k∈Zd
D2φkAhukAhuk − hd
∑
k∈Zd
∆2dφk|uk|2.
Now, as in the continuous case, we take φk = |xk|2 = |kh|2 = h2(k21 + · · ·+ k2d), the discretiza-
tion of |x|2, and we get the two terms of the right-hand side of (6). Indeed,
D2φk = 2Id, ∆
2
dφk = 0,
where Id is the identity matrix of order d× d. Then,
F (t) = hd
∑
k∈Zd
|khuk(t)|2,
F¨ (t) = 8hd
∑
k∈Zd
d∑
j=1
∣∣∣∣uk+ej − uk−ej2h
∣∣∣∣2 .
Moreover,
...
F (t) = 0.
We can see this fact looking at our equation in the Fourier space. If we consider uk(t) = fˆ(k, t),
the equation ∂tuk = i∆duk is equivalent to
∂tf(x, t) = i
d∑
j=1
2 cos(xjh)− 2
h2
f(x, t) = −4i
d∑
j=1
sin2(xjh/2)
h2
f(x, t),
whose solution is
f(x, t) = exp
−4i d∑
j=1
sin2(xjh/2)t
h2
 f(x, 0).
Then it is quite obvious that the L2[−pih , pih ]d norm of f is preserved, and so it is the ℓ2 norm
of u. Since
(
(uk+ej − uk−ej )/2h
)
k
satisfies the same equation, F¨ (t) = F¨ (0). In the same way,
we can see that the normalization condition (14) is also preserved with the time. To make
these calculations rigorous we also use the equation in the Fourier space. Then, thanks to the
expression of the solution, it is quite easy to check that
(19) F (t) = ‖∇f(t)‖L2[−pi/h,pi/h] ≤ C(t‖f(0)‖L2[−pi/h,pi/h] + ‖∇f(0)‖L2[−pi/h,pi/h]) < +∞,
since u0 is in H(Zd). In fact, we can refine these estimate of F (t) to give it in terms of a and b,
but, since we are working on discrete spaces, b is controlled by ‖u0‖2.
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These facts allow us to write F (t) as a convex parabola, and, we can assume without loss of
generality F˙ (0) = 0 (if not, we make a translation in time). Then F (t) = a+4bt2. Furthermore,
by (6) and (14), the coefficients of this parabola satisfy the inequality
√
ab ≥ 1,
so (16) holds.
As in the continuous case, if the equality holds, then we know that for some α, (u0k)k = (ω
h
k )k
is the minimizing sequence. If we solve the equation{
∂tuk(t) = i∆duk(t), k ∈ Zd, t ∈ R,
uk(0) = ω
h
k = Cα,h
∏d
j=1 Ikj
(
1/αh2
)
,
we get, by properties of the modified Bessel functions (see [14])
eit∆dωhk = uk(t) = e
−2dit/h2Cα,h
d∏
j=1
∑
mj∈Z
Imj
(
1
αh2
)
Ikj−mj
(
2it
h2
)
= e−2dit/h
2
Cα,h
d∏
j=1
Ikj
(
1 + 2αit
αh2
)
,
hence, the solution has the same form as the initial datum, both are products of modified Bessel
functions of the first kind. 
Remark 3.3. For γ ∈ R, if we consider the equation
∂tuk(t) = i
d∑
j=1
uk+ej + γuk + uk−ej
h2
,
and we repeat all the calculations, we get to the same result. Note that multiplying uk by an
appropriate exponential term we can reduce this equation to
∂tvk(t) = i
d∑
j=1
vk+ej + vk−ej
h2
,
so dealing with this equation is enough to see the general case with γ, and, in particular, the
discrete Schrödinger equation (γ = −2).
Since in Fourier we also have the other periodic uncertainty principle, one can think that
this new discrete uncertainty relation (13), although it is not a discrete version of Heisenberg
uncertainty principle, satisfies another Virial identity, but the natural choice for the equation
(the composition of the “backward summation operator” and the “forward summation operator”
fails, fact that we have pointed out in the previous remark, since it would be the case γ = 2.
The question then is: Is there any equation (we restrict ourselves to the one dimensional case)
∂tuk = T uk ℓ2(Z)-invariant such that
F (t) = h
∞∑
k=−∞
|khuk(t)|2 ⇒ F¨ (t) = Ch
∞∑
k=−∞
∣∣∣∣uk+1(t) + uk−1(t)2
∣∣∣∣2 , ...F (t) = 0 ?
We present here two equations that answer the question in an affirmative way. Since these
two equations are not very different, we present a general result and later we will talk about the
equations in detail.
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Theorem 3.2. Assume u = (uk(t))k and v = (vk(t))k satisfy{
∂tuk = i
vk+1 − vk−1
2h
, ∂tvk = −iuk+1 − uk−1
2h
,
uk(0) = u
0
k, vk(0) = v
0
k,
where u0 = (u0k)k, v = (v
0
k)k ∈ H(Z) and
h2
∞∑
k=−∞
u0k+1 − u0k−1
2
u0k = 2.
We define
F (t) = h
∞∑
k=−∞
k2h2|uk(t)|2, a = h
∞∑
k=−∞
k2h2|u0k|2 < +∞, b = h
∞∑
k=−∞
∣∣∣∣u0k+1 + u0k−12
∣∣∣∣2 < +∞.
Then, if ∀k ∈ Z, ∀t, |uk(t)|2 = |vk(t)|2 and ℜ(uk+1(t)uk−1(t)) = ℜ(vk+1(t)vk−1(t)),
F¨ (t) = 2h
∞∑
k=−∞
∣∣∣∣uk+1(t) + uk−1(t)2
∣∣∣∣2 , ...F (t) = 0,
and the system is ℓ2(Z)-invariant. Moreover,
F (t) = a+ bt2 ≥ a+ t
2
a
,
and, if these two parabolas intersect each other, they are the same parabola and the initial datum
u0 is the minimizer of (13).
Proof. To begin with, we will prove the ℓ2(Z)-invariance. If we differentiate the equality given
by the hypothesis ‖u(t)‖2 = ‖v(t)‖2, then we have
ℜ
∞∑
k=−∞
i(vk+1 − vk−1)uk = −ℜ
∞∑
k=−∞
i(uk+1 − uk−1)vk.
Then adding this sums, dividing by 2 and using that ℑ(z) = −ℑ(z), we have
∂t‖u(t)‖2 = 1
2
ℑ
∞∑
k=−∞
(vkuk−1 − vkuk+1 + uk+1vk − uk−1vk) = 0.
Using the same procedure, we observe that
∂tℜ
∞∑
k=−∞
uk+1uk−1 = ∂tℜ
∞∑
k=−∞
vk+1vk−1 = 0,
which will be useful later.
Now,
F˙ (t) = h2ℜ
∞∑
k=−∞
k2i(vk+1 − vk−1)uk = −h2ℑ
∞∑
k=−∞
k2(vk+1uk − vk−1uk).
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Differentiating again we have
F¨ (t) = −h
2
ℜ
∞∑
k=−∞
k2(−uk+2uk + 2|uk|2 − |vk+1|2 − |vk−1|2 + 2vk+1vk−1 − uk−2uk)
=
h
2
ℜ
∞∑
k=−∞
(
(k − 1)2(uk+1uk−1 + |vk|2)− 2k2(|uk|2 + vk+1vk−1)
+(k + 1)2(|vk|2 + uk+1uk−1)
)
= hℜ
∞∑
k=−∞
(|uk|2 + uk+1uk−1) = 2h ∞∑
k=−∞
∣∣∣∣uk+1 + uk−12
∣∣∣∣2 .
Moreover, using the previous calculations it is now obvious that
...
F (t) = 0. Again, this formal
calculations are rigorous if we look at the system in the Fourier space, having a similar estimate
to (19). Now, assuming without loss of generality F˙ (0) = 0, and since by (13)
√
ab ≥ 1,
we have F (t) = a+ bt2 ≥ a+ t2/a, and if these two parabolas intersect each other, we have the
equality in (13) and then u0 has to be the minimizing sequence. 
Now we are going to solve the system using the Fourier method. The system that we want to
solve is  ∂tuk = i
vk+1 − vk−1
2h
uk(0) = u
0
k,
∂tvk = −iuk+1 − uk−1
2h
vk(0) = v
0
k.
We consider f0(x), g0(x) 2π/h−periodic functions such that
u0k = fˆ0(k), v
0
k = gˆ0(k) and uk(t) = (f(t))ˆ (k), vk(t) = (g(t))ˆ (k),
so the system in the Fourier space is
∂tf =
sin(xh)
h
g f(x, 0) = f0(x),
∂tg = − sin(xh)
h
f g(x, 0) = g0(x).
We have a system of two ODEs, whose solution is
f(x, t) =
f0(x)− ig0(x)
2
ei sin(xh)t/h +
f0(x) + ig0(x)
2
e−i sin(xh)t/h,
g(x, t) =
g0(x) + if0(x)
2
ei sin(xh)t/h +
g0(x)− if0(x)
2
e−i sin(xh)t/h.
Finally, we recover from these expressions the value of uk(t) and vk(t).
uk(t) =
∫ pi/h
−pi/h
f(x, t)e−ixkh dx, vk(t) =
∫ pi/h
−pi/h
g(x, t)e−ixkh dx.
We can prove the ℓ2(Z)−invariance in the Fourier space too, proving that the functions f and
g are L2[−π/h, π/h]−invariant. We only have to use that ‖f(t)‖2 = ‖g(t)‖2 ∀t, which is true
thanks to the hypothesis on uk and vk.
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The two equations we want to mention here are the cases when we set, on the one hand
vk = uk and, on the other hand, vk = (−1)k+1uk. It is easy to check that these two options
satisfy the hypothesis of the Theorem 3.2.
First case: vk = uk.
In this case we can state the Virial principle as follows:
Corollary 3.1. Assume u = (uk(t))k satisfies
∂tuk = i
uk+1 − uk−1
2h
, uk(0) = u
0
k,
where u0 = (u0k)k ∈ H(Z) and
h2
∞∑
k=−∞
u0k+1 − u0k−1
2
u0k = 2.
We define
F (t) = h
∞∑
k=−∞
k2h2|uk(t)|2, a = h
∞∑
k=−∞
k2h2|u0k|2 < +∞, b = h
∞∑
k=−∞
∣∣∣∣u0k+1 + u0k−12
∣∣∣∣2 < +∞.
Then,
F¨ (t) = 2h
∞∑
k=−∞
∣∣∣∣u0k+1 + u0k−12
∣∣∣∣2 ,
and the equation is ℓ2(Z)-invariant. Moreover,
F (t) = a+ bt2 ≥ a+ t
2
a
,
and, if these two parabolas intersect each other, they are the same parabola and the initial datum
u0 is the minimizer of (13).
In this case, since g0(x) = f0(−x), the solution to the equation is
uk(t) =
∫ pi/h
−pi/h
f(x, t)e−ixkh dx,
where
f(x, t) =
f0(x) − if0(−x)
2
ei sin(xh)t/h +
f0(x) + if0(−x)
2
e−i sin(xh)t/h.
In this case, the equation is a discrete version of the equation
∂tf = i∂xf.
If we take another time derivative, we get the wave equation ∂2t f = ∂
2
xf , so this equation gives
an L2-invariant factorization of the one dimensional wave equation. Using d’Alembert’s formula
we can see that the solution to this equation is
f(x, t) =
1
2
(
f0(x+ t) + f0(x− t)
)
+
i
2
(
f0(x+ t)− f0(x− t)
)
.
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If we take another time derivative in our discrete equation, as it can be expected we get a
discrete version of the wave equation
∂2t uk =
uk+2 − 2uk + uk−2
4h2
.
In the continuous setting, the analogous of this corollary is:
Proposition 3.1. Assume f satisfies
∂tf = i∂xf, f(x, 0) = f0(x),
and let F (t) =
∫
R
x2|f(x, t)|2 dx, then
F¨ (t) = 2
∫
R
|f(x, t)|2 = F¨ (0).
Second case: vk = (−1)k+1uk.
In this case we can state the Virial principle as follows:
Corollary 3.2. Assume u = (uk(t))k satisfies
∂tuk = i
(−1)kuk+1 + (−1)k−1uk−1
2h
, uk(0) = u
0
k,
where u0 = (u0k)k ∈ H(Z) and
h2
∞∑
k=−∞
u0k+1 − u0k−1
2
u0k = 2.
We define
F (t) = h
∞∑
k=−∞
k2h2|uk(t)|2, a = h
∞∑
k=−∞
k2h2|u0k|2 < +∞, b = h
∞∑
k=−∞
∣∣∣∣u0k+1 + u0k−12
∣∣∣∣2 < +∞.
Then,
F¨ (t) = 2h
∞∑
k=−∞
∣∣∣∣u0k+1 + u0k−12
∣∣∣∣2 ,
and the equation is ℓ2(Z)-invariant. Moreover,
F (t) = a+ bt2 ≥ a+ t
2
a
,
and, if these two parabolas intersect each other, they are the same parabola and the initial datum
u0 is the minimizer of (13).
In this case, since g0(x) = −f0 (x+ π/h), the solution to the equation is
uk(t) =
∫ pi/h
−pi/h
f(x, t)e−ixkh dx,
where
f(x, t) =
f0(x) + if0 (x+ π/h)
2
ei sin(xh)t/h +
f0(x)− if0 (x+ π/h)
2
e−i sin(xh)t/h.
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4. Properties of eit∆du0
Now we will see that the function (see (17)) ωhk (t) = e
it∆dωhk , where (ω
h
k )k is the minimizing
function to (6), and the solution to the Schrödinger equation g(x, t) with initial datum g0(x) =
e−α|x|
2/2 have got similar properties.
We recall that g0(x) satisfies the equation αxg0(x)+∇g0(x) = 0, which is a sum of a symmetric
and a skew-symmetric operator. It is easy to see that then g(x, t) satisfies
g = (αS +A)g = 0, where Au = ∇u, Su = xu+ 2it∇u.
Hence, the solution g(x, t) satisfies another equation with a symmetric and a skew-symmetric
operator. Moreover, if we denote Λ(t)f = xf + 2it∇f , we can see that
Λ(t)eit∆u0(x) = e
it∆Λ(0)u0(x) =⇒ Λ(t) = eit∆Λ(0)e−it∆ = eit∆xe−it∆,
where eit∆u0(x) stands for the solution to the problem{
∂tu(x, t) = i∆u(x, t), x ∈ Rd, t ∈ R,
u(x, 0) = u0(x).
We have the following result:
Theorem 4.1. Let ωh(t) = (ωhk (t))k be given by (17). Then
(Ah + αΛd(t))ωhk (t) = 0,
where Ah is skew-symmetric and Λd(t) is symmetric and given by
Ahuk(t) =
(
uk+ej (t)− uk−ej (t)
2h
)
j
, Λd(t)uk(t) = khuk(t) + 2itAhuk(t).
Moreover,
Λd(t)e
it∆du0k = e
it∆dΛd(0)u
0
k =⇒ Λd(t) = eit∆dΛd(0)e−it∆d = eit∆dkhe−it∆d .
Proof. As the skew-symmetric operator in both equations is the same in the continuous case,
Au = ∇u, we will compute Ahωhk (t) and we will see that we get the symmetric operator from
there. Using the recurrence of the function Ikj (z) we have, for j = 1, . . . , d,
ωhk+ej (t)− ωhk−ej (t)
2h
=
e−2dit/h
2
Cα,h
2h
(
Ikj+1
(
1 + 2αit
αh2
)
− Ikj−1
(
1 + 2αit
αh2
))∏
l 6=j
Ikl
(
1 + 2αit
αh2
)
= −αkjhe
−2dit/h2Cα,h
1 + 2αit
d∏
l=1
Ikl
(
1 + 2αit
αh2
)
= − αkjh
1 + 2αit
ωhk (t).
Hence, ωhk (t) satisfies the equation (Ah + αΛd)ωhk (t) = 0.
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Furthermore, using again the recurrence of Ik(z) we have
Λd(t)e
it∆du0k = khe
−2dit/h2 ∑
m∈Zd
u0m
d∏
l=1
Ikl−ml
(
2it
h2
)
+
 it
h
e−2dit/h
2 ∑
m∈Zd
u0m
(
Ikj−mj+1
(
2it
h2
)
− Ikj−mj−1
(
2it
h2
))∏
l 6=j
Ikl−ml
(
2it
h2
)
j
=
e−2dit/h2 ∑
m∈Zd
u0m
(
kjh− it
h
2(kj −mj)h2
2it
) d∏
l=1
Ikl−ml
(
2it
h2
)
j
=
e−2dit/h2 ∑
m∈Zd
mjhu
0
m
d∏
l=1
Ikl−ml
(
2it
h2
)
j
= eit∆dΛd(0)u
k
0 .

5. Uncertainty principles for finite sequences
In this section we are going to see some uncertainty relations for finite sequences in one
dimension u = (uk)
k=N
k=−N . The motivation comes from [9], where the author gives an uncertainty
relation for the DFT considering discrete versions of the position and momentum operators,
but, using his words, the minimizer does not “bear much of a connection with the natural of the
Gaussian in this context”. Here, we introduce a slight modification of his operators in order to
relate the new minimizer to the Gaussian. The main difference between this approach and the
one in [9] is that here we introduce a new parameter which allows us to recover the Gaussian
in a limiting process which consists in two steps. First we recover the minimizing function of
the periodic uncertainty principle (8), and then, as we have seen in Section 2 we approach the
Gaussian when the period of the minimizing function tends to infinity. Moreover, we give two
uncertainty relations truncating the operators we have studied in Section 2 and assuming periodic
and Dirichlet conditions.
5.1. The case of the Discrete Fourier Transform. The operators we propose here are
(20) Sh =
 q−N 0. . .
0 qN
 , Ah = 1
2h

0 1 0 · · · −1
−1 0 1 · · · 0
0 −1 0 . . . 0
. . .
. . .
1 0 · · · −1 0
 ,
where
qk =
(2N + 1)h
2π
sin
(
2πk
2N + 1
)
, k = −N, . . . , N.
Remark 5.1. In [9], the author considered the coefficients (in this case for sequences (uk)
k=N
k=0
and h = 1/2)
q˜k = sin
(
2πk
N
)
.
DISCRETE UNCERTAINTY PRINCIPLES AND VIRIAL IDENTITIES 21
With this choice of q˜k, the uncertainty principle in [9] has a nice representation for ‖Ahu‖2
in terms of the DFT, but, as we have said above, there is no relation between the minimizer and
the Gaussian.
Then if we consider the DFT of a sequence
uˆk =
1√
2N + 1
N∑
j=−N
uje
−2piikj/(2N+1), k = −N, . . . , N,
the uncertainty principle can be written as
(21) 2
(
h
N∑
k=−N
q2k|uk|2
)1/2h N∑
k=−N
sin2
(
2pik
2N+1
)
h2
|uˆk|2
1/2 ≥ |〈−[Sh,Ah]u, u〉| ,
or
(22) 2
(
h
N∑
k=−N
q2k|uk|2
)1/2(
h
N∑
k=−N
(
2π
(2N + 1)h2
)2
q2k|uˆk|2
)1/2
≥ |〈−[Sh,Ah]u, u〉| .
As we know, the minimizer ωh = (ωhk,N )k=−N,N satisfies the relation (Sh + αAh)ωh = 0, for
α 6= 0. Here we will assume that α = 1 and the initial condition ωh0,N = 1. Now we want to
relate this minimizer to the classical Gaussian, but what we are going to see is that this minimizer
converges to the minimizer of the periodic uncertainty principle sated in Section 2.
From (21) and (20) we know that the minimizing sequence satisfies the system, for k =
−N, . . . , N
qkω
h
k,N +
ωhk+1,N − ωhk−1,N
2h
= 0, k = −N, . . . , N
with the conditions ωh0,N = 1, ω
h
N+1,N = ω
h
−N,N and ω
h
−N−1,N = ω
h
N,N . Now we define the
function fLj (x) as
fLj (x) =
{
ω
|x|/j
sign(x)j,⌈jL/|x|⌉, if 0 6= |x| ≤ L,
1, if 0 = x < L.
The equation that solves the minimizing sequence is a discrete version of the equation, for
x ∈ [−L,L]
L
π
sin
(πx
L
)
ω(x) + ω′(x) = 0.
Therefore, we should have that the continuous limit of the sequence should be the minimizing
function of the periodic uncertainty principle shown in Section 2 (8) and (10), now with the
initial condition ω(0) = 1, and the role of h played by the quantity piL . Hence, as we have shown
in Section 2, if we let L tend to∞, then we recover the Gaussian. In Figure 2, we can see how the
minimizing sequence approaches the minimizing function of the periodic uncertainty principle.
In order to see the convergence of the minimizer we slightly change qk to
qk =
Nh
π
sin
(
πk
N
)
, k = −N, . . . , N.
and the general case follows directly from this case. The result is the following:
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Figure 2. Graphic representation of the minimizing sequence and the mini-
mizer of the periodic uncertainty principle in two cases. We see here that when
L is large the minimizing sequence approaches the Gaussian. We also see that
the convergence in the tails is slower than in the center of the interval.
Theorem 5.1. Given x and L > 0 such that x ∈ [−L,L],
lim
j→∞
fLj (x) = e
L2(cos(pix/L)−1)/pi2.
Proof. To begin with, we point out that, since q0 = 0, we have, by induction ω
h
k,N = ω
h
−k,N ,
so from now on we will only have in mind x positive. On the other hand, if x = 0, then we
do not have nothing to prove. Moreover, this symmetry in the minimizing sequence allows us
to construct the solution to the system by an iterative process starting from ωhN,N to ω
h
1,N . We
have then that
ωhk,N =
1
[2hqk, . . . , 2hqN−1, 1 + 2hqN ]
1
[2hqk−1, . . . , 1 + 2hqN ]
· · · 1
[2hq1, . . . , 1 + 2hqN ]
,
where
[a0, a1, · · · , an] = a0 + 1
a1 +
1
. ..+ 1an
.
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To deal with this product of continued fractions, we use Theorem 149 in [10], which states
that the continued fraction [a0, a1, . . . , ar] is a rational number
pr
qr
, where pr and qr are given by
the recurrence
p0 = a0, p1 = a1a0 + 1, pn = anpn−1 + pn−2 (2 ≤ n ≤ r),
q0 = 1, q1 = a1, qn = anqn−1 + qn−2 (2 ≤ n ≤ r).
Hence, fLj (x) = ω
x/j
j,⌈jL/x⌉ =
sj
tj
, where
sj =
(
1 + 2xj q⌈jL/x⌉ 1
) j+2∏
m=⌈jL/x⌉−1
(
2xj qm 1
1 0
)(
2xj qj+1
1
)
,
tj =
(
1 + 2xj q⌈jL/x⌉ 1
) 3∏
m=⌈jL/x⌉−1
(
2xj qm 1
1 0
)(
4x
2
j2 q1q2 + 1
2xj q1
)
.
Remark 5.2. The notation
∏j+2
m=⌈jL/x⌉−1
(
2xj qm 1
1 0
)
represents that the first matrix is the
one with index m = ⌈jL/x⌉− 1, the following matrix is the one with index m = ⌈jL/x⌉− 2, and
so on.
We will assume here that j, ⌈ jLx ⌉ ≡ 0, (mod 4) and the other cases follow a similar argument.
Moreover, we will study separately the behaviour of the numerator and the denominator.
In the case of the numerator, we can write sj in the following way:
sj =
⌈Lj/x⌉−j∑
u=0
au, where
a0 = 1, au =
(
2x
j
)u ⌈ ⌈Lj/x⌉−u2 ⌉∑
l1=j/2+1
⌈
⌈Lj/x⌉−u
2
⌉∑
l2=l1
· · ·
⌈
⌈Lj/x⌉−u
2
⌉∑
lu=lu−1
q2l1−1q2l2 . . . q2lu+u−2,
for 1 ≤ u ≤ ⌈Ljx ⌉ − j.
When u is fixed, au converges to an integral expression when j tends to infinity. To clarify
this, we consider the case u = 1, that is, the sum
2π
⌈Lj/x⌉
⌈Ljx ⌉/2∑
l=j/2+1
(⌈
Lj
x
⌉
x
jπ
)2
sin
(
π(2l − 1)
⌈Lj/x⌉
)
.
This sum represents a partition of step 1⌈Lj/x⌉ of the interval
[
j/2+1
⌈Lj/x⌉ ,
1
2
]
. Moreover, we have
that Lpi ≤ ⌈Ljx ⌉ xjpi ≤ Lpi + xjpi . This and the fact that when j tends to infinity the interval tends
to
[
x
2L ,
1
2
]
imply that we can bound from below and from above the limit by the same quantity,
so we can conclude that
lim
j→∞
a1 =
2L2
π
∫ 1/2
x/2L
sin(2πz) dz.
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For the general case, au will converge to an iterated integral by the same reasons. More
precisely,
lim
j→∞
au =
(
2L2
π
)u ∫ 1/2
x/2L
∫ 1/2
x1
. . .
∫ 1/2
xu−1
sin(2πx1) . . . sin(2πxu) dxu . . . dx1
=
(
2L2
π
)u(∫ 1/2
x/2L
sin(2πz) dz
)u
1
u!
=
(
L2
π2
(1 + cos(πx/L))
)u
1
u!
.
Now we are going to see that we can interchange the limit with the sum, using Weierstrass
criterion. For that, we are going to bound all the sine functions by 1 and get bounds that are
independet of u. Bounding the sine functions we get
⌈Lj/x⌉−j∑
u=0
au ≤
⌈Lj/x⌉−j∑
u=0
(
2x
j
)u( ⌈Lj/x⌉−j
2 +
[
u
2
]
u
)
≤

⌈Lj/x⌉−j
2∑
u=0
+
⌈Lj/x⌉−j∑
j=
⌈Lj/x⌉−j
2
( ⌈Lj/x⌉−j2 + [u2 ]
u
)
= I + II.
To begin with, we can make II as small as we want when j is big enough. Indeed, these
binomial coefficients form two decreasing sequences, one is generated by the case u even and the
other one by the case u odd. Assume that u = 2m is even,( ⌈Lj/x⌉−j
2 +m
2m
)
≥
( ⌈Lj/x⌉−j
2 +m+ 1
2m+ 2
)
⇔ 5m2 + 7m+ 2 ≥
(⌈Lj/x⌉ − j
2
)2
+
⌈Lj/x⌉ − j
2
,
which is true because 2m ≥ ⌈Lj/x⌉−j2 . On the other hand, if u = 2m+ 1 is odd, then( ⌈Lj/x⌉−j
2 +m
2m+ 1
)
≥
( ⌈Lj/x⌉−j
2 +m+ 1
2m+ 3
)
⇔ 5m2 + 12m+ 7 ≥
(⌈Lj/x⌉ − j
2
)2
,
which is true as well. Moreover, it is quite obvious to check that (recall that
j, ⌈Lj/x⌉ ≡ 0 (mod 4), so ⌈Lj/x⌉−j2 is even)( ⌈Lj/x⌉−j
2 +
⌈Lj/x⌉−j
4
⌈Lj/x⌉−j
2
)
≥
( ⌈Lj/x⌉−j
2 +
⌈Lj/x⌉−j
4
⌈Lj/x⌉−j
2 + 1
)
.
Therefore, we have that au ≤
(
2x
j
) ⌈Lj/x⌉−j
2 (3 ⌈Lj/x⌉−j4
⌈Lj/x⌉−j
2
)
, ∀u ≥ ⌈Lj/x⌉−j2 . Observe that we can
improve this estimate since in this way we are decreasing the power of xj in each au to the power
of xj in a ⌈Lj/x⌉−j
2
, but this is enough to prove the convergence. The last bound allows us to say
that
⌈Lj/x⌉−j∑
u=
⌈Lj/x⌉−j
2
au ≤
(
2x
j
) ⌈Lj/x⌉−j
2
(
3 ⌈Lj/x⌉−j4
⌈Lj/x⌉−j
2
)⌈Lj/x⌉ − j
2
.
The next step consists in proving that this number tends to zero when j tends to infinity. To
prove that, we are going to use the Stirling’s approximation
√
2πnn+1/2e−n ≤ n! ≤ nn+1/2e−n+1,
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we have that, after some manipulations
(
2x
j
) ⌈Lj/x⌉−j
2
(
3 ⌈Lj/x⌉−j4
⌈Lj/x⌉−j
2
)⌈Lj/x⌉ − j
2
≤
(
3
√
3x
j
)(⌈Lj/x⌉−j)/2√
3
2
e
2π
(⌈Lj/x⌉ − j)1/2 −−−→
j→∞
0.
Hence, given ǫ > 0, it exists j0 such that ∀j ≥ j0,
⌈Lj/x⌉−j∑
u=
⌈Lj/x⌉−j
2
au ≤ ǫ.
Now we have to deal with I, that is, the part 0 ≤ u ≤ ⌈Lj/x⌉−j2 . We treat this part of sj in
a similar way, using again Stirling’s approximation. We will distinguish the cases u even and u
odd, although the estimate is deduced exactly in the same way. For u even we have
au ≤
(
2x
j
)u( ⌈Lj/x⌉−j+u
2
u
)
≤ e
1−u
√
2πu!
(⌈Lj/x⌉ − j + u
⌈Lj/x⌉ − j − u
)1/2(⌈Lj/x⌉ − j + u
⌈Lj/x⌉ − j − u
)(⌈Lj/x⌉−j−u)/2 (
x⌈Lj/x⌉
j
− x+ ux
j
)u
.
Taking logarithms and using that log(1 + x) ≤ x we see that
e−u
(⌈Lj/x⌉ − j + u
⌈Lj/x⌉ − j − u
)(⌈Lj/x⌉−j−u)/2
≤ 1.
Moreover, 0 ≤ u ≤ ⌈Lj/x⌉−j2 ⇒ ⌈Lj/x⌉ − j − u ≥ ⌈Lj/x⌉−j2 , and
x⌈Lj/x⌉
j
− x+ ux
j
≤ 3L
2
,
since ⌈z⌉ ≤ z + 1. Therefore, we have the following bound, independent of j, for au,
au ≤
√
3
2π
(
3L
2
)u
e
u!
, for u even.
Now we consider the case u odd. Using the same formula,
au ≤
(
2x
j
)u( ⌈Lj/x⌉−j+u−1
2
u
)
≤ e
1−u
√
2πu!
(⌈Lj/x⌉ − j + u− 1
⌈Lj/x⌉ − j − u− 1
)(⌈Lj/x⌉−j−u)/2 (
x⌈Lj/x⌉
j
− x+ x(u− 1)
j
)u
.
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Again, e−u
(
⌈Lj/x⌉−j+u−1
⌈Lj/x⌉−j−u−1
)(⌈Lj/x⌉−j−u−1)/2
≤ 1, while now, the fact that ⌈Lj/x⌉−j2 is even
and u is odd tells us that
u ≤ ⌈Lj/x⌉ − j
2
− 1⇒ ⌈Lj/x⌉ − j − u− 1 ≥ ⌈Lj/x⌉ − j
2
,
u ≤ ⌈Lj/x⌉ − j
2
+ 1⇒ u− 1 ≤ ⌈Lj/x⌉ − j
2
,
x⌈Lj/x⌉
j
− x+ x(u − 1)
j
≤ 3L
2
,
so, therefore
au ≤
√
3
2π
(
3L
2
)u
e
u!
, for u even,
and it is clear that
I ≤
∞∑
u=0
√
3
2π
(
3L
2
)u
e
u!
< +∞.
Hence, by Weierstrass criterion,
lim
j→∞
⌈Lj/x⌉−j
2∑
u=0
au =
∞∑
u=0
lim
u→∞
au =
∞∑
u=0
(
L2
π2
(1 + cos(πx/L))
)u
1
u!
= eL
2(1+cos(pix/L))/pi2 .
If j or ⌈Lj/x⌉ are not of the form 4n with n integer, the proof is the same, we only have to
take care of the summation limits in the expression of sj , but once we know this expression, we
can follow this argument.
Now we have to apply this procedure to the denominator tj . Assuming again that ⌈jL/x⌉ ≡ 0
(mod 4), we have that
tj =
⌈Lj/x⌉∑
u=0
bu, where
b0 = 1, bu =
(
2x
j
)u ⌈Lj/x⌉2 −[u−12 ]∑
l1=1
⌈Lj/x⌉
2 −[u−12 ]∑
l2=l1
· · ·
⌈Lj/x⌉
2 −[ u−12 ]∑
lu=lu−1
q2l1−1q2l2 . . . q2lu+u−2,
for 1 ≤ u ≤ ⌈Lj/x⌉. We can use the same argument we have used above to show that
bu −−−→
j→∞
(
2L2
π
)u ∫ 1/2
0
∫ 1/2
x1
. . .
∫ 1/2
xu−1
sin(2πx1) sin(2πx2) . . . sin(2πxu)dxu . . . dx2dx1,
and, again,(
2L2
π
)u ∫ 1/2
0
∫ 1/2
x1
. . .
∫ 1/2
xu−1
sin(2πx1) sin(2πx2) . . . sin(2πxu)dxu . . . dx2dx1,
=
(
2L2
π
∫ 1/2
0
sin(2πz)dz
)u
1
u!
=
(
2L2
π2
)u
1
u!
,
and this implies that, using again Weierstrass criterion,
lim
j→∞
tj = e
2L2/pi2 .
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Finally, we have
lim
j→∞
fj(x) =
eL
2(1+cos(pix/L))/pi2
e2L2/pi2
= eL
2(cos(pix/L)−1)/pi2,
exactly the minimizer of the periodic uncertainty principle setting there h = piL and the initial
condition ω(0) = 1. 
5.2. Periodic case. In this case we will consider the following symmetric and skew-symmetric
operators, represented by the matrices
(23) Sper =
 −Nh 0. . .
0 Nh
 , Aper = 1
2h

0 1 0 · · · −1
−1 0 1 · · · 0
0 −1 0 . . . 0
. . .
. . .
1 0 · · · −1 0
 .
Since the operators, acting over sequences (uk)
N
k=−N , are represented by a symmetric and a
skew-symmetric matrix respectively, the operators are symmetric and skew-symmetric respec-
tively.
The commutator [Sper ,Aper ] is represented by the matrix SperAper −AperSper , so we have
[Sper ,Aper ]uk =

NuN − u−N+1/2, k = −N,
−uk+1/2− uk−1/2, k = −N + 1, · · · , N − 1,
Nu−N − uN−1/2, k = N,
and, after some calculations we have
〈−[Sper ,Aper ]u, u〉 = hℜ
N−1∑
k=−N
ukuk+1 − 2Nhℜ(uNu−N )
= h
N∑
k=−N
|uk|2 − h
2
2
h
N−1∑
k=−N
∣∣∣∣uk+1 − ukh
∣∣∣∣2
− h
2
(|u−N |2 + |uN |2 + 4Nℜ(uNu−N)) .
Now we look for the minimizing sequence ω = (ωhk,N )
N
k=−N that satisfies the identity in the
last equality. For this sequence, (Aper + αSper)ω = 0, that is
(24)

(ωh−N+1,N − ωhN,N)/2h− αNhωh−N,N = 0,
(ωhk+1,N − ωhk−1,N )/2h+ αkhωhk,N = 0, k = −N + 1, . . . , N − 1,
(ωh−N,N − ωhN−1,N )/2h+ αNhωhN,N = 0.
We can solve this system and write ωhk,N in terms of ω
h
0,N using continued fractions. Then,
studying the limit of ωhk,N when N tends to infinity, we can see that, if we solve the system with
the initial condition ωh0,N = ω0,
ωhk,N −−−−→
N→∞
Ik(1/αh
2)
I0(1/αh2)
ω0,
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which was the minimizing sequence of our first uncertainty principle. We do not give the details
of this here because it is a bit easier to do that in the next case. Then we have the following
result:
Theorem 5.2. For all u = (uk)
N
k=−N
|〈−[Sper ,Aper ]u, u〉|
≤ 2
(
h
N∑
k=−N
|khuk|2
)1/2(
h
N−1∑
k=−N+1
∣∣∣∣uk+1 − uk−12h
∣∣∣∣2 + ∣∣∣∣u−N+1 − uN2h
∣∣∣∣2 + ∣∣∣∣u−N − uN−12h
∣∣∣∣2
)1/2
,
and the equality is attained for the sequence (ωhk,N ) satisfying (24). Moreover, when we let N
tend to ∞, this sequence tends to the minimizer of (6).
Now we are going to see that we do not have a Virial identity in this finite case. In order to
simplify, we set h = 1.
The equation we consider here is
∂tuk = i(uk+1 − 2uk + uk−1), k = −N + 1, . . . , N − 1,
∂tuN = i(u−N − 2uN + uN−1),
∂tu−N = i(u−N+1 − 2u−N + uN ).
Differentiating
∑N
k=−N |uk(t)|2 we notice that this quantity is invariant.
Now we differentiate F (t) =
∑N
k=−N k
2|uk|2, getting
F˙ (t) = 2ℑ
N∑
k=−N+1
(1 − 2k)ukuk−1.
F¨ (t) = 2ℜ
(
−2
N−1∑
k=−N+1
uk+1uk−1 + 2
N∑
−N+2
|uk−1|2
+(2N − 1)(u−NuN−1 − |uN |2 − |u−N |2 + u−N+1uN)
)
.
In the classic and ℓ2(Z) cases, F¨ (t) = C ≥ 0. Furthermore, F¨ (t) was 8 times the momentum
term on the uncertainty principle. This is not the case of the Periodic case, since
F¨ (t) = 8
(
N∑
k=−N
∣∣∣∣uk+1 − uk−12
∣∣∣∣2 + (2N + 1)
(
u−NuN−1 + u−N+1uN − |uN |2 − |u−N |2
4
))
,
where we make the identification uN+1 = u−N and u−N−1 = uN . As we can see, F¨ (t) is not a
positive constant. We can take another derivative to check that
...
F (t) = CNℑ(3uNuN−1 − u−NuN2 + u−N+2uN − 3u−N+1u−N ) 6= 0,
and we also have
N = 3, u(0) = (0, 1, 0, 0, 0, 1, 0) ⇒ F¨ (0) = 8 ≥ 0,
N = 3, u(0) = (2, 1, 0, 0, 0, 1, 0) ⇒ F¨ (0) = −12 ≤ 0.
Remark 5.3. If we had that F¨ (t) is the momentum term, then we would have that
...
F (t)=0.
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5.3. Dirichlet case. Now we consider the Hilbert space
Hdir = {a = (ak)Nk=−N : aN = a−N = 0},
and the operators
(25) Sdir =
 −Nh 0. . .
0 Nh
 , Adir = 1
2h

0 0 0 · · · 0
−1 0 1 · · · 0
0 −1 0 · · · 0
. . .
. . .
0 0 · · · 0 0
 .
These operators are the same operators we take in (20) but with a slight modification in Adir
in order to send a sequence in Hdir to another sequence in Hdir. Thanks to this, both operators
acting on sequences in Hdir give another sequence in Hdir and they are respectively symmetric
and skew-symmetric.
The uncertainty principle now is very similar to the one we get above, but we have to take into
account that the first and the last components of the sequences are zero and then the uncertainty
principle is, ∀u ∈ Hdir,
(26)
∣∣∣∣∣h
N−1∑
k=−N+1
|uk|2 − h
2
2
h
N−1∑
k=−N
∣∣∣∣uk+1 − ukh
∣∣∣∣2
∣∣∣∣∣ =
∣∣∣∣∣ℜh
N−1∑
k=−N+1
uk+1uk
∣∣∣∣∣
≤ 2
(
h
N−1∑
k=−N+1
|khuk|2
)1/2(
h
N−1∑
k=−N+1
∣∣∣∣uk+1 − uk−12h
∣∣∣∣2
)1/2
.
Now we want to see who the minimizing sequence is in this inequality. This sequence ω =
(ωhk,N )
N
k=−N ∈ Hdir, as before, has to satisfy (αSdir + Adir)ω = 0, that is, ωhN,N = ωh−N,N = 0
and
αkhωhk,N +
ωhk+1,N − ωhk−1,N
2h
= 0⇐⇒ ωhk+1,N +2αkh2ωhk,N = ωhk−1,N , k = −N +1, . . . , N − 1.
Considering the equation k = 0, we have that ωh1,N = ω
h
−1,N , and, by induction, we easily see
that ωh−k,N = ω
h
k,N , k = −N + 1, . . . , N − 1, and, by an iterative process
(27)
ωhk,N =
1
[2kαh2, . . . , 2(N − 1)αh2]
1
[2(k − 1)αh2, . . . , 2(N − 1)αh2] · · ·
1
[2αh2, . . . , 2(N − 1)αh2]ω
h
0,N ,
where
[a0, a1, · · · , an] = a0 + 1
a1 +
1
. ..+ 1an
.
In order to compute the value of each continued fraction, we use again (see Section 5.1)
Theorem 149 in [10], and we observe that
[2kαh2, . . . , 2(N − 1)αh2] = (−1)
N+kKk−1(1/αh2)IN (1/αh2) + Ik−1(1/αh2)KN (1/αh2)
(−1)N+k+1Kk(1/αh2)IN (1/αh2) + Ik(1/αh2)KN (1/αh2) .
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Since we know that IN (1/αh
2) tends to zero and KN(1/αh
2) ≃ CN ! when N tends to infinity,
we have
[2kαh2, . . . , 2(N − 1)αh2] −−−−→
N→∞
Ik−1(1/αh2)
Ik(1/αh2)
,
hence, from (27), under the assumption that ωh0,N = ω0 for all N ,
ωhk,N −−−−→
N→∞
Ik(1/αh
2)
Ik−1(1/αh2)
Ik−1(1/αh2)
Ik−2(1/αh2)
· · · I1(1/αh
2)
I0(1/αh2)
ω0 =
Ik(1/αh
2)
I0(1/αh2)
ω0.
Therefore we recover the minimizing sequence of the first uncertainty principle we have seen
here.
Theorem 5.3. For all u = (uk) ∈ Hdir the inequality (26) holds, and the equality is attained
for the sequence (ωhk,N ) given by (27). Moreover, when we let N tend to ∞, this sequence tends
to the minimizer of (6).
Wondering about the existence of an analogue of (2) in this Dirichlet case (we simplify again
h = 1), we consider a solution to the discrete Schrödinger equation
∂tuk = i(uk+1 − 2uk + uk−1), k = −N + 2, . . . , N − 2,
∂tuN−1 = i(−2uN−1 + uN−2),
∂tu−N+1 = i(u−N+2 − 2u−N+1).
It is easy to check that this equation is Hdir−invariant.Moreover,
F˙ (t) = 2ℑ
N−1∑
k=−N+2
(2k − 1)ukuk−1.
Taking another derivative,
F¨ (t) = 2ℜ
(
−2
N−2∑
k=−N+2
uk+1uk−1 + 2
N−1∑
−N+3
|uk−1|2 − (2N − 3)|uN−1|2
− (2N − 3)|u−N+1|2
)
.
In the classic and ℓ2(Z) cases, F¨ (t) = C ≥ 0. Furthermore, F¨ (t) was 8 times the momentum
term on the uncertainty principle. This is not the case of the Dirichlet case, since
F¨ (t) = 8
(
N−1∑
k=−N+1
∣∣∣∣uk+1 − uk−12
∣∣∣∣2 − (2N − 2) ∣∣∣uN−12 ∣∣∣2 − (2N − 2) ∣∣∣u−N+12 ∣∣∣2
)
.
Moreover, F¨ (t) is not a positive constant. We can take another derivative to check that
...
F (t) = CNℑ(uN−2uN−1 + u−N+2u−N+1) 6= 0,
where CN is a constant which depends on N . We also have
N = 3, u(0) = (0, 1, 0, 0, 0, 1, 0) ⇒ F¨ (0) = −12 ≤ 0,
N = 3, u(0) = (0, 1, 2, 0, 0, 1, 0) ⇒ F¨ (0) = 4 ≥ 0.
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Remark 5.4. Even if we had that F¨ (t) is the momentum term, then
...
F (t) would not be zero, as
we can see differentiating the momentum term, being this a difference between the Dirichlet case
and the Periodic case.
Remark 5.5. The non-existence of a convex parabola like (3) in these finite cases makes sense,
since, as we have said in the introduction, in the continuous case, when the periodic Schrödinger
equation is considered, there is no equivalent to Theorem 1.1.
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