Abstract: Fiber-reinforced polymer ͑FRP͒ composites, in the form of pultruded laminates or built-up woven fabrics, are being used widely to strengthen existing concrete and masonry structures. The success of these materials in performing their intended functions depends, to a large extent, on how well they are bonded to themselves and to the substrate. There is a need for an efficient and reliable method to detect and characterize defects at the substrate interface and within multi-ply systems. Infrared thermography is well suited for this purpose because it is inherently sensitive to the presence of near-surface defects and can interrogate large areas efficiently. Before infrared thermography can be developed into a standard methodology, however, an understanding is needed of the effects of testing parameters and different types of defects. A multiyear study is under way to develop this understanding through the use of controlled-flaw experiments and finite-element modeling. This paper reports on the initial phases of this study. An experimental setup is described for measuring the emissivity of a carbon FRP composite and for obtaining a well-defined heat pulse. Good agreement was found between experimental thermal response parameters and those calculated from finite-element models of controlled-flaw specimens. This agreement provides assurance of the validity of parametric studies based on numerical simulations.
Introduction
The most widespread application of advanced materials in civil engineering structures is the use of fiber-reinforced polymer ͑FRP͒ composites. Most FRP materials are used as thin laminates or structural members. In civil engineering applications, FRP composites are playing a major role in the rehabilitation of existing civil infrastructure ͑Karbhari and Seible 1999; Watson 2000͒. For these applications, composite layers or laminates are bonded to existing reinforced concrete and masonry structures using adhesives such as epoxy resins. The bonded FRP composite acts as an external reinforcement to enhance the structural capacity of the rehabilitated structure. The quality of the bond between the FRP and the substrate is critical for the optimum performance of the composite system. Quality control of the final product is required for the reliable performance of any new material incorporated into a structural system. Presently, there are no standard quality control procedures to assess the integrity of bonded FRP composite systems used in civil engineering applications.
The best nondestructive evaluation ͑NDE͒ technique to detect and characterize a defect depends on the smallest flaw size to be detected, the size of the structure being tested, and the environment in which the inspection is carried out. The ideal NDE method must be able to detect reliably the smallest size flaw that is of concern, and must be able to inspect large areas as well as localized areas. Further, it must be efficient in terms of labor and equipment, nonobtrusive to the surrounding environment, and convenient to the users of the structure.
Infrared ͑IR͒ thermography is an inspection method currently used successfully to locate subsurface flaws in FRP laminates bonded to concrete ͑Hawkins et al. 1999͒. Trial inspections performed by the Federal Highway Administration and the New York Department of Transportation ͑Alampalli et al. 2001͒ , among others, confirmed that infrared thermography is a promising NDE method, considering testing speed and the ability to detect flaws. Inspections using infrared thermography, however, are primarily focused on the qualitative assessment of the state of the structure. The qualitative nature of the results is due to the complex relationships among the variables affecting the thermal response of the bonded laminates. The need for defect characterization, not just defect detection, has promoted research in quantitative infrared thermography. Knowledge of the fundamental parameters affecting heat transfer and infrared testing is needed to develop the foundation for the quantitative thermographic inspection of civil structures. Therefore, experimental and analytical studies are needed to determine the capabilities and limitations of IR ther- mography for the quantitative assessment of FRP bonded to concrete and masonry.
The National Institute of Standards and Technology ͑NIST͒, in collaboration with the Massachusetts Institute of Technology ͑MIT͒, is carrying out experimental and analytical research to establish the scientific bases for the development of a standard methodology for using infrared thermography in the nondestructive evaluation of concrete and masonry structures strengthened with FRP composites. This paper presents the initial experimental results of the NIST/MIT program. First, the theoretical principles of IR thermography are summarized. Then, the experimental setup and test procedures are described. Finally, the results of finite-element models ͑FEM͒ are compared with experimental results.
Theoretical Principles
Infrared thermography, as a tool for nondestructive subsurface flaw detection, is based on the principle that heat transfer in any material is affected by the presence of subsurface flaws or any other change in material thermal properties. The changes in heat flow cause localized energy differences on the surface of the test object, which can be measured using an infrared detector or radiometer. Through data processing, the measured infrared radiation levels are transformed into their corresponding temperature distributions and recorded in the form of thermograms ͑isotherm plots͒. Irregularities in the thermogram indicate the presence of subsurface anomalies in the test object. The relationships between the surface temperature and emitted radiation are based on the Stefan-Boltzmann ͓Eq. ͑1͔͒ and Wien displacement ͓Eq. ͑2͔͒ principles ͑Ede 1967͒
where Wϭradiant intensity ͑W/m 2 ͒; ϭemissivity of the test object ͑unitless͒; ϭStefan-Boltzmann constant (5.67 ϫ10 Ϫ8 W/m 2 /K 4 ); Tϭabsolute temperature ͑K͒; ϭwavelength of the maximum radiation intensity ͑m͒; and bϭWien displacement constant ͑2,897 m/K͒. Eq. ͑1͒ relates the surface temperature to the emitted energy and Eq. ͑2͒ relates the surface temperature to the maximum wavelength of the emitted energy. For temperatures close to room temperature, the energy is in the infrared region of the electromagnetic spectrum.
Flaw detection and characterization in civil engineering structures require active thermography, in which thermal energy is applied externally and transient heat transfer phenomena occur. Defect characterization needs the use of time-resolved IR thermography ͑Maldague 1993͒. Using this technique, the surface temperature of the test object is monitored and analyzed as a function of time, instead of being monitored statically at one particular point in time.
Quantitative characterization of internal anomalies requires an understanding of transient heat transfer phenomena. A brief review of the theory provides insight into the material properties that are involved. Starting with the general case, heat transfer in a homogeneous material is governed by the theory of diffusion ͑Lienhard 1981͒ and is given by the following differential equation:
where ""ϭdivergence operator; Kϭheat conductivity tensor;
"ϭgradient operator; Tϭtemperature; Qϭinternal heat energy; ϭdensity; cϭspecific heat; and tϭtime. If the change in the conductivity tensor is relatively small with respect to the temperature of the material, Eq. ͑3͒ simplifies to
where " 2 ϭLaplacian operator. In the Cartesian coordinate system, the Laplacian operator is defined as
These equations cannot be solved in closed form, except for simple cases. One such case is that of one-dimensional heat flow in a semiinfinite object whose surface temperature is raised suddenly and kept constant. Transient heat flow occurs until thermal equilibrium is reached. During transient heat flow, the temperature at any given point changes as a function of time. Onedimensional transient heat flow theory states that this temperature change occurs in a nonlinear manner, as follows ͑Lienhard 1981͒:
where T d ϭtemperature at any depth z in the object; T ϱ ϭapplied constant surface temperature; T i ϭinitial temperature of the solid; erfϭGaussian error function; tϭtime; and ␣ϭthermal diffusivity of the material. Thermal diffusivity is defined as
where kϭthermal conductivity; ϭdensity; and cϭspecific heat. Thermal diffusivity describes how fast a material heats up or cools down under transient conditions. In cases where an object of arbitrary shape, and with heterogeneous thermal properties, is subjected to an externally applied heat source, numerical methods, such as the finite-element method or finite difference method, are needed to solve the differential equations and obtain temperature histories at discrete points in the object. In summary, during transient conditions, surface temperature variations caused by internal anomalies in an object depend on the elapsed time and the type, size, and depth of the anomalies. Surface temperature is measured by measuring the emitted radiation. Accurate measurement of the surface temperature depends on surface and material characteristics such as emissivity, and on environmental factors such as convection cooling, atmospheric attenuation, and other sources of interference.
Thermal Response Parameters
Nondestructive testing using infrared thermography involves the use of an external thermal stimulus to produce the required transient heat transfer condition. In this study, the thermal stimulus is idealized as a step thermal pulse of magnitude q and duration , which is applied over the surface of the test object. Surface temperatures above the flaw and in the background, where no internal flaw is present, are recorded ͑Fig. 1͒. The quantities of interest include the maximum surface temperature and the thermal signal. The maximum surface temperature occurs above the flaw and at the end of the thermal pulse. The thermal signal is defined as
where ⌬Tϭthermal signal; T defect ϭsurface temperature above the flaw; and T background ϭsurface temperature at a point above the sound material and sufficiently distant from the flaw. Two additional values, the maximum thermal signal, ⌬T max , and the time to reach the maximum thermal signal, t s , are also important thermal response parameters.
Experimental Configuration
The results to be discussed are from the initial studies of the project. As such, the paper focuses on the measurement of basic parameters required for infrared thermography and on the results obtained from a simple controlled-flaw specimen. The controlled-flaw specimen was constructed by using a 610 ϫ250ϫ45 mm precast concrete slab as the substrate. Two pultruded carbon FRP ͑CFRP͒ laminates were bonded to the substrate, as shown in Fig. 2 . The laminates are available commercially and contain unidirectional carbon fibers. Each laminate had the following dimensions: 609ϫ102ϫ1.3 mm. The laminates were bonded to the concrete substrate using a bonding epoxy supplied by the manufacturer. Eight ''flaws'' were created by placing different materials at the interface between the concrete substrate and the CFRP laminate. Each flaw was approximately 25ϫ25 mm in plan. The materials used to simulate flaws and their approximate thickness are summarized in Table 1 . Since the fabrication of controlled voids is problematic, one of the objectives was to determine whether there is a material that would produce results similar to an air void.
Two thermocouples were placed in the bonding epoxy between the concrete and the CFRP laminate, as illustrated in Fig. 2 . Additionally, a heat flux transducer with an internal thermocouple was placed on the surface of the laminate. The thermocouples and the heat flux transducer were linked to a data acquisition system. Fig. 3 is a schematic of the test system used in this study. Using this configuration, only a 0.35 m section of one laminate could be inspected at a time. The components are discussed subsequently.
As mentioned in the Introduction, the detection and characterization of subsurface flaws require an external heat source to produce the desired transient heat transfer conditions. Moreover, a short duration, high intensity thermal pulse is ideal for producing highly transient behavior. As discussed elsewhere ͑Starnes et al. 2002͒, selection of the thermal input requires attaining a balance between the desired thermal signal ͑surface temperature differential between the damaged and sound material͒ and the maximum allowable surface temperature. This balance is achieved by optimizing the heat flux intensity and the heating period. In practice, the inspector could choose between using a short duration heating period with a high intensity heat flux, or vice versa. Parametric studies indicate that for civil engineering applications, a lower intensity heat flux with a longer heating period ͑for example, seconds instead of microseconds͒ provides the balance between the thermal signal and maximum surface temperature ͑Starnes et al. 2002͒ .
Two 250 W infrared heating lamps mounted at 200 mm on center were used for the thermal input. An aluminum frame was made to hold the heating lamps and an aluminum shutter. The shutter was necessary to block radiation from the lamps after they were turned off. This was required so that the heat pulse would be similar to the step pulse used in the analyses. The shutter was kept open during heating by suspending it from the top of the frame using an electromagnet. At the end of the heating pulse, an electrical trigger turned off the lamps and the current supplied to the electromagnet, and the shutter fell in front of the lamps. The output heat flux of the heating module was measured to verify the homogeneity of the heating. The heating module was placed so that the lamps were 0.33 m from the surface of the specimen. This distance was selected because it provided enough heat flux input for an adequate signal, and it allowed viewing of the testing area by the IR camera. The heat flux at the surface of the specimen was measured at intervals of 20 mm along a line parallel to the lamps. The average measured heat flux between the two lamps was 1,650 W/m 2 and the standard deviation was 80 W/m 2 . An infrared camera with a nitrogen-cooled HgCdTe ͑mercury-cadmium-telluride͒ detector, in combination with data acquisition and real-time analysis software, was used to record the surface temperature. The infrared camera operates in the long wavelength infrared spectral band ͑8-12 m͒, thus minimizing the atmospheric attenuation of received radiation. The detector has a sensitivity of 0.08°C at 30°C and a measurement accuracy of Ϯ1°C. Data acquisition was triggered when the heating lamps were turned on. The scanner recorded data at a rate of 15 Hz.
Determination of Material Emissivity
The Stefan-Boltzmann principle ͓Eq. ͑1͔͒ relates the surface temperature of an object to the radiation emitted by it. This relationship is affected by the emissivity characteristics of the surface of the material. Emissivity is the ratio of the radiance of a body at a given temperature to the radiance of a blackbody at the same temperature ͑ASTM 2001͒. The accurate determination of surface emissivity, and compensation for it, is key for the correct measurement of the surface temperature by using an infrared camera.
The standard methodology for determining emissivity is described in ASTM E 1933 ͑ASTM 2000͒. The contact thermometer method described in the standard was used in this study. First, the surface temperature of the FRP laminate was measured using a copper/constantan thermocouple ͑American National Standards Institute Type T, special limits, 0.010 mm in diameter͒. Each thermocouple was embedded in epoxy resin in a shallow groove cut into the FRP laminate so that half of the perimeter of the wire was in contact with the composite and the other half was in contact with air.
In accordance with ASTM E 1933, the test specimen was heated so that the surface reached at least 10°C above ambient temperature. To avoid rapid cooling of the surface, the specimen was heated in an oven to a temperature of 45°C. As a result, cooling of the surface was slow enough to allow for the estimation of the emissivity of the surface.
The test specimen was located at 0.55 m from the infrared camera and placed perpendicular to the line of view of the camera. The perpendicular placement of the test object is important because emissivity varies with the angle of view. Surface temperatures adjacent to the thermocouple were measured with the infrared camera using spot meters, which are measurement tools used by the analysis software to determine the temperature at a point. Specifically, the spot meter averages the temperature of the pixels around the chosen point. Surface temperatures were measured at three points next to a thermocouple using three spot meters. The emissivity value used by the software was varied in order to match the temperature measured with the thermocouple and the temperature indicated by the software. Measurements were repeated 55 times, for a total of 165 emissivity values that ranged from 0.77 to 0.84. The average emissivity of the FRP laminate was 0.80, with a standard deviation of 0.016. Thus, the expanded uncertainty interval is 0.80Ϯ0.03, for a coverage factor of kϭ2.
Determination of Heat Flux
The surface temperature of the FRP laminate and the thermal signal depend on the input thermal pulse. The input thermal pulse has two parameters that may be varied-the duration of the pulse and the magnitude of the heat flux. The pulse duration is easily controlled. For this particular experiment, the pulse duration was set to 10 s using a signal generator and an external trigger. The lamps were triggered to turn on. After 10 s, the signal generator sent a signal to the trigger circuit board to turn off the lamps and the electromagnet holding the shutter. The shutter fell and the heat flow to the test specimen was stopped.
The second parameter that needs to be determined is the magnitude of the thermal pulse. This parameter depends on the power of the heating source and its distance from the test object.
The incident heat flux was measured using a heat flux sensor placed on the surface of the FRP laminate. Measurements were made with the heating lamps located 0.33 m from the surface of the FRP laminate. To measure the heat flux that the specimen would be subjected to during thermography testing, the heat flux sensor was placed at the same position ͑with respect to the heating lamps͒ that the flawed specimen would be placed during thermography testing. For convenience, this position will be referred to as Location A throughout the rest of the paper. Location A was located at the centerline between both lamps to ensure uniform heating of the area being tested ͑Fig. 4͒.
Three heat flux measurements were obtained. The maximum magnitude of the heat flux was 1,750 W/m 2 measured at 10 s. Table 2 summarizes the input heat flux data, and Fig. 5 shows the recorded shape of one of the heat pulses as measured by the heat flux sensor.
An important consideration for comparison with the numerical simulations is that the heat flux sensor measures the incident heat flux, q incident . This heat flux, however, needs to be adjusted to determine the amount that is absorbed by the FRP. The fraction of the incident heat flux absorbed by the surface of a material is referred to as absorptivity. Kirchhoff's law relates the absorptivity of a surface to its emissivity, as follows ͑Ö zişik 1985͒:
where (T)ϭspectral emissivity for the emission of radiation at temperature T; and ␣ (T)ϭspectral absorptivity for radiation coming from a blackbody at temperature T. Thus, the absorbed radiation can be expressed as q absorbed ϭq incident (10) Therefore, the heat flux absorbed by the FRP is 80% of the incident heat flux measured by the sensor.
IR Thermography Test Procedure
The first part of the experimental study was qualitative in nature, and was intended to evaluate the potential for the detection of each simulated flaw embedded in the test object. For this purpose, the entire surface of the specimen was heated and the temperature was recorded using the infrared camera and associated software. The qualitative nature of the test did not require the measurement of the applied heat flux. Heating, in this case, was done by sweeping a heat lamp along the length of the FRP at a distance of 50 mm from the surface and at a speed of approximately 0.15 m/s. This technique is similar to the method used in practice ͑Hawkins et al. 1999͒. The resulting thermogram in Fig. 6 shows that all eight simulated flaws were detectable. The most visible flaws were Numbers 5, 6, and 8, which corresponded to lowconductivity fabric, air, and ceramic paper, respectively ͑Figs. 2 and 6͒. Flaw Number 4 ͑masking tape͒ and Flaw Number 7 ͑para-film͒ produced the smallest signals and were barely detectable.
The thermogram clearly indicates the location of the subsurface flaws and the sensors bonded to the surface of the specimen ͑i.e., heat flux sensor and thermocouple wires͒. In practice, this quick technique could be used to easily detect and locate subsurface flaws. Actual characterization of the flaw, however, requires measurement of surface temperatures as a function of time.
For comparison of the test results with numerical simulations, the air-void flaw ͑Flaw Number 6͒ was selected for further study. The reason for the choice was twofold, as follows:
• The air void provided a significant thermal signal and • The material properties of air are known, thus reducing uncertainty in the numerical modeling. During the qualitative test, it was observed that the shape of the air void was not square as intended. This meant that epoxy had flooded over the ''wire dam'' that was used to try to create a square-shaped void. Thus, it was recognized that the geometry of the flaw was different than intended. To estimate the thickness of the air void, seven measurements of the height of the FRP laminate were taken using a caliper. From the known laminate thickness, the mean value of the epoxy thickness was 0.9 mm with a standard deviation of 0.2 mm. The thickness of the air void was thus assumed to be 0.9 mm for the purpose of numerical simulation. The next part of the experimental study concentrated on quantitative thermography testing of the air void. The heating lamp was placed at 0.33 m from the surface of the specimen. The specimen was placed so that the air void was positioned at the same location relative to the heat lamps as was the heat flux sensor during the heat flux measurement ͑Position A, as mentioned in the previous section͒. The duration of the thermal pulse was set to 10 s. During the test, thermogram data were recorded at 15 Hz for a period of 60 s.
Two inspection procedures were investigated. The first procedure involved two tests. In the first test, the air void was at Location A. In the second test, an unflawed region of the specimen was placed at Location A. Temperature data were analyzed at the same location using the same spot meter. The signal as a function of time was obtained by subtracting the temperature data of the second measurement (T background ) from the temperature data of the first measurement (T defect ). This setup may seem unnecessary; however, it ensured that both T background and T defect were measured for the same heat flux input. This detail was important for the comparison with analytical results. Additionally, it allowed for a comparison with the second quantitative thermography test, to be described.
A 10-point averaging filter that computes a moving average of the temperature data was used to smooth the signal. The smoothed signal output is presented in Fig. 7 . The maximum signal was 2.9°C, and it occurred 12 s after the start of heating. This test produced a maximum surface temperature of 28.7°C at the location of the flaw.
The second procedure involved one test. This would be similar to actual field testing. The specimen was positioned so that the air void was at Location A. The recorded data were analyzed by using two spot meters; one was placed above the center of the flaw to measure T defect , and the other was placed 15 mm from the apparent boundary of the air void ͑over undamaged material͒ to measure T background . In this case, the maximum signal was 2.7°C; it also occurred 12 s after the start of heating. The maximum surface temperature was 28.4°C. The smoothed signal as a function of time is presented in Fig. 8 .
The two tests gave essentially the same results. This provides some assurance that the signals shown in Figs. 7 and 8 are valid.
Analytical Modeling
The next phase of the study focused on the comparison of the experimental results with the results of numerical modeling.
As mentioned, solutions to transient thermal problems by direct integration of the governing differential equations are only possible for the simplest of conditions. The alternative approach is to solve the governing equations using numerical methods, such as the finite-element method. This allows the investigator to examine the effects of different parameters in an efficient manner. However, it is necessary to ensure that the numerical model is correct by comparison with experimental data.
The finite-element method was used to simulate thermographic testing of the air void in the controlled-flaw specimen. Three models were used. The first model did not consider convection cooling. The second and third models incorporated convection cooling due to moving air, as would be typical of air-conditioned offices ͑10 W/m 2 •K͒ and drafty laboratories ͑25 W/m 2 •K͒. The air speeds that are characteristic of these environments are 0.25 and 1.0 m/s ͑''Heating'' 1999͒. These values were used to compute the heat transfer coefficients for convection cooling. For simplification purposes, surface cooling due to radiation loss was not considered.
Simulation Models
The numerical simulations were performed using a generalpurpose finite-element software package. To reduce computation time, two-dimensional models were used; that is, the models were considered to be infinite in the third direction. The physical object to be modeled consisted of a 127 mm long by 20 mm thick concrete slab covered with one laminate of CFRP. The CFRP laminate was 1.33 mm thick. A 0.9 mm thick by 25.4 mm long air void was introduced at the center of the specimen between the concrete substrate and the composite laminate. The bonding layer was modeled as a 0.9 mm thick layer of epoxy. The physical model is shown on the left side of Fig. 9 . Since the air void was located at the centerline of the model, the numerical model was simplified by using plane symmetry. Thus, only one-half of the object was modeled, as shown on the right side of Fig. 9 . The material properties used in the model were those of concrete for the substrate, air for the defect, CFRP for the bonded composite, and epoxy for the bonding agent. The CFRP laminate had the fibers running in the longitudinal direction ͑x-direction in Fig. 9͒ . The material properties of air and concrete were gathered from the literature, and those of the FRP and epoxy were estimated from data provided by the manufacturers. The thermal properties of carbon FRP vary significantly among products. The differences are due to the volumetric fraction of fibers used ͑which is usually greater than 68%͒ and the material properties of the fibers and the polymer matrix. In addition, thermal properties of carbon fiber may vary widely. For example, a commercially available high-strength fiber is reported to have a thermal conductivity of 9.38 W/m•K, while its high-modulus counterpart is reported to have a thermal conductivity of 68.7 W/m•K. Since the material properties of the FRP composite used in this study were unknown, the values were estimated from available information. The values of the material properties used in the finite-element simulations are listed in Table 3 .
The numerical model was meshed using 2D solid elements and surface elements. The solid elements were eight-node quadrilateral elements. Surface elements were used to simulate convective cooling. The 2D plane surface elements had two nodes. An extra node was added and linked to the surface elements to provide the input for the ambient temperature. Each node in the model had one degree of freedom, temperature. Mapped meshing was used to allow direct control of the element size. The global element size was set to 0.1 mm. Mesh refinement was applied to the thin composite layer and at the FRP/concrete interface. The thickness of the composite laminate was subdivided into four elements, while the thickness of the flaw was subdivided into three elements. The rest of the concrete substrate was meshed using a graded mesh with a finer mesh at the top and a coarser mesh at the bottom of the specimen. The average element size in the y-direction for the concrete was 0.00263 m, with a ''spacing ratio'' of 20. The spacing ratio is the ratio of the dimension of the largest element to the dimension of the smallest element.
The analysis was defined as a transient heat transfer problem. The applied heat pulse was based on the measured pulse shown in Fig. 5 , as modified by Eq. ͑10͒. Uniform heating of the top surface was assumed. Convection cooling was applied to the top surface for the second and third simulations, and the heat transfer coefficients for the models were 10 and 25 W/m 2 •K, respectively. Adiabatic conditions (dT/dxϭ0 and dT/dyϭ0) were assumed for the additional surfaces. The assumptions are realistic, since the thermal pulse did not reach the bottom of the concrete slab during the duration of testing. The initial temperature for the simulations was 22.8°C, which represented the initial temperature of the specimen measured during testing. Perfect contact between the materials was assumed. Automatic time stepping with a minimum step of 0.008 s and a maximum step of 0.1 s was set for the analyses.
Comparison of Results
Experimental measurements were compared with analytical results in terms of the following three thermal response parameters: maximum surface temperature (T max ), maximum thermal signal (⌬T max ), and time for maximum signal (t s ).
The numerical simulations provided interesting results. For example, the maximum surface temperature was affected slightly by convection cooling, and varied from 29.1°C for no convection to 28.7°C for a heat transfer coefficient of 25 W/m 2 •K. The maximum surface temperatures measured in the two experiments were 28.7°C and 28.4°C.
The maximum thermal signal for the simulations ranged from 2.5°C to 2.9°C, while the experiments resulted in maximum thermal signals of 2.7°C and 2.9°C.
The time for the maximum signal was 12 s for both experimental tests. The simulations provided values of 12.5, 12, and 11.7 s for the convection coefficients of 0, 10, and 25 W/m 2 •K, respectively. Table 4 summarizes the experimental and analytical response parameters.
Comparison of the thermal signal as a function of time, however, showed a systematic difference between the measured and computed results. As shown in Fig. 10 , the experimental thermal signal decayed at a faster rate than did the analytical results. This difference may be the result of assumptions of the model. The model was assumed to be two-dimensional and uniformly heated, which means no heat flow in the z-direction ͑normal to the cross section shown in Fig. 10͒ . In reality, this would not be the case and the rate of temperature drop would be expected to be higher. This will be verified through 3D modeling. For the purpose of quantitative nondestructive testing, the primary thermal response parameters are T max , ⌬T max , and t s . The analytical and experimental results are in good agreement, and provide reassurance that the analytical model is valid. On this basis, a series of parametric studies have been completed ͑Starnes et al. 2002͒ . These studies indicate that the time for the maximum signal is related to the depth of the flaw. This relationship will be verified in subsequent controlled-flaw studies.
Conclusions
The research described in this paper involved both experimental measurements and numerical simulations of infrared thermography testing of FRP laminates applied to concrete.
A controlled-flaw specimen was used to study the response of different materials used to simulate flaws at the interface of the FRP laminate and concrete substrate. The results showed that all simulated flaws could be detected, and that the low-conductivity fabric material gave a response similar to that of an air void.
An experimental system was developed to allow measurement and control of the heat pulse. This was necessary to allow for a comparison of measured thermal response parameters with those computed using numerical models.
Numerical simulations were performed using 2D models of the controlled-flaw specimen. Three cases were simulated to represent different levels of convective cooling of the surface. The measured thermal responses associated with the air void were compared with the analytical results. It was found that the amount of convective cooling had minor effects on the maximum signal and the time to maximum signal. The good agreement between the experimental and analytical results provided assurance that numerical simulations could be used to study the effects of different test parameters. The results of these studies will provide the basis for quantitative infrared thermography in which not only the presence but also the characteristics of a flaw can be established.
