In this paper, we study the existence and uniqueness of the solution of nonlocal boundary value problems of nonlinear nth-order q-difference equations. The uniqueness follows from the well-known Banach contraction principle. We prove that those q-solutions, under some conditions, converge to the classical solution when q approaches 1 -. A new numerical algorithm is introduced via definition of q-calculus for solving the nonlocal boundary value problem of nonlinear nth-order q-difference equations. The numerical experiments show that the algorithm is quite accurate and efficient. Moreover, numerical results are carried out to confirm the accuracy of our theoretical results of the algorithm.
Introduction and preliminary
Ordinary differential equations (ODEs) give a description of phenomena that change continuously. They play an important role in physics, engineering and mathematics. Generally, a solution of a system of ODEs is determined by specifying some conditions on some points in a domain. One of the interesting problems which arises in many subjects of physical science is a boundary value problem (BVP). Specific conditions of BVPs are imposed at different values of the independent variable, for instance, consider the Robin problem
u (t) + f t, u(t), u (t) =  ()
with the boundary conditions 
where η ∈ (, ), is called the nonlocal problem. Note that (), () is a particular case of (), () when we have the limit η →  -.
Nonlocal BVPs seem to be more interesting than the local ones not only they are more natural but also because of their numerous applications. Moreover, in the numerical experiment, the calculation of the value of a local boundary condition, such as u () in (), is more difficult than that of the nonlocal condition (u(η) -u())/(η -) in (). For more information as regards nonlocal BVPs see [-] and [] .
Recently, the study of q-difference equations has played an important role in various fields of physics and mathematics, especially in quantum mechanics, due to its numerous applications. Starting from the re-introduction of the q-difference operator by Jackson [] in , the subject of q-difference equations has been deeply studied by several authors; some examples of results can be found in [-] and [] .
The existence and uniqueness of solutions of q-difference BVPs have been studied by several authors; see [, , ]. For nonlocal q-difference problems, Ahmad and Nieto [] recently proved that a solution to the problems given by
n : n ∈ N} and α =  η  , does exist and it is unique. In this paper, for a given positive integer n, we study the existence and uniqueness of the solution of the following nonlocal boundary value problem of nonlinear singular nthorder q-difference equations:
where η ∈ [, ] q and m is a non-negative integer with m ≤ n -, α =  η n- , and f is a con-
In the last section of this paper, we proceed to its numerical solution and give the comparison with the ordinary difference equations.
Preliminary
In order to introduce our results, we recall some needed concepts about q-calculus and q-difference equations. From now let  < q < . The q-difference operator, re-introduced by Jackson, is defined by
while the q-derivative at zero is defined by
Note that when the left limit as q approaches  of the q-derivative is a classical derivative df dt
. The higher order q-derivatives are defined inductively as
Further, for a multivariable real continuous function f (x  , x  , . . . , x n ), the partial qderivative with respect to x i is defined as
For x i = , the partial q-derivative with respect to x i at zero is defined by
Also, the higher order partial q-derivative with respect to x i is defined as
In , Jackson [] has generalized the so-called q-integral, firstly introduced by Thomae [] , in the following way:
provided that the series converges, and generally
Denote by
Remark that the fundamental theorem of q-calculus is D q I q f (t) = f (t), and if f is continu-
Let k be a real or complex number, the kth basic number is defined by
The q-analog of the binomial coefficient can be defined as
We will also use the notation
The q-analog of the power function (a -b)
proved the q-analog of Cauchy's formula as follows:
The q-Leibniz product rule and q-integration by parts formula are
respectively. 
Existence and uniqueness of solutions
u q = max ≤k≤m D k q u q,∞ , u ∈ C q , m ≤ n -, where u q,∞ = max t∈[,] q u(t) .
Lemma . Define the Green function G(t, s; q) by G(t, s; q)
=  [n -] q ! (t -qs) (n-) q + t n- [α(η -qs) (n-) q -( -qs) (n-) q ]  -αη n- , ≤ s < min{η, t}; =  [n -] q ! t n- [α(η -qs) (n-) q -( -qs) (n-) q ]  -αη n- , ≤ t < s < η < ; =  [n -] q ! (t -qs) (n-) q - t n- ( -qs) (n-) q  -αη n- , ≤ η < s < t ≤ ; =  [n -] q ! - t n- ( -qs) (n-) q ( -αη n- ) , ≤ max{η, t} < s ≤ . ()
Then u(t) is a solution of () if and only if
q u) n-times and using the q-analog of the Cauchy formula, we obtain
where a j , j = , , , . . . , n -, are arbitrary constants. In fact, we have
Using the boundary conditions
Substituting the values of a  , a  , . . . , a n- in (), we obtain (). This completes the proof.
Remark . If q approaches  on the left, then equation () takes the form
with the associated form of Green's function for the classical case defined by
This solution is equivalent to the solution of a classical nonlinear nth-order boundary value problem,
where f is a continuous function in
To accomplish the main results, we define an integral operator
Obviously, T q is well defined and it is easy to see that u ∈ C m q is a solution of BVP () if and only if u is a fixed point of T q .
The following lemma will be required in our investigation.
Proof The result is directly obtained by equation ().
Lemma . For any positive integer m, we have
Proof Since ( -qs)
In order to state our main result, we firstly define
By applying Lemma . and Lemma ., we can estimate the constants G q,k+ , k = , , . . . , m, by
In the case m = n -, we have
where
Based on Banach's fixed point theorem [], we obtain the following result. 
Then the boundary value problem () has a unique solution, provided q G q < , where
Proof According to the Banach contraction theorem, if T q is a contractive mapping then it has a unique fixed point which coincides with the unique solution of problem (). To obtain the contractive property of T q , let u, v ∈ C m q and for each t ∈ I q , we have
It was shown in Lemma . that for each k = , , . . . , m
Therefore, we obtain Tu -Tv q ≤ q G q u -v q . The required result comes from the assumption q G q < .
By letting q approach , we obtain the following existence and uniqueness result for the classical nonlinear nth-order boundary value problem.
Theorem . Let f : [, ] × R m+ → R be a continuous function, and there exist positive
Then the boundary value problem () has a unique solution, provided G < , where = m j= L j ∞ and G = lim q→ -G q .
Numerical experiments
In this section, we prove the error estimate between the q-difference solution and the classical solution. Let u q be the solution of () and u be the solution of (). We note here that, for any function f : [, ] × R m+ → R in problem (), for convenience its restriction
q ×R m+ will be written as f when we consider problem (), similarly to the function u, so that u -u,∞ is well defined.
Theorem . Let f : [, ] × R m+ → R be a continuous function satisfying the Lipschitz condition (). If max{
Proof To prove the error estimate, the following bounds are valid by Theorem . and Theorem .:
respectively. It is easy to see that
Thus, we have
Considering the middle term T n u  -T n q u  q,∞ , we obtain
Hence,
The inequality () follows by letting n → ∞, we obtain (). Moreover, if u  = u, we have Tu  = u  and this implies
This completes the proof.
Next, we will apply the q-Picard iterative method to solve some q-nonlinear boundary value problems and compare the approximate solutions with their exact solutions. In order to identify the method, we first establish the correctional function for () as
where u n represents the nth-order approximate.
Starting from the initial iteration u  (t), the successive approximate solutions can be obtained by calculating the q-integral appeared in (). Occasionally, it might be difficult to calculate the q-integration directly due to the nonlinearity of f (t, ·).
Now we shall present the explicit algorithm for solving an approximate solution of the q-integral via operator T q defined above. Letq N be the time scale which given as {q n |n ∈ N} ∪ {}, where  is the cluster point ofq N . For the numerical computations, the interval [, q] is partitioned into N subintervals. Recall that the analog maximum errors are defined as
where u n is the approximate solution with n iterations and u * is the analytic solution.
Recall that the q-derivative of u n (t) at t = q j is defined as
and hence the boundary condition gives
where we use u n (q N+ ) ≈ . By the inductive step, we obtain
for k = , , . . . , n -. In the case k = n -, the n - times derivative of u n (t) at t =  can be defined by
Then we can estimate D
We can calculate the u  (q k ) = Tu  (q k ), where k = , , , . . . , N -, and we have the quan-
can be estimated by the above method.
Similarly, the following estimations are obtained:
By the definition of T q and the time scale [, q], we can obtain u  (q k ) = T q u  (q k ) by assuming the value of q N ≈ . That is,
By using the values of u k- (t), for all t ∈ [, ] q , we can repeatedly calculate the u k (t), for k = , , . . . , n. Next, we present two numerical experiments to illustrate the efficiency of the proposed algorithm. The computer programs are written in MATLAB by choosing N = ,.
Example . Let us first consider the
By using Theorem ., we only can obtain the existence and uniqueness of solution of problem (.), however, it is not difficult to show this, and the exact solution is u(t) =
With u  =  and N = , we apply the numerical schemes for solving this problem. Table  shows the errors for q = ., ., ., . at the various values of iteration. It seems that the approximation u n converges faster when q is large. Figure  presents the q-approximate solution for the different values of n on the left side and it presents the maximum error on the right side with q = .. In Figure  , the absolute errors with several values of q and the maximum errors are plotted with n = . Furthermore, we also compute the error between q-approximate solution, u  , and the exact solution obtained by the classical ODE; the results are shown in Table  .
Finally, Figure  We find that
We shall show that the BVP has a unique solution. We have q = L and C  = /[] q so that
Here γ = ( -q k )/( -q k ).
We can roughly estimate that
So, this problem has a unique solution provided L < (+q+q  )  +q k . Some examples of the function G q are shown in Figure  with α =  on the left and α =  on the right. In these cases, it is observed that we have the maximum values of G q < . and G q < . when α =  and α = , respectively. By using Theorem ., we obtain the existence and uniqueness of problem ., however, we cannot obtain its exact solution. Hence, we will apply the numerical scheme to obtain its numerical solution. 
