Lack of explanation and occlusion are the major problems for interactive visual knowledge discovery, machine learning and data mining in multidimensional data. This 
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Shifted Paired Coordinates: Challenge and Opportunity to Better Visualization
The Shifted Paired Coordinates (SPC) visualization of n-D data requires splitting n coordinates X 1 -X n to pairs producing n/2 non-overlapping pairs (X i ,X j ), such as (X 1 ,X 2 ), (X 3 ,X 4 ), (X 5 ,X 6 ),…,(X n-1 ,X n ) [Kovalerchuk, 2014; Kovalerchuk, Grishin, 2017 , Kovalerchuk, 2018 . In SPC, each pair (X i ,X j ) is represented as a separate orthogonal Cartesian Coordinates (X,Y), where X i is X and X j is Y.
In SPC visualization design each coordinate pair (X i ,X j ) is shifted relative to other pairs to avoid their overlap. This creates n/2 scatter plots. Next in SPC, for each n-D point x=(x 1 ,x 2 ,…,x n ), the point (x 1 ,x 2 ) in (X 1 ,X 2 ) is connected to the point (x 3 ,x 4 ) in (X 3 ,X 4 ) and so on until point (x n-2 ,x n-1 ) in (X n-2 ,X n-1 ) is connected to the point (x n-1 ,x n ) in (X n-1 ,X n ) to form a directed graph x*. Figure 1 shows the same data visualized in SPC in two different ways due to different pairing of coordinates. The challenge is that it is impractical to conduct interactive search of efficient sequences of pairs of coordinates for the large number of sequences. The total number of pairs of n coordinates is the number of combinations C(n,2)=n!/((n-2)!×2!), e.g., 45 for n=10. Next, there are multiple different sequences of the same set of n/2 pairs, e.g., (X 1 ,X 2 ),(X 3 ,X 4 ),(X 5 ,X 6 ),…,(X n-1 ,X n ) and (X 5 ,X 6 ),(X 3 ,X 4 ),(X 1 ,X 2 ),…,(X n-1 ,X n ).The number of these sequences (orders) is (n/2)! for the same set of n/2 pairs, e.g., (10/2)!=120 for n=10. Thus, the total number of sequences of all pairs of n coordinates is (n/2)!×C(n,2)= (n/2)!×n!/((n-2)!×2!) and for n=10 it is 45×120=5400.
The analyst cannot observe all of them to find one with the best visual separation of classes. The FSP algorithm resolves this issue by automatic search for the best sequences and presenting only a few best visualizations to the analyst.
CHAPTER II VISUAL KNOWLEDGE DISCOVERY
FSP Algorithm
The FSP algorithm: The main characteristic of FSP is avoiding interactive exploration of the exponential number of alternative sequences with the following major steps:
Step 1: Random generation of sequences of pairs of coordinates S;
Step 2: SPC representation of n-D data in sequences S from Step 1;
Step 3: Machine learning process for learning "rectangular" classification rules with high accuracy, precision and recall in sequences S from Step 2;
Step 4: Full automated visualization process: SPC representation of best n-D rules in the best full sequences S of pairs of coordinates S discovered in Step 3;
Step 5: Simplified automated visualization process: SPC representation of best n-D rules in the best subsequences S of pairs of coordinates S discovered in Step 3;
Step 6: Interactive visualization process: an analyst interactively controls and manages produced SPC visualizations.
The approach of this algorithm is in line with [Wilinski, Kovalerchuk, 2017] . is combined with Machine Learning for predicting the investment strategy.
The ideas of steps 1 and 2 already have been explained above. The step 3 uses rules and learning criteria presented below.
Rules and Learning Criteria. The filtering works on a set of rules such as rules (RL1)-(RL8) listed below. Each Rule is defined on an n-D point x=(x 1 ,x 2 ,…,x n ) to be classified to some classes:
If
where R 1 , R 2 and R 3 are specific rectangles, in respective pairs of Cartesian coordinates in a given sequence S of pairs of coordinates S, e.g., R 1 can be in (X 1 ,X 2 ). Pr= |{cases predicted correctly by the Rule}| / |{all predicted cases by the Rule}|.
The precision Pr for the basic Rule (RL1): If (x i ,x j ) Î R 1 then x Î class 1, is calculated as follows:
where n1(R 1 ) is the number of points of class 1 in R 1 (i.e., the number of correctly classified cases), and n2(R 1 ) is the number of points from class 2 in R 1 (i.e., the number of misclassified cases). More generally, for any Rule(x) such that
the precision is
where n1(Rule) is the number of points of class 1 that satisfy the if part of the Rule and n2(Rule)
is the number of points of class 2 that satisfy the if the part of the Rule too.
The formula (11) is applicable to all rules (RL1)-(RL8). For example, the precision Pr for the Rule (RL4) is calculated as follows:
where n1(R 1 ) and n1(R 2 ) are the number of points of class 1 in R 1 , R 2 , respectively, 
Frequency Visualization Algorithm
One of the challenges of SPC visualization for larger data sets is a form of occlusion caused by a limited resolution of data on the screen. It leads to overlap of similar data including complete colocation of some lines. In addition, identical cases will collocate on any visualization at any resolution. Therefore, the task is enhancing the SPC visualization to show frequency of the lines.
The algorithm for this, denoted as FRE algorithm, consists of the following steps: 
CHAPTER III
EXPERIMENTAL CASE STUDIES
Experimental Case Study 1
The computational experiments with the 9-D Wisconsin Breast Cancer (WBC) data, from the UCI Machine Learning repository [3] presented below, show the efficiency of the FSP algorithm. To get the even number of coordinates and 5 pairs of coordinates, the coordinate X 5 was duplicated in X 10 getting total 10 coordinates.
The discovered patterns were found by the search in the set of rules (RL1)-(RL8). In particular, on WBC data, the FSP algorithm found an efficient sequence of the pairs of the coordinates. This sequence of pairs is (X 5 ,X 1 ), (X 4 ,X 3 ), (X 9 , X 8 ), (X 5 , X 2 ), (X 6 , X 7 ). Here X 5 is used in two pairs (X 5 ,X 1 ) and (X 5 , X 2 ). The SPC visualization with this sequence reveals classification pattern with precision over 90% in all 11 random 70%:30% splits that are presented in Tables 1 and 2 . The best precision on the training data is 99.3%, which is accompanied by the high precisions on the validation data (98.21%), in one of the 70%:30% splits of the given data into the training and the validation data. The discovered rules in Tables 1 and 2 belong to the set of rules (RL7). The first Rule in Table 1 that we denote as WBC Rule 1 is:
where R 1 ,R 2 ,and R 3 are specific rectangles, in respective pairs of Cartesian coordinates (X 8 ,X 9 ) and (X 6 , X 7 ). Table 3 shows the parameters of R 1 ,R 2 and R 3 in the normalized coordinates. This Rule, with a random 70%:30% data split into the training and the validation data, has the precision of 94.6% on the training data, and 96.82% on the validation data. Figs. 5 and 6
show its rectangles R 1 , R 2 and R 3 drawn in the SPC as magenta boxes. The difference between these figures is that Fig. 5 shows all graphs that go through rectangle R 1 (have node (x 9 ,x 8 ) in R 1 ), but Fig. 6 shows only graphs that in addition do not go rectangles R 2 and R 3 .(do not have node (x 6 ,x 7 ) in R 2 and R 3 ). Thus, Fig. 6 shows only graphs that satisfy Rule 1. Magenta boxes show rectangles R1-R3.
In Fig. 5 , the width of the lines are not adjusted their frequency, but in Fig. 6 coordinates that form two pairs (X 9 ,X 8 ) and (X 6 ,X 7 ) therefore we can simplify the visualization of this Rule by showing only them in SPC. It is done in Fig. 8 where each 4-D points is visualized losslessly as a single line. The advantage of this visualization is that it is easy to see and communicate to the medical experts. The medical expert can easily understand this Rule because it simply says that two attributes x 8 and x 9 must be in some limits identified in Table 3 and two other attributes x 6 and x 7 must not have values in some intervals that are shown visually in Fig. 8 .
This allows the medical experts to analyze the consistency of this Rule with the other
medical domain knowledge, which is extremely difficult for the ML discrimination functions, which are "black" boxes or complex mathematical formulas. 
This Rule classifies all cases that are either in R 2 or in R 3 or not in R 1 as Blue. This Rule has accuracy 93.60% (425+219)/688) on all 688 cases as the confusion matrix shows in Table 4 . Its accuracy on training data is 92.53% and on validation data it is 96.11% computed from respective confusion matrixes shown in Table 4 . We found a better WBC Rule 3 by searching the rectangles with highest density of Blue cases:
This Rule is of type of rules (RL4), but with the conclusion that x belongs to class 2, not class 1. (Fig. 9) . It is the performance details are in the confusion matrix in Table 6 . Figure 9 : The precision, recall and total coverage of combined Rule 1 and Rule 3
Experimental Case Study 2
The computational experiments with the 33-D Ionosphere data from the UCI Machine Learning repository [3] also show the efficiency of the FSP algorithm. To get the even number of coordinates and 17 pairs of coordinates, the algorithm in each epoch will select randomly the coordinate that will serve as coordinate X 34 . In the following results X 34 is a copy of X 10 . The discovered patterns also were found by the search in the set of "rectangular" rules (RL1)-(RL8).
In particular, on Ionosphere data, the FSP algorithm found an efficient sequence of pairs of Tables 7 and 8 ). The best precision on the training data is 98.36% with 100% precision on the validation data in one of these 70%:30% splits of the given data. The discovered rules in Tables   7 and 8 belong to the set of rules (RL4). The first Rule in Table 7 that we denote as Ionosphere Rule 1 is:
where R 1 , R 2 , R 3 , R 4 , R 5 , R 6 , R 7 , R 8 , R 9 , and R 10 are specific rectangles, in respective pairs of Cartesian coordinates (X 4 , X 11 ), (X 9 , X 6 ), (X 27 , X 16 ), (X 23 , X 8 ), (X 17 , X 2 ), (X 28 , X 31 ), (X 15 , X 33 ), (X 5 , X 26 ), (X 21 , X 10 ), and (X 19 , X 7 ). Table 9 shows the parameters of R 1 -R 10 in the normalized coordinates. This Rule, with a random 70%:30% data split into the training and validation data, has the precision 98.36% on the training data and 100% on validation data. Figs. 10 and 11 show its rectangles R 1 -R 10 in the SPCs as magenta boxes and cases that satisfy Rule 1 in Fig 11 and all cases in Fig. 10 . Fig. 12 shows the remaining cases. Table 10 . Its accuracy on training data is 98.78% and 100% on the validation data based on the confusion matrixes in Table 10 . Total  Red  225  3  228  180  3  183  45  0  45  Blue  0  123  123  0  63  63  0  60  60  Total  225  126  351  180  66  246  45 
Experimental Case Study 3
The computational experiments with the 8-D Abalone data, male and infant cases, from the UCI Machine Learning repository [3] also show the efficiency of the FSP algorithm. The discovered patterns were found by the search in the set of "rectangular" rules (RL1)-(RL8). In particular, the FSP algorithm found an efficient sequence of coordinate pairs: (X 5 , X 6 ), (X 1 , X 2 ), (X 3 , X 8 ), (X 4 , X 7 ). Similarly, to Case Studies 1 and 2, the SPC visualization, with this sequence, reveals the visual classification pattern of with the precision of over 90% (see Tables 11 and 12) in the 11 random 70%:30% splits of data into the training and the validation cases. The best precision is 92.06% on the training data and 96.17% on the validation data. Fig. 16 shows 2870
Abalone data in the SPCs, as graphs of 8-D points, with the male cases in Red, and the infant cases in Blue. Rectangles used in Abalone Rule 1 defined below are in magenta. Fig.17 and 18 show cases covered this Rule and Fig. 19 shows the remaining cases.
The discovered rules shown in the Tables 11 and 12 belong to the set of rules (RL4). The first Rule in the Table 11 , which we denote as the Abalone Rule 1 is:
where R 1 , R 2 , R 3 , R 4 , R 5 , R 6 , R 7 , R 8 , R 9 , R 10, and R 11 are specific rectangles (see Table 13 ), in respective pairs of the Cartesian coordinates (X 4 , X 7 ), (X 1 , X 2 ), (X 5 , X 6 ), (X 3 , X 8 ), (X 1 , X 2 ), (X 3 , X 8 ), (X 3 , X 8 ), (X 1 , X 2 ), (X 1 , X 2 ), (X 5 , X 6 ), and (X 5 , X 6 ). The simple Abalone Rule 2, which classifies all the remaining cases (not covered by Rule 1) into class 2 is:
] then x Î class 1 (Red, Male), else x Î class 2 (Blue, Infant) (20) with accuracy 94.91% on all cases, 93.33% and 98.60% on training and validation data based on the confusion matrixes Table 14 . Total  1  1193  304  1497  103  12  115  2  1034  396  1430  103  37  140  3  972  463  1435  86  46  132  4  1015  484  1499  105  40  145  5  1224  272  1496  126  10  136  6  1003  371  1374  98  28  126  7  989  402  1391  92  37  129  8  1077  389  1466  108  22  130  9  1146  328  1474  117  31  148  10  1201  276  1477  121  15  136  11  996  357  1353  103  35  138  Average  1078  367  1445  106  29  134   Table 12 
Experimental Case Study 4
In order to test the FSP method on high dimensional data, a set of Modified National Institute of Standards and Technology (MNIST) Database of handwritten digits [14] has being used. The result has a precision over 90% in random 70%:30% splits of data into the training and the validation date. The best precision obtained is 96.21% on the training data and 98.03% on the validation data. Fig. 21 represents the SPC pairs locations as a dark dot in an empty 22x22
image. Fig. 22 shows 2115 MINST data in the average of sums for number 0 and 1 as an image of 22x22 pixels (484 dimensions). The dark dots represent pairs that been covered by the rules. 
CHAPTER IV CONCLUSION
Comparison with Published Results
Case study 1: the best accuracy reported for the Wisconsin Breast Cancer (WBC) dataset for the SVM in [6] is 96.995% with the 10-fold cross-validation tests. Other results are 96.84% [7] and 96.99% [8] for the SVM, and 97.28% [6] by combing SVM, C4.5 decision tree, naïve
Bayesian classifier, and the k-Nearest Neighbors algorithms.
These models classify all the cases, while many of our rules refuse to classify some of the Case study 2: for Ionosphere dataset, the highest accuracy reported by [9] is 98% on training and 93% on validation data using the multilayer perceptron. Other results are 94.87% by using C4.5 algorithm and 94.59% using Rule Induction RIAC algorithm [10] , 97.33% by SVM with
Particle Swarm Optimization and 10-fold cross-validation [11] .
These models classify all the objects, while many of our rules refuse to classify some of the cases. In contrast, our Ionosphere Rule 2 classify all cases. For this Rule, precision is identical to accuracy that is 98.78% on training data and 100% on validation data. Thus, our results are slightly higher, than those for the published classification models.
Case study 3:
The highest accuracy reported in [12] for Abalone dataset using SVM is 99.26% with 5-fold Cross-validation for all three classes. Another result is 97.80% accuracy using a case base reasoning method [13] . 
Conclusion
The FSP Rule 2 for Wisconsin Breast Cancer (WBC), Ionosphere and Abalone are visual, interpretable, and explainable to a domain expert, which is critical, in many domains with mandatory model explanation. This comparison shows that the proposed FSP algorithm, with the SPC visualization, produced the results comparable with the other major machine learning algorithms, in the accuracy and precision. The FSP algorithm has the following significant advantages: it is (i) visual with minimal occlusion, (ii), interactive, (iii) understandable by the user, and (iv) simpler than many machine-learning algorithms.
Future study would focus on using more interpretable rules for discovery by the FSP algorithm along with the other General Line Coordinates, beyond SPC. Also, to optimize the search time, by discard the highly correlated coordinates in random generation of pairs. That reduces run time between 5 to 30 percent in some cases. Another way to optimize the search of rectangles is to use one of the evolutionary algorithms instead of purely random ones to find the best possible sequence and pairs. The directed search will increase the chance of reducing the time and improving the accuracy.
APPENDIXS APPENDIX A
WISCONSIN BREAST CANCER (WBC)
Wisconsin Breast Cancer (WBC) dataset from the UCI machine learning repository [3] .
WBC dataset contains 699 instances with 11 attributes. The patient ID was removed from the first dimension. Also, each instance that contains a missing value was removed in the preprocessing phase. That produces 688 records with 448 of benign and 240 with malignant cases. In addition, the dataset was normalized between 0 and 1.
APPENDIX B
IONOSPHERE DATASET
Ionosphere dataset is from the UCI machine learning repository [3] . This dataset contains 351 instances with 35 attributes where 35 th dimension represents the class label of good cases and bad cases. In the preprocessing step, the second dimension was removed because it only contains zeros resulting 34-D. Also, the dataset was rescaled between 0 and 1.
APPENDIX C
ABALONE DATASET
Abalone dataset is a dataset from the UCI machine learning repository [3] . This dataset contains 4177 instances with eight attributes for predicting the age of Abalone from physical measurements [3] . The 8 th attribute represents the classes label. In the preprocessing step, cases of the female were removed resulting 1612 male and 1258 infant cases.
APPENDIX D
MNIST-DATASET
In order to test the FSP method on high dimensional data, the Modified National Institute of Standards and Technology (MNIST) [14] was used. MNIST Database originally consists of images for digits from 0 to 9 with 28x28 pixels (784 dimensions) for each image. The digits 0 and 1 in the validation dataset was used after removing the padding. The preprocessed images contain a total of 2115, 1135 images of digit 1 and 981 of digit 0 with 22x22 pixels (484 dimensions) each.
