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It is shown that in fixed point arithmetic linear t.i.v, systems implementation in delta-operator form do not generally outperform their q-operator counterpart.
In fact, delta-operator systems always show unstable limit cycle behavior and convergence to incorrect equilibrium points, independent of the choice of the realization or the sampling time. The coefficient sensitivity for delta-systems is still superior to the shift-operator. In the case of floating point arithmetic, delta-operator implementations perform consistently better than their shift-operator counterparts. Delta-systems show superior quantization noise and sensitivity properties. The zero-convergence problem of the fixed point case does not exist if the mantissa length is chosen sufficiently large. Due to its attractive finite wordlength properties, the concept of delta-operators has been extended to the multi-dimensional case. A 2-D state space model was developed and the notions of reachability and observability gramian and balanced realization have been introduced. The problem of directly checking stability in the delta-domain has also been addressed. Similarly to the I-D case, the sensitivity & roundoff noise behavior was analyzed.
14. SU1JJECT (T1] Task Ti: Analysis and design of finite wordlength implementations of linear, timeinvariant 6-Systems.
[T3] Task T3: 2-D and m-D 6-system models.
The major part of task T1 was carried out at the University of Notre Dame by Dr. Peter H. Bauer while the major part of task T3 was carried out at the University of Miami by Dr. Kamal Premaratne under grant No. N00014-94-1-0454. The project being an extensive collaborative effort, the two PI's have been in constant contact.
The following is a summary of the phase P1 results.
Tak TI: Analysis and Design of Finite Wordlength Implementations of Linear, Time-Invariant 6-Systems The conclusions drawn from the work conducted for task T1 may be summarized as follows:
1. The Fixed-Point Arithmetic Case: When limit cycle performance is crucial, the qoperator implementation is preferrable. The 6-operator implementation is superior with regard to coefficient sensitivity issues.
2. The Floating-Point Arithmetic Case: Generally, the 6-operator implementation outperforms its q-operator counterpart. In particular, in high-order and high-speed applications, the 6-operator implementation is the best choice.
Prior to a more detailed exposition, first we provide qualitative justification for the above conclusion. The state equations of a 6-operator system can be written as:
where x and u are the state and input vectors, respectively. Here, A denote a positive real constant (typically, the sampling time). The symbol 6[.] denotes the 6-operator, that is, 
The corresponding formulation of (T1.1) in terms of the q-operator is Consider the 6-operator formulation in (Ti.1). Here we encounter two errors:
1. The first is due to the computation of 6 [x] , that is, the first equation in (TI.I). We will refer to this equation as the intermediate equation.
2. The second is due to the eventual computation of q [x] , that is, the second equation in (T1.1). We will refer to this equation as the update equation.
Let us assume that the total error in computing q [x] is mainly due to the intermediate equation in (T1.1) (rather than the update equation). Then, by choosing A sufficiently small, the total error in computing q [x] will be approximately the error created by the update equation which is smll!. In this case, the 6-operator representation has better finite wordlength properties than its q-operator counterpart in (T1.4).
If, however, the errors accumulated in the intermediate and the update equations in (T1.1) are comparable, q[x] computed through the 6-operator representation will show approximately the same error as that computed through its q-operator counterpart assuming A is sufficiently small. If A is not sufficiently smaller than one, the 6-operator representation will actually perform worse than the q-operator representation! If the error introduced in the update equation is larger than that in the intermediate equation, the 6-operator representation would consistently perform worse!! In reality, this case is very unlikely to occur.
Next, a more detailed exposition follows.
T1.1 The Fized-Point Arithmetic Case
We now discuss some of the results regarding the fixed-point (FXP) case. Here, our results in fact indicate that, in case limit cycle behavior is crucial, the 6-operator representation is NOT suitable with this arithmetic scheme (1]. Such a case may occur when nonlinear systems are implemented through FXP 6-operator based schemes.
Zero-input limit cycles. Independent of A, zero-input limit cycles cannot be avoided in FXP 6-implementations. This is easily explained as follows: If A is chosen very small, the contribution from the intermediate equation being small (since 6[x] is being multiplied by A), during the update equation, q[x] can be quantized to x creating a DC limit cycle, that is, an incorrect equilibrium point different from zero results. We emphasize that, most of the desirable properties of 6-operator implementations are based on a small A. We may also show that, if A is chosen larger (this case is of course somewhat less important), DC limit cycles will still exist. Hence, 6-operator representations cannot be implemented limit cycle free in FXP format! This fact is independent of the particular realization of the system.
Deadband size. Since 6-systems cannot be implemented limit cycle free in FXP format, it is of interest to investigate te the size of such limit cycles since, in certain situations, such small limit cycle amplitudes can be tolerated. It can be shown that, the magnitude of A determines the magnitude of the limit cycle. The smaller the A, the larger will be the deadband and hence the limit cycle magnitude. An approximate relationship regarding this is A x size of deadband = 1,
where the size of deadband is measured in multiples of the quantization step size. Here, the deadband corresponds to that obtained by considering the quantization of A -b [x] . Therefore, the usual choice of a small A creates a larger deadband! The input driven cage. Although the input driven case is not part of the originally proposed work, some interesting results have been obtained. For small values of A, there exists a bounded input signal that does not allow control of the state trajectory. In other words, given sufficiently small A, the state trajectory may not be influenced by such an input signal.
The influence of the realization. First, it was necessary to develop a suitable scheme to investigate the effect of realization on the presence or absence of limit cycles. In this direction, for the q-operator case, a computer-based exhaustive search algorithm that checks for limit cycles (DC and/or oscillatory) has been developed [5] .
As discussed before, we have shown that, a stable linear time-invariant 6-system cannot be implemented limit cycle free in FXP. The size of the deadband however also depends on the particular realization, that is, the structure of A6. Given a system transfer function, there are forms which minimize this deadband size with respect to some appropriately chosen measure. For example, in order to minimize DC limit cycle amplitude, one may* choose the normal form (in terms of A 6 ) as a suitable candidate.
The influence of quantization nonlinearity and its deadzone. Since a larger deadzone implies larger DC limit cycle amplitudes, the use of quantizers with reduced, or even zero, deadzone was therefore proposed. In investigating first-order systems, by reducing the deadzone, it was found that, existence of DC limit cycles can indeed be reduced.
Unfortunately, other oscillatory limit cycles will be created. This phenomenon is due to the increased gain exhibited towards small input signals by the quantizer.
Scaling. As discussed above, we have shown that, independent of either the form of A6 or the magnitude of A, a FXP implemented 6-system cannot be free of zero-input limit cycles. Hence, scaling cannot be offered as a possible solution.
T1.2 The Floating-Point Arithmetic Case
The floating-point (FLP) implementation of 6-systems is currently under investigation. The results obtained so far are very encouraging, and indicate that, quantization errors due to FLP arithmetic have a much smaller effect on the system behavior than in the FXP case. In fact, preliminary results show that, for 6-systems of order three and higher, errors in computing q[x] can be made significantly smaller than for the corresponding q-systems. This is because, for a FLP implementation of such a system, errors created through the intermediate equation are larger than those created through the update equation. As previously mentioned, in this situation, 6-systems behave better than their q-operator counterparts! Limit cycles. In FLP arithmetic, a linearly stable time invariant system, under zeroinput conditions, may exhibit four types of responses: A diverging response, an oscillatory periodic response of arbitrary magnitude, an oscillatory periodic response in underflow, or an asymptotically stable response. Only the last two response types are acceptable in practice. It is well known that, the last response type is in fact a very stringent requirement and is often not required in practice. Results so far obtained show that, when the requirements for a response in underflow are compared, the 6-system requires less wordlength than its q-system counterpart! This advantage in fact grows with the order of the system!! Once the system reaches underflow conditions, the 6-system again exhibits DC limit cycles. However, if the exponent register is chosen sufficiently large, the amplitude of these oscillations can be made extremely small and hence, for all practical purposes, this problem is solved.
Deadband size. If the condition on the mantissa length that guarantees convergence into underflow is satisfied, then the deadband size will be very small. Hence, it can be neglected for all practical purposes. This assumes a properly chosen exponent register length since the exponent register length determines the dynamic range of underflow.
The Influence of the Nonlinearity. Unlike the FXP case, the characteristic of the nonlinearity has only a minor effect on the system behavior, significant differences being present only in underfiow conditions
The Underflow case. In underflow, the 6-system seems to behave worse than its qoperator counterpart. This is mainly due to the fact that, a FLP system in underflow essentially performs very similar to a FXP system. However, as mentioned above, if the dynamic range of underflow is chosen properly, the system behavior in underflow is of little practical interest.
Block Floating-Point Arithmetic. Even for the q-operator case, results regarding block FLP implementations are lacking. Hence, investigations regarding block FLP implementation of 6-systems is in its early stages. In order to obtain a comparison between the two types of implementations, current research is geared towards obtaining results applicable for the q-operator case.
T1.3 The Multi-Dimensional Case
The results on one-dimensional (1-D) 6-operator implementations in FXP arithmetic directly carry over to the multi-dimensional (m-D) case. The existence of non-converging responses along the boundary of the causality region can easily be proven using the same type of argument used in the 1-D case. Consequently, 6-operator based implementations of m-D systems cannot be implemented limit cycle free in FXP.
Tak T3:2-D and m-D 6-system models Discrete-time systems implemented using the 6-operator, as is clear from the discussion above, exhibit superior finite wordlength properties with FLP arithmetic. In the case of FXP arithmetic, they still provide superior coefficient sensitivity. The development of 2-D and m-D models applicable for 6-operator implementations was hence motivated with the expectation that these properties would still hold true.
The conclusions drawn from the work conducted for task T3 may be summarized as follows: Similar to the 1-D case, under FLP arithmetic, the 6-operator implementation of 2-D and m-D discrete-time systems provides the best choice. Again, this is particularly true in high-order and high-speed applications.
Sate-.space models. In Roesser local s.s. model of q-operator formulated 2-D discretetime systems takes the form
where A(') is of size nTi x nh, Aq 4 * is of size n,, x n,,, etc. Also, qh,,. and q.
[.] denote the horizontal and vertical shift operators, that is,
To exploit the advantages of 6-operator implementations, analogous to the 1-D case, we define the operators
where At and A, are two positive real constants. The corresponding 6-operator s.s. model may then be obtained as 
Note that,
D6 Dq.
The associated system theoretic notions, such as, transition matrix, transfer function, characteristic equation, etc., have also been introduced. This s.s. model is the basis for designing 2-D filters with superior finite wordlength properties. The design procedures developed are expected to be extremely useful in obtaining high-Q 2-D and m-D digital filters that axe suitable for high-speed applications.
Stability. In the 1-D case, it has been shown that, direct techniques with no recourse to transformations (that first converts a given 6-system to its q-system counterpart) can provide numerically more reliable stability checking algorithms. With this in mind, for the 2-D case, a direct stability checking technique applicable to the corresponding 6 -system transfer function has been introduced. For this purpose, a recently developed tabular form was extended to the complex coefficient case and the notion of Schur-Cohn minors was introduced to the 6-operator case.
Gramians and balanced realization. The notions of reachability and observability gramians and balanced realization have been introduced for the 6-operator case. In order to do this, first, the relationship between the gramians for the 6-and q-operator cases, as defined in the literature, was established. The reachability and controllability gramians, that is, P and Q, respectively, for 1-D 6-systems were found to satisfy To i1+ Ac'
(I-Aln;cI-A)x1+
Ac;
where T6 is the stability boundary applicable for 6-systems, that is, T 6 = {c E I : jc + 1/A l -1/A}. An extension of this is then used to define the 2-D gramians of 6-systems represented in the Roesser model developed above.
For the important class of separable (that is, separable-in-denominator) sy-•ems, it is shown that these gramians may be computed through the solution of four Lyapunov equations. These notions and results are useful in many applications, such as, in extracting reduced order models of 6-systems.
Sensitiuityi.
Measures that indicate coefficient sensitivity of the 6-models developed above have been introduced. Unlike what is available in literature, this development is applicable to the MIMO case as well. With these sensitivity measures as a guide, development of minimum sensitivity structures has been carried out. The connection with the corresponding balanced realizations has been pointed out. [31 K. Premaratne and A.S. Boujarwah (1994) . An algorithm for stability determination of two-dimensional delta-operator formulated discrete-time systems. Multidimensional Systems and Signal Processing, to appear.
[4] K. Premaratne, J. Suarez, M.M. Ekanayake, and P.H. Bauer (1994) . Two-dimensional delta-operator formulated discrete-time systems: State-space realization and its coefficient sensitivity properties. 37th Midwoest Symposium on Circuits and Systems, Lafayette, LA, to be presented; IEEE Transactions on Signal Processing, in preparation.
[5] E.C. Kulasekere, K. Premaratne, P.H. Bauer, and L.J. Leclerc (1994) . An exhaustive search algorithm for checking limit cycle behavior of digital filters. IEEE Transactions on Signal Processing, in preparation. . This paper analyzes the problem of global asymptotic stability of delta-operator formulated discrete-time sysIn this work, we focus on the convergence behavior of the tans implemented in fixed-point arithmetic. It is shown unforced system response and global asymptotic stabilthat the free response of such a system tends to proity of 6-operator formulated discrete-time systems impleduce period one limit cycles if conventional quantization mented in fixed-point (FXP) arithmetic. In particular, arithmetic schemes are used. Explicit necessary convia necessary conditions for stability, it will be shown dititns for global asymptotic stability are derived, and that such systems tend to produce DC limit cycles. these demonstrate that, in almost all cases, fixed-point arithmetic does not allow for global asymptotic stability
The structure of this article is as follows: In Section II, in delta-operator formulated discrete-time systems that we introduce notation and nomenclature. The model for use a short sampling time.
6-operator formulated discrete-time systems, with and without quantization nonlinearities, is briefly discussed. Section III addresses the problem of asymptotic stability when FXP arithmetic is used for the implementation. I. INTRODUCTION In terms of ensuing DC limit cycles, necessary conditions for global asymptotic stability are formulated. It Recently, discrete-time systems formulated with the inis shown that, when FXP arithmetic is used, stability cremental difference operator (or, 6-operator) have been of the linear system is often lost. Section IV provides receiving considerable attention in the technical literaconcluding remarks. ture (1-4J. Most of this work focus on its superior performance under finite wordlength conditions when compared with those formulated with the shift-operator (or, 1U. NOTATION AND NOMENCLATURE q-operator). In particular, investigations of coefficient sensitivity and quantization noise properties have reSince our focus is on investigation of stability propervealed that 6-operator formulations usually perform sigties of 6-operator formulated discrete-time systems unnifiematly better than their q-operator counterparts [1-der unforced conditions, the state equations of the sys-4). This is especially true for high-speed applications tern under zero-input will be considered. where the sampling rate is much larger than the underlying system bandwidth. Under these conditions, qIn the linear case, the general m-th order state-space operator formulated discrete-time systems tend to berepresentation is given by come ill-conditioned [1-2J.
Although a large amount of work is available on the 6[x](n) -A 6 x(n);
(1) effects of coefllcientsensitivity and quantization noise, a x(n + 1)
deterministic study of the nonlinear behavior of discretetime systems formulated with the 6-operator has not been undertaken. In the case of floating-point (FLP) where x(n) = (z I(n), x, zm(n)]T is the state vector at arithmetic, some results for feedback system are availinstant n, A 6 = {afj) E R"'"' is the system mnatrix, and A > 0 is the sampling time. Moreover, 6[-] repre-III. NECESSARY CONDITIONS ents the 6-operator, that is, FOR STABILITY
First, we will consider thesystem described by {(4), (6)). -.From the definition for global asymptotic stability as stated in the previous section, it is necessary that and 6[xJ(n) = (6(zl(n) .. 6[zm](n)]T. The actual implementation of (1) and (2) in FXP format gives rise to Q{A. 6[x](n)) A 0, for any x(ra) 6 0. (8) nonlinear quantization operations that occur at various locations depending on the hardware realization. This is just one of a finite set of conditions that is required to ensure global asymptotic stability of a FXP Eqn. (1) can be implemented either by using single implementation of a linearly stable system (5]. wordlength accumulators (creating a quantization error after each multiplication) or by using double wordlength
In the case of rounding, condition (8) is violated if accumulators (creating a quantization error only after summation). We will only consider the latter option £ since practically all modem DSP machines implement jA •6[z.](n)l < -for any V = 1,...,m. 
Eqn. (6) corresponds to quantization after multiplication Conditions (10-12) describe the deadband, in terms while (7) corresponds to quantization after summation. of 6[x], for which a DC limit cycle occurs. Such a limit In contrast to (1), for (2), it is not clear which of the cycle can be avoided if (10-12) are satisfied by the zero two quantization schemes in (6) and (7) is preferable.
vector only. In the case of rounding, we therefore require We will therefore consider both possibilities. The discrete-time system in {(4),(6)) A > 1 (13) or {(4), (7)) is globally asymptotically stable if and 2 only if, for any initial condition x(0), the state vector x asymptotically reaches zero, that is, x(n) -0 which is impractical. Similarly, for magnitude and two's for n --oo. complement truncation, we obtain Comment. Since the FXP systems considered are in fact 1 (14) finite state machines, the condition x(n) -0 for n --oo t may be restated as x(N) = 0 for some finite N [5]. which again is equally impractical. Finally, the symbol I is used to denote the quantization step.
This result is summarized in the following theorem.
T7iorem 1.
A neceosary condition for stability of the In the case of the remaining two quantization schemes, 6-operator formulated discrete-time system in {(4), (6)) the inequalities corresponding to (16) are given as folis A > 0.5 for rounding and A > 1 for truncation, lows: For two's complement truncation,
The above theorem sb~ows that high-speed 6-operator formulated implementations that possess a small sampling time cannot be realized limit cycle free in FXP 0
format! A second necessary condition for the system in {(4), (6)) can be obtained by noting that and, for magnitude truncation,
can occur in (4) even though the state vector x(n) $ 0.
Therefore, for rounding, no nonzero state vector x(n) that satisfies A similar analysis can be conducted for the system in {(4), (7)). Since (4) is common to both realizations, 2 2
(16-18) are still valid and provide conditions under which the finite difference is quantized to zero and a DC limit (16) cycle is produced. We will now briefly discuss necessary conditions for global asymptotic stability obtained ( 2 from (7).
may be allowed to exist. Here, the inequality has to For rounding, proceeding as in (9), we have hold elementwise. Taking norms on both sides of (16 one gets an algebraic condition on the system matrix A f that always support DC limit cycles. Eqn. (16) tal filters where the sampling frequency is typically In the case of two's complement truncation, the condimuch higher than the bandwidth of the processed tion for a DC limit cycle is given by signal, a q-operator implementation's eigenvalues 1 cluster around the point z = 1 [1]. The correspond-0 < 6[zv](n) < VV M.
(22) ing 6-operator implementation for large sampling times has eigenvalues clustered around zero. However, as the sampling time becomes small, these eigenvalues move towards the eigenvalues of the With A = I. t, I being a 'small' integer, we come to the underlying continuous-time system (1]. In other same conclusion as for the previously considered system: words, for large sampling times, the system matrix will be ill-conditioned, that is, vectors x(n) 6 0 A > -for rounding; exist such that A 6 • x(n) is close to the zero vector. 2 According to (16), this is likely to cause a DC limit A > 1 for truncation. cycle. For small sampling times, this problem may not occur; however, in this case, the conditions in Therefore, Theorem I also holds for the system repreTheorem I are not satisfied! sentation in {(4), (7)).
IV. CONCLUSION
Via a s of necemary conditions for global asymptotic stability, it has been shown that high-speed, limit cycle fAm 6-operator implementations of linear discrete-time systeims cannot be realized. This is due to the tendency of uch a tealization to produce period one limit cycles. This situation arises from small values in the finite differenc, being quantized to zero. Hence, convergence to the 'wrong' equilibrium point is very likely. Conditions on the system matrix and the sampling time if such limit cycle behavior is to be avoided have been provided. The results indicate that, in high-speed applications, these conditions cannot be satisfied with conventional quantization schemes.
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In this paper, we will perform a deterministic
analysis of the finite wordlength properties of multi-
time systems. In particular, we will investigate the zeroconvergence of 6-operator fixed-point implementations of . 6 (m) ix(-)](n) J one-dimensional (l-D) and m-D systems. Although it is of vital importance, this problem has not been investi-The input-state equations in (1) and (2) describe a first gated thus far in the literature. After all, asymptotic hyper-quadrant causal m-D system with a uniform samstability and convergence to the true equilibrium points pling period of A in all directions. The operators q(') are some of the most fundamental requirements for any and 6(') represent the shift-and delta-operator in the discrete-time system realization.
This article is organized in the following way: Sec-dirction specified by the axis hi. in particular tion I1 introduces the notation. The m-D 6-operator model will be introduced and briefly discussed. This q(')[x(')](n) section will also provide the problem formulation. Section III provides necessary I-D stability conditions for X ((l,...
m-D first hyper-quadrant causal systems with nonlin-
6(')(x(')I(n)
0-7803-1797-1/94/$3.00 0 1994 IEEE --(x(Q'(n1,.... ,rns,ni1 +,ni + 1 ,... imn) Equation (5) corresponds to quantization after multipIication, whereas (6) corresponds to quantization after --X(')(n)).
(3b) addition. In contrast to (1), for (2), it is not obvious which of the two forms stated above is preferable.
He", (u) a (nt.
•_.,n,) denotes a point in the first The following definition for asymptotic stability (51 hyperuandrant, x0)(n) is the portion of the state vecwill be used throughout this paper. tor propagating in the direction specified by the axis ni, uJ(n) is the m-O input vector, sad A.j and B
, fori
Definition. An m-D first hyper-quadrant causal discretea itime system is asymptotically stable under all finitely S....m, j = 1,.. ,m, are the submatrices of the sysextended bounded input signals u(n) where ten and input matrices, respectively.
If (1) is realized in fixed-point arithmetic, it takes Iu(n)I : 5, for ni + + un <D (7) the following form under zero-input conditions:
[) if all the states of the m-D discrete-time system asymptotically reach zero for n 1 + ... + nn -coo. Here, n. >_ 0, v = 1.... ,m, S is a nonnegative real number, and D is a positive integer.
6A
(a) (4) Since the fixed-point systems considered are in fact
11]nit
Lstatel machines, the condition
whereQlx)= (
: with x =( 1 forn +..+nin --oo, n, > 0, 1 ... ,m,can be ton; / strengthened to Equation (4) assumes q t isto after summation; since practically all modern DSP machines implex(,)(n)/ ment this quantization scheme, we utilize this. The vector-valued quantization nonlinearity Q{.1 may rep-"0 resent any one of the conventional schemes, viz., magnitude truncation, magnitude rounding, two's complement x(m) (n) truncation, and two's complement rounding.
Equation ( and (4,6) under the assumption that the underlying lin-
ear system is asymptotically stable. Now, we are in a position to formulate the second theo-(a) A nmessiwy condition for global asymptotic starem which presents a necessary condition for stability of bility of the system in (4,5) in that each of the following l-D systems. I-D systems in (9,10) is globally asymptotically stable:
Theorem S. A necessary condition for global asymptotic
(9) stability of the system in (13,14) or (13,15) is given by q(')[x(0)(n.) = x(i)(n 1 ) + Q {A -6(')x(')](n,)} (10) A > 0.5, for magnitude rounding;
wh•e i 1,...m. a > 1, for truncating. (b) A necemsry condition for global asymptotic stability of the system in (4,6) is that each of the following Proof. For global asymptotic stability of (13, 14) , it is in I-D systems in (11,12) is globally asymptotically sta-necessary that ble:
:6( x(A(n) {Ax('(n 1 )} ;
(11)
6 IZKI(,l) oJ whom t =,...,m.
Prof. For a detailed proof, and generalizations to higher Z (n) sub-dimenuional systems, the reader is referred to [6). U for any
Theorem 1 can be viewed as an extension of the ZK(n) ) concept of practical BIBO stability to asymptotic staFirst, we will address the case of magnitude roundbility of nonlinear systems. It is particularly useful in ing. Obviously, condition (16) 
6tzul(n) where I is some (typically small) positive integer.
With (17) and (18), we obtain the following condition
t6(zI(n)]
}for instability: (24) limit cycle free even if the underlying linear system is T r stable and the sampling time is chosen small. This nonconvergent behavior can be explained by the quantiza-
tion of the 6-term to zero which leaves the state vector and conseqently, A > 1. This proves tie theorem for unchanged. The smaller the sampling time, the more the nsequently3,14 A s1Tis provest theorem severe this effect is. Therefore, the practical value of the system in (13, 14) . A similar a igument can be used 6-operators for fixed-point implementations of I-D and for the system in (13,15) by considering the cases for m-D systems is questionable. There are however indicawhich tions that this effect is much less severe in floating-point
implementations.
• + .
•6-operator implemented discrete-time systems represent a class of systems where the quantization noise
at the output can be small compared to other realiza-(6 t)ions. However, as was shown above, such realizations will invariably exhibit limit cycle, that is, highly cor- is in [7] . In what follows, we study the coefficient senLema 3.3. The gramians may be represented as sitivity of the 2-D 6-model in section III. We follow a 00 00 more direct approach using Kronecker product formula- Local reachability and observability of Sc = .
-.
; {A, B,C, D} and {IA, hd, b)} are equivalent. Moreover, f ()" f(q)" [Ei,.i 
EI,p,"
It is customary to perform a minimization of -M. Hence, SD " " "
. one attempts to characterize those fA, B, C, D } that ar j E'bound optimal' with respect to M. Analogous to 2-D q-systems case (71, one may for instance show that a BL Here, ffJ)" denotes a (q x p) null matrix except its j-th realization (modulo an orthogonal nonsingular transfornmation) is 'bound optimal' with respect to M. row which is fi" and gj) denotes a (q x p) null matrix
Compared to a q-system, its 6-system counterpart except its j-th column which is gi. (4) 
