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Рассматривается алгоритм прогнозирования нестационарных времен-
ных рядов, основанный на методе аналогов. Предлагаемый метод те-
стируется на значениях температуры воздуха по данным автоматиче-
ской метеорологической станции. Построены шесть моделей прогноза,
использующих различные меры сходства, определена ошибка прогноза
на независимой выборке. Сравнение с оценкой инерционного прогноза
позволила прийти к заключению, что метод аналогов дает удовлетво-
рительные результаты текущего прогнозирования температуры.
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Введение
Несмотря на значительное число публикаций по разработке методов и практи-
ческому применению прогнозирования временных рядов, задача получения адек-
ватного прогноза временного ряда остается по-прежнему актуальной, поскольку
существующие методы часто дают слишком большую ошибку [1,2]. Это особенно
справедливо для нестационарных рядов, которыми в большинстве случаев явля-
ются временные ряды, содержащие данные измерений метеорологических вели-
чин. Одним из возможных способов прогнозирования является метод аналогов.
Отметим, что метод аналогов может использоваться в самых различных предмет-
ных областях [3,4].
Метод аналогов, иллюстрация которого представлена на Рис. 1, заключается
в поиске в предыстории временного ряда длины 𝑛 среди всех векторов размерно-
сти l, составленных из всех возможных наборов отрезков этого временного ряда
(𝑓𝑖, 𝑓𝑖+1, . . ., 𝑓𝑖+𝑙−1), одного или нескольких векторов, наиболее «похожих» на
последний в рассматриваемой выборке вектор (𝑓𝑛−𝑙+1, 𝑓𝑛−𝑙+2, . . ., 𝑓𝑛). При этом
мера сходства («похожести») определяется с помощью задания соответствующей
метрики. Продолжение во времени такого отрезка-аналога, т.е. его последующие
значения должны быть близки (с точки зрения использованного критерия «по-
хожести») на соответствующее продолжение значений текущего отрезка, а эти
значения — это прогностические значения временного ряда [5].
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Рис. 1: Иллюстрация выявления во временном ряде отрезка, аналогичного теку-
щему (содержащему последние измеренные значения), и построения прогности-
ческого отрезка по его продолжению
Таким образом, основные этапы метода аналогов следующие:
– поиск и выбор аналога, построение модели и её исследование,
– экстраполяция данных с аналога на изучаемый объект,
– верификация экстраполяционных выводов.
1. Поиск и выбор аналога
Меры сходства можно подразделить на четыре вида [6–9]:
– коэффициенты корреляции;
– меры расстояния;
– коэффициенты ассоциативности;
– вероятностные коэффициенты сходства.
Наиболее широкое распространение получили меры расстояния и коэффициенты
корреляции, поэтому в данной работе рассматриваются именно они. Два отрезка
временного ряда идентичны, если описывающие их переменные принимают оди-
наковые значения. В этом случае расстояние между ними равно нулю, а коэффи-
циент корреляции равен 1.
Рассмотрим наиболее известные методы оценки расстояния между отрезками
временного ряда (метрики), заданными векторами x и y, и методику их примене-
ния при реализации метода аналогов.
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1. Стандартная Евклидова метрика:
𝜌𝐸𝜈(x ,y, 𝑛) =
⎯⎸⎸⎷ 𝑛∑︁
𝑖=1
(𝑥𝑖 − 𝑦𝑖)2 или 𝜌𝐸𝑣 (x ,y) =
√︁
(x − y)𝑇 (x − y) , (1)
где х и у — значения временного ряда, исследуемого на принадлежность к
аналогу отрезка и контрольного отрезка-эталона соответственно; 𝑛 — длина
векторов х и у — аналога и эталона.
Тот отрезок х , для которого значение среднего квадратического отклоне-
ния окажется минимальным, принимается за аналог контрольному отрезку
временного ряда у .
2. Квадрат Евклидова расстояния, когда возведение в квадрат стандартного
Евклидова расстояния придает большие веса более отдаленным друг от друга
значениям:
𝜌𝐸𝜈(x ,y, 𝑛) =
𝑛∑︁
𝑖=1
(𝑥𝑖 − 𝑦𝑖)2 или 𝜌𝐸𝑣 (x ,y) = (x − y)𝑇 (x − y). (2)
3. Манхеттенское расстояние, или «расстояние городских кварталов» (city-
block), определяется следующим образом:
𝜌м(x ,y, 𝑛) =
𝑛∑︁
𝑖=1
|𝑥𝑖 − 𝑦𝑖|. (3)
Манхэттенское расстояние позволяет уменьшать влияние отдельных боль-
ших выбросов.
4. Относительное расстояние, при котором метрика определяется относитель-
ной разностью совпадения двух векторов (двух отрезков временного ряда):
𝜌(x , y, 𝑛) =
1
𝑞
𝑛∑︁
𝑖=1
|𝑥𝑖 − 𝑦𝑖 |
|𝑥𝑖 + 𝑦𝑖| . (4)
5. Коэффициент корреляции, определяющий степень взаимного влияния изме-
нения двух векторов (двух отрезков временного ряда):
𝑟(x , y, 𝑛) =
𝑛∑︀
𝑖=1
(𝑥𝑖 − ?¯?) (𝑦𝑖 − 𝑦 )√︃
𝑛∑︀
𝑖=1
(𝑥𝑖 − ?¯?)2
𝑛∑︀
𝑖=1
(𝑦𝑖 − 𝑦 )2
. (5)
Следующие метрики содержат эмпирические параметры, позволяющие при-
дать их использованию более универсальный подход к определению степени бли-
зости векторов, однако задание таких параметров является нетривиальной зада-
чей.
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6. Степенное расстояние, где 𝑟 и 𝑝 — параметры, определяемые пользователем:
𝜌𝑐(x ,y, 𝑛, 𝑝, 𝑟) =
𝑛∑︁
𝑖=1
(|𝑥𝑖 − 𝑦𝑖|𝑝 ) 1/𝑟. (6)
Данная метрика позволяет прогрессивно увеличить или уменьшить вес, от-
носящийся к размерности, для которой соответствующие значения сильно
отличаются. Параметр 𝑝 ответственен за постепенное взвешивание разно-
стей по отдельным координатам, параметр r— за прогрессивное взвешивание
больших расстояний между объектами. Если оба параметра: 𝑟 и 𝑝 — равны
двум, то это расстояние совпадает с расстоянием Евклида.
7. Метрика Минковского:
𝜌M (x ,y, 𝑛, 𝑝) =
[︃
𝑛∑︁
𝑖=1
|𝑥𝑖 − 𝑦𝑖|𝑝
]︃1/𝑝
. (7)
В рассмотренных схемах сравнения отрезков временного ряда предполагалась
равноценность элементов отрезков с точки зрения определения их близости и, тем
самым, их равноценность для последующего прогностического отрезка. В этом
случае алгоритмы сравнения упрощаются. Однако такое уравнивание не учиты-
вает уменьшения ценности в нем элементов, содержащихся в эталонном отрезке,
по мере удаления от его «правого» края, т. е. по мере удаления от последнего (до
начала текущего прогноза) имеющегося во временном ряде элемента.
Частично этот недостаток устраняется при использовании следующей метрики,
предполагающей введение весовых коэффициентов для элементов сравниваемых
между собой векторов.
8. Диагонально взвешенная Евклидова метрика:
𝜌𝐸𝑣𝑊 (x ,y) =
√︁
(x − y)𝑇 Λ (x − y) , (8)
где матрица Λ = 𝑑𝑖𝑎𝑔(𝜆).
Для диагональной матрицы последнее соотношение можно записать в сле-
дующем виде:
𝜌𝐸𝜈𝑊 (x ,y, 𝑛, 𝜆𝑖𝑖) =
⎯⎸⎸⎷ 𝑛∑︁
𝑖=1
𝜆
𝑖 𝑖
(𝑥𝑖 − 𝑦𝑖)2. (9)
Для диагонально взвешенной Евклидовой метрики общим предположением
является то, что конец предыстории для прогноза более важен, чем его нача-
ло. Поэтому параметры 𝜆𝑖𝑖 увеличиваются с порядковым номером i. В част-
ности, можно предположить, что последовательность весовых параметров
𝜆𝑖𝑖 имеет степенной вид:
𝜆𝑖𝑖 = 𝜆
𝑛−𝑖+1
1 , 0 < 𝜆1 < 1, 𝑖 = 1, . . . , 𝑛. (10)
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Тогда для определения матрицы Λ достаточно задать, например, 𝜆11 = 𝜆1.
Пример задания диагональных элементов матрицы Λ для трех значений па-
раметра 𝜆1 приведен в Таблице 1.
Таблица 1: Диагональные элементы матрицы Λ
для трех значений параметра 𝜆1
𝜆𝑖𝑖 => 𝜆1,1 𝜆2,2 𝜆3,3 𝜆4,4 𝜆5,5
𝜆1 = 0.2 0.0003 0.0016 0.008 0.04 0.2
𝜆1 = 0.5 0.0312 0.0625 0.125 0.25 0.5
𝜆1 = 0.667 0.132 0.198 0.296 0.444 0.667
Рассмотренный вариант задания диагональных элементов матрицы Λ не
связан со свойствами имеющейся выборки временного ряда и подразуме-
вает эвристический подбор этих параметров. Следовательно, такой подход
к определению метрики оставляет неопределенность в задании параметров
матрицы Λ. Эту неопределенность в реализации расчетов с использованием
диагонально взвешенной Евклидовой метрики можно преодолеть, определив
оптимальное значение параметра 𝜆1 на основе проведения серии численных
экспериментов на имеющемся архиве экспериментальных данных.
9. Расстояние Махаланобиса, формула которого имеет следующий вид:
𝜌Σ (x ,y) = (x − y)𝑇 Σ−1 (x − y), (11)
где Σ — общая внутригрупповая дисперсионно-ковариационная матрица.
В отличие от метрик Минковского и Евклидовой, эта метрика связана с
корреляциями переменных, задаваемых с помощью матрицы дисперсий-
ковариаций.
Из представленных выше 9-ти оценок близости аналога к эталонному отрезку
временного ряда в работе рассматривались подходы под номерами 1, 3, 4, 5,
7 и 8.
2. Прогноз с использованием аналога
После нахождения отрезка-аналога осуществляется этап экстраполяции его
продолжения на заданное количество шагов. Рассмотрены два способа такой экс-
траполяции.
2.1 Адаптивная композиция моделей прогнозирования
Если находится только один «ближайший» вектор, то прогноз определяется
как следующие за ближайшим отрезком-аналогом на длину заблаговременности
прогноза. Если при поиске аналогов находятся 𝑘 аналогов, то для прогноза могут
использоваться все 𝑘 продолжений отрезков-аналогов. При использовании адап-
тивной композиции моделей (АКМ, гибридная АКМ) прогноз формируется как
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взвешенная сумма прогнозов, полученных по альтернативным моделям. Такой
подход удобен в использовании для случаев, когда возникают трудности с одно-
значным выбором одной определенной структуры модели.
Применение АКМ возможно в следующих случаях:
1. последовательное применение одной методической прогностической модели;
2. применение нескольких прогностических моделей;
3. применения методической прогностической модели и инерционного прогноза
и т.п.
Поскольку в данной работе рассматривается реализация 6 метрик для поиска
аналогов, то модель адаптивной композиции может быть применена независимо
для каждой метрики с использованием нескольких прогностических отрезков вре-
менного ряда: оптимального и квазиоптимальных. В этом случае прогноз рассмат-
ривается как суперпозиция найденных аналогов отдельно по каждой из 6 метрик
с весами, рассчитанными с использованием ранжированных расстояний эталона
y от оптимального (𝑖 = 1) и квазиоптимальных (𝑖 = 2, 3, . . . , 𝑘) векторов по следу-
ющим соотношениям [10]:
x* =
𝑘∑︁
𝑗=1
𝑤𝑖 x
*
𝑖 , (12)
где x* — прогностичеcкое продолжение вектора x ,
𝑤𝑖 =
𝑊𝑖
𝑘∑︀
𝑗=1
𝑊𝑖
, 𝑊𝑖 =
{︃
1 −
[︂
𝜌(x𝑖, y)
𝜌(x𝑘+1, y)
]︂2}︃ {︃
1 −
[︂
𝜌(x, y)
𝜌(x𝑘+1, y)
]︂2}︃
. (13)
При расчете весовых коэффициентов предполагается, что ранжирование отрезков-
аналогов идет в порядке возрастания значений 𝜌(x, y) — чем меньше эта величина,
тем «ближе» отрезок-аналог x к эталонному отрезку y. Такой подход справедлив
для всех метрик, кроме коэффициента корреляции: чем больше по абсолютной
величине коэффициент корреляции, тем «ближе» отрезки. Поэтому в этом случае
при расчете весовых коэффициентов использовался параметр
𝜌𝑟(x,y) = 1− |r(x,y)|. (14)
В формуле (13) для 𝑊𝑖 знаменатель дроби 𝜌(xk+1,y) — это расстояние до
аналога x𝑘+1, которое определяется, но соответствующий этому аналогу прогно-
стический отрезок в расчете x* не участвует.
2.2 Коррекция прогностического отрезка, найденного по методу аналогов
Предположим, что значения эталонного отрезка y(𝑖) и отрезка-аналога 𝑥(𝑖)
связаны следующим соотношением:
𝑥(𝑖) = 𝑘1𝑦(𝑖) + 𝑘0 + 𝜀, 𝑖 = 1, 2, . . . ,𝑚, (15)
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где 𝜀 — невязка (погрешность такого представления), которую при определении
коэффициентов 𝑘1 и 𝑘0 нужно минимизировать. Такую минимизацию можно по-
лучить, используя метод наименьших квадратов. Тогда, решая уравнение
𝑥(𝑖) = 𝑘1𝑦(𝑖) + 𝑘0 (16)
относительно 𝑦(𝑖) и заменяя его на 𝑥*(𝑖)кор, для скорректированного прогноза
можно записать:
𝑥*(𝑖)кор = 𝑥*(𝑖)/𝑘1 − 𝑘0, 𝑖 = 1, 2, . . . ,𝑚. (17)
3. Иллюстрация возможностей выбора аналогов
Для демонстрации возможностей метода аналогов для метеорологического
прогноза среди возможных источников временных рядов метеорологических ве-
личин были выбраны данные, получаемые с помощью автоматических метеороло-
гических станций [11,12]. Был использован временной ряд температуры воздуха с
автоматической метеорологической станции Санкт-Петербурга за сентябрь 2018 г.
(2878 значений) с дискретностью 15 мин, представленный на Рис. 2.
Рис. 2: Временной ряд температуры воздуха в Санкт-Петербурге с 01.09.2018 г.
по 30.09.2018 г. с дискретностью 15 мин.
Программа, реализующая прогнозирование по методу аналогов, после задания
положения и размера эталонного отрезка позволяет:
– найти 4 отрезка-аналога с использованием 6 метрик и рассчитать статисти-
ческие характеристики их близости;
– по продолжению отрезков-аналогов найти соответствующие им прогностиче-
ские отрезки и сравнить точность таких прогнозов с инерционными прогно-
зами;
– произвести корректировку прогностических отрезков на основе расчета ко-
эффициентов 𝑘0 и 𝑘1 (см. соотношения (15) – (17));
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– осуществить адаптивную композицию (см. соотношения (12) – (13)) с ис-
пользованием 3 из полученных 4 прогностических отрезков для каждой из 6
метрик.
Фрагмент данных, получаемых в процессе работы программы, приведен на
Рис. 3.
Рис. 3: Пример результатов расчетов при использовании диагонально взвешен-
ной Евклидовой метрики (𝜆1 = 0.8, см. (10))
Первые три столбца несут информацию о задании исходных параметров, сле-
дующие четыре содержат данные измерений и соответствующие им прогностиче-
ские значения, затем — результаты инерционного прогноза и, наконец, последние
столбцы — результат скорректированного прогноза. Такое представление данных
производится для всех 6 метрик и для 4 последовательно найденных отрезков-
аналогов.
На Рис. 4 приведен пример сопоставления эталонного отрезка и двух найден-
ных отрезков-аналогов при использовании диагонально взвешенной Евклидовой
метрики с 𝜆1 = 0.8.
Рис. 4: Сопоставление эталонного отрезка и аналогов №1 и №2
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Первый аналог начинается с номера 1618, средняя разность с эталоном соста-
вила -0.22 0С, среднеквадратичное отклонение 0.24 0С. Второй аналог начинается
с номера 1020, средняя разность этих отрезков составляет 0.21 0С, среднеквадра-
тичное отклонение 0.08 0С.
Рис. 5 иллюстрирует изменчивость отрезков-аналогов при их ранжировании по
значению Манхеттенской метрики, т.е. при последовательном увеличении величи-
ны метрики от ее минимального значения. На рисунке представлен эталонный
отрезок и четыре его аналога.
Рис. 5: Сопоставление эталонного и четырех отрезков-аналогов временного ряда
температуры воздуха с дискретностью 15 мин при использовании Манхеттен-
ской метрики
Изменение статистических характеристик, полученных при сравнении эталона
с аналогами, представлено в Таблице 2.
Таблица 2: Статистические характеристики «близости» эталона и аналогов
по Манхеттенской метрике
Аналог №1 Аналог №2 Аналог №3 Аналог №4
Средняя ошибка, 0С 0.05 0.08 0.12 0.16
СКО, 0С 0.37 0.44 0.51 0.59
Начальный № 2338 2337 2336 2335
Влияние выбора метрики на результат поиска аналога демонстрирует Рис. 6.
Аналог №1 на Рис. 6а получен при использовании стандартной Евклидовой метри-
ки (формула (2)). Средняя разность с эталоном составила 0.05 0С, а СКО 0.37 0С.
Рис. 6б представляет результат использования в качестве метрики коэффициента
корреляции. В этом случае средняя разность аналога и эталона составила -0.64 0С,
а СКО 0.15 0С. На Рис. 6в приведено сопоставление эталонного и аналогового
отрезков при использовании диагонально взвешенной Евклидовой метрики с па-
раметром 𝜆1 =0.8 (формула (9)). В этом случае средняя разность двух отрезков
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составила -0.64 0С, а СКО 0.79 0С. На Рис. 6г пример метрики Махаланобиса 8
(формула (11)), средняя разность -0.52 0С, а СКО 0.71 0С.
Рис. 6: Сопоставление эталонного отрезка и аналога №1, найденного с помощью
различных метрик
4. Верификация прогноза по методу аналогов
Прогноз производился на основе поиска оптимальных аналогов, а также по
методу АКМ (формулы (12)-(14)) и экстраполяцией с линейной коррекцией (фор-
мулы (15)-(17)).
На Рис. 7 приведен пример сопоставления инерционного и методического про-
гнозов с данными измерений при использовании диагонально взвешенной Евкли-
довой метрики с 𝜆1 = 0.8. Здесь прогнозом является продолжение отрезка-аналога
№1. Статистические характеристики точности методического и инерционного про-
гноза, приведенные в Таблице 3, показывают, что метод аналогов успешен, по-
скольку значительно превосходит по своей точности инерционный прогноз.
На Рис. 8 приведены графики, иллюстрирующие изменение прогностического
отрезка при использовании четырех аналогов. Аналоги найдены с помощью Ман-
хеттенской метрики. Интересной особенностью полученных прогнозов является
практическая независимость точности прогноза от заблаговременности. С ростом
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Рис. 7: Сопоставление данных измерений с результатами инерционного прогноза
и метода аналогов при использовании диагонально взвешенной Евклидовой мет-
рики с 𝜆1 = 0.8 с.
Таблица 3: Статистические характеристики точности методического и
инерционного прогнозов
Показатели Методический
прогноз
Инерционный
прогноз
Средняя ошибка, 0С -0.20 -1.47
СКО, 0С 0.27 0.52
заблаговременности прогноза его погрешность может даже уменьшаться. В Табли-
це 4 представлены статистические характеристики точности прогноза, осреднен-
ной по временному промежутку в 270 мин при использовании отрезков-аналогов,
представленных на Рис. 5.
Таблица 4: Статистические характеристики точности прогноза с
использование последовательного нахождения аналогов
Показатели Прогноз
по аналогу
№1
Прогноз
по аналогу
№2
Прогноз
по аналогу
№3
Прогноз
по аналогу
№4
Средняя ошибка, 0С -0.17 -0.25 -0.35 -0.43
СКО, 0С 0.13 0.16 0.17 0.16
Начальный №
прогностического от-
резка
2364 2363 2362 2361
Рис. 9 содержит пример использования коррекции прогностического отрезка
на основе расчета коэффициентов 𝑘1 и 𝑘0 (см. (15) – (17)). Влияние коррекции на
прогностический отрезок заметно, но незначительно: при переходе от прогности-
ческого отрезка к скорректированному средняя ошибка уменьшается с -0.2 0С на
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Рис. 8: Сопоставление фактических значений и четырех прогнозов температуры
воздуха с заблаговременностью два часа. Прогноз выполнен методом АКМ по
четырем аналогам, найденным Манхеттенской метрикой
0.03 0С, тогда как СКО, наоборот, увеличивается с 0.27 0С до 0.29 0С.
Рис. 9: Прогноз методом АКМ и методом экстраполяции с линейной коррекцией
прогностического отрезка (Манхеттенская метрика)
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Заключение
Тестирование построенных моделей на независимой выборке температуры воз-
духа по данным автоматической метеорологической станции позволило выделить
оптимальную метрику — Манхеттенскую. При заблаговременности прогноза до 4
часов используемая метрика дает ошибку прогноза не более 0,4 ∘С.
Полученные результаты позволяют рекомендовать использование метода ана-
логов для текущего прогноза нестационарных временных рядов температуры воз-
духа.
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An algorithm for forecasting non-stationary time series based on the analog
method is considered. The proposed method is tested at air temperature
values according to an automatic meteorological station. Six forecast mod-
els using various measures of similarity were constructed, the forecast error
was determined on an independent sample. Comparison with the estimate
of the inertial prediction led to the conclusion that the method of analogs
gives satisfactory results of the current temperature prediction.
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