This article describes approaches to computing second-order derivatives with automatic differentiation (AD) based on the forward mode and the propagation of univariate Taylor series.
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One can repeatedly apply first-order derivative tools to obtain higher-order derivatives, but this approach iscomplicated and ignores structural information about higher-order derivatives such as symmetry. Additionally, in c~es where a full Hessian, H, is not required, such as with Hessianvector products (H. V) and projected Hessians (V~HW) where V and W are matrices with many fewer columns than rows, it is possible to compute the desired values much more efficiently than with the repeated differentiation approach.
There is no "best" approach to computing Hessians; the most efficient approach to computing second-order derivatives depends on the specifics of the code and, to a lesser extent, the target platform on which the code will be run [3, 5, 9] . In all cases, however, derivative values computed by AD are computed to machine precision, without the roundoff errors inherent in divided difference techniques.
AD via source transformation provides great flexibility in implementing sophisticated algorithms that exploit the associativity of the chain rule of calculus (see [7] for a discussion). Unfortunately, the development of robust source transformation tools is a substantial effort. ADIFOR [4] and ADIC [7] , source transformation tools for Fortran and C respectively, both implement relatively simple algorithms for propagating derivatives. Most of the development time so far has concentrated on producing tools that handle the full range of the language, rather than on developing more efficient algorithms to propagate derivatives.
To make it easier to experiment with algorithmic techniques, we have developed AIF, the Automatic Differentiation Intermediate Form, AIF acts as the glue layer between a language-specific front-end and a largely languageindependent transformation module that implements AD transformations at a high level of abstraction. We have implemented an AIF-based module for computing second-order derivatives. The Hessian module, as we call it, implements several different algorithms and selectively chooses them in a fashion that is determined by the code presented to it. However, thk context-sensitive logic, wh~ch is baaed on machin~specific performance models, is transparent to the AD front-end.
The Hessian module currently interfaces wit h ADIFOR and ADIC. First experimental results show that the resulting codes outperform the recursive application of first-order tools by a factor of two when computing full, dense Hessians and are able to compute full, sparse Hessians and partial Hessians at significantly reduced expense.
Section 2 outlines the two derivative propagation strategies that we have explored for Hessians, including cost estimates for computing various types of Hessians. Section 3 shows the performance of the various approaches for a sample code, and Section 4 describes the infrastructure that was used to develop the Hessian augmentation tool. Lastly, we summarize our results and discuss future work.
Strategies for Computing
Second Derivatives
Forward Mode Strategies
The standard forward mode of automatic differentiation can easily be expanded to second order to compute Hessians. For z = j(z, y), we can compute Vz and V2Z, the gradient and Hessian of z respectively, as Vz = !&z+ gvy
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This approach is conceptually simple and produces efficient results for small numbers of independent variables. For n independent variables, gradients are stored in arrays of length n and Hessians, because of their symmetric nature, are stored using the LAPACK [1] packed symmetric scheme, which reduces the storage requirements from n2 to~n(n+ 1). The cost of computing a full Hessian using the forward mode is 0(n2 ) relative to the cost of computing the original function.
Many algorithms do not need full knowledge of the Hessian but require only a Hessian-vector product, H . V, or a projected Hessian, VT. H. W, where V and W are matrices with TZv and nw columns, respectively.
Rather than computing the full Hessian at a cost of 0(n2) followed by one or two matrix multiplications, we can multiply Equation (2) on the left and/or right by VT and W, respectively, to produce new propagation rules. By modifying the derivative objects that get propagated, we can perform the required computations at a much lower cost. These costs are summarized in Table 1 . In the case of large Hessians and relatively small values of nv or nw, the savings can be significant. Additionally, the coloring techniques that have been applied to structured Jacobians [2] can be applied to Hessians for a significant savings. 
where f~and fit are the first and second Taylor coefficients. The uniqueness of the Taylor series implies that for u = ei, the ith basis vector, we obtain
That is, we computed a scaled version of the ith diagonal element in the Hessian. Similarly, to compute the (i, j) offdiagonal entry in the Hessian, we set u = ei + ej. The uniqueness of Taylor expansion implies (6) (7) If Taylor expansions are also computed for the i and j diagonal elements, the off-diagonal Hessian entries can be recovered by interpolation. As with the forward mode, simple rules specify the propagation of the expansions for all arithmetic and intrinsic operators [11, 14] . To compute a full gradient of length n and k Hessian entries above the diagonal, the cost of the Taylor series mode is O(n + k). If the full gradient is not needed, this cost can be reduced somewhat.
The Taylor series approach can compute any set of Hessian entries without computing the entire Heasian. This technique is ideal for sparse Hessians when the sparsity pattern is known in advance and for situations where only certain elements (such as the diagonal entries) are desired. Additionally, each Taylor series expansion is independent. This allows very large Hessians, which can easily overwhelm the available memory, to be computed in a stripmined fashion by partitioning the expansion directions and computing them independently with multiple sweeps through the code in a fashion that is similar to the stripmining technique described in [6] .
Preaccumulation
The associativity of the chain rule allows derivative propagation to be performed at arbitrary levels of abstraction. At the simplest, the forward mode works at the scope of a single binary operation. By expanding the scope to a higher level, such w an assignment statement, a loop body or a subroutine, it is possible to decrease the amount of work necessary to propagate derivatives, as shown in [8, 10] .
A preaccumulation technique we employ in our work computes the gradient and Hessian of the variable on the left side of the assignment statement in two steps. Assume that for the statement z =~(zl, x2, . . z~), we have V~: and V'zx,, i = 1, N, the global gradient and Hessian of~i and that we wish to compute, for z, the global gradient Vz and the global Hessian V2 z.
Step 1: Preaccumulation of local derivatives The variables on the right side of the statement are considered to be independent, and we compute "local" derivative objects, R and a, i,j = 1, . . N, with ,1 respect to the right-hand side variables. This can be done using either the forward or Taylor series mode.
Step 2: Accumulation of global derivatives We accumulate the global gradient and Hessian of z. When using the forward mode for global propagation of derivatives. this is done as follows:
V2Z =
The rules for Taylor series expansions can be generalized in a similar fashion.
Gradient codes produced by ADIFOR and ADIC currently employ statement-level preaccumulation for afl assignment statements more complicated than a single binary operation. Experiments with similar "global" preaccumulation strategies for computing Hessians have produced inconsistent results across various codes and machines. No global strategy outperformed all other strategies on all test codes and all machines.
Thus, we have developed an adaptive strategy where the costs of using and not using statement level preaccumulation are computed and compared when the derivative code is generated. These costs are estimated based on machine-specific performance models of the actual propagation code, Thus, the Hessian module decides which strategy to use based on the structure of a particular computation. We believe that such context-sensitive strategies are crucial for future improvement of .4D tools. The section of the Hessian being studied exhibits some sparsity, with 72 nonzero entries on or above the diagonal, Hessian codes were generated using four different strategies. Figure 1 shows the ratio of the Hessian computation time to the function computation time, while Figure 2 shows the memory requirements of the augmented Hessian codes on a Sun UltraSparc 1. The original code required 8.0x 10-4 seconds of execution time and used 360 kB of memory. The first strategy, labeled "Twice ADIFOR", was generated by first producing a gradient code with ADIFOR 2.0, and then running the gradient code through ADIFOR again. The "Forward" case implements the forward mode on a binary operation level. The "Adaptive Forward" code uses the forward mode, with preaccumulation at a statement level where deemed appropriate. The "Sparse Taylor Series" mode uses the Taylor series mode to compute just the entries which are known to be zero.
Clearly, the "Twice ADIFOR' scheme can be easily beaten by exploiting the symmetry of the Hessian, both in terms of execution speed and memory usage, as is done in both the "Forward" and "Adaptive Forward codes. This result also shows that the use of an adaptive preaccumulation strategy can outperform the operation-level forward mode. Improvements in the strategy used to decide when to use preaccumulation should further increase the efficiency of the adaptive scheme. Finally, the "Sparse Taylor Series" code shows that, if the sparsity structure of a problem is known, it can be exploited for additional savings.
Language and Tool Independence with AIF
The algorithms of automatic differentiation are, for the most part, independent of the language to which they are applied. For example, the Fortran assignment statement when thinking about the propagation of derivatives. This simplicity Bhould be reflected in the AD augmentation modules. To simplify the development of new AD algorithms, we have developed the Automatic Differentiation Intermediate Form (AIF). AIF tries to capitalize on the work that has been done in producing robust language front-ends for automatic differentiation and to simplify AD develop ment by insulating developers from the specifics of the underlying language. Thus, AIF aims to provide a framework
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for experimenting with more advanced AD augmentation algorithms and to speed the development of robust tools which implement these advanced algorithms.
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Figure 4: AIF tree produced by the ADIFOR front-end A source-transformation approach to AD is illustrated in Figure 3 . This is an idealized representation; not all stages are included in all tools. First, the original source code is parsed by the language-specific front-end. During the canonicalization and analysis phase, the front-end then transforms the code to a semantically equivalent form more appropriate for AD. In addition, high-level information is gathered, such as a determination of which variablea need associated derivative objects (the so-called active variables). For details on the cancmicalization and analysis phase in AD-IFOR and ADIC, see [4, 7] . The front-end then collects code fragments, which may range in size from single assignment statements to entire subroutines, and passes them to the .41F-based augmentation module. Figure 4 shows the AIF tree corresponding to the sample Fortran statement above. The first line in each node is the node type. The second line, if present, contains an attribute, which could be a variable name, constant value or subroutine name. Attributes consist of two pieces of information, the attribute name and its associated value. For simplicity, only attribute~'alues are shown in the sample trees. Attributes are also used to temporarily store information about the tree at various stages, such as the sparsity of the derivative objects. This temporary information is only needed by the Hessian module and is removed before returning the tree to the front-end For simplicity, these attributes are not shown in the sample trees presented here. In addition to the AIF trees, the front-end also passes a set of bindings to specify global information. This includes information about the desired augmentation strategy and the maximum number of independent variables.
Each of the VAR-T nodes represents an active variable.
The VAL_T nodes act as operators on the VAR..T nodes, referring to the value of the variable. There are other operators such as GRAD.T and HESS_T which refer to the gradient and Hessian of an active variable.
The CONST_T node is used for literal constants, such as 2.0, and for inactive variables. Nodes are included for all arithmetic and intrinsic operations, such :LSthe FIUL_Tand ADD_Tnodes in the sample tree. At thc top of the tree is an ASSGN_T node which indicates that the trrc is an assignment statement. The first VAR_T child is the variable on the left side of the assignment statement. The remainder of the tree represents the expression on the right side of the statement.
The augnwntation module then modifies the tree to propagate derivative valurs. The Hessian module uses the SOR-CERER tree parser generator [12, 13] to analyze and modify these trees, along with a set of utility routines provided in the AIF developer library which assist the augmentation process. For the Hessian module, the augmentation process includes the following.
Analysis:
Each assignment statement is analyzed to gather information such as the sparsity of the local Hessian and the number of variables on the right side of the statement. This information is then used to estimate the cost of alternative approaches to computing Hessians, and to select the leasst expensive strategy.
Fragment
Decomposition: Each statement is broken down into a sequence of unary and binary operations.
Temporary variables are requested as necessary. Figure 5 shows the tree after breakup into binary operations.
The tree now consists of two assignment statements. The front-end expects to receive one tree from the augmentation module for each tree sent, so we attach a STMTS.T node at the top of the trm to indicate that the entire tree is from one original statement.
The ! ! temp-var.O node is a request for a te]nporary variable, which the front-end will later instantiate by generating and declaring a suitably typed temporary variable.
High-level Code Augmentation: The tree is augmented with templates that specify the high-kwel algorithmic operations to be performed, such as "iuit ialize a local gradient" or "handle a multiply with two active variables. " At this level, no assumptions are made of what the output code will look like; the tree represents the algorithmic operations necessary to propagate derivatives. Figure 6 shows the tree after the high-level augmentation.
The HESS_FORXULAA_T node is a template for the forward mode multiplication of two active variables.
similarly, HESS-FOR4DD-I A-T is the addition of an inactive value (the CONST_T node) and an active variable. In this example, the high-level version is not much different from that in the previous step. For more complicated augmentation algorithms involving initialization, interpolation and accumulation of local derivative objects, however, even this high-level representation can become quite involved.
Tool-specific Instantiation: The templates added in the previous step are expanded into actual AIF trees. Multiple varieties of templates can be written to produce, for example, calls to a subroutine library or inlined code, or to account for backend peculiarities. Figure 7 shows part of the instantiated tree derived from the one in Figure 6 . The CALL_T nodes represent subroutine calls to the routine listed in the NAME_Tnode, in this case ad~hflmulas.
All of the nodes attached to the LIST-T node are arguments to the subroutine call. The first two nodes under the LIST_T node, the constants ! ! p and ! !q, get instantiated by the front-end with references to the gradient and Hessian lengths. The next three items in list of arguments are the value, gradient and Hessian of the temporary variable ! ! temp.var-O.
The augmentation module then returns the augmented code fragments to the front-end in AIF trees. It also passes a set of return bindings which specify, for example, the shape and size of derivative objects to be associated with active variables and the type of temporary variables.
The front-end receives the augmented tree and bindings from the augmentation module, converts them from AIF to its native representation and glues them back in their appropriate place. It also declares all of the requested temporary variables and derivative objects and handles the association of active variables and their associated derivative objects. Figure 8 shows the Fortran produced by ADI-FOR for the sample statement. Not shown are the pieces of code that declare the temporary variables and derivative objects (r_varO, adg_r_varO and derivative objects associated with x, y and adh-x.
5 Future Work adh-r_varO) and the and z, such as adgT he current Hessian tool is our first attempt at producing an AD source transformation module in the AIF environment. We plan to continue this work in three areas.
1. In the area of al~orithms, we plan to implement the 2 preaccumulation ;f univariate Taylor series vectors, in hopes of achieving similar speedup as with the forward mode. We also plan extensions of the Taylor series mode to arbitrary higher-order derivatives.
We plan to refine the timing models used to characterize the performance of the Hessian codes on a particular machine. This will help to better determine the conditions beneficial for preaccumulation, which should The sample tree after template instantiation with calls to a subroutine library to propagate derivatives. Note that this is only a small part of the total tree produced.
The ! !p and ! !q nodes will be instantiated with references to the gradient and Hessian lengths. call ad.f h-f mulas (ad-p-, ad.q-, r_varO, adg_r-varO, ad.pmax-, + adh_r-varO, ad-qmax_, x, adg-x, adgJdl_x, adh-x, adhJd2-x, + Y, adg-y~adg-ldl-yi adh-y, adhJd2-y) call ad_fh_faddcs (ad_p_, z, adg_z, + adhJd2_z, 2.0, r_varO, adg_r_varO, Figure8: Fortran code generated by ADIFOR 3 further improve the performance of the adaptive mode strategy. This will also be useful with preaccumulation over larger sections of code, which will be supported in the future.
Finally, we plan to integrate the SparsLinC library to support sparse Hessians where the sparsity pattern is not known in advance and to produce inlined code through an additional template expansion stage. While experiments with inline code generation have suggested that the code expansion is unacceptably large, inline versions of the sections of a code which most impact the performance should produce a suitable compromise between code expansion and execution speed.
In conclusion, even though AIF is in its infancy, the AIF approach has proven itself valuable for experimenting with AD algorithms. All of the language-specific issues are removed from the augmentation module, allowing full concentration on the algorithms, and greatly accelerating implementation of algorithmic improvements like the ones discussed above.
