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1. Introduction and main results 
Throughout his paper we use standard multiindex notation: By X=(Xo,...,Xd) T we denote 
a (d+ l)-dimensional vector of barycentric oordinates for some point in R d, and i, j denote mul- 
tiindices which are actually vectors in g d+l We write in short Ii[ a = ~v=0 iv for the total degree of +,0  • 
a multiindex, 
(S) ' / ' '  
io! ... id! 
io id " ~d S d for the multinomials and x i=  Xo~..x a for powers. The standard simplex in is given by = 
{xE ~a+~ 10 ~< xi, i - -0 , . . . ,d ,  ~i=0xi = 1}. It is well known that/-/if, the space of polynomials of 
total degree at most n in ~d is spanned by the Bernstein polynomials bi, b i (x)= (~.)x/, Iil = n, 
which are given here in terms of barycentric oordinates. 
From this it becomes clear that for a given function f E Lz(Sd), the least-squares polynomial 
g to f of total degree n is uniquely determined by the relations 
f ( f (x ) -9 (x ) ) .b i (x )dx=O,  lil (1) = n, 
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and that g can be written as  g=~-~lil:n aibi with some scalars ai, Ii[ =n. Thus, using some canonical 
ordering of multiindices, we can rewrite (1) in matrix-vector form as 
Ma =f  (2) 
with M---(fsd bi(x)bj(x)dx)lil=lJl=,, a = (ai)lil=n, and f = (fs~ f(x)bi(x)dX)lip=,. Usually, the exact 
solution of the system of equations (2) using standard techniques from linear algebra requires (9(N 3), 
(,+a] significant operations. N=dimH~ a=~ a J, 
However, we can state and prove the subsequent theorem which shows that C(N2n) operations 
are enough, which is a dramatical reduction of costs for higher dimensions d. 
Theorem 1. With the notation as introduced above, the least-squares polynomial g of total degree n 
. (n+l),_ with the Bernstein polynomials bi as to a given function f E L2(S d) is given by g = ~lil=nwi oi 
above. Here, W (n+l) [W (n+l)'~ = ~, i )lil=n is determined uniquely by the following recursion: 
W (0)= (w~O))lil= n arbitrary 
w(J+') = ((2jI - ~)w (j) +f)/2:, (3) 
where the parameters 2j are given by 
(n + d)!n! 
)~J = (n + d + j)!(n - j)!' 
j=  0,... ,n. 
Remark. As can be seen from the proof of Theorem 1 below, W (n+l) does not depend on the 
numeration of the parameters 2j, j=O, . . . ,n .  Thus, when rt is a permutation of {O,...,n}, the 
recursion 
~,(°)arbitrary 
rb (;+1) = ((An(/)/- M)#~J) +f)/2~(/) 
leads to ~b tn+l) = W (n+l). 
2. The proof 
In order to prove Theorem 1, the following lemma will be useful. 
Lemma 2. (1) ~ is self-adjoint, hence there exists a basis of eigenvectors of ~ for ~N, N--(n+U] 
- -  d I" 
(2) The eigenvalues of ~ are 
(n ÷ d)!n! 
)~ J=(n+d+j ) ! (n - j ) ! '  j=O,. . . ,n.  
(3) The minimal polynomial p of ~ that satisfies p(1)= 1 and p(~)= 0 is 
j=l 
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Proofl (1) is trivial, and (3) is an obvious consequence of (1) and (2). 
(2) In [1], Derriennic shows that the Bernstein-Durrmeyer operator on the simplex S d, which for 
f E L2(S d) reads 
Df f f  := ~ fs~ f (x )b i (x )dxb i  
Ii1=, 
is self-adjoint and that its eigenvalues are 
(n + d)!n! 
) ' J=(n+d+j ) ! (n - j ) ! '  j=O, . . . ,n .  
Since D f is linear and has finite dimensional range, its eigenvalues are at the same time the eigen- 
values of the corresponding Gramian which is ~.  [] 
Proof  of Theorem 1. The proof here uses results from numerical linear algebra which can be found, 
e.g. in Varga [2, Ch. 3 and 5]. 
As we have mentioned above, the solution of the least-squares problem (1) is given by g = 
~lil=n aibi with a being the solution of (2). The latter system of equations is equivalent to the fixed 
point equation 
a = (I - M)a +f .  (4) 
From Lemma 2, we know that Q( I -M)= 1 - (n+d) !n! / (2n+d) !  < 1, thus the function h: •N _+ RN, 
h(x)  := (I - ~)x  +f  is a strongly contracting function on ~N. By Banach's fixed point theorem, 
we know that the iterates x </), j = 0, 1 .... , obtained by 
x~°)arbitrary 
X ( j - -x )  = h(x (j)) (5) 
converge to the unique solution a of (2) and (4). An immediate consequence of (4) and (5) is 
x (j~ - a = (I  - M) (x  tj- l) - a) . . . . .  (I - ~) J (x  (°) - a). (6) 
By means of mathematical induction, for the iterates w (/) of (3) and x (j) of (5) satisfying w (°) =x  (°), 
we can now show 
J 
w<J - - + (7)  
i=0 
with the coefficients ~z/.i defined recursively by the relations 
7ZO, 0 ----- 1,  
~=0 i=0 
Another application of mathematical induction shows ~=0 rc/.~ = 1, j = 0 . . . . .  n + 1. Obviously, the 
x'~n+l t i. Hence, from (6) and (7) we minimal polynomial q of (I - ~)  with q(1) = 1 is q(t) = ~i=0 rcn+L~
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conclude 
n+l 
W (n+l) -- a = E 
i=0 
~n+l ix( i)  -- a 
n+l 
: E 7~n+l'i(x(i) -- a )  
i=0 
n+l 
=E 
i=0 
7Zn+l,i(I -- ,.~)i(x (0) -- a)  
= q( I  - ~)(x  (°) - a) = O, 
which shows that w tn+~) is the solution to (2) and (4). This completes the proof. [] 
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