In stiff fiber-reinforced material, the high shear stress concentration occurs in the narrow region between fibers. With the addition of a small geometric change in crosssection, such as a thin fiber or a overhanging part of fiber, the concentration is significantly increased. This paper presents mathematical analysis to explain the rapidly increased growth of the stress by a small particle in cross-section. To do so, we consider two crucial cases where a thin fiber exists between a pair of fibers, and where one of two fibers has a protruding small lump in cross-section. For each case, the lower bound on the stress associated with the geometrical factors of fibers is established to explain the strongly increased growth of the stress by a small particle.
Introduction
In this paper, we concern ourselves with the high stress concentration occurring in the stiff fiber-reinforced composites when fibers are located closely. The primary investigation focuses on the case when a smaller fiber is located in-between area of two fibers, see Figure  1 and Figure 2 . This paper reveals that, with the addition of a smaller fiber, the growth of stress is significantly increased: if the diameter d of the fiber in the middle is sufficiently small and the distance between adjoining fibers is ǫ, then the stress blows up at the rate of 1 √ dǫ in the narrow region, even though the blow-up rate has been known as
as in the case of a pair of fibers. This means that the defect of fiber as a protrusion causes much lower strengths in composites than had been thought. To derive it, we estimate the lower bound of the stress concentration in terms of the diameters of fibers and the distances between them. The bound explains the dramatic change of the growth of stress when the diameter of the fiber placed in the middle is relatively smaller than other two fibers.
In the anti-plane shear model, the stress tensor represents the electric field in the two dimensional space, where the out-of-plane elastic displacement satisfies a conductivity equation, and the cross-section of stiff fibers corresponds to the embedded conductors. In this respect, we consider the gradient of the solution to a conductivity problem to estimate the stress. Adjacent stiff fiber-reinforcement induces the high stress concentration in the narrow region between the fibers. This implies the blow-up of the gradient of the solution between adjoining conductors, see [2, 3, 4, 6, 7, 10, 14, 15] .
Meanwhile, the extreme conductivities are indispensable to the blow-up phenomena: when the inclusion's conductivity is away from zero and infinity, the boundedness of the stress function has been derived by Li and Vogelius [12] , see also [9] , and it was generalized to elliptic systems by Li and Nirenberg [11] . In [3, 4] , for conductivities including both bounded and extreme cases, Ammari et al. have established the optimal bounds of the gradient of solutions to the conductivity equation, when conductors are of circular shape in two dimensions, and the optimal bounds provides ǫ −1/2 blow-up rate, where ǫ is the distance between two conductors. Yun [14, 15] has extended this blow-up result for the case of two adjacent perfect conductors of a sufficiently general shape in two dimensions. In Bao, Li and Yin's paper [7] , it has been also investigated as the blow-up phenomena in higher dimensional spaces, also see [2, 13] . They has also done a natural follow-up in [5, 8] that the blow-up rate known only for a pair of fibers is still valid for the multiple inclusions in any dimensions.
In contrast, our paper witnesses an unexpected fact on multiple inclusions that the growth of stress can be significantly increased by a little geometric change of an inclusion, even though the blow-up rate is still ǫ −1/2 . For l = 1, . . . , L, let D l be conducting inclusions in R 2 , that is cross-sections of stiff fibers. Then, under the action of the applied field H, the electric potential u satisfies the following conductivity equation:
where H is an entire harmonic function H in R 2 and x = (x 1 , x 2 ). In this paper, we only consider the case of L = 2, 3, As we mentioned previously, for the two fibers with the circular cross-sectional shape, Ammari et al. [3, 4] obtained the optimal blow-up rate ǫ −1/2 for ∇u, and this result is extended by Yun [14, 15] to general shaped fibers. Building on the prior results, we extend these into the the following interesting direction: we first consider the circular inclusions in Case (A) and Case (B), and second extend the result into general shaped ones in Case (C) and Case (D). In Case (A) and Case (B), we add a small circular inclusion between two others so that three disk centers are lined up in one straight line. The additional disk can be embedded disjointly from other disks, or it partially overlap one of two disks, and we formulate these two cases as follows.
(A) One disk and a pair of partially overlapping disks, Figure 1 : there is a portion of disk protruding from one of circular inclusions, i.e., L = 2, and D 1 and D 2 are ǫ-distanced domains defined as
where B r l (c l ) is the disk with the radius r i and centered at c l , and
Here, B r2 (c 2 ) is a small disk protruding from B r3 (c 3 ), and we assume
(B) Three disjoint disks, Figure 1 : a small disk is disjointly embedded into the in-between area of two disks, i.e., L = 3, and
where
2 , 0) and c 3 = (r 3 + r 2 + ǫ1 2 + ǫ 2 , 0). Hence, the distance between D 1 and D 2 is ǫ 1 , and the distance between D 2 and D 3 is ǫ 2 . Here, D 2 is regarded as the cross-section of the thin fiber between a pair of fibers with the cross-section D 1 and D 3 . Thus, we assume that 0 < ǫ i ≪ r 2 ≪ r 1 ≃ r 3 for i = 1, 2.
In both cases, the blow-up rate is remarkably increased due to the existence of B r2 (c 2 ) as follows: Theorem 1.1 (Case A: Protruding small disk) Let D 1 and D 2 be defined as (2) . Then there is a positive constant C independent of ǫ, r 1 , r 2 and r 3 such that
where u is the solution to (1) 
In this paper, we first estimate the lower-bounds in terms of the radii of inclusions. Based on this estimates we derive the remarkable blow-up rate increasing phenomena when a small conducting inclusion is located in-between region of two inclusions. This paper is organized as follows: In section 2, we explain the method to calculate the potential difference in the case of two disks. We then derive the lower bound of Case (A) in section 3; Case (B) in section 4. Based on the similar derivation, we can also obtain the analogues of Theorem 1.1 and 1.2 for the inclusions associated by a sufficiently general class of shapes. In addition, we assume that
Here, we do not distinguish R 2 from C. The C 2 regularity condition of these conformal mappings doses not allow non-smooth inclusions such as polygons, but Riemann mapping theorem yields a sufficiently general class of shapes: refer to Ahlfors [1] . Now, we consider the analogues of Theorem 1.1 and 1.2 for two cases as follows:
(C) One domain and a pair of partially overlapping domains, similarly to Figure 2: there is a small portion of another domain protruding from a inclusion, i.e., L = 2, and D 1 and D 2 are ǫ-distanced domains defined as
where r 2 D center is the r 2 times diminished domain of D center . We suppose that
In addition, we also assume that r 2 is small enough and
and that the boundaries ∂D 1 , ∂D 2 and ∂D right are strictly convex in the narrow region between D 1 and D 2 . Figure 2 : a small inclusion D 2 is disjointly embedded into the in-between area of two other domains, i.e., L = 3, and
where r 2 D center is the r 2 times diminished domain of D center . We assume that 
where u is the solution to (1) with H(x 1 , x 2 ) = x 1 . As a result, by the Mean Value Theorem, there is a point x 0 in the narrow region between D 1 and D 2 such that
, be balls defined as (6) . Then there is a positive constant C independent of r 2 , ǫ 1 and ǫ 2 such that u
where u is the solution to (1) with H(x 1 , x 2 ) = 
We derive the lower bound of Case (C) in section 3; Case (D) in section 4.
Preliminary 2.1 Calculation of the potential difference
We explain the main idea to calculate the difference of potential between two adjacent, possibly disconnected, conductors. In this section, differently from (1), D i , i = 1, 2, could be also the union of two disjoint domains. Define u as the solution to (1), where it is assigned one constant value throughout
where ν is the outward unit normal vector of
To indicate the dependence of u and h on D 1 and D 2 , we denote them as
The potential difference of u in D 1 and D 2 is represented in terms of h as follows.
The lemma above can be derived by the Divergence Theorem, see [14] .
Two disks in R 2
Using Lemma 2.1, we can easily calculate the potential difference u| D2 − u| D1 of the solution u to (1) when
where c 1 = (−r 1 − ǫ 2 , 0) and c 2 = (r 2 + ǫ 2 , 0). Let R i be the reflection with respect to D i , in other words,
and
is the fixed point of R 2 • R 1 , and
Moreover, we can easily show that
By an elementary calculation, it can be shown that the middle point
exists between two approaching points − 
From Lemma 2.1, we calculate the potential difference of u. 
Remark 2.4 Referring to the mean value theorem, there exists a point x 2 between ∂D 1 and ∂D 2 such that
for any sufficiently small ǫ > 0. Moreover, as a result in [4] , there is a constant C independent of ǫ, r 1 and r 2 such that
where Ω = B 4(r1+r2) (0, 0).
One disk and a pair of partially overlapping disks
In this section, we consider two ǫ-distanced domains D 1 and D 2 , see Case (A) at Figure 1 , where
where Ψ and Φ defined in section 2.1.
Properties of h and h
, then we have
Proof. Set
We choose a smooth domain Ω as follows:
as follows:
Then, it follows that
Since h| ∂(B2∪B3) > h| ∂B1 and h| ∂ e Ω > h| ∂B1 , the minimum of V attains on ∂ Ω \ B 2 and ∂B 1 . Thus, we have
By the integration on ∂B 1 , we have
Using the bound (18) once more, we have
The domain Ω is smooth so that we can use the method presented by Yun [14, 15] . Then, up to a conformal mapping to a circle, ∂ ν h is bounded by constant times the Poisson Kernel with respect to a interior point √ ǫ distanced from the boundary (refer to the inequality (9) in [15] ). Note that ∂B 3 \ B 2 distances enough from (ǫ, 0). Thus, we have
Therefore, we have completed the proof of the lemma.
Proof. Define
Since h is constant on ∂D 2 , M > 0, and h 3 takes it's maximum on ∂B r3 (c 3 ),
) < 0, and W
Therefore, W takes its minimum on ∂D 1 , and
Proof. Note that
With the fact that h| ∂D1 and h| ∂D2 are constants and the (exterior) Divergence Theorem, we have that
Hence,
From (12), there is a constant C dependent of a, see (3), such that
Therefore, with (17) as well, we obtain (21).
Proof Theorem 1.1
Let H(x 1 , x 2 ) = x 1 and ν be the unit normal vector of
where Ψ and Φ defined in section 2.1. Note that ∂ ν h ∂D2 < 0, H < 0 on ∂D 1 and H > 0 on ∂D 2 , and, as a result, from Lemma 2.1, we have
Applying the lemma 3.2, Lemma 3.3, (24) becomes
It follows from Lemma 2.2 that
Therefore,
This proves Theorem 1.1.
Proof Theorem 1.3
We consider the general shaped domain in Theorem 1.3. But, we take an advantage of the properties of circular inclusions. To make a connection between circular domains and general shaped domains, we need to establish the monotonic property of Ψ as follows: 
Then, we have
0 ≤ Ψ[ D A , D B ] ∂ e DB − Ψ[ D A , D B ] ∂ e DA ≤ Ψ[D A , D B ] ∂DB − Ψ[D A , D B ] ∂DA .
Proof. Without any loss of generality, we consider only the case of D
The minimum of G attains on ∂D A . By the Hopf's Lemma, we have
Integrating ∂ ν G on ∂D A , we have −1 + M ≤ 0. Therefore, we have
Repeating the same argument again, we can obtain the disable inequality.
Applying D left , r 2 D center and D right instead of B ri (c i ), i = 1, 2, 3, to the argument presented in the proof of Theorem 1.1, we can obtain
It follows that from Yun [14, 15] that 
Note that
This proves Theorem 1.3.
Three disjoint smooth domains
We consider three disjoint inclusion case, see Figure 1 and 2, a small one is disjointly embedded into the in-between area of two others, and prove Theorem 
Solution representation of u
Let H c be a harmonic function outside of ∪ 3 i=1 D i and have the same constant value in
Since H c − H is harmonic at infinity, H c − H attains maximum only at the boundary points of D i , i = 1, 2, 3. To make H c − H attains zero at infinity, C H should satisfy
Moreover, H c satisfies
where Ψ is defined as (7) and (9). The equality (28) is from the integration of ∂ ν u on ∂D 1 and ∂D 2 .
Applying the upper bound on the gradient of solution without the potential difference among the boundaries to conductivity equation derived in Bao et al. [7] , we can show that ∇H c does not blow-up (also refer to [14] ). Using Lemma 4.3 in the following section, we
Thus, the coefficient c i , i = 1, 2, is bounded independently of ǫ 1 and ǫ 2 . Therefore, the blow-up rate of ∇u essentially relies on ∇h i . In this respect, we consider the properties of h i in the following section.
Properties of h 1 and h 2
We build the optimal bounds of u based on (27); it is essential to drive properties of h 1 and h 2 in the narrow regions between inclusions. Let h 1 and h 2 be as follows: 
(ii) In the narrow region between D 2 and D 3 , we have
Proof. We consider ∇h 1 . By Lemma 4.2 and 4.4, we have
and by Lemma 4.3,
where D 4 is defined in Lemma 4.4. Without any loss of generality, we assume that
Referring to the inequality (9) in [15] , there is a constant C 1 such that
Regarding (x 1 , x 2 ) as a complex number z = x 1 + x 2 i, we consider
Then, ρ(z) can be extended to ∞ as an analytic function. From definition, |ρ(z)| < 1 on ∂D 1 ∪ ∂D 2 ∪ ∂D 3 . By the maximum principle,
Thus, we have
in the narrow region between D 1 and D 2 , and
in the narrow region between D 2 and D 3 . Similarly, we have
in the narrow region between D 2 and D 3 , and ∇h 2 = O( √ ǫ 2 ) in the narrow region between D 1 and D 2 .
We have proven (i) and (ii). The estimate (iii) is presented by Lemma 4.4.
Lemma 4.2 We have the following properties:
(i)
Proof. Let
, and
Then, G = 0 on ∂D 1 ∪ ∂D 2 , and G > 0 on ∂D 3 . By Hopf's lemma,
This means that
. By integrating G on ∂D 1 , we have the inequality (i).
On the other hand, by Hopf's lemma,
From the inequality (i), M < 1. Therefore, we have (ii).
Lemma 4.3 There is a constant C such that
Proof. We use the method similar to Lemma 4.2. Let
Then, G = 0 on ∂D 1 ∪ ∂D 3 , and G > 0 on ∂D 2 . By Hopf's lemma,
To do so, we consider the potential difference between ∂D 1 and ∂D 3 as follows:
The last inequality above was proven by Yun in his paper [14, 15] 
Therefore, we can obtain the result. (i) There is a positive constant C such that
(ii)
Proof. To prove (i) and (ii), we use the same derivation to Lemma 4.2. So, we set
Then G
∂D1
= 0 and G ≤ 0 on ∂D 4 . By Hopf's lemma, we have
By the integration on ∂D 1 , we have (ii) and M < 1. Therefore, the inequality ∂ ν G > 0 can also yield (i). From (i) of Lemma 4.2 and (ii) in this lemma, we have
is only for two domains and thus, its difference between D 1 and D i (i = 1, 2) was already estimated in Yun [14, 15] as follows: for i = 1, 2,
Therefore, we have (iii).
Lemma 4.5 We have
Proof. Without loss of generality, we assume that
We consider H as follows:
It follows from the Divergence Theorem that
Hence, we have
We first consider ∂D1∪∂D2 H∂ ν h 1 dS. By Lemma 4.2 and 4.4, we have
From definition, ∂ 2 H = 0. Hence, we can use Lemma 3.2 in [15] so that
We second consider ∂D3 H∂ ν h 1 dS. By Lemma 4.3, we can have
Therefore, we have done it.
Remark 4.6 We draw attention of readers to the independent work of Bao, Li and Yin in [5] and [8] . Bao 
and, in the narrow region between
(ii) Existence of blow-up: Without loss of generality, we assume that
and, similarly, there is a linear function H(x 1 , x 2 ) with y 0 between D 2 and D 3 such that
Proof.
From Subsection 4.1, we have a representation (28) for u and the coefficient c i , i = 1, 2, is bounded independently of ǫ 1 and ǫ 2 . Proposition 4.1 yields the upper bound of Theorem 4.7. Now, we consider the existence of the blow-up. Using the result of Subsection 4.1 again, we have a constant C independent of ǫ such that
. Applying the Green's identity to ∪ 3 i=1 ∂Di u∂ ν h 1 dS, we have
By Lemma 4.3, we have
where the constant C above depends on H L ∞ (∪ 3 i=1 ∂Di) . Similarly, we have
Using (30) again, we have
The last inequality can be derived from the fact that H > 0 on ∂D 2 ∪ ∂D 3 . To get the last inequality above, we took an advantage of H = x 1 . By (29),
By (iii) in Proposition 4.1, we have
The inequality (33) implies u
By the Mean Value Theorem, we have the desirable lower bound in the narrow region between D 1 and D 2 . Similarly, we can also obtain the other lower bound.
Proof of Theorem 1.2
We derive the optimal bounds of the gradient of the solution to (1), when there are adjacent three disks: We begin the proof by showing that
By the monotonic property of Lemma 3.4, we have
Considering
we can obtain, from the Hopf's Lemma,
Since ∂D2∪∂D3 ∂ ν h 1 dS = 1, we have
Therefore, we can obtain (35). Owing to the estimate for w 1 ∂D2 − w 1 ∂D1 in Lemma 2.2, we have
Let w 2 = Ψ[D 1 , D 3 ]. Considering
from the Hopf's Lemma, we obtain
Here, we estimate the coefficient in the right hand side. Note that h 1 ∂D2 = h 1 ∂D3 . Thus,
