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Resumen: En este trabajo se presenta el estudio de convergencia de un me´todo de restauracio´n inexacta sin derivadas
para resolver problemas de optimizacio´n no lineal con restricciones de igualdad que utiliza la te´cnica de filtro incli-
nado. Este me´todo trata a la funcio´n objetivo y a la restriccio´n como dos objetivos independientes. Cada iteracio´n del
algoritmo esta´ compuesta de dos fases: la de restauracio´n, en la cual se reduce la infactibilidad de las restricciones, y
una fase de minimizacio´n, en la cual se reduce la funcio´n objetivo. En la fase de restauracio´n se emplea un algoritmo
Quasi-Newton que utiliza una bu´squeda lineal no mono´tona sin derivadas y en la de minimizacio´n se emplea un algo-
ritmo de regio´n de confianza sin derivadas. Los algoritmos de filtros definen una regio´n prohibida memorizando pares
obtenidos por iteraciones previas y luego evitando pares que este´n dominados por los pares memorizados.
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1. INTRODUCCIO´N
En este trabajo consideraremos el problema de programacio´n no lineal{
min f(x)
s.a c(x) = 0
donde las funciones f : Rn → R, c : Rn → Rm son continuamente diferenciables pero sus derivadas no
se encuentran disponibles. Denotaremos por Jc(.) a la matriz jacobiana de c y consideraremos la funcio´n
h que mide la infactibilidad de las restricciones en cada punto x ∈ Rn siendo h(x) = ‖c(x)‖ y donde ‖.‖
denota una norma arbitraria.
En [4] los autores definen un me´todo de filtros globalmente convergente para problemas de programa-
cio´n no lineal considerando que las derivadas de la funcio´n objetivo y de las restricciones esta´n disponibles.
Tal algoritmo de filtros pertenece a la clase de me´todos que tratan a f y h como dos objetivos independientes.
Cada iteracio´n del me´todo consta de dos fases: la fase de restauracio´n o de factibilidad en la cual debe
mejorarse la infactibilidad sin hacer uso de la funcio´n objetivo, y la fase de optimizacio´n o minimizacio´n en
la cual se mejoran los valores de la funcio´n objetivo sobre una aproximacio´n tangente de las restricciones.
Como es conocido, los me´todos de filtro definen una regio´n prohibida memorizando pares (f(xk), h(xk)) de
las iteraciones anteriores. En [4] para definir esa regio´n prohibida se utiliza la siguiente regla de dominacio´n:
x es dominado por y si y so´lo si f(x) ≥ f(y)− αh(y) y h(x) ≥ (1− α)h(y)
donde α ∈ (0, 1) es una constante fija. Evitando los puntos dominados por la regla anterior se generan
regiones prohibidas que llamaremos filtro recto.
En este trabajo, usamos otra regla de dominacio´n, que inicialmente fue propuesta en [1]:
x es dominado por y si y so´lo si f(x) + αh(x) ≥ f(y) y h(x) ≥ (1− α)h(y)
donde α ∈ (0, 1) es una constante fija. Evitando los puntos dominados por esta u´ltima regla se generan
regiones prohibidas que llamaremos filtro inclinado.
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Figura 1: Regiones prohibidas. A la izquierda con el filtro recto, a la derecha con el filtro inclinado.
En [6] se presenta un algoritmo de filtros sin derivadas, que utiliza la regla de dominacio´n del filtro recto,
el cual genera una sucesio´n {xk}k∈N que posee un punto limite factible x¯ ∈ Rn, x¯ = l´ım
x∈K
xk para algu´n
conjunto infinito K de N, que satisface:
l´ım
x∈K
‖dc(xk)‖ = 0
donde dc(z) = PL(z)(z −∇sf(z))− z, L(z) = {x ∈ Rn : A(z)(x− z) = 0}, A(z) es una aproximacio´n
de la matriz Jacobiana Jc(z) y ∇sf indica el gradiente simplex de f ([2, Ch. 2]). Esos puntos factibles x¯
fueron llamados puntos cuasi-estacionarios.
2. ALGORITMO DE FILTROS SIN DERIVADAS UTILIZANDO FILTRO INCLINADO (DFF-I)
Algoritmo DFF-I:
Dados x0 ∈ Rn, F0 = ∅, F0 = ∅, α ∈ (0, 1), β > 0, δ0 > 0, {δk}, δk > 0, l´ım
k→∞
δk = 0,
k ← 0.
Repetir:
(f˜ , h˜) = (f(xk)− αh(xk), (1− α)h(xk))
Construir el conjunto F k = Fk ∪ {(f˜ , h˜)}.
Definir el conjunto Fk = Fk ∪ {x ∈ Rn : f(x) + αh(x) ≥ f(xk), h(x) ≥ h˜}.
Fase de Restauracio´n:
Si h(xk) = 0 entonces considerar zk = xk
si no, calcular zk /∈ Fk tal que h(zk) < (1− α)h(xk) y ‖zk − xk‖ ≤ βh(xk).
Si esto no es posible, finalizar el proceso sin e´xito.
Fase de Minimizacio´n:
Calcular∇sf(zk) yAk tal que verifiquen ‖∇sf(zk)−∇f(zk)‖ ≤ δk, ‖Ak−Jc(zk)‖ ≤ δk y calcular
L(zk) = {x ∈ Rn : Ak(x− zk) = 0}.
Si zk es un punto cuasi-estacionario, finalizar el proceso (e´xito).
Si no, calcular xk+1 /∈ Fk tal que xk+1 ∈ L(zk) y f(xk+1) ≤ f(zk).
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Actualizacio´n del Filtro:
Si f(xk+1) < f(xk) entonces
Fk+1 = Fk, Fk+1 = Fk (f -iteracio´n)
si no
Fk+1 = F k, Fk+1 = Fk (h-iteracio´n)
k ← k + 1.
3. ALGORITMOS INTERNOS
En la fase de restauracio´n empleamos el algoritmo BCDF-QNB [3]. Dicho me´todo encuentra la solucio´n
al problema c(x) = 0 con x ∈ Γ siendo Γ = {x ∈ Rn : l ≤ x ≤ u}. BCDF-QNB es un me´todo del
tipo Quasi-Newton para resolver sistemas indeterminados de ecuaciones no lineales con restricciones en las
variables que utiliza una bu´squeda lineal no mono´tona libre de derivadas.
En la fase de minimizacio´n debemos encontrar xk+1 /∈ Fk tal que xk+1 ∈ L(zk) y f(xk+1) ≤ f(zk)
utilizando algu´n me´todo libre de derivadas. Empleamos un me´todo de regio´n de confianza descripto en [6].
Dado zk generado por la fase de factibilidad, el algoritmo de regio´n de confianza utiliza el modelo lineal
mk(x) = f(z
k) +∇tsf(zk)(x− zk). Consideramos un radio ∆ > 0 y resolvemos el problema
min mk(x)
s.a x ∈ L(zk),
‖x− zk‖ ≤ ∆.
Como el modelo es lineal se sabe que la solucio´n del problema es d(zk,∆) = ∆ dc(z
k,∆)
‖dc(zk,∆)‖ cuando
dc(z
k,∆) 6= 0 donde dc(zk,∆) = PL(zk)(zk −∇sf(zk))− zk es la direccio´n del gradiente proyectado.
Definimos la reduccio´n que predice el modelo para el paso d(zk,∆) como
pred(zk,∆) = mk(z
k)−mk(zk + d(zk,∆))
y la reduccio´n actual como
ared(zk,∆) = f(zk)− f(zk + d(zk,∆)).
Un paso d(zk,∆) es aceptado so´lo si se satisface la siguiente condicio´n de suficiente decrecimiento:
ared(zk,∆) > η pred(zk,∆)
siendo η ∈ (0, 1).
4. CONVERGENCIA GLOBAL
Es conocido en la literatura, ver por ejemplo [5], que los me´todos de filtros deben cumplir, adema´s de
las hipo´tesis usuales, una condicio´n especı´fica para que resulten globalmente convergentes. Una condicio´n
ana´loga para el contexto de optimizacio´n sin derivadas es la siguiente: dado un punto factible no cuasi-
estacionario x¯ ∈ X , existe un entorno V de x¯ tal que para cualquier iterado xk ∈ V se verifica que
f(xk)− f(xk+1) = Ω(
√
Hk),
es decir, existe una constante positiva M tal que f(xk)− f(xk+1) ≥M √Hk y donde Hk es la holgura del
filtro y esta´ definida como Hk = mı´n{hj : (fj , hj) ∈ Fk, fj ≤ f(xk)}.
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Para garantizar el cumplimiento de esta condicio´n alcanza con que los puntos obtenidos en la fase de
restauracio´n satisfagan:
(C1) Condicio´n del paso de restauracio´n: En todas las iteraciones k ∈ N, el paso de restauracio´n satisface:
‖zk − xk‖ = O(h(xk)),
y que los puntos obtenidos en la fase de minimizacio´n satisfagan:
(C2) Condicio´n del paso de minimizacio´n: Dado un punto factible no cuasi-estacionario x¯ ∈ X , existe
un entorno V de x¯ tal que para cualquier iterado xk ∈ V se verifica que
f(zk)− f(xk+1) = Ω(
√
Hk).
Verificamos que al sustituir el filtro recto por el inclinado se sigue garantizando el cumplimiento de la
condicio´n (C1), de la misma manera que en [6].
Para lograr el cumplimiento de la condicio´n (C2) demostramos el siguiente resultado:
Lema 1 Sea x¯ ∈ X un punto de acumulacio´n factible no cuasi-estacionario de una sucesio´n {xk}k∈N
generada por el Algoritmo DFF-I. Asumiendo que la condicio´n (C1) se verifica entonces existe un entorno
V de x¯ tal que si xk ∈ V entonces se tiene que
f(zk)− f(xk+1) = Ω(
√
Hk),
donde zk es el punto restaurado y xk+1 es el iterado obtenido en la fase minimizacio´n.
Utilizando el filtro recto en [6] se demostro´ que la sucesio´n {xk}k∈N generada por el Algoritmo posee al
menos un punto lı´mite cuasi-estacionario.
Definiendo el siguiente conjunto:
Ka = {k ∈ N tal que (f(xk), h(xk)) se adicionan al filtro}
y empleando el filtro inclinado se demuestra el siguiente resultado:
Teorema 1 Sea Ka finito. Entonces, todo punto de acumulacio´n de la sucesio´n {xk} generada por el Algo-
ritmo DFF-I es cuasi-estacionario.
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