Abstract. In this paper we study submonoids of the monoid I ∞ as a submonoid, then every non-identity congruence C on S is a group congruence. We show that if S is an inverse submonoid of I ր ∞ (N) such that S contains C N as a submonoid then S is simple and the quotient semigroup S/C mg , where C mg is minimum group congruence on S, is isomorphic to the additive group of integers. Also, we study topologizations of inverse submonoids of I ր ∞ (N) which contain C N and embeddings of such semigroups into compact-like topological semigroups.
∞ as a submonoid, then every non-identity congruence C on S is a group congruence. We show that if S is an inverse submonoid of I ր ∞ (N) such that S contains C N as a submonoid then S is simple and the quotient semigroup S/C mg , where C mg is minimum group congruence on S, is isomorphic to the additive group of integers. Also, we study topologizations of inverse submonoids of I ր ∞ (N) which contain C N and embeddings of such semigroups into compact-like topological semigroups.
Introduction and preliminaries
In this paper all spaces will be assumed to be Hausdorff. Furthermore we shall follow the terminology of [16, 18, 22, 37, 43] . We shall denote the set of all positive integers by N, the first infinite ordinal by ω and the cardinality of the set A by |A|. If A is a subset of a semigroup S then by A we shall denote a subsemigroup of S generated by the elements of the set A.
An algebraic semigroup S is called inverse if for any element x ∈ S there exists a unique x −1 ∈ S such that xx −1 x = x and x −1 xx −1 = x −1 . The element x −1 is called the inverse of x ∈ S. If S is an inverse semigroup, then the function inv : S → S which assigns to every element x of S its inverse element x −1 is called an inversion. A congruence C on a semigroup S is called non-trivial if C is distinct from universal and identity congruences on S, and a group congruence if the quotient semigroup S/C is a group. If C is a congruence on a semigroup S then by C ♯ we denote the natural homomorphism from S onto the quotient semigroup S/C.
If S is a semigroup, then we shall denote the subset of all idempotents in S by E(S). If S is an inverse semigroup, then E(S) is closed under multiplication and we shall refer to E(S) a as band (or the band of S). Then the semigroup operation on S determines the following partial order on E(S): e f if and only if ef = f e = e. This order is called the natural partial order on E(S). A semilattice is a commutative semigroup of idempotents.
An inverse subsemigroup T of an inverse semigroup S is called full if E(S) = E(T ). By (P <ω (λ), ∪) we shall denote the free semilattice with identity over a set of cardinality λ ω, i.e., (P <ω (λ), ∪) is the set of all finite subsets (with the empty set) of λ with the semilattice operation "union".
If S is a semigroup, then we shall denote the Green relations on S by R, L , J , D and H (see [18] ). A semigroup S is called simple if S does not contain proper two-sided ideals and bisimple if S has only one D-class.
A (semi )topological semigroup is a topological space with a (separately) continuous semigroup operation. An inverse topological semigroup with continuous inversion is called a topological inverse semigroup.
A topology τ on a semigroup S is called:
• semigroup if (S, τ ) is a topological semigroup;
• semigroup inverse if S is an inverse semigroup and (S, τ ) is a topological inverse semigroup;
• shift-continuous if (S, τ ) is a semitopological semigroup. The bicyclic semigroup (or the bicyclic monoid ) C (p, q) is the semigroup with the identity 1 generated by two elements p and q, subject only to the condition pq = 1.
The bicyclic semigroup is bisimple and every one of its congruences is either trivial or a group congruence. Moreover, every homomorphism h of the bicyclic semigroup is either an isomorphism or the image of C (p, q) under h is a cyclic group (see [18, Corollary 1.32] ). The bicyclic semigroup plays an important role in algebraic theory of semigroups and in the theory of topological semigroups. For example a well-known Andersen's result [1] states that a (0-)simple semigroup with an idempotent is completely (0-)simple if and only if it does not contain an isomorphic copy of the bicyclic semigroup. The bicyclic monoid admits only the discrete semigroup Hausdorff topology. Bertman and West in [13] extended this result for the case of Hausdorff semitopological semigroups. Stable and Γ-compact topological semigroups do not contain the bicyclic monoid [3, 35] . The problem of embedding the bicyclic monoid into compact-like topological semigroups was studied in [5, 6, 30] . Independently to EberhartSelden results on topolozabilty of the bicyclic semigroup, in [45] Taimanov constructed a commutative semigroup A κ of cardinality κ which admits only the discrete semigroup topology. Also, Taimanov [46] gave sufficient conditions for a commutative semigroup to have a non-discrete semigroup topology. In the paper [25] it was showed that for the Taimanov semigroup A κ from [45] the following conditions hold: every T 1 -topology τ on the semigroup A κ such that (A κ , τ ) is a topological semigroup is discrete; A κ is closed in any T 1 -topological semigroup containing A κ and every homomorphic non-isomorphic image of A κ is a zero-semigroup.
Non-discrete topologizations of some bicyclic-like semigroups were studied in [7, 8, 9, 10, 11, 12, 24, 27, 36, 38, 44] . In particular in [23] it is proved that the discrete topology is the unique shiftcontinuous Hausdorff topology on the extended bicyclic semigroup C Z . We observe that for many (0-)bisimple semigroups S the following statement holds: every shift-continuous Hausdorff Baire (in particular locally compact) topology on S is discrete (see [17, 26, 28, 29, 31, 32] ).
Let I λ denote the set of all partial one-to-one transformations of a set X of cardinality λ together with the following semigroup operation:
The semigroup I λ is called the symmetric inverse semigroup over the set X (see [18] ). The symmetric inverse semigroup was introduced by Wagner [47] and it plays a major role in the theory of semigroups.
Remark 1.1. We observe that the bicyclic semigroup is isomorphic to the semigroup C N which is generated by partial transformations α and β of the set of positive integers N, defined as follows:
β = n − 1 (see Exercise IV.1.11(ii) in [42] ).
Let N be the set of all positive integers. We shall denote the semigroup of monotone, non-decreasing, injective partial transformations ϕ of N such that the sets N \ dom ϕ and N \ rank ϕ are finite by I In [31] Gutik and Repovš studied the semigroup I ր ∞ (N). They showed that the semigroup I ր ∞ (N) has algebraic properties similar to the bicyclic semigroup: it is bisimple and all of its non-trivial group homomorphisms are either isomorphisms or group homomorphisms. Also, they proved that every locally compact inverse semigroup topology τ on I ր ∞ (N) is discrete and described the closure of (I ր ∞ (N), τ ) in a topological semigroup. Doroshenko in [20, 21] studied the semigroups of endomorphisms of linearly ordered sets N and Z and their subsemigroups of cofinite endomorphisms O f in (N) and O f in (Z). In [21] he described the Green relations, groups of automorphisms, conjugacy, centralizers of elements, growth, and free subsemigroups in these subgroups. Especially in [21] it is proved that, in [21] the group of automorphisms consists only of the identity mapping, whereas the groups of automorphisms of O f in (Z) is isomorphic to the semigroup of integers with operation of addition and consist only of inner automorphisms. In [20] there was shown that both these semigroups do not admit an irreducible system of generators. In their subsemigroups of cofinite functions all irreducible systems of generators are described there. Also, here the last semigroups are presented in terms of generators and relations.
A partial map α : N ⇀ N is called almost monotone if there exists a finite subset A of N such that the restriction α | N\A : N \ A ⇀ N is a monotone partial map.
By I 
It is obvious that the composition of two partial isometries of a metric space (X, d) is a partial isometry, and the converse partial map to a partial isometry is a partial isometry. Hence the set of partial isometries of a metric space (X, d) with the operation of composition of partial isometries is an inverse submonoid of the symmetric inverse monoid over the set X.
Let IN ∞ be the set of all partial cofinite isometries of the set of positive integers N with the usual metric d(n, m) = |n − m|, n, m ∈ N. Then IN ∞ with the operation of composition of partial isometries is an inverse submonoid of I ω . The semigroup IN ∞ of all partial co-finite isometries of positive integers is studied in [34] . There we describe the Green relations on the semigroup IN ∞ , its band and proved that IN ∞ is a simple E-unitary F -inverse semigroup. Also in [34] , the least group congruence C mg on IN ∞ is described and proved that the quotient-semigroup IN ∞ /C mg is isomorphic to the additive group of integers Z(+). An example of a non-group congruence on the semigroup IN ∞ is presented. Also we proved that a congruence on the semigroup IN ∞ is group if and only if its restriction onto an isomorphic copy of the bicyclic semigroup in IN ∞ is a group congruence.
In this paper we show that every automorphism of a full inverse subsemigroup of I ր ∞ (N) which contains the semigroup C N is the identity map. We construct a submonoid IN ∞ as a submonoid, then every non-identity congruence C on S is a group congruence. We show that if S is an inverse submonoid of I ր ∞ (N) such that S contains C N as a subsubmonoid then S is simple and the quotient semigroup S/C mg , where C mg is minimum group congruence on S, is isomorphic to the additive group of integers. Also, we study topologizations of inverse submonoids of I ր ∞ (N) which contain C N and embeddings of such semigroups into compact-like topological semigroups.
Main algebraic results
We recall for a semigroup S a homomorphism Φ : S → S is called an endomorphism of S and every bijective endomorphism (isomorphism) Φ : S → S is called an automorphism of S. We observe that in the case when S is a monoid with the unit 1 S , then an endomorphism Φ : S → S with (1 S )Φ = 1 S is called a monoid endomorphism. It is obvious that (1 S )Φ = 1 S for any automorphism Φ : S → S of a monoid with the unit 1 S .
Recall [41] a semigroup S is combinatorial if it has no non-trivial subgroups. A regular (an inverse) semigroup S is combinatorial if all its H -classes are singleton. It is obvious that any subsemigroup of a combinatorial semigroup is combinatorial.
Lemma 2.1. Let Ψ : S → S be an automorphism of a combinatorial inverse semigroup S. If (e)Ψ = e for all e ∈ E(S) then Ψ is the identity map.
Proof. Fix an arbitrary s ∈ S \ E(S). Then (ss Proof. Since Φ : S → S is an automorphism, (I)Φ = I. Suppose to the contrary that (ε(1))Φ = ε(1). Since the restriction Φ| E(S)\{I} : E(S) \ {I} → E(S) \ {I} of the automorphism Φ onto E(S) \ {I} is an automorphism, there exist (not necessary distinct) idempotents ι, υ ∈ S\{I, ε(1)} such that (ε(1))Φ = υ, (ι)Φ = ε(1) and |N \ dom υ| = |N \ dom ι| = 1.
We shall show that 1 ∈ dom φ ∩ ran φ and moreover (1)φ = 1 for any φ ∈ (α)Φ, (β)Φ . Our assumption implies that ε(1)) = βα and hence
This implies that 1 ∈ dom(α)Φ and 1 ∈ dom(β)Φ. If (1)(β)Φ = 1 then the monotonicity of β implies that 1 / ∈ dom(α)Φ, and hence 1 / ∈ dom(αβ)Φ = N, a contradiction. Since α is inverse of β in S, the equality (1)(β)Φ = 1 implies that
This implies that (1)(β i α j )Φ = 1 for all non-negative integers i and j. By Remark 1.1, α, β is a submonoid of I ր ∞ (N) which is isomorphic to the bicyclic monoid, and since Φ : S → S is an automorphism, (α)Φ, (β)Φ is isomorphic to the bicyclic monoid, too. By Lemma 2.6 of [31] for every idempotent ε ∈ I ր ∞ (N) there exists a positive integer n ε such that ε · β n α n = β n α n for any positive integer n n ε . Then there exists a positive integer n ι such that ιβ n α n = β n α n and hence (ιβ n α n )Φ = (β n α n )Φ for all n n ι . Since (ι)Φ = βα we have that (ιβ n α n )Φ = (ι)Φ(β n α n )Φ = ε(1)(β n α n )Φ and hence 1 / ∈ dom βα for all n n ι . This contradicts the previous part of the proof. The obtained contradiction implies the statement of the lemma. By Proposition 2.1(iii) from [31] the semigroup I ր ∞ (N) is combinatorial and hence S is combinatorial, too. Then the arguments presented in the proof of Lemma 2.1 imply that (β)Φ = β and (α)Φ = α. Therefore we get (
for all non-negative integers i and j.
Lemma 2.4. Let S be a full inverse submonoid of I ր ∞ (N) and Φ : S → S be an automorphism. Then (ε)Φ = ε for each idempotent ε ∈ S.
Proof. Since the restriction Φ| E(S)\{I} : E(S)\{I} → E(S)\{I} of Φ onto E(S)\{I} is an automorphism, the equality (ι)Φ = υ for ι, υ ∈ E(S) \ {I, ε(1)} implies that |N \ dom υ| = |N \ dom ι|. Fix so elements ι, υ ∈ E(S) \ {I, ε(1)} with |N \ dom υ| = |N \ dom ι| = 1. Then there exist positive integers k and l such that υ = ε(k) and ι = ε(l). Suppose to the contrary that ι = υ. If k > l > 1 then
If l > k > 1 then
The obtained contradictions and Lemma 2.3 imply that (ι)Φ = ι for every ι ∈ E(S) with |N\dom ι| = 1. By Proposition 2.1 of [31] for every idempotent ε ∈ I ր ∞ (N) there exists a finite subset {n 1 , . . . , n k } of positive integers such that ε is the identity map of N\{n 1 , . . . , n k }. This implies that ε = ε(n 1 ) · · · ε(n k ). Hence we get that
which completes the proof of the lemma.
It is well known that every automorphism Φ of the bicyclic semigroup C (p, q) is trivial. i.e., Φ is the identity map of C (p, q). The following theorem shows that every full inverse subsemigroup of I is a some partial shift of
Also, we put n d α = min {j ∈ N : j ∈ dom α} for α ∈ I ր ∞ (N), and n
The following theorem is proved in [34] . (1) C is a group congruence; (2) there exists a subsemigroup S of IN ∞ which is isomorphic to the bicyclic semigroup and S contains two distinct C-equivalent elements; (3) every subsemigroup of IN ∞ , which is isomorphic to the bicyclic semigroup, has two distinct C-equivalent elements.
The following lemma completes the statements of Theorem 2.9.
Lemma 2.10. Let C be a congruence on the semigroup
Proof. The assumptions of the lemma imply that n 
and hence ε n d ι +1 Cε n d ι . Then Theorem 2.9 and Corollary 1.32 [18] imply that C is a group congruence on IN ∞ . Definition 2.11. Put
It is obvious that IN [1]
∞ is an inverse submonoid of the inverse monoid I ∞ as a submonoid. Let C be a congruence on S such that two distinct idempotents ε and ι of IN [1] ∞ are C-equivalent. Then C is a group congruence on S.
Proof. If ε and ι are idempotents of the subsemigroup C N of I ր ∞ (N) then the statement of our lemma follows from Theorem 2.9. Hence we assume that at least one of idempotents ε and ι does not belong to C N .
We consider two cases: For every positive integer j < n d ε − 1 we define a partial bijection α j : N ⇀ N in the following way: ∞ as a submonoid. Then every non-identity congruence C on S is a group congruence.
Proof. Let α and β be two distinct C-equivalent elements of the semigroup S.
We consider two cases:
(ii) α and β belong to distinct two H -classes in S.
Suppose that αH β in S. Then Proposition 1.1(ix) of [17] and Proposition 3.2.11 of [37] imply that dom α = dom β and ran α = ran β, and hence there exists a positive integer n 0 ∈ dom α such that (n 0 )α = (n 0 )β. Let ε n 0 : N ⇀ N be the identity map of the set {n 0 } ∪ {n ∈ N : n m 0 }, where m 0 ∈ dom α is an arbitrary positive integer such that m 0 n 0 + n d α . By Proposition 3(i) of [34] and Proposition 3(i) of [17] , E(IN ∞ ) = E(I ր ∞ (N)) and hence ε n 0 ∈ E(S). Since S is an inverse semigroup Proposition 2.3.4 from [37] and αCβ imply that α −1 Cβ −1 , and hence we have that (α −1 ε n 0 α)C(β −1 ε n 0 β). Then the definition of ε n 0 implies that α −1 ε n 0 α and β −1 ε n 0 β are distinct idempotents of the semigroup S, and hence by Lemma 2.12, C is a group congruence on S.
If case (ii) holds then at least one of the following conditions holds
Then by Proposition 2.3.4 of [37] the semigroup S has two distinct C-equivalent idempotents. Next we apply Lemma 2.12.
Every inverse semigroup S admits the least group congruence C mg (see [42, Section III]):
sC mg t if and only if there exists an idempotent e ∈ S such that se = te.
Later we shall describe the least group congruence on any inverse subsemigroup S of I ր ∞ (N) such that S contains C N as a submonoid.
Definitions of inverse semigroups C N , I ր ∞ (N) and the congruence C mg imply the following lemma. Lemma 2.14. Let S be an inverse subsemigroup of I ր ∞ (N) such that S contains C N as a submonoid. Then the following conditions hold:
(i) αC mg − → α for every α ∈ S;
(ii) if α and β are elements of S such that α = − → α and β = − → β , then αC mg β if and only if (n)α = (n)β for all n ∈ dom α ∩ dom β. 
Then the quotient semigroup S/C mg is isomorphic to the additive group of integers Z(+).
Proof. We define a map F : S → Z(+), α → i α in the following way. Put i α = (n) − → α − n, where n ∈ dom − → α . Simple verification implies that so defined map F is correct and it is a homomorphism. Also, Lemma 2.14 implies that αC mg β if and only if (α)F = (β)F for α, β ∈ S. Theorems 2.13 and 2.15 imply the following corollary. ∞ as a submonoid. Then for any non-injective homomorphism F : S → T into an arbitrary semigroup T there exists a unique homomorphism H : Z(+) → T such that the following diagram
The semigroups C N , I ր ∞ (N) and I ր ∞ (N) are bisimple (see [18] , [31] , [17] ). But the semigroup IN ∞ is not bisimple whereas it is simple. A very amazing property about some inverse subsemigroups of I Proof. Since α = αI = Iα for any element α of S, it is sufficient to show that for every β ∈ S there exist γ, δ ∈ S such that γβδ = I.
Fix an arbitrary element β in S. Simple verifications show that β
are elements of the sebsemigroup C N in S. Next we define a partial maps γ : N ⇀ N in the following way
3. On shift-continuous topologies on inverse subsemigroups of I ր ∞ (N) A subset A of a topological space X is said to be co-dense in X if X \ A is dense in X. We recall that a topological space X is said to be:
• compact if every open cover of X contains a finite subcover;
• countably compact if each closed discrete subspace of X is finite;
• feebly compact if each locally finite open cover of X is finite;
• pseudocompact if X is Tychonoff and each continuous real-valued function on X is bounded;
• locally compact if each point of X has an open neighbourhood with the compact closure;
•Čech-complete if X is Tychonof and there exists a compactifcation cX of X such that the remainder cX \ c(X) is an F σ -set in cX; • a Baire space if for each sequence A 1 , A 2 , . . . , A i , . . . of nowhere dense subsets of X the union ∞ i=1 A i is a co-dense subset of X. According to Theorem 3.10.22 of [22] , a Tychonoff topological space X is feebly compact if and only if X is pseudocompact. Also, a Hausdorff topological space X is feebly compact if and only if every locally finite family of non-empty open subsets of X is finite. Every compact space is countably compact and every countably compact space is feebly compact (see [4] ). Also, every compact space is locally compact, every locally compact space isČech-complete, and everyČech-complete space is a Baire space (see [22] ).
By the Eberhart-Selden theorem every Hausdorff semigroup topology on the bicyclic semigroup is discrete. It is natural to ask: Do there exists non-discrete semigroup topology on the semigroup IN ∞ ? Theorem 3.1. Let S be an inverse subsemigroup of I ր ∞ (N) such that S contains C N as a submonoid. Then every Baire shift-continuous Hausdorff topology τ on S is discrete.
Proof. If no point in S is isolated, then since the space (S, τ ) is Hausdorff, it follows that {α} is nowhere dense for all α ∈ S. But, if this is the case, then since the semigroup S is countable it cannot be a Baire space. Hence the space (S, τ ) contains an isolated point µ. If γ ∈ S is arbitrary, then by Theorem 2.17, there exist α, β ∈ S such that α · γ · β = µ. The map f : χ → α · χ · β is continuous and so the full preimage ({µ})f Proof. Let α and β be arbitrary elements of the semigroup IN ∞ . We put γ = α · β and let F = {n 1 , . . . , n i } be a finite subset of dom γ. We denote m 1 = (n 1 )α, . . . , m i = (n i )α and k 1 = (n 1 )γ, . . . , k i = (n i )γ. Then we get that (m 1 )β = k 1 , . . . , (m i )β = k i . Hence we have that
Therefore the semigroup operation and the inversion are continuous in (IN ∞ , τ W ).
Let N = N ∪ {a} for some a / ∈ N. Then N N with the operation composition is a semigroup and the map Ψ :
is a monomorphism. Hence N N is a topological semigroup with the product topology if N has the discrete topology. Obviously, this topology generates topology τ W on IN ∞ . Therefore by Theorem 2.3.11 from [22] topological space N N is Tychonoff and hence by Theorem 2.1.6 from [22] so is (IN ∞ , τ W ). This completes the proof of the proposition. Proof. By Lemma 3 [33] , S is an open subspace of the topological space T .
Fix an arbitrary element y ∈ I. If x·y = z / ∈ I for some x ∈ S then there exists an open neighbourhood U(y) of the point y in the space T such that {x} · U(y) = {z} ⊂ S. By Proposition 1.2 from [17] the open neighbourhood U(y) should contain finitely many elements of the semigroup S which contradicts our assumption. Hence x · y ∈ I for all x ∈ S and y ∈ I. The proof of the statement that y · x ∈ I for all x ∈ S and y ∈ I is similar.
Suppose to the contrary that x · y = w / ∈ I for some x, y ∈ I. Then w ∈ S and the separate continuity of the semigroup operation in T yields open neighbourhoods U(x) and U(y) of the points x and y in the space T , respectively, such that {x} · U(y) = {w} and U(x) · {y} = {w}. Since both neighbourhoods U(x) and U(y) contain infinitely many elements of the semigroup S, equalities {x} · U(y) = {w} and U(x) · {y} = {w} do not hold, because {x} · (U(y) ∩ S) ⊆ I. The obtained contradiction implies that x · y ∈ I. Proof. Since S is a discrete subspace of T by Lemma 3 [33] we have that D γ is an open subset of T × T .
Suppose that there exists γ ∈ S such that D γ is a non-closed subset of T × T . Then there exists an accumulation point (α, β) ∈ T × T of the set D γ . The continuity of the semigroup operation in T implies that α · β = γ. But S × S is a discrete subspace of T × T and hence by Theorem 3.5, the points α and β belong to the ideal I = T \ S and hence α · β ∈ T \ S cannot be equal to γ. and hence the set D c is infinite. This implies that the square S × S is not feebly compact.
A topological semigroup S is called Γ-compact if for every x ∈ S the closure of the set {x, x 2 , x 3 , . . .} is compact in S (see [35] ). The results obtained in [3] , [5] , [6] , [30] , [35] imply the following (i) T is compact; (ii) T is Γ-compact; (iii) T is a countably compact topological inverse semigroup; (iv) the square T × T is countably compact; (v) the square T × T is a Tychonoff pseudocompact space, then T does not contain the semigroup S and for every homomorphism h : S → T the image (S)h is a cyclic subgroup of T . Moreover, for every homomorphism h : S → T there exists a unique homomorphism u h : Z(+) → T such that the following diagram
Recall [19] that a Bohr compactification of a topological semigroup S is a pair (β, B(S)) such that B(S) is a compact topological semigroup, β : S → B(S) is a continuous homomorphism, and if g : S → T is a continuous homomorphism of S into a compact semigroup T , then there exists a unique continuous homomorphism f : B(S) → T such that the diagram 
