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BAB III  
METODE PENELITIAN 
 
 Bab ini menjelaskan tentang analisa data, rancangan sistem, dan skenario 
pengujian. Bagian analisa data meliputi data penelitian, analisis data, data 
preprocessing. Bagian rancangan sistem meliputi alur metode yang digunakan dan 
diagram fungsional. Bagian skenario pengujian meliputi proses dari beberapa 
metode pengujian yan digunakan pada sistem. 
3.1 Analisis  
Analisis dilakukan dengan tujuan untuk mengidentifikasi kebutuhan dan 
hasil yang diharapkan dalam pengembangan sistem. Hal pertama yang dapat 
dilakukan adalah melakukan pengumpulan data berupa abstrak jurnal ilmiah dalam 
bidang computer science yang menggunakan Bahasa Inggris. Setelah itu akan 
dilakukan pemberian tag anotasi dari setiap abstraksi, sebelum melangkah ke proses 
selanjutnya akan dilakukan proses preprocessing terlebih dahulu. Selanjutnya akan 
dilakukan ekstraksi fitur menggunakan library NLP bahasa inggris. Kemudian 
pembentukan model menggunakan JAVA, serta library dari WEKA. Jika 





Gambar 3. 1 Flowchart pengembangan sistem 
3.1.1 Pengumpulan Data Abstrak 
Dalam penelitian ini memilih abstrak jurnal ilmiah sebagai data, karena 
dalam isi abstrak yang tidak terlalu panjang dan mencakup hampir keseluruhan isi 
jurnal. Tahap pengumpulan data dimulai dari pemilihan sumber data, untuk itu 
sumber data jurnal didapatkan dari publikasi jurnal IEEEAccess, IJASEIT dan 
beberapa publikasi jurnal Open Access. Jenis jurnal yang dipilih adalah jurnal 
penelitian dalam bidang computer science, yang menggunakan Bahasa Inggris, dan 
memiliki setidaknya 150 – 250 kata atau lebih. Hasil dari pengumpulan data, akan 
disusun ke dalam sebuah file, untuk selanjutnya di anotasi dan kemudian disebut 
dengan corpus data. Dalam jurnal referensi ekstraksi informasi 5W1H dari berita 
Online, penulis menggunakan 190 data berita, dengan pembagian ke dalam 6 kelas 
utama. Dalam penelitian Tugas Akhir ini penulis menggunakan 5 kelas utama, 
dalam hal ini penulis menggunakan data yang digunakan pada jurnal refernsi, yaitu 
mengumpulkan 300 data abstraksi, yang disusun ke dalam sebuah file plain text. 
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3.1.2 Anotasi Data 
Pada pengembangan sistem ini untuk melakukan ekstraksi informasi penulis 
menggunakan teknik Machine Learning. Seperti pada jurnal referensi penggunaan 
teknik Machine Learning digunakan untuk melakukan klasifikasi token dalam 
dataset. Selanjutnya pada tahapan implementasi terdiri atas 2 proses, yaitu Ekstraksi 
Fitur dan Klasifikasi. Pada tahap Ekstraksi Fitur yang sudah dilakukan akan 
menghasilkan model untuk pengujian. 
Terdapat setidaknya 5 informasi yang terkandung dalam sebuah abstraksi, 
informasi tersebut adalah : 
a) Background Information : dasar dari sebuah penelitian, berisikan wacana 
yang saat ini terjadi di lapangan. 
b) Hypothesis : pertanyaan penelitian yang sempit dan masih 
harus dibuktikan kebenarannya. 
c) Method :  metode yang dipilih untuk penelitian. 
d) Result :  temuan utama sebuah penelitian. 
e) Implications/Future Research : bagian ini berisikan kesimpulan atau arah 
penelitian selanjutnya 
Dari 5 bagian abstraksi diatas, langkah selanjutnya adalah 
mengimplementasikan tag anotasi pada corpus data. Penggunaan tag tersebut 
digunakan agar sistem dapat mengenali, sehingga bentuk tag harus dibuat unik.  
Setiap masing-masing bagian pada abstraksi memiliki tag buka dan tutup. 
Tabel 3. 1 Daftar bagian Abstrak serta tag yang digunakan 
Bagian Tag Buka Tag Tutup 
Background Information <IEXB> </IEXB> 
Hypothesis <IEXH> </IEXH> 
Method <IEXM> </IEXM> 
Result <IEXR> </IEXR> 
Implication/Future Research <IEXI> </IEXI> 
Pada bagian abstrak yang sudah di jelaskan diatas, masih terdapat 
kekurangan. Tidak semua merupakan kata yang berdiri sendiri, ada juga bagian 
yang merupakan sebuah frase, oleh karena itu diperlukan tag tambahan yang 
berfungsi untuk mengenali frase serta bagian-bagiannya. Tag tersebut adalah tag 
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BIO (Begin-In-Other). Tag Begin digunakan untuk menandai awal frase, tag In 
berarti token tersebut merupakan bagian dari frase di depannya (yang ber-tag 
Begin). Sedangkan Other adalah menandakan bahwa token tersebut merupakan kata 
yang berdiri sendiri. Pada tag Other, tidak tituliskan ke dalam corpus pada saat 
anotasi data, karena tag Begin dan In dapat mewakili frase-frase yang digunakan. 
Tabel 3. 2 Daftar tag yang sudah dimodifikasi 








Background Information <IEXB-b> </IEXB-b> <IEXB-i> </IEXB-i> 
Hypothesis <IEXH-b> </IEXH-b> <IEXH-i> </IEXH-i> 
Method <IEXM-b> </IEXM-b> <IEXM-i> </IEXM-i> 
Result <IEXR-b> </IEXR-b> <IEXR-i> </IEXR-i> 
Implication/Future 
Research 
<IEXI-b> </IEXI-b> <IEXI-i> </IEXI-i> 
3.1.2.1 Mekanisme Anotasi 
Dalam proses pemberian tag anotasi peneliti bekerjasama dengan satu orang 
sebagai annotator dan satu orang sebagai validator, dengan tugas annotator memberi 
tag pada abstrak sesuai dengan ketentuan tag anotasi. Sedangkan validator 
merupakan ahli atau pakar yang akan me-validasi tag yang telah di anotasikan oleh 
annotator. 
3.1.3 Ekstraksi Fitur 
Sebelum tahapan Ekstraksi Fitur akan dilakukan Preprocessing data. 
Preprocessing yang dilakukan adalah tokenization  pada setiap kata dan tanda baca 
dalam abstraksi akan diproses menjadi sebuah token. Pada beberapa token masing-
masing memiliki kelas Background Information, Hypothesis, Method, Result, 
Implications/Future Research, ataupun bukan kelimanya (Other). 
Fitur-fitur yang akan digunakan pada penelitian ini secara umum sama 
dengan fitur-fitur yang ada pada jurnal referensi. Dengan menggunakan fitur-fitur 
dari hasil NLP (Natural Language Processing), seperti jenis kata, part-of-speech, 
kontekstual, dan name entity dari setiap token. Ekstraksi fitur yang akan dilakukan 
menggunakan Java, dan library OpenNLP. Tahapan Ekstraksi Fitur dilakukan 




Gambar 3. 2 Alur Ekstraksi Fitur 
a. Anotasi Begin dan IN 
Tahap ini merupakan pemberian tag anotasi pada corpus data seperti 
yang sudah dijelaskan pada sub bab 3.1.2. 
b. Ekstraksi Fitur 
Pada Ekstraksi Fitur digunakan untuk mengenali fitur dari setiap token. 
Seperti pada referensi [6] tahap ini akan dibagi menjadi 2 jenis fitur yaitu 
fitur internal dan fitur eksternal. Berikut uraian dari fitur : 
Tabel 3. 3 Fitur Internal 
No  Fitur Deskripsi 
1 Jenis token Tipe token {nomor, kata, tanda baca dll} 
2 Contextual Konteks pada token {Negara, Preposisi, 
Orang Prefix, dll} 
3 Morphological Struktur token {Uppercase, Titlecase, 
Lowercase, dll} 
4 POS Part-Of-Speech {Noun, Verb, Adjective, 
Modal, dll} 
5 NE Name Entity {Organisasi, orang, lokasi, 
waktu, dll} 
  Tabel 3.3 fitur internal merupakan fitur yang melekat pada setiap 
token yang dapat mengidentifikasi kondisi dari setiap token. 
Tabel 3. 4 Fitur Eksternal 
No  Fitur Deskripsi 
1 Bef-one-kind Jenis Token dari token Sebelumnya 
2 Bef -two- kind Jenis Token dari 2 token Sebelumnya 
3 Af-one- kind Jenis Token dari token Setelahnya 
4 Af-two- kind Jenis Token dari 2 token setelahnya 
5 Bef -one-contex Contextual dari token Sebelumnya 










7 Af-one-contex Contextual dari token Setelahnya 
8 Af-two- contex Contextual dari 2 token setelahnya 
9 Bef -one-morph Morphology  dari token Sebelumnya 
10 Bef -two-morph Morphology dari 2 token Sebelumnya 
11 Af-one-morph Morphology dari token Setelahnya 
12 Af-two-morph Morphology dari 2 token setelahnya 
13 Bef -one-pos POS tag  dari token Sebelumnya 
14 Bef -two-pos POS tag  dari 2 token Sebelumnya 
15 Af-one- pos POS tag  dari token Setelahnya 
16 Af-two-pos POS tag  dari 2 token setelahnya 
17 Bef -one-ne NE tag Sebelumnya 
18 Bef -two-ne NE tag kedua sebelum token 
19 Af-one-ne NE tag Setelahnya 
20 Af-two-ne NE tag kedua setelah token 
  Tabel 3.4 fitur eksternal merupakan fitur-fitur dari setiap token 
disekitarnya, lebih tepatnya 2 token sebelum dan 2 token sesudah token 
internal. Dari hasil ekstraksi 25 fitur setiap token pada corpus, 
selanjutnya akan disimpan dalam bentuk sebuah file dan dijadikan 
sebuah file data train. 
c. Pembentukan Data Set 
Setelah semua fitur dari setiap token telah di ekstrak, setiap token serta 
fitur-fitur yang dimiliki akan disusun ke-dalam data set. Pada tahapan 
ini akan menghasilkan sebuah file dengan format ARFF yang berisi 
fitur-fitur dan kelas setiap token dari data abstraksi. 
d. Filltering 
Dalam dataset terkadang terdapat kondisi dimana ukuran sebuah target 
kelas jauh lebih besar dibandingkan dengan kelas yang lain. Hal ini yang 
dinamakan sebagai Imbalance Dataset, yang dapat mempengaruhi ke-
akuratan hasil perhitungan pada sebuah klasifikasi. Dalam penelitian ini, 
penulis akan mengaplikasikan filter resample dari WEKA untuk 
menangani imbalance dataset yang mungkin terjadi. 
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3.1.4 Pembentukan Model 
Pada pembentukan model, dibutuhkan sebuah dataset serta Algoritma yang 
akan digunakan untuk membuat model. Penulis mencoba untuk menentukan 
algoritma yang akan digunakan pada penelitian ini dengan jurnal referensi yaitu 
pemodelan menggunakan algoritma SMO pada jurnal referensi dari Ilyas & Khodra 
[4] dan IBk (kNN) Riaddy AI, Sibaroni Y, Aditsania A [7] serta random forest dari 
penelitian sebelumnya yang dilakukan oleh Deni Arifandi[6]. 
Pembentukan model dilakukan setelah pembentukan data train selesai, 
selanjutnya akan dilakukan proses pembentukan model dengan cara 
mengimplementasikan algoritma pada sebuah dataset. Dalam pembentukan ini 
dengan menggunakan Java serta Library WEKA, dan menggunakan algoritma yang 
sudah ditentukan sebelumnya.  
3.2 Alur Sistem Ekstraksi Informasi 
Alur sistem akan membahas bagaimana tahapan penggunaan sistem yang 
dapat dilakukan oleh user nantinya. Alur sistem ini bertujuan untuk memudahkan 
dalam menggambarkan proses ekstraksi informasi yang dibentuk. Dalam 
perancangan sistem ini akan digambarkan melalui  flowchart atau diagram alur. 
 




a. User dapat memilih 2 proses yang akan dilakukan yaitu proses 
ekstraksi fitur atau proses klasifikasi. 
b. Dalam proses ekstraksi fitur, user diminta menginputkan sebuah file  
berisikan data abstrak jurnal berbahasa Inggris yang telah ter-anotasi 
dengan tag yang sudah ditentukan sebelumnya. 
c. Program akan melakukan proses ekstraksi fitur dengan 
menggunakan library OpenNLP berbahasa Inggris. 
d. Setelah proses ekstraksi fitur dilakukan, selanjutnya dilakukan 
proses resample yang bertujuan untuk menyeimbangkan data yang 
kadang kala pada sebuah kelas dapat berukuran jauh lebih besar dari 
kelas lainnya. 
e. Selanjutnya menghasilkan output berupa model, dan hasil evaluasi 
pada setiap algoritma yang digunakan pada penelitian ini. 
f. Dalam proses klasifikasi, user diharapkan telah melakukan proses 
ekstraksi terlebih dahulu atau telah memiliki model ekstraksi yang 
telah dilakukan sebelumnya. 
g. User dapat menginput sebuah abstrak ke dalam text area yang telah 
disediakan. 
h. Selanjutnya, prongram akan melakukan proses klasifikasi dengan 
membentuk data tes, dan proses klasifikasi berdasarkan model yang 
sudah didapat dari proses pembentukan ekstraksi fitur yang telah 
dilakukan sebelumnya. 
i. Hasil klasifikasi akan ditampilkan setiap kata pada abstrak yang 
telah diinputkan sebelumnya. 
 
 
