Introduction
The conventional Hankel transform of a function ϕ ∈ L 1 (I), I = (0, ∞) ( [3] , [7] ), is defined bŷ The fractional Hankel transform is a generalization of the conventional Hankel transform of fractional order. The earliest work on the fractional Hankel transform was published by Namias [2] in 1980. Recently it is becoming important in various applications in optics ( [1] , [6] , [8] ). Kerr [1] developed a theory of fractional powers of the Hankel transforms in the Zemanian spaces. We have defined the one-dimensional fractional Hankel transform with parameter α of ϕ(x) for μ ≥ −1/2, denoted by (h α μ ϕ)(ξ) = ϕ α μ (ξ) as follows: 
Properties of fractional Hankel transform
Zemanian [7, p. 129] introduced the function space H μ (I) consisting of all complex valued infinitely differentiable functions ϕ defined on I = (0, ∞), satisfying
It may be noted that if ϕ ∈ H μ (I), then from Prasad et al. [5] , we havê
If f (x) is a locally integrable function on I such that f (x) is of slow growth as x → ∞ and x μ+1/2 f (x) is locally integrable on 0 < x < 1. Then f (x) generates a regular generalized function f (x) on H μ (I) by
μ , s, μ ∈ R, if its fractional Hankel transform (h α μ ϕ) corresponds to a locally integrable function on I = (0, ∞) and
The differential operator Δ μ is defined by [5] 
Proposition 2.1. For any ϕ ∈ H μ (I) and all non-negative integers k, we have
where Δ μ is as (2.3) and a l,n are constants depending on μ and α only.
Similarly, for k = 2,
Continuing in this way, we have
where
and known as fractional Bessel operator with parameter α.
P r o o f. See [5] .
Similarly as in Proposition 2.1, we have
where Δ * μ is as Proposition 2.2, and b l,n are constants depending on μ and α only. 2
An integral representation
Definition 3.1. Let m ∈ R. Then we define a class H m as the set of all functions a(x, ξ) ∈ C ∞ (I × I) such that for any three non-negative integers q, k and β, there exists a positive constant D m,k,β,q such that
Definition 3.2. Let a(x, ξ) be a complex valued function belonging to the space C ∞ (I ×I) and let its derivatives satisfy certain growth conditions such as (3.1). Then the pseudo-differential operator A μ,a associated with the symbol a(x, ξ) is defined by
The function a ξ,α (η) associated with the symbol a(x, ξ) is defined by
will play a fundamental role in our investigation.
Lemma 3.1. Let the symbol a(x, ξ) ∈ H m for some m ∈ R. Then for any r ∈ N 0 , there exists a constant M such that
. Multiplying both sides of this expression by (−η 2 csc 2 α) r , we have
Therefore,
there exists a positive constant M depending on s, l, m, n, p, q, q 1 , α and μ:
the last integral is convergent for q > 2(μ + 1 + 3r) and M is a positive constant. Hence for all r ∈ N, we have 
and all involved integrals are convergent.
By inversion formula of fractional Hankel transform, we have
Now, using estimate (3.3) for a ξ,α (η), the above change in the order of integration can be justified and the existence of the last integral can be proved. Sinceφ α μ (ξ) ∈ H μ (I), we have
where C l is a positive constant depending on α.
The above integrals are convergent since μ ≥ −1/2, and l and r can be chosen sufficiently large. 
1) exists for ϕ ∈ H μ (I).
We have already defined the Sobolev-type space G 
so that,
4)
∀y, ξ ∈ I. Now using Proposition 2.2, we have
Hence by (4.4) and (4.5), we get
Since the x-integral is convergent for large value of q, there exists a constant C m > 0 such that 
6) where ϕ ∈ H μ (I). P r o o f. From (4.1), we know that
Corollary 4.1. For any symbol a ∈ H m , the associated operator
where ϕ ∈ H μ (I), the fractional Hankel transform is taken with respect to all the variables x and y. 
Now using Lemma 4.1 and relation (4.8), we have
We know that
and
so that, from (4.9) and (4.10), we have
The first part of the above expression is bounded, and we discuss the convergence of the second part as follows:
the above η-integral can be made convergent by choosing l > s+1/2. Now, if s < 0, let s = −p, p > 0, then
the above integral is convergent for p + l > 1/2. Hence from (4.12), we have
where D is positive constant. 
provided the integral is convergent. 
Using (3.1), the right-hand side of the above inequality can be bounded by 
An application of (3.1), the right-hand side of above expression can be bounded by
the x-integral being convergent for q > 2k 2 + μ + 3/2, we have
where L is a positive constant depending on α, k 2 , k 3 , k 4 , β 2 , m 1 , q and μ. By using (5.7), the right-hand side of (5.4) can be bounded by
(1 + y) 
