Abstract We obtain an information bound for estimates of parameters in general regression models where data are collected under a variety of response-selective sampling schemes, together with a simple formula for the asymptotic variance of the semi-parametric maximum likelihood estimate. This is compared to the bound and the estimate is found to be fully efficient in a variety of settings. A small simulation study is reported to illustrate the small-sample efficiency of the semi-parametric estimator.
if the probability an individual is selected in the sample depends on y (the responseselective case), then things are not so simple and g must be included in the analysis.
In a series of papers, Scott and Wild (Scott and Wild 1997 , Scott and Wild 2001 , Wild 1991 have developed a methodology to handle this latter case, in which the function g is treated non-parametrically. Their method can be applied to a variety of response-selective sampling methods, including simple and stratified case-control studies. The method also permits the incorporation of supplementary information from a variety of sources, such as prospective samples from the joint distribution of (x, y) or the marginal distribution of x.
In this paper, we present a demonstration that the Scott-Wild method attains full non-parametric efficiency in all these situations. The efficiency of these methods has been demonstrated in special cases by several authors. For example, Breslow et al. (2000) consider case-control sampling, assuming that the data are generated by Bernoulli sampling, where either a case or control is selected by a randomisation device with known selection probabilities, and the covariates of the resulting case or control are measured. In the case of two-phase outcome-dependent sampling, Breslow et al. (2003) apply the missing value theory of Robins et al. (1995) and Robins et al. (1994) . Here, individuals in the population are selected at random and their status (e.g. case or control) is determined. Then with a probability depending on their status, the covariates are measured or not. The unobserved covariates are treated as missing data.
In the present paper, we present a unified method that enables us to demonstrate the efficiency of the Scott-Wild approach in a simple way. We first use an adaptation of the profile likelihood method due to Newey (1994) to derive a semi-parametric efficiency bound. We then derive a simple expression for the asymptotic variance of the Scott-Wild estimate. Next, we show that and then show that this asymptotic variance coincides with the efficiency bound, thus demonstrating the efficiency of the estimator. Finally, to illustrate the efficiency of the Scott-Wild method in finite samples, and to assess the accuracy of the asymptotic approximation to the finite-sample variance, we conducted a small simulation study comparing the semiparametric estimator to some other estimators in common use.
The paper is structured as follows. In Sect. 2, we describe the Scott-Wild approach in more detail, discuss some special cases, and give a formula for the asymptotic variance of the Scott-Wild estimator. In Sect. 3, we sketch the theory of semiparametric efficiency that we require, and present an extension of Newey (1994) characterisation of the efficiency bound in terms of a "expected population profile likelihood" to the case of multiple samples. We then use this theory to demonstrate the efficiency of the Scott-Wild estimator by showing that the efficiency bound for this problem coincides with the asymptotic variance. The simulation study is described in Sect. 4, and some further comments on special cases are made in Sect. 5. Proofs and other derivations are in Sect. 6.
The Scott-Wild approach to generalised case-control studies
In this section we review the Scott-Wild methodology and give an expression for the asymptotic variance of their estimates.
We assume that the population is divided into K disjoint strata, and that the stratum membership is completely determined by an individual's response and covariate vector (although typically it depends on the response and only some, perhaps even none, of the covariates).
Data are gathered according to the following sampling scheme: In the first phase of sampling, a prospective sample of size N is taken from the whole population, but only the stratum membership is recorded. Suppose N k of the N sampled in this first stage fall in stratum k, for k = 1, . . . , K . In the second phase, for each stratum k, a simple random sample of size n k is taken from the N k individuals sampled in the first phase, and the covariates and responses are measured. In addition, we assume that these data are supplemented by additional observations taken prospectively from the joint distribution of (X, Y ), the unconditional distribution of X , together with futher individuals sampled prospectively with only the stratum observed.
Note that the density of x and y conditional on being a member of stratum k is
where
is the conditional density of y given x, g is the marginal density of x and I k is a stratum indicator. It is also convenient to write
is the probability that an individual with covariate vector x will be in stratum k, and Q k is the unconditional probability that an individual will be in stratum k.
As explained in Scott and Wild (2001) , the log-likelihood for this problem is of the form
where A is the set of individuals who contribute a term log f (y|x, θ) to the likelihood (i.e. those in either a prospective sample from the joint distribution, or in one of the second-stage samples), B consists of those in either a prospective sample from the joint distribution, a prospective sample from the marginal distribution, or in one of the second-stage samples, and m k is a count to which prospectively sampled individuals with only the stratum observed contribute +1, and second stage individuals contribute −1. This general formulation covers a variety of special cases.
1. The simple case-control study (Prentice and Pyke 1979 (White 1982) . A first stage sample is taken, and divided into a finite number of strata on the basis of the response and certain of the covariates. At the second stage, separate sub-samples are taken from each stratum and futher covariates are measured. Again, no supplementary prospective sampling is done. The two-stage case-control study above is a special case, with strata defined by cases and controls. 4. Reusing data from case-control studies (Lee et al. 1997; Jiang et al. 2006) . A two-stage case control study is performed. Subsequent to the completion of the study, the data are reanalysed with a discrete covariate measured at the first stage in the first analysis now being used as a discrete response in the second analysis. 5. Case-augmented sampling (Lee et al. 2006) . Here a prospective sample is taken from the joint distribution of (x, y), where y denotes case or control. In addition, an further sample of cases is taken, and the covariates x measured. A variation is to only measure the covariate in the prospective sample. There is no first stage sample, as the case control status is assumed known for all individuals in the population. 6. Family studies (Whittemore 1995; Neuhaus et al. 2002) . Here the sampling units are families and a binary response is measured on each family member. A first stage sample is taken, and the families are assigned to strata on the basis of the family responses. Second stage sub-samples are taken from the separate strata.
No supplementary prospective samples are taken. 7. Case control study augmented with population data. A one-or two-stage casecontrol study can be augmented with additional prospective data, for example from routinely collected information in hospital records. 8. Missing data problems (Whittemore 1995; Lawless et al. 1999 ). Suppose we have a discrete response variable y and a discrete covariate v. We sample y, v prospectively, and for each unit sampled, with probability π(y, v) we measure the value of a more expensive covariate z, which may be continuous or discrete. The goal is to fit a model representing the conditional distribution of y, given v and z. Note that this formulation also covers the case where the covariates z are missing at random (i.e. MAR missingness, where the probability of observing z depends only on y and v). 9. Analysis of survival and reliability data (Kalbfleisch and Lawless 1988; Hu and Lawless 1996) . Here the strata are formed by censored and non-censored observations. The covariates are available for the all the non-censored observations, but covariate information is available on only some of the censored observations.
The general sampling scheme considered above is equivalent (in the sense of having the same likelihood and asymptotics) to taking J = K + 3 independent samples, namely 1. A sample of n 1 individuals sampled unconditionally with only the stratum observed, i.e. from a multinomial distribution with density
Here the z's are stratum indicators with z k = I k (x, y) having value 1 if an observation is in stratum k, and zero otherwise. Let n (k) 1 be the number falling into stratum k. 2. A sample of n 2 individuals sampled prospectively from the unconditional joint distribution of (X, Y ), with density
. 3. A sample of n 3 individuals sampled prospectively from the unconditional distribution of X , with density p 3 (x, y, θ, g) = g(x). 4. For k = 1, . . . , K we have samples of size n (k) 4 from the distribution of (X, Y ) conditional on being in stratum k, with densities given by the formula
The density g is an infinite-dimensional nuisance parameter. We will also assume that n 1 Q k ≥ n (k) 4 , corresponding to the fact that N k ≥ n k in the original sampling scheme. Note that under this sampling scheme, we can combine the prospectively sampled individuals for which stratum membership only is observed and the first stage individuals into one group. In the rest of the paper we work with this alternative sampling scheme.
The equivalence of this independent scheme to the two-phase sampling scheme described in the beginning of this section is proved in Lee (2007a) in the case where no prospective samples are included. The proof for the case considered here is similar.
Let
T be an arbitrary vector, and let Q k (ρ), k = 1, . . . , K be a set of probabilities defined by Scott and Wild (2001) show that the the profile likelihood obtained by maximizing (2) over g for fixed θ is of the form l * (θ, ρ θ ), where
It follows thatθ , the MLE of θ , is the "θ " part of the solutionφ of the estimating equation
where φ = (θ T , ρ T ) T . Thus, for the purposes of estimation, we can treat l * as if it were an ordinary log-likelihood.
This also extends to the estimation of standard errors: we can estimate the covariance matrix ofθ by the θθ block of the "pseudo information matrix"
The consistency of this estimate is demonstrated in the following result, which also expresses the asymptotic variance in terms of the profile information matrix, and gives a formula for the asymptotic variance ofφ, the solution of (5).
Theorem 1 (i) The asymptotic variance ofφ is given by
where A and D are matrices defined in Sect. 5.1.
so that the variance of θ is consistently estimated by the inverse of the profile information matrix.
This result is stated in Scott and Wild (2001) but no proof in this general case has appeared in the literature. We sketch a proof in Sect. 6.1. Note that part (i) of the theorem can be used to find a standard error forρ = ρθ , and hence, using the delta method, for a standard error of the estimate Q k (ρ) of Q k0 , the unconditional probability of being in stratum k.
Information bounds via profile likelihood for the multi-sample case
In this section, we first give a short account of the theory of semi-parametric efficiency in the multi-population case and describe how to calculate the efficiency bound. We then apply this theory to prove the efficiency of the Scott-Wild estimator. No proofs are given, but these may be found in Lee (2007b) .
The efficiency bound: general case
Suppose we have J populations. Random sampling from these populations is described by a set of J densities p j0 = p j (x, θ 0 , η 0 ) which are contained in the family of densities
where θ is a k-dimensional parameter belonging to a set B and η is an infinite dimensional parameter, belonging to a set N . We also assume that we have available a sample of size n j from population j. All asymptotics are done assuming that n j /n → w j , where n = n 1 + · · · + n J .
Suppose the jth sample is X i j , i = 1, 2, . . . , n j and thatθ is a regular asymptotically linear (RAL) estimate of θ based on these J samples; see Bickel et al. (1993) for a definition of this concept. Then there exist vector-valued functions ψ j with
The functions ψ j are called the influence functions of the estimate and the asymptotic variance of the estimate is
where E j denotes expectation with respect to p j0 . Note that the influence functions are assumed to satisfy E j [ψ j ] = 0. The efficiency bound for this family of densities is a matrix B such that Avar(θ) ≥ B for all RAL estimates of θ . The matrix B is found as follows: Let G be a finite-dimensional set of dimension r say, so that
is a finite-dimensional sub-family of P, assumed to contain the true model p j0 . Consider the vector-valued score functionṡ
whose elements are assumed to be members of L 2 (P j0 ), where P j0 is the measure corresponding to p j (x, θ 0 , η 0 ). Consider also the space L 2k (P j0 ), the space of all
The subspace of H generated by the score functions (l 1,η , . . . ,l J,η ) is the set of all vector-valued functions of the form (Al 1,η , . . . , Al J,η ) where A ranges over all k by r matrices. Thus, to each finite-dimensional sub-family of P, there corresponds a score function and subspace of H generated by the score function. The closure in H of the union (over all such sub-families) of all these subspaces is called the nuisance tangent space and is denoted by T η . This space is fundamental to the definition of the efficiency bound. Now consider the score functionṡ
is also a member of H . The projection ofl jθ onto the orthogonal complement of T η is called the efficient score, and is denoted byl * j . The matrix B (the efficiency bound) is given by
The functions Bl * j are called the efficient influence functions, and any multi-sample RAL estimate having these influence functions is asymptotically efficient.
To find the efficient score, we use the following extension of Newey (1994) i.i.d. result characterizing the efficient score in terms of the "population expected loglikelihood".
Theorem 2 For fixed θ , letη(θ) be the maximiser in
Then the efficient scores arė
A proof of this theorem is given in Sect. 6.2. The distributions p j (x, θ,η(θ) ) are called the least favourable distributions for the problem: they are essentially the distributions having finite dimensional parameters for which the MLE's have the largest possible variance (and attain the information bound). In the case of the response-selective sampling schemes we consider in the rest of the paper, it turns out that the least favorable distributions have a special form that allows the information bound to be calculated very simply.
The information bound for response-selective studies
In this section we apply the theory of Sect. 3.1 to regression models for data obtained by the various forms of response-selective sampling described in Sect. 2. To calculate the information bound, we first calculate the expected log-likelihood. Denote expectation with respect to the unconditional distributions by E and with respect to the distribution conditional on being in stratum k by E k , taken at the true values θ 0 and g 0 of θ and g. We also assume that n j /N → w j , j = 1, 2, 3, and n
4 . Writing Z k for the (random) stratum indicator that takes value 1 if a randomly chosen individual sampled at phase one is in stratum k, the expected log-likelihood (10) takes the form
which up to a term not involving g can be written
We need to maximize (11) over g with θ held fixed.
We first assume that the distribution of X is discrete with finite support {x 1 , . . . , x L }, putting mass g l at x l . Then we can write (11) as
Introduce a Lagrange multiplier λ to take account of the constraint l g l = 1. Then, differentiating with respect to g l gives
and multiplying by g l and adding over l gives λ = −(w 1 + w 2 + w 3 ). Hence the maximizing g is of the form
. This suggests that in the case of a general g 0 , not having finite support, the maximiser of (11) might be of the form
This turns out to be the case. We give a sketch of the proof in Sect. 6.3. Our next task is to calculate the efficient scores. Applying Theorem 2, we see that
Now we can obtain the information bound in terms of the "asymptotic pseudoinformation matrix" I * introduced in Sect. 2. From (9) and (16)- (18), the inverse of the information bound B is
Then, using the fact that
and the chain rule, we get
where I † is the matrix
introduced in Sect. 6.1. We show in Sect. 6.4 that
and that
Substituting these results into (20) gives
Thus, the asymptotic variance of the Scott-Wild estimator coincides with the information bound, and so the estimator is fully efficient.
Simulation study
To illustrate the efficiency of the Scott-Wild method in finite samples, we conducted a small sampling experiment to compare the efficiency of the semi-parametric MLE to two other estimators in common use, namely the conditional pseudo-likelihood estimator (Breslow and Cain (1988) ) and the weighted pseudo-likelihood estimator, which employs the Horvitz-Thompson approach used in sample survey problems. This follows a similar experiment in Sect. 6 of Lawless et al. (1999) . We consider the case of stratified two-phase sampling, where the population is divided into strata, a first-stage sample is taken with only strata membership observed, followed by a second stage samples from each stratum with further covariates observed.
In our simulation, we took the model f (y|x, θ) to be logistic, with a binary response y and covariates x = (x 1 , x 2 ), so that logit f (y|x, θ) = θ 0 + θ 1 x 1 + θ 2 x 2 . The covariate x 2 was taken to have a standard normal distribution, while the covariate x 1 was a discretised version of another standard normal variate correlated 0.5 with x 2 . The resulting covariate x 1 had six values, denoted by x ( j) 1 , j = 1, . . . , 6. The strata were taken to be the twelve possible combinations of x 1 and y, so that y and x 1 are observed for all individuals sampled at the first phase, but x 2 is only observed for second-phase individuals. We denote the stratum with y = i and
1 by S i j , using a double index notation in contrast to our previous practice. This is the "expensive covariate" problem, where the "cheap" covariate x 1 is measured for all units, but the "expensive" covariate x 2 is measured for the second-phase individuals only.
A large sample of N = 75, 000 individuals is taken at the first stage, resulting in N i j individuals falling in S i j . From these individuals, a balanced second phase sub-sample of size n i j = 75 is selected. In the language of Lawless et al. (1999) , the sampling is basic stratified sampling with fixed second phase sample sizes. We denote the values of the covariate vector for the individuals sampled from S i j at the second phase by x i jk , k = 1, . . . , n i j .
In addition to the semi-parametric estimator, we consider two other estimators of the regression coefficients, the conditional pseudo-likelihood estimator and the weighted pseudo-likelihood estimator. In the context of two-phase studies, conditional pseudolikelihood has been studied by Hsieh et al. (1985) , Breslow and Cain (1988) , Scott and Wild (1997) and Lawless et al. (1999) . In our context, the estimate is obtained by maximising the pseudolikelihood
,
Note that for the present set of strata,
The weighted pseudo-likelihood estimator has been considered in the responseselective context by Hsieh et al. (1985) , Scott and Wild (2002) and Lawless et al. (1999) . It merely weights up the terms in the ordinary prospective likelihood to compensate for the differential sampling rates. This results in the estimating equa- 
We tried six combinations of parameter values, with θ 1 and θ 2 set as shown in Table 1 , and θ 0 chosen to make the probability of disease (i.e. P[y = 1]) have a value around 0.05. For each set of parameter values, we simulated the basic sampling scenario described above 1000 times. We then calculated the efficiency of the conditional and weighted estimates relative to the SPMLE by taking the ratios of the empirical variances from the simulation.
We also calculated the asymptotic relative efficiencies by computing the asymptotic variances using the formula given in the present paper for the SPMLE, and similar formulae for the other methods, which are given in Sect. 6.5. The simulated and asymptotic efficiencies are shown in Table 2 . Assuming multivariate normality, and using the delta method, the standard errors of the simulated efficiencies are in the range 1.5-2.5%, so the efficiencies obtained using the asymptotic formula is in good agreement with the simulated values.
It is clear that the conditional method is very competitive with the SPMLE, at least in this example. This is not surprising, since the two methods differ only in the way that the parameters μ i j are estimated: in the case of the SPMLE a separate estimating equation is required, but for the conditional estimate a simpler estimatê μ i j = n i j /N i j is used. Moreover, if a separate parameter is included in the model for each stratum (i.e. if the variable x 1 had entered the model as a factor rather than a numeric variable) then the semi-parametric estimating equation for μ i j would result in the estimate n i j /N i j so that the two methods would coincide. The weighted method loses considerable efficiency for several of the parameter settings, in contrast with the conditional estimate, which can be slightly more efficient than the semi-parametric estimate in finite samples. However, there are situations where the conditional method is inferior to the SPMLE; see the simulation reported in Scott and Wild (1991) .
Discussion
In this section, we re-examine the special cases of our general sampling scheme and indicate how the general efficiency result applies.
1. The simple case-control study. In this situation our general result applies with K = 2 and w 1 = w 2 = w 3 = 0. The variable y is a binary indicator denoting case or control and f (1|x, θ) is the conditional probability of being a case, given covariates x. 2. Two-stage case-control study. Here the situation is identical to that in 1, except that w 1 > 0. 3. Two-stage sampling design. Here we have w 2 = w 3 = 0. The regression function can be general as long as the number of strata is finite and strata membership depends only on (x, y). 4. Reusing data from case-control studies. This situation is similar to 2, except that the regression function is of the form f (y 1 , y 2 |x, θ) = f 1 (y 1 |y 2 , x, θ) f 2 (y 2 |x, θ) where y 1 is the response for the first analysis, y 2 is the response for the second analysis, and f 2 (y 2 |x, θ) is the regression of interest in the second analysis. 5. Case-augmented sampling. In the first case considered, with a prospective sample from the joint distribution, our general result applies with w 1 = 0, w 3 = 0, and w (k)
In the second case, with a prospective sample from the marginal distribution of x, the general result applies with w 1 = 0, w 2 = 0, and w (k) 4 = 0 for k > 2. Extensions to discrete responses with more than two values are immediate. 6. Retrospective family studies. This is similar to 4, with a multiple response in the regression representing responses on different family members. 7. Case-control study augmented with population data. If the case-control study has two stages, and the population data is in the form of additional prospective samples from both the joint and marginal distributions of x and y, the full specification (i.e. none of the w s zero) is required.
Missing data problems.
Provided the covariate v and the response y are discrete, the log-likelihood for the missing value problem can be written in the form (2) (Lawless et al. 1999) , and hence our results apply. 9. Analysis of survival and reliability data. This falls into the same framework as 8 (Lawless et al. 1999 ).
Thus, our general result is sufficient to demonstrate the efficiency of the Scott-Wild estimator in all the situations described above.
Proofs and derivations

The asymptotic variance and the proof of Theorem 1
We begin by deriving some expressions for the "pseudo information matrix " I * that will be useful in establishing the asymptotic variance ofθ. To evaluate I * , we split the terms of (4) into separate sums corresponding to the different samples, differentiate, and apply the law of large numbers to each part. This results in
where c k = w 1 Q k0 − w (k) 4 , and
In (27), we are using E to denote expectation with respect to the unconditional (prospective) distributions and E k to denote expectations conditional on being in stratum k. Using the identity
and the fact that g(x, θ 0 , ρ 0 ) = g 0 (x), we get
Denoting the sum in the first set of braces by I † , and collecting the first three terms in the second set of braces into a single integral, we get
Moreover, for the θρ, ρθ and ρρ blocks of I * , note that the function f drops out of (27) and we can write these blocks as
Thus, evaluating these derivatives, we get
Similarly,
Proof of Theorem 1 (i) A complicating factor in the evaluation of the asymptotic variance is the fact that the quantities μ (N )
}/N are random, as they depend on the random quantities n (k) 1 . To emphasize this, we definê
∂ρ∂q T , where here and subsequently, all derivatives are evaluated at φ = φ 0 andq = Q 0 . By expanding
, and using the arguments of Wild (1991) , we see that the asymptotic variance ofφ is (I * ) −1 V(I * ) −1 , where V = V 1 + V 2 , with
and
To obtain more explicit versions of these expressions, we first note that, using arguments similar to those used for I * , we get
Next, we evaluate V 1 . Using the same partitioning arguments as above, we can write
Using the result (28), this implies that
Moreover,
Now, for the θθ block, the derivative under the integral sign in (33) is zero, so, using the fact that n 1 Cov(q) → diag(Q 0 ) − Q 0 Q T 0 , we see that the θθ block of V = V 1 + V 2 is given by
where d kl = w 1 Q k0 Q l0 − δ kl c k . We can rewrite (29) as I * ρθ = AE T θ , where E θ has columns E 1,θ . . . , E k,θ , and A has l, k element w
. Thus, there is a generalised inverse A − with E T θ = A − I * θθ , so that
where D is the matrix with elements d kl . Also, for the ρθ block, the integral in (33) is equal to
we can write (35) as
Using (30), we can write
Similarly, we obtain
and hence
The asymptotic variance is
(ii) Using the partitioned matrix inverse formula, the asymptotic covariance matrix of θ can be written as
(iii) First, note that, for all θ ,
so that, differentiating with respect to θ , we get
Dividing by N and letting N → ∞ gives (7).
Proof of Theorem 2
We first show that
is orthogonal to the nuisance tangent space T η , the subspace of H defined in Sect. 3.1. Consider a finite-dimensional submodel Q of P of the form
where γ (0) = η 0 , and definê
where E j,t denotes expectation with respect to p j (x, θ, γ (t) ). Then
is maximised at t = 0, since
andη(θ, 0) =η(θ). Hence for every θ ,
Differentiating (39) with respect to θ gives
Also, differentiating both sides of the identity
with respect to t, we get
w j ∂ log p j (X, θ,η(θ, t) ) ∂θ ∂ log p j (X, θ,η(θ, t) ) ∂t
Setting θ = θ 0 , t = 0 and using (40), we get X, θ,η(θ, t) ) ∂t
so that (38) is orthogonal to
Butη(θ 0 , t) = γ (t) by the Kullback-Leibler information equality, so that (43) is in fact the score function corresponding to the nuisance parameter γ (t). Thus (38) is in the nuisance tangent space of Q, and since Q was an arbitrary finite-dimensional subfamily of P, (38) must lie in the the nuisance tangent space of P. Now consider the subfamily of P { p j (x, θ,η(θ ) ), θ ∈ B}.
By the chain rule,
say, where h j is in the nuisance tangent space. Thus
sol jθ can be expressed as the sum of an element in the nuisance tangent space plus an element orthogonal to the nuisance tangent space. It follows that (38) is the projection ofl jθ onto the orthogonal complement of the nuisance tangent space and so is the efficient score.
6.3 Proof that (14) is the maximizer of (11) As in Sect. 6.1, define
We will show that the function g that maximises (11) is given by g(x) = g(x, θ, ρ θ ) where ρ θ is the solution to the K − 1 equations
Note that these equations imply that
is a density, at least in a neighbourhood of θ 0 . Letg be an arbitrary density, and writeQ k (θ ) = Q k (x, θ)g(x) dx. We must show that for all θ andg,
or, equivalently, that
To prove (46), we set
.
Proof of (21)-(24)
Evaluating the integral in (28), we get
These results, together with Equations (29) and (30) imply (21)- (23). For (24), note that by (44) we have
Differentiating both sides with respect to θ , and setting θ = θ 0 we get, after some algebra,
Multiplying both sides by w
and summing gives I * ρθ + I * ρρ ∂ρ θ ∂θ = 0 which proves (24).
Formulae for asymptotic variances
In this section we derive the formulae used to calculate the asymptotic variances in Sect. 4. We use the double index notation for the strata introduced there. In our example, we used a discrete variate x 1 obtained by discretizing a standard normal that was correlated with correlation η with the second variate x 2 , also a standard normal.
In the formulae below, we require the joint density of x 1 and x 2 , so we first record this. We assume that the discrete variate x 1 has J categories, obtained by dividing
1 if the normal variate correlated with x 2 falls in the interval (x 1, j−1 , x 1, j ) . The joint density of x 1 and x 2 is Pr[
and φ and Φ are the density and distribution function of the standard normal.
The semi-parametric estimator
In the logistic case, the estimating equation for θ becomes
whereμ is the estimate of μ = (μ 01 , . . . , μ 1,J ) T , derived from the "ρ" part of the estimating equation (5), and
This follows from the general definition of the P's in Sect. 6.1 and the expression (26) for Q i j (x). Note also that Scott and Wild (1997) show that 
where E i j denotes expectation conditional on being in stratum S i j as in Sect. 3.2. Since 
and off-diagonal elements zero, except for those corresponding to row P 0 j and column P 1 j for j=1, . . . , J −1. In this case, the element is − P 0 j (x)P 1 j (x)Q * (x)g j (x 2 )dx 2 . Thus, and P 1 j is now defined by logit P 1 j (x i jk , θ, μ) = log(n 1 j /n 0 j ) + log(Q 0 j /Q 0 j ) + θ T x. Using the argument of Breslow and Cain (1988) 
