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INTRODUCTION 
The quality of x-ray radiography NDE is highly dependent on a large number of inspection 
parameters. Examples of these parameters are the generator settings: tube potential, tube current, 
exposure time, ... ; object parameters: orientation, thickness, distance from the source ... ; detector 
parameters: film type, source to detector distance, etc. Optimization of an x-ray nondestructive testing 
can be achieved by testing different settings and choosing the set of parameters that produces the best 
possible radiograph. The large dimensionality of the optimization problem, however, makes the process 
of manually changing the inspection parameters, and investigating the radiographs, not an easy task. 
The time and cost requirements of the optimization process can be reduced by resorting to advanced x-
ray computer simulators. 
An example of x-ray simulators is "XRSIM", which has proved to be successful in modeling 
different x-ray inspection parameters, in a user friendly environment [1]. A tool is presented here that 
depends on XRSIM to automate the optimization process. It has the advantages of exploring the whole 
parameter space, reducing the required user interaction time with the simulation model, and avoiding the 
effects of normal human errors on the results. 
OPTIMIZATION TOOL 
The structure of the developed tool consists of three basic modules, as shown in Figure 1. The 
first module defines and calculates a mathematical function, referred to as the cost function. Smaller 
values of the cost function correspond to better values of the inspection parameters. The optimization 
process attempts to locate the global minimum of the cost function, which is done using the 
Optimization Module. Optimization results are assessed by calculating the probability of detection for 
different flaws in the object using a Detectability Module. The handshaking of data among the different 
modules is done using the tool's core. The modularity of the optimization tool offers flexibility and 
control for the user, since each module can be modified or replaced as it might be dictated by the 
application. 
Description of the three modules is presented next. 
Optimization Cost Function 
The optimum inspection parameter set is defined here to be the parameter set that would render 
a sufficiently detectable flaw image in the output radiograph, for any flaw that is large enough to be of 
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Figure 1. Structure of the optimization tool consists of the Cost Function Module, Optimization 
Algorithm Module and Detectabiliy Model Module. 
interest for NDE. This optimum parameter set is found by optimizing the cost function. The term 
'cost' is used to indicate that the optimization process is a minimization of the cost function. The actual 
inspection dollar cost can be incorporated into this function, if the optimum parameter set is required to 
reflect a minimization of the dollar cost, in addition to satisfying flaw detectability requirements. 
The optimization cost function is defined here in terms of the film density values, corresponding 
to a set of flaws at different locations in the object. The size of each one of these flaws is chosen to 
represent the critical flaw size at its center. Film density values are calculated using XRSIM. For the 
ith member of the flaw set (Figure 2), with center at point fi, the cost function Ci is calculated from the 
relation 
(1) 
where, Pi is the projection of fi on the film, Df is the film density when the flaw is present, and DO is the 
film density with the flaw absent. 
The optimization tool interacts with the user to obtain the required number of flaw centers and 
to adjust the parameters of each flaw. The total cost function is defined such that it is set to 0, if any 
component C falls below the detectability threshold (Figure 3), while it is defined in the rest of the 
parameter domain, such as 
(2) 
where Wi is a set of weight values initially set to be equal to (liN). The user can change these weight 
values to adjust the contribution of each flaw in the total cost function, and thus increase the flaw 
detectability at certain locations of the object. 
o 
Figure 2. The film contrast at Pi for flaw i located at fi represents one term of the total cost function. 
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Figure 3. Defining the total cost function: the function is set to 0, if any component C rises above a 
specified detectability threshold, and is given by equation (2) elsewhere. 
The flaw set should be chosen to sufficiently represent the whole object. The following 
procedure can be used in choosing the flaw set: 
I. A finite element mesh of the object is first generated. This is done by feeding the solid model 
file of the object to an automatic mesh generator of a finite element model. 
II. The optimum set of parameters corresponding to the center of the each element is then 
calculated. We can thus obtain a complete mapping of the object from the spatial space to 
the parameter domain. 
III. Using any clustering technique, the points in the parameter domain can be classified into a 
number of clusters, such that all points in each cluster are sufficiently close to each other. 
The clustering process can be done using a simple scheme, such as minimum-distance 
classifiers, or using more robust techniques, such as neural networks [2,3]. The center of 
each cluster represents an optimum set of parameters for inspecting a certain part of the 
object. 
IV. The centers of flaws in the flaw set are chosen by remapping the cluster centers into the 
spatial domain. 
If the loading configuration of the object is known, the flaw centers can be chosen using finite 
element analysis techniques to locate the highest stress value points. These points are normally the 
focus of NDE. The optimization tool incorporates a module that uses I-DEAS package [4] to find the 
von Mises values, representing the shear strain energy (or the distortion energy) per unit volume, for 
each element of the finite element mesh. The von Mises failure criterion considers failure to occur when 
the maximum distortion energy component is equal to that at the yield point in the tensile test. This 
theory is considered to be the most reliable basis for design, particularly when dealing with ductile 
materials [5]. In the optimization process, Haw centers are chosen to coincide with the centers of 
elements with highest von Mises values. 
The optimization cost function module interacts with the optimization algorithm module to 
search for the parameters corresponding to the global minimum of the cost function. The used 
technique depends on an adaptive simulated annealing model described next. 
Optimization Algorithm 
The simulated annealing optimization method draws an analogy between the problem on hand, 
and the problem of statistical mechanics, considering the interaction of a large number of atoms. The 
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atomic states at any temperature satisfy the Boltzmann's distribution. The probability that the system 
takes a given state r is given by exp(E(r)/kT), where E(r) is the energy associated with the state r, and k 
is the Boltzmann's constant. Under equilibrium, the most probable states at any given temperature are 
those with lowest energy [6]. 
Generally, the performance of an optimization technique that uses the simulated annealing 
method depends on the definition of three functions [7]: 
I. g(x): probability density function of a state r={ e, i=I,D} 
II. h(~): probability for acceptance of a new state, which causes a change ~ in the energy function 
111. T(k): temperature annealing schedule 
Choosing an appropriate temperature schedule is analogous to getting a low energy state for 
system of atoms by annealing. This is done by heating the atoms to some high temperature and then 
cooling it down slowly. In the optimization process, the temperature schedule T(k) can be estimated for 
a given g(r) function, using the condition that the products of the probabilities of not generating a sate r, 
for all annealing steps successive to an initial step ko should yield zero, i.e., 
(3) 
This condition guarantees existence of the possibility of reaching the global minimum of the energy 
function. 
The optimization technique depends on an adaptive form of the simulated annealing algorithm 
developed by Ingber [7,8]. The probability density function g is defined for a D-dimensional parameter 
space with parameters pi having ranges [Ai,Bi] about the last saved point. A new point is generated in 
terms of a random variable yi E [-1,1], such that 
The probability density function is defined as the product of D functions gi (yi,Ti)' where 
iii g0 ,~)= . 0) 
2(1/1+~)ln(1 + I /~) 
From equations (3) and (5), it can be shown [7], that the annealing schedule for the defined 
distribution is given by 
Ti (k) = T Oi exp( -Ci kllD) (6) 
where k is the step number, TOi is the initial temperature for the ith dimension, Ci is a control parameter, 
and D is the dimension of the parameter space. The main advantage of the adaptive simulated annealing 
is its fast performance, as a result of the fast temperature schedule, compared to the regular Boltzmann 
simulated annealing schedule given by [7] 
Detectability Model 
T(k) = To 
Ink 
(7) 
The optimization parameters obtained from the simulated annealing algorithm are tested using a 
probability of detection (POD) model to find the probability of detection for each member of the flaw 
set. Probability of detection of a certain flaw represents how clear this flaw would appear on the 
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radiograph, if it is present in the object. The reason for choosing to deal with a simple cost function 
shown in (2), and not forming this function directly in terms of the POD values, is to keep the 
calculations during the optimization process as simple as possible. This has the effect of substantially 
reducing the tool's running time, since optimization usually involves a large number of calls to the cost 
function, which constitutes most of the running time of the tool. 
To obtain POD values, a set of images is generated using XRSIM. Each image shows one flaw 
of the flaw set, and the model parameters are set to the values obtained from the optimization module. 
The POD calculations are based on a model developed to simulate the human search and target 
acquisition performance for targets embedded in cluttered environment [9]. The basic formulation 
defines the POD value as the following ratio 
POD = 
Flaw Meter 
ObjectMeter (8) 
The object meter is calculated by processing the x-ray image with a difference-of-offset 
Gaussian (DOOG) mechanism and thresholding the resulting image. This technique has been shown to 
simulate the retinal function of human vision [10]. The image is divided into N blocks, where each 
block is twice the size of the flaw. A DOOG operator is applied to each block to simulate the human 
vision enhancement of edges. If the number of pixels with intensity above a certain threshold, for block 
i are given by nj, the object meter OM is given by the average 
IN 
OM=-In. 
Ni=1 I 
(9) 
The flaw meter FM in (8) is estimated as a weighted summation of two components: the flaw 
contrast function C, and the flaw shape function S, using weight values (=], =2), i.e., 
(10) 
The weight values =1 and =2 are estimated, experimentally, using a generated set of x-ray 
images, with different values of the contrast and shape functions. These images are provided to a group 
of inspectors, and their average detection time for each flaw is recorded. The parameters =1 and =2 are 
adjusted to fit the model calculated POD values corresponding to the test x-ray images, to the recorded 
values of the average detection rate (in inverse seconds) [9]. 
where: 
The contrast C is estimated from the image as follows, 
(II) 
• Dr is the average film density of the flaw, and is estimated from an image window that 
encloses the flaw. 
• Db is the average film density of the background, and is estimated from a window that 
surrounds the flaw window, and is twice its size. 
The shape function S is calculated from the Cumulative Distribution Function (CDF) F, of the 
histogram of the image intensity of the flaw window, such that for a gray level intensity i, 
I i 
F(i)=- L N j 
M j=O 
(12) 
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Figure 4. Cumulative distribution functions of the center of the shown object for the no flaw, Flaw I, 
and Flaw II cases. 
where Nj is the number of pixels with gray level intensity j, and M is the total number of pixels in the 
window. The S function is calculated as the area between the CDF of the x-ray image with the flaw 
present, and the image without the flaw. Figure 4 illustrates an example of two CDF functions, 
representing the shown two radiographs. 
By obtaining the POD value for each flaw in the flaw set, it is determined whether or not a 
particular flaw would be detectable in the output radiograph. A flaw is considered to be detectable, if 
the estimated POD value is found to be higher than a certain threshold, which can be adjusted by the 
user. If any flaw is found to be undetectable, a conclusion is deduced that one radiograph will not be 
enough for inspecting this object. The optimization process proceeds to obtain two parameter sets, 
which would produce two radiographs, that can be used for an optimal inspection of the object. 
The two parameter sets are obtained by dividing the flaw set into two subsets. This is done by 
mapping the flaws into the parameter space, and then clustering the points in the parameter space into 
two different classes. The flaws corresponding to the points in each one of these two classes constitute 
one flaw subset. The optimization algorithm is then run twice, where the total cost function, in each 
run, is found in terms of the flaws in one of the two flaw subsets. Again if the POD for any flaw in the 
two new parameter subsets is found to be unsatisfactory, the original flaw set is divided into a higher 
number of subsets, and a new parameter set is found for each one of these flaw subsets. If the number 
of flaw subsets exceeds a specified maximum number, The optimization process is terminated, and the 
user is advised to change the optimization model parameters, or simplify the problem by dividing the 
object into parts and performing the optimization for only one part at a time. 
OPTIMIZATION EXAMPLE 
An optimization example is given here using a pin shaped object, with a height of 127 mm 
along the z-axis, shown in Figure 5. Four parameters are considered in the optimization: tube potential, 
exposure time, and two rotation angles <I> and <p around the x and y axes respectively. The optimization 
is done on a discrete space to minimize the computer running time. The allowed states during 
optimization are 8 states of tube potential in the range 30 to 80 kV, 40 states of exposure time in the 
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Figure 5. Pin object used in the optimization example. 
Figure 6. Radiographs corresponding to each flaw in the flaw set. 
Figure 7. Radiographs corresponding to each one of the three flaws in the new flaw set. 
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range 1 to 201 seconds, and 90 states for each one ofthe rotation angles in the range 0 toI80°. The 
total number of states is thus given by 8x40x90x90=2,592,OOO. 
The flaw set is first chosen to have two flaws at points (0, 0, 10) and (0, 0, 60). The number of 
cost function calculations during optimization with the simulated annealing model is found to be 2,264, 
which is three orders of magnitude less than the total number of states. The obtained parameter values 
are used to obtain the XRSIM simulated radiographs for each one of the two flaws as shown in Figure 
6. A new flaw is then added to the flaw set at point (0, 0, 90). This has the effect of obtaining a better 
inspectability of the upper part of the pin, on the expense of the thick part, as shown in Figure 7. The 
number of cost function calculations with the new flaw set, before obtaining results, is 2,200. 
CONCLUSIONS 
A new tool is being developed which automates the optimization process of x-ray NDE. The 
tool incorporates an adaptive simulated annealing model for exploring the large dimensional parameter 
space and determining the globally optimum state. The problem is cast in the form of minimizing a cost 
function, defined in terms of the film density contrast values corresponding to a specified set of flaws in 
the object. "XRSIM" model is invoked to calculate the film contrast values. The object flaw set can be 
determined using finite element analysis techniques, if the object loading is known. The centers of the 
flaw set are chosen to coincide with the centers of elements with highest stress values. 
A probability of detection (POD) model is used to test the obtained optimization values. If 
POD values are found to be unsatisfactory, the optimization process proceeds to obtain, two, or more, 
parameter sets, which can be used for an optimal inspection of the object. 
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