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Abstract
In this paper, we study the existence problem of anti-periodic solutions for the following
first-order nonlinear evolution equation:{
u′(t)+Au(t)+ F(t, u(t))= 0, t ∈R,
u(t + T )=−u(t), t ∈R,
in a Hilbert space H , where A is a self-adjoint operator and F is a continuous nonlinear
operator. An existence result is obtained under assumptions that D(A) is compactly
embedded into H and F is anti-periodic and bounded by a L2 function. Furthermore,
anti-periodic solutions for second-order equations are also studied.
 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
Okochi [9] initiated the study of anti-periodic solutions of the following
nonlinear evolution equation:{
u′(t)+ ∂φ(u(t))  f (t), a.e. t ∈R,
u(t + T )=−u(t), t ∈R, (1.1)
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in Hilbert spaces, where ∂φ is the subdifferential of an even function φ on a
real Hilbert space H and f is a T -anti-periodic function. It was shown in [10],
by applying a fixed point theorem for nonexpansive mapping, that (1.1) has a
solution. Coron [5] used the anti-periodic function spaces to study the periodic
solutions for nonlinear wave equations. Following Okochi’s work, Haraux [8]
proved existence and uniqueness theorems for anti-periodic solutions by using
Brouwer’s or Schauder’s fixed point theorem. Later, Aftabizadeh et al. [1,2]
and Aizicovici and Pavel [3] studied the anti-periodic solutions of second-order
evolution equations in Hilbert and Banach spaces by using maximal monotone
or m-accretive operator theory. Chen [4] proved that Massera’s periodic solution
theorem for first-order differential equation is also true in anti-periodic case. The
main aim of this paper is to study the anti-periodic solution for the following first
order semilinear evolution equation:{
u′(t)+Au+ F(t, u(t))= 0, a.e. t ∈ R,
u(t + T )=−u(t), t ∈ R, (1.2)
in a real separable Hilbert space H , where A :D(A)⊆H →H is a linear densely
defined self-adjoint operator, and F :R × H → H is a continuous function
satisfying F(t + T ,−u) = −F(t, u) for (t, u) ∈ R × H , so A+ F need not be
of gradient type in general. If D(A) is compactly embedded into H and F is
bounded above by a L2 function, then (1.2) has a solution. We remark that in the
periodic case, there is no such a result. In the last section, we also study anti-
periodic solutions of the following second-order evolution equation:{
u′′(t)+Au′(t)+Bu(t)+ f (t)= 0, a.e. t ∈R,
u(t + T )=−u(t), t ∈R, (1.3)
in a real separable Hilbert space, where A is a linear operator (bounded or
unbounded),B is a linear bounded operator. In finite-dimensional spaces, Haraux
[8] studied such a problem when A is a nonlinear monotone mapping and B is a
nonlinear gradient type mapping. For the Cauchy problem of (1.3), see [6].
2. First-order semilinear evolution equations
In this section, H is a real Hilbert space, A :D(A) ⊆ H → H is a linear
self-adjoint operator, F(t, u) :R×H →H is a nonlinear mapping. Consider the
following anti-periodic problem{
u′ +Au(t)+ F(t, u(t))= 0, a.e. t ∈ R,
u(t)=−u(t + T ), t ∈ R. (2.1)
Definition 2.1. A function u(·) is called a weak anti-periodic solution of (2.1) if
u(t + T )=−u(t) for t ∈ R, ∫ T0 ‖u′(t)‖2 dt <∞, and
u′ +Au(t)+ F (t, u(t))= 0, for almost all t ∈R.
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Lemma 2.2. Let H be a real separable Hilbert space, and letA :D(A)⊆H →H
be a linear densely defined closed self-adjoint operator that only has point
spectrum, i.e., eigenvalues. Suppose f :R → H is a T -anti-periodic function,
i.e., f (T + t) = −f (t) for t ∈ R, and f (·) ∈ L2(0, T ;H). Then the following
equation{
u′ +Au(t)+ f (t)= 0, a.e. t ∈R,
u(t + T )=−u(t), t ∈R, (2.2)
has a unique weak solution.
Lemma 2.3. If u,u′ ∈ L2(0, T ;H), and u(t + T )=−u(t) for t ∈ R, then
|u|∞ 
√
T
2
( T∫
0
∣∣u′(s)∣∣2 ds
)1/2
.
Proof. Since u(t)= u(0)+ ∫ t0 u′(s) ds, and u(t)= u(T )+ ∫ tT u′(s) ds, therefore
we have 2u(t)= ∫ t0 u′(s) ds + ∫ tT u′(s) ds. So the conclusion is obvious. ✷
Proof of Lemma 2.2. Since σ(A) only has point spectrum and H is separable,
A has a countable family of eigenvalues {λi}∞i=1. Assume that {ei} is the orthog-
onal family of eigenvectors associate with eigenvalue λi satisfying ‖ei‖ = 1 for
each i , i = 1,2, . . . . A is densely defined, we have span{ei : i = 1,2, . . .} =H , so
f (t) =∑∞i=1 fi(t)ei , where fi :R→ R satisfying ∑∞i=1 ∫ T0 f 2i (t) dt <∞. It is
obvious that fi(t + T )=−fi(t) for t ∈ R.
Now we consider the following one-dimensional evolution equation:{
u′i (t)+ λiui(t)+ fi(t)= 0, t ∈ R,
ui(t + T )=−ui(t), t ∈ R, (2.3)
for each i = 1,2, . . . . By Corollary 1.2 of [8], (2.3) has a unique solution ui(t).
Now multiply (2.3) by u′i (t) and integrate over (0, T ); we get
T∫
0
∥∥u′i (t)∥∥2 dt +
∫
fi(t)u
′
i (t) dt = 0.
Therefore
T∫
0
∥∥u′i (t)∥∥2 dt 
T∫
0
∥∥fi(t)∥∥2 dt. (2.4)
By Lemma 2.3, we get
|ui |2∞ 
T 2
4
( T∫
0
∣∣fi(t)∣∣2 dt
)
. (2.5)
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Put u(t)=∑∞i=1 ui(t)ei . Then it follows from (2.5) that u is well defined.
By (2.4), we know that u′(t) =∑∞i=1 u′i (t)ei belongs to L2(0, T ;H). There-
fore
∑∞
i=1 λiui(t)ei belongs to L2(0, T ;H). Since A is closed, therefore u(t) ∈
D(A) for almost all t ∈R and
Au(t)=
∞∑
i=1
λiui(t)ei , for almost all t ∈R.
In view of (2.3), we know that u is a weak solution of (2.1).
If u and v are two weak anti-periodic solutions of (2.1), then
T∫
0
[∥∥u′(t)− v′(t)∥∥2 + (Au(t)−Av(t), u′(t)− v′(t))]dt = 0.
But
∫ T
0 (Au(t)−Av(t), u′(t)− v′(t)) dt = 0. So the uniqueness is obvious. This
completes the proof. ✷
Remark. As a referee pointed out, Lemma 2.2 is generally correct under the
assumption that A is the generator of a C0 semigroup, see Corollary 11 in [7,
p. 158]. The proof here is very elementary and does not require any knowledge
on linear semigroup theory.
Theorem 2.4. Let H be a real separable Hilbert space, and let A :D(A)⊆H →
H be a linear densely defined closed self-adjoint operator that only has point
spectrum. Suppose F :R × H → H is a continuous function and the following
conditions are satisfied:
(1) D(A) is compactly embedded into H ;
(2) F(t + T ,−u)=−F(t, u) for all (t, u) ∈ R×H ;
(3) ‖F(t, u)‖ f (t), a.e. t ∈R, where f (·) ∈ L2(0, T ;R) is nonnegative.
Then the following equation{
u′ +Au(t)+ F(t, u)= 0, a.e. t ∈ R,
u(t + T )=−u(t), t ∈R, (2.6)
has a weak solution.
Proof. Let Wa = {u: R → H is continuous, u(t + T ) = −u(t)}, W 1,2a = {u ∈
Wa :
∫ T
0 ‖u′(t)‖2 dt <∞)}. For each v(·) ∈Wa , we consider the following equa-
tion: {
u′ +Au(t)+ F(t, v(t))= 0, a.e. t ∈ R,
u(t)=−u(t + T ), t ∈ R. (2.7)
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Since A only has point spectrum, Lemma 2.2 implies that (2.7) has a unique so-
lution u ∈W 1,2a .
Now we define a mapping K :Wa → Wa as follows: For each v ∈ Wa , Kv
is the unique solution of (2.7). Next we prove that K is continuous. Suppose
vn → v0 in Wa . Then |vn− v|∞ → 0 as n→∞. F(t, u) is a continuous function,
therefore |F(t, vn(t))− F(t, v0(t))| → 0 uniformly in t .
Since(
Kvn(t)
)′ − (Kv0(t))′ + λ(Kvn(t)−Kv0(t))
+ F (t, vn(t))− F (t, v0(t))= 0, a.e. t ∈R, (2.8)
multiplying both sides of (2.8) by (Kvn(t)−Kv0(t))′ and integrating over (0, T ),
we get
T∫
0
∥∥(Kvn(t)−Kv0(t))′∥∥2 dt
+
T∫
0
λ
(
Kvn(t)−Kv0(t)
)(
Kvn(t)−Kv0(t)
)′
dt
+
T∫
0
(
F
(
t, vn(t)
)− F (t, v0(t)))(Kvn(t)−Kv0(t))′ dt = 0.
Thus we have( T∫
0
∥∥(Kvn(t)−Kv0(t))′∥∥2 dt
)1/2

√
T
∣∣F (· , vn(·))− F (· , v0(·))∣∣∞→ 0,
as n→∞. By Lemma 2.3, we know that Kvn(t)→Kv0(t) uniformly in t .
For each v ∈Wa , again by (2.7) we get
T∫
0
((
Kv(t)
)′)2
dt +
T∫
0
F
(
t, v(t)
)(
Kv(t)
)′
dt = 0.
This and the assumption (3) of Theorem 2.4 imply that( T∫
0
((
Kv(t)
)′)2
dt
)1/2

( T∫
0
f 2(t) dt
)1/2
.
By Lemma 2.3, we know that there exists M > 0 such that∣∣Kv(·)∣∣∞ M, for all v ∈Wa.
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The compact embedding of D(A) into H implies that K is a compact mapping,
so by Schauder’s fixed point theorem, K has a fixed point in Wa , i.e., there
exists v ∈Wa such that Kv = v. Hence (2.6) has a solution. This completes the
proof. ✷
Corollary 2.5. Let H be a real separable Hilbert space, and let A :D(A) ⊆
H → H be a linear densely defined closed self-adjoint operator and 0 /∈ σ(A).
Suppose F :R ×H → H is a continuous function and the conditions (1)–(3) in
Theorem 2.4 are satisfied. Then (2.6) has a solution.
Proof. Since A is self-adjoint and D(A) is compactly embedded into H and 0 /∈
σ(A), it follows that A only has point spectrum. See [11]. Hence the conclusion
of Corollary 2.5 follows from Theorem 2.4. ✷
3. Second-order evolution equations
Theorem 3.1. Let H be a real separable Hilbert space, let A be a linear densely
defined closed self-adjoint operator on H , and let f :R → H be a T -anti-
periodic function such that f (·) ∈ L2(0, T ;H). Suppose the following conditions
are satisfied:
(1) A has only point spectrum, i.e., eigenvalues;
(2) (Ax,x) α(x, x) for x ∈D(A), where α > 0 is a constant.
Then the following equation{
u′′(t)+Au′(t)+ λu(t)+ f (t)= 0, a.e. t ∈R,
u(t + T )=−u(t), t ∈R, (3.1)
has a unique weak solution u(t), i.e., u(t + T ) = −u(t) for t ∈ R and u′′(·) ∈
L2(0, T ;H) such that u′′(t) + Au′(t) + λu(t) + f (t) = 0 for almost all t ∈ R,
where λ ∈R.
Proof. Since σ(A) contains only point spectrum and H is separable, A has
a countable family of eigenvalues {λi}∞i=1. Assume that {ei} is the orthogonal
family of eigenvectors associate with eigenvalue λi satisfying ‖ei‖ = 1 for each
i , i = 1,2, . . . . A is densely defined, we have span{ei : i = 1,2, . . .} = H , so
f (t) =∑∞i=1 fi(t)ei , where fi :R→ R satisfy ∑∞i=1 ∫ T0 ‖fi(t)‖2 dt <∞. It is
obvious that fi(t + T )=−fi(t) for t ∈R.
Now we consider the following one-dimensional evolution equation:{
u′′i (t)+ λiu′i (t)+ λui(t)+ fi(t)= 0, a.e. t ∈R,
ui(t + T )=−ui(t), t ∈R, (3.2)
for each i = 1,2, . . . .
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By Theorem 3.1 of [8], (3.2) has a unique solution ui(t). One can easily check
by the fact (Ax,x) α(x, x) for x ∈H that
T∫
0
∣∣u′i (t)∣∣2 dt  1α
T∫
0
∥∥fi(t)∥∥2 dt. (3.3)
Put u(t)=∑∞i=1 ui(t)ei . Then Lemma 2.3 and (3.3) imply that
‖u‖2∞ 
T 2
4α
T∫
0
∥∥f (t)∥∥2 dt. (3.4)
So u is well defined.
Multiplying both sides of (3.2) by u′′i (t) and integrating over (0, T ), we obtain
T∫
0
∥∥u′′i (t)∥∥2 dt + λ
T∫
0
ui(t)u
′′
i (t) dt +
T∫
0
fi(t)u
′′
i (t) dt = 0.
By (3.4), we get( T∫
0
∥∥u′′i (t)∥∥2 dt
)1/2

(
|λ|
(
T 3
4α
)1/2
+ 1
)( T∫
0
∥∥fi(t)∥∥2 dt
)1/2
.
Therefore u′′(t) =∑∞i=1 u′′i (t)ei is well defined and belongs to L2(0, T ;H).
Again by (3.2), ∑∞i=1 λiu′i (t)ei is well defined and ∑∞i=1 λiu′i (t)ei ∈ Au′(t) for
almost all t ∈R.
Hence u(t) is a solution of (3.1). The uniqueness is obvious. ✷
Remark. By assuming compact condition on D(A), the conclusion of Theo-
rem 3.1 also holds if f (t) is replaced by a nonlinear continuous function f (t, u)
such that ‖f (t, u)‖ is uniformly bounded in L2(0, T ), and the proof of Theo-
rem 3.1 also works for (1.2) when B is bounded and AB = BA.
4. Examples
In this section, we give some applications of our results to anti-periodic so-
lutions for ordinary differential equations and partial differential equations.
Example 4.1. Consider the following anti-periodic solution problem:

u′1(t)= u1(t)− αu2(t)+ 11+|u2(t)| sin t, t ∈R,
u′2(t)=−αu1(t)− u2(t)+ 21+|u1(t)| sin3 t, t ∈R,
u1(t + π)=−u1(t), u2(t + π)=−u2(t), t ∈R.
(4.1)
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Set
A=
(
1 −α
−α −1
)
, u=
(
u1
u2
)
,
and
F(t, u)=
( 1
1+|u2(t)| sin t
2
1+|u1(t)| sin
3 t
)
.
Then A is a linear self-adjoint bounded operator on R2, and F(t + π,−u) =
−F(t, u) for all (t, u) ∈ R × R2. It is obvious that ‖F(t, u)‖  3 for (t, u) ∈
R×R2. Now (4.1) is equivalent to the following equation:{
u′(t)=Au(t)+ F(t, u(t)), t ∈ R,
u(t + π)=−u(t), t ∈ R. (4.2)
By Theorem 2.4, we know that (4.2) has a solution, so (4.1) has a solution.
Example 4.2. Let Ω ⊂ RN be an nonempty open bounded set with smooth
boundary, and λ ∈R. Consider the following anti-periodic problem:

ut (t, x)= λ∆u(t, x)+ 1+|u|α1+|u|α+1 g(cosu) sin t, (t, x) ∈R ×Ω,
u(t + π,x)=−u(t, x), (t, x) ∈R ×Ω,
u(t, x)= 0, (t, x) ∈R × ∂Ω.
(4.3)
We call (4.3) has a generalized solution u iff u(t + T )=−u(t) and∫
Ω
ut (t, x)v(x) dx =−λ
∫
Ω
∇u(t, x)∇v(x)
+
∫
Ω
1+ |u|α
1+ |u|α+1 g(cosu) sin tv(x) dx
for all v ∈H 10 (Ω) and almost all t ∈R.
Put
F(t, u)= 1+ |u|
α
1+ |u|α+1g(cosu) sin t, for (t, u) ∈ R×R
2.
Then F(t + π,−u)=−F(t, u). Define A :D(A)⊂H 10 (Ω)→L2(Ω) by
(Au,v)=
∫
Ω
∇u∇v dx, for all u,v ∈D(A).
It is well known thatA is a densely defined closed self-adjoint operator on L2(Ω),
and D(A) is compactly embedded into L2(Ω). Now Eq. (4.3) can be written as{
u′(t)=−λAu(t)+ F(t, u(t)), a.e. t ∈R,
u(t + π)=−u(t), t ∈R. (4.4)
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Since g :R→ R is continuous, therefore |F(t, u)|  2 maxx∈[−1,1] g(x), and
−λA is self-adjoint. By Theorem 2.4, we know that (4.4) has a weak solution,
thus (4.3) has a generalized solution.
Example 4.3. Consider the following anti-periodic problem:

utt (t, x)− utxx(t, x)+ αu(t, x)+ sin3 t = 0, (t, x) ∈ R× (a, b),
u(t + π,x)=−u(t, x), (t, x) ∈ R× (a, b),
u(t, a)= u(t, b)= 0, t ∈ R. (4.5)
We call (4.5) has a generalized solution u iff u(t + π,x)=−u(t, x) and
b∫
a
utt (t, x)v(x) dx +
b∫
a
utx(t, x)vx(x) dx
+ α
b∫
a
u(t, x)v(x)+ sin3 t
b∫
a
v(x) dx = 0
for all v ∈H 10 (a, b) and for almost all t ∈R.
Put
(Au,v)=
b∫
a
uxvx dx, for all u,v ∈H 10 (a, b).
Then A :D(A) ⊂ H 10 (a, b)→ L2(a, b) is a densely defined closed self-adjoint
operator, and D(A) is compactly embedded into L2(a, b). It follows from the
Poincaré inequality that
(Au,u) c‖u‖L2
for all u ∈H 10 (a, b), where c > 0 is a constant.
Now (4.5) can be written as{
utt +Aut + αu+ sin3 t = 0, a.e. t ∈ R,
u(t + π)=−u(t), t ∈ R. (4.6)
By Theorem 3.1, we know that (4.6) has a unique weak solution, so (4.5) has a
unique generalized solution.
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