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Graphene, a single layer of C atoms, has been recently proposed as a good can-
didate for post-silicon technology, providing a new platform that could allow
improving electronic device performances, as described by the Moore’s Law.
Chemical Vapour Deposition (CVD) is a suitable synthesis method for large-
scale production of high quality graphene. This process exploits the catalytic
activity of transition metal surfaces in dissociating hydrocarbon molecules.
Among the possible catalysts, Ni is an appealing choice, due to the low price and
the possibility to obtain graphene layers at temperature as low as 450 ◦C. From
a more fundamental point of view, graphene growth on the (111) surface of Ni
represents a peculiar case of lattice-matching, being a good model system for
the study of the substrate effects on graphene properties.
In this thesis, we study the growth process, the morphology and the electronic
properties of graphene on Ni(111), by means of Scanning Tunneling Microscopy
(STM), Photo-Emission Spectroscopy (PES) and spectro-microscopy techniques.
First, the different graphene structures are identified through a combined exper-
imental and theoretical approach, revealing the coexistence of three epitaxial
adsorption geometries and the possibility to obtain graphene domains that ex-
hibit a rotation with respect to the underlying substrate. Band structure map-
ping reveals specific changes in the electronic properties, depending on the de-
gree of graphene orbital hybridization with the metal.
Based on these findings, graphene growth is investigated by in situ STM and XPS,
clarifying the atomistic mechanisms under different experimental conditions
and assessing the crucial roles played by surface carbide and C-contamination.
In particular, we study the correlation between the CVD parameters, the growth
process and the final graphene structures, being able to provide recipes for the
synthesis of graphene layers with tailored morphologies.
The atomic structure of graphene edges is studied, both during growth, by means
of high-speed STM measurements, and after cooling down to room temperat-
ure, addressing the importance of dangling bonds passivation. Then, employ-
ing the video-rate capability of our STM system, we identify the active sites for
C attachment during growth, revealing the role of Ni adatoms.
Next, intrinsic defective structures are examined at the atomic scale by STM
and ab-initio calculations, showing the presence of substitutional Ni adatoms




Finally, the growth and electronic properties of bi-layer graphene are investig-
ated, suggesting the intriguing possibility to exploit the lattice match between
graphene and Ni(111) to limit the formation to two layers only.
Sommario
Il grafene, un singolo strato di atomi di carbonio, è stato recentemente propo-
sto come un buon candidato per la tecnologia post-silicio, fornendo una piat-
taforma che permetterebbe di migliorare le prestazioni di dispositivi elettronici,
come descritto dalla legge di Moore. La produzione su larga scala di grafene di
alta qualità è tipicamente effettuata attraverso la deposizione da vapori chimi-
ci (CVD). Questo processo sfrutta l’attività catalitica delle superfici di metalli di
transizione per dissociare molecole di idrocarburi. Tra i possibili catalizzatori, il
nichel è particolarmente interessante, per il suo basso costo e per la possibilità
di ottenere strati di grafene a temperature a partire da 450 ◦C. Da un punto di vi-
sta di ricerca fondamentale, la crescita di grafene sulla superficie (111) del nichel
rappresenta inoltre un caso particolare di epitassia, offrendo un buon modello
per lo studio degli effetti del substrato sulle proprietà del grafene.
In questa tesi, si sono studiati il processo di crescita, la morfologia e le proprietà
elettroniche del grafene su Ni(111), mediante microscopia a scansione ad effet-
to tunnel (STM), spettroscopia di foto-emissione da raggi X (XPS) e tecniche di
spettro-microscopia.
Nella prima parte, le diverse strutture di grafene sono identificate tramite un
approccio combinato sperimentale e teorico, rivelando la coesistenza di tre geo-
metrie di adsorbimento epitassiale e la possibilità di ottenere domini di grafene
che presentano una rotazione rispetto al substrato. La mappatura della strut-
tura a bande rivela cambiamenti importanti nelle proprietà elettroniche delle
diverse fasi, a seconda del grado di ibridazione degli orbitali del grafene con il
metallo.
Sulla base di questi risultati, la crescita del grafene è indagata tramite in situ STM
e XPS, in modo da chiarire i meccanismi in diverse condizioni sperimentali e va-
lutare il ruolo cruciale svolto dal carburo di superficie e dalla contaminazione di
carbonio. In particolare, si è studiata la correlazione tra i parametri di CVD, il
processo di crescita e le strutture di grafene finali, fornendo ricette utili per la
sintesi di strati di grafene con morfologie specifiche.
La struttura atomica dei bordi delle isole di grafene è studiata sia durante la
crescita, mediante misure STM ad alta velocità, che dopo il raffreddamento a
temperatura ambiente, dimostrando l’importanza della passivazione dei legami
non saturi. Successivamente, utilizzando la capacità del nostro sistema STM di
acquisire filmati a video-rate, abbiamo identificato i siti attivi per l’attaccamen-
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to di carbonio durante la crescita, rivelando il ruolo fondamentale giocato dalla
presenza di adatomi di nichel. La struttura dei difetti intrinseci è esaminata su
scala atomica tramite STM e calcoli ab-initio, rivelando la presenza di adatomi
di nichel intrappolati nella matrice di grafene, così come di bordi di grano e di-
storsioni reticolari.
Infine, sono studiate la crescita e le proprietà elettroniche del grafene bi-strato,
suggerendo la possibilità di sfruttare l’epitassia tra grafene e Ni(111) per limitare
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Graphene is a single layer of carbon atoms, tightly packed in a hexagonal hon-
eycomb lattice. Due to its peculiar band structure, with electrons behaving like
massless particles, in the recent years graphene attracted the attention of the
scientific community, being an extraordinary platform to study quantum effects
in condensed matter. 1 Moreover, properties like the remarkable electron mobil-
ity at room temperature, 2 a Young’s modulus of 1 TPa3 and the very high thermal
conductivity 4 make graphene appealing for an almost limitless number of tech-
nological applications.
Nevertheless, the commercial exploitation of this material calls for a suitable
production method, able to sustain mass-scale production. Chemical vapor de-
position (CVD), a process exploiting the catalytic activity of transition metal sur-
faces in dissociating hydrocarbon molecules, is widely seen as the most versatile
and promising technique for this purpose, 5 as shown by the recently reported
production of 30-inch graphene films on copper foils. 6 However, a clear com-
prehension of the mechanisms governing the graphene growth is still missing,
limiting further improvements. Concerning the catalyst choice, despite poly-
crystalline copper represents at the moment the best candidate for a poten-
tial large-scale production, Ni captured the attention thanks to its high catalytic
activity, which allows the synthesis of high quality graphene at temperature as
low as 450 ◦C. 7
In order to improve the understanding of the atomistic mechanisms underlying
the CVD process, the usage of model catalysts has been shown to provide help-
ful information. Indeed, since the early stages of surface science, well-defined
single crystal surfaces were extensively used to mimic the situation occurring
on real operating catalysts. To this purpose, we chose the Ni(111) surface as a
model substrate for catalytic graphene growth on Ni, since this facet is the most
stable one. Furthermore, on this substrate the lattice constant is very close to
the graphene’s one, allowing for a pure epitaxial growth.
In this thesis, we used different state-of-the-art surface science techniques, com-
bined with Density Functional Theory (DFT) calculations, in order to invest-
1
2igate not only the structural and electronic properties, but also the atomistic
growth mechanisms, clarifying the overall picture on this system. Scanning Tun-
neling Microscopy (STM) has been used to characterize the graphene morpho-
logy at the atomic-scale, as well as the growth mechanisms at high temperat-
ures and during hydrocarbon exposure. X-ray Photoelectron Spectroscopy (XPS)
provided complementary information on the chemical signatures of the struc-
tures involved in the growth process and of the final graphene phases. Cathode
lens spectro-microscopy measurements allowed characterizing the coexisting
graphene structures on the meso-scale, giving access also to the electronic dis-
persion along the K point.
All the growth measurements were performed in situ under in operando con-
ditions, i.e. monitoring the surface evolution at high temperature and during
hydrocarbon exposure. This approach represents a major difference compared
to most of the literature studies on this topic, where measurements are con-
ducted after cooling down to RT. 8,9 Moreover, the video-rate capability of the
FAST module, coupled with our VT-STM, allowed us to characterize details of
the growth mechanisms not attainable with standard STM systems, revealing
transition steps and rapidly-evolving structures involved in graphene formation
processes, which are typically not present under post-reaction conditions.
The aim of this work is to explore the possibility to devise a strategy for the syn-
thesis of graphene layers with tailored properties. In order to obtain such result,
it is first of all necessary to thoroughly characterize the structural and electronic
properties of all the graphene phases that can contribute to the final layer. Then,
it is fundamental to unveil the different growth mechanisms that drive graphene
formation down to the atomic level and how these are influenced by CVD and
external parameters.
In Chapter 2, a brief introduction to graphene properties and production meth-
ods is given. In part I, the different experimental techniques are introduced.
The main results of the thesis are described in part II. Chapter 6 presents a de-
tailed structural characterization of the different graphene phases. In Chapter 7,
we investigate the phases shown in the previous Chapter, by means of spectro-
microscopy measurements, providing a clear spectroscopy characterization. In
Chapter 8 we study graphene growth mechanisms in a temperature range be-
tween 400 and 600 ◦C, by means of in situ STM and XPS, assessing the role of
surface carbide and of the near-surface C concentration. In Chapter 9, we re-
port the edge morphology of EG islands grown on top of a Ni terrace. By means
of high-speed STM, we compare the structures present during growth and after
cooling down to RT, focusing on the changes in dangling bonds passivation. In
Chapter 10, we exploit the capability of the FAST module (described in Chapter
3) to acquire atom-resolved images above video-rate. In this way, we report for
the first time the mechanism involved in the attachment of C atoms at the grow-
ing edges, unveiling the important role of Ni adatoms.
Then, in Chapter 11, we investigate graphene defects originating from the growth
process, revealing the presence of several different structures. Chapter 12 is de-
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voted to the study of the growth and the electronic properties of bi-layer graph-
ene (BLG). In situ spectro-microscopy measurements allow clarifying the form-
ation process, providing a characterization of the top-layer band structure. In
Chapter 13, the thesis is summarized and perspectives for future investigations
are given.
Most of the work presented in this thesis has been done in Trieste, at the CNR-
IOM, Laboratorio TASC, where the STM system is housed. Spectro-microscopy
measurements were performed at the Nanospectroscopy beamline (Elettra Sin-
crotrone Trieste), while the high-pressure XPS ones were carried out at the ISISS
beamline (BESSY II Synchrotron, Berlin). DFT calculation have been performed




In this chapter we review relevant aspects of graphene research that motivated
the scientific project described in this thesis. First, we introduce graphene and
its peculiar electronic properties. Then, the main production techniques will be
presented, focusing on Chemical Vapour Deposition (CVD), in particular on Ni
substrates.
2.1 Free-standing graphene
Graphene displays a honeycomb lattice of C atoms, as shown in Figure 2.1, that
can be seen as a triangular lattice with a basis of two atoms per unit cell. 10 The
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The two points K and K’ at the corners of the graphene Brillouin zone (BZ) are
of particular importance for the physics of graphene and they are named Dirac
Figure 2.1: Free-standing graphene.
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6 2.1. Free-standing graphene





















The tight-binding Hamiltonian for electrons in graphene, considering that elec-
trons can hop to both nearest- and next-nearest-neighbor atoms, has the form
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where ai ,σ (a
†
i ,σ) annihilates (creates) an electron with spin σ (σ=↑,↓) on site Ri
on sublattice A (an equivalent definition is used for sublattice B), t (∼ 2.8 eV) is
the nearest-neighbor hopping energy between different sublattices, and t ′ is the
next nearest-neighbor hopping energy in the same sublattice. The energy bands
derived from this Hamiltonian have the form: 11
E±(k)=±t
√
3+ f (k)− t ′ f (k) (2.5)











where the plus sign applies to the upper (pi∗) and the minus sign the lower pi
band. It is clear from equation 2.5 that the spectrum is symmetric around zero
energy if t’ = 0. For finite values of t’, the electron-hole symmetry is broken and
the pi and pi∗ bands become asymmetric.
In Figure 2.2, the full band structure of graphene with both t and t’ is shown. In
Figure 2.2: Electronic dispersion in the honeycomb lattice. Left: energy spec-
trum (in units of t) for finite values of t and t’, with t = 2.7 eV and t’ = -0.2 t. Right:
zoom in of the energy bands close to one of the Dirac points. Reproduced and
adapted from Castro Neto et al. 10
the same figure, it is also shown a zoom on the band structure close to one of the
Dirac points (ie. K or K’). This dispersion can be approximated by expanding the
full band structure, 11 equation 2.5, close to the K (or K′) vector, equation 2.3, as
k=K+q, with |q|¿K:
E±(q)=±vF |q|+O[(q/K )2], (2.7)
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where q is the momentum measured with respect to to the Dirac points and vF
is the Fermi velocity, given by vF = 3t a/2, with a value vF ' 1×106 m/s.
Due to this peculiar electronic behavior, graphene shows several interesting prop-
erties: extremely high room temperature electron mobility (2.5×105 cm2V −1s−1); 2
a Young’s modulus of 1 TPa and intrinsic strength of 130 GPa; 3 very high thermal
conductivity (above 3,000 W mK−1); 4 optical absorption of ' 2.3% in the in-
frared limit; 12 impermeability to any gases; 13 ability to sustain extremely high
densities of electric current (a million times higher than Cu). 14 Another prop-
erty of graphene, already demonstrated, 15 is that it can be readily chemically
functionalized. 16
2.2 Production methods
The appealing possibility to exploit graphene properties in next generation tech-
nology devices requires the development of adequate scalable synthesis pro-
cesses that can sustain mass-scale production. 5 Specific requirements on graph-
ene characteristics can be achieved by a suitable choice of the production method,
as shown in Figure 2.3. In the following, the main methods currently available
to obtain graphene flakes with various dimensions, shapes and quality will be
presented.
Figure 2.3: Graphene production methods, classified by price for mass produc-
tion and quality. Reproduced from Novoselov et al. 5
2.2.1 Liquid-phase exfoliation
Liquid-phase graphite exfoliation can be achieved by exposure of the sample to
a non-aqueous solvent having a surface tension that favors an increase in the
8 2.2.2. Silicon carbide graphitization
total area of graphite flakes dispersed in the aqueous solution. 17 By means of
sonication treatments, graphite is split in thinner platelets, with a significant
fraction of monolayer flakes in the suspension, which can be further enriched
by centrifugation. 18 A similar approach can be exploited using graphite oxide,
where graphite pellets are first oxidized and then ultrasonically exfoliated in an
aqueous solution. 19 After centrifugation treatment, the solution can be depos-
ited as a thin film on almost any surface and partially reduced.
Even if the resulting material is composed mainly by few-layer graphene flakes,
it still preserves many of the appealing properties of single-layer graphene and
can be successfully used for several application, such as graphene based paints
and ink-jet printed conductive circuits. 20
2.2.2 Silicon carbide graphitization
Graphitic layers can be grown either on Si or C faces of a Silicon carbide (SiC)
wafer. 21 This process is based on element-specific decomposition of the SiC sur-
face at high temperature: indeed, while C atoms are stable at temperatures even
higher than 2,000 ◦C, Si evaporates between 1,000 and 1,500 ◦C. 22,23 Initially, the
C-terminated face of SiC was used to grow polycrystalline multi-layers, 24 but
recently it has been shown that the number of graphene layers can be prop-
erly tuned. 25 The quality of such graphene can be very high, with flake size ap-
proaching hundreds of micrometers. 26 The major drawbacks of this approach
are the high cost of the SiC wafers and the high temperatures required (above
1,000 ◦C), which are not directly compatible with silicon electronics production,
and the low degree of uniformity, due to a preferential multilayer formation at
the step-edges.
2.2.3 Molecular assembly
Surface-assisted polymerization of specific organic molecules can be exploited
in order to synthesize graphene nano-ribbons with tunable width and edges
structure. 27–29 This bottom-up approach allows opening a band gap up to 2.5
eV in graphene nanostructures, 28 being promising for the integration in field-
effect transistors. 30 Nevertheless, this fabrication approach is not cost-effective
and presents several limitation, such as the requirement of high-vacuum con-
ditions and atomically flat metal substrates. For this reason it is unlikely that it
will become commercially viable in the next decade.
2.2.4 Chemical Vapour Deposition
Chemical Vapour Deposition (CVD) exploits the catalytic decomposition of hy-
drocarbon molecules on metallic surfaces, yielding formation of extended graph-
ene layers. 31 Large-areas of poly-crystalline monolayer graphene films have been
synthesized on copper foils, 6 being promising for several applications where
2. GRAPHENE 9
high-quality graphene is required. 32 Even though the complete process typic-
ally requires transfering from the metal support to a dielectric surface, 33 the
production of graphene with lateral dimensions up to a meter has already been
achieved. 6 CVD films show transport properties equivalent to those of exfoli-
ated graphene on both SiO2 and hexagonal boron-nitride substrates (see Fig-
ure 2.3). Despite the presence of defects, domain boundaries, presence of mul-
Figure 2.4: Schematic illustration of elementary steps involved in the CVD pro-
cess through (a) bulk mediated growth and (b) surface growth. The orange ar-
row represents the introduction of precursor, the blue arrow indicates the dis-
solution of C species, the magenta arrow represents the subsequent segregation
from the bulk and the green arrow denotes the surface-catalytic process. Repro-
duced and adapted from Lin et al. 34
tilayer, such materials already match the requirements for the use in transparent
conductive coating applications.
Recently, graphene growth has been successfully demonstrated on several trans-
ition metal surfaces, 35,36 such as Ni, Co, Fe, Cu, Pd, Pt, Ir, Rh, Re and Ru. De-
pending on the level of C solubility in the metal, the growth process can occur
through two different pathways, 34 schematized in Figure 2.4:
• Bulk-mediated growth
C atoms originating from hydrocarbons decomposition diffuse on the sur-
face and dissolve into the catalyst bulk, due to the high C solubility. Once
C supersaturation level is reached, they segregate on the surface, leading
to graphene islands nucleation and growth. This is the case of Ni, Co, Pt,
Rh and Re surfaces.
• Surface growth
upon hydrocarbon dissociation, C remains on the surface and aggregates
to form graphene flakes. On Cu and Ir surfaces, graphene grows following
this pathway.
Among all the possible catalysts listed above, the substrates currently more used
for a potential large-scale production are copper and nickel, mainly due to their
low price and the possibility to synthesize high-quality graphene. 31 Besides Cu
10 2.2.4. Chemical Vapour Deposition
has been recently proposed as the best candidate for industrial exploitation of
CVD graphene production, 6 Ni stood out for its high catalytic activity, that al-
lows graphene growth at temperature as low as 450 ◦C. 7 This is a distinguished
feature compared to CVD on copper surfaces, where temperatures of about 1000
◦C are needed to completely dehydrogenate the gaseous C precursors.
From a more fundamental point of view, nickel is a good example of strongly in-
teracting metal, that leads to important modifications of graphene properties, 37
as well as, in the case of (111) surface, a unique case of a lattice-matched sys-
tem. 38 Indeed, since the lattice mismatch between the Ni(111) and graphene is
less than 1%, graphene flakes are preferentially aligned with the substrate, res-
ulting in a pure epitaxial growth. Nevertheless, recently also rotated graphene
has been reported to grow on this surface, 9 suggesting a process driven by kin-
etics factors. 39 However, despite several efforts have been made in order to op-
timize the CVD procedure on Ni substrates, 40 the growth process and underly-
ing atomistic mechanisms have yet to be fully understood. Moreover, the high C
solubility of Ni adds further complexity, usually leading to graphene multilayer







The invention of the scanning tunneling microscope (STM) by Binnig and Rohrer
is considered a milestone in the field of nanotechnology, allowing scientists to
see atoms on a surface for the first time. 42
In this Chapter, the fundamental principles of STM operation will be discussed,
in order to understand most of the experiments described in this thesis and to
motivate the choice of this technique for the study of chemical processes oc-
curring on metal surfaces. First, we discuss the operating principle of STM, ex-
plaining the physical origin of the atomic resolution capability. Then, the exper-
imental setup used for this thesis is described.
3.1 Operating principle
The high resolution capability of STM is achieved by exploiting the tunneling ef-
fect, a quantum mechanical phenomenon, where a particle tunnels through a
barrier that classically could not be surmounted.
When a metallic tip is approached to a conductive surface, a potential barrier
forms between the two objects, due to the vacuum gap. If a bias voltage is
applied between them, and their distance is small enough, so that their wave-
functions can overlap, an electrical current flows, due to the tunneling effect
(see Figure 3.1). In Figure 3.2, a scheme of a basic STM set-up is depicted. Since
the tunneling current depends on the electrode distance, changes of the sample
corrugation down to picometers can be detected. When the tip is scanned over
an area of the surface with sub-Å lateral resolution, images can be obtained in
the following two modes:
• Constant-height:
the tip is kept at a constant height while scanning, and the tunneling cur-
rent I, which is recorded in every scan point, is color-coded to form a
I (x; y) image.
• Constant-current:
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Figure 3.1: An electron impinging from the left on a one-dimensional potential
barrier can cross the barrier even if E <U provided the width d is small enough.
during the scan, the tunneling current is kept constant by changing the tip
height z by means of an electronic feedback system, and the STM image is
formed by color-coding the tip height z(x; y) in every scan point.
The former mode enables higher scanning speeds because no limitation is im-
posed by the response time of the feedback electronics, but has the critical draw-
back that the tip may accidentally crash on surface asperities. For this reason,
STM measurements are usually performed in constant current mode.
Figure 3.2: Schematic of a STM: a conductive tip is brought close to a conductive
substrate. The tunneling current I is measured upon applying the bias voltage
V. The dashed line represents the tip movement along a line scan, when the mi-
croscope operates in constant current mode.
3.1.1 Simple model of electron tunneling
If the potential barrier has a height U , and an electron represented by the wave
functionΨ(z) travels from the left with energy E (see Figure 3.1), the Schrödinger
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Ψ(z)+V (z)Ψ(z)= EΨ(z). (3.1)
The general solution in the region 0≤ z ≤ d is given by:





The probability for an electron to tunnel between the two electrodes is given by
the transmission coefficient of the junction:
T ∝ e−2kd . (3.3)
As schematized in Figure 3.3, if a positive bias is applied to the sample with re-
spect to the tip, the electrons will tunnel from the tip into the sample empty
states, while for a negative bias they will tunnel from the occupied sample states
to the tip. Applying this model to a metal-vacuum-metal junction, the potential
Figure 3.3: Tunneling from the tip to empty sample states (positive sample bias,
on the right) and from occupied sample states to the tip (negative sample bias,
on the left).
barrier can be approximated as the work function value φ of the electrode sur-
face, that is the minimum energy required to extract an electron from a bound
state to the vacuum level. Neglecting the thermal energy contribution:
EF =−φ. (3.4)




where d is the electrodes distance. If we consider a typical metal work function
Φ ≈ 4 eV, we obtain the typical value of the decay constant of 1 Å−1. This gives
an estimate of the rate of change of the current with the distance: the current
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increases by a factor 3 when the distance changes by one Bohr radius (∆d = 53
pm). This exponential dependence of the tunneling probability versus the tip-
sample distance, as we will see below, is the physical property of the tip-sample
system which enables picometer resolution in the direction orthogonal to the
sample surface.
3.1.2 Bardeen model
In order to understand STM images, it is necessary to extend the one dimen-
sional tunneling problem to the three dimensional case. To this purpose, we
follow the formalism introduced by Bardeen. 43 In this approach, the tip and
sample are treated separately and the overlap is calculated through the Fermi
golden rule. The tunneling probability from a stateΨ, on one side of the barrier,














where z = z0 is any separation surface lying entirely within the two electrodes.




[ f (EF −eV +²)− f (EF +²)] ·ρS(EF −eV +²)ρT (EF +²)|M |2d² (3.7)
and by assuming that kB T is small enough to approximate the Fermi distribu-




ρS(EF −eV +²)ρT (EF +²)|M |2d². (3.8)
Eventually, if the M matrix is assumed to be almost constant within the energy





d²ρS(EF −eV +²) ρT (EF +²). (3.9)
This equation clearly shows that the tunneling current, within Bardeen’s exten-
sion of the one-dimensional tunneling problem, is a convolution of the DOS of
two electrodes. However, assuming that the tip has only one s-like orbital in
the apex atom (the so-called Tersoff-Hammann approximation), 44 the tunnel-





where ρS(~rT ,²) is the local density of states of the sample at the tip apex position.
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Figure 3.4: The experimental system.
3.2 Experimental setup
The UHV setup used for this thesis is located at CNR-IOM, Laboratorio TASC
(Trieste) and is based on a commercial Omicron Variable Temperature Scanning
Tunneling Microscope (VT-STM), modified in order to improve the mechanical
stability and to work under reaction conditions (i.e. wide range of sample tem-
peratures and during gas exposure). The system consists of one chamber for the
sample preparation connected to another one where the STM is housed (see Fig-
ure 3.4). The background pressure, in the low 10−10 mbar range, is maintained
by means of a magnetic levitation turbo molecular pump, an ion getter pump
and a Ti-sublimation pump. Particular attention has been devoted to an effi-
cient mechanical decoupling between the turbo molecular pump and chamber,
in order to not affect the performance of the microscope.
3.2.1 Preparation chamber
The preparation chamber is equipped with a manipulator that allows cooling
the sample down to 90 K, by filling the hollow tube of the manipulator with liquid
nitrogen, and heating up to 1300 K, by means of a graphite heating element sup-
ported by a pyrolytic boron nitride (PBN) plate, hosted inside the sample holder.
The manipulator head consists of a copper-aluminium alloy (GLIDCOP) block
which is thermally coupled but electrically isolated from the manipulator axis by
a sapphire plate. The manipulator head is provided with two sample stages that
host the electrical connections for the temperature read-out (by means of K-type
thermocouples) and the sample heating. One of them is thermally decoupled
from the remaining part of the manipulator, allowing reaching high temperat-
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ures (above 1000 K), while the other is characterized by a good contact between
the back of the sample-holder and the manipulator head, offering the possibility
to cool the sample (down to 90 K). A magnetic arm allows transferring the sam-
ple from the stage on the manipulator to a carousel hosted in the STM chamber.
The preparation chamber is also equipped with:
• Sputter gun for sample cleaning by ion bombardment (Ar+);
• Quadrupole mass spectrometer;
• Low Energy Electron Diffraction (LEED) system;
• Fast Entry Lock;
• Gas line (C2H4, H2,O2,CO and CO2);
• Different types of molecule and metal evaporators;
• Hot filament ion gauge;
3.2.2 VT-STM
All the STM measurements presented in this thesis are conducted with a com-
mercial Omicron Variable Temperature STM (VT-STM) system, capable of oper-
ating in a temperature range between 140 K, reached by filling a liquid nitrogen
bath cryostat, and 900 K, reached by means of the PBN supported heating ele-
ment inside the sample holder. The metallic tip is mounted on a magnetic stage
Figure 3.5: The Omicron VT-STM.
fixed on a single tube scanner with a maximum scan range of about 15×15 µm2
and a z-travel of about 1 µm. A small radiation shield is fitted on top of the scan-
ner, preventing heat radiation from the hot sample from slowly heating up the
scanner tube, which would result in a long term drift. In Figure 3.5, it is pos-
sible to observe on the right the copper braid that connects the cryostat to a
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Figure 3.6: Schematic representation of the first complete setup, where the FAST
module is inserted between the STM Control Unit and the scan system. For cur-
rent detection, a fast preamplifier (fast preamp) and a subsequent logarithmic
amplifier (log amp) are additionally inserted. The acquisition is controlled via
Ethernet by the host PC. Reproduced from Esch et al. 45
cooling block that can be placed in direct contact with the back of the sample
holder (see Figure 3.5). In order to obtain a precise temperature read-out, the
sample holder and the STM wiring have been modified to measure the temper-
ature directly on the sample, by means of a K-type thermocouple directly spot-
welded on the sample side. The sample is mounted in the STM sample stage
with the surface pointing downwards and the tip is approached to the sample
from the bottom. The coarse approach, up to some tens of microns, is mon-
itored by a CCD-camera. The fine approach is then performed automatically.
Mechanical isolation is achieved by means of a spring system, which suspends
a heavy base platform of the STM. The base platform suspension is damped by
an eddy current system: the platform is surrounded by copper plates, which
are centered between permanent magnets, fixed on the chamber. The original
current preamplifier has been replaced by a FEMTO DLPCA-200, in order to in-
crease the cut-off frequency (from 50 kHz to 220 kHz, with a transimpedence of
108 V/A).
3.2.3 FAST module
Since the typical image acquisition times of commercial STM are of the order of
seconds or even more, the time resolution is one of the biggest limitations. This
usually hinders access to most steps of non-equilibrium processes, involved for
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Figure 3.7: Resonance behavior of the VT-STM scanning stage in various meas-
urement setups: under out of tunneling conditions upon lateral excitation (top
panel), under tunneling conditions upon lateral excitation (middle panel) and
under tunneling conditions upon vertical z excitation (bottom panel). In the
first case, the voltage modulation induced in the piezo quadrant opposite the ex-
cited one has been measured, while in the two latter cases the tunneling current
was recorded as a function of the x, y and z excitation, respectively. Excitation
in the x and y directions corresponds to solid and dashed curves, respectively.
The frequency windows where high, stable and reproducible resolution can be
achieved, are indicated as gray areas. The horizontal dark gray bars in the bot-
tom panel indicate the plateau regions. Reproduced from Dri et al. 50
instance in chemical reactions, thin-film growth and molecular self-assembly
with an adequate temporal resolution. In order to bridge this gap, several efforts
have been made in the last 20 years, especially through the design of systems
with high frequency resonances of the scanner tube, above the desired scan
speeds, to avoid any interference between the probe motion and the mechan-
ical response of the system. 46–49 However, the possibility to drive commercial
systems in the fast operating mode is intriguing, allowing in this way the up-
grade of existing expensive instruments, working in different environments (air,
liquid, electrochemical, high pressure, variable temperature, etc...). 45
A custom-made add-on module with this unique capability has been developed
in our laboratory (see Figure 3.6). 45 Through a careful analysis of the mechan-
ical behavior of the piezo scanner tube (see Figure 3.7), it has been possible to
identify frequency windows, even above the first resonance frequency of the
scanning stage, where atomic resolution can be achieved even for frame rates
up to 100 Hz. 50 For this purpose, a pure sine wave is used as the fast excitation
signal, as firstly reported by Wintterlin et al. 49 Since the tip speed is therefore
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non-uniform, in order to correct for this effect the images must be suitably re-
sampled during the post-processing. Time-series consist in forward or back-
ward sequences of images acquired during the up and down movement of the
slow excitation wave. During the acquisition, the microscope operates in quasi-
constant height mode. Indeed, a proper tip height correction feedback circuit,
besides requiring a very high bandwidth circuit (in the MHz range), would ex-
cite further mechanical resonances in the piezo, undermining the stability of the
system. In order to take into account the sample tilt in the fast direction, which
commonly exceeds the actual surface corrugation of interest, it is necessary to
correct this tilt to access the full dynamic range of the preamplifier (Imax /Imi n
' 104, corresponding to about 4-5 Å). For this purpose an active correction is
applied to the vertical movement piezo. 45
During my PhD, a second version of the FAST module has been developed, in
collaboration with the Instrumentation and Detector Lab (Elettra Sincrotrone
Trieste). In this way, we improved the imaging performances, introducing also a
fully automatized tilt correction system and the possibility to acquire other ex-
perimental data, such as sample temperature and imaging parameters. For this
upgrade both the hardware and software have been changed. The hardware up-
grade mainly consists in a Full Programmable Gate Array (FPGA) driving two 16-
bit Digital-to-Analog converter (DAC) with 100 Msample/s for the fast tip move-
ment and an 14-bit Analog-to-Digital converter (DAC) with 100 Msample/s for
the current measurements. For the generation of the signals of the slow move-
ments, a 16-bit DAC with 833 ksample/s has been used. The imaging paramet-
ers (bias voltage and feedback current) and the sample temperature are meas-
ured by means of a 16-bit DAC and saved as file metadata. All the parts used
are commercial (National Instruments). In addition, the current log-amp has
been replaced by a high-pass filter (νcut = 50H z). Indeed, with this configura-
tion it is possible to maximize the usage of the ADC dynamics for the AC current
components measurements, that represent the useful signal. The new software
driving the FPGA is based on LabVIEW. The files are saved as raw data in hd f 5
format and post-processed by a Python code.
In this way, atom-resolved movies with a frame rate up to 100 Hz and 100×100
pixels can be routinely acquired, as shown in Figure 3.8.
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Figure 3.8: Atomically resolved imaging above video-rate: raw image acquired
with the FAST unit on epitaxial graphene/Ni(111) [100 Hz, 4×4 nm2].
Chapter 4
Photoemission Spectroscopy
The photoemission spectroscopy is an experimental technique that consists in
the analysis of the kinetic energy distribution of electrons extracted from a ma-
terial through the photoelectric effect.
During this thesis, PES has been used to investigate the electronic properties of
CVD graphene, providing informations on the sample composition, on the band
structure and on the state of chemical bonds, being an helpful complement to
the STM measurements.
In this Chapter, the basic concepts of the experimental techniques are briefly
reported. The presentation is limited to the fundamentals that are directly use-
ful to the understanding of the experimental data discussed. A more detailed
and complete discussion can be found, for example, in the proceedings of the
International Conferences on the Structure of Surfaces. 51
4.1 Operating principle
When an incident photon beam interacts with a material, to a first approxima-
tion, electrons at binding energy lower than photon energy can be ejected from
the surface. Within a single particle picture, the kinetic energy distribution of
the emitted electrons mimics the distribution in energy of the occupied elec-
tron states in the ground state. 52 In this case, the kinetic energy Ek of the photo-
electron coming out from the sample is approximately given from the following
relation:
Ek = hν−Eb −φs , (4.1)
where Eb is the binding energy of the photoelectron relative to the Fermi level,
hν the used photon energy andφs is the work function of the sample. 53 In order
to be detected, the photoelectrons must overcome the potential barrierφ=φA−
φs , where φA is the work function of the electron analyzer. As a consequence,
equation 4.1 becomes:
Ek = hν−Eb −φA , (4.2)
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which is independent from the sample work function. Even if the photons pen-
etrate into a solid for severalµm, photoemission is a surface sensitive technique.
In fact, the sampling depth in the photoemission process is determined by the
mean free path of the photoelectrons in the solid. This quantity follows the so-
called universal curve of the energy-dependent inelastic mean free path of elec-
trons in solids, and it changes as a function of the electron kinetic energy from
about 4 Å to about 50 Å (see Figure 4.1). 54 In a one-particle framework, given
Figure 4.1: Inelastic mean free path of electrons in solids.
an impinging flux of photons, the current density of photoelectrons can be ex-
pressed in terms of Fermi’s Golden Rule formula, where the matrix element, in
the dipole approximation, can be written as:
M f i =<Ψ f |A p+p A|Ψi > (4.3)
whereΨ f andΨi are, respectively, the final and initial state electron wave func-
tions, A is the electromagnetic vector potential and p is the electron momentum.
To a first approximation, a photoemission spectrum provides the distribution of
the binding energies of the electron states in a solid. The intensities of the pho-
toemission structures reflect the density of states and depend furthermore on
the cross sections of the photoemission processes involving electrons of differ-
ent energy levels.
4.2 X-ray photoemission spectroscopy
The excitation of most core levels requires at least soft X-rays, which explains the
more usual acronym of the technique, X-ray photoemission spectroscopy (XPS).
A measured XP spectrum is shown in Figure 4.2, which is characterized by sharp
peaks, usually called primary structures. These structures are superimposed to
a mostly featureless background, which exhibits a huge peak (not shown) in the
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Figure 4.2: Photoemission spectrum from a CuGeO3 single crystal (hν=1253.6
eV). Core levels and Auger peaks are indicated.
low kinetic energy region (' 5-10 eV). This background is ascribed to the almost
continuum distribution of the secondary electrons which are produced after in-
elastic scattering within the solid, thus having lost memory of their primary en-
ergy. The most intense and sharp peaks correspond to the emitted electrons
from the core levels of the atoms of the solid. Because of the discreteness of
the core levels energies, each core level distribution is a fingerprint of a spe-
cific chemical element, thereby making photoemission spectroscopy an atom-
specific technique. Handbooks collecting XPS spectra for each solid element
are currently available, and used as reference data base for core level identifica-
tion. 55 A very important point is related to the so-called core level shift. Actually,
a core level binding energy depends on the chemical bonds and local environ-
ment of a specific atomic site. Thereby the identification of the chemical state
of an atom in an unknown solid system is made possible, consistently with the
energy resolution and the actual size of the core level shift. The broad struc-
ture at the higher kinetic energies of the photoemission spectrum corresponds
to the energy distribution of the valence band states. The typical feature of these
shallow states is their delocalized character, compared to the local nature of core
levels. They are thus expected to markedly change their distribution in energy as
the chemical bonds are changed. In the photoemission spectra also other struc-
tures are visible, typically Auger peaks, shake up losses and correlation satellites
due to relaxation processes, i.e. excitation and de-excitation of the system after
the creation of the hole.
The width of a photoemission core level depends on many different factors,
schematically indicated in Figure 4.3. Even if some of these contributions may
be not trivially connected, they can be schematically listed in the following points:
1. Mean lifetime of the photo-hole: every core level in the photoemission
spectrum has an intrinsic width, which is determined by the mean lifetime
of the hole created in the photoemission process. The hole de-excitation
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Figure 4.3: Scheme of the different contributions of the photoemission
lineshape in a isolated molecule and a solid.
goes through radiative or Auger processes in typical times of the order of
10−14-10−15 s, and gives a contribution to the photoemission peak width
with a Lorentzian line-shape.
2. Electronic excitations: the hole creation modifies all the electronic states
of the system. This perturbation creates excited electronic states in the
N − 1 electrons system. In molecules or insulating systems this leads to
satellite peaks usually well separated from the core level, while in metal-
lic systems, where infinitesimal excitations are possible across the Fermi
level, this leads to the presence of the characteristic asymmetric lineshape
of the photoemission peak towards lower kinetic energies. 56
3. Phonon coupling: the extraction of an electron from a solid generally
brings with it the excitation of the vibrational modes of the system. This
is due to the fact that the curves of potential energy of the N electrons
system, as a function of the nuclear distance, may change after the ioniz-
ation.
4. Instrumental broadening: this is generally the most dominant broaden-
ing in a photoemission spectrum and it is due to the finite instrumental
resolution of the electron energy analyzer and to the non-monochromatic
character of the light source. These contributions give a Gaussian broad-
ening to the photoemission peaks.
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4.3 Angle Resolved Photo-Electron Spectroscopy
The electronic valence band dispersion can be mapped by means of PES, using
low photon energy (4-90 eV) and measuring the photo-electron kinetic energy
distribution as a function of the emission angle (Angle Resolved Photo-Electron
- ARPES). In this way, it is possible to obtain information on the direction, speed
and scattering process of valence electrons in the sample being studied. Due to
presence of the surface, only the parallel component of electron momentum is
conserved:
ħki‖ =ħk f ‖ =
√
2mEk sinθ (4.4)
An ARPES spectrum is recorded collecting the outgoing electrons within a finite
energy resolution and acceptance angle and binning the electrons according to
their momentum and kinetic energy. A typical ARPES spectrum is shown in Fig-
ure 4.4, revealing dispersion of the Shockley state (SS) in a Ni(111) surface.
Figure 4.4: ARPES results of Ni(111) surface state along the (a) Γ-K and (b) Γ-M
directions. Reproduced from Higashiguchi et al. 57




In order to obtain complementary information to the ones provided by STM,
experiments have been performed using the Spectroscopic Photo-Emission and
Low Energy Electron Microscope (SPELEEM) operating at the Nanospectroscopy
beamline of the Elettra synchrotron in Trieste. The SPELEEM combines Low
Energy Electron Microscopy (LEEM), with Photo-Emission Electron Microscopy
(PEEM), being able to probe the crystal structure and stoichiometry of surfaces
on the micro-scale, with lateral resolution of few tens of nanometers. First, the
imaging, diffraction and spectroscopic methods of cathode lens microscopy are
discussed. Then, the SPELEEM setup is presented, describing the different op-
erating modes.
5.1 Low Energy Electron Microscopy
Low energy electron microscopy (LEEM) is a surface-sensitive method based on
the backscattering of elastic electrons that interact with a surface. 58,59 The high
electron backscattering cross section in the energy range from 2 to 20 eV war-
rants an intense electron yield, enabling acquisition with high image intensity.
The energy dependence of the backscattering intensity on the electron energy
is not trivial due to high multiple scattering cross section of electron at such en-
ergies. Nevertheless, the backscattered intensity strongly depends on the struc-
tural an chemical properties, giving LEEM the sensitivity to probe surface mor-
phology.
Figure 5.1 shows a schematic view of the of the LEEM instrumental concept
design. 60 The electrons produced by an e-gun are accelerated to an energy of
several keV, by a bias V0. Subsequently deflected by the separator, the e-beam is
forced to approach the sample in normal incidence. When traveling through the
objective lens, the e-beam is decelerated by the same voltage potential V0 used
at the electron source. However, a bias voltage (known as start voltage, Vst ar t ) is
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Figure 5.1: Scheme of the LEEM microscope at the Nanospectroscopy beamline.
applied to the sample in order to set the desired electron energy. Back-scattered
electrons are accelerated by V0 through the objective that produces a magnified
image of the sample. The image is further magnified by the lenses in the imaging
column. The final image is projected onto image detector with micro-channel
plate and a phosphorous screen. The fluorescence light is collected by a CCD
camera which acquires the image.
Imaging modes When the low energy electrons are scattered from the sam-
ple surface, they produce a diffraction pattern, depending on the beam that is
selected, two different methods can be employed: 61
• Bright-field imaging
Using the specular (0,0) beam, the contrast is purely structural and de-
pends on the local differences in diffraction for the different surface phases
present on the sample.
• Dark-field imaging
By selecting a secondary diffracted beam, a dark field image of the surface
is produced. In this way, all areas that contribute to the formation of the
selected beam appear bright.
5.2 Low Energy Electron Diffraction
Low Energy Electron Diffraction (LEED) is a commonly used technique that al-
lows determining the crystal structure of surfaces or thin films. 62 A simple in-
spection of a LEED pattern provides a powerful tool to study the surface lattice
symmetry, the lattice constants and the presence of contaminants. To under-
stand the principle of LEED, a kinematic theory of scattering must be taken into
account. According to Bragg elastic scattering theory, the diffraction spot occurs
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Figure 5.2: Ewald construction for elastic scattering on a 2D surface lattice for
an ideal (a) and realistic (b) surface. ~k and ~k ′ are the incident wave vector and
scattered wave vector, respectively. ~G is the reciprocal space vector, defined in
equation5.1. The corresponding 2D reciprocal lattice point are displayed on a
cut along kx .
if the following condition is fulfilled:
K‖ = k ′‖−k‖ =G‖ (5.1)
where K‖ is the difference between parallel component to the surface of incid-
ent scattering vector (k‖) and scattered vector (k ′‖). G‖ is the parallel component
to the surface of reciprocal vector ~G . Figure 5.2 shows a geometrical explana-
tion of LEED principle. The Ewald sphere is the sphere having a radius equal to
|k| = |k ′|. Equation 5.1 is fulfilled for every point at which the sphere crosses a
reciprocal lattice rod. For 2D systems, we can relax the restriction on k⊥ (third
Laue law); as consequence diffraction condition is satisfied more frequently re-
spect to 3D systems. For a real surface, bulk contribution can not be neglected
since primary electrons penetrate more than the first atomic layer. The resulting
LEED pattern is therefore modulated. A realistic model that takes into account
both surface and bulk contribution is shown in Figure 5.2b. If a diffracted vector
~k ′ crosses a reciprocal lattice rod, the corresponding spot intensity will be weak,
whereas if ~k ′ crosses a thicker region of the rods the spot intensity will be strong.
5.3 Photo-Emission Electron Microscopy
Photo-emission electron microscopy (PEEM) images a sample that is illumin-
ated by UV or X-ray photon beam, 63,64 exploiting the photoelectric effect (see
Chapter 4). The emitted electrons are accelerated by an intense electric field
(tens of keV/mm) that is applied between the sample (cathode) and the object-
ive (anode). The objective lens produces a magnified image of the specimen,
which may be further magnified by other lenses along the imaging column. The
magnified image is projected onto a detector consisting of the MCP, the phos-
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Figure 5.3: PEEM simplified configuration.
phorous screen and the CCD camera. The angular acceptance of emitted elec-
trons is reduced by an aperture (contrast aperture) in the back focal plane of the
objective. Figure 5.3 shows a simplified sketch of the PEEM configuration. In the
example, the sample is at a negative potential with respect to the objective and
imaging column, kept at ground. The PEEM detects photo-electrons emitted
from a surface and produces an image in the real space. Using an energy filter,
only the electrons emitted with a particular kinetic energy are collected to form
the image.
5.4 SPELEEM operating modes
The SPELEEM combines LEEM and PEEM methods. The electron beam is pro-
duced by the LaB6 electron gun and is subsequently collimated by three con-
densor lenses. The separator deflects the beam towards the objective lens, of
which the sample is part. Interaction with the specimen occurs in normal in-
cidence. Spot size on the sample is about 80 µm in diameter. Three apertures
inserted in the beam separator allow the illuminated area to be reduced to a dia-
meter of 5, 1 and 0.5 µm. In the SPELEEM, the electron energy can be regulated
by applying a bias voltage to the sample (-5, +700 eV). The choice of the bias
voltage defines the start energy of the electrons that reach the detector. After in-
teraction with the surface, backscattered electrons are accelerated towards the
objective. The beam separator bends the beam towards the imaging column,
where a set of optical elements is used to set the operation mode and change
the magnification. The magnified image of the specimen is eventually projected
on a micro-channel plate coupled with a phosphorous screen. A very sensitive
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Figure 5.4: The SPELEEM instrument at the Nanospectroscopy beamline at
Elettra facility. The scheme of the basic set-up is superimposed onto the photo-
graph. Reproduced from Mentes¸ et al. 61
CCD camera (PCO Sensicam QE) enables image acquisition with video-rate ex-
posure.
Using the photon beam as probe, the microscope enables implementing lat-
erally resolved versions of the two principal synchrotron-based spectroscop-
ies, X-ray absorption spectroscopy (XAS) and X-ray photoemission spectroscopy
(XPS). While in the former secondary electrons are used for image formation, in
the latter photoelectrons emitted from core levels or the valence band are de-
tected. The photon beam impinges on the specimen at grazing incidence, at an
angle of 16 degrees with respect to the surface. The minimum spot size on the
surface is 20 µm x 3 µm (horiz. x vert.). The electron beam is magnified by the
objective lens and by the combined action of field and intermediate lenses in
the imaging column. The magnified image is filtered in energy by the energy
analyzer which consists of combined retarding and and imaging lens system, a
hemispherical analyzer and a combined accelerating and imaging lens system.
Finally, two lenses project the image onto the detector.
A photograph of SPELEEM at the Nanospectroscopy beamline is shown in Fig-
ure 5.4, colored lines indicate the optical path of electrons (blue) and of photons
(red). The most important electron-optical elements and essential components
are indicated. Figure 5.5 shows the three different SPELEEM electro-optical con-
figurations, 61 summarized as follow:
• Imaging mode: the electron optics produces a real-space, magnified im-
age of the specimen. Lateral resolution is ∼9 nm in LEEM and ∼25 nm in
XPEEM.
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Figure 5.5: Electron-optic configuration of the SPELEEM instrument in the three
different operating modes.
• Diffraction mode: the electron optics is configured to produce a magni-
fied image of the objective back-focal plane, that is a magnified image of
the diffraction figure found in the objective back-focal plane. Depend-
ing whether photons or electrons are used as probe, µ-LEED or µ-ARPES
measurements are possible.
• Microprobe-spectroscopy: the dispersive plane of the analyzer is imaged.
In this way, acquisition of spectra is fast and the instrument reaches its
best energy resolution.
Part II





This Chapter presents a study of graphene adsorption geometries on Ni(111),
synthesized by CVD under UHV conditions. In the first part, we provide a de-
tailed description of geometric structures of epitaxial graphene (EG) at the atomic
scale by means of joint experimental and theoretical approach, clarifying an
open point in the current literature. Then, we investigate the rotated graph-
ene (RG) structures, also showing how a different graphene-substrate interac-
tion can be exploited in order to interpose a Nickel carbide layer between graph-
ene and the metal. Most of the results presented here have been published in the
Journal of Physical Chemistry Letters, 65 and in Scientific reports. 66
6.1 State of the art
Since the early stages of surface science, graphitic overlayers on Ni surfaces were
reported. 67,68 In particular, the atomic structure of EG on Ni(111) has been thor-
oughly investigated and several possible configurations proposed. Pioneering
experiments by Rosei et al. 38 suggested a hcp-fcc configuration (i.e. with the C
atoms of the unit cell on hcp and fcc sites), later ruled out by LEED-IV experi-
ments, 69 which first proposed top-fcc and top-hcp arrangements (i.e. with the
two C atoms of the unit cell in top and fcc, and in top and hcp positions respect-
ively). These and other alternative structures were proposed as the most stable
ones in many experimental and theoretical investigations, without reaching a
general consensus. In particular, top-fcc, top-hcp and hcp-fcc structures have
all been proposed in a work based on density functional theory (DFT), neglect-
ing dispersion forces and using generalized gradient approximation (GGA) for
the exchange correlation functional. 70 In this context, Fuentes-Cabrera et al. 71
found that the top-bridge as the most stable configuration using the local dens-
ity approximation (LDA) and, showing that there are significant discrepancies
between GGA and LDA results, pointed out the need to include van der Waals
interactions. 71 Recently, DFT-GGA calculations with semi-empirical corrections
for dispersive interactions established that graphene chemisorbs on Ni(111) only
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in two possible stable configurations (top-bridge and top-fcc), while in other
high-symmetry arrangements (including top-hcp) does not have a stable chemi-
sorbed minimum or can only physisorb. 72,73 Despite of this, all the high sym-
metry structures studied by Kozlov et al. 73 display very similar adsorption en-
ergies, and therefore could co-exist on the surface. Indeed, scanning tunnel-
ing microscopy (STM) images by Lahiri et al. 74 demonstrated the co-existence
of top-fcc and top-hcp graphene, evidenced by the formation of an extended
defect at the boundary. More recently, DFT-GGA calculations using a slightly
different dispersive force correction term, confirmed top-fcc as the energetic-
ally most favourable geometry, followed by top-bridge, top-hcp and hcp-fcc. 75
Recently, the formation of graphene domains misoriented respect to the under-
lying Ni(111) substrate has been reported, tentatively ascribing this effect to a
growth process occuring on top of Ni2C islands. 9 However, in situ LEEM studies
later revealed the growth of rotated graphene (RG) to happen directly on clean
Ni, at temperatures above 650 ◦C. 39
6.2 Results and discussion
6.2.1 Epitaxial graphene
The Ni(111) sample has been cleaned by standard Ar+ sputtering (2 keV) and
flash annealing (600 ◦C) cycles. EG was prepared by exposure of the clean Ni
surface to ethylene (p = 2×10−7 mbar) at temperatures in the 400-500 ◦C range.
The epitaxial matching is evident from the LEED pattern in Figure 6.1, where
Figure 6.1: LEED pattern of the epitaxial graphene phase on Ni(111) (E = 70 eV).
Red circles indicate the (1×1) spots of the substrate.
only a (1×1) structure is visible. In situ high-resolution STM images of graph-
ene on Ni(111) show a significant contrast variation in distinct areas of the same
region, unambiguously indicating the co-existence of different configurations,
as shown in Figure 6.2. The STM contrast of graphene overlayers on Ni(111) was
already discussed in previous DFT papers, 72,74,76,77 but presenting only a limited
comparison with experiments, not sufficient for a safe interpretation of our im-
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Figure 6.2: Epitaxial graphene on Ni(111). (Top) atomically resolved STM image
showing the coexistence of different contrasts. (Bottom) Zoom on the regions
highlighted with circles in the top image [V = 3 mV, I = 0.7 nA].
ages. Furthermore, in literature experiments graphene/Ni(111) usually appears
as a homogeneous triangular array of bright protrusions, while in our images it
is possible to distinguish additional features, related to the different adsorption
geometries. To obtain specific fingerprints of graphene configurations, we thus
investigate in more details by DFT the energetics and the STM images of some
selected arrangements. DFT calculations have been performed focusing on the
top-fcc, top-hcp and top-bridge adsorption configurations, 65 yielding the low-
est chemisorption energies according to the values reported in literature. 72,73,75
The stick-and-ball models of the optimized structures are shown in Figure 6.3a-
b. Our calculations clearly establish that using DFT-GGA with dispersion forces
corrections, stable chemisorbed structures are obtained in all three cases, with
a graphene-metal surface distance of about 2.1 Å and a small reduction of the
interplanar distance between the two outermost Ni planes. The chemisorp-
tion energy per C atom is -0.16, -0.14 and -0.15 eV in top-fcc, top-hcp and top-
bridge configurations respectively, basically equivalent within our numerical ac-
curacy of∼ 0.02 eV. Notably, the three configurations are not stable for DFT-GGA
without dispersion interaction corrections. Our findings are consistent with the
available experimental data 69,72 and, extending the conclusions drawn by Mit-
tendorfer et al., 78 reconcile most of other previous theoretical results based on
different techniques. 70–74,77,79 Figure 6.3c shows the simulated constant current
STM images of filled states close to the Fermi level, at small tip-sample dis-
tances; specifically, we mapped an ILDOS iso-surface lying ∼2-3 Å above graph-
ene. The top-fcc structure exhibits two triangular arrays of bright (above fcc C
atoms) and grey (above top C atoms) spots. 72,76,77 The appearance of the STM
image for top-hcp structure, which to our knowledge was never simulated be-
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Figure 6.3: Different epitaxial graphene/Ni(111) configurations. Stick-and-ball
models: (a) top-view and (b) side-view. Corresponding STM simulated (c) and
experimental (d) STM images. Adsorption energies are indicated in brackets be-
low the name of each configuration. Scanning parameters: top-fcc [V = -300 mV,
I = 2 nA], top-bridge [V = -10 mV, I = 25 nA], and top-hcp [V = -100 mV, I = 20 nA].
fore, is very similar: bright spots corresponding to hcp C atoms form a trian-
gular arrangement, with grey features above on-top sites. The top-bridge geo-
metry, conversely, gives a completely different simulated image: zig-zag bright
stripes along a Ni close-packed crystallographic direction alternate to lines of
holes almost centered on hcp Ni sites. The three different contrasts obtained in
Figure 6.4: Ball-and-stick model of the Ni(111) surface, oriented as the sample
used in the experiments. Arrows indicate top, hcp and fcc sites.
simulated STM images nicely correspond to those highlighted in Figure 6.2, typ-
ically characterizing our experimental images. It is important to note that all the
experimental images shown are oriented along the same crystallographic direc-
tion, as determined by the sample mounting. In such configuration, the relative
position of the second layer of Ni atoms has been determined (see Figure 6.4),
by means of an atomically resolved image acquired across a single Ni step edge
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(not shown). In Figure 6.3d, experimental high-resolution images acquired at
high tunneling current and close to the Fermi level are reported next to simula-
tions. It is clear that:
1. a triangular array of protrusions, with grey features in the center of each
triangle pointing towards the top of the image is associated to top-fcc
graphene domains;
2. a triangular array of protrusions with grey shadows in the center of each
triangle pointing towards the bottom of the image represents top-hcp re-
gions;
3. zig-zag stripes oriented along one of the close-packed directions of the
underlying substrate correspond to top-bridge areas.
We highlight that discrimination between top-fcc and top-hcp depends on our
capability to image top C atoms appearing as grey features, as predicted by DFT,
and on the identification of the crystallographic orientation of the substrate. By
joining adjacent on top C atoms we can mark the same unit cell for both struc-
tures, thus identifying the position of the second C atom within it. Notably, the
top C atoms, and therefore the differences between the two configurations, are
visible in our images only for scanning parameters corresponding to a short tip-
sample distance, estimated in ∼ 2 Å for typical scanning values of I = 30 nA and
V = 10 mV. 80 For larger distances, only the usual triangular array, or faint stripes
are observed, as expected by analyzing the calculated ILDOS iso-surfaces.
Our results, demonstrate the possibility of identifying the actual graphene geo-
metry by its STM contrast, thus allowing for a statistical analysis of the sur-
face distribution of its different configurations. By examining about 60 high-
resolution images we found the top-fcc as the statistically most abundant con-
figuration (∼ 65%), in agreement with the results of the LEED I-V study on epi-
taxial graphene grown by ethylene CVD in UHV, 69 even though in that case a
higher growth T was used. A minor contribution is given by top-bridge (∼ 22%)
and top-hcp (∼ 13%) configurations. Nicely, the relative order of the calculated
adsorption energies follows the one of the observed coverage: stronger adsorp-
tion corresponds to larger coverage. However, the three configurations are prac-
tically equivalent from DFT predictions and reasonably also factors other than
thermodynamics, such as growth kinetics from graphene nuclei with different
configurations, influence the observed coverage balance.
6.2.2 Rotated graphene
A sample consisting mainly of RG has been prepared by exposure of a clean
Ni(111) surface to ethylene (p = 2× 10−7 mbar) at 600 ◦C for 2 h. As shown in
Figure 6.5, the LEED pattern presents small arches, centered around ±17◦, in
addition to the substrate spots, indicating the coexistence of different rotation
angles. 9,39 The presence of only a limited number angles can be explained by
42 6.2.3. Rotated graphene on Ni carbide
Figure 6.5: LEED pattern of rotated graphene on Ni(111) (E = 70 eV). Red and
blue circles indicate the spots of the substrate and of the graphene domains re-
spectively.
means of lattice coincidence and commensurability arguments, 81 as well as kin-
etics factors. 82
The misorientation between the graphene layers and the Ni surface gives rise to
specific moiré superlattices. From a geometrical point of view, the superlattices
periodicity is defined as:
D = d
2 · sin(θ/2) , (6.1)
where d is the lattice parameter 0.249 nm, assumed to be the same for graphene
and Ni(111), and θ the misorentation angle.
Experimentally, a LEED analysis can directly probe the angular distribution (i.e.
θ) of the rotated flakes, while STM measurements can get access safely only to
D , since thermal drift and creep effects hinder an absolute θ assignment. In
order to compare the information coming from this two techniques, in Figure
6.6 we showed representative STM images of RG and a quantitative analysis of
the angular distribution, obtained from µ-LEED patterns of 69 domains with
lateral dimensions larger than 500 nm. Then, by using equation 6.1 (see blue
line in Figure 6.6d), it is possible to unambiguously relate the complementary
results. The STM images in Figure 6.6a-c present periodicities of 1.2, 1 and 0.85
nm, corresponding to θ values of 12, 14 and 17◦respectively. This matches well
with µ-LEED analysis, that show a broad peak centered around 17◦, and a minor
component at about 12◦.
6.2.3 Rotated graphene on Ni carbide
Upon cooling a RG layer to RT, a different STM contrast appears in some re-
gions of the surface (see Figure 6.7a). This peculiar STM appearance was pre-
viously observed and attributed to the presence of Ni2C islands underneath a
rotated graphene flake (RGC). 9 Indeed, the Fast Fourier Transform (FFT) pat-
tern of the STM image (see Figure 6.7b) exhibits square-like features character-
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Figure 6.6: (a-c) STM images of RG exhibiting different moiré structures [(a) V =
0.02 V; I = 4 nA, (b) V = 0.025 V; I = 1 nA, (c) V= -0.2 V; I= 2 nA]. (d) Dependence of
moiré periodicity (blue) and µ-LEED statistical analysis (red) of θ.
Figure 6.7: (a) STM image of a RGC domain [V= -0.2 V; I= 2 nA]. (b) FFT of (a),
graphene (blue) and Ni2C (red) spots are indicated.
istic of the surface carbidic phase on Ni(111). 9,83 Indeed, the adsorption of C
atoms on Ni(111) induces a surface stress, which is relaxed by a displacement of
Ni atoms and by the removal of about 13 atom% of the first metal layer. 83 The
Ni and C atoms thereby rearrange into a
p
39R16.1◦×p39R16.1◦ overstructure,
with an almost square 5×5 Å2 cell. In this structure, the Ni surface undergoes
a clock reconstruction, which is reached by squares of Ni atoms rotating clock-
and anti-clockwise. Since the formation of carbide underneath the graphene
is typical of the RG phase only, as we will show in Chapter 7, this suggests that
the RG is characterized by a different binding with the substrate than the EG,
due to the lack of a direct Ni top-C interaction. 78 Figure 6.8 presents an STM
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Figure 6.8: STM image at the boundary between graphene domains oriented -13
/ 17◦off the Ni(111) main crystallographic directions (indicated on the top right
corner) [V = -0.2 V; I = 2 nA]. The dashed line marks the boundary.
image acquired on an area where regions of RG with different rotation angle co-
exist, as evidenced by the different moiré pattern (blue areas). This shows that
the Ni2C nucleation occurs underneath RG regardless of the specific graphene
misorientation angles. Indeed, RG is oriented -13◦ / +17◦off the Ni(111) main
crystallographic directions on the left / right side of the boundary, respectively.
6.3 Summary
In conclusion, we demonstrated the co-existence of different chemisorbed graph-
ene configurations on Ni(111). By comparison of experimental and simulated
STM images we were able to unambiguously discriminate between top-fcc, top-
hcp and top-bridge graphene, inferring a general predominance of top-fcc in all
our preparations. We showed also the presence of rotated graphene domains,
characterized by specific moiré patterns in STM images. Moreover, upon cool-
ing to RT, we found Ni2C patches underneath RG islands only.
Chapter 7
Electronic properties
In this Chapter, we characterize the electronic properties of the different graph-
ene phases on Ni(111) presented in Chapter 6, by means of spectro-microscopy
measurements. Then, we show the possibility of reversibly decoupling graphene
and substrate from below, i.e. by inducing the formation/ dissolution of carbide
at the graphene/metal interface through the control of temperature. Some of
the results presented here have been published in Scientific reports. 66
7.1 State of the art
In CVD graphene, the presence of a metal substrate can strongly modify the
peculiar properties of the graphene layer. Indeed, the interaction with the un-
derlying catalyst can induce charge transfer mechanisms, altering the graph-
ene doping, 84,85 or, through a strong orbital hybridization, dramatically affect
the Dirac cones. 86,87 Even if for technological applications the catalyst hinders
the full exploitation of graphene unique properties and, for this reason, has to
be removed, from a more fundamental point of view the presence of the metal
substrate paves the way for a fine tuning of the electronic properties of suppor-
ted graphene flakes. In the last decade, several studies have been carried out
in this direction, showing the actual possibility to synthesize metal-supported
graphene with well-defined properties. 37,87–89 Among the possible substrates,
the (111) surface of Nickel is a peculiar choice, offering the possibility to obtain
different graphene phases, as we have shown in Chapter 6. In addition, Ni(111)
is characterized by a strong interaction with the graphene overlayers, 37 that has
been recently revealed to induce a fragmentation of the Dirac cone in EG. 86
An alternative strategy to modify the properties of supported graphene is inter-
posing buffer layer, that ensure decoupling from the metal substrate. 90–92 Such
decoupling is usually obtained chemically or by intercalation procedures. 88,90,93
In this context, the results shown in Chapter 6, concerning the surface carbide
formation underneath rotated graphene flakes appear as a suitable way to de-
couple graphene from the Ni substrate.
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7.2 Results and discussion
7.2.1 Spectro-microscopy identification
A graphene layer exhibiting the coexistence of the three phases (EG, RG, RGC)
has been obtained on clean Ni(111) by exposing the sample to C2H4 (p = 3×10−6
mbar) at 550 ◦C. Subsequently, the sample was cooled to RT with a cooling rate of
about 1 K/s. The bright-field (BF) LEEM image in Figure 7.1a illustrates the typ-
ical mesoscale morphology of the graphene layer at RT. As the primary diffrac-
ted beam is employed, here the structural image contrast does not distinguish
between equivalent rotational domains. Analysis of the image intensity reveals
the presence in the film of three coexisting phases, distinguished by different
grey levels and labeled I, II and III respectively. Notably, laterally averaged LEED
Figure 7.1: Co-existing graphene domains at the mesoscale. (a) BF-LEEM image
at Vst ar t = 12 V; three different graphene phases, appearing in light, neutral and
dark grey, can be distinguished as regions I, II and III, respectively. Few proto-
typical patches of region III are highlighted by red contours. (b) µ-LEED on the
same surface, Vst ar t = 55 V; coexisting epitaxial and 17◦ rotated graphene spots
are indicated. (c) DF-LEEM obtained using one of the 17◦ rotated spots in (b),
Vst ar t = 50 V. (d) DF-LEEM using one of the spots aligned with the Ni(111) lattice
directions in (b) [Vst ar t = 50 V].
data over the whole area (see Figure 7.1b) show only two patterns correspond-
ing to EG and RG. The spots that closely surround the (00) beam are ascribed
to double scattering processes between the Ni and RG lattices. Similar diffrac-
tion features are also found around the first order RG spots, but become clearly
visible only at higher electron energies. To resolve each phase in real space, we
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imaged the film using darkfield (DF) LEEM, a method that uses secondary dif-
fracted beams to map the lateral extent of a given surface phase. As shown in
Figure 7.1c-d, the images obtained using the first-order diffraction of epitaxial
and rotated graphene readily assign region I (II) with EG (RG). The identifica-
Figure 7.2: C 1s core level spectra of the different graphene phases extracted
from laterally resolved XPEEM measurements [hν = 400 eV]. Top panel: region
I, corresponding to EG phase (top panel); mid Panel: region II, corresponding to
RG phase; bottom panel: region III, corresponding to RGC phase.
tion of the small patches labeled III is less straightforward. Their localization
within the RG phase, small lateral size (≤ 250 nm) and irregular shape suggest
that they correspond to RGC areas, as previously imaged by STM. 9,94 To verify
this hypothesis, we performed laterally resolved X-ray photoemission electron
microscopy (XPEEM) measurements on the same region. C 1s core level spectra
extracted from a sequence of XPEEM images as a function of photoelectron en-
ergy are shown in Figure 7.2. Here, each data point represents the average image
intensity within well-defined areas located inside regions I, II, and III (top, cent-
ral and bottom panel, respectively). Data were fitted according to the procedure
introduced by Weatherup et al., 7 using four components which were attributed
to specific carbon species, as follows: C A (green component, 283.2 eV) - sur-
face nickel carbide; CDi s (light blue component, 283.8 eV) - interstitial carbon
dissolved into the near surface Ni layers; CGr (blue component, 284.4 eV, i.e.
the same energy as for HOPG graphite) - weakly interacting graphene; and CB
(purple, 284.8 eV) - strongly interacting graphene. We note that both compon-
ents originating from below graphene (CDi s and C A) have very small intensity,
limited by the low effective photoelectron attenuation length (∼ 4.4 Å) at the
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kinetic energy used. 95 Surprisingly, the C 1s spectrum of both the EG and RG
phases is fitted by a single peak corresponding to CB , thus indicating that car-
bon has a similar interaction with the substrate in the two cases. The apparent
larger width of the CB peak (∼ 28%) in RG regions is to be expected, considering
that, while only two distinct sites contribute to the EG phase, 65 a larger number
of adsorption sites is involved when the epitaxial match is lost due to rotation.
Conversely, the spectrum extracted from regions III is remarkably different. It
still shows a spurious CB peak, originating from the adjacent RG regions: this
contribution arises due to the limited lateral resolution of the microscope. How-
ever, the main peak is of CGr type, with a small but evident (see inset) carbide
component (C A) on the low-binding energy side. Such component, absent in
the spectrum from region II (see inset), confirms that region III corresponds to
the RGC phase. Notably, the lower value of the CGr binding energy with respect
to CB is typical of systems characterized by a weak interaction between graph-
ene and the metal support. 96
The pi band dispersion of the three different graphene phases was investigated
by microprobe angle-resolved photoelectron spectroscopy (µ-ARPES). Since our
data are collected from a region measuring about 2 microns in diameter, the
contributions of the RG or RGC phases in the rotated regions cannot be separ-
ated. In Figure 7.3 left we plot momentum distribution curves (MDC) through
one of the K points along a plane normal to Γ−K (see insets) for EG (left top)
and mixed RG + RGC (left bottom). On EG regions we find the typical dispersion
already reported in literature, 37,97,98 with a single main feature exhibiting linear
dispersion crossing 2.66±0.02 eV below the Fermi energy EF , plus a number of
minor features at lower binding energies, already attributed to nickel and hybrid
graphene-nickel states. 78,99 The nature of the strongest structure is presently
under debate: previously assigned to the presence of a band-gap induced by
the interaction with the substrate, this feature might alternatively be related to
a Dirac cone shifted away from EF , as suggested by experiments performed at
40 K, 98 or, as proposed more recently, to the main part of a fragmented Dirac
cone. 86 In the MDC from mixed RG and RGC regions (Figure 7.3 left bottom),
two evident structures show up. One of them (marked in green) closely resembles
the main structure found for EG but is shifted about 0.45 eV towards lower bind-
ing energy (i.e. 2.20±0.06 eV); the other structure (marked in red) is centered
very close to the Fermi level (0.19±0.11 eV), indicating the presence of areas with
almost zero doping, and thus of quasi-free-standing nature. To correctly correl-
ate the MDC features with the different phases, we used the dark-field XPEEM
(DF-XPEEM) method, 100 using photoelectrons emitted from graphene’s pi band
at the reciprocal space K point, close to EF to image the surface. In the micro-
graphs on the right hand side of Figure 7.3, obtained using this method for each
of the observed features, the image intensity is proportional to the local dens-
ity of states in the film. These images confirm that the MDC single structure at
2.66 eV (yellow) stems from surface areas covered by EG, and allow a clear iden-
tification of the two MDC structures recorded from the mixed RG+RGC region:
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Figure 7.3: µ-ARPES measurements on epitaxial and rotated graphene regions.
Left: momentum distribution curves [hν = 40 eV]. The corresponding angular
distributions of photoelectrons are shown in the insets acquired at EB = 3.56 eV
and EB = 2.58 eV for epitaxial and rotated graphene regions, respectively. Right:
Investigated graphene area as imaged by LEEM (top) [Vst ar t = 12 V], and by DF-
XPEEM. The dark-field images were acquired positioning an aperture at the K
point in the diffraction plane, at binding energies corresponding to highlighted
structures in the MDC curves on the left.
Figure 7.4: I-V curves acquired on the different graphene phases.
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the lower energy structure (green), similar to the EG one, is assigned to areas of
RG phase, the cone closer to the Fermi level (red) is instead strictly related to
the RGC phase (as demonstrated by the inversion of contrast between the bright
and dark features) and indicates that the small RGC patches are electronically
decoupled from the substrate.
Figure 7.5: Temperature-driven formation/dissolution cycles of Ni2C under-
neath graphene. The dissolution of carbide (a to d) as the temperature is in-
creased and its re-formation upon cooling (e to f) are evidenced by the change
in brightness (dark = RGC, bright = RG). The epitaxial domains in the bottom
corners, which do not change with temperature, are used as markers. A second
annealing (i to l) converts RGC in RG again [Vst ar t = 9 V].
7.2.2 Tuning graphene/metal interaction
The question now arises whether it is possible to control the population of the
RGC phase so to obtain a uniform carbidic buffer and whether this process is
reversible. Clearly, such capability would allow a drastic change in the elec-
tronic properties of graphene to be obtained and finely controlled. As it will
be presented in detail in Chapter 8, the RGC phase is not present during growth,
but forms only upon cooling towards RT. More precisely, it nucleates at temper-
atures between 220 ◦C and 320 ◦C (extreme values depending on the concen-
tration of subsurface C). So, we monitored the evolution of a RGC covered re-
gion upon thermal cycles by means of BF-LEEM, in order to monitor the forma-
tion/dissolution of the carbide layer. A safe identification of the graphene phases
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comes from the differences in the I-V curves shown in Figure 7.4. Indeed, they
present a sizable change in the electron reflectivity between RG and RGC at
Vst ar t ' 9-12 V. In this way, it has been possible to clearly relate the contrast
change with the carbide presence. Figure 7.5a shows a homogeneous RGC re-
gion, exhibiting a lateral size of few microns, obtained after keeping the sam-
ple at ∼260 ◦C for few hours. The corresponding MDC, shown in Figure 7.6a,
presents a single Dirac cone at the Fermi level (ED = EF - EK i n = 0.01 ± 0.06 eV).
The Dirac energy ED was determined after calculating the intersection point of
lines fitting the two branches of the pi band, which was done in an energy in-
terval extending 2 eV below EF . Such lines were obtained after determining the
exact position of each point of the pi band branches in the (k‖, EB ) space. The
error bar on ED (95% confidence level) results from the statistical errors on the
intercept and slope of the lines, not from the limited energy resolution of the
SPELEEM.
As shown in Figure 7.5a-d, upon annealing, the carbide dissolves into the bulk
and conversion of the initial RGC phase takes progressively place, as revealed
by the brightness change in the sequence, until a homogeneous RG is obtained,
as confirmed also by the MDC (Figure 7.6b), showing that at∼360 ◦C the cone is
shifted far away from the Fermi level (-2.13± 0.08 eV). The process appears to be
Figure 7.6: Rotated graphene/substrate coupling and decoupling during tem-
perature cycling. (a) MDC acquired at RT from the region imaged in Figure 7.5a
(RGC). (b) MDC acquired at 360 ◦C (RG) [hν = 40 eV].
entirely reversible, i.e. the carbide inter-layer forms back when the temperature
is lowered (e-h), dissolves once more when it is raised again (i-l), and so on. It is
therefore possible to reversibly switch between the decoupled/coupled states by
simply changing the temperature. We note that the switch between RGC and RG
takes place only in the 220-370 ◦C temperature range. The carbide coverage re-
mains constant upon further cooling below this range, while annealing in excess
may lead to bilayer formation, as occurs for the thin bright stripe in panel l (see
Chapter 12). The fact that the conversion is active only in a narrow temperature
range implies that rapid cooling of the sample from growth to room temperat-
ure yields an almost completely carbide free graphene layer. The temperature
52 7.3. Summary
range where the switch is active is in agreement with previous investigations
on the kinetics of C segregation on Ni samples. Indeed, in pioneering experi-
ments, Blakely et al. 101 analyzed the temperature dependence of C segregation
on the Ni(100) surface, finding it to be maximum at about 357 ◦C. The micro-
Figure 7.7: µ-ARPES momentum distribution curves acquired at 450 ◦C on EG
and RG domains [hν = 40 eV].
probe ARPES MDCs for the homogenous RGC and RG phases, shown in Figure
7.6c-d, unequivocally evidence the effect of the presence of the surface carbide:
while direct strong interaction of graphene with Ni induces the formation of hy-
brid states and a pronounced modification of its electronic structure, carbide
formation underneath the graphene sheet decouples microscopic regions of the
layer from the substrate, 9 (almost) completely restoring its semi-metal nature.
Remarkably, on Ni(111) the same rotated regions exist in two states: either de-
coupled or coupled to the substrate. Finally, we have measured at high tem-
perature the MDCs of the EG and RG phases (see Figure 7.7), observing only a
small shift in the position of the cones with respect to the corresponding phases
at lower temperature. This further confirms that the major changes in the elec-
tronic structure are indeed due to the presence of interfacial carbide.
7.3 Summary
We investigated the electronic structure of graphene grown on Ni(111) by spectro-
microscopy methods. EG and RG have been found to present unexpectedly sim-
ilar electronic properties, despite the difference in the adsorption geometries,
while the formation of surface carbide underneath the RG phase acts as an effi-
cient decoupling spacer, restoring the free-standing graphene dispersion at the
K point. Moreover, clear evidence is provided that micro-scale carbide domains
can be reversibly formed and dissolved by just changing the temperature and
deciding the time spent by the sample in the narrow temperature range where
the conversion is active.
Chapter 8
Growth mechanisms
In this Chapter, we discuss the atomic-scale mechanisms governing graphene
formation on Ni(111) for hydrocarbon exposures below 600 ◦C, by means of
complementary in situ STM and XPS. Based on the results presented in Chapth-
ers 6 and 7, we identify the different graphene phases, revealing the correlation
between the CVD parameters, the growth process and the final graphene struc-
tures. Most of the content presented in this Chapter has been published in ACS
Nano. 94
8.1 State of the art
The high carbon solubility of Ni, combined with the vast parameter space of
catalytic CVD and the related importance of growth kinetics, 40 makes graph-
ene growth control, as well as an unambiguous identification of the key growth
mechanisms, challenging. 102 Additional complexity arises from the formation
of a stable Ni carbide surface phase. 83 Recent literature shows an in-plane co-
existence of RG and Ni2C on Ni(111) and suggests that graphene growth below
460 ◦C occurs via an conversion mechanism, 8 in contrast to graphene growth
via carbon attachment directly on Ni(111). 93,103 This in-plane conversion has
been suggested to impose a 3◦ rotation between the graphene and underlying
Ni(111). 8 Graphene flakes exhibiting a rotation respect to the underlying Ni(111)
substrate, which are unexpected given the (1×1) epitaxial match (see Chapter
6), have also been recently reported to grow at temperatures above 650 ◦C. 9,39
Notably, most data and literature to date are limited by characterization at a
post-growth stage. Hence, despite the atomic structure of graphene on Ni was
investigated for decades, there remains limited direct evidence of the atomistic
details involved in the growth process.
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8.2 Results and discussion
We investigated graphene growth on a Ni(111) surface in the 400-600 ◦C tem-
perature range and adopt a simple one-step CVD process, whereby the sam-
ple is heated and cooled in UHV, and exposed to ethylene (C2H4). In order
to take into account the exposure history and carbon contamination level in
the Ni layers closest to the surface, we differentiate between clean and carbon-
contaminated Ni subsurfaces. The Ni(111) substrates we refer to as having a
clean subsurface are prepared by multiple cleaning cycles (Ar+ sputtering at 2
KeV and flash annealing to 600 ◦C in UHV) after which no carbon signatures
are observed during extended UHV annealing (∼30 min in p < 2×10−10 mbar)
at the growth temperature in both STM and photoemission experiments. The
substrates referred to as having a carbon contaminated subsurface are samples
that even after cleaning show carbon surface signatures (prior to any hydrocar-
bon exposure) upon heating to the growth temperature. All STM experiments
have been repeated several times on different regions of the sample using the
same growth conditions to ensure the observed processes are statistically rep-
resentative. Specifically, the results reported in this Chapter concern about 20
experiments at 410 ◦C < T < 440 ◦C, 20 experiments at 500 ◦C < T < 530 ◦C,
and 5 experiments at 550 ◦C < T < 600 ◦C, for both clean and carbon contam-
inated Ni sub-surfaces. Here we investigated the key growth mechanisms for
the given conditions, and showed representative sequences of STM images in
each case, acquired with the standard control unit, which presents limitations
in terms of frame-rate (∼2 images/minute). Then, in Chapter 10, we focus on
one of the graphene growth mechanism presented here and, by means of the
FAST unit (previously described in 3.2.3), we acquired atom-resolved time-series
above video-rate, accessing processes occurring in the ms time-scale.
It is important to note that all the revealed atomic-scale mechanisms occur sim-
ultaneously, and that it is their relative balance that changes with conditions.
8.2.1 Clean subsurface (400-500 ◦C)
Figure 8.1a shows in situ STM images of the Ni catalyst surface during C2H4 ex-
posure at 420 ◦C, representative of different stages of graphene formation during
the exposure phase. Figure 8.1a shows a step edge on the initially clean Ni(111)
surface which appears fuzzy due to the fast dynamics of attaching/detaching
metal atoms at elevated temperature. We cannot directly resolve Ni mass trans-
port on the terraces, as it occurs on a time scale too short to be followed with
conventional STM scan speed. After a few minutes of C2H4 exposure, an al-
most complete layer of Ni2C forms at the surface (Figure 8.1b). The structure
of surface nickel carbide has been investigated and described in previous lit-
erature, 9,83 and shows a peculiar atomic arrangement, which we used as fin-
gerprints to interpret our results. Indeed, our STM images of the intermedi-
ate structure that forms before graphene upon hydrocarbon exposure, shown
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Figure 8.1: STM images acquired at 420 ◦C at different growth stages upon C2H4
exposure of clean Ni(111): (a) clean Ni(111) step edge; (b) nickel carbide (Ni2C )
domains on Ni(111). Inset: atomic resolution image of the area in the dotted
square. The almost square 5× 5 Å2 unit cell is marked in green. (c) Domain
boundary between Ni2C (left) and graphene (right), during conversion; (d) de-
fected graphene on Ni(111). Inset: Atomically resolved image of graphene. The
inequivalent C atoms of a graphene ring are marked in blue and green. Scanning
parameters: (a) V = -2 V, I = 0.5 nA; (b) V = -10 mV, I =1 nA; (c) V = -100 mV, I = 0.1
nA; (d) V = -50 mV, I = 0.7 nA (insets: V = -10 mV, I = 1 nA (b); V = -300 mV, I = 0.5
nA (d)).
in Figure 8.1b, exhibit both stripe periodicity and atomic scale arrangement in
perfect agreement with the results reported in literature, 9,83 as well as the same
LEED pattern, which confirms our assignment. After several minutes of further
continuous exposure, the Ni2C starts to convert into MLG (Figure 8.1 c), a pro-
cess which proceeds over a time scale of a few hours at the given conditions,
until a complete graphene monolayer is produced (Figure 8.1 d). The atomic
scale appearance of this graphene layer does not show any moiré pattern, re-
sembling the EG one, as extensively discussed in Chapter 6. We estimate a defect
density of ∼ 1−2%, calculated as the fraction of missing C atoms at the bright
spots in the STM images, which we suggest are due to the presence of substi-
tutional Ni atoms, as will be confirmed in Chapter 11. We find the Ni2C con-
version to be the principal graphene growth route on clean Ni for the low tem-
perature range probed (400-500 ◦C). Figure 8.2 is representative of the behavior
observed across our experiments, and identifies two different mechanisms by
which this conversion proceeds: an in-plane conversion mechanism and a dis-
tinct two-layer mechanism. Figure 8.2a shows STM data representative of the
in-plane conversion mechanism. The sequence of images shows a fixed area
of the surface during C2H4 (p = 2× 10−7 mbar) exposure at 420 ◦C. According
to the detailed height analysis present in Appendix A, it is clearly seen that EG
(right hand side, Figure 8.2a) expands at the expense of the initial Ni2C struc-
ture (on the left, Figure 8.2a), whereby the MLG is adsorbed on the same Ni layer
supporting the Ni2C . Figure 8.2b schematically highlights the details of this
in-plane conversion mechanism: Ni atoms are ejected from the reconstructed
Ni2C layer and quickly diffuse away due to their high mobility; concurrently the
surface carbon coverage increases and the hexagonal graphitic network forms.
56 8.2.1. Clean subsurface (400-500 ◦C)
Figure 8.2: STM images and schematic models of Ni carbide to graphene con-
version: (a and b) in-plane conversion. In the STM images, the region on the left
is covered by Ni2C , the region on the right by graphene. The red dot marks
the position of a fixed defect on the surface. Ni atoms are ejected when ad-
ditional C atoms reach the surface from the bulk to extend the graphene re-
gion. (c-d) Two-layer conversion. In the STM images, while the graphene re-
gion labeled Gr (1) grows from Ni2C via in-plane conversion, the graphene is-
land labeled Gr (2) grows on the same carbide domain by a two-layer conversion
mechanism. Here additional C atoms reach the graphene/carbide interface, the
Ni layer deconstructs to (1×1), and the graphene island expands. In the lower
left corner of the first STM image in sequence, Ni2C stripes are highlighted by
a different image contrast. In both (a) and (c): T = 420 ◦C, p(C2H4) = 2× 10−7
mbar. Time between displayed frames: ∼120 s (a) and ∼90 s (c). Scanning para-
meters: (a) V = -100 mV, I = 0.1 nA; (c) V = -250 mV, I = 0.5 nA. In the schematic
models, gray/light-blue/green/ purple balls represent Ni/dissolved C/carbidic
C/graphenic C atoms.
As discussed in the following, based on previous literature and supported by
our findings on contaminated substrates (see below), we propose that the ad-
ditional carbon atoms, in this case, reach the carbide/graphene interface from
below the surface and thereby displace and eject Ni surface atoms. EG growth
occurs during exposure at fixed temperature, i.e. the widely held assumption
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that graphene growth on Ni is solely based on carbon precipitation upon cool-
ing is incorrect. 41,104 During exposure, hydrocarbon molecules adsorb on the
Ni surface, dissociate, and C atoms dissolve into the Ni. Ni2C nucleation and
conversion requires the build-up of a sufficient carbon concentration at the Ni
surface, which relates to the observed incubation times. Previously, Weatherup
et al. 40 established a kinetic model whereby graphene growth proceeds by the
build-up of a local carbon supersaturation at the Ni surface, which depends on
the flux balance between carbon reaching and leaving the catalyst surface. Car-
bon can arrive via the gas phase (on the clean portion of the surface or through
defects on already carbon-covered areas) or via segregation from the catalyst
bulk, whilst it can leave via diffusion into the catalyst bulk. This general kin-
etic model is applicable to every kind of substrate, both for the Ni2C formation
and conversion, as well as for graphene formation directly on Ni. It is interest-
ing to note that in model systems the Ni2C layer has been reported to passivate
the Ni catalyst surface (at least at step edges). 105 This can impede carbon pre-
cursor dissociation in an analogous manner to graphene coverage. 40 The more
complete this passivation, the more the carbon flux to the Ni surface/interface
will be dominated by isothermal segregation from the Ni bulk. This may ac-
count for the notable delay we observe in graphene nucleation following Ni2C
formation. The general scenario of carbon dissolution and re-segregation to
the surface to form graphene by the observed in-plane Ni2C conversion mech-
anism is similar to what has been proposed by Lahiri et al., 8 and is also con-
sistent with their DFT results, showing that the process in which Ni atoms at
the carbide/graphene interface are removed from Ni2C and replaced by carbon
atoms from the bulk, is exothermic. This previous post-growth data, however,
showed a 3◦ rotation between the graphene and underlying Ni(111) which was
suggested to be due to the preference of the growing graphene to form a co-
incidence structure with the surface carbide at their 1D interface. 8 Our in situ
data clearly shows that in all cases Ni2C conversion leads to only EG formation
and we further show that inconsistencies in literature regarding the formation of
rotated domains due to Ni2C are likely to arise from ambiguity in the interpreta-
tion of post-growth data, 8,9 as discussed in detail below. Figure 8.2c shows STM
data representative of a different two-layer Ni2C conversion mechanism. As
shown in Appendix A, while the graphene island labeled Gr (1) grows via the in-
plane conversion mechanism described above at the edges of the Ni2C region,
the MLG domain labeled Gr (2) appears to expand on (and exclusively on) the
same Ni2C region. The height analysis also shows that Gr (2) grows on a metal
atomic layer, probably formed from Ni atoms which were initially part of the
Ni2C along with additional Ni atoms fast diffusing on the surface, rather than
as an overlayer on the Ni2C as previously suggested, 9 or as a bilayer graphene
region. The proposed conversion process leading to the formation of the Gr (2)
graphene domain is schematically outlined in Figure 8.2d: carbon atoms in the
Ni2C layer are promoted one layer higher, whilst the Ni surface deconstructs
back to (1×1), requiring mass transport to supply the additional Ni. Further car-
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bon atoms arrive, and a graphene island forms. The reaction/conversion front
of this two-layer mechanism proceeds at ∼ 0.8 Å/s, much faster than the reac-
tion front of the in-plane conversion (∼ 0.15 Å/s). For the in-plane conversion,
the topmost Ni atoms corresponding to 87% of a Ni(111) layer have to be locally
removed whilst for the two-layer conversion, additional Ni atoms correspond-
ing to only 13% of a Ni(111) layer are required to reconstruct the top-most metal
layer. We note that the difference in graphene growth rate between the mech-
anisms may relate to this difference in the required Ni mass transport. In the
temperature range considered here, however, we always find the most common
growth process to be the in-plane conversion mechanism, indicating a kinetic
selection dominated by a lower nucleation barrier for this process.It is import-
ant to note, that none of our post-growth measurements reveal the formation of
further carbon structures underneath the EG on Ni(111) following cooling.
Figure 8.3 shows the time-resolved chemical evolution of the C 1s spectra for the
Ni(111) surface during graphene growth, measured by means of synchrotron ra-
diation in situ XPS at the ISISS beamline (BESSY II, Berlin). The experimental
setup consists mainly of a reaction cell (base pressure ∼ 10−7 mbar) attached
to a set of differentially pumped electrostatic lenses and a differential-pumped
analyzer (Phoibos 150, SPECS GmbH). 106 Samples were pre-treated by oxidation
(p(O2) = 1×10−4 mbar, 30 s) and reduction (p(H2) = 1×10−4 mbar, 3’) at ∼600
◦C to leave a clean Ni surface with no detectable C species in the C 1s spectra,
prior to hydrocarbon exposures. Upon C2H4 exposure (p = 6×10−7 mbar), we
observe the appearance of four principal components, previously described in
Chapter 7: C A (green component, 283.2 eV) - surface nickel carbide; CDi s (light
blue component, 283.8 eV) - interstitial carbon dissolved into the near surface
Ni layers; CGr (blue component, 284.4 eV) - weakly interacting graphene; and CB
(purple, 284.8 eV) - strongly interacting graphene. Upon C2H4 exposure, a dom-
inant C A component appears, followed by the emergence of CB . The intensities
of CDi s and CGr components are inside the deconvolution procedure error. CB
grows with continuing hydrocarbon exposure becoming the dominant species,
accompanied by a strong reduction in the C A peak intensity, until the CB peak
intensity almost saturates (the exposure was stopped before reaching complete
monolayer coverage). This peak evolution allows us to generalize our findings
for a wider range of vacuum conditions (both base and exposure pressures): as
soon as the hydrocarbon exposure starts, carbon dissociates on the bare Ni(111)
surface, dissolves in to the Ni leading to an increase in the level of dissolved car-
bon in the subsurface, and the Ni2C phase forms across the surface. In this case
the induction time is shorter than for STM experiments (∼1’ vs. ∼10’), as expec-
ted due to the higher C2H4 pressure (∼3 times). 40 With continuing hydrocarbon
exposure, the Ni2C gradually transforms into epitaxial graphene until almost
complete coverage with an EG is achieved.
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Figure 8.3: Time-resolved in situ high resolution XPS C 1s core level spectra dur-
ing low pressure CVD on a clean subsurface Ni(111) single crystal [pbg ∼ 10−7
mbar, T = 400 ◦C, p(C2H4) = 6×10−7 mbar]. Time = 0 is relative to when the C2H4
valve is opened and spectral acquisition begins, however exposure pressure is
not instantaneously reached. All spectra are collected in normal emission geo-
metry at photon energies of 435 eV (surface sensitive; λescape ∼ 7 Å) with a spec-
tral resolution of∼0.3 eV. Superimposed to the C 1s experimental data (dots) are
the fitting results (light gray) together with the Shirley background (dotted line)
and the four Doniach-Sunjic´ C A (green), CB (purple), CGr (blue) and CDi s (light-
blue) components). The inset shows the percentage of the different carbon spe-
cies (C A (green triangles), CB (purple dots), CGr (blue squares) and CDi s (light-
blue diamonds), as determined by the area under the corresponding peaks.
8.2.2 Clean subsurface (500-600 ◦C)
Figure 8.4 shows representative STM images of graphene growth on clean Ni(111)
above 500 ◦C. Ni2C formation during the first growth stages is progressively re-
duced, although not completely suppressed, as the exposure temperature is in-
creased above 500 ◦C, and a different dominant graphene growth route sets in, as
revealed by the STM images, whereby graphene grows directly on Ni(111) via Ni
replacement mechanisms. After nucleation, graphene islands grow embedded
into the Ni surface, preferentially elongated in a close-packed Ni(111) direction
(see dark stripe in Figure 8.4a). The final complete monolayer includes not only
epitaxial regions, but also moiré domains, as shown in Figure 8.4b. As shown in
Chapter 7, the moiré patterns are due to a rotation of the graphene layer with
respect to the underlying Ni(111) surface. The balance between EG and RG do-
mains in the final surface shows a strong dependence on the growth temperat-
ure: at higher temperatures, rotated domains are increasingly present in STM
images and at the same time, arches of extra spots appear in the LEED pattern,
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Figure 8.4: STM images and schematic models of graphene growth on clean
Ni(111)above 500 ◦C. All images acquired at 520 ◦C unless specified. (a) Em-
bedded graphene island (dark stripe) in the middle of a clean Ni(111) terrace.
(b) Final MLG layer after growth, showing regions of rotated (right) and of epi-
taxial (top-left) graphene [V = -600 mV, I = 1 nA]. (c) STM image at RT showing
a graphene covered region grown at 520 ◦C after cooling at room temperature:
Ni2C islands form below rotated graphene regions [V = -200 mV, I = 2 nA]. In-
set: magnification of the boundary between rotated graphene (right) and graph-
ene on Ni2C (left) [V = -100 mV, I = 2 nA]. (d-e) Growth mechanism. Graphene
islands embedded into the Ni substrate expand by segregation of additional C
atoms and ejection of additional Ni atoms. The red dot marks the position of a
fixed defect on the surface. In the schematic models, gray/light-blue/green/blue
balls represent Ni/dissolved C/carbidic C/graphenic C atoms. p(C2H4)=2×10−7
mbar, consecutive images with acquisition time ∼30 s/frame [V = -2 V, I = 0.5
nA].
centered at ∼ 17◦, as previously described in Chapter 7. Growth of RG directly
on Ni(111) is consistent with a previous LEED/LEEM study, 93 albeit therein a
critical growth temperature of 650 ◦C was assumed. We therefore attribute the
increasing coverage of RG for increasing temperature to kinetic effects. We have
not captured here the very first nucleation stages, but the sequence of STM im-
ages in Figure 8.4 d illustrates how embedded graphene regions grow. Elong-
ated MLG islands expand on the same terrace, one towards the other, at ∼1 Å/s,
progressively reducing the width of the bare Ni surface in between, until only
a line of point defects remains. This growth mechanism can be rationalized as
schematically outlined in Figure 8.4 e: when a first graphene nucleus is present,
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additional C atoms segregate to the surface at its borders, facilitating the ejec-
tion of Ni atoms, and attach to the graphene island edges, thus replacing surface
Ni atoms. In this way, the anchoring points are shifted and the MLG island ex-
pands. A similar growth by the removal of metal atoms at graphene edges has
also been observed on Rh(111) 107 and Ru(0001), 108,109 albeit as a more minor
growth mechanism. For the latter surfaces, the main growth mechanism is typ-
ically suggested to be carbon attachment to the edges of graphene islands atop
the metal. The difference with the growth on Ni can be explained in view of the
significantly higher carbon solubility in Ni than in Rh and Ru. 110 It is noteworthy
that we have also observed a mechanism here by which MLG islands expand dir-
ectly on Ni(111), i.e. where the graphene is not embedded. However, as outlined
below, we find this mechanism to be dominant only in the case of a carbon con-
taminated subsurface.
Upon cooling of the RG covered surface to RT, a different STM contrast appears
in some regions (Figure 8.4c). As shown in Chapter 6, this different contrast was
previously observed and attributed to the presence of Ni2C islands underneath
RG. 9 Our in situ data here clearly shows that this structure results from the pre-
cipitation of carbon upon cooling, according to the data presented in Chapter
7.
8.2.3 Carbon-contaminated subsurface
The mechanisms established above all refer to conventional CVD parameters
such as temperature and pressure, which can be carefully controlled. Figures 8.5
and 8.6, however, show that the dominant graphene growth mechanism critic-
ally depends also on the near-surface carbon concentration which is much more
difficult to control as it is intimately linked to the full history of the catalyst and
all possible sources of contamination. It has been previously highlighted how
minor, routinely present levels of carbon contamination can significantly influ-
ence CNT growth kinetics. 111 Here we show that the graphene growth scenario
can change completely if the Ni(111) substrate does not undergo a complete
cleaning procedure and some residual carbon contamination is present in the
subsurface, a case which we refer to as carbon-contaminated subsurface. For
this case, even though the Ni surface appears clean at RT in XPS and LEED, with
only carbide islands present in STM images, as soon as the temperature is in-
creased to the growth temperature, prior to exposure, we observe the formation
of graphene seeds at the Ni surface, both at Ni steps (Figures 8.5a), and as small
islands on top of metal terraces (Figures 8.5b). Once at the growth temperat-
ure, in UHV conditions, the seeds expand even without gas exposure, fed by C
atoms from the subsurface reservoir, leading to a complete, mainly EG cover-
age over the whole temperature range investigated (Figures 8.5 c), without any
intermediate carbide phase. This picture is confirmed by all our XPS (Figures
8.6), STM and LEED (not shown) experiments. The expansion of the graphene
seeds thereby occurs on top of the Ni substrate, by C atom addition to graphene
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Figure 8.5: Graphene growth on Ni in case of C-contaminated subsurface. STM
images during annealing at 520 ◦C (a-c). Graphene seeds are already present as
soon as the temperature is reached, both at step edge (a) [V = -600 mV, I = 0.5
nA] and on a terrace (b) [V = -300 mV, I = 0.8 nA]; (c) the complete epitaxial MLG
after ∼60’ [V = -400 mV, I = 0.7 nA]. (d) STM images of a graphene seed growth
on a Ni terrace at 410 ◦C without hydrocarbon exposure (pbg = 2×10−10 mbar).
The expansion occurs by C attachment to the edges. Time between displayed
frames: ∼10 min [V = -600 mV, I = 0.4 nA]. (e) Schematic model of the growth
mechanism imaged in (d), gray/light-blue/purple balls represent Ni/dissolved
C/graphenic C atoms.
edges, as shown by the selected frames in Figure 8.5d and schematically outlined
in Figures 8.5e. Such graphene growth in UHV without hydrocarbon exposure is
clear evidence of the capability of subsurface C to diffuse to the surface and form
graphene. A detailed investigations of the seeded graphene growth mechanism
is present in Chapter 10.
8.3 Summary
We have directly revealed and characterized a number of competing atomistic
mechanisms of graphene formation on Ni for technologically relevant low tem-
perature CVD via complementary STM and XPS, both performed in situ under in
operando conditions. For clean Ni(111), below 500 ◦C the formation of an inter-
mediate, structural surface carbide (Ni2C ) is favored, which converts into EG.
Above 500 ◦C, graphene predominantly grows directly on Ni(111) via replace-
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Figure 8.6: Time-resolved in situ low resolution XPS C 1s core level spectra dur-
ing annealing at 500 ◦C the carbon contaminated subsurface Ni(111) single crys-
tal (pbg = 1×10−10 mbar). Time = 0 is relative to when the spectral acquisition
begins. All spectra are collected in normal emission geometry at photon ener-
gies of 1253.6 eV (surface sensitive; λescape ∼ 15 Å) with a spectral resolution of
∼0.8 eV. Superimposed to the C 1s experimental data (dots) are the fitting res-
ults (light gray) together with the Shirley background (dotted line) and the four
Doniach-Sunjic´ C A (green), CB (purple), CGr (blue) and CDi s (light-blue) com-
ponents). The inset shows the percentage of the different carbon species [C A
(green triangles), CB (purple dots), CGr (blue squares) and CDi s (light-blue dia-
monds)], as determined by the area under the corresponding peaks.
ment mechanisms leading to embedded EG and RG domains. Surface carbide
formation is thereby not the source of graphene grain rotation, rather RG do-
mains nucleate directly on Ni(111) at sufficiently high temperatures and their
increased relative abundance (compared to EG) with increasing temperature is
kinetically determined. We showed that the dominant graphene growth mech-
anism critically depends not only on conventional CVD parameters but also on
the near-surface carbon concentration which is much more difficult to control,
as it is intimately linked to the full history of the catalyst and all possible sources
of contamination. Given a carbon-contaminated surface prior to hydrocarbon
exposure, for instance, EG growth directly on Ni via the expansion of such seeds




Edges structures and passivation
In this Chapter, we presented the atomic structure of CVD graphene edges on
Ni(111) both during growth at 470 ◦C and after cooling down to RT, investigated
by STM in combination with DFT. In this way, we reveal that the edge passivation
depends on the sample temperature: while during the growth the flake edges are
bent toward the substrate, at RT hydrogen atoms saturate the carbon dangling
bonds, detaching the edges from the metal. Most of the results presented here
have been published in Nano Letters. 112
9.1 State of the art
The electronic, magnetic, and chemical properties of graphene and graphitic
nanostructures are strongly influenced by the presence and the structure of their
edges. 10,113–120 In free-standing graphene, two main types of edge structures are
possible, oriented at 90◦ from each other: zigzag (z) and armchair (AC). 121–125
Along the zigzag direction, a subset of further reconstructions has been evid-
enced, both theoretically and experimentally, including: (i) the so-called 5−7 re-
construction, with pentagons/heptagons arranged in a double periodicity; 123–127
(ii) the Klein edge (k), a zigzag edge with an additional carbon bonded to each
terminal zigzag C atom; 128,129 (iii) the reconstructed Klein (rk) edge, where the
additional C atoms in the k edge bind in couples forming ending pentagons. 130
When growing graphene by CVD, as usually done for large-scale production,
the edge morphology, as well as its properties, are strongly influenced by the
interaction with the substrate. 131–137 Furthermore, the edge-substrate interac-
tion also plays a major role in the dynamics of graphene formation, steering the
growth process 138–141 and the flake orientation. 82 These effects are particularly
relevant in case of graphene epitaxial growth on substrates with a small lattice
mismatch, as Ni(111) and Co(0001), where the metal surface breaks the sym-
metry of the hexagonal lattice, thus necessarily yielding two inequivalent struc-
tures on adjacent edges of hexagonal islands. 142,143 Recently, Prezzi et al. 143
demonstrated the presence of zigzag and Klein structures on inequivalent edges
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on graphene islands on Co(0001). The final C atoms are always placed over sur-
face hollow sites and passivated by the substrate. Inequivalent edges were also
experimentally imaged on Ni(111) by Garcia-Lekue et al. 135 and tentatively as-
signed to zigzag and 5-7 structures.
It has to be noted, that experimental investigations, as well as theoretical cal-
culations, were performed at cryogenic temperatures, i.e. far away both from
the conditions relevant for growth and from those relevant for the operation of
graphene-based devices.
9.2 Results and discussion
The high-resolution STM image in Figure 9.1a reveals the structure of the two
inequivalent adjacent edges of graphene islands over Ni(111) at RT, i.e. in post-
growth conditions. Since atomic resolution is achieved here on both the graph-
Figure 9.1: Graphene edges on Ni(111). (a) STM image acquired at RT and show-
ing a graphene island (right) grown on top of a Ni terrace (left) [V = -10 mV, I =
20 nA]. Inset: a grid intersecting on top of the Ni atoms is drawn on a zoom in
(a). A two-color scale is used to better highlight the Ni atoms. (b) Stick-and-ball
model of a graphene layer on Ni(111). Blue lines indicate cuts passing at hollow
C atoms and oriented along the six high-symmetry directions. The expected in-
equivalent edges of the resulting graphene island are marked as z (zigzag) and k
(Klein). A unit cell is highlighted.
ene island and the surrounding clean Ni(111), we can place a grid intersecting
on top of the metal substrate atoms, as shown in the inset. In this way, know-
ing the Ni crystal orientation and stacking (see Chapter 6), we can safely identify
the structure of the island as top-fcc, where the bright features in the lower part
of the rhombic cells of the grid correspond to C atoms in hollow fcc sites. As
showed in Chapter 6, this is statistically the most abundant configuration on
this surface. 65 Since sample crystallographic orientation is known, looking at
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the grid, it is evident that all edges are aligned along the substrate lattice< 01¯1>
and < 1¯01 > directions, and terminate with C atoms in hollow (or near-hollow)
sites, as for graphene/Co(0001). 143 Such preference, along with the threefold
symmetry of the substrate, impedes the formation of only zigzag edges, as ex-
plained also by Artyukhov et al. 142 This is visualized in the schematic model in
Figure 9.1b: only along three of the six high-symmetry directions of the sub-
strate, a graphene flake can be cut in such a way that its edge is made of ter-
minal C atoms sitting in hollow sites and forming a zigzag with the second line
C atoms. In the other three directions, i.e. at the adjacent or opposite sides,
the edge with C in hollow results in a Klein geometry. In addition, in the exper-
imental images the Klein geometry seems further reconstructed into a double
periodicity configuration, which in principle can be related to both rk and 5-7
edges.
9.2.1 Substrate passivation
Once clarified the effect of the substrate symmetry on the edge structure, we
focus on the detailed analysis of the edge morphology at the atomic level. We
first investigate a graphene flake during growth. As we discussed in Chapter 8,
different routes are possible for CVD graphene formation on Ni(111): carbide
conversion, embedded growth on clean Ni, seeded growth on top of carbon
contaminated subsurface. It is possible to selectively discriminate between the
three routes by a careful control on the CVD parameters (in particular growth
temperature and initial substrate contamination). We choose here to follow a
seeded growth at 470 ◦C without hydrocarbon exposure, which gives graphene
flakes directly growing above the clean Ni substrate, without any intermediate
carbide phase, with an average front velocity estimated to be higher than 0.2
nm/s. Due to this high growth speed, a direct imaging of the growing edges with
conventional STM scan rates typically achievable by commercial microscopes is
impossible. Conversely, our innovative FAST scan system45 allows us to observe
rapidly evolving structures with atomic resolution (see paragraph 3.2.3). In the
experiments discussed here, image time-series were acquired in quasi-constant
height mode with a frame rate of 4 Hz (fast scanning frequency of 800 Hz). This
rate allowed us to acquire static images of the graphene edges at 470 ◦C with
atomic resolution. In the left column of Figure 9.2a-c, frames acquired on two
inequivalent edges are shown. The appearance of the images already suggests
that they correspond to z and k edges, respectively. Notably, at variance with the
edges imaged at RT (see Figure 9.1), at 470 ◦C we never see a double periodicity
in any edge orientation, which rules out 5-7 and rk reconstructions. The identi-
fication of the edge structures as z and k is confirmed by our DFT calculations,
which give simulated images in excellent agreement with the experimental ones
(central column in Figure 9.2a-c). The exclusion of different configurations is
further corroborated by the comparison between experimental and simulated
STM images, and by energetics (not shown). DFT predicts that z and k edges are
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Figure 9.2: Atomic structure of graphene edges on Ni(111) along the 2 inequival-
ent directions, imaged at different temperatures. Notice that images and mod-
els in (c) and (d) are rotated with respect to images and models in (a) and (b).
(a,c) FAST STM images acquired in 250 ms during growth at 470 ◦C in quasi-
constant height mode (left), constant height DFT-simulated images (center) and
stick-and-ball models of the calculated geometries (right). (b,d) Post-growth
STM images acquired at RT in constant current mode (left), constant current
DFT-simulated images (center) and stick-and-ball models of the calculated geo-
metries (right). Scanning parameters: (a,c) experimental parameters: V = 9
mV, I = 1.3 nA; distance of 0.5 Å from graphene for DFT images; (b,d) experi-
mental parameters: V = 200 mV, I = 20 nA; integrated density of states isovalue
of 7×10−5 | e | /a30. for DFT images. In all stick-and-ball models red (grey) balls
are C (Ni) atoms, while small green balls are H atoms. On all images red (green)
dots are drawn at the position of C (H) atoms.
well stabilized by a strong binding with the substrate of the terminal C atoms
in hollow-fcc sites, which bend towards the metal, as clearly visible in the op-
timized structure of the corresponding stick-and-ball models in Figure 9.2a-c.
The edge-metal bond has a covalent nature, as confirmed not only by the op-
timized DFT structure, but also by the plot of the calculated electronic charge
density shown in Figure 9.3. A similar effect (i.e. bending induced by the cova-
lent graphene-edge/substrate binding) was observed also on Ir(111), 138 to our
knowledge the only previous experimental work probing the edge-metal inter-
action during growth. The bending at the edges results in a reduced brightness
of the last row of C atoms in both simulated and experimental STM images of
the edges, regardless of their z or k structure, as for graphene edges on Co(0001)
imaged at 4.9 K. 143
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Figure 9.3: Charge distributions of z, z1, k and rk1 graphene edges on Ni(111).
Electron density difference plots are obtained subtracting the electron density
distribution of the graphene and of the substrate calculated separately from that
of the total system. For each configuration, side (top panels) and top (bottom
panels) views are shown, with the essential parts of the corresponding stick-
and-ball models superimposed for reference; dashed lines indicate the planes
chosen for the electron density plots; blue/red colors correspond to electron
depletion/accumulation ranging from -15 to +15 ×10−3 | e | /a30. In the upper
panels, the height of the terminal C atoms with respect to the Ni substrate is also
indicated.
9.2.2 Hydrogen termination
If the growth is quenched by cooling the sample to RT before completion of the
monolayer, supported graphene flakes as the one in Figure 9.1a result. Exper-
imental high-resolution STM images acquired in constant current mode at RT
(see left column in Figure 9.2b-d) reveal the atomic structure of the two inequi-
valent edges along the directions exhibiting z and k geometry, respectively, at
the growth temperature. These images clearly show important differences with
respect to the corresponding ones acquired at growth temperature. Strikingly,
this time no reduction of the brightness for the last row of C atoms, but rather
a sharp step is observed for both the z and the k edges. Furthermore, along the
direction corresponding to k geometry (Figure 9.2d), the protruding hollow C
atoms are apparently joined into couples, giving rise to pentagons, suggesting
a 5-7 or a rk reconstruction. In Figure 9.4, the STM image is shown with super-
imposed models of the two geometries. This comparison reveals a much better
match of the experimental image with the rk model (Figure 9.4a), allowing us to
exclude the 5-7 reconstruction (Figure 9.4b), recently proposed by Garcia-Lekue
et al. 144 Still, the observed experimental images are not compatible with our
simulated images of any kind of clean graphene edges passivated by the Ni(111)
substrate. Thus, in order to retrieve the experimental brightness we have to pas-
sivate the edges in a different way. Considering that H2 is the most abundant
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Figure 9.4: Comparison between (a) rk and (b) 5-7 edge geometries. Models are
superimposed to the constant current STM image acquired at RT [V = 200 mV, I
= 20 nA].
contaminant in any UHV system and that graphene edges can be hydrogenated,
certainly in free-standing flakes 124,125 but even on metal substrates if exposed to
atomic H, 145 we examine in details the interaction of the graphene edges with an
H2 molecule. Firstly we consider the possibility that the H2 molecule is directly
trapped and dissociated by the ending C atoms. Our simulations show that in-
deed dissociation would take readily place if the impinging molecule gets close
enough to the edge, but indicate also that the molecule can experience a signi-
ficant barrier when approaching from the gas phase. On the other side, it is well
known that the H2 molecule easily dissociates on the clean Ni(111) surface, 146
with a DFT estimated activation barrier ranging from few meV 147,148 to a max-
imum of 0.10 eV. 149 Our DFT calculations show that atomic hydrogen can in-
deed easily access and hydrogenate the graphene edges, thus yielding a stable
structure with one H atom bound to each terminal C atom. Once hydrogenated,
the edge is no longer bent towards the substrate, due to the breaking of the co-
valent bonds with the metal. This is clearly visible in the optimized structures
shown by the stick-and-ball models in Figure 9.2b-d, in the corresponding cal-
culated charge density plots and atomic projected density of states in Figure 9.3.
The central column in Figure 9.2b shows a simulated image of a hydrogenated
z edge (hereafter named z1, with reference to the number of H atoms bound
to each terminal C atom). The resemblance with the experimental image is now
evident. Even more striking is the effect of the hydrogenation on the k edge. Here
the presence of the H atoms not only breaks the bonds with the metal, but also
forces the protruding C atoms to bend towards each other into couples form-
ing closed pentagons, thus turning the clean k into a hydrogenated rk (hereafter
rk1) edge. Again, the simulated STM image of such structure is in remarkable
agreement with the experimental one (compare central and left column in Fig-
ure 9.2d). To further support our identification of hydrogenated edges at RT,
we want to highlight that combining the available information about H2 disso-
ciative adsorption on Ni(111) with the results of our simulations for the edge
hydrogenation by means of the resulting adsorbed H atoms, we deduce that the
overall hydrogenation process of the graphene/Ni(111) edge is exothermic and
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practically barrierless: an energy gain of more than 1 eV/terminal C atom with
respect to the molecule impinging from the gas phase is found, more precisely
1.17 (1.09) eV/terminal C atom for z (k) edges (see Figure 9.5). It is worth to point
out that the hydrogenation process of the edges is favored despite the breaking
of the covalent bonds with the substrate acts in the opposite direction, requir-
ing an energy cost. For comparison, the hydrogenation of the z and rk edges
in free-standing graphene (where k is not stable) would give a DFT energy gain
more than twice as large as in case of adsorption on Ni(111): precisely, 2.65 (2.67)
eV/terminal C atom for z (rk) edges, respectively.
In Figure 9.3 we also show the density of states projected onto the atoms relevant
to the edge, i.e., onto the terminal edge C atoms (named edge C in figure) and
the closest surface Ni atoms (edge Ni). For comparison, the projections onto the
C atoms in fcc-hollow site (C fcc-h) and the surface Ni atoms far from the edge
(Ni) are also shown, corresponding to the infinite graphene layer. While in the
hydrogen passivated edge (z1 and rk1) only small differences are visible for the
terminal C atoms with respect to the infinite layer case, a large variation can be
observed in the z and k edges, due to the substrate passivation and in particular
to the stronger hybridization with the Ni electronic d-states. DFT predicts also
other stable hydrogenated configurations with a different number of H atoms,
whose presence is however excluded when comparing their simulated STM im-
ages with experimental ones.
Since H2 is always present, typically as the most abundant component of the re-
sidual atmosphere in all growth chambers, this hydrogenation process is highly
probable. Furthermore, the possible existence of hydrogenated graphene edges
for CVD graphene in UHV conditions was previously suggested also on the Ir(111)
surface. 131 H is strongly bound to the edge C atoms: we imaged the islands
at different temperatures in the 25-300 ◦C range after hydrogenation, and they
never changed their appearance, always exhibiting a sharp profile and a clear z1
and rk1 geometry. This is in good agreement with the stability of the CH groups
at the edges of graphene islands on metal substrates 145 and with the barrier of at
least 1 eV predicted by DFT for the dehydrogenation process (right to left in Fig-
ure 9.5). Upon heating to T>300 ◦C, experiments indicate that the growth pro-
cess is restored and a complete graphene layer forms. At such temperature, the
dehydrogenation barriers predicted by DFT can be overcome: the C-H bonds
break and H2 molecules form and desorb. Therefore, although the energetics
would be unfavorable in presence of hydrogen, upon heating hydrogen is re-
moved and the edge passivation occurs again through the substrate. Finally, we
underline that we investigated the edge structure also during and after growth
under hydrocarbon exposure, finding results similar to those presented above,
as expected on the basis of our calculations of the ground-state structures with
and without hydrogen at the edges.
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Figure 9.5: DFT energy diagram of the most favored configurations of graphene
edges on Ni(111) upon hydrogenation and dehydrogenation. The dashed lines
do not indicate the details of possible hydrogenation/dehydrogenation paths
but are just a guide to join z with z1 and k with rk1. Zero energy corresponds
to the substrate passivated configurations and H2 molecules in gas phase; pre-
cisely, one molecule for each pair of terminal C atoms of the edge is considered
in order to keep the same stoichiometry of the corresponding single-hydrogen
passivated configuration; the energy values are reported here per terminal C
atom.
9.3 Summary
In conclusion, we demonstrated that temperature acts as a control parameter
driving the structure of graphene/Ni(111) edges by changing their passivation.
When graphene forms above a Ni(111) substrate (i.e. at T > 300 ◦C), during the
growth process its edges are clean and anchored to the metal substrate, as pre-
dicted by Zhang et al. 141 Growing graphene flakes are thus sealed, most prob-
ably thereby hindering the penetration of ad-species below the flake. Upon cool-
ing to RT, the growth is stopped and supported graphene flakes result. The edges
of the flakes are now hydrogenated via dissociation of H2 molecules from the
residual background gas pressure. If the growth is carried out under C2H4 ex-
posure, residual hydrogen or radicals from hydrocarbon dissociation could also
contribute to this process. At RT the flake edges are detached from the sub-
strate, thus potentially favoring the intercalation of other species below graph-
ene. The hydrogenated structure is highly stable upon heating, until the growth
process is restored at T> 300 ◦C; hydrogen effects have therefore to be taken into
account when considering possible applications of graphene flakes on Ni sub-
strates. This mechanism to trap and release hydrogen can in part be respons-
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ible for the enhanced hydrogen storage capability in carbon-based nanocom-
posites, 149,150 making sp2-type edges in direct contact with metals an active site




After having clarified the atomic structure of graphene edges (see Chapter 9), in
this Chapter, we move one step further, studying in more detail one of the growth
mechanisms presented in Chapter 8. To this purpose we take advantage of the
high-speed STM capability provided by the FAST module (described in Chapter
3). These measurements allow us to identify the active sites for C attachment
during growth, revealing the role of Ni adatoms.
10.1 State of the art
During the CVD process, the role of the catalyst is not limited just to hydrocar-
bon dissociation. In particular, the presence of the metal surface improves also
the graphene quality, opening new growth and defect healing pathways. 151 A
possible important role of adatoms coming from the substrate was recently sug-
gested by DFT calculations. 140 This kind of under-coordinated atoms, as well
as those located at the edges and corners of nanoparticles, typically show an
enhancement in their chemical activity, due to a characteristic upshift of the
d-band center. 152 Indeed, it is well known that metal adatoms are involved in
several processes occurring on surfaces and at the solid-liquid interfaces, such
as catalytic reactions, 153,154 surface reconstructions, 155 and self assembly of or-
ganic molecules. 156–158 Single atoms have been recently shown to facilitate ad-
dition and removal of C atoms from the edges of a suspended graphene flake by
means of high-resolution transmission electron microscope (HRTEM) measure-
ments. 159,160
Nevertheless, the presence of a metal substrate has been shown also to peculi-
arly dictate the structure of graphene edges, 112,131,143 which play an important
role in the growth processes, providing the active sites for the attachment of new
atoms. Although experimental results have been achieved in the understanding
of graphene growth mechanisms at the nano- and micro-scale, 94,96,108,109 little
is known on the elementary steps involved in the pathway of C addition, mainly
due to technical limitations in observing supported growing edges with suffi-
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cient spatial and temporal resolution.
10.2 Results and discussion
10.2.1 Growth mechanisms
EG has been synthetized on Ni(111) by C segregation in a temperature range be-
tween 430 and 470 ◦C, in order to obtain islands on a clean Ni surface, 94 with an
average growing velocity of about 0.1 nm/s. Under these conditions, by stand-
ard STM imaging, the graphene edges appear blurred, since the image acquis-
ition time (∼30-40 s/frame) is too high to resolve the rapidly evolving atomic
structure. To overcome this problem, we used the FAST module 45 (described in
Chapter 3), which allows acquiring STM time series up to 100 frames/s. Indeed,
as shown in Chapter 9, an image acquisition rate of 4 Hz is enough to clearly
distinguish the atomic structure of growing graphene edges. Here we studied
the edge growth processes, using the FAST module operating around video-rate,
further improving the time resolution, in the attempt to resolve details of the C
addition process.
The model in Figure 10.1 shows some possible edge structures of a free-standing
graphene flake: zigzag (z), Klein (k) and armchair (AC). In particular, z and k have
been identified as the edge terminations of EG islands on Ni(111) at temperat-
ures higher than ∼300 ◦C (see Chapter 9). 112 In Figure 10.1, along the z and k
Figure 10.1: Edge and kink structures of a graphene flake.
edges, the last two C rows are removed for half of their length, leading to the
formation of kink sites, which have been predicted to play an important role in
graphene edge expansion. 139,140
Figure 10.2 shows consecutive frames acquired along (a) z and (b) k edges, with
a frame rate of 36.5 and 60 Hz, respectively. These prototypical time-series have
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been chosen for their high both spatial and temporal resolution. In particular,
they are long enough for a statistically relevant analysis. Other sequences ac-
quired at lower frame rate (10 Hz) have been obtained on both the edge con-
figurations, without showing any qualitative differences, suggesting a negligible
effect of the fast scanning tip on the observed processes. This effect could be
ascribed to the small tip-surface interaction time (' 1.5−2.5 µs/pixel).
Based on the results shown in Chapter 9, the edge structure in Figure 10.2a is
identified as z and presents a kink site in the middle. Looking at the sequence,
the first evidence is that the growth proceeds in an ordered way at the kink only,
causing it to propagate along the straight edge. This is in agreement with previ-
ous DFT calculations, showing that a kink structure along the z edge leads to the
formation of an AC-like site, which has a lower energy barriers for C addition. 140
During the z edge growth, the kink structure appearance is equivalent to the
initial one, likely due to the preference of hollow-site edge termination, as con-
firmed by DFT calculations. 112
Figure 10.2b shows a STM time-series acquired on a k edge with an acquisition
time of '17 ms/frame. Along this edge, the growth mechanism appears to be
very similar to the one described for the z edge, proceeding at the kink site. The
main difference is the presence of a C atom in top position at the kink (see the
first stick-and-ball model in Figure 10.2b). Despite the general preference for
hollow termination, 112 preliminary DFT calculations show that this configura-
tion is a stable minimum, with an energy gain of 0.54 eV, compared to the situ-
ation where the C atom is far from the edge.
A closer look at the time-series in Figure 10.2 reveals on both edges the presence
of bright objects that appear and disappear at the kink site. Indeed, a bright
feature is present in some frames (frames at 27 and 82 ms in Figure 10.2a, and
frames at 17 and 50 ms in Figure 10.2b), while it is absent in others (see the
frames at 0 and 55 ms in Figure 10.2a, and frames at 0 and 33 ms in Figure 10.2b).
These objects are imaged nearby the kink sites typically for few scan lines, in-
dicating a short residence time (∼1-2 ms, see below). More interestingly, their
presence seems to be correlated to C attachment events, suggesting a possible
catalytic behavior. Indeed, the appearance of the bright feature is usually fol-
lowed (or accompanied) by C dimers attachment at the kink site (see frame at 55
ms in Figure 10.2a, and frames at 17, 33 and 50 ms in Figure 10.2b).
Concerning the nature of these objects, in Chapter 8, we have shown that under
low temperature CVD conditions on Ni(111) (T = 400-500 ◦C), graphene presents
a considerable number of point-like defects, that have been identified as substi-
tutional Ni atoms, trapped into the graphene network during the growth pro-
cess, as will be further confirmed in Chapter 11. Comparing the apparent height
of these defective sites, with the one of the bright features observed at the kink
site, we can conclude that the latter are likely mobile Ni adatoms. This assump-
tion is also supported by the well-known presence of diffusing adatoms on metal
surfaces above RT. 161–164 Other dashed features are evident in some frames, but
due to their low apparent height (comparable or lower than the graphene one),
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Figure 10.2: Growth mechanisms along z and k edges. FAST sequences acquired
at 440 ◦C: (a) z edge [V = 20 mV; I = 4 nA; 36.5 Hz], (b) k edge [V = 20 mV; I = 3.5
nA; 60 Hz]. In the schematic models, blue, light-blue and green balls represent
C in graphene, C in graphene attached during the last growth step and the Ni
adatom, respectively.
it is hard to discriminate between Ni imaged by the tip in an off-center posi-
tion, 49 and C atoms. In order to avoid identification mistakes, in this work we
considered as Ni adatoms only the feature higher than the graphene layer.
From the time-series acquired in Figure 10.2, it is possible to note that the Ni ad-
atom attaching/detaching events occur mainly at the kink sites, indeed, almost
no bright dashes are visible on the straight part of the edge. This observation
suggests that the adsorption of Ni adatom on a kink site is an energy minimum,
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Figure 10.3: Ni adatom adsorption geometry at the k edge kink. (a) STM image
[V = 20 mV; I = 3.5 nA], (b) constant height simulated image, and (c) stick-and-
ball model of the calculated geometry. In (c), the Ni adatom is highlighted in
green.
as also confirmed by our DFT calculations, but the short residence time evid-
ences that the bond can be easily broken at this temperatures, avoiding the pois-
oning of the active kink site. Indeed, no Ni trapping event has been observed in
our movies, ruling out the defect formation pathway suggested by Wang et al. 165
Nevertheless, the formation of defects, where the Ni adatom is trapped, has been
observed in the case of two counter-propagating kink along the same edge.
Concerning the atomic configuration of the Ni adatom at the kink, Figure 10.3a
shows a STM image where the structure has been fully resolved along the k edge.
DFT calculations reveal that the attachment of a second C atom in top position
is required in order to stabilize the adatom in such position. This configuration
appears to be stable, with a system energy gain of about 2 eV upon Ni attach-
ment. The corresponding constant-height simulated image and the stick-and-
ball model are shown in Figure 10.3b-c. Nevertheless, further DFT calculations
are on-going in order to clarify the experimental evidences reported here.
It is important to mention that not every time a Ni adatom appears at a kink
site, C atoms attach (not shown), suggesting that, at least under our experi-
mental conditions, the availability of C could be a further limiting step for the
edge growth. This is not surprising, since a low C flux was chosen in those ex-
periments, in order to reduce the growth velocity, promoting the formation of
extended z and k edges.
10.2.2 Adatom residence times
Although the time resolution in Figure 10.2 is not high enough to fully resolve
all the steps involved in the growth, it is still possible to get important insight
on processes occurring on a very short time-scale. In particular, we can access
the residence time of Ni adatoms at the kinks. Indeed, since the scanning fre-
quency along the horizontal direction (νF AST ) is very high (6.04 kHz for the se-
quence shown in Figure 10.2b), it is possible to track residence times down to
'150 µs (= 1/νF AST ), which corresponds to the time required for the tip to com-
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Figure 10.4: (a-b) Histograms of Ni adatoms residence time for z and k respect-
ively. The x-scale has been obtained multiplying the number of line-scans by
1/νF AST .
plete a line-scan (forward or backward). Counting the number of line-scans for
which the adatom is present in a frame, we obtained the graphs shown in Fig-
ure 10.4, for both z and k edges. They both present similar features: initially
there is an exponential-like decay, then two distinct peaks, suggesting the pres-
ence of bound states. The second peak in Figure 10.4a has a residence time of
2.7 ms, corresponding to about 10 line-scans, that are enough to clearly identify
the adsorption geometry. Unfortunately it is not possible to clearly resolve the
atomic structure of the first peak, but it is likely to be another transition state of
the growth mechanism with a residence time of 1.3 ms. Instead, the initial expo-
nential decay, that has a short characteristic time ('430 µs), can be ascribed to a
weak interaction between the adatom and the kink site. For the k edge, while the
initial exponential decay has a characteristic time of '530 µs, both peaks indic-
ate residence times shorter than the ones along z, corresponding to 1.1 and 1.9
ms respectively. The latter corresponds to the structure shown in Figure 10.3.
At this point, questions may arise on the Ni adatom detachment mechanism
from the kink, since the DFT calculated adsorption energy is quite high (∼2 eV).
However, the histogram in Figure 10.4b shows that the configuration observed in
Figure 10.3, is not the only one involved in the C addition process, as confirmed
by the peak at 1.1 ms in Figure10.4b. Even if it is not possible to recognize the
corresponding atomic structure, the shorter life-time ('1 ms) suggests a lower
energy barrier for the detachment.
10.2.3 Edge dependent growth velocity
From our time-series, it is also possible to extract the values of the growth velo-
city along the edge, for both z and k edges. Counting the number of C dimers at-
taching to the kink in the time between two consecutive frames (n), we obtained
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Figure 10.5: Normalized probability (Pn) of growth events involving the attach-
ment of a number n of C dimers between consecutive frames. (a) Pn for a z edge
(T = 440 ◦C; time between frames ' 54 ms). (b) Pn for a k edge (T = 440 ◦C; time
between frames ' 34 ms).






Pn = 1, (10.1)
since we never observed more that 5 dimers attaching to the edges between two





In order to determine the influence of the edge structures on the kink propaga-
tion speed, we can evaluate the average kink growth velocity:




where, νacq is the FAST acquisition frame rate, ldi mer the distance between C di-
mers along the edge direction (0.249 nm). The factor 0.5 is introduced because
up and down time-series have been considered separately, in order to keep the
time delay between the acquisition of each considered pixel constant for all the
frames. In this way, it is possible to estimate an average growth velocity along the
edge of 3 nm/s for z and 7.4 nm/s for k at 440 ◦C. The observed dependence of
the velocity on the edge atomic structure suggests different overall energy barri-
ers for C attachment for the z and k edges.
10.2.4 Kink nucleation mechanism
The nucleation of a new row along the z edge is shown in Figure 10.6. In the first
frame, it is possible to observe few dashes around the middle of the straight z
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edge, suggesting the presence of a weakly bound adatom (not clearly identifiable
as a Ni adatom). After 27 ms, 5 C atoms are found to be attached to the straight
Figure 10.6: Kink nucleation along a z edge. FAST sequences acquired at 440 ◦C
on z [V = 20 mV; I = 4 nA; 36.5 Hz]. In the schematic models, blue and light-blue
balls represent C in graphene and C in graphene attached during the last growth
step, respectively.
z edge, forming two new graphene rings. Then the growth proceeds as already
shown in Figure 10.2 a by C attachment at the kink site. While the dynamics of
C addition at the kink site is fast, the formation of the new kink is a rare event,
representing the limiting step of the growth process. 140 This is in agreement with
the observation of a higher growth velocity for RG islands, 39 where the active
sites density is higher, due to the graphene-substrate lattice mismatch. 166
10.3 Summary
In conclusion, we investigated for the first time the graphene edge growth mech-
anisms in real time, by means of video-rate STM measurements. During the
growth process, both z and k edges present kink structures, that have been iden-
tified as the active sites for C addition. Moreover, we revealed the presence of Ni
adatoms at the kink site, unraveling their role as single atom catalysts in driving
the C addition. From the extended movies, it has been also possible to extract
the average kink propagation velocity along the edge, for both z and k.
Chapter 11
Structural defects
This Chapter presents a study of the intrinsic defective structures of epitaxial
graphene on Ni(111), carried out by means of STM measurements in combina-
tion with DFT calculations. We identify point-like defects mainly as embedded
Ni atoms, revealing their atomic configurations. Then, we reveal how the trans-
ition between different graphene adsorption geometries can lead to the forma-
tion of grain boundaries and lattice distortions. Some of the results presented
here have been published in the Journal of Physical Chemistry Letters. 65
11.1 State of the art
Defective structures in graphene can affect the performances of electronic de-
vices. However, this drawback can be exploited in order to tailor the local prop-
erties of graphene, adding new functionalities. Defects in 2D materials can be
classified as point-like (0D), grain boundaries (1D), extended in-plane lattice
distortion (2D) and out-of plane relaxations (3D).
Atomic point defects (0D) in graphene have been revealed to strongly influence
transport properties. 167,168 In particular, C vacancies have been shown to in-
duce local magnetic moments in graphite, leading to a reduction of the charge
carriers’ mobility. 169 However, the presence of a metallic substrate in direct con-
tact with the graphene layer leads to the quenching of magnetic moments, 170
hindering possible applications.
Graphene doping by foreign atoms is a possible alternative in order to tailor 2D
materials properties at the nanoscale. Single nitrogen atoms can be incorpor-
ated as dopants into graphene, strongly modifying its electronic structure. 171
This can be achieved adding N H3 during the CVD process, 172 or by means of
low-energy N2 ion implantation in pristine graphene. 173,174 Moreover, metal
dopants have predicted to induce a magnetic moment, 175 and to add also chem-
ical functionalities. 176,177
On the other hand, the in-plane transition between domains with different con-
figurations induces the formation of different defective structures: grain bound-
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aries (1D) and distortions (2D) of the C network. 178 Sharp domain boundaries
lead to topological defects, characterized by non-hexagonal carbon rings, that
largely affect graphene properties, 179 enhancing electron scattering. 180 Actu-
ally, when a variety of different graphene rotational domains are present, as
typically occurs for CVD growth on most transition metal surfaces, the domain
boundaries are complex 2D structures. 179,181 Conversely, on substrates where
graphene can grow epitaxially, with only translational domains, extended 1D
defects can form. Indeed, 1D extended defects have already been observed by
Lahiri et al. 74 in EG on Ni(111), at sharp boundaries between top-fcc and top-
hcp domains, and can be considered metallic nanowires. Topological defects of
this kind deserve particular interest also in freestanding graphene for their ex-
ceptional electronic properties. 182–186
11.2 Results and discussion
A typical STM image of EG grown on Ni(111) at 400 ◦C is shown in Figure 11.1. It
is possible to observe a large number of point-like bright defects, present both
isolated and as short chain structures, and also few dark depressions, ascribable
to C vacancies, as well as extended topological defects (see below).
Figure 11.1: Defective epitaxial graphene on Ni(111). Representative defects are
highlighted: substitutional Ni (light blue circles), C-vacancies (green circle), to-
pological defects (red arrows) [V = -50 mV, I = 0.7 nA].
11.2.1 Point defects (0D)
In this section, we focus on the bright point-like features. Although in the STM
image in Figure 11.1, showing a region of EG, the defects of this kind do not differ
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Figure 11.2: Point-defects in graphene/Ni(111). Top panel: stick-and-ball model
of relaxed structures. Formation energies are indicated below each structure.
Bottom panels: simulated and experimental STM images. Images size: 1.2×1.2
nm2. The different structures are classified depending on the number of C va-
cancies (V), dangling bonds (DBs) and position of the missing carbons.
significantly, high-resolution STM measurements allowed recognizing different
types of bright features (bottom panel, Figure 11.2), characterized by different
shape and in-plane position with respect to the graphene lattice. DFT calcula-
tions reveals that these features are nicely reproduced by embedding a substi-
tutional Ni adatoms inside the graphene lattice, finding five different configur-
ations. The latter have been classified depending on the number and position
of the C vacancies. In all the cases considered here the presence of the Ni atom
induces a localized bright feature in the simulated STM image. The simulated
images are shown in Figure 11.2 (middle panel), in comparison with the corres-
ponding experimental ones (bottom panel). Simulated images (middle panel,
Figure 11.2) for single (1V) and double (2V) C vacancies are in good agreement
with the experimental ones. Instead, for the case of 3V and 4V, the resemblance
worsens. The main difference is the appearance of the C atoms in hollow-fcc
position with one dangling bond, present in the case of 3V (2 top and 1 fcc) and
4V. Indeed, while these sites appear bright in STM, in the simulations they ap-
pear dark, due to a bending toward the substrate. Attempts to improve the image
matching are on-going, considering the interaction of the Ni adatom with H and
the possible presence of sub-surface C atoms.
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11.2.2 Grain boundaries (1D) and lattice distortions (2D)
Figure 11.3 demonstrates that the connection of top-fcc and top-hcp domains
can actually occur in-plane via both the formation of 1D defects and a gradual
distortion of the C network. Indeed, the defect line crossing almost vertically
Figure 11.3: Transitions between top-fcc and top-hcp domains. (a) STM image
showing both a sharp domain boundary and a smooth distortion. On the left
of the sharp boundary, a thin top-hcp region (highlighted by the dark blue rect-
angle) extends for 2-3 nm and then stretches into top-fcc via distortion of the
C-rings. On the right of the boundary, an undistorted top-fcc domain is imaged.
[V = -100 mV, I = 30 nA] (b) Zoom on the yellow square in (a). The positions of
C atoms in the top-hcp (blue dots) and top-fcc (red dots) domains close to the
boundary are highlighted. (c) Stick-and-ball model of the relaxed boundary. (d)
Simulated constant current STM image. (e) Zoom on the light blue square in (a),
highlighting the position of a C vacancy at the boundary in the top-hcp domain.
in the middle the image in Figure 11.3a is a sharp boundary: on the right we
recognize top-fcc graphene; proceeding towards left, immediately passed the
boundary, top-hcp in a very thin stripe (its STM contrast has been shown in
Chapter 6), then a region of distorted graphene, where complete carbon rings
are visible, and finally another top-fcc domain are imaged. The sharp boundary
appears as an extended defect with a quite regular structure. The zoom in Figure
11.3b shows the boundary at the atomic scale. The resemblance with the struc-
ture already observed by Lahiri et al. 74 is remarkable. We studied the atomic
scale structure of the sharp boundary by DFT. The model for top-hcp/top-fcc
is shown in Figure 11.3c. The position of carbon atoms has been obtained by
relaxing the structure, starting from that derived from the experimental image
in Figure 11.3b. Although in our calculations the description of the two differ-
ent domains is limited by the small size of the simulation cell (which causes a
small fictitious distortion of the graphene layer), the simulated image in Fig-
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ure 11.3d shows a remarkable resemblance with the experimental one, strongly
supporting the validity of the structural model. The few dark features interrupt-
ing the domain boundary in the experimental image (Figure11.3e) are C vacan-
cies in hcp position on the top-hcp side, located where the pentagons-octagon
regular arrangement along the extended defect gets out of phase (see Figure
11.3e). On the left side of the boundary, the top-hcp structure after two-three
unit cells starts compressing along the direction of two parallel C-C bonds of
the graphenic hexagon, as indicated by the arrow in Figure 11.3a, and in ∼4 nm
(corresponding to 8 graphene rings), with an average normal strain of ∼3.5%,
transforms into top-fcc geometry. This relaxation is profoundly different from
the alternative transition behavior observed by Lahiri et al. 74 , interpreted as a
local detaching of graphene from the Ni(111) substrate.
Figure 11.4 shows three co-exisisting domains. In Figure 11.4a (top and bottom
left corner), the triangular arrangement of protrusions suggests the presence
of either top-fcc or top-hcp. Unfortunately, in this case a slight asymmetry in
the scanning tip prevents us from imaging dark shadows between bright spots
and thus to unambiguously discriminate between the two at a first glance, while
the third domain (bottom-right) has clearly the appearance of the top-bridge
configuration. The coexistence of different configurations in the same image,
however, helps us to identify the adsorption geometries. Indeed, on the basis
of the known position of C atoms in the top-bridge domain, in Figure 11.4b,
we can draw a grid joining the Ni atoms. As shown in Chapter 6, the position
of the bright protrusion with respect to neighboring Ni atoms allows for a safe
identification of the different graphene configurations, as top-fcc (top of the
image) and top-hcp (bottom left corner). Again, the transition between differ-
ent domains follows two distinct routes: while between top-bridge and top-hcp
there is a sharp boundary, the transition between top-bridge and top-fcc oc-
curs smoothly via a distortion of the carbon network. The zoom in Figure 11.4c
allows us to propose a tentative structure for the sharp boundary. We marked
the position of the carbon atoms starting from the known atomic arrangement
and extended the structure up to the boundary to have a guess of the atomic
positions. The boundary seems to be formed by eptagon-pentagon pairs with
alternate orientation, forming a chain of Stone-Wales defects. The model for
the corresponding DFT investigation of the top-hcp/top-bridge boundary is de-
scribed in Figure 11.4d. Analogously with the model for the top-hcp/top-fcc
boundary, the carbon atoms have been initially positioned as suggested by the
experimental image of Figure 11.4c and then relaxed. The simulated STM image
reported in Figure 11.4e shows the main features of the experimental one, al-
though the agreement is not perfect. Discrepancies may be related to the asym-
metric tip shape (see above) or to the limited size of our model, which cannot
completely catch the progressive distortion of the top-bridge domain approach-
ing the boundary. From the top-bridge domain, the C network converts within
a narrow transition region to the top-fcc configuration without the formation of
any topological defect. The smooth transition occurs via distortion of the graph-
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Figure 11.4: Transition between top-hcp and top-bridge and between top-
bridge and top-fcc domains. (a) STM image showing three co-exisisting do-
mains: top-fcc (top), top-bridge (center/ bottom-right) and top-hcp (bottom-
left). A sharp domain boundary joins the top-hcp and top-bridge regions, while
the latter converts into a top-fcc flake towards the top of the image, with a distor-
tion of the C network. (b) A grid intersecting the Ni on top positions is drawn on
(a). (c) Zoom on the sharp domain boundary between top-hcp and top-bridge
regions. Green and blue dots indicate the positions of C atoms [V=-10 mV, I=25
nA]. (d) Stick-and-ball model of the relaxed boundary and (e) corresponding
simulated STM image at constant current.
ene rings in a region∼2 nm wide, due to a shear strain in the C-network of about
1◦.
11.3 Summary
In conclusion, defective structures in EG grown by CVD on Ni(111) have been
studied by means of high-resolution STM in combination with DFT calculations.
We showed the possibility to incorporate metal atoms into graphene during the
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CVD process. In this way, different structures have been found, depending on
the number of C vacancies and trapped Ni atoms. Finally, we evidenced that
the transition between the different structures can occur both sharply, via 1D
domain boundaries, and smoothly, via a gradual in-plane compression or dis-
tortion of the graphene rings (2D).
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Chapter 12
Bilayer growth and properties
In Chapter 7, we have shown how to obtain different graphene configurations,
revealing the possibility to tune the graphene electronic properties by decoup-
ling from the Ni substrate through the controlled formation/dissolution of a
carbide layer. Here we monitor the bi-layer formation by means of cathode lens
spectro-microscopy, revealing how the growth is limited to the RG regions only.
µ-ARPES measurements sheds light on the electronic properties of the BLG top
layer.
12.1 State of the art
Despite the unique properties of single layer graphene, its exploitation in the
field of nano-electronics is hindered by the lack of a proper band-gap. Indeed,
since the Dirac cones touch at the Fermi level, free-standing graphene behaves
like a metal, whereas for the fabrication of transistors and logic units, an elec-
tronic band gap is required in order to obtain high values of on/off ratio. 187 Dif-
ferent strategies have been recently proposed to open band-gaps in graphene-
based materials, such as chemical functionalization, 188 and nano-scale pattern-
ing. 27 Alternatively, the usage of BLG allows the realization of a widely tunable
electronic bandgap in electrically gated devices. 189 Moreover, in BLG the band-
gap depends on the twist angle between the layers. 190 Even if initially BLG sam-
ples have been grown on SiC, 191 recently their synthesis have been successfully
reported also by CVD on metal surfaces, 39,40,192,193 opening a low-cost possibil-
ity for large-scale production. Despite these progresses, at the moment a precise
control on the number of layers and on their stacking still remains challenging,
leading to scarce sample uniformity and multi-layer formation. 194,195
12.2 Results and discussion
Figure 12.1a shows a BF-LEEM image of a graphene layer composed of the three
different phases presented in Chapter 7. The surface has been synthetized on
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Figure 12.1: BLG growth and identification: (a) BF-LEEM image showing co-
existing graphene phases acquired at RT (a) and at 450 ◦C (b) [Vst ar t = 10 V].
LEEM I-V acquired on the region initially covered by RG, before (c) and after
annealing (d) the surface at 450 ◦C.
clean Ni(111) by exposing the sample to C2H4 (p = 3× 10−6 mbar) at 550 ◦C
and then cooling down to RT. The presence of small patches of RGC has been
ascribed to C precipitation effects, 94 leading to Ni2C formation when cooling
from growth temperature underneath RG only, due to the different interaction
with the underlying substrate, with respect to EG. While annealing to ∼350 ◦C
results in the complete dissolution of the carbide layer, leaving RG in direct con-
tact with the Ni substrate, 66 heating to higher temperatures leads to further im-
portant changes in the morphology of rotated flakes. Figure 12.1b shows the
same region of the surface at ∼450 ◦C: whereas RGC disappeared, the RG region
exhibits an higher reflectivity (at Vst ar t = 10 V), compared to the EG. In order to
understand the origin of this reflectivity change, we compared LEEM I-V meas-
urements acquired before and during the annealing (see Figure 12.1c-d). While
the EG region presents a similar I-V curve in both cases (compatible with the
one shown in Chapter 7), the one acquired at 450 ◦C on the RG-covered region
exhibits two dips at ∼4 and 18 V and a higher reflectivity in between. These pe-
culiar features have been shown to be a benchmark of the formation of a second
graphene layer. 39,196 Moreover, the formation of BLG on thin Ni(111) films, upon
cooling to RT, has been previously reported in literature. 39
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The electronic properties have been probed by means of µ-XPS measurements.
Figure 12.2: (a) µ-XPS spectra of RG (green) and BLG (blue) [hν = 400 eV]. (b)
µ-UPS spectra of RG (green, RT) and BLG (blue, 450 ◦C) [hν = 40 eV]. In (a) the
spectra are normalized to the Ni 3p peak intensities.
Figure 12.2a shows the C 1s spectra acquired on RG (green) and BLG (blue). The
latter is slightly shifted (∼0.15 eV) towards lower binding energies, suggesting a
weaker interaction with the substrate. Moreover, the intensity ratio clearly indic-
ates the presence of an additional graphene layer. Further valuable information
come from the µ-UPS (Figure 12.2b), since the position of the pi band strongly
depends on the the orbital hybridization of graphene with its support. From the
comparison shown in Figure 12.2b, a large difference in the binding energy of
RG and BLG peaks is evident: while the first has a main component at ∼10 eV,
the latter presents a pronunced feature at ∼8 eV, indicating a weak interaction
between the graphene layers. 197 Furthermore, the graphene pi band/Ni 3d in-
tensity ratio is higher on BLG (9.2 vs. 3.8), compatible with the presence of an
additional graphene layer.
An important point that needs to be clarified is the relative orientation between
the graphene layers. A previous study revealed the formation of BLG underneath
RG flakes on Ni(111), without giving direct proofs of the stacking relation. 39
Recently, Iwasaki et al. 198 proposed a BLG two-step growth process, where the
first layer grows epitaxially at high temperatures and the second nucleates un-
derneath during cooling, being rotated with respect to the substrate, due to a
reduced C mobility. Our in situ measurements rule out this mechanism, clearly
showing that the segregation of further C structures underneath graphene is
hindered on the EG flakes (see Figure 12.1), revealing BLG formation only in
the region previously covered by RG. Figure 12.3a-b shows µ-LEED patterns ac-
quired on µm-sized RG and BLG regions. Since graphene and Ni(111) have al-
most the same lattice parameter, it is not straightforward to assign the origin
of the hexagonal superlattice pattern to a twist between the layers or to a ro-
tation of both the graphene layers with respect to the substrate. Nevertheless,
Nie et al. 192 proposed a method to unveil the stacking relation of graphene lay-
94 12.2. Results and discussion
Figure 12.3: µ-LEED patterns of (a) RG [Vst ar t = 55 V] and (b) BLG [Vst ar t = 46
V].
ers of BLG on Ir(111), by means of LEED analysis. Indeed, while high energy
electrons (∼200 eV) probe several atomic layers, lowering electron energy can
strongly enhance the surface sensitivity. In particular LEED patterns acquired
with electron energies of∼40-50 eV are sensitive exclusively to the two top-most
atomic layers, i.e., for the case of BLG, only to the two graphene layers. Following
this approach, the pattern visible in Figure 12.3b suggests the presence a twis-
ted BLG. However, for a clear assignment, further measurements are required,
in order to directly prove the stacking of BLG layers.
Figure 12.4a shows the momentum distribution curve (MDC) through one of
the K points along a plane normal to Γ-K, acquired on an extended BLG region,
by means of microprobe angle-resolved photoelectron spectroscopy (µ-ARPES).
The graphene pi-band shows a linear dispersion and crosses around EF , indicat-
Figure 12.4: (a) µ-ARPES momentum distribution curves acquired at 450 ◦C [hν
= 40 eV]. (b-c) High-resolution STM images acquired at RT, showing (b) the su-
perlattice periodicity [V= 500 mV, I = 0.3 nA] and (c) a point defect [V = -10 mV, I
= 15 nA].
ing that the graphene bottom-layer efficently screens the effect of the Ni sub-
strate, as reported for BLG/Ru(0001). 87 At the same time, the observed band
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structure slightly deviates from the free-standing graphene one. Indeed, the
lower cone appears to be down-shifted in energy of about 0.4 eV, and, close to
EF , it is possible to distinguish features arising from the upper cone. Surpris-
ingly, no replicas of the pi-bands are present in the MDC of Figure 12.4a. These
features have been observed for graphene on SiC(0001), due to final state diffrac-
tion by a (6
p
3×6p3) R30◦ reconstructed interfacial layer. 25,199 This discrepancy
calls for a deeper investigation of the electronic dispersion of BLG on Ni(111).
While the overall band down-shift can be ascribed to a doping of the graphene
top-layer, questions arise on a possible small band-gap opening (<150 meV). In-
deed, the periodic potential modulation, evident from the high-resolution STM
image in Figure 12.4b, has been predicted to open a band-gap in single-layer
graphene. 188,200 Despite this interesting possibility, the limited energy resolu-
tion of our measurements hinders from giving a clear evidence of a band-gap
presence.
A point defect in the top BLG layer is shown in Figure 12.4c, revealing a broad
protrusion and a complex pattern on the surrounding graphene region, due to
the backscattering of electron wave functions at individual point defects, as re-
ported for ion-irradiared HOPG. 201 This evidence further proofs the free-standing
character of the BLG top layer.
12.3 Summary
In summary, we investigated the formation of BLG on Ni(111) combining scan-
ning probe microscopy and spectro-microscopy techniques. We revealed the
possibility to exploit the lattice match between graphene and Ni(111) to steer
the formation of an additional Gr layer underneath the RG regions only. This
approach allows decoupling the graphene top layer from the substrate, provid-





In this thesis, we provided a complete characterization of the graphene/Ni(111)
system, investigating morphologies and electronic properties, from the nano to
the meso-scale, and following the growth process, with a time resolution down
to few ms. This has been possible through an in situ and in operando approach,
combining STM, XPS and cathode-lens spectro-microscopy, with ab-initio cal-
culations.
In Chapter 6, we investigated the different possible graphene adsorption struc-
tures. First, the coexistence of three chemisorbed EG geometries (top-fcc, top-
hcp and top-bridge) was revealed by means of high-resolution STM measure-
ments and DFT calculations, finding top-fcc as the statistically most abundant
configuration. Then, also rotated graphene domains were described. A statist-
ical analysis of the related LEED patterns unveiled preferential orientations of
the graphene flakes with respect to the underlying substrate. We reported also
the formation of Ni carbide patches upon cooling to RT underneath RG regions
only, ascribing this phenomenon to a different interaction with the substrate.
Once described the morphology of all the observed graphene phases, we presen-
ted in Chapter 7 their detailed spectroscopic characterization. This approach
revealed similar electronic structures for EG and RG, despite the different match
with the Ni substrate. Conversely, the presence of the carbide layer underneath
RG, acting as a buffer layer, efficiently restores graphene semi-metal nature. Con-
trolling the formation/dissolution of the carbide layer under RG domains, by
changing the sample temperature, we devised a strategy to tune the graphene-
metal coupling.
Based on these findings, which provided specific fingerprints for the identific-
ation of each graphene structure, in Chapter 8 we applied in situ STM and XPS
for the investigation of the CVD graphene growth mechanisms. In a temper-
ature range between 400 and 500 ◦C and upon ethylene exposure, we initially
observed the formation of a Ni2C surface layer, which is gradually converted
into epitaxial graphene, via two different mechanisms. Conversely, above 500
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◦C the surface carbide coverage is strongly reduced, with graphene growing dir-
ectly on Ni terraces by a replacement mechanism, which yields both epitaxial
and rotated graphene domains. Furthermore, we observed that the dominant
graphene growth mechanism critically depends also on the near-surface carbon
concentration. Indeed, for a C contaminated subsurface, as soon as the temper-
ature is increased, before hydrocarbon exposure, graphene seeds nucleate on
the Ni surface and expand, fed by C atoms from the subsurface reservoir, lead-
ing to the formation of a complete, mainly epitaxial monolayer over the whole
temperature range.
In order to unveil the details of the latter growth process, in Chapter 9, we in-
vestigated the edge structure of EG islands, both during growth and after cooling
down to RT. First, we clarified how the presence of the Ni(111) substrate breaks
the symmetry of the graphene edges. Then, by means of high-speed STM, we in-
vestigated the edge structure during growth, identifying z and k configurations.
Atom-resolved images acquired after cooling to RT, revealed major changes in
the edges appearance. This fact has been interpreted as the result of different
edge passivations: while during growth the edges are passivated by the sub-
strate, as revealed by the structural bending, upon cooling to RT the terminal C
atoms are hydrogenated. The presence of hydrogen not only breaks the bond of
C atoms with the substrate, but also induces a reconstruction along the k edge.
Then, after having identified the edge terminations during the growth process,
in Chapter 10 we moved one step further, exploiting the video-rate STM capab-
ility of the FAST module to investigate the mechanisms of C attachment. The
most striking feature is that the growth proceeds via the propagation of well-
defined kink structures. Interestingly, we revealed a correlation between carbon
attachment events and the presence of Ni adatoms at the kink site, highlighting
their important catalytic role. From extended time-series, an important differ-
ence between z and k in the average kink propagation velocity along the edge
has been found. This observation pointed out a different overall energy barrier
for C attachment in the two edge configurations, which might play an important
role in shaping graphene islands.
In Chapter 11, we studied intrinsic defects in EG, by means of high-resolution
STM and DFT calculations. This approach allowed identifying several defective
structures. While the strong C-Ni interaction drives the trapping of Ni adatoms
inside the graphene network during the growth, resulting in the formation of
stable structures characterized by substitutional Ni (0D), the co-existence of dif-
ferent graphene adsorption geometries, discussed in Chapter 6, leads to grain
boundaries (1D), or to gradual in-plane compression or distortion of the graph-
ene rings (2D).
Finally, in Chapter, 12, we addressed questions regarding the formation of multi-
layer graphene. In particular, the growth and the electronic properties of bi-layer
graphene (BLG) were investigated, showing how the formation of the second
layer occurs underneath the RG regions only, similarly to what has been reported
in Chapter 7 for Ni2C precipitation. Band structure mapping revealed the free-
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standing character of the BLG top layer. Despite our LEED and STM measure-
ments suggest a twist between the two graphene layers, further measurements
are required in order to directly prove the stacking of the BLG layers.
In conclusion, the work presented in this thesis allowed us to correlate CVD
parameters, easily controllable during the synthesis process, with the formation
on the model Ni(111) surface of graphene layers where grains with specific prop-
erties dominate (e.g. aligned/rotated, coupled/decoupled, MLG/BLG). This rep-
resents an important step towards a deeper knowledge of technologically relev-
ant surface processes, such as CVD graphene growth on Ni surfaces. In order
to extend the relevance of this work, attempts to bridge the so-called material
gap are first of all required. Preliminary studies on poly-crystalline foils have
already shown how most of the results obtained so far are important also for
substrates commonly used for the industrial production. Another limitation
commonly considered when transferring results from model to real systems is
the so-called pressure gap. Actually, the experimental conditions used in our
studies of the growth process are not far from the ones employed in LP-CVD (i.e.
∼ 10−5 mbar), allowing to extend the knowledge to real systems without major
concerns. However, another important aspect needs to be consider, that is the
environment-induced effect on the as-grown CVD graphene layer. To verify the
impact of the exposure of CVD graphene to high pressure of gases (e.g. CO, H2O,
O2, etc...), thus trying to shed light on environmental issues, a high pressure cell
has been recently integrated into the STM setup, offering the possibility to ex-
pose the sample to a controlled gaseous environment up to 1 bar and, then, to








Unambiguous identification of the surface morphology in STM movies was based
on a careful height analysis.
The STM image in Figure A.1a shows a typical region of the surface where the
top-most Nickel layer (clean on the left) has partly converted into a Ni2C sur-
face carbide island (on the right). As displayed in the line profile, surface carbide
appears on average∼0.2 Å higher than the adjacent bare Ni(111) layer. In Figure
A.1b, the line profile measures, instead, the average height of a graphene island
grown on the Ni(111) substrate. Here the height is ∼1.35±0.1 Å. The image in
Figure A.1c has been extracted from Figure 8.2 of chapter 8 and shows the typ-
ical appearance of a carbide island that is converting in-plane to graphene. Here
graphene is∼0.8 Å lower than the coexisting carbide. Since the apparent Ni step
height in STM images is ∼1.95±0.1 Å, the measured height difference indicates
that graphene is co-planar with the surface carbide layer, as shown in the model
below the profile. The sketch below the model schematically displays expected
apparent heights in STM images and helps identifying the morphology.
In the image of Figure A.1d, two different graphene islands can be recognized.
The first one, labeled Gr (1), is apparently ∼0.8 Å lower then Ni2C (profile not
shown), as expected for in-plane graphene conversion. Conversely, Gr (2) is∼1.15
Å higher than the adjacent Ni2C region and ∼1.95 Å higher than Gr (1). These
height differences cannot account for a physisorbed graphene flake growing above
the surface carbide, which should be 1 Å higher than the measured values, as
predicted by Kozlov et al. 73 Indeed, in the paper by Jacobson et al. 9 , a region
where graphene is overlying a carbide island appears higher than a neighboring
epitaxial graphene region. The relative height measured in our images can only
be explained by identifying Gr (2) as a graphene flake grown on an additional Ni
atomic layer, as displayed in the model.
In Figure A.2a an EG region grown at 520◦C is imaged. The line profile shows that
the island is ∼0.6 Å lower than the encompassing terrace, which can be safely
identified as clean Ni as confirmed also by the fuzzy step-edge. Based on such
height difference, we can assert that the graphene island is embedded into the
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Figure A.1: Height analysis of C structures in typical STM images: (a) Ni2C island
(right) embedded in the top-nickel layer (left) [6×6 nm2, V = -10 mV, I = 1 nA];
(b) graphene island (top-right) grown on a Ni(111) terrace (bottom-left) [40×40
nm2, V = -600 mV, I = 0.4 nA]; (c) carbide region (left) during in-plane conver-
sion to graphene (right). Below the line profile, model of the topography of the
surface and scheme of the expected apparent height differences [25× 25 nm2,
V = -100 mV, I = 0.1 nA]; (d) Graphene island (labeled Gr (2)) expanding over the
region previously covered by nickel carbide. Below the line profile, model of the
surface at the Gr (2)/carbide interface and related scheme of expected apparent
height differences [15×15 nm2, V = -250 mV, I = 0.5 nA].
Ni terrace as shown in the model and in the sketch of the related expected ap-
parent heights. Figure A.2b presents a similar height analysis on a RG domain.
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Figure A.2: Graphene growth above 500 ◦C: (a) height analysis of a typical em-
bedded epitaxial graphene island imaged at 520 ◦C, model of the topography
and sketch of the expected apparent height differences [50× 50 nm2, V = -500
mV, I = 0.5 nA]; (b) height analysis of an embedded moiré domain [25×25 nm2,
V = -800 mV, I = 0.3 nA; (c) atomic resolution image of a domain boundary prov-
ing the rotation of the graphene network in the moiré region [6×6 nm2, V = -300
mV, I = 0.5 nA].
As for the island imaged in Figure A.2a, also in this case the height difference
with respect to the Ni substrate indicates that RG grows embedded into the Ni
top-most layer. The atomically resolved STM image in Figure A.2c evidences the
lattice rotation of RG compared to EG.
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CVD Chemical Vapour Deposition
DAC Digital-to-Analog Converter
DF Dark Field
DFT Density Functional Theory
EG Epitaxial Graphene
FAST Fast Acquisition of SPM Time-series
FFT Fast Fourier Transform
FPGA Full Programmable Gate Array
GGA Generalized Gradient Approximation
HRTEM High-Resolution Transmission Electron Microscopy
ILDOS Integrated Local Density Of States
k Klein
LDA Local Density Approximation
119
120
LDOS Local Density Of States
LEED Low Energy Electron Diffraction
LEEM Low Energy Electron Microscopy
MDC Momentum Distribution Curves
MLG Mono-Layer Graphene
PEEM PhotoEmission Electron Microscopy
PBN Pyrolitic-Boron Nitride
RG Rotated Graphene
RGC Rotated Graphene on Carbide
RGA Residual Gas Analyzer
rk Reconstructed Klein
RT Room Temperature
SPELEEM Spectroscopic Photo-Emission and Low Energy Electron
Microscope
STM Scanning Tunneling Microscopy
UHV Ultra High Vacuum
VT-STM Variable Temperature Scanning Tunneling Microscope
XAS X-ray Absorption Spectroscopy
XPEEM X-rays PhotoEmission Electron Microscopy
XPS X-ray Photoemission Spectroscopy
z zigzag
