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Re´sume´ – Le pre´sent article traite de la de´tection d’une combinaison line´aire de signaux monofre´quentiels noye´e dans un bruit
large bande, dans le cas ou` leur fre´quence n’est connue qu’approximativement. Nous de´montrons que les de´viations de fre´quence
provoquent un e´largissement du sous-espace signal. Son expression analytique nous permet de construire une base adapte´e de ce
sous-espace e´largi que nous utilisons pour robustifier le test de de´tection du rapport de vraisemblance ge´ne´ralise´ (GLRT). Les
performances de la me´thode propose´e sont illustre´es par des re´sultats nume´riques.
Abstract – In this paper we consider the problem of detection of linearly combined single frequency signals in the presence of
a broadband noise in the case where the signal frequencies are not perfectly known. We show that frequency deviations produce
a spread of the signal subspace. This analytical result is used to construct a matched basis of the extended subspace that we use
to robustify the generalised likelihood ratio test (GLRT). The performance of the proposed method is illustrated by numerical
results.
1 Introduction
La de´tection d’un signal dont la signature n’est pas par-
faitement connue en pre´sence d’un bruit large bande est un
proble`me d’inte´reˆt que l’on retrouve dans de nombreuses
applications. En radar ou sonar, la forme d’onde re´fle´chie
par la cible peut diffe´rer de la forme connue de l’onde e´mise
pour de multiples raisons (capteur ou re´seau d’antennes
mal calibre´, de´fauts de chaˆıne de re´ception, diffraction lo-
cale, ...) [1, 2, 3]. En te´le´communications, la signature du
signal a` la re´ception peut avoir subi des modifications dues
aux effets de la distortion du canal de propagation [4].
Chaque fois que la signature du signal a` de´tecter est dif-
fe´rente de celle pre´sume´e, les performances du de´tecteur
adapte´ peuvent se de´grader de fac¸on importante. Il est
alors ne´cessaire de robustifier la de´tection pour re´duire la
sensibilite´ vis-a`-vis des e´carts entre les situations nominale
et re´elle.
Nous nous inte´ressons ici plus particulie`rement a` la de´-
tection du cliquetis pour moteur automobile. Le signal
fourni par le capteur de cliquetis est constitue´ de quelques
re´sonances spe´cifiques au moteur que l’on veut de´tecter
pour appliquer ensuite une correction a` l’allumage [5]. Les
fre´quences des re´sonances peuvent varier le´ge`rement d’un
moteur a` l’autre ou avec le vieillissement de celui-ci. Ces
variations sont difficiles a` pre´voir mais il est important de
les prendre en compte pour ne pas perdre en performance.
Cela nous ame`ne donc a` un proble`me de de´tection d’un
signal avec fre´quences biaise´es, ou` les biais sont inconnus.
D’un point de vue the´orique, la connaissance impre´cise
des fre´quences du signal cliquetis peut eˆtre compense´e par
une phase d’identification. Il serait en effet possible d’es-
timer les fre´quences en continu et d’appliquer ainsi une
me´thode de de´tection adaptative. Or, les contraintes sur
la charge calculatoire rendent cette option difficilement
exploitable sur les syste`mes re´els. De plus, lorsque l’on de´-
tecte la pre´sence du signal utile sur une grille de fre´quences
discre`tes, on aura une impre´cision fre´quentielle intrinse`que
due a` la discre´tisation [6]. Le besoin d’un de´tecteur robuste
qui tole`re des e´carts mode´re´s de fre´quence devient ne´ces-
saire. En outre, on peut espe´rer que le nouveau de´tecteur
soit e´galement robuste a` d’autres erreurs non mode´lise´es
car il fait moins d’hypothe`ses sur la forme exacte du signal
a` de´tecter qu’un de´tecteur totalement adapte´.
L’article se pre´sente comme suit. Dans la section 2 nous
introduisons le mode`le du signal utilise´ ainsi que le crite`re
de performance. Dans la section 3 nous calculons le sous-
espace engendre´ par la me´connaissance des fre´quences du
signal et le de´tecteur robuste associe´. Nous quantifions ces
re´sultats analytiques dans la section 4 avant de conclure
l’article par la section 5.
2 Position du proble`me
Etant donne´ un jeu de mesure x ∈ RN , on conside`re le
proble`me de la de´tection du signal utile deterministe par-
tiellement connu s˜ noye´ dans un bruit additif. Le de´tecteur
doit de´cider entre deux hypothe`ses :
H0 : x = n,
H1 : x = s˜+ n.
(1)
Le bruit n est suppose´ gaussien, de moyenne nulle et de
matrice de covariance σ2I. Le signal utile s˜ = [s˜(0), . . .




ap cos(2pif˜pt− φp). (2)
Les amplitudes ap est les phases φp sont suppose´es incon-
nues. Le nombre de re´sonances P et la variance du bruit
σ2 sont connus. On suppose connaˆıtre de plus les P fre´-
quences de re´sonance nominales fp. Les fre´quences re´elles
pre´sentes dans le signal utile f˜p sont inconnues mais ap-
partiennent chacune a` l’intervalle [fp−∆/2, fp+∆/2], ou`
∆ de´termine l’erreur maximale suppose´e sur les fre´quences
de re´sonance.
On utilise dans la suite la notation vectorielle s˜ = S˜a
avec
c˜p = [c˜p(0), . . . , c˜p(N − 1)]
T , c˜p(t) = cos(2pif˜pt),
s˜p = [s˜p(0), . . . , s˜p(N − 1)]
T , s˜p(t) = sin(2pif˜pt),
S˜ = [c˜1, s˜1, . . . , c˜P , s˜P ] (3)
et
Ap = ap cos(φp), Bp = ap sin(φp),
a = [A1, B1, . . . , AP , BP ]
T . (4)
Dans le cas non perturbe´ (f˜p = fp) nous noterons cp, sp et
S les vecteurs et matrice nominaux. Il sont donc connus,
contrairement a` (3). Dans ce cas, le signal s = s˜
∣∣
f˜p=fp
appartient au sous-espace 〈S〉 engendre´ par les colonnes
de la matrice S. Le logarithme du test de de´tection du















est alors uniforme´ment le plus puissant [7]. Nous avons
de´fini la matrice de projection sur le sous-espace signal
PS , S(STS)−1ST . Les performances du de´tecteur sont
mesure´es par l’interme´diaire des courbes ROC (angl. re-
ceiver operating characteristic) qui donnent la probabilite´
de de´tection Pd sous H1 en fonction de la probabilite´ de
fausse alarme Pfa sous H0. Dans notre cas, les biais incon-
nus sur les fre´quences vont provoquer une de´gradation de
Pd pour une Pfa donne´e. Notre objectif est de construire
un de´tecteur robuste en vue de minimiser cette de´grada-
tion.
3 Sous-espace e´largi
Lorsque les fre´quences du signal utile ne sont pas con-
nues exactement, on note δfp = f˜p − fp l’e´cart de fre´-
quence. Il serait the´oriquement possible de traiter les e´carts
δfp comme des parame`tres de´terministes inconnus supple´-
mentaires et de construire un nouveau test du rapport de
vraisemblance ge´ne´ralise´. Or, nous avons e´voque´ dans l’in-
troduction quelques limites concernant l’estimation de fre´-
quence. Une autre approche, de´crite dans [8], est de suppo-
ser la matrice S˜ ale´atoire et de construire un estimateur
du vecteur amplitude a adapte´, avec recours a` un algo-
rithme nume´rique. Cependant, nous allons montrer que
l’impre´cision sur les fre´quences produit un e´largissement
du sous-espace signal 〈S〉 que l’on peut prendre en compte
pour modifier le test (5). On retrouve une de´marche si-
milaire dans [9, 6] ou` la base du sous-espace e´largi est
construite soit sur les vecteurs propres principaux de la
matrice E[s˜s˜T ] soit sur un ensemble de fre´quences e´qui-
distantes couvrant un intervalle spe´cifie´. Contrairement a`
cette approche, nous de´veloppons une base spe´cialement
adapte´e au cas des fre´quences biaise´es.
Conside´rons les colonnes de la matrice S comme fonc-
tions de fre´quence : cp = cp(fp), sp = sp(fp). En sup-
posant que les de´viations δfp soient petites devant fp, le
de´veloppement limite´ a` l’ordre R donne






















Si l’on de´finit le vecteur temps t = [0, . . . , N − 1]T et ses
puissances tr = [0r, . . . , (N − 1)r]T et on note par « ⊙ »










2 (2pi)rtr ⊙ sp ; r impair,
(−1)
r










2 (2pi)rtr ⊙ cp ; r impair,
(−1)
r
2 (2pi)rtr ⊙ sp ; r pair.
(9)
On constate alors que les colonnes de la matrice S˜ et donc
le signal s˜ peuvent se de´composer approximativement sur
une base e´largie [10]
[c1, s1, . . . , cP , sP , t⊙ c1, t⊙ s1, . . . , t⊙ cP , t⊙ sP , . . .
. . . , tR ⊙ c1, t
R ⊙ s1, . . . , t
R ⊙ cP , t
R ⊙ sP ] , SR. (10)
Cette approximation peut s’e´crire simplement de manie`re
e´quivalente : 〈S˜〉 ≈ 〈SR〉. Le nouveau test de vraisem-
blance ge´ne´ralise´ utilise par conse´quent le projecteur sur

















Le nume´rateur de notre de´tecteur robuste (11) est un es-
timateur de l’e´nergie de s˜. Il permet ainsi de re´cupe´rer la
part du signal s− s˜ qui serait perdue par le de´tecteur clas-
sique (5). L’e´largissement du sous-espace signal s’accom-
pagne e´galement d’une augmentation de la projection du
bruit seul provoquant ainsi une augmentation de la Pfa. Le
choix de la taille du sous-espace signal a donc une influence
directe sur les performances du de´tecteur robuste. Choisir
un ordre R trop faible met en de´faut la robustesse. Choi-
sir un R trop grand de´te´riore e´galement les performances.
Nous allons pre´ciser dans la suite le choix de l’ordre R ap-
proprie´ en fonction du rapport signal a` bruit et de l’erreur
maximale suppose´e sur les fre´quences.
Le test de de´tection (11) est une forme quadratique is-
sue du vecteur x de variables ale´atoires gaussiennes qui
est de moyenne nulle sous H0 et de moyenne s˜ sous H1.
La densite´ de probabilite´ de LR(x) est une fonction χ
2 a`
2P (R+1) degre´s de liberte´, centre´e sousH0 et non centre´e












Les performances de de´tection sont alors
Pfa(γR) = Pr[LR(x;H0) > γR] = Qχ2
2P (R+1)
(0)(γR), (14)
Pd(γR) = Pr[LR(x;H1) > γR] = Qχ2
2P (R+1)
(λR)(γR), (15)
ou` QL (γ) est la fonction de re´partition comple´mentaire
associe´e a` la loi L . Notons que les e´quations (14,15) de´-
crivent e´galement les performances du de´tecteur (5) en
prenant R = 0 et donc PSR = PS.
4 Applications nume´riques
Pour illustrer la robustesse de la me´thode de de´tection
propose´e et choisir une taille du sous-espace e´largi (R)
adapte´e au proble`me pose´, nous pre´sentons dans cette sec-
tion quelques re´sultats nume´riques. Le signal utile de test
contient 3 re´sonances dont les fre´quences nominales valent
f1 = 0.126, f2 = 0.234, f3 = 0.317. La longueur du signal
est de N = 100 e´chantillons. Les amplitudes ap et les
phases φp qui sont conside´re´es comme inconnues dans le
test de de´tection, ont e´te´ ge´ne´re´es de manie`re ale´atoire,
uniforme´ment re´parties entre [−1, 1] et [0, 2pi] respective-
ment. Il en est de meˆme pour les de´viations de fre´quence
δp, re´parties entre [−∆/2,∆/2]. Les courbes affiche´es dans
la suite sont les performances moyennes issues des simu-
lations Monte Carlo.
Nous comparons les diffe´rents ordres d’e´largissement du
sous-espace 〈S〉 en faisant varier le parame`tre R de 0 a` 3.
Le seuil γR n’apparaˆıt pas de manie`re explicite comme
parame`tre du proble`me mais sert pour spe´cifier les diffe´-
rents points (Pfa, Pd) de la courbe ROC selon les e´qua-
tions (14,15). Les parame`tres restants sont la largeur d’in-
tervalles fre´quentiels ∆ et le rapport signal a` bruit (RSB)
qui de´termine la variance du bruit σ2. Pour re´sumer, nous
e´tudions la probabilite´ de de´tection en fonction de quatre
parame`tres : Pd = Pd(Pfa, R,RSB,∆). Le de´tecteur non
robuste (5) est repre´sente´ en trait continu gras. Le de´tec-
teur clairvoyant (∆ = 0, R = 0) est e´galement repre´sente´
pour e´valuer la perte de performance lie´e a` la me´connais-
sance des fre´quences.
Sur la figure 1, nous avons fixe´ le RSB et ∆ pour tracer
les courbes ROC. La valeur ∆ = 1/N a e´te´ choisie car elle
correspond a` la re´solution fre´quentielle d’une transforme´e
de Fourier rapide (FFT) sur N points. En effet, si les va-
leurs nominales fp ne sont pas connues a priori et qu’on




















Fig. 1 – Courbes ROC, RSB=-2 dB, ∆ = 1/N .
les estime en utilisant la FFT, on aura une incertitude de
∆ = 1/N sur les valeurs estime´es. On constate que l’ordre
optimal est R = 1. Comparant les trois autres ordres R,
on s’aperc¸oit que si un taux de fausse alarme tre`s bas est
exige´, il convient de restreindre le sous-espace (R = 0)
pour limiter la pe´ne´tration du bruit dans l’estimateur de
l’e´nergie du signal utile xTPSRx. A l’autre extre´mite´ de
l’axe Pfa, le de´tecteur utilisant R = 0 est en dessous des
autres car si plus de fausses alarmes sont tole´re´es, il est
mieux d’e´largir le sous-espace pour eˆtre suˆr d’inclure tout
le signal utile. Nous avons e´galement compare´ notre de´-
tecteur a` celui ou` le sous-espace e´largi est calcule´ a` partir
des vecteurs propres principaux de la matrice E[s˜s˜T ]. Pour
ce dernier, nous avons retenu 2P (R+1) vecteurs propres,
c’est-a`-dire le nombre e´gal au rang de la matrice SR. Les
courbes ROC des deux de´tecteurs sont tre`s proches pour
toutes les valeurs de R mais la diffe´rence importante en fa-
veur du de´tecteur pre´sente´ est le fait qu’il ne ne´cessite pas
de de´composition propre qui est une ope´ration couˆteuse.
La figure 2 est une de´coupe dans la direction du RSB,
ou` nous avons fixe´ les valeurs de Pfa et de ∆. Elle montre
que l’ordre R = 1 reste optimal pratiquement pour toutes
les valeurs du RSB teste´es. Le de´tecteur non robuste est
optimal uniquement pour faibles RSB, quand il permet
de mieux rejeter le bruit. De`s que le signal utile (s’il est
pre´sent) est a` quelques dB en dessous du bruit ou plus im-
portant, l’e´largissement du sous-espace devient be´ne´fique.
Lorsque l’impre´cision fre´quentielle ∆ augmente bien au
de´la` de 1/N , le de´tecteur associe´ a` l’ordre R = 1 ne
peut plus maintenir les performances optimales. Il faut par
conse´quent e´largir d’avantage le sous-espace signal pour
pre´server la robustesse. Cette situation peut surgir par
exemple quand on n’a pas la possibilite´ d’estimer les fre´-
quences fp de chaque mesure x par la FFT pour garan-
tir une erreur ∆ = 1/N . De l’autre coˆte´, si l’impre´cision
est assez faible (par exemple quand on estime les fp par
zero padding dans la FFT), le de´tecteur non robustifie´ se
montre optimal. La figure 3 de´crit la performance du de´-
tecteur robuste en fonction de l’erreur maximale sur les























Fig. 2 – Probabilite´ de de´tection en fonction du rapport
signal a` bruit, Pfa = 10
−6, ∆ = 1/N .
fre´quences pour des valeurs fixes de Pfa et du RSB. Le
re´sultat attendu est que plus l’ordre R est e´leve´, plus im-
portantes peuvent eˆtre les de´viations δfp, au de´triment de
la performance dans le cas non-perturbe´.
5 Conclusions
Nous pre´sentons ici une me´thode robuste de de´tection
d’une somme de sinuso¨ıdes dont les fre´quences ne sont pas
parfaitement connues en pre´sence d’un bruit additif large
bande. La me´thode repose sur un e´largissement du sous-
espace signal base´ sur un de´veloppement de Taylor de la
signature fre´quentielle autour des fre´quences nominales.
Les performances de ce nouveau de´tecteur robuste, ex-
prime´es en terme de probabilite´ de de´tection, sont donne´es
en fonction de la probabilite´ de fausse alarme, de l’ordre
d’e´largissement du sous-espace signal, du rapport signal a`
bruit et de l’erreur maximale sur les fre´quences. Le nombre
de parame`tres e´tant important, nous avons analyse´ l’in-
fluence de chacun sur la performance du de´tecteur graˆce
a` des simulations nume´riques. Les re´sultats montrent en
particulier que l’erreur intrinse`que sur les fre´quences lie´e
a` la discre´tisation de la FFT peut eˆtre minimise´e par le
choix du de´tecteur robuste base´ sur un e´largissement du
sous-espace signal de premier ordre.
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