Untersuchungen zum Physikpotential und zur Detektorentwicklung für den ILC by Ohlerich, Martin
Investigations of the Physics Potential and
Detector Development for the ILC
Von der Fakultät für Mathematik, Naturwissenschaften und Informatik
der Brandenburgischen Technischen Universität Cottbus
zur Erlangung des akademischen Grades
Doktor der Naturwissenschaften
(Dr. rer. nat.)
genehmigte Dissertation
vorgelegt von
Diplom-Physiker
Martin Ohlerich
geboren am 2. September 1977 in Cottbus
Gutachter: Prof. Dr. Wolfgang Lohmann
Gutachter: Prof. Dr. Joachim Mnich
Gutachter: Prof. Dr. Jürgen Reif
Tag der mündlichen Prüfung: 2. Februar 2010

Selbständigkeitserklärung
Hiermit versichere ich, dass ich die vorliegende Arbeit selbständig und nur unter Verwen-
dung der angegebenen Quellen und Hilfsmittel angefertigt habe.
München, den 02.08.2009
Martin Ohlerich

Erklärung über frühere
Promotionsanträge
Hiermit versichere ich, dass ich bisher noch keinen Antrag für ein Promotionsverfahren
eingereicht habe.
München, den 02.08.2009
Martin Ohlerich

Contents
Abbreviations v
Symbols vi
Abstract 1
Kurzfassung 3
1 Introduction to High-Energy Physics 5
1.1 The Standard Model of Elementary Particles . . . . . . . . . . . . . . . . . 5
1.1.1 Historical Flashback . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.1.2 The Basic Constituents of Matter . . . . . . . . . . . . . . . . . . . 7
1.1.3 The Dynamics of the Elementary Particles . . . . . . . . . . . . . . 10
1.1.4 The Standard Model and the Combination of Weak and Electromag-
netic Interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.1.5 The Proﬁle of the Higgs Boson and Limits on its Mass . . . . . . . 18
1.1.6 The Mass and the Limits of the Standard Model . . . . . . . . . . 20
1.2 Detection of Elementary Particles and Measurement of their Properties . . 24
1.2.1 Interaction of High-Energetic Particles with Matter . . . . . . . . . 24
1.2.2 Stopping Power and Energy Loss Straggling . . . . . . . . . . . . . 27
1.2.3 Showers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
1.2.4 Detector Technologies . . . . . . . . . . . . . . . . . . . . . . . . . 36
1.2.5 Collider Experiments . . . . . . . . . . . . . . . . . . . . . . . . . 42
2 The International Linear Collider 45
2.1 Physics Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.2 General Properties of the ILC . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.2.1 Machine Setup and Parameters . . . . . . . . . . . . . . . . . . . . 46
2.2.2 Beam-Beam Interaction: Pinch Eﬀect and Beamstrahlung . . . . . 48
2.3 The ILC Detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.4 The Sub-detectors in the Forward Region . . . . . . . . . . . . . . . . . . 52
2.5 BeamCal Requirements and Design . . . . . . . . . . . . . . . . . . . . . 55
i
3 Reconstruction Performance Studies 59
3.1 Simulation and Reconstruction Software Tools . . . . . . . . . . . . . . . . 59
3.2 Track Reconstruction Performance Studies . . . . . . . . . . . . . . . . . . 62
3.3 Particle Identiﬁcation Studies . . . . . . . . . . . . . . . . . . . . . . . . . 67
4 The Proﬁle of the Higgs Particle  A Major Physics Case of the ILC 81
4.1 The Higgs-Strahlung Process and the Recoil Technique . . . . . . . . . . . 82
4.1.1 The Kinematics of the Higgs-Strahlung Process . . . . . . . . . . . 82
4.1.2 Cross-Section of the Higgs-Strahlung Process . . . . . . . . . . . . . 83
4.1.3 The Reconstruction of the Higgs-Strahlung Process . . . . . . . . . 84
4.1.4 Physical and Experimental Impacts on the Recoil Mass . . . . . . . 86
4.1.5 Determination of the Higgs Boson Pole Mass from the Recoil Mass
Distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.1.6 Determination of the Higgs-Strahlung Cross-Section . . . . . . . . . 96
4.1.7 Optimization Study for Precision Measurements . . . . . . . . . . . 97
4.2 Higgs-Recoil Mass Analysis under realistic Conditions . . . . . . . . . . . . 99
4.2.1 Search for the Leptons from the Z Boson Decay . . . . . . . . . . . 102
4.2.2 Background Processes . . . . . . . . . . . . . . . . . . . . . . . . . 103
4.2.3 Signal-Background Separation . . . . . . . . . . . . . . . . . . . . . 105
4.2.4 Signal Selection Eﬃciency . . . . . . . . . . . . . . . . . . . . . . . 110
4.2.5 Higgs-strahlung Cross-Section and the Higgs Boson Pole Mass . . . 113
4.2.6 A heavier Higgs Boson . . . . . . . . . . . . . . . . . . . . . . . . . 116
5 Radiation-Hard Sensors for the BeamCal 119
5.1 Solid State Ionization Chambers . . . . . . . . . . . . . . . . . . . . . . . 119
5.1.1 Working Principle . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
5.1.2 Requirements for Sensors in Major Applications . . . . . . . . . . . 123
5.1.3 Characterization of Sensors and Charge Collection Distance . . . . 124
5.1.4 Investigated Materials . . . . . . . . . . . . . . . . . . . . . . . . . 128
5.2 Testbeam Irradiation and Measurements . . . . . . . . . . . . . . . . . . . 130
5.2.1 Description of the Testbeam Experiment . . . . . . . . . . . . . . . 130
5.2.2 Dose Calculation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
5.2.3 Results of the Testbeam Experiment . . . . . . . . . . . . . . . . . 131
5.3 Model for the Description of the Sensor Behavior . . . . . . . . . . . . . . 140
5.3.1 Basics of Semiconductor Physics . . . . . . . . . . . . . . . . . . . 141
5.3.2 Drift-Diﬀusion Model . . . . . . . . . . . . . . . . . . . . . . . . . 143
5.3.3 Reﬁning the Understanding of the Charge Collection Distance . . . 150
5.3.4 Radiation Damage . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
5.3.5 Pumping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
5.3.6 Thermally Stimulated Current . . . . . . . . . . . . . . . . . . . . 165
5.3.7 Polarization Eﬀects in scCVD Diamond . . . . . . . . . . . . . . . . 172
ii
6 Summary 181
6.1 The Proﬁle of the Higgs Particle . . . . . . . . . . . . . . . . . . . . . . . 181
6.2 Radiation-Hard Sensors for BeamCal . . . . . . . . . . . . . . . . . . . . 182
Acknowledgement 185
A Probabilistic Method for Case Distinction 187
A.1 One Variable . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
A.2 More Variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
A.3 Notes for Application . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
B Documentation of Pfoid 191
B.1 Usage of the Processors . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
B.1.1 Pfoid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
B.1.2 CreatePDFs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
B.2 Description of the PDF Class Hierarchy . . . . . . . . . . . . . . . . . . . 193
C Kinematic of the Higgs-Strahlung Process 197
C.1 Relation between Z Boson and Lepton Momenta . . . . . . . . . . . . . . . 197
C.2 Momentum Parametrizations and Relations . . . . . . . . . . . . . . . . . 199
C.3 Summary of Event-speciﬁc Variables . . . . . . . . . . . . . . . . . . . . . 200
D Properties of the Gauss-Landau Convolution 203
E The Charge Collection Distance 205
E.1 The CCD in Terms of a mean drift distance . . . . . . . . . . . . . . . . . 205
E.2 Mathematical Properties of the CCE . . . . . . . . . . . . . . . . . . . . . 206
Bibliography 222
Index 223
iii

Abbreviations
ADC Analog-to-Digital Converter
BeamCal Beam Calorimeter
CCD Charge Collection Distance
CCE Charge Collection Eﬃciency
cms Center-of-Mass System
CVD Chemical Vapor Deposition
DALINAC Darmstadt Linear Accelerator
ECAL Electromagnetic Calorimeter
FSR Final State Radiation
FTD Forward Tracking Discs
Geant Geometry and Tracking Software Package
HCAL Hadronic Calorimeter
ILC International Linear Collider
IP Interaction Point
ISR Initial State Radiation
LC Linear Collider
LCIO Linear Collider Input/Output
LDC Large Detector Concept
LEP Large Electron Positron Collider
LHC Large Hadron Collider
LumiCal Luminosity Calorimeter
Marlin Modular Analysis and Reconstruction for the Linear Collider
MC Monte-Carlo
MIP Minimal Ionizing Particle
MPV Most Probably Value
MVA Multivariate Analysis
pcCVD Polycrystalline CVD
PDF Probability Density Function
scCVD single crystal CVD
SIT Silicon Intermediate Tracker
SNR Signal-to-Noise Ratio
TPC Time Projection Chamber
UV Ultra-violet
v
Symbols
Physical Constants
c Speed of light, c = 299792458 m/s
e Elementary charge, e = 1.602 · 10−19 C
~ Planck constant divided by 2pi, ~ = 1.055 · 10−34 Js
kB Boltzmann constant, kB = 1.381 · 10−23 J/K
me Electron mass, me = 511 keV
re Classical electron radius, re = 2.818 · 10−15 m
GF Fermi coupling constant, GF = 1.166 · 10−5 GeV−2
NA Avogadro constant, NA = 6.022 · 1023 mole−1
ε0 Vacuum permittivity, ε0 = 8.854 · 10−12 F/m
α Fine-structure constant, α = e
2
4piε0~c ≈ 1137
ϑW Weak mixing angle, sin2 ϑW = 0.231
MZ pole Mass of the Z boson, MZ = 91.2 GeV
ΓZ Decay width of the Z boson, ΓZ = 2.4952 GeV
MW pole Mass of the W boson, MW = 80.4 GeV
Mh pole Mass of the Higgs boson, e.g. Mh = 120 GeV
Γh Decay width of the Higgs boson
Elementary Particles
e± electron, positron
µ± muon, antimuon
τ± tauon, antitauon
νe,µ,τ neutrinos
u, d, s, c, b, t quarks: up, down, strange, charm, bottom, top
W±, Z weak gauge bosons
γ photon
τ˜± stau (SUSY particle)
χ0 neutralino (SUSY particle)
vi
General Symbols
ce Trapping speed
dhit−track Shortest distance between a hit and a track
ds Sensor thickness
d0 Radial impact parameter (track parameter)
f General function
g, g′ Coupling constants
je,h Current densities for electrons and holes
m Rest mass
meff Eﬀective mass
mh, mZ Higgs and Z boson Lorentz invariant mass, Breit-Wigner distributed around
the pole mass
m` Lepton mass
mdi−lepton reconstructed di-lepton mass
mrecoil reconstructed recoil mass
n Density of electrons in the conduction band
ni Intrinsic free charge carrier density in the solid
nA Atom density
nS, niS Scattering center densities
nT Density of ﬁlled traps
n0 Stationary density of free charge carriers
p Density of holes in the valence band, Energy-momentum vector (pZ , ph, . . .)
p⊥ Transverse momentum
q general charge
r Recombination speed
rS Interaction rate per unit volume√
s Center-of-mass energy
tdrift Drift time
v Speed; Vacuum amplitude of the Higgs ﬁeld, Chapter 1
vdrift Drift speed
ve,hth Thermal speed for electrons and holes
y Normalized mean drift length, y = λ/ds
z0 Longitudinal impact parameter (track parameter)
A Atomic mass
Abeam Beam spot area
As Electrode area of a sensor
Aµ, Bµ, W iµ Vector ﬁelds (Spin 1)
B Magnetic ﬁeld
B(X) Branching fraction for decay X
D Dose
D Density of states
De,h Diﬀusion constants for electrons and holes
vii
E Energy
EF Fermi energy level
EC, EV Conduction and valence band edges
Edep Deposited energy
Egap Energy band gap
Etotal Total cluster energy
EECAL ECAL cluster energy
EHCAL HCAL cluster energy
ET Trap energy level
EZ Z boson energy
E Electric ﬁeld
F Force
G Gaussian distribution
Ge,h Generation rates for electrons and holes
GL Gauss-Landau convolution
I Ionization potential
Ibeam Beam current
Idark Dark current
Is Sensor current
IFC Faraday cup current
ITSC Thermally stimulated current
L Luminosity
L Integrated luminosity; Landau distribution
Lh Likelihood function
L0, Lφ Lagrangian
N number, e.g. number of bunch particles
Neh Averaged number of electron-hole pairs created per µm and per particle
NB, NaB Total and accepted number of background events
NC, NV Eﬀective density of states in the conduction and valence band, respectively
NS, NaS Total and accepted number of signal events
NT Defect/Trap density
P Probability
Q electric Charge
Qcoll Collected charge
Qind Induced charge
R Radius of curvature
Rc Correction factor for dose calculation
Re,h Recombination rates for electrons and holes
RM Moliére radius
S Action functional, Chapter 1; Signiﬁcance, Chapter 4
T transferred energy in a single collision; Temperature, Chapter 5
U Externally applied voltage
V (φ) Spin-zero ﬁeld potential
viii
X0 Radiation length
Z Atomic number
Greek letters
αacoll acollinearity
β Speed normalized to the speed of light, β = v/c
γ Relativistic factor, γ2 = (1− β2)−1
ε Relative permittivity
εS Signal selection eﬃciency
cluster cluster = (1− ex), where ex is excentricity of an ellipsoid
εdep Energy deposited per particle
εeh Electron-hole pair creation energy
ηeh Most probable number of electron-hole pairs created per µm and per particle
ηµν Metric tensor
ϑ Polar angle
λ Higgs self-coupling strength, Chapter 1 and 4; Mean drift length, Chapter 5
µ Mean value of a Gaussian distribution; Mobility; Mass parameter in the Higgs
potential, Chapter 1
µp Pedestal mean value
µ0 Low-ﬁeld mobility
µe,h Mobility for electrons or holes
pi(x) Probability density function of quantity x
ρ Mass density
% Charge of an empty trap
σ Cross-section (general)
σcond Conductivity
σeh Cross-section for electron-hole pair creation
σe Cross-section for exciting an electron from a trap to the conduction band
σG, σp Noise and pedestal standard deviation
σhZ Higgs-strahlung cross-section
σL Scale parameter for a Landau distribution
σT Cross-section for trap creation
τrelax Characteristic time constant of relaxation of electrons from conduction band
τR, τT Time constant for recombination and trapping of electrons from conduction
band
τc, τe Time constants for electron capture in and emission from traps
τNTT Characteristic time constant for trap ﬁlling and emptying
φ Spin-0 ﬁeld (e.g. Higgs); Particle ﬂux
Φ Higgs doublet ﬁeld
ϕ Intrinsic Landau distribution
φ0 Azimuthal angle (track parameter)
ψ Spinor ﬁeld
ix
〈x〉 mean value of quantity x
δx Deviation of x from its mean value, 〈x〉, or from stationary state, x0
∆x Standard deviation of a Gaussian distributed quantity x, uncertainty or res-
olution of quantity x, (∆x)2 = 〈(δx)2〉
∆Nx Standard deviation of the estimate of the mean value from a statistical sample
with N events, ∆Nx = ∆x/
√
N , measurement uncertainty
∇ Spatial gradient
x
Abstract
The International Linear Collider oﬀers a lot of diﬀerent interesting challenges concerning
the physics of elementary particles as well as the development of accelerator and detector
technologies. In this thesis, we investigate two rather separate topics  the precision mea-
surement of the Higgs boson mass and of its coupling to the neutral gauge boson Z and
the research and development of sensors for BeamCal, which is a sub-detector system of
the ILC detector.
After the Higgs boson has been found, it is important to determine its properties with high
precision. We employ the Higgs-strahlung process for this purpose. A virtual Z boson is
created in the e+e− collisions, which emits a Higgs-boson while becoming on-shell. Using
the so-called recoil technique, we determine the Higgs boson mass by reconstructing the
Z boson momentum and using the center-of-mass energy of the colliding leptons. This
technique allows to measure the Higgs boson mass without considering the Higgs boson
decay, i.e. it can be applied even to a Higgs boson invisibly decaying.
Monte-Carlo studies including a full detector simulation and a full event reconstruction
were performed to simulate the impact of a realistic detector model on the precision of the
Higgs boson mass and production cross-section measurement. Also, an analytical estimate
of the inﬂuence of a given detector performance on the Higgs boson mass measurement
uncertainty is given. We included a complete sample of background events predicted by the
Standard Model, which may have a detector response similar to the signal events. A prob-
abilistic method is used for the signal-background separation. Several other probabilistic
methods were used to investigate and improve the measurement of the Higgs-strahlung
cross-section and the Higgs boson mass from the recoil mass spectrum obtained after the
signal-background separation. For a Higgs boson mass of 120 GeV, a center-of-mass energy
of
√
s = 250 GeV and an integrated luminosity of L = 50 fb−1, a relative uncertainty of
10 % is obtained for the cross-section measurement, and a precision of 118 MeV for the
Higgs boson mass.
The original motivation to use the recoil technique for a Higgs boson mass measurement
independent on its decay modes could not be completely conﬁrmed.
For a Higgs boson mass of 180 GeV and
√
s = 350 GeV, a statistics corresponding to
L = 50 fb−1 is not suﬃcient to achieve the necessary signiﬁcance of the recoil mass peak
above the background.
The BeamCal is a calorimeter in the very forward region, about 3 m away from the
nominal interaction point and surrounding the beam pipe. Due to its location, a lot of
beamstrahlung pair particles will hit this calorimeter, representing a challenge for the op-
erational reliability of the sensors under such harsh radiation conditions. We investigated
single-crystal and polycrystalline CVD diamond, gallium arsenide and radiation-hard sili-
con as sensor candidates for their radiation hardness and found that diamond and gallium
arsenide are promising. We used a 10 MeV electron beam of few nA to irradiate the samples
under investigation up to doses of 5 MGy for diamond, up to about 1.5 MGy for gallium
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arsenide and up to about 90 kGy for silicon. We measured in regular periods the CCD to
characterize the impact of the absorbed dose on the size of the signal, which is generated
by electrons of a 90Sr source crossing the sensor. Additional measurements such as the
dark current and the CCD as functions of the voltage completed the characterization of
the sensor candidates.
For the single-crystal CVD diamond, also the thermally stimulated current was measured
to determine amongst others the defect density created by irradiation. In the diamond sam-
ples, evidence for strong polarization eﬀects inside the material was found and investigated
in more detail.
A phenomenological model based on semi-conductor physics was developed to describe the
sensor properties as a function of the applied electric ﬁeld, the dose and the dose rate. Its
predictions were compared with the results of the measurements. Several parameters such
as time scales and cross-sections were determined using this model, which led to ongoing
investigations.
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Kurzfassung
Der Internationale Linear Collider (ILC) bietet eine Vielfalt an interessanten Heraus-
forderungen für die Elementarteilchenphysik, die Beschleuniger- und die Detektortechnolo-
gie. In der vorliegenden Arbeit untersuchen wir je ein Kernthema aus der Physik und der
Detektortechnologie  zum einen die Präzisionsmessung der Higgs-Bosonenmasse und der
Kopplung des Higgs-Bosons an das neutrale schwere Eichboson, Z, und zum anderen die
Untersuchung und Entwicklung von Sensoren für BeamCal, einem Teildetektorsystem des
ILC-Detektors.
Das Higgs-Boson ist ein bisher nicht entdecktes fundamentales Teilchen, welches vom elek-
troschwachen Standardmodell vorhergesagt wird. Sehr wahrscheinlich wird es am LHC
gefunden. Danach ist es wichtig, seine Eigenschaften mit hoher Präzision zu bestim-
men. Wir benutzen dafür den Higgs-Strahlungsprozess. Ein virtuelles Z-Boson wird in
einer e+e−-Kollision erzeugt, welches ein Higgs-Boson emittiert und dabei auf die Massen-
schale übergeht. Mit Hilfe der sogenannten Rückstosstechnik bestimmen wir die Higgs-
Bosonmasse durch Rekonstruktion des Impules des Z-Bosons und mittels der Schwer-
punktsenergie der kollidierenden Leptonen. Diese Technik erlaubt es, die Higgs-Bosonmasse
und die Kopplung an das Z-Boson zu messen ohne die Higgs-Zerfallsmoden zu betrachten,
d.h. sie kann auch angewendet werden, wenn das Higgs-Boson in nicht detektierbare
Teilchen zerfällt.
Monte-Carlo Studien, die eine volle Detektorsimulation und eine volle Ereignisrekonstruk-
tion enthalten, wurden durchgeführt, um den Einﬂuss eines realistischen Detektormodells
auf die Präzision der Messgrößen abzuschätzen. Dazu wird analytisch sowie numerisch
die Auswirkung der Impulsmessungspräzision auf die Messung der Higgs-Bosonmasse be-
stimmt. Wir fügten eine vollständige Menge an Hintergrundereignissen hinzu, wie sie vom
Standardmodell vorausgesagt werden und welche eine Signatur im Detektor aufweisen,
die der der Signalereignisse sehr ähnlich ist. Für die Unterscheidung von Signal- und
Hintergrundereignissen wurde eine wahrscheinlichkeitsbasierte Methode benutzt. Weitere
wahrscheinlichkeitstheoretische Methoden wurden verwendet, um die Messung des Higgs-
Strahlungsprozesses und der Higgs-Bosonmasse aus dem Rückstossmassenspektrum nach
der Signal-Hintergrund-Trennung zu untersuchen und zu verbessern. Für eine Higgs-
Bosonmasse von 120 GeV, eine Schwerpunktenergie von
√
s = 250 GeV und eine inte-
grierte Luminosität von L = 50 fb−1 wurde eine relative Unsicherheit von 10 % für die
Streuqueschnittmessung und eine Unsicherheit von 118 MeV für die Messung der Higgs-
Bosonmasse erhalten.
Die ursprüngliche Motivation für die Verwendung der Rückstosstechnik war die Bestim-
mung der Higgs-Bosonmasse unabhängig von seinen Zerfallskanälen. Diese Unabhängigkeit
kann nicht vollständig bestätigt werden.
Für eine Higgs-Bosonmasse von 180 GeV und für
√
s = 350 GeV ist die notwendige Anzahl
von Ereignissen bei L = 50 fb−1 nicht ausreichend, um ein signiﬁkantes Signal über dem
Hintergrund zu erhalten.
3
Das BeamCal ist ein Kalorimeter in der Vorwärtsregion des ILC-Detektors, etwa 3 m
vom nominalen Wechselwirkungspunkt entfernt, und umgibt das Strahlrohr. Durch seine
Position wird es einer großen Anzahl von e+e−-Paaren aus der Beamstrahlung ausgesetzt
sein, was eine enorme Herausforderung für die Funktionstüchtigkeit und Zuverlässigkeit der
Sensoren bei exterm hoher Strahlendosis bzw. -dosisrate darstellt. Wir untersuchten ein-
und polykristalline CVD Diamant-, Galliumarsenid- und strahlenharte Siliziumsensorma-
trialen auf ihre Strahlenhärte und fanden vielversprechende Ergebnisse für Diamant und
Galliumarsenid. Wir benutzten einen 10 MeV Elektronenstrahl von einigen nA, um die zu
untersuchenden Sensorproben bis zu Dosen von 5 MGy für Diamant, bis etwa 1,5 MGy für
Galliumarsenid und bis zu 90 kGy für Silizium zu bestrahlen. In regelmäßigen Abständen
wurde die CCD mit relativistischen Elektronen aus einer 90Sr-Quelle gemessen, um den
Einﬂuss der vom Sensor absorbierten Dosis auf die Größe des MIP-Signals zu bestimmen.
Zusätzliche Messungen u.a. des Dunkelstromes und der CCD als Funktionen der angelegten
Spannung vervollständigen die Charakterisierung der Sensormaterialkandidaten.
Für den einkristallinen CVD Diamanten wurde auch der thermisch stimulierte Strom
gemessen zur Bestimmung u.a. der Dichte der Defekte, die durch die Bestrahlung erzeugt
wurden. Es wurden Hinweise auf starke Polarisationseﬀekte in den Diamantproben gefun-
den und detailierter untersucht.
Um die Sensoreigenschaften als Funktion des angelegten elektrischen Feldes, der Dosis
und der Dosisrate zu beschreiben, wurde ein phänomenologisches Modell entwickelt. Die
Voraussagen dieses Modells wurden mit den Ergebnissen der Messungen verglichen und
mehrere Parameter wie etwa Zeitkonstanten und Streuquerschnitte wurden mit Hilfe dieses
Modells bestimmt. Das durch dieses Modell gewonnene Verständnis induzierte weiter-
führende Untersuchungen.
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Chapter 1
Introduction to High-Energy Physics
1.1 The Standard Model of Elementary Particles
1.1.1 Historical Flashback
In the ancient Greece, people believed that matter, i.e. all things in our world, is composed
of very small, fundamental, non-divisible particles. They called them atoms. According to
their imagination, the properties of a subject depend on the shape of the atoms from which
this subject is made of. Except for the notion of plastic and geometric properties of the
atoms, the idea of the elementary building blocks survived till now, though in a modiﬁed
version. Until the 19th century the atomic structure of the matter was manifested by means
of chemistry. D. Mendeleev and L. Meyer sorted the elements in a periodic table according
to their properties, though they even did not divine the reason for this regular pattern in
this table. The attempt to understand why the chemical elements can be arranged in the
periodic table of elements led to a lot of new experiments.
Throughout the 19th century, scientists investigated the cathode rays, which ﬁnally led
to the discovery of the electron by J.J. Thomson. He found out that the electron is a
negatively charged subatomic particle. The consequent question for what is else inside the
atom  which was initially posed to explain the structure and the behavior of atoms 
opened the gates to the nuclear and elementary particle physics of today.
At the end of the 19th century the x-rays and radioactivity were discovered by W. K. Rönt-
gen and A. H. Becquerel and P. and M. Curie, respectively. E. Rutherford characterized the
types of radioactivity and started at the beginning of the 20th century the investigations of
matter in scattering experiments using α-particles from nuclear ﬁssions as projectile [1]. He
could demonstrate that the largest fraction of the atom mass is concentrated in positively
charged nuclei. The scattering experiments performed by the group around Rutherford
comprised the prototype for the following and also modern high-energy collision experi-
ments. In collision experiments of α-particles with gases till 1920, Rutherford was sure to
knock-out every time the same particles, namely the nuclei of hydrogen, which were known
since 1886. He identiﬁed them as elementary particles, called them protons and stated
that the nuclei of more complex atoms than hydrogen consist of protons.
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In the 1930s J. Chadwick, and independently W. Bothe and his apprentice H. Becker,
found the neutron as another subatomic particle. It was discovered that also neutrons are
contained in the nuclei additionally to the protons and that the radioactive β-decay can
be understood as the decay of a neutron, which are bound in a nucleus, into a proton, an
electron and an electron antineutrino. The latter one is another elementary particle and
was postulated by W. Pauli to ensure energy conservation in the neutron decay. In this
decade also the positron - the antiparticle of the electron - and the muon were discovered.
A. Einstein [2, 3] postulated in his theory of special relativity the equivalence of energy
and mass. Therefore, it became obvious that in high-energy collision experiments new
particles with a larger mass can be created. In the second half of the 20th century powerful
accelerators were build to generate high-energetic particles that are brought to collision.
However, more and more new particles were discovered  particles with diﬀerent masses,
charges, spins, and other properties. Suddenly, it was not so clear how to understand the
label elementary particle, since to many seemed to exist. In the attempt to resolve more
details, i.e. going to higher and higher energies, even more elementary particles were
created. To ﬁnd the real elementary particles, one started to search for a pattern in this
particle zoo, and one employed symmetry considerations, which led to a scheme we call the
particle content of the Standard Model of elementary particles.
One important condition for the success of the modern picture of elementary particles
was the development of the quantum mechanics by M. Planck, N. Bohr, E. Schrödinger,
W. Heisenberg and many others, and the relativistic extension of it - the quantum ﬁeld
theories  by P. Dirac, E. Fermi, W. Pauli, R. Feynman, and many others, respectively.
I. Newton introduced in the 17th century forces as the reason of motion. However, in
quantum ﬁeld theories, forces in Newton's sense lose their meaning and are replaced by
interactions via exchange of particles. It is a great success of the theoretical physics to
identify exchanged particles as force mediating particles. In this concept, Newton's third
law of motion  the interaction law  is reincarnated to some extend. Furthermore, the
dispute lasting for centuries about the nature of light - particle or wave - was eventually
decided by the quantum mechanical picture. Although due to the clariﬁcation of the
photo-electric eﬀect by Einstein it seemed that photons are particles, it was fast recognized
that all quantum mechanical particles, speciﬁcally all elementary particles, exhibit both a
particle and a wave nature  depending on the characteristic energy or length scale of an
experiment. The reason is that in quantum mechanics certain quantities such as position
and momentum of a particle cannot be measured simultaneously with an arbitrary precision
due to the so-called Heisenberg's uncertainty principle [4]. On a microscopic scale quantum
mechanical interference occurs due to the probabilistic character of the world on this scale
causing wave-like properties.
However, quantum mechanics bear even more interesting features of particles by which
they can be classiﬁed, for instance the spin. The spin-statistics theorem, worked out and
proven by M. Fierz, W. Pauli, J. Schwinger, R. P. Feynman, A. Einstein, S. Bose and
others, determines the relation of the quantum mechanical many-particle behavior of the
particles and their spin. The statements are: There exist only integer spin (bosons) or
half-integer spin (fermions) particles. Fermions underlie the Fermi-Dirac statistics. They
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are speciﬁcally subject to the Pauli exclusion principle. Bosons underlie the Bose-Einstein
statistics.
Interestingly, certain aforementioned abstract symmetries, which were used to explain the
diversity of particles using only few basic modules, proved to be the reason for the in-
teractions. In the so-called gauge theories each degree of freedom of a symmetry group
introduces a force mediating exchange particle. These exchange particles are bosons, whilst
the elementary particles that build the matter and that interact via the exchange bosons
are fermions.
From the epistemological point of view it is important to understand that from few basic
but mostly abstract principles the entire theory should follow. In the next subsections the
attempt is made to illuminate this statement more detailed.
1.1.2 The Basic Constituents of Matter
The historical overview above is far from being complete. It just should sketch the historical
way the elementary particle physics has gone so far. We now start to describe the basic
particle content of the Standard Model of elementary particles.
The fundamental fermions are six quarks and six leptons as well as their corresponding
antiparticles. An antiparticle has exactly the same properties as the corresponding particle,
but carries inverse charges (also abstract ones). The spin of fermions is one-half. They are
considered to be really fundamental, point-like particles in the Standard Model, and the
experiments do not veto this, yet.
The six quarks can be distinguished by their ﬂavor  up, down, charm, strange, bottom
and top  and they have electric and color charge degrees of freedom. They are subject
to all fundamental forces  the electromagnetic, the weak, and the strong interaction and
the gravity. The electric charge of quarks is either one-third or two-third of the electron
charge. Quarks are massive, and they are components of hadrons, i.e. compound particles
bound via the strong interaction. Quarks do not exist as free single particles. Hadrons are
composed of quarks in such a way that the total electric charge is an integer multiple of the
electron charge, and that they are color singlets, i.e. they are colorless or white. The two
basic possibilities to meet this requirement are a quark-antiquark pair with color-anticolor
quantum numbers or three quarks, where each carries a diﬀerent color of either red, green
or blue, what gives in total white. The former particles are called mesons and the latter
baryons. Proton and neutron are baryons. The antibaryons consist of three antiquarks
carrying accordingly anticolor charges, which must give in total white, i.e. antired (cyan),
antigreen (magenta) and antiblue (yellow). Baryons and mesons, i.e. all quark compounds,
are called hadrons, and these constitute the major part of the particle zoo, mentioned above.
The leptons also exist in six ﬂavors and can be subdivided into electrically charged and
neutral leptons. They do not carry color charges and hence do not interact strongly.
The three charged leptons are the electron, the muon and the tauon. They are massive.
The three neutral leptons are the neutrinos associated with the charged leptons. In the
Standard Model they are considered to be massless, although recent experimental results
contradict this assumption. Nevertheless, their masses are very small and still beyond the
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Particle Gen.
Electric Mass
Spin EM weak strong
Charge [e] [GeV]
Leptons
electron, e 1st -1 5.11× 10−4 1/2 yes yes no
muon, µ 2nd -1 0.1057 1/2 yes yes no
tauon, τ 3rd -1 1.777 1/2 yes yes no
electron neutrino, νe 1st 0 < 2.0× 10−9 1/2 no yes no
muon neutrino, νµ 2nd 0 < 1.7× 10−4 1/2 no yes no
tau neutrino, ντ 3rd 0 < 1.55× 10−2 1/2 no yes no
Quarks
up, u 1st 2/3 1.5− 3× 10−3 1/2 yes yes yes
charm, c 2nd 2/3 1.25 1/2 yes yes yes
top, t 3rd 2/3 174.2 1/2 yes yes yes
down, d 1st -1/3 3− 7× 10−3 1/2 yes yes yes
strange, s 2nd -1/3 0.095 1/2 yes yes yes
bottom, b 3rd -1/3 4.2 1/2 yes yes yes
+ the according antiparticles
Table 1.1: Fermions of the Standard Model and some of their properties [5].
(EM=electromagnetic)
current precision of measurement. All leptons undergo weak interactions, and the charged
leptons additionally interact electromagnetically.
Table 1.1 shows the today known leptons and quarks. They are arranged in three families
or generations. The reason for this pattern is not known, yet, and as far as we know most of
the matter of our current universe is mainly composed of the particles of the ﬁrst generation
 up and down quarks, and electrons. Since the neutrinos are stable, the whole universe is
also ﬁlled with neutrinos. They interact only weakly and, therefore, do not contribute to
the condensed matter. The particles of the other families are generated either in natural
processes such as muon creation in the atmosphere by scattering of cosmic rays, or in high-
energy colliders, but they decay quite fast into lighter particles. Conserved quantities such
as the lepton and baryon number or the electric charge protect the lightest particles from
decaying. This, together with a not yet explained dominance of matter over anti-matter,
might be the reason why our universe almost exclusively consists of baryons made from up
and down quarks  building the nucleons proton and neutron  and electrons. Nucleons
and electrons are forming the atoms.
The fundamental bosons, which are experimentally veriﬁed, are spin-one particles. They
are the force-mediating particles. Table 1.2 summarizes the known force-mediating bosons
of the Standard Model. The photon, mediator of the electromagnetic interaction, is mass-
less, and electrically and color neutral. There are eight types of gluons, mediators of the
strong interaction. They are massless and electrically neutral as well, but possess color
charges. The latter fact is the reason for the self-coupling of gluons and has important im-
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Boson
Electric
Spin
Mass Represents the
stable
Charge [e] [GeV] interaction
photon, γ < 5× 10−30 1 < 6× 10−26 electromagnetism yes
W boson, W± ±1 1 80.4 weak no
Z boson, Z 0 1 91.2 weak no
gluon, g 0 1 0 strong 
Table 1.2: Bosons of the Standard Model and their properties [5].
plications. For example, the masses of the hadrons originate mainly from binding energy,
i.e. gluons that are exchanged. The above mentioned color-conﬁnement, which makes the
proton a stable particle in the current universe1, is another consequence, which in turn
leads to the fact that only free hadrons with an integer elementary charge occur, which are
exactly balanced with negative charges of the electrons, so that our universe is electrically
neutral  in agreement with our experience. The strong force has the additional feature of
asymptotic freedom [6, 7]. That is, at high energies the strong force becomes weaker and
the quarks start to behave as if they were free. This is the reason why the strong force can
be investigated in high-energy collision experiments, because at high energies the strong
force eﬀects can be calculated perturbatively. At low energies the strong force causes com-
pound states, which are complicated multi-particle systems. The quark compound states
can be treated in the lattice QCD, which consists essentially of the discretization of the
QCD ﬁeld equations on a grid, which are then solved by means of numerics.
The force-mediators of the weak interaction are the W and Z bosons. They are massive. W
bosons possess an elementary charge of either sign. However, they have no color degrees of
freedom. Bound states of fermions, as are possible for the electromagnetic and the strong
interaction, such as protons (strong interaction) and atoms (electromagnetic interaction),
do not exist for the weak interaction. Weak interactions cause decays, e.g. radioactive
decay, and are studied in certain scattering processes.
The fact that the weak interaction bosons possess masses reveals a complication in the
theory. The latter is solved by the so-called Higgs mechanism, which is explained in the
next sections. This mechanism explains how the weak interaction bosons get masses.
However, it introduces an additional particle into the particle content of the Standard
Model: the Higgs boson. It is a spin-zero particle, which is not yet detected at the moment
of writing this thesis. Using the Higgs mechanism one can predict the mass ratio of the
W and Z bosons. However, it also introduces new parameters into the theory, which must
be determined from the experiment. There is also a way to use the Higgs mechanism for
giving masses to the fundamental fermions in a consistent way.
1A free neutron has a slightly larger mass than the proton due to a diﬀerent quark content. Therefore, by
weak interactions a free neutron decays into a proton, an electron and an electron-antineutrino. Neutrons
bound in stable nuclei are considered to be stable.
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1.1.3 The Dynamics of the Elementary Particles
The detailed picture is more abstract and, thus, more diﬃcult than the one outlined above.
From the theoretical point of view one can start with a Lagrangian, L0, which describes
the free particles listed in Table 1.1, i.e. a Lagrangian which only contains terms of spin-
one-half matter ﬁelds, the four-component spinors ψ(x), and has no interaction terms.
L0 = ψ¯(iγµ∂µ)ψ , (1.1)
where γµ are four matrices fulﬁlling the equation,
γµγν + γνγµ = 2ηµν , (1.2)
which deﬁnes the Cliﬀord-algebra. Herein are η00 = 1, η11 = η22 = η33 = −1 and ηµν = 0
for µ 6= ν. ∂µ is the covariant space-time gradient, and ψ¯ = ψ†γ0, where ψ† is the
complex-conjugated and transposed spinor of ψ. ψ stands here for any possible spin-one-
half fermion.
Using the Lagrangian, L0, representing the energy terms of a system, the action functional,
S [8, 9, 10, 11], can be deﬁned as
S =
∫
d4xL0 . (1.3)
From the requirement of a stationary action,
δS = 0 , (1.4)
the equations of motion for the particle ﬁelds follow.
For spin-one-half fermions the equation of motion is the Dirac equation,
iγµ∂
µψ = 0 . (1.5)
A possible mass term in the Lagrangian, which would have the form of mψ¯ψ, is neglected
for the moment, and we introduce it later for reasons becoming obvious.
Spin-one bosons obey the Maxwell equations of the electrodynamics as equation of motion,
∂µ∂
µAν = 0 , (1.6)
where Aν is a four-component vector ﬁeld. A massless spin-one boson has actually only
two degrees of freedom  the two transverse spin polarization states. Thus, an auxiliary
condition must be fulﬁlled for real photons represented by Aµ, e.g. the Lorentz gauge
∂µA
µ = 0. This condition, however, is no longer necessary as soon as a mass term of
the shape M
2
2
AνAν is present in the Lagrangian, or the photon is virtual, i.e. its energy-
momentum relation leads to a non-zero photon mass. Then three polarization states are
possible  two transversal and one longitudinal.
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Spin-zero particles fulﬁll the Klein-Gordon equation,
∂µ∂
µφ = 0 , (1.7)
where φ is a scalar function, real for neutral particles or complex for charged particles. If
the mass is non-zero there is a mass term M
2
2
φ†φ in the Lagrangian.
Mathematically spoken, the ﬁelds are considered to be representations of the Lorentz group.
The algebraic structure of these ﬁelds reﬂects the geometrical properties of the space-time
[11].
Gauge Theory
Noether's theorem [12, 13] states that there is a conserved current and eventually a con-
served quantity if the action function S is invariant under some symmetry transformation
of the ﬁelds, from which the action is constructed, i.e. speciﬁcally if L0 is invariant un-
der such a transformation. For example, from Poincaré-invariance, i.e. invariance under
space-time translations and rotations, we obtain conservation of energy, momentum and
angular momentum. The theorem holds also for invariance under more abstract symme-
tries. In quantum mechanics a solution of the Schroedinger equation is still a solution, if
one multiplies it by a phase factor, eiδ, where δ is a constant. This operation is called a
global phase transformation. In the non-relativistic case, the invariance under such global
phase transformations gives rise to the conservation of the probability.
In quantum ﬁeld theories such as quantum electrodynamics2, L0 is invariant under the
global phase transformation,
ψ −→ eiδψ . (1.8)
The consequence is the conservation of the total electric charge. However, we can demand
a much more strict requirement. There is no reason why we should have only invariance
under global phase transformations, since the experiments show also local conservation of
charges, i.e. in ﬁnite volumes. We can, thus, also demand invariance under local phase
transformations,
ψ −→ eiδ(x)ψ , (1.9)
where δ(x) is now a function of the space-time coordinates. The free Lagrangian is, however,
not invariant under this local phase transformation, which is often also called local gauge
transformation,
L0 = ψ¯iγµ∂µψ −→ ψ¯iγµ∂µψ︸ ︷︷ ︸
L0
−ψ¯γµ(∂µδ(x))ψ 6= L0 . (1.10)
To obtain invariance under local gauge transformations, one can introduce an additional,
so-called gauge ﬁeld, Aµ, which transforms in a very speciﬁc way to cancel the extra term
above. The Lagrangian L0 is rewritten by replacing ∂µ → ∂µ + iqAµ(x),
L0 = ψ¯
(
iγµ(∂
µ + iqAµ)
)
ψ , (1.11)
2Quantum electrodynamics (QED) is the quantum ﬁeld theory of the electromagnetic interaction.
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where q is the coupling constant of the interaction. We demand that Aµ transforms as
Aµ −→ Aµ + 1
q
∂µδ(x) , (1.12)
and δ(x) can be an arbitrary function of the space-time coordinates. The Lagrangian (1.11)
is now invariant under local gauge transformations. Aµ is a four-component vector ﬁeld
representing a spin-one boson.
Hence, the requirement of invariance of the Lagrangian under local phase transformation
of the matter ﬁelds, introduces terms into the Lagrangian that describe the interactions of
these matter ﬁelds with a boson ﬁeld. Mathematically, terms such as eiδ are representations
of elements of the group U(1), and δ is the parameter of this group. Thus one can state
that the invariance of the action function under local U(1)-transformations of matter ﬁelds
introduces interaction terms with spin-one particles.
In quantum electrodynamics one demands local conservation of the electric charge. This
corresponds to the requirement of invariance with respect to local phase transformations
of the type eiδ(x), which is an element of the group UEM(1).3 The invariance requirement
introduces the coupling of the charged matter ﬁelds with a spin-one boson, which is iden-
tiﬁed with the photon. The above deﬁned coupling constant q is chosen to be the charge
of the particle under consideration. It is zero for neutral particles, i.e. there is no elec-
tromagnetic interaction with electrically neutral particles. For the electron is q = e, the
elementary charge.
This is the prototype of the so-called gauge theories. It is assumed that each interaction
corresponds to the invariance of the action (i.e. the Lagrangian) under local phase trans-
formations of the matter ﬁelds. These transformations form so-called gauge groups. The
quantum chromodynamics, i.e. the theory of the strong interaction, is another success-
ful example of a gauge theory. The gauge group of the quantum chromodynamics is the
SUC(3), the color group, and has elements of the type eiλa , where λa are now matrices 
the eight Gell-Mann matrices. The SUC(3) has some special properties. It is non-abelian,
i.e. its elements do not generally commute. This implicates the above mentioned proper-
ties of the strong interaction such as the self-coupling of the gluons, color-conﬁnement and
asymptotic freedom.
It should be noted that only local symmetries lead to gauge couplings, i.e. interactions.
Of course, there are a lot of experimentally supported global symmetries such as baryon
and lepton number conservation. They, however, do not introduce interactions.
Higgs Mechanism and Symmetry Breaking
The exact symmetry under local gauge group phase transformations has another impor-
tant consequence. The gauge bosons, i.e. the boson ﬁelds introduced by the invariance
requirement, are massless. Mass terms for spin-one bosons would look like
M2A
2
AµA
µ , (1.13)
3The index EM denotes the electromagnetism.
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where MA is the mass of the boson represented by the ﬁeld Aµ(x). Such a term violates
the local gauge invariance under transformations (1.12). As the photon and the gluons
are massless, we know that the UEM(1)- and SUC(3)-symmetries are exact. The weak
interaction gauge bosons, W and Z, are massive. We, thus, are forced to conclude that the
symmetry for this interaction is broken.
It is a more technical issue, but the symmetry breaking is assumed to be spontaneous
rather than explicit. The reason for this is to keep the theory renormalizable, which is not
the case if the symmetry is explicitly broken. Renormalization ensures the self-consistency
and the predictive power of a ﬁeld theory. In the case of a non-renormalizable theory one
has to introduce an inﬁnite number of parameters to be consistent, which, of course, spoils
the predictive power.
The idea of spontaneous symmetry breaking works as follows [14, 15]. One introduces a
complex spin-zero ﬁeld, φ. The Lagrangian for this ﬁeld contains a potential
V (φ) = −µ
2
2
|φ|2 + λ
4
|φ|4 , (1.14)
where λ and µ2 are parameters. For stability of the ground state, the condition λ > 0 must
hold. This potential is obviously invariant for φ → eiδ(x)φ. The total Lagrangian for this
ﬁeld, however,
Lφ = (∂µφ)†(∂µφ)− V (φ) (1.15)
is not invariant for the same reasons as explained above. One has to introduce a gauge
ﬁeld Aµ and replace ∂µ → ∂µ + iqAµ(x). By this operation the coupling of φ to Aµ is
introduced. The Lagrangian then reads
Lφ =
(
(∂µ + iqAµ)φ
)†(
(∂µ + iqAµ)φ
)− V (φ) , (1.16)
which is invariant under the U(1) local phase transformation.
If µ2 < 0 the potential V (φ) has the ground state, i.e. its minimum, at φ0 = 0. For µ2 > 0,
the minimum is at φ0 =
√
µ2
λ
eiδ ≡ veiδ (0 < δ < 2pi). v =
√
µ2
λ
is called the vacuum
amplitude. The ﬁrst remark is that there is an inﬁnite number of equivalent minima,
parametrized by δ, i.e. the system has to decide to which minimum it goes. The second
remark is that, although the potential V (φ) has the full symmetry, the ground state, φ0,
has not: veiδ1 6= veiδ2 for δ1 6= δ2. Note that the previous ground state φ0 = 0 in the case
µ2 > 0 still exhibits this symmetry! The third remark: Since φ gets a space-independent,
non-zero vacuum amplitude, the whole universe is ﬁlled with this ﬁeld. The ground-state of
φ, which is the constant vacuum amplitude, leads to an angular momentum of the universe
of zero, which is in agreement with observed isotropy in the cosmic microwave background
and in the velocity distribution of the galaxies [16, 17].
If we substitute the vacuum amplitude into (1.16) we obtain a term of the following kind
q2v2AµA
µ =
q2µ2
λ
AµA
µ . (1.17)
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This is a mass term of the type (1.13), and a comparison yields the mass
MA =
√
2q2µ2
λ
. (1.18)
This way of breaking a symmetry via introducing a spin-zero ﬁeld is called the Higgs
mechanism. φ is called the Higgs ﬁeld. The Higgs mechanism gives an elegant possibility
to introduce gauge boson masses without breaking the gauge symmetry explicitly.
By expanding φ around the ground state, φ = φ0+h(x), we introduce the basic excitations
of the Higgs ﬁeld  the Higgs boson ﬁeld. h(x) also fulﬁlls the Klein-Gordon equation (1.7).
There appear additional terms in Equation (1.16), for example, a mass term,(
−µ
2
2
+
6
4
λv2
)
h†h = µ2h†h ≡ M
2
h
2
h†h , (1.19)
is obtained. The Higgs boson mass, Mh =
√
2µ, is positive if µ > 0. There are several
terms of self-couplings of the Higgs boson ﬁeld proportional to h3 and h4. Last but not least
there are couplings of the Higgs boson ﬁeld with the gauge boson ﬁeld such as φ0hAµAµ
and h2AµAµ. Possible physics processes due to these terms can be exploited to measure
e.g. the mass of the Higgs boson as demonstrated in Chapter 4 using the hZZ-coupling.
1.1.4 The Standard Model and the Combination of Weak and
Electromagnetic Interaction
The goal of the elementary particle physics is to construct as few as possible fundamental
particle multiplets (in the ideal case just one), into which the known particles can be
arranged, and to ﬁnd the correct gauge group to get the interactions. At the moment, for
each type of interaction there is one gauge group and one corresponding coupling constant.
It is desirable to ﬁnd one minimal group that incorporates all the fundamental interactions
and also explains all the properties found by the experiments. There are a lot of ideas
and theories, some of which are mentioned in one of the following subsections. However,
we want to sketch ﬁrst the Standard Model, which is the current theory of the elementary
particles favored by the experiments. It is more complex than indicated in the previous
subsection. The mechanism of symmetry breaking has to be embedded in the structure of
the gauge group, which is the UY (1) × SUL(2) × SUC(3) for the Standard Model. All of
the aforementioned elements such as matter ﬁelds, gauge invariance and the introduction
of gauge ﬁelds, and the Higgs ﬁeld are present.
The group SUC(3) describes the phenomena of the strong interaction, which is an important
part of the Standard Model. However, the relevant mechanisms for the electroweak sym-
metry breaking and the fermion mass creation are acting in the subgroup UY (1)×SUL(2),
the electroweak gauge group, which is independent of the SUC(3) part to some extend. We
therefore describe only the electroweak part of the Standard Model.
Let's start with an introduction of notations and a completion of the properties of the
particles of the Standard Model. We demonstrate everything with the leptons of the ﬁrst
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generation. For the leptons of the other generations and for the quarks one can proceed in
the same way. For the quarks just some complications due to the strong interaction need
to be taken into account. Henceforth, unless otherwise speciﬁed, a neutrino denotes the
electron neutrino.
To account for the structure of the electroweak interaction, which involves maximum parity
violation [18, 19], we have to introduce some new properties of particles. The ﬁrst is the
chirality or handedness. A left-handed electron is deﬁned as
eL = PLe =
1− γ5
2
e , (1.20)
where e denotes the spinor for the electron, PL is the projection operator, and γ5 =
iγ0γ1γ2γ3 is constructed from the Dirac matrices in Equation (1.2). Accordingly, right-
handed electrons are
eR = PRe =
1 + γ5
2
e and e = eL + eR .
This also holds for the neutrino. It turns out that the weak interactions due to W bosons
act only on left-handed particles (or right-handed anti-particles). In the Standard Model
right-handed neutrinos do not exist.
In the weak interaction, transitions from left-handed electrons to left-handed neutrinos
are possible. It is then reasonable to consider both particles as two diﬀerent states of one
fundamental particle represented by a left-handed doublet(
νL
eL
)
.
Right-handed particles are singlets. One can assign to the doublet a quantum number,
called weak isospin, T , analogous to the normal spin. The doublet has weak isospin T =
1/2, and the singlet has weak isospin T = 0. The third component of this isospin is either
T3 = ±12 for the components of the doublet and T3 = 0 for the singlet.
Furthermore we introduce the hypercharge Y . The reason for this will become obvious
soon. The electric charge Q, hypercharge Y , and the third weak isospin component T3 are
connected via the Gell-Mann-Nishijima-Relation [20, 21],
Q = T3 +
1
2
Y . (1.21)
The hypercharge Y is the generator of the gauge group UY (1). The values of the isospin
and the hypercharge for all Standard Model fermions are summarized in Table 1.3.
At ﬁrst one remark: In table 1.3 also the quantum numbers for the quarks are given. The
second (down-like) components of the left-handed quark doublets are primed. Indeed, the
quark mass eigenstates are not the eigenstates of the weak interaction. The down-like
quarks are transformed via a 3 × 3 unitary matrix  the so-called Cabibbo-Kobayashi-
Maskawa (CKM) matrix [23, 24]. Although very interesting physics underlies it, such as
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T T3 Y Q(
νeL
eL
) (
νµL
µL
) (
ντL
τL
)
1/2 1/2 -1 0
1/2 -1/2 -1 -1
eR µR τR 0 0 -2 -1(
uL
d′L
) (
cL
s′L
) (
tL
b′L
)
1/2 1/2 1/3 2/3
1/2 -1/2 1/3 -1/3
uR cR tR 0 0 4/3 2/3
dR sR bR 0 0 -2/3 -1/3
Table 1.3: The properties of the Standard Model fermions [22]. The left-handed neutrinos
carry the index of their associated lepton. Q is in units of e.
the reason for the CP-violation in K- and B-meson decays, we just mention it here without
pursuing details.
We are now ready to formulate the Standard Model. We choose as gauge group the
UY (1)× SUL(2)× SUC(3), one group for the hypercharge (coupling g′), one for the weak
isospin (coupling g), and one for the color charge (coupling αs). The UY (1) has one
generator and, thus, creates one gauge boson  the Bµ. SUL(2) has three generators and
contributes three gauge bosons  we denote them W 1µ , W
2
µ , and W
3
µ . The SUC(3) has eight
generators and gives, consequently, eight gauge bosons, Gaµ (a = 1, . . . , 8), summarized
under the label gluon.
However, the electroweak gauge bosons are not the physical boson states, the properties of
which can be measured in an experiment. They mix if they have equal quantum numbers,
as it may usually happen in quantum mechanics. W±µ = (W
1
µ ∓ iW 2µ)/
√
2 constitute the
positively and negatively chargedW bosons, respectively. They are particle and antiparticle
in the sense that they can annihilate each other into photons. Bµ and W 3µ carry the same
quantum numbers and mix to give(
Aµ
Zµ
)
=
(
cos θW sin θW
− sin θW cos θW
)(
Bµ
W 3µ
)
. (1.22)
Herein, Aµ is the photon ﬁeld, Zµ the Z boson ﬁeld, and θW is the so-called weak mixing
angle or Weinberg angle.
The transformation (1.22) must ensure that the photon, Aµ, couples only to the charged
leptons and quarks, but not to the neutrinos. As a result, we obtain the relations between
the original coupling constants g and g′ of the UY (1) and SUL(2), respectively, and the
elementary charge, e, and θW , both measurable in the experiment,
e = g sin θW , and cos θW =
g√
g′2 + g2
. (1.23)
Several authors [25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35] contributed to the development of
the electroweak Standard Model, also known as Glashow-Salam-Weinberg (GSW) theory
of electroweak interaction.
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To introduce masses for the weak gauge bosons W± and Z, we employ the Higgs mechanism
sketched in the previous section. We introduce a spin-zero ﬁeld that must be a SUL(2)
doublet to perform the breaking the electroweak symmetry in the correct way,
Φ =
(
φ+
φ0
)
=
(
φ1 + iφ2
φ3 + iφ4
)
. (1.24)
It has four degrees of freedom. The potential for the Higgs ﬁeld is chosen to be
V (Φ) = −µ
2
2
Φ†Φ +
λ
4
(Φ†Φ)2 , (1.25)
and the ground state as
Φ =
(
0
v
)
.
The ground state is unique up to weak isospin rotations, i.e. SUL(2) phase transformations.
The vacuum amplitude is v =
√
µ2/λ, as in the previous section. By acquiring this
vacuum amplitude the UY (1) × SUL(2) symmetry is spontaneously broken down to the
remaining UEM(1) symmetry of electromagnetism. The three broken symmetry degrees of
freedom create Goldstone bosons [36], which become the longitudinal polarization degrees
of freedom for the W and Z bosons, which get the masses
MW =
1√
2
vg and MZ =
1√
2
v
√
g2 + g′2 . (1.26)
The photon mass MA remains zero!
By the Higgs mechanism the W and Z boson masses are related to each other by
MW
MZ
= cos θW .
Furthermore, the vacuum amplitude v can be expressed by the Fermi constant, GF , by
v2 =
1√
8GF
. (1.27)
The Higgs mechanism, hence, introduces some interesting relations, which have been tested
in the experiment. Except the fact that the Higgs boson, i.e. the elementary excitation of
the Higgs ﬁeld from ground state, has not been found, yet, the electroweak theory, together
with the Higgs mechanism, has been experimentally conﬁrmed up to very high precision
[37, 38].
The Higgs mechanism can be also used to introduce masses for the fermions, without
violating the gauge invariance, via so-called Yukawa couplings, e.g. for the electron
LYuk = −yee¯RΦ†
(
νeL
eL
)
+ h.c. ,
where ye is a free parameter. h.c. stands for the Hermitian conjugate. Inserting the Higgs
ﬁeld vacuum amplitude, a mass term is obtained
LYuk = −yev(e¯ReL + e¯LeR) = −yeve¯e ≡ −mee¯e .
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Event Rates and Cross-Section
What is the reason for all the eﬀort done so far? What can one do with the knowledge
above? What is the connection to our experience or the experiment? It is important to
identify the interaction terms because they give the so-called tree-level couplings, i.e. the
couplings that are intrinsically allowed. From them one can construct more complicated
processes with a lot of intermediate vertices. However, the more interactions contribute to
one process, the less probable is this process if the coupling constants are small. One can
then construct perturbation expansions.
In the perturbation theory the interaction terms of the Lagrangian are used to calculate
the transition amplitude from one initial state, |i〉, to a speciﬁc ﬁnal state, |f〉,
〈f |Linteraction|i〉 .
The square of the absolute value of this amplitude gives the transition probability for this
process. The natural quantity in high energy experiments is the so-called interaction cross-
section, σ. It is equal to this transition probability, integrated over the momenta of the
ﬁnal state particles, and normalized to the ﬂux of the incoming initial state particles. This
normalization seems to be arbitrary but is advantageous for high-energy experiments, in
which many particles in bunches are accelerated and collided at the same time. In the cross-
section then only the physics is encoded, but not the accelerator operation parameters. The
latter are merged into a quantity called luminosity, L. The event rate for a process X,
i.e. the number of events of process X per unit time, is equal to the cross-section for this
process times the impinging particle ﬂux, which is here equal to the luminosity,
RX = LσX . (1.28)
Since the cross-section is not time-dependent one can simply integrate this equation. The
quantity
L =
∫ t1
t0
L dt (1.29)
is called the integrated luminosity, and
∫ t1
t0
RX dt = NX is the number of the events of the
process X occurred in the time interval. In this way one can measure the cross-section of a
process, identiﬁed in the detector of an experiment, just by counting the events in a given
time interval,
σX =
NX
L
. (1.30)
In Chapter 4 this is exploited in a simulation study for the so-called Higgs-strahlung pro-
cess.
1.1.5 The Proﬁle of the Higgs Boson and Limits on its Mass
As already pointed out in the previous section, the Higgs mechanism leads to an additional
fundamental particle  a spin zero Higgs boson. It is a prediction of the Standard Model
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that one electrically and color neutral, massive Higgs boson with even parity and zero spin
exists. There are more Higgs doublets introduced in some other models causing a larger
number of Higgs particles. However, a Higgs boson with the same properties as that in
the Standard Model should always exist, if the corresponding spin-zero ﬁeld causes the
spontaneous breaking of a gauge symmetry.
The mass of the Standard Model Higgs boson, Mh, is a free parameter. From theoreti-
cal considerations such as the requirement of vacuum stability, the Higgs boson mass is
expected to be between few MeV and about 1 TeV. At the time of writing this thesis, ex-
periments at the Large Electron-Positron Collider (LEP) at CERN have excluded a Higgs
boson, as predicted by the Standard Model, in the mass range ofMh < 114 GeV [37, 39]. In
addition, the mass range from 160 to 170 GeV is excluded by the Tevatron experiments [40].
The comparison of other electroweak parameters measured at the SLC, the LEP and the
Tevatron with the Standard Model leads to an upper mass limit,Mh ≤ 200 GeV. For larger
values of Mh, contributions from higher order diagramms containing virtual Higgs-boson
loops would create discrepancy between measurements and the theory predictions.
In the Standard Model the Higgs boson couples to the fermions via the Yukawa-couplings,
which are proportional to the corresponding fermion masses. Also the couplings of the
gauge bosons to the Higgs boson are proportional to the gauge boson masses. Therefore,
the dominant decay mode of the Higgs boson is that into the heaviest, kinematically allowed
particle-antiparticle pair, and depends, therefore, on the mass of the Higgs boson.
In the mass region up to 140 GeV, the Standard Model Higgs boson will decay mostly into
bb¯ quark pairs. For a Higgs boson mass larger than about 140 GeV the dominant decay
mode will be into a W+W− boson pair. There are many other decay modes, as shown in
Figure 1.1. Their branching fractions (left) and the decay width of the Higgs boson (right)
are plotted as functions of the Higgs boson mass between 100 GeV and 200 GeV.
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Figure 1.1: Branching fraction (left) and decay width (right) of the Standard Model Higgs
boson as function of the Higgs boson mass using the Hdecay program [41].
19
1.1.6 The Mass and the Limits of the Standard Model
The Mass
Physicists have all the time been thinking about the mass. I. Newton deﬁned this property
in two ways  the ability to resist the change of the momentum by outer forces, the inertial
mass, and the ability to attract another massive object, the heavy mass. Both were found
to be proportional to each other, which is reﬂected by the fact that all objects fall with the
same acceleration in the gravitation ﬁeld of the earth as was demonstrated by G. Galilei.
This was, however, just a curiosity. Einstein postulated the intrinsic equivalence of heavy
and inertial mass, and took as basic assumption for the theory of general relativity. Already
from the theory of special relativity was shown that mass is also equivalent to energy.
Mass can be binding energy in complex bound states as is the case for hadrons. The
largest fraction of the hadron masses is originated by the binding energy in form of gluons
exchanged by the quarks constituting the hadron. On the other hand, the fundamental
fermions are assumed to be point-like particles, i.e. no bound states. Their masses are
much smaller than the hadron masses, and must be explained in another way.
There are models such as the Technicolor Model, which assume that the particles that are
currently considered as fundamental are also bound states of more fundamental, massless
particles. Then the masses of the currently known fundamental fermions are again due to
binding energy, but from another, currently unknown force. In this way one would get rid
of the question of the fundamental particle masses  there are none. However, the gauge
boson masses are not easy to include into this picture.
Already the classical electrodynamics predict a mass. An electron, for example, is charged
and exhibits an electric ﬁeld. If the electron moves, also its electric ﬁeld moves and changes
into an electromagnetic ﬁeld. This ﬁeld contains energy and has a momentum proportional
to the velocity of the electron, which can be considered as contribution of the total electron
momentum. Due to the equivalence of energy and mass, the electromagnetic energy can
be interpreted as mass. Its value is proportional to
mEMe =
2
3
e2
4piε0ac2
,
where a is the radius of the electron, if the electron is assumed to be a sphere (the other
constants are of minor interest at the moment) [42]. For diﬀerent shapes, factors other
than 2/3 may occur. This formula shows already the inherent problem. We currently
assume that the electron is a point-like particle, i.e. it has a radius a = 0. The result
would be an inﬁnite electron mass. The problem lies in the self-interaction of the electron
with its electromagnetic ﬁeld, and is even not solved in quantum electrodynamics, where
the bare masses of the particles are inﬁnite. However, these inﬁnities can be removed by
means of renormalization. The result are the ﬁnite, physical masses, which, however, are
still free parameters. This destroys the hope that the electromagnetic mass is completely
determined by the charge of the particle.
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The diﬀerences of the masses of the electron and the electron neutrino could be understood
in this model (except the problem that electrons are point-like particles and have a zero
radius). The neutrino is electrically neutral and should not have a mass. However, why
has the muon a larger mass than the electron, and why about 200 times larger? It has
else the same properties. It is not simply an excited electron,  as some models propose 
otherwise we would be able to detect decays of a muon into an electron and a photon as
occur for excited nuclei or atoms.
The electromagnetic mass can be at most a contribution to the total mass. The diﬀerence
of the masses of charged and neutral pi-meson can be explained by the electromagnetic
contribution. However, mesons are complex compounds that have many contributions to
their masses, and the electromagnetic contribution is small in comparison to that of the
binding energy, for instance. In any case, the masses of the fundamental point-like fermions
cannot be explained by an electromagnetic mass. Also the mass of the neutral Z boson
cannot be explained in this model.
As seen in the previous section, the Higgs mechanism can introduce rest masses for the
fundamental fermions by breaking a symmetry spontaneously. The mass is obtained from
the strength of the coupling of a fermion to the Higgs ﬁeld. The gauge bosons get a
masses automatically as result of this mechanism. However, the Higgs mechanism keeps
the fermion masses as free parameters.
Therefore the mass spectrum of the Standard Model particle content is not understood,
yet, and also the possible mechanisms for the mass generation are still under ambitious
investigations.
Extensions of the Standard Model
The many free mass parameters in the Standard Model are not very satisfying for a real
fundamental theory. Also the fact that there are four fundamental forces (if there are not
even more still undiscovered) is not explained, and gravity is actually not included in the
Standard Model. There are more issues, some of more technical aspect. For instance, the
Higgs boson mass would diverge with the increasing renormalization scale, unless the values
of the fermion masses are such exactly arranged that the divergent mass term cancels. This
ﬁne-tuning of the fermion masses to solve the so-called hierarchy problem [43] is considered
to be rather unnatural. Similarly, it is a riddle why the coupling strengths of the diﬀerent
fundamental forces diﬀer by order of magnitudes.
It is often said that electromagnetism and weak interaction are uniﬁed by the GSW theory.
However, there are still two diﬀerent coupling constants, i.e. two diﬀerent free parameters of
the theory. A uniﬁcation happens in the following sense. The couplings are not constants,
they are diﬀerent at diﬀerent energy scales. The reason for this so-called renormalization
behavior, i.e. the running of couplings with the energy scale, is the violation of the scale
invariance. The physical behavior of a system is not reproduced if the system is just
scaled. Nevertheless, the electromagnetic, weak, and strong couplings approach each other
at high energies or short length scales by this running of the couplings. We assume that
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at energies of about 1015 GeV, the GUT (grand uniﬁed theory) scale, indeed the three
couplings reach at one value. If the Standard Model is considered to be a low-energy
eﬀective theory, an approach of a more complete model with a higher gauge symmetry
than that of the Standard Model, then in this more complete model the diﬀerent currently
known forces might be generated out of a single force by some mechanism. This complete
model represents then a real uniﬁcation of the forces. However, within the current precision
of the experiment, from which the coupling evolutions are extrapolated, the three couplings
of the electromagnetic, the weak and the strong interaction in the Standard Model do not
merge in exactly one point.
Furthermore, there is experimental evidence that neutrinos have a mass. As a consequence
there can be also right-handed neutrinos. If neutrinos are represented by Dirac spinors
then right-handed neutrinos must exist to keep the Standard Model including the mass
generation via the Higgs mechanism consistent. This would require to extend the Standard
Model particle content as experimental requirement.
A theory is desirable which covers all these issues. It might have a very high gauge symme-
try, which contains only one single object that splits into the currently known fermions and
force-mediating bosons by some mechanism, thereby creating the particle mass spectrum
and the giving the forces their strengths. How this is to accomplish is unknown. This
concept, however, is motivated by the success of the quantum chromodynamics. Herein,
particles are arranged in multiplets in which the numerous hadrons could be led back to
the six quarks. This, in turn, led to the establishment of the quantum chromodynamics
(the quantum ﬁeld theory of the strong interaction). Modern eﬀorts deal with the exten-
sion of the Standard Model gauge group to groups of higher symmetry, which contain the
Standard Model. Thereby, the attempt is made to introduce only one coupling. The min-
imal extensions of the Standard Model gauge group lead, unfortunately, to experimentally
vetoed results such as the decay of the proton. Extensions to a higher symmetry become
more and more complex and introduce furthermore new fermions and/or gauge bosons,
which are not observed in the experiments, yet.
One currently highly favored model is the supersymmetric extension of the Standard Model
[44, 45, 46, 47, 48]. The basic idea is the introduction of a fundamental symmetry between
fermions and bosons. Thereby, the hierarchy problem in the Standard Model is solved
in a natural way because the divergent contributions cancel each other exactly due to
the fermion-boson symmetry. In the supersymmetry, also the gauge couplings are uniﬁed
precisely at the GUT scale. The minimal supersymmetric extension of the Standard Model
contains two Higgs doublets, and one of the Higgs bosons has similar properties as the
Standard Model Higgs boson  the branching fractions of the Higgs boson decay may
diﬀer.
However, there are some new issues in the supersymmetry, which have to be clariﬁed in
the next collider experiments. The Standard Model particle content is doubled, and no
supersymmetric partners of the known Standard Model particles is found, yet. Hence, the
supersymmetric partners must be rather heavy. This and other reasons suggest that the
supersymmetry is broken, if it is realized at all. The mechanism of breaking supersymmetry
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is not understood, yet, although several scenarios are proposed, by which even the gravity
can be included. The intrinsic supersymmetric model contains much more free parameters
than the Standard Model, the number of which can be reduced considerably by symmetry
breaking, but depends on the speciﬁc scenario.
Furthermore, supersymmetry cannot explain the fermion mass spectrum of the Standard
Model. It must be included by hand, but with the help of it, one can predict at least the
mass pattern of the supersymmetric partners.
The theoreticians do not become tired to create new ideas and models. The current status,
short before the start of the LHC (Large Hadron Collider) [49] operation, is that there
are many diﬀerent models  some more preferred at the moment than others  that have
to be discriminated by the experiment. They need not only cover the requirements of
elementary particle physics but also those of astrophysics and cosmology. Satisfying models
for elementary particles do not only have to be self-consistent and in agreement with the
collider experiments but must also be in agreement with astrophysical and cosmological
observations. They must provide mechanisms that explain the processes in stars, galaxies,
and galaxy clusters. Speciﬁcally there are indications for matter and energy of unknown
type  the so-called dark matter and dark energy. The radial velocity distributions of
stars in the galaxies contradict Newton's law of gravity, and there exists a structure in the
ﬂuctuations of the 2.7 Kelvin microwave background radiation. Dark matter is a possibility
to explain these eﬀects. A model of elementary particles must provide a candidate for a
dark matter particle. The Standard Model does not so. In the supersymmetric models
there are candidates, such as the neutralino or the gravitino. Such a particle must be
massive, rather stable, electrically and color neutral, and only very rarely interacting with
the baryonic matter [5, 50]. Such particles, or eﬀects from their existence, should be visible
also in running and upcoming collider experiments.
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1.2 Detection of Elementary Particles and Measurement
of their Properties
Particles created in high-energy scattering experiments escape from the collision center.
Several of these particles have a short lifetime and decay. Others are stable, such as
electrons, protons, and photons or, at least, decay slowly enough to cover a substantial
distance inside the detector material, such as muons, charged pions, neutrons and long-
lived kaons.
To reconstruct the process that happened in the collision it is necessary to detect and iden-
tify the particles stemming from the interaction region  we call them ﬁnal state particles.
One needs to measure their properties such as the energy, the momentum, the charge, the
spin, and other quantum numbers.
Devices build for this purpose are called detectors. An ideal detector detects particles and
measures all properties without changing the particle properties. Real detectors interact
with the particles to be detected, and the properties of both the detector and the particle
are changed in this process. Furthermore, the detector response is often not linear with
the measured properties of the detected particles. Careful calibrations must be performed
to interpret the detector signals and translate them into the quantities to be determined.
1.2.1 Interaction of High-Energetic Particles with Matter
Each detection principle is based on interactions. In the previous section we listed the
three known fundamental interactions (gravity plays no role in experiments of elementary
particle physics)  electromagnetic, strong, and weak. Only via these particles interact
with matter and deposit a part of their energy that is partly visible as signal. Depending
on the properties of the particles traversing through the matter such as mass, energy, and
the ability to interact via one or more of the aforementioned interactions, the energy loss of
the traversing particle happens essentially by recoiling the nuclei or electrons bound in the
matter, by excitation of inner degrees of freedom such as higher electronic or nuclear levels,
by absorption of the impinging particle, or by emission of secondary particles and radiation.
We summarize the most important facts about the possible interactions of high-energetic
particles with matter.
Charged Particles
The electromagnetic interaction, which acts on all charged particles and photons, is the
dominant one due to its wide range. Charged particles can lose their energy when travers-
ing through matter by ionization, by emission of bremsstrahlung, and by direct electron-
positron pair production.
Ionization is actually deﬁned as the release of an electron from the bound state in atom
such that the electron becomes free and leaves behind the ionized - i.e. positively charged
- atomic cores. Of course, also the simple excitation of atomic electrons to higher bound
energy levels requires energy, which reduces the kinetic energy of the particle that traverses
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the matter. Not regarding these details, the essential mechanism of energy loss in ionization
is the energy transfer when recoiling the electrons, which are bound in the atoms of the
material. The probability for this process to occur is proportional to α2 ∝ e4. Ionization
is the dominant energy loss mechanism for charged particles at lower energies. Stable
particles would ﬁnally lose all of its kinetic energy and stop inside the material if the
material volume is suﬃciently large.
The impinging particle can also interact with the Coulomb ﬁeld of the nuclei in the matter.
Depending on the mass of the nucleus and on the mass and the energy of the impinging
particle, the nucleus can be recoiled as well, and, if bound in a solid state lattice, is either
excited to swing around its lattice position (phonon excitation) or knocked out from its
lattice position, resulting in a highly ionized state. The latter case represents the creation
of radiation damages in solids. Also in such a process energy is transfered from the imping-
ing particle to the material. Strictly speaking, however, this does not belong to ionization,
although the basic mechanism of energy loss is the same. The probability for knocking
out nuclei is proportional to Z2, since the nucleus charge is Ze. This process is the more
suppressed the smaller the ratio of the mass of the impinging particles to the nucleus mass
is and plays usually no role for the energy loss. It might be, however, important for the
following.
Another important aspect of the electromagnetic interaction with the material is the de-
ﬂection by small angles in the Coloumb ﬁeld of the nuclei when the energy loss is small. In
the simplest approach the distribution of the scattering angle for a short distance of parti-
cle transport can be described by a Gaussian distribution. This process is called multiple
Coulomb scattering and has an impact on the momentum reconstruction for particles with
a smaller momentum or light particles, i.e. the electrons.
Bremsstrahlung involves the emission of photons when the impinging particle is deﬂected by
the Coulomb ﬁeld of a nucleus. This process is dominant at higher energies, and has more
impact on particles with smaller masses, since the radiated energy is related to the acceler-
ation of the particle. The acceleration, in turn, is larger for a particle with a smaller mass
(for a given force in Newton's law). The bremsstrahlung cross-section is inversely propor-
tional to the square of the mass of the impinging particle. Therefore, the bremsstrahlung
losses for muons are about 40000 times smaller than for electrons. The bremsstrahlung
cross-section increases also with Z2, and is proportional to α3 ∝ e6.
In direct pair production an electron-positron pair is created when the impinging particle
is deﬂected in the Coulomb ﬁeld of a nucleus. It occurs only above the threshold of about
1.2 MeV, the energy corresponding to twice the rest mass of an electron. Pair production
becomes dominant at high energies, and the cross-section is proportional to Z2 and to
α4 ∝ e8.
Positrons also lose permanently energy by the same processes as for electrons. Additionally,
they can also annihilate with a material electron, in the process of which two photons are
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created.
Photons
The most important ways for high-energy photons4 to interact with matter are the photo-
electric eﬀect, Compton scattering and electron-positron pair production. In all processes
the original photon is destroyed. While the photo-electric eﬀect is dominant for relatively
small photon energies (less than about 0.5 MeV in lead), electron-positron pair production
is dominant at high energies (above about 5 MeV for lead). To be able to create an electron-
positron pair, the energy of a photon must be at least as high as the energy corresponding
to twice the electron rest mass. Compton scattering plays the dominant role for energies
in the range between 0.5 and 5 MeV.
With the photo-electric eﬀect, material electrons are excited to higher energy levels or
knocked out, and might be able to excite or ionize further atoms. The cross-sections for
the photo-electric eﬀect, Compton scattering and electron-positron pair production can be
calculated by means of perturbation theory in quantum electrodynamics. While Compton
scattering and pair production are rather simple processes, the photo-electric eﬀect can be
quite complicated, because a photon can only be absorbed if there is an allowed energy
level for the excited electron.5 In single atoms there are discrete energy levels, and also
in solid states there are allowed energy ranges, in which electrons can exist. Thus, the
photo-electric eﬀect cross-section at low photon energies is a complicated function of the
energy and the material under consideration. Only at higher energies, electrons can be
released from the bound state, and are even able to leave the solid as so-called δ-electrons.
In the range of several MeV photons can also excite nuclei to higher energy levels by photo
nuclear absorption followed usually by the emission of a neutron or another particle from
the nucleus.
Low energy Photons with energies up to few 100 keV can also undergo elastic scattering
with the material electrons - Rayleigh scattering. In this energy range, though, the photon
absorption due to the photo-electric eﬀect dominates largely.
Neutral Hadrons
The energy loss of neutral, relatively stable hadrons, e.g. neutrons and kaons, traversing
a material is accomplished by elastic and inelastic scattering on the nuclei. In the former
case, energy is transferred by recoiling the nucleus, which may be then highly ionized. In
the latter case, a lot of pions or nucleus fragments can be created.
The ionized recoiled nuclei, nucleus fragments and pions traverse the matter subsequently
as charged particles, mainly loosing their energy by electromagnetic interactions. The
neutral pions decay almost instantaneously mainly into two photons.
The energy loss due to elastic scattering is the larger the more similar the masses of
projectile and target are. Since calorimeter absorbers are usually made from material
4Here of major interest.
5This plays an important role at smaller energies (several eV to few 100 keV).
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with a large atomic number, the deceleration by elastic scattering is less eﬀective than
that by inelastic scattering. Therefore, neutrons can travel a substantial distance without
depositing a signiﬁcant energy in a hard collision with a nucleus. If the neutrons are slow
enough or pass a resonance in the absorption cross-section of the material, they can be
captured by the nucleus causing maybe subsequent nuclear reactions.
Neutrinos
Neutrinos interact only via weak interactions, and are, therefore, hard to detect. A high-
energetic neutrino that actually scatters on an electron can transfer its energy to the
electron via W boson exchange. This electron can then be an indicator for a neutrino
incident. In other scattering processes further particles might be created, such as muons,
tauons, and quark pairs by virtue of the structure of the weak interaction. If neutrinos
interact with quarks inside a nucleons they can change the type of this nucleon and therefore
that of the atomic number of the nucleus, or they even induce ﬁssion of a nucleus. In this
way, neutrino incidents can be veriﬁed chemically by extracting the transformed atoms.
However, in collider experiment the detector volume and the neutrino ﬂuxes are too small.
In such experiments neutrinos are registered due to missing energy and momentum, i.e. by
the diﬀerence between the sum of the energies and momenta of all initial state and found
ﬁnal state particles.
1.2.2 Stopping Power and Energy Loss Straggling
General Considerations
For the detector design, it is necessary to estimate how much energy a particle deposits
inside the traversed detector material. We therefore start with the estimation of the energy
loss of a particle traversing a certain material. Energy loss and energy deposition are closely
related to each other, although the relation might be rather complex.
We denote with σ the cross-section of the process in which the impinging particle loses a
part of its energy, with nS the density of scatterers in the detector material, and with φ
the ﬂux of the impinging particles not having undergone scattering, yet. Then the number
of collision events per unit time and volume is given by
rS = φσnS . (1.31)
If the atoms are the scattering centers, for instance, then nS is the atom density,
nA =
NAρ
A
, (1.32)
where NA is the Avogadro constant and A the atomic mass (mass of one mole). ρ is the
mass density.
If several scattering processes are involved with cross-sections σi and corresponding den-
sities of the scattering centers, niS, then the single and total rates of scattering events per
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unit volume are
riS = φσin
i
S and rS =
∑
i
riS = φ
∑
i
σin
i
S ≡ φσnS . (1.33)
Let the ﬂux φ of incident particles without any interaction be directed into the positive
x-direction, and it enters a material block at x = 0. φ will decrease with the penetration
depth x. The decreasing rate of φ with respect to x is the negative scattering rate,
dφ
dx
= −rS = −σnSφ ,
the solution of which is
φ(x) = φ0e
−σnSx ,
where φ0 is the initial ﬂux of incident particles at x = 0. For photons, φ is the intensity if
the only considered energy loss process is absorption. The quantity
λ = (σnS)
−1 =
(∑
i
σin
i
S
)−1
≡
(∑
i
λ−1i
)−1
(1.34)
is the mean free path6 for obvious reasons. The quantities λi = (σiniS)
−1 are the mean free
paths for the single processes. The probability that the interaction processes i happened
under the condition that a single interaction occurred at all is given by
P (i|single interaction occurred) = r
i
S
rS
=
σin
i
S∑
j σjn
j
S
,
which is completely determined by the properties of the material and scattering processes.
If the detector material has the thickness ds, then the average number of scattering events
is approximately given by
〈M〉 = ds
λ
, (1.35)
where M denotes the corresponding random number. M is in ﬁrst order Poissonian dis-
tributed if the energy of the traversing particle does not change too much due to the
interactions, that is
P (M = k) =
〈M〉ke−〈M〉
k!
=
(
d
λ
)k
e−d/λ
k!
. (1.36)
This is speciﬁcally fulﬁlled for the penetration of thin material layers.
We denote by T the energy transferred in a single collision from the penetrating particle
to the material. The diﬀerential cross-section normalized to the total cross-section,
pi(T ) =
1
σ
dσ
dT
,
6Also called interaction length, attenuation length or (for photon absorption) absorption length.
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represents the probability for a speciﬁc value of T in a single interaction. The cross-section
σ is deﬁned such that ∫ Tmax
Tmin
pi(T ) dT ≡ 1
σ
∫ Tmax
Tmin
dσ
dT
dT = 1 ,
where Tmin and Tmax were introduced to be either physical limits or cut-oﬀs e.g. in order
to make the integral convergent. The average energy loss in a single scattering process is
then
〈T 〉 =
∫ Tmax
Tmin
T pi(T ) dT =
1
σ
∫ Tmax
Tmin
T
dσ
dT
dT . (1.37)
The averaged energy lost by the impinging particle of energy E0, δE = E0 − E(ds), after
traversing the distance ds of the material is then given as the product of Equations (1.35)
and (1.37),
δE = E0 − E(ds) = 〈M〉 · 〈T 〉 = ds
λ
1
σ
∫ Tmax
Tmin
T
dσ
dT
dT
=
dsnSσ
σ
∫ Tmax
Tmin
T
dσ
dT
dT ,
where also Equation (1.34) has been used. We obtain therefore
δE
ds
=
E0 − E(ds)
ds
= nS
∫ Tmax
Tmin
T
dσ
dT
dT .
For ds → 0 we ﬁnally arrive at
dE
dx
= −nS
∫ Tmax
Tmin
T
dσ
dT
dT = −
∑
i
niS
∫ Tmax
Tmin
T
dσi
dT
dT ≡
∑
i
dEi
dx
. (1.38)
In the last equality we exploited Equation (1.33) and that nS and the niS are independent
of T , and we obtain that the energy loss rate is a sum of the individual energy loss rates
by the single processes, as it must be. S = −dE/dx is called the stopping power. It
describes the ability of a material to decelerate a particle of a certain type exhibiting a
certain momentum.
Ionization Stopping Power
We want to sketch the derivation of the stopping power due to ionization of a heavy particle
other than an electron, say a muon, i.e. the impinging particle mass M  me. Since
the ionization process is the collision of the impinging muon with the material electrons,
the number of scatterers per unit volume is the density of the material electrons, ρNA
A
Z.
The calculation of the cross-section is conveniently accomplished in the rest frame of the
impinging muon, i.e. we consider the scattering of an incoming electron on the ﬁxed
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Coulomb ﬁeld of the resting muon. We use for this process the diﬀerential Mott scattering
cross-section [10, 9], which accounts for the spin-1/2 nature of the electrons7, in terms of
the energy transfer T ,
dσ
dT
=
z2e4
8piε20mec
2β2
1
T 2
(
1− β2 T
Tmax
)
. (1.39)
Herein, z is the charge of the heavy particle (1 for the muon) in units of e, β = v/c its
speed (which equal to the speed of the electron in the muon rest frame), and c is the speed
of light.
We insert Equation (1.39) into Equation (1.38). The limits of the integral are as follows.
Tmin is the minimum energy to be transferred to ionize an atom, i.e. the mean ionization
potential, I. It is a material property. Values are given for instance in Reference [5]. Tmax
is the maximum transferable energy, which is reached in head-on collisions, i.e. Tmax =
2mec
2β2(γ2−1)/(1+2γ(me/M)+(me/M)2) (Tmax ≈ 2mec2β2γ2 for me M and γ  1),
where γ2 = 1/(1− β2). After the integration under the assumption I  Tmax, we obtain
dE
dx
=− ρNA
A
Z
e4z2
8piε20mec
2β2
(
ln
Tmax
I
− β2
)
≈− ρNA
A
Z
e4z2
8piε20mec
2β2
(
ln
2mec
2β2γ2
I
− β2
)
. (1.40)
This is just the half of the result found by Bethe and Bloch [51, 52, 5]. The reason might be
that inelastic scattering, i.e. the pure excitation of the atoms, is not considered here since
we start to integrate over T from the ionization potential. These excitations, however, can
be a signiﬁcant contribution to the energy loss due to the favored low energy transfer by
the Rutherford cross-section and are accounted for in the derivation by Bethe and Bloch,
which is based on the quantum mechanical scattering theory of heavy particles on atoms.
Several other corrections were also included such as shell (C/Z) and density (δ(βγ)/2)
corrections accounting for the inner atomic structure of the material (playing a role at
lower energies) and the screening eﬀect due to a higher density of target electrons with
higher Z (important at higher energies). The result is the Bethe-Bloch formula [5] for a
particle being not an electron
dE
dx
= −ρNA
A
Z
e4z2
4piε20m
2
ec
2β2
[
1
2
ln
2mec
2β2γ2Tmax
I2
− β2 − δ(βγ)
2
− C
Z
]
. (1.41)
The energy loss as a function of the particle momentum, dE/dx, exhibits a minimum at
βγ ≈ 3.5. This minimum corresponds to a certain momentum for diﬀerent particle types.
It represents the minimum possible averaged energy loss of the particle traversing the ma-
terial due to ionization or atomic excitation. Such minimum ionizing particles (MIP) are
often used to investigate and determine detector properties.
7This cross-section is often also referred to as modiﬁed Rutherford cross-section.
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The stopping power for electrons is a bit more complicated due to the quantum mechanical
interference of the ﬁnal state electrons8 [53], but exhibits the same general properties as that
for other particles. For illustration, Figure 1.2 shows the total stopping power (red solid
line) of an electron in graphite. Shown are also the stopping powers mainly contributing
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Figure 1.2: The theoretical stopping power of an electron in graphite. The minimum at
about 1.4 MeV corresponds to βγ ≈ 3.5. Electrons of this kinetic energy in graphite are
called MIPs.
to the total stopping power due to ionization and excitation (green dashed line) and due to
bremsstrahlung losses (blue dotted line), which play a dominant role for electrons already
at moderate electron momenta.
Fluctuations of the Energy Loss
We are now posing the following question. For an impinging particle with energy E0, what
is the probability to lose the energy δE = E0 − E(ds) when passing through a material
block of thickness ds? Related to this is the question of how does δE ﬂuctuate [54]. The
probability density function f(δE, ds) gives the probability for a certain energy loss, δE,
in a event when a single particle with energy E0 crosses the material block. f depends
parametric on the thickness, ds, and also on the sensor material.
The Boltzmann transport equation is used to determine f ,
∂f(δE, ds)
∂ds
=
∫ Tmax
Tmin
w(T ) f(δE − T, ds) dT − f(δE, ds)
∫ Tmax
Tmin
w(T ) dT . (1.42)
8The Møller scattering cross-section can be used.
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The change of f within an interval ds is equal to the collision integral, i.e. the number
of particles that experience a certain energy loss, δE, along ds due to ionization losses,
minus the number of particles that leave this energy interval. One can consider them as
generation and loss terms, and the Equation (1.42) as a rate equation for f . The Mott cross-
section, Equation (1.39), multiplied by the density of electrons can be used to determine
the probability for a particle to undergo a certain energy loss, w(T ) = ρNAZ
A
dσ
dT
. Equation
(1.42) can be approximately solved using the method of Laplace transformation. After
some further approximations such as Tmin = 0 and Tmax = ∞,9 which are the minimum
and maximum transferable energies in one collision, and some algebraic transformations
one obtains
f(δE, ds) =
1
ξ
ϕ(λ) where ϕ(λ) =
1
2pii
∫ c+i∞
c−i∞
eu lnu+λu du , (c > 0)
ξ =
z2e4
8piε20mec
2β2
NA
A
ρZds and λ =
δE − ξ (ln ξ
ε′ + 1− γE
)
ξ
. (1.43)
Herein, ξ is the average energy loss of a particle of energy E0 penetrating an absorber
of thickness ds as estimated from the Bethe-Bloch equation (1.41). Furthermore, ln ε′ =
ln I
2
2mec2β2γ2
+ β2, and γE ≈ 0.577215665 is the Euler constant.
ϕ(λ) is the intrinsic Landau probability density function and has no free parameters. Its
most probable value is located at λMPV = −0.22278299. The quantity ϕ, depicted in Figure
1.3, is normalized to one but does not possess any of its moments such as the mean value
and the standard deviation. There is a long right-hand side tail to take account of the
ﬁnite probability for the loss of a large energy fraction of the particle crossing the material
block.
f(δE, ds) is obtained from ϕ(λ) by scaling ϕ and λ, whereby the parameter dependence of
f is introduced. The most probable value for f is therefore found using that of ϕ and by
scaling at
δEMPV = ξ
(
ln
ξ
ε′
+ 0.2
)
. (1.44)
It is the characteristic value of the distribution f and behaves as a function of the material
block thickness like δEMPV/x ∼ (a lnx + b). For comparison, the mean energy loss per
unit length using the Bethe-Bloch formula (1.40) is constant with respect to x. Several
corrections such as shell and density corrections were introduced into Equation (1.43), such
as for the Bethe-Bloch formula. δEMPV can also be used to estimate the deposited energy
since the latter is not that diﬀerent from δEMPV. Speciﬁcally, it does not ﬂuctuate as the
mean value does in experiments and can therefore be measured more reliably.
The reason for the non-existence of the mean value of ϕ(λ) is the approximation Tmax =∞,
which was convenient to solve Equation (1.42). Therefore, for a given Tmax, the Landau
9This is necessary for the applicability of the Laplace transformation. In the ﬁnal step the lower limit
is again replaced by the ionization energy. Otherwise the result would be inﬁnite.
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Figure 1.3: The Landau probability density function for energy loss straggling, ϕ(λ).
theory is applicable for ξ/Tmax < 0.01. The Vavilov theory [55] avoids this approximation,
and a somewhat more complicated function than ϕ is obtained. The Vavilov theory is
valid for 0.01 < ξ/Tmax < 10. Above the upper limit, i.e. for thick absorbers, a Gaussian
distribution [53] can be used to describe the ﬂuctuations of δE.
For very thin absorbers or material with a very low density (gas absorbers), Bichsel [56,
57, 58] pointed out larger discrepancies of the analytically found energy loss straggling
functions (i.e. the probability density functions for the energy loss) to those measured,
because of the more and more dominant role of the Poisson statistics for the number of
interactions on the path through the material as shown in Equation (1.36). The theoretical
description of energy loss straggling functions can be done best numerically, via Monte-
Carlo simulation programs such as e.g. Geant4 [59, 60]. In this way also the energy
deposition could be in principle included into the considerations.
The energy deposited by a particle passing through a material is usually smaller than
the energy lost by this particle. By interactions with the material e.g. bremsstrahlung
photons and δ-electrons generated by the impinging particle, which in turn can leave the
material block carrying a sizable amount of energy. The δ-electrons also traverse a certain
path through the material loosing and depositing energy and the photons could be re-
absorbed if the sensor is thick enough. All these primary and secondary particles will move
furthermore in almost each direction, not only along the direction of the impinging particle.
This represents a very complex scenario of interactions, which can be described best using
Monte-Carlo simulations giving more realistic results than the analytical estimations above.
The energy deposition is, however, still not easy to include correctly due to the dependence
of the energy dissipation processes on the microscopic and macroscopic material properties.
This will be discussed in part in Chapter 5.
33
1.2.3 Showers
Electromagnetic Showers
When high-energetic electrons or photons hit a suﬃciently thick and dense material block,
electromagnetic cascades are initiated. The situation for initial electrons and photons is
comparable since bremsstrahlung and pair production are almost equal by cross-sections.
The electron loses its energy dominantly by ionization, where secondary electrons might be
released, and emits bremsstrahlung photons or creates electron-positron pairs with lower
energies by direct pair production. A lot of these secondary particles have enough energy
to excite further atoms or release electrons by ionization or to create further high-energetic
photons. The bremsstrahlung photons can produce electron-positron pairs, either partner
of which carries in average half of the photon energy, and undergoes again bremsstrahlung.
The multiplication process continues until the energy of the photons is not suﬃcient to
create further electron-positron pairs, and for the electrons and positrons ionization be-
comes the dominant energy loss process. This avalanche process is called showering, and
the generated particles distributed in a certain are called a shower.
Such a shower evolves with the penetration depth into the direction of the impinging pri-
mary particle, but also in lateral direction. For electromagnetic showers, the shower shape
can be parametrized. The main parameters for the electromagnetic shower are the depth
at the shower maximum, i.e. the depth where the maximum of energy is dissipated, and
the transversal shower extension, expressed as Moliére radius. These parameters depend
on the detector material properties.
The longitudinal extension, i.e. the scale along the initial direction of the primary particle,
is determined by the radiation length, X0. It is deﬁned as the mean distance over which
the high-energetic primary electron loses its initial energy down to the 1/e-fraction due to
bremsstrahlung. This is the same as 7/9 of the mean free path for a high-energy photon
until it converts to an electron-positron pair. One can use the phenomenological Dahl
parametrization [5], to estimate X0 in diﬀerent materials,
X0 =
716.4A
Z(Z + 1) ln 287√
Z
g cm−2 , (1.45)
which is precise up to 2.5 % (except for helium, where the precision is about 5 %). It is
usually given in g/cm2, so that the division by the mass density of the material gives a
length.
The longitudinal shower proﬁle is conveniently expressed by the scaled variable t = x/X0,
where x in the longitudinal spatial shower evolution coordinate. The mean longitudinal
proﬁle of the energy deposition in the electromagnetic shower can be described as [61],
dEdep
dt
= Eshb
(bt)a−1e−bt
Γ(a)
. (1.46)
The quantities a and b are functions of Z and of the type and the energy of the incident
particle. Γ(x) denotes the Γ function. Esh is the energy contained in the shower.
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Then the shower maximum is at the penetration depth
tmax = (a− 1)/b = ln(E0/εcr) + c in units of X0 , (1.47)
where E0 is the energy of the incident primary particle, c = −0.5 for electrons, and c = +0.5
for photons. εcr is the critical energy at which the energy losses by bremsstrahlung and
ionization are equal. It is approximately
εcr =
610 MeV
Z + 1.24
for solids and liquids and εcr =
710 MeV
Z + 0.92
for gases . (1.48)
The shower depth (in terms of X0) of 95 % longitudinal containment is about [62],
t95% ≈ tmax + 0.08Z + 9.6 . (1.49)
The Moliére radius is deﬁned as the radius of the cylinder enveloping the shower axis in
which on average 90 % of the particle energy is deposited. The Moliére radius can be
parametrized as [63, 64, 65],
RM = X0Es/εcr , (1.50)
where Es =
√
4pi
α
mec
2 ≈ 21.2 MeV.
Hadron Showers
The energy deposition of hadrons consists of an electromagnetic and a hadronic part. In
processes of inelastic interactions with the nuclei mostly neutral and charged pions, neu-
trons, protons and nuclear fragments are created. The neutral pions decay immediately
almost exclusively into photons, which in turn cause electromagnetic showers. The neu-
trons, protons and nucleus fragments are rather stable and can carry a substantial amount
of energy away from the center of the incidence. They deposit their energy by elastic and
inelastic scattering with the atoms and the nuclei.
One diﬃculty of the description of hadronic cascades is the ﬂuctuation of the number
of created neutral pions. These are reﬂected in strong event-to-event ﬂuctuations of the
fraction of the energy deposition in the electromagnetic part of the shower. Another issue is
the irregular shape of hadron showers due to travelling neutrons. In the hadronic processes
also neutrinos and muons might be produced leaving the material volume without any
signiﬁcant energy deposition, and also the release of binding energy of the nuclear fragments
contribute to the ﬂuctuations of the deposited energy. Therefore, hadron showers are not
as compact as electromagnetic showers. They have an irregular shape and exhibit strong
ﬂuctuations of the fractional energy deposited electromagnetically.
The characteristic length for the hadronic multiplication process is the interaction length,
λI [5, 53], i.e. the mean free path for inelastic hadronic interactions, which is essentially
energy-independent. In a simple parametrization [66], the shower maximum is located at
tmax ≈ (0.6 lnE0 − 0.2) ,
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and the shower depth for a 95 % longitudinal containment of the shower energy is
t95 % ≈ tmax + 4E0.150 .
Herein, the energy of the incident particle, E0, is given in GeV, and tmax and t95 % are in
units of λI . The shower radius for 95 % radial conftainment can be estimated as
R95 % ≈ λI ,
which is usually larger than that for an electromagnetic shower, since the cross-sections for
hadronic processes are smaller than that for electromagnetic ones.
1.2.4 Detector Technologies
Any material that reacts to an impinging particle can be used as detector. Most detector
materials get excited or ionized by charged particles. The energy deposited by electro-
magnetic processes, which are dominant, can be read out as electrical, optical, chemical,
etc. signals, whereas detectors based on electrical and optical signals have prevailed in
high-energy collider experiments.
We consider here detectors relevant for high-energy collider experiments and list the detec-
tor types mostly used in such experients. Particles accelerated to high energies collide close
to the so-called nominal interaction point (IP), i.e. the intended point of collisions. The
real point of collision is called the primary vertex. Depending on the scattering process
under investigation a lot of particles producted in the collision ﬂy radially away from the
primary vertex. The detectors are, therefore, more or less concentrically arranged arround
the IP.
One can subdivide the detectors in trackers and calorimeters. Calorimeters measure the
energy of the impinging particle. To do this the detector material must be dense (high Z
material) and the detector volume suﬃciently large, so that all the particle energy is dissi-
pated inside this volume and nothing escapes from the detector. Trackers, in contrast, just
measure the path of a particle. In an ideal case the tracker traces the path of the particle
without aﬀecting the particles momentum. Therefore, trackers should be transparent (low
Z material).
Tracking Detectors
Trackers are made to measure track points of the three-dimensional (3D) trajectory of a
charged particle. This can be accomplished with several technologies. Silicon tracking
detectors, for example, are made of silicon planes, with a ﬁne lateral (2D) segmentation
each  called pixels in case of very small area segments, pads for larger, almost quadratic
segments or strips if the segmentation in one lateral direction is ﬁner. A particle passing
through such a plane deposits energy at the point of penetration. Thereby, excess charge
carriers are generated originating by their drift in an electric ﬁeld an electronic signal in
this point, which can be identiﬁed by the tracker plane and the 2D position of the pixel on
this plane. Several consecutive such planes then trace the particle trajectory.
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In time projection chambers (TPC) [67] the electrons, stemming from the ionization along
the trajectory of the high-energy particle, drift along an electric ﬁeld to an end plane,
which is perpendicular to this ﬁeld. These end planes comprise ﬁnely segmented sensors
that provide the projection of the trajectory. The drift time measurement gives the third
coordinate of each trajectory point. Figure 1.4 shows a scheme of a TPC.
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Figure 1.4: Working scheme of a TPC. The electric ﬁeld is directed parallel to the beam
line. The electrons released by ionization along the particle trajectory drift in this ﬁeld
to the end plane, which consists of ﬁnely segmented sensors that register and enhance the
signals from electrons.
The signals from the segmented tracker sensors are converted into 3D points (called hits)
that trace the particle trajectory. A curve can be ﬁtted to these points to obtain a recon-
structed trajectory, i.e. an approximated path of the particle. The parametrization of the
curve depends on the model used for the transport of the high-energetic particle through
the detector. The tangent of this curve gives the reconstructed momentum direction in
each point of the reconstructed trajectory.
In order to measure also the value of the momentum, one applies a magnetic ﬁeld parallel
to the beam line such that a charged particle having a velocitiy component perpendicular
to the magnetic ﬁeld direction, v⊥, is deﬂected by the Lorentz force, FL, according to
FL = qv⊥B . (1.51)
Herein, B is the magnetic ﬁeld, and q is the particle charge. In a constant magnetic ﬁeld,
for a particle with transverse momentum p⊥ = γmv⊥, the Lorentz force is compensated by
the centrifugal force. The trajectory of the particle is bend with a radius of curvature R,
which is related to the transverse momentum by
R =
p⊥
qB
. (1.52)
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For a given positive magnetic ﬁeld, R is negative for a negatively charged particle, and
positive for a positively charged particle. Therefore, the charge sign can be obtained from
the direction of curvature of the particle trajectory with respect to the magnetic ﬁeld
direction.
The absolute value of the charge must be measured separately. This can be accomplished
by measuring the amount of energy loss by the high-energetic particle inside the tracker
per path length, i.e. dE/dx. Due to the Bethe-Bloch formula (1.41) the energy loss is
proportional to z2, where z is the particle charge in terms of an electron charge. A doubly
charged particle loses four times more energy by ionization than e.g. a muon.
For particles of unit charge and by determining the value of dE/dx, also a particle iden-
tiﬁcation can be performed for relatively low particle momenta [56]. From this, the mass
and, eventually, the energy can be determined.
Calorimeters
Calorimeters shall provide a measurement of the energy of a particle and also its impact
point into the calorimeter. The calorimeter stops the particle so that tracking detectors
must be put in front of calorimeters. Calorimeters are useful especially for the energy
measurement of neutral particles, since they do not leave tracks inside the tracker.
Calorimeters made from a single block just give the energy information. The signal can
be provided in diﬀerent ways. Scintillator crystals transform the dissipated energy into a
light pulse, which can be registered at the edges of the crystal. A calorimeter can also be
segmented and consist of high-Z absorber layers, which enhance the shower development,
interspersed by sensor layers, which register the signals from charged particles in the shower.
Such a calorimeter is called a sampling calorimeter. The sensors can be similar to those
of the silicon tracking detectors. They absorb only a small part of the dissipated energy,
and by calibration one can determine the energy totally deposited by the incident particle.
There is another advantage of a sampling calorimeter: one obtains information about the
longitudinal shower proﬁle, described by Equation (1.46). By a lateral segmentation of
the sensor planes into pads, one additionally obtains a sampling of the transversal spatial
shower distribution. This information can be used to determine the shower position, i.e.
the entrance point of the impinging particle into the calorimeter and the shower direction,
which can give indications of the momentum direction of the incoming particle. The shower
shape can also be used for the particle identiﬁcation, since it diﬀers for diﬀerent particle
types.
Speciﬁcally, calorimeters are again subdivided into electromagnetic and hadron calorime-
ters. The ﬁrst one can be sampling calorimeters, which must be able to stop electrons
and photons in front of an hadron calorimeter by inducing an electromagnetic cascade.
Neutral and charged hadrons may start to shower in the electromagnetic calorimeter, but
the hadron shower extends into the hadron calorimeter, where the primary particle is even-
tually stopped. Therefore, electrons and photons leave almost their total energy only in
the electromagnetic calorimeter, while hadrons have the larger fraction of energy deposited
inside the hadron calorimeter.
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Hadron calorimeters can be designed in a speciﬁc way to account for the ﬂuctuations in the
creation of neutral pions. By a clever choice or design of the absorber material, one can
achieve that electrons and charged pions of the same energy cause the same response of the
hadron calorimeter - or in the commonly used terminology  the e/pi ratio is close to one.
Calorimeters fulﬁlling this requirement are compensating. Compensation ensures a linear
response of the calorimeter to the hadron shower energy deposition and an improvement
of the accuracy of the energy measurement with increasing incident energy [68].
For electromagnetic calorimeters, the accuracy of the measurement of the shower position
is limited by the Moliére radius of the absorber and the lateral segmentation of the sensor
layers. The energy measurement uncertainty can be parametrized as ([5] and references
quoted therein)
∆Edep
Edep
=
a√
Edep
⊕ b⊕ c
Edep
. (1.53)
Here, Edep is the mean deposited energy in GeV and ∆Edep the standard deviation of the
Edep measurement. The symbol ⊕ means addition in quadrature (x⊕ y ≡
√
x2 + y2). The
stochastic term a takes into account ﬂuctuations of the shower, of the sampling fraction,
photoelectron statistics, etc. The term b represents detector non-uniformity and calibration
uncertainties, i.e. systematic eﬀects. The term c represents electronic noise.
For hadron calorimeters, the above parametrization can be used as well for the energy
measurement uncertainty [68].
These are essentially the detector technologies used in this thesis. A lot of other interesting
detector technologies are described e.g. in references [5, 67], but are beyond the scope of
this work.
Sensor Technologies
Sensors translate the signals from the energy deposited by traversing particles inside the
detector into e.g. electric signals, which can be read out and converted into quantities to
be measured. There is a huge variety of sensor technologies based on many possible sensor
materials and depending on the speciﬁc requirements of a tracker or a calorimeter.
For example, the energy deposited by a traversing particle causes the excitation of atoms or
molecules in a scintillator crystal. When relaxing to the ground state, the photons emitted
is the detector response in this case. These light signals are converted into electric signals
employing e.g. the photo-electric eﬀect by a sensor outside the crystal.
The excess electrons generated in a solid by ionization can be the detector response as
well, and the detector volume that contains these excited electrons can be part of the
sensitive element, which generates the ﬁnal signal to be read out. A clear separation of
detector volume and sensor element does not exist. In a sampling calorimeter, the absorber
layers are actually insensitive material enhancing the showering process. Sensor elements
are interspersed as sensor layers. Each sensor element in turn can be considered as single
detector.
In the recent decades solid state ionization chamber sensors based on semiconductor tech-
nology have commonly prevailed in high-energy experiments due to their reliability, avail-
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Figure 1.5: Schematics and working principle of a silicon diode as a sensor - with and
without electrode segmentation.
ability and ﬂexible application. The simplest setup of a semiconductor sensor, for instance,
is a silicon diode as depicted in Figure 1.5. The diode is reversely biased such that the
depletion zone  the sensitive volume  is enlarged to the complete diode volume. A par-
ticle traversing through this volume generates electron-hole pairs by energy loss due to
ionization. These electrons and holes drift in the electric ﬁeld towards the respective elec-
trodes causing a signal current that ﬂows in the outer circuit. Such silicon diodes can be
made very thin, and the electrodes can be realized as metalization segmented laterally as
indicated in the Figure 1.5 to provide also the information about the lateral position of the
penetration point of the impinging particle. Very good spatial resolutions can be achieved
by such sensors. Depending on the size and the geometry of the segmentation, a single
sensor element on the plane is called a pixel, a pad or strip. They are used as tracking
detectors and as sensor planes for calorimeters.
The advantages of silicon diodes are their good availability, low costs, the precision and
homogeneity, with which pixels, pads and strips can be positioned, and their signal gener-
ation and transport properties such as large signal charge yield and mobility. On the other
hand, for the currently used silicon technology a change of the performance of the sensors
with increasing radiation load is observed making the operation of silicon sensors at room
temperture under harsh radiation impossible. Therefore, insulators such as diamond had
been and still are under investigation for applications, where the radiation hardness is an
issue. They are not operated as a diode, but are a homogeneous material block and the
externally applied ﬁeld performs the electron-hole separation and drift towards the elec-
trodes. Chapter 5 reports on the ongoing investigations of materials for such sensors in
more detail.
The sensors of a TPC on the end plane can be simple pad anodes made from e.g. copper,
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which pick up the incoming drift charge. However, the amount of electrons, which is
generated by a traversing particle in the TPC volume and which drift towards the end
plate, is too small to provide a signiﬁcant signal current when hitting the surface of the
electrodes. Therefore, signal enhancing devices such as GEMs (Gas Electron Multiplier)
are introduced. The GEM foil is a thin sheet of plastics coated with metal on both sides,
which are set to a high voltage diﬀerence against each other causing strong electric ﬁelds
in the holes of the GEM foil. The incoming drift electrons from the TPC volume are
accelerated in this ﬁeld causing avalanches of secondary electrons, which eventually hit the
pad electrodes on the end plane. Figure 1.6 shows a schematics of the working principle of
a GEM, the secret of which is the shape of the holes of the GEM foil, which are obtained
by chemically piercing.
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Figure 1.6: Schematics and working principle of a GEM.
Fluctuations in the Signal Charge and the Fano Factor
The current picture of a sensor based on ionization such as the silicon diode is as follows.
The energy loss of the impinging particle is distributed according to some distribution f
(of Landau type for example). The deposited energy is again a continuous random variable
with its own probability density function, which is translated into the discrete number of
collisions, i.e. eventually into the number of electron-hole pairs excited by ionization. Only
a fraction of these charges are registered as signal, again in a random way. To estimate the
signal yield of a detector from a particle of a certain energy, one needs to know all these
probability density functions. Conversely, from the signal amount one usually wishes to
know the energy deposited initially.
We shortly discuss, which precision of the energy measurement can be achieved. In semi-
conductors, the amount of signal charges ﬂuctuates for a ﬁxed total deposited energy, E0,
according to [69]
∆NQ =
√
FNQ ,
where NQ is the average number of electron-hole pairs, and ∆NQ its standard deviation.
The factor F is called the Fano factor [70, 71, 72, 73] and can be calculated e.g. for a
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semiconductor detector according to [69]
F =
Ex
Egap
(
εeh
Egap
− 1
)
.
Herein, Ex is the average energy for an excitation of a phonon, i.e. an excitation of
lattice vibrations. The band gap energy, Egap, is assumed to be the energy minimally
required for an ionization, and εeh is the average electron-hole pair creation energy. The
latter one is larger than the band gap because the conservation of momentum in a single
collision requires phonon excitation and because many modes for an energy transfer with
an excitation energy larger than the band gap are available.
For silicon is Ex = 0.037 eV, Egap = 1.1 eV and εeh = 3.6 eV leading to F = 0.08
[69]. The Fano factor is a material dependent quantity, which is usually smaller than
one. It accounts for the correlations between consecutive excitation and ionization events.
Theoretical values are available for several materials, e.g. for diamond F = 0.08, in
reference [74].
For the application as sensor material, a small Fano factor is preferable, since it enhances
the precision of the signal measurement and, therefore, also the precision of the measure-
ment of the deposited energy.
1.2.5 Collider Experiments
General Setup
In experiments at high-energy colliders such as the International Linear Collider (Chapter
2) or the Large Hadron Collider a certain detector conﬁguration has proved of value,
which is called multi purpose detector. Around the interaction point (and the beam pipe)
concentrically several sub-detectors are positioned consecutively.
The idea for this design is the following. In the collisions at the interaction point a lot of
particles might be created. Some of them will decay in very short time after the collision and
create secondary vertices, from which new particles start and pass through the detector.
The decay products and all particles entering and penetrating the detectors are either
stable or have a lifetime above a certain threshold.
If these particles are charged they will ionize the atoms of the tracker detector volume,
i.e. they will create electron-hole pairs in the silicon tracker volume or electron-ion pairs
in the gas of the TPC. Neutral particles are not registered inside the trackers. Photons
and electrons create an electromagnetic shower in the electromagnetic calorimeter, thereby,
depositing all of their energy in this calorimeter. Hadrons will additionally and dominantly
deposit their energy inside the hadron calorimeter. Muons of suﬃcient energy penetrate
almost all the detectors, leaving only MIP signals. In an ideal case they are the only
particles passing through the muon spectrometer. The diﬀerent particles can be identiﬁed
by their energy depositions inside the diﬀerent sub-detectors.
The task in an collider experiment is to reconstruct the trajectories and the showers of the
particles using the tracker and calorimeter signals. From them the energy, the momentum
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and the charge sign can be determined. Once the trajectories are reconstructed, they can be
assigned to one or more vertices, to reconstruct the processes happened in the interaction
point region.
Reconstruction Terminology
Trackers and calorimeters are segmented in pixels, strips or pads, i.e. small sensitive
detector elements. To each of these detector elements a position can be assigned. If a
particle traverses such an element a signal is generated the size of which is proportional to
the number of electrons released inside the detector volume by ionization. The detector
elements giving a signal if particles traverse them trace the trajectory of the particle or
the energy deposited inside the shower. A hit is deﬁned as a four-tuple consisting of the
position of the center point of such a detector element and the energy deposit inside this
element volume.
The reconstruction of trajectories and showers is carried out on the set of hits for each
event10. In a ﬁrst step tracker hits are assigned to a track, which approximates the tra-
jectory of the particle causing these hits. Similarly, hits in a calorimeter belonging to one
shower are summarized to a cluster. This treatment of the detector information is called
pattern recognition. For each track, the momentum and the charge sign is determined by
ﬁtting a trajectory model, which gives the reconstructed trajectory. From the reconstructed
cluster the energy of the particle causing it is determined.
In a second step tracks and clusters are assigned to each other. If this is correctly done,
there should remain clusters only from neutral particles. Track-cluster pairs and single
clusters are called particle ﬂow objects containing reconstructed momenta, energies and
charges.
According to the presence of a track and to the energy distribution of a cluster in the
electromagnetic and hadron calorimeters and the muon spectrometer, a particle type is
assigned to each particle ﬂow object. A particle ﬂow object with a particle type is called
a reconstructed particle.
The trajectory model has usually several parameters. Except the curvature and the tangent
direction, which are related to the momentum vector, there is also the distance of the
trajectory from the nominal interaction point (IP), which can be parameterized by two
impact parameters. It might be that some of the particles originate from a particle decayed
in a vertex some distance apart from the nominal IP. In a next step one tries to combine
these reconstructed particles to determine the energy, momentum, charge sign and identity
of the decayed particle. This process is repeated, until the event is fully reconstructed in
space.
Gluons or quarks produced in the primary interaction hadronize into stable and meta-stable
particles such as mesons. These are usually contained in a narrow solid angle element. Such
an object is called a jet. In this case it is sometimes diﬃcult to determine the identity of
each single particle, if the identiﬁcation procedure is based on the cluster information.
10An interaction creating a certain number of secondary particles is called an event.
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In the particle ﬂow concept, the energy of all charged particles is determined from their
tracks. Using this information, the clusters are assigned to these particles. The remain-
ing clusters belong to the neutral jet particles and their energy is added to the jet. By
separating charged and neutral components the energy of the jet can be determined more
precisely than using only the calorimeter energy.
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Chapter 2
The International Linear Collider
2.1 Physics Case
To understand the physics case of the International Linear Collider (ILC) it is worthwhile
to consider ﬁrst the prospects of the Large Hadron Collider (LHC) [75], which will operate
before the ILC.
The LHC is a proton-proton collider and is designed as discovery machine. The protons
are accelerated up to about 7 TeV in a circular accelerator of about 27 km circumference.
The Higgs boson is a key element of the Standard Model, and it is enormously important
for the conﬁrmation of the Standard Model to discover it. If there is a Higgs boson within
the Standard Model, which is responsible for the masses of the weak gauge bosons and the
fermions, and which has a mass in the range of about 114 GeV to 1 TeV, it will be detected
at the LHC. If extensions of the Standard Model such as the supersymmetric one are the
appropriate description of the elementary particles then it is at least probable to discover
a Higgs boson.
If the Higgs mechanism is not realized then the Standard Model loses its validity above
1 TeV due to the violation of the unitary limit in certain scattering processes. Operating in
the energy range of up to 14 TeV, the LHC will decide, which kind of new physics beyond
the Standard Model is realized in our universe in the case that no Higgs boson is found.
Except the Higgs boson, it is also a hope to ﬁnd new particles predicted, for example,
in the supersymmetric models. Some of them serve currently as candidates for the dark
matter, needed for the explanation of observations in the cosmology.
The ILC is an electron-positron collider. It will start to operate after the era of the LHC.
Discoveries about the Higgs boson and the Standard Model extensions are then probably
made. The ILC is designed to study systematically and in detail the phenomena expected
at the 1 TeV scale [76, 77, 78]. As a lepton collider, the ILC will provide much cleaner
events than a hadron collider. There will be a chance to ﬁnd new particles with signatures
hidden and therefore undiscovered in the complex events of the LHC. Furthermore, the
initial conditions of the scattered particles such as the initial center-of-mass energy and the
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lepton spin states can be controlled in a lepton collider. Using the ILC, the dependence of
the cross-sections on the polarization state of the scattered leptons can be determined, and
scans for cross-sections can be perform at the production threshold of certain processes,
e.g. the Higgs-strahlung process. In the rather clean events of a lepton collider, also e.g.
missing energy due to particles that are invisible inside the detector such as neutrinos will
be measured much more precisely.
One benchmark of the ILC is the Higgs physics. If there is a Higgs boson found at the
LHC then it must be checked whether it is really a Higgs boson, i.e. whether it has the
correct quantum numbers. In addition, it is to be clariﬁed whether the found particle is
the Standard Model Higgs boson or one from some of the extensions. If there is no Higgs
boson found at the LHC then it must be investigated which new physics scenarios can give
an alternative to the Higgs mechanism and stabilize the electroweak scale.
Due to the polarized electrons (and positrons), also spin correlated cross-sections can be
measured to determine precisely the couplings of the gauge bosons to fermions as well as
the couplings between the gauge bosons in the Standard Model. Operating at a higher
energy than former accelerators, the renormalization running of the couplings can be traced
to higher energies rendering the extrapolations to the GUT scale more precisely. Using
these extrapolations, a possible uniﬁcation of the coupling constants at a certain energy
can be speciﬁed in the scope of certain physics model such as for instance in the Standard
Model or in its supersymmetric extension.
An important issue is the detection and identiﬁcation of particle candidates for the cold
dark matter, which amounts to about one fourth of the energy content in the universe.
Related to this is the detection of new particles such as e.g. the supersymmetric partners of
the Standard Model particles. Also surprising other particles could be found not belonging
to any particle content of proposed models alternative to the Standard Model. If these new
particles were found at the LHC, the task for the ILC is to determine its properties and to
understand the underlying structure of the new model. If supersymmetry is realized, it is
for sure broken and the mechanism of its breaking must be investigated.
If new gauge bosons are found at the LHC, the properties of the corresponding force have
to be determined at the ILC and the meaning of them for the cosmology and the uniﬁcation
of the forces at the GUT scale has to be investigated.
2.2 General Properties of the ILC
2.2.1 Machine Setup and Parameters
The International Linear Collider (ILC) will be a linear accelerator, which collides electrons
and positrons with a center-of-mass energy of up to 500 GeV, and up to 1 TeV after
an upgrade, respectively. A circular machine operating with electrons and positrons at
these energies would need a huge radius not to be dominated and limited by synchrotron
radiation. At the time of writing of this thesis, the ILC is still an ambitious plan in the
design phase. It will consist of two main linacs accelerating electrons and positrons to the
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designated energy. There is one interaction region foreseen with a beam crossing angle
of 14 mrad. Two detectors are planned, which work alternately in the so-called push-pull
regime.
Figure 2.1: Baseline design of the International Linear Collider.
Figure 2.1 shows the baseline design of the ILC as speciﬁed in the reference design report
[79].
Electrons with polarizations up to 85 % are created with a special electron gun. The photo
cathode is fabricated as strained GaAs/GaAsP superlattice structure, and a pulsed intense
laser beam releases bunches of photo-electrons from it. This gun must meet speciﬁcally
the requirements for the bunch generation timing, the beam intensity and the bunch ex-
tensions as are listed in Table 2.1. There is an option for a polarized positron beam with
a polarization of up to 60 %. Such polarized positrons can be created by passing electrons
through an undulator, where high-energetic photons are created, which are converted into
electron-positron pairs. The positrons are separated and further accelerated.
Bunches of electrons and positrons are shaped in the bunch compressors, their emittances
are damped down in the damping rings to meet the luminosity requirements, and they are
ﬁnally accelerated in the main linear accelerators. The main linacs consist of superconduct-
ing niobium cavities, each creating accelerating ﬁelds of 31.5 MV/m. A special challenge
for the cavities is the necessity for an extremely smooth surface to avoid heating spots due
to the extremely high ﬁelds. This is achieved by chemical etching and electropolishing.
The technology was developed at the Tesla collaboration to launch the Tesla-project 
the precursor project of the ILC.
The beam delivery system focuses the beams eventually into the nominal interaction point,
which is surrounded by the detector.
The accelerator provides a high luminosity due to small transversal bunch dimensions.
It is intended to provide an integrated luminosity of 500 fb−1 in the ﬁrst four years. The
luminosity, as introduced in Equations (1.28) and (1.29), depends on the beam parameters.
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The geometric luminosity is given by
Lgeom = frepnb N
2
4piσxσy
, (2.1)
where frep is the train1 repetition rate, nb is the number of bunches per train, N is the
number of particles per bunch, which is assumed to be equal for both the electron and the
positron beam. σx and σy are the widths of the Gaussian transversal charge distributions
of the bunches. The peak luminosity is given by
L = HDLgeom , (2.2)
where the enhancement factor due to the pinch eﬀect, HD, can be expressed in terms of the
beam extensions from a model for beam optics [80, 81, 82]. The nominal beam parameters,
i.e. their design values, are summarized in the Table 2.1.
parameter value
center-of-mass energy
√
s 500 GeV
Train repetition rate frep 5 Hz
Number of Bunches per Train nb 2820
Number of Particles per Bunch N 2× 1010
Bunch spacing 307.7 ns
Beam width σx 655 nm
Beam height σy 5.7 nm
Beam length σz 300 µm
Geometric luminosity Lgeom 1.2× 1034 cm−2s−1
Enhancement factor HD 1.7
Peak luminosity L 2.03× 1034 cm−2s−1
Table 2.1: The nominal beam parameter set for the ILC.
The crossing angle of 14 mrad at the interaction point is compensated by a crab cavity
[83, 84] to keep the luminosity as high as possible. That is, the bunches are rotated short
before the interaction to ensure a head-on collision with a full penetration length of the
single particles through the oncoming bunch. Figure 2.2 shows the coordinate system of
the ILC and the deﬁnition of the crossing angle.
2.2.2 Beam-Beam Interaction: Pinch Eﬀect and Beamstrahlung
At the ILC there will be a strong beam-beam interaction near the IP due to the comparably
high charge density of the bunches [85, 86, 87, 88]. The moving bunches represent current
densities, which are of equal sign (for oppositely charged positrons moving in opposite
direction) in the laboratory frame, i.e. the nominal ILC rest frame. As soon as the
1A train contains a certain number of consecutive bunches.
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Figure 2.2: Coordinate system of the International Linear Collider and deﬁnition of the
crossing angle.
bunches approach each other and start to overlap, the particles of a bunch will experience
the strong Lorentz force due to the magnetic ﬁeld caused by the current densities. The
charges are roughly compensated so that the electric ﬁelds of the both oncoming and
overlapping bunches are compensated while the magnetic ﬁelds add up. In the ﬁrst order
one can consider the magnetic ﬁeld as given by the current densities, and the particles
which actually cause this ﬁeld are moving inside this ﬁeld.
bunch axis
Lorentz force
photon
trajectory
electron y
Figure 2.3: Schematic of beamstrahlung process.
The Lorentz force for each bunch particle is directed to the bunch axis, as is illustrated
in Figure 2.3. For uniformly distributed charge densities this force is proportional to the
distance of the particle from this axis. Hence, all particles with a non-zero distance to the
bunch axis are deﬂected towards this axis. This is called pinch eﬀect [89, 90]. The eﬀective
beam size in x- and y-direction is reduced, i.e. the eﬀective charge density is increased.
This increases the luminosity as indicated in Equation (2.2).
Since accelerated charges emit electromagnetic radiation, the bunch particles accelerated
by the Lorentz force radiate photons, which are mostly collinear with the direction of the
bunch motion. These photons are called beamstrahlung. The beamstrahlung photons are
directed into a polar angle range of a few 100 µrad. For the nominal ILC parameters as
given in Table 2.1, the total number of photons for one beam direction is about 2.5 per
bunch particle, i.e. 5×1010 photons per bunch crossing in each direction. The total energy
of all beamstrahlung photons per beam direction is 1.14× 1011 GeV, leading to an average
photon energy of 2.28 GeV per photon.
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As the beamstrahlung photons are going into the forward direction, they must penetrate the
oncoming bunch. Thereby, interactions of the photons with the primary bunch particles are
induced, by which few percent of the photons are converted into electron-positron pairs 
the so-called beamstrahlung pairs. The dominant beamstrahlung pair creation processes at
the ILC are the incoherent ones, i.e. individual particle interactions: Bethe-Heitler, Breit-
Wheeler, and Landau-Lifshitz processes [91, 82, 80]. While the Bethe-Heitler and the Breit-
Wheeler process involve real beamstrahlung photons, the Landau-Lifshitz process contains
only virtual photons i.e. e+e− interactions by which an additional electron-positron pair
is created. The dominant incoherent pair production process is the Bethe-Heitler process.
Figure 2.4 shows schematically the lowest order Feynman diagram for a pair creation
process.
γ
γ
e+
e−
Figure 2.4: Schematic beamstrahlung pair creation process. The photons can be real or
virtual depending on how they are created.
There is also the coherent pair production possible, i.e. the electromagnetic interaction of
a photon with the collective electromagnetic ﬁeld of the oncoming bunch. However, this
process is highly suppressed at the nominal beam parameters at the ILC [92].
With nominal ILC parameters, about 2.6 × 105 beamstrahlung pairs per bunch crossing
will be created in each direction. Their energy distribution depends on the the beam-
strahlung photon spectrum. The average energy of the electrons and positrons can be
roughly estimated to be the half of the average photon energy, i.e. about 1.14 GeV per
pair particle. This corresponds to a total energy of the pairs of about 1.2 × 106 GeV per
bunch crossing. Electrons and positrons with high energies possess momentum directions
with small polar angles with respect to the direction of the bunch motion, while for those
with smaller energies also larger polar angles are possible. A magnetic ﬁeld of about 4 T
inside the ILC detector conﬁnes the beamstrahlung pairs to a cylinder of about 10 cm
in diameter. Nevertheless, the beamstrahlung pairs represent the main machine-induced
background for the ILC detectors [93, 94].
2.3 The ILC Detector
The motivation for the current detector design is given by the requirements from the
physics case for the precision of the momentum measurement of single particles and for the
energy measurement of jets: ∆p⊥
p⊥
' 5×10−5GeV−1 p⊥ for tracks and ∆EE ' 0.3GeV1/2/
√
E
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for jets. Each charged particle momentum is reconstructed from its track, which is more
precise than the energy reconstruction from calorimeter clusters. The clusters matched
to the tracks are then ignored, and the remaining calorimeter clusters belong to neutral
particles, the energy of which is reconstructed from the cluster energy.
For the ILC detector there are four general concepts  LDC, GLD, SID and 'The Fourth
Concept'2, which diﬀer in the technology of the sub-detectors intended. In the following
only the Large Detector Concept (LDC) is described, since the analyses in this thesis
are performed using this concept. This and the other concepts are described in detail in
Reference [79]. Figure 2.5 shows the LDC detector.
& muon spectrometer
TPC
ECAL
magnet coil
HCAL
iron return yoke
beam pipe
SIT
VTX
FTD
Figure 2.5: Structure of the ILC detector of the LDC. The enlarged detail depicts the
silicon vertex tracking detectors surrounding the IP.
Starting from the IP and the beam pipe (beige) the LDC detector consists of a vertex
tracker system (white), a large volume tracker (turquoise), an electromagnetic (red) and
a hadron calorimeter (yellow), and a magnet coil (dark blue) which provides a solenoidal
magnetic ﬁeld of four Tesla inside the tracker volume. The whole detector is surrounded
by an iron yoke (cyan) which is also used as muon spectrometer. In both directions from
the IP along the beam pipe, there are the forward tracker planes near the IP, and the
electromagnetic and hadron calorimeter endcaps and the iron yoke endcaps are adjacent
2LDC and GLD are merged now to ILD.
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to the TPC end planes to provide a maximum hermeticity.
The vertex tracking system consists of the vertex tracker (VTX), a silicon intermediate
tracker (SIT), and the forward tracking disks (FTD). They are made with silicon pixel and
strip technology and have an excellent point resolution - a pixel area smaller than about
20 µm2 is destined for a position resolution of 5 to 10 µm - and low material budget. The
coverage is almost the full solid angle.
The central tracker is a gaseous large volume time projection chamber (TPC), which pro-
vides up to 200 three-dimensional space points per track with very good resolution. Also
here the material budget was kept as small as possible to keep material eﬀects small for
the track reconstruction. A point location uncertainty of 100 µm in the radial-azimuthal
plane is achieved. The third coordinate is obtained with an uncertainty of about 500 µm
by the measurement of the drift time, which depends on the electric ﬁeld and the working
gas. Additionally, the mean energy loss per unit path length, dE/dx, is determined with
an uncertainty of 5 %, which can be used for the particle identiﬁcation of low momentum
tracks [95].
The electromagnetic calorimeter (ECAL) is made of silicon sensor layers and tungsten
absorbers. To meet the particle ﬂow requirements, the ECAL has a very high granularity.
Up to 30 layers in radial direction and cell sizes of 0.55 × 0.55 cm2 provide a very good
shower cluster resolution. The hadron calorimeter (HCAL) is made of an iron absorber
structure instrumented with scintillator tiles of the size 3 × 3 cm2. There are 40 radial
layers. The calorimeters are split into a barrel part and an endcap part for an almost
Hermitian coverage.
The tracker and calorimeter systems are embedded in a solenoidal magnetic ﬁeld of up to
4 T, provided by a large superconducting coil, which bends the trajectories of the charged
particles inside the tracker for a precision determination of the particle momenta. The iron
return yoke is instrumented with tracker layers between the iron layers and serves also as
muon spectrometer.
2.4 The Sub-detectors in the Forward Region
The region very close to the beam pipe inside the ILC detector is called very forward
region. The design and development of the electromagnetic calorimeters in this region are
the tasks of the FCAL collaboration and reached an advanced status [96, 97, 98, 99, 100].
A sketch of this region is shown in Figure 2.6. Two important sub-detector systems are
located in this region  the LumiCal and the BeamCal. About 100 m apart from the
interaction point, another detector is foreseen close to the beam pipe  the GamCal.
The task of LumiCal is to measure very precisely the integrated luminosity, L, by de-
tecting high-energetic, back-to-back electron-positron pairs from Bhabha scattering events,
e+e− → e+e− [101, 10, 102]. The theoretical cross-section for Bhabha scattering, σBhabha,
for the solid angle range of the LumiCal can be calculated precisely in quantum electro-
dynamics. The integrated luminosity can be determined by counting the Bhabha events,
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IP
Figure 2.6: The Very Forward Region of the LDC detector. (BCal=BeamCal,
LCal=LumiCal) ECAL and HCAL denote the electromagnetic and hadronic calorimeter
endcaps adjacent to the TPC end plane. The tungsten tube (W tube) is the support
tube for the ﬁnal quadrupole magnet, BeamCal and other devices and equipment. LH-
CAL=hadronic luminosity calorimeter, which extends the hadron calorimeter to small
polar angles.
NBhabha, as
L =
NBhabha
σBhabha
.
A relative precision of ∆L/L = 10−3 shall be attained. LumiCal is designed as cylindri-
cal sampling calorimeter surrounding the beam pipe. It is made of alternating tungsten
absorber layers and silicon sensor layers, which are ﬁnely segmented in the radial and az-
imuthal directions. There are 30 such layers planned. LumiCal is located at about 2.3 m
apart from the nominal IP. Its inner radius is 60 mm and the outer radius 350 mm. The
total thickness is 200 mm.
The BeamCal has two tasks. First, it monitors the electron-positron pairs induced
by the beamstrahlung, and serves for the beam diagnostics and post collision analysis
[103, 104, 105, 106]. The bunch parameters can be reconstructed bunch-by-bunch us-
ing BeamCal, and will be delivered to the fast feedback control system (FONT) of the
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ILC beam control [107, 108]. BeamCal can provide 3D information about the energy
deposition of the beamstrahlung pair background, since it is both transversally and lon-
gitudinally segmented. This information is used to reconstruct the beam parameters as
small deviations from the nominal ones [109, 110].
The second task is a physics case. For example, in some extensions of the Standard Model
such as in supersymmetry, there are ﬁnal states possible with a large missing momentum
and energy. One supersymmetric particle  the neutralino  could be stable and can
escape the detector without being detected. These ﬁnal states can be confused with so-
called two-photon fusion processes3 in the Standard Model, as depicted in Figure 2.7, if
the high-energetic electron and positron are not detected. The latter are going mainly into
the very forward region and may hit the BeamCal. They have to be detected on top of
the very intense, but widely spread background from the beamstrahlung pairs. The task
of BeamCal is, thus, to discriminate between these Standard Model events and those of
new physics [111].
e−
e+
−τ∼
τ−
τ+
τ∼+
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Figure 2.7: A supersymmetric process (left), in which tauons and neutralinos are created.
A two-photon fusion process in the Standard Model (right).
The GamCal will investigate the beamstrahlung photons far downstream from the IP.
These have already a signiﬁcant intensity when beams are just missing each other due to
an oﬀset and no beamstrahlung pairs are created. In this regime the beam parameters are
quite far apart from the nominal ones, and the above mentioned reconstruction using only
BeamCal will not work. Thus, GamCal provides additional valuable information in the
phase when the beams are tuned and their alignment is not correct. The left-hand plot of
Figure 2.8 shows as an example the beamstrahlung photon energy, Eγ and the energy of
all beamstrahlung pair particles hitting the BeamCal front face4, EBCalpair , as functions of
the vertical beam oﬀset, δy, i.e. the distance between the bunch axes of the approaching
bunches.
BeamCal and GamCal together can also provide a fast relative luminosity measurement
by measuring the energy and/or the number of beamstrahlung photons and pairs, and
can therefore perform a fast luminosity optimization [112]. The right-hand plot of Figure
3If the pair created in this process is an electron-positron pair, then this is the aforementioned Landau-
Lifshitz process.
4A simpliﬁed scenario with a zero crossing angle and a uniform magnetic ﬁeld of 4 T is assumed.
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2.8 shows the ratio of EBCalpair /Eγ and the luminosity as functions of the vertical oﬀset, δy.
This ratio traces obviously the luminosity quite well and can be used for the luminosity
optimization. For beam parameters other than the bunch oﬀsets, a more complicated
combination of the BeamCal and GamCal energies or particle numbers registered per
bunch crossing might be necessary.
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Figure 2.8: Energy of beamstrahlung photons, Eγ, and Energy of beamstrahlung pairs
hitting BeamCal, EBCalpair , as function of the vertical bunch oﬀset, δy, (left). Luminosity
and ratio of the aforementioned energies as function of the vertical bunch oﬀset, δy, (right).
The plots were obtained using GuineaPig [113].
The design of the GamCal is still in the planning phase, but advanced proposals already
exist [114, 115] and several application studies for the beam diagnostics including also
GamCal as well as for a fast relative luminosity optimization have been performed [116].
2.5 BeamCal Requirements and Design
BeamCal will be a compact cylindrical sandwich calorimeter made of absorber and sensor
layers and surrounding the beam pipe. The absorber material is already decided to be
tungsten, because it is a high Z material with a short radiation length. The outer radius is
15 cm, the inner radius is 2 cm, and the thickness of 12 cm corresponds to thirty radiation
lengths of the absorber plus 0.05 cm spacing for sensor material and readout circuitry. The
radiation length of tungsten is 0.35 cm, according to Equation (1.45). In Table 2.2 the
relevant BeamCal parameters and absorber properties are summarized.
The current design of BeamCal is a result of a lot of optimization studies using Monte-
Carlo simulations. For example, the sensor segmentation of 0.8 RM is a result of the
maximization of the reconstruction eﬃciency of showers of high-energetic electrons on top
of the widely spread beamstrahlung pair background at a simultaneous minimization of
the number of pads [117], which determines the number of channels to be readout.
The sensor material is not chosen, yet. However, is must meet some unprecedented re-
quirements. At ILC beam parameters, about 6500 beamstrahlung electrons and positrons
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Properties of Tungsten
Density ρ 19.25 g cm−3
Atomic Number Z 74
Atomic Mass A 183.84 u
Radiation Length X0 Eq. (1.45) 0.35 cm
Critical Energy εcr Eq. (1.48) 8.11 MeV
Shower Maximum for 250 GeV e−, tmax Eq. (1.47) 10 X0
Shower Length for 250 GeV e−, t95% Eq. (1.49) 25.5 X0
Moliére Radius RM Eq. (1.50) 0.91 cm
BeamCal speciﬁcation
Inner Radius 2 cm
Outer Radius 15 cm
Length 12 cm
Absorber Material tungsten
Absorber Layer Thickness 3.5 mm
Sensor Layer Thickness 0.3 mm
Air/Electronics Spacing 0.2 mm
Sensor Segmentation 0.8 RM
Table 2.2: Properties of tungsten and BeamCal speciﬁcations. Considerations and op-
timizations are done for electromagnetic showers.
will hit the BeamCal per bunch crossing with a total energy of about 1.4×104 GeV. This
energy is dissipated mainly in the absorber layers, but a considerable fraction will also be
dissipated in the sensor layers. Including a safety factor, the maximum dose rate the sensor
material must withstand is estimated to be 10 MGy per year, i.e. the sensor material must
be radiation hard to remain operational. It is desireable that the sensors are capable to
detect MIP signals, because these may be used for the calibration of the electronics.
Figure 2.9 shows on the left-hand side a mechanical design proposal of the BeamCal. It
contains the rack carrying the weight of about 200 kg tungsten and the sensor segments
including the support structure for the readout electronics.
A typical energy spectrum of the shower electrons and positrons is shown for one bunch
crossing inside the sixth sensor layer in the right-hand plot of Figure 2.9. A typical energy
of the shower particles is about 10 MeV, though, the spectrum extends from few keV up
to about 5 GeV.
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Figure 2.9: One half of the BeamCal (left). The absorber layers (green) are interspersed
with the sensor plane segments (cyan). The absorber and sensor planes are carried by a
support structure (yellow, orange). The block (gray) in front of BeamCal is a graphite
absorber for particles backscattered from BeamCal.  Energy spectrum of the shower
electrons and positrons at 6X0 (6th sensor layer) for one bunch crossing (BX) (right).
57

Chapter 3
Reconstruction Performance Studies
3.1 Simulation and Reconstruction Software Tools
To estimate the performance of detectors, simulation tools have been developed. Here
we use simulators of electron and positron bunch crossings, event generators for physics
processes derived from theoretical calculations, and programs simulating the transport of
particles through material.
A major issue for any advanced analysis of events in high-energy collision experiments is the
precise momentum reconstruction and the correct particle identiﬁcation for each particle
ﬂow object inside an event as explained in Section 1.2.5. Furthermore, the treatment
of the huge amount of data collected in the experiments has to be automatized  most
conveniently via software. Therefore, reconstruction software must be tested and optimized
for these tasks.
For the ILC, the following simulation and analysis tools are commonly used.
Event Generators
Event generators are based on Monte-Carlo techniques and provide four momenta of ﬁ-
nal state particles following the diﬀerential cross-sections obtained from the theory. The
diﬀerential cross-sections describing the probabilities for certain scattering processes and
depending on the momenta of the incoming and outgoing particles refer to the basic inter-
actions of the elementary particles as described in Chapter 1. This approach is suﬃcient for
leptons. However, for scattering processes involving quarks and gluons, which do not exist
as free particles, the initial quarks and gluons originate from compound state hadrons, and
the ﬁnal state quarks and gluons hadronize immediately after the basic scattering process.
Therefore, the hadronic form factors have to be convoluted with the cross-sections of these
processes.
Monte-Carlo generators provide samples of scattering events of a certain process, contain-
ing the four-momenta of all particles contained in an event, and are also used to calculate
the corresponding total cross-section numerically.
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GuineaPig [113] is a beam-beam interaction simulator, which solves numerically partial
diﬀerential equations that describe the interaction of electron and positron bunches. The
shape of the bunches can be deﬁned, and the main beam parameters, lateral oﬀsets, bunch
tilt angles, focal points and other parameters can be changed. As output it provides the
number and momenta of beamstrahlung pairs, of beamstrahlung photons and of beam
particles.
Sherpa [118] is a multi-process general-purpose event generator. It provides cross-sections
and weighted and unweighted event samples of scattering processes on tree-level, i.e. no
loops are accounted for.1 The beam particle energy spectrum can be used as input to ac-
count for the energy loss by beamstrahlung. Furthermore, initial and ﬁnal state radiation
can be accounted for. The full event generation includes the ﬁnal state parton showering
and the subsequent hadronization of the partons of QCD into detectable hadrons. A new
scheme ensures color and ﬂavor consistency in this hadronization process. Sherpa checks
for gauge invariance of the cross-sections of the considered processes. Processes from sev-
eral models additional to the Standard Model can be simulated, such as supersymmetry
or extra dimensions.
Pythia [119] is similar to Sherpa. Phenomenological approaches are used that are devel-
oped and validated amongst others by the LEP experiment. Speciﬁcally, the hadronization
is parametrized instead of using an underlying theory, and might therefore not consistently
account for ﬂavor conservation. Nevertheless, it is currently one of the most eﬃcient and
often used event generators.
BHWide [120] is an event generator for the Bhabha scattering process, e+e− → e+e−(γ),
including the Z boson exchange and higher order corrections such as initial and ﬁnal state
radiation.
Detector Simulation, Reconstruction and Analysis Tools
All the ILC simulation and reconstruction software is prepared and maintained by special
software groups and is available on the ILC software portal [121].
Mokka is the ILC detector simulation tool based on Geant4 [59, 60], which in turn is
a C++ based class hierarchy for detector description and particle transport simulation.
In Mokka several detector concepts are available, as well as several interfaces for Monte-
Carlo event generators to feed sample events into the detector simulator. We used the LDC
Sc01 detector model corresponding to the detector shown in Figure 2.5. The output data
are tracker hits and energy depositions in calorimeter pads and tiles, and the Monte-Carlo
1Loops are only accounted for in eﬀective couplings, renormalization running of couplings and masses,
initial state radiation, hadron decays and QED and QCD shower evolution, but not in the matrix element
generation.
60
particle records, which are written to ﬁles in the slcio-format, event-by-event.
Marlin is an analysis framework which provides tools to parse through the events stored
in slcio-ﬁles. Furthermore, it provides an interface for so-called processors, which perform
the analysis work on the content of the collection, event-by-event.
MarlinReco is a modular part of Marlin, which provides already processors for the
reconstruction of full events. There are processors to digitize the simulated tracker and
calorimeter hits from Mokka. To approach a more realistic simulation these hits are su-
perimposed by background depositions and electronic noise. Further processors perform
the pattern recognition that is the track ﬁnding in the tracker hits and the cluster ﬁnding
in the calorimeter hits. The particle ﬂow concept determines the order of the application
of these processors. Another processor assigns these clusters to reconstructed tracks re-
sulting in particle ﬂow objects. The remaining neutral clusters, i.e. clusters without any
matching track are considered as neutral particle ﬂow objects. A ﬁnal processor performs
the particle identiﬁcation of the particle ﬂow objects, so that these objects become recon-
structed particles. The full event reconstruction follows and can be also accomplished by
a MarlinReco processor.
While writing this thesis, the development for the reconstruction software was still ongoing.
There are at present available a Kalman ﬁlter based track reconstruction processor (Full-
LDCTracking) [122, 123] and clustering algorithms (TrackwiseClustering/Wolf,
TrackbasedClustering, PandoraPFA), which perform clustering and cluster-track
matching. A particle identiﬁcation was developed by the author of this thesis (Pfoid) as
described in Appendix B) in collaboration with others.
Root [124] is a ﬂexible, C/C++ based class hierarchy and command-line interface for data
analysis containing classes for histograms, functions, graphs, trees, tuples, visualizations,
etc. and routines for treating large amounts of data, for ﬁtting, for image processing, etc.
Figure 3.1 shows a scheme of the simulation and reconstruction chain as is usually used in
simulation studies and analyses. The generation, simulation and reconstruction of events
of a certain process pass through this chain event by event.
MOKKA ROOTMARLINeventgenerator
full detector
simulation
post analysisfull reconstruction
Figure 3.1: Simulation and reconstruction chain. MarlinReco is included in Marlin.
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3.2 Track Reconstruction Performance Studies
We investigated the performance of the FullLDCTracking processor, i.e. the uncer-
tainties of the measurement of track parameters for the reconstructed electrons and muons
from a Monte-Carlo sample of Higgs-strahlung events for center-of-mass energies
√
s = 250,
350 and 500 GeV and e+e− → µ+µ− events for √s = 250 GeV, as described in Chapter 4.
In an ideal homogeneous magnetic ﬁeld, charged particles move on a helix, which can be
parameterized by ﬁve parameters. The helix parameters are referred to one reference point,
which is chosen to be that point on the helix with smallest distance to the IP.
The radius of curvature, R, and the transverse momentum, p⊥, are related to each other
via Equation (1.52). The projection of the distance between the reference point and the
IP onto the (r, φ)-plane is d0, the projection if this distance onto the z-axis is z0. d0 and
z0 are called impact parameters. To completely deﬁne a helix one needs the direction of
the tangent of the helix in the reference point. This can be parametrized by two slopes or
angles such as one in the (r, φ)-plane, φ0, with respect to the x-axis, and the polar angle
with respect to the z-axis, ϑ. Figure 3.2 shows a scheme to illustrate the deﬁnition of these
track parameters.
The precision of the measurement of the impact parameters is important for resolving
secondary vertices near the IP. The precision of the measurement of the angles and the
transverse momentum gives the precision of the momentum measurement for a particle.
The uncertainties of the track parameter measurements are shown in the Figure 3.4 as
functions of the particle momentum and for diﬀerent polar angle ranges. We deﬁne these
uncertainties as the standard deviations of the Gaussian distributions, G(x;µ, σG), as de-
ﬁned in Equation (D.2) in the following manner,
δd0 := d
MC
0 − dreco0 ∼ G(dMC0 − dreco0 ; 0,∆d0) , (3.1)
δz0 := z
MC
0 − zreco0 ∼ G(zMC0 − zreco0 ; 0,∆z0) , (3.2)
δφ0 := sinϑ
MC(φMC0 − φreco0 ) ∼ G
(
sinϑMC(φMC0 − φreco0 ); 0,∆φ0
)
, (3.3)
δϑ := ϑMC − ϑreco ∼ G(ϑMC − ϑreco; 0,∆ϑ) , (3.4)
δ(p−1⊥ ) :=
pMC⊥ − preco⊥
(pMC⊥ )2
∼ G((pMC⊥ − preco⊥ )/(pMC⊥ )2; 0,∆(p−1⊥ )) . (3.5)
The index MC denotes the original value of a track parameter known from the event
generator, while reco indicates the reconstructed value for this track parameter.
The reason for the choice of δ(p−1⊥ ) as a Gaussian distribution is the measurement principle
for the transverse momentum. We call ζ the sagitta, i.e. the measured maximum perpen-
dicular distance between a straight line from the entrance to the exit point of the particle
trajectory inside the tracker and the trajectory in the (r, φ) projection. Then the radius
of the trajectory is
R =
ζ
2
+
1
ζ
d2tracker
8
,
where dtracker is the tracker radius, i.e. approximately the straight distance between the
entrance and the exit point in the tracker system. If the transverse momentum is large,
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Figure 3.2: Track parameters as described in the LC note [125]. The blue line represents
the 3D particle trajectory. Red and green dashed lines are the projections to the (r, φ)-
and the (r, z)-plane, respectively.
the radius R is large and the sagitta small. For ζ  dTracker/2 one can neglect the term
ζ/2. Using Equation (1.52), we get in ﬁrst order for the transverse momentum
p⊥ ∝ R ∝ 1
ζ
d2tracker
8
, i.e. δ(p−1⊥ ) ∝ δζ.
Since the sagitta is measured in the experiment we expect it to be Gaussian distributed,
i.e. δζ = ζMC − ζreco ∼ G(ζMC − ζreco; 0,∆ζ) with the standard deviation ∆ζ. Therefore,
δ(p−1⊥ ) is also Gaussian distributed according to Equation (3.5).
For δz0, δd0, δϑ and φMC0 − φreco0 , we assume that they are almost Gaussian distributed,
since they are directly measured. However, the standard deviation of the distribution of
φMC0 − φreco0 depends on sinϑ since the smaller sinϑ is, the smaller is the lever arm in the
(r, φ) projection of the track and the less precise φ0 can be determined. Therefore, we
assume that the standard deviation of the distribution of δφ0, as deﬁned in Equation (3.3),
is independent of ϑ. The middle row plots in Figure 3.4 conﬁrm this assumption.
We investigated electrons and muons. Since the muon has a relatively large mass and does
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not interact hadronically, there should be only a small impact of the detector material on
the momentum measurement. Electrons, in contrast, have a quite small mass and may
radiate bremsstrahlung photons when passing though the tracker material. Since this loss
of energy leads to a smaller radius of curvature, the measurement of the momentum and
the impact parameters are aﬀected [122, 126]. As well, electrons might be aﬀected stronger
by multiple scattering than muons. We could, therefore, expect larger uncertainties of the
track parameters for electrons than for muons. On the other hand, the track reconstruction
based on Kalman ﬁltering includes also multiple scattering into the track model.
In this analysis, we observe only slight deviations between the uncertainties of the track
parameters of electrons and muons in the energy and angle range studied. However, cases
occur where multiple scattering cannot be compensated and enhanced tails occur in the
distributions of the track parameter uncertainties. Figure 3.3 shows as example the δp−1⊥
distribution for electrons and muons. Generally, larger tails are observed than expected
for a Gaussian distribution. There is a larger right-hand side tail in the δp−1⊥ distribution
for electrons originating from bremsstrahlung losses, demonstrating the underestimation
of p⊥. These tails were not considered and omitted in this analysis.
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Figure 3.3: Distributions of δ(p−1⊥ ) for electrons (left) and muons (right). The peak was
ﬁtted with a Gaussian.
Generally, larger uncertainties of all track parameters are found for small particle momenta
in Figure 3.4. The reason is that for small momenta the inﬂuence of multiple scattering
in the detector material becomes important. The average of the squared scattering angle
for a thin layer is proportional to 〈Θ2〉 ∝ (p2 +m2)/(p4β2) [127, 63, 128], where p, m and
β are the momentum, the mass and the speed, respectively, of the particle traversing the
detector material.
The uncertainties of d0 and z0 are around 4 µm as can be observed in the both top rows
of plots in Figure 3.4. The smallest uncertainties of the impact parameters are between
about 30 GeV to 100 GeV. The uncertainty for z0 is almost doubled in the small polar
angle range. This eﬀect is not so signiﬁcant for the radial impact parameter, d0.
The polar and azimuth angle uncertainties are around 0.05 mrad as shown in third and
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fourth row of plot in Figure 3.4. They decrease monotonically with increasing particle
momentum up to about 180 GeV, and deviate only slightly from each other for diﬀerent
polar angle ranges. Furthermore, the uncertainties are smaller for small polar angles. The
reason is the improved tracking with the forward tracker disks (FTD), which are depicted
in Figure 2.5 and which provide additional track points in this region.
The transverse momentum uncertainty, given as ∆(p−1⊥ ), also decreases with increasing
particle momentum up to about 180 GeV and is mostly at about 10−4 (GeV/c)−1, as
shown in the bottom row of plots in Figure 3.4. However, even for muons the baseline
design2 transverse momentum uncertainty of 5 × 10−5 (GeV/c)−1 [79] is not achieved in
this momentum range.
It should be noted that the relative transverse momentum uncertainty grows with increas-
ing transverse momentum
δp⊥/p⊥ ∝ p⊥ .
Therefore, for very large momenta the measured calorimeter energy can be used for the
momentum reconstruction instead of the track reconstruction, because it can be more
precise due the decrease of the relative energy measurement uncertainty Equation (1.53).
We use as baseline values for the uncertainty of the impact parameters about 5 µm for a
particle momentum of 100 GeV/c, which is well achieved3. There are no baseline values
speciﬁed for the uncertainties of the polar and azimuthal angle.
2The 'baseline design' covers the currently accepted design goals to meet the requirements for the
physics cases.
3Required for some benchmark processes is (∆
√
z20 + d
2
0)
2 = 5 µm ⊕ 10 µm/(p[GeV/c] sin3/2 ϑ) [79]
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Figure 3.4: From top to bottom the uncertainties of the track parameters d0, z0, φ0, ϑ,
p⊥ as function of the particle momentum for electrons (left) and muons (right).
3.3 Particle Identiﬁcation Studies
Particle identiﬁcation is based on the diversities of speciﬁc properties of the particles.
These properties lead to diﬀerent signatures inside the sub-detectors. The ﬁrst rough
classiﬁcation is whether a particle is stable or not, i.e. whether it decays inside the detector
or not. Decayed particles must be reconstructed in a second step after the decay products
have been reconstructed.
For the geometry of the ILC detector all primary particles created in an event start in a
vertex close to the interaction point around which the detector is concentrically designed, as
described in Section 2.3. There are stable and long-living particles, which can be detected
inside the detectors. Stable particles are photons (γ), protons (p), electrons and positrons
(e±). Long-living particles are muons (µ±), pions (pi±), kaons (K0L) and neutrons (n), and
their decay time might be dilated relativistically.
For the particle identiﬁcation we distinguish neutral and charged particles. Neutral par-
ticles are either photons, which deposit their energy almost completely inside the electro-
magnetic calorimeter (ECAL), or neutral hadrons. The latter can be neutrons or neutral
kaons, which deposit most of their energy inside the hadronic calorimeter (HCAL). The
charged particles are classiﬁed as electrons, muons and charged pions. Charged particles
and antiparticles are distinguished by the sign of the curvature of the reconstructed tracks.
Electrons deposit most of their energy in the ECAL, whereas pions deposit the larger part
of their energy in the HCAL. Muons create deposits inside the calorimeter, which look like
tracks. This pattern is called a MIP signature.
The choice of the particle types to be distinguished was geared to the requirements of the
Higgs recoil mass analysis in Chapter 4, in which electrons and muons and charged hadrons
(mainly pions) have to be distinguished. Therefore, there is no ﬁner separation.
Neutrons are assigned to the group of neutral kaons. Similarly, protons are counted as
charged pions.
Particle Identiﬁcation Method
We use a probabilistic case distinction method for the particle identiﬁcation as described
in Chapter A.
We distinguish charged particles having a reconstructed track and neutral particles, which
do not have a reconstructed track, in diﬀerent branches of the decision tree.
We assume N = 3 charged particle types  electrons, muons and charged pions  and
N = 2 neutral particle types  photons and kaons. For each of the both decision branches,
variables, xi (i = 1, . . . ,M), are chosen, which characterize the detector response for
the diﬀerent particle types. For convenience, we write these variables as a vector, ~x =
(x1, x2, . . . , xM)
T . There are M one-dimensional probability density functions (PDF) of
the variables fj,i(xi) (i = 1, . . . ,M), according to which the xi are distributed, for each
particle type j.
The probability to have a particle of type j for a given value of the variable xi is given by
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Equation (A.3)
Pi(j|xi) = fj,i(xi)∑
l fl,i(xi)
. (3.6)
Assuming that all variables are independent, the combined probability to have a particle
of type j under the condition of having a set of values of the variables in ~x is then
P (j|~x) =
∏
i Pi(j|xi)∑
l
∏
i Pi(l|xi)
. (3.7)
The denominator is just the normalization such that
∑
j P (j|~x) = 1. That is we assume for
each arbitrary particle ﬂow object to be one of the above assumed particle types according
to the maximum probability.
Variables for Particle Identiﬁcation
The variables for the particle identiﬁcation, xi, must be characteristic for the particles to
be identiﬁed, i.e. their distributions, fj,i(xi), should be as diﬀerent as possible for the
diﬀerent particle types. Then we can expect a good separation of the particles types for a
given set of variables.
We consider reconstructed clusters in the electromagnetic and hadronic calorimeters. Fig-
ure 3.5 shows schematically such a cluster. Available information from a cluster are the
HCAL
ECAL
cluster
hits
prolonged track
first HCAL layer
first ECAL layer
last ECAL layer
Tracker
TPC
particle track
for charged particles
Figure 3.5: Schematic 2D representation of a calorimeter cluster. Blue dots are hits in the
hadronic calorimeter (HCAL), red dots are hits in the electromagnetic calorimeter (ECAL).
total energy contained in the cluster, Etotal, the total number of hits in this cluster, Ntotal,
the energy of the HCAL part of the cluster, EHCAL, the number of hits in the HCAL part
of the cluster, NHCAL, the energy of the ECAL part of the cluster, EECAL, and the number
of hits in the ECAL part of the cluster, NECAL.
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We chose the ratio of the ECAL cluster energy, EECAL, and the total cluster energy, Etotal,
i.e. EECAL/Etotal. This ratio should be one for electrons and smaller than one for muon
and pions. Other quantities used are EECAL/NECAL and EHCAL/NHCAL.
Additional information about the particle type can be the radially last HCAL layer con-
taining a hit. For example, a muon will probably have a hit in the outer most HCAL layer,
while a pion and an electron will not, because they are stopped inside the calorimeter
volume and their showers may not reach the last HCAL layer. Hence, the number of the
radially last HCAL layer containing hits was also used for the particle identiﬁcation.
Valuable information is obtained from the cluster shape. The cluster can be roughly
described by an ellipsoid having principle axes. The ellipsoid dimensions along these axes
are a, b and c, where we assume a ≥ b ≥ c. We use a variable that parametrizes the
excentricity of a cluster, i.e. the deviation from a sphere, deﬁned as
cluster =
(b+ c)/2
a
.
cluster is one for a sphere, and else smaller than one for an ellipsoid.
For charged particles there is a track from the tracker, which can be extrapolated into the
calorimeters. The distances of the hits of a cluster to this extrapolated track are calculated
and their arithmetic mean determined. The obtained quantity is called the average hit-
track distance, 〈dhit−track〉. For neutral particles a straight line from the interaction point
to the center of gravity of the cluster, i.e.
~Rcenter−of−gravity =
∑
iEi
~Ri
Etotal
,
is used to determine 〈dhit−track〉. Herein, the sum goes over all hits of the considered cluster,
Ei is the registered energy and ~Ri the position of the i-th hit.
The distributions of EECAL/Etotal and 〈dhit−track〉 are shown in Figure 3.6 for electrons,
muons and pions. They show signiﬁcant diﬀerences for the diﬀerent particle types.
The speciﬁed variables for the particle identiﬁcation were chosen in an earlier analysis
stage due to their discrimination power. However, further optimization is possible by
using more or diﬀerent variables, such as for instance the energy deposition per unit path
length, dεdep/dx [56, 129, 130], from the reconstructed track or the muon chamber energy
deposition. The variables necessary for exploiting these eﬀects were not available at the
current stage of the reconstruction software.
Figure 3.7 illustrates the general particle identiﬁcation procedure.
Usage of the Particle Identiﬁcation Method
In general, the PDFs in Equation (3.6), fj,i(~x), are not known analytically. They are dif-
ferent for diﬀerent detector technologies and geometries, and must therefore be determined
for each new detector design numerically. Here, Monte-Carlo simulations are used to obtain
the functions fj,i as normalized histograms.
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Figure 3.6: The distributions of the ratio EECAL/Etotal (left) and of the mean hit-track
distance, 〈dhit−track〉, (right) for electrons (red), muons (green) and pions (blue).
−
P(j| x) P(j| x)
pion, pi+positron antimuon
Has track?
neutral
as detector response
particle flow object with
charged
yes no
muon photon kaon
c n
sign of track
curvature
electron
a set of variables, {  }ix
pipion, −
+
Figure 3.7: Scheme of the particle identiﬁcation procedure. Pc and Pn are the diﬀerent
likelihoods used in diﬀerent branches of the decision tree.
The ﬁrst step is to determine the distributions, i.e. to ﬁll the corresponding histograms.
This is accomplished by creating a sample of single particle events for each particle type,
which we call the calibration sample. The particle momenta are uniformly distributed in
direction and in the energy range between zero and 250 GeV. These events are passed
through the detector simulation, and the subsequent track and cluster reconstruction, and
the cluster-track matching. The information from the clusters of the particle ﬂow objects
are converted into the relevant variables, which are ﬁlled into the histograms. Finally, the
content of these histograms is normalized to one.
The particle identiﬁcation is then done in a second step in the following general way.
A sample of events is used, either from another Monte-Carlo sample, which is passed
through the detector simulation as was done for the Higgs-Recoil analysis in this thesis, or,
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later, from experimental data samples. Track and cluster reconstruction, and the cluster-
track matching are performed for these event samples. The variables introduced above are
calculated for each reconstructed particle ﬂow object in each event. Using Equations (3.6)
and (3.7) the likelihoods are calculated for each particle ﬂow object to be a particle of a
certain type. The most probable particle type is assign to this particle ﬂow object.
Performance of the Particle Identiﬁcation
We deﬁne the ratio 'number of particles of type b reconstructed as particle of type a divided
by the number of particles being of type b', where a and b can be, for example, electron,
muon or pion. For a = b, this ratio is the eﬃciency to identify a particle correctly. It ranges
between zero and one, as it must be for an eﬃciency. For a 6= b this ratio is the impurity,
i.e. the fraction of particles that are identiﬁed incorrectly as one of the alternative particle
types.
Table 3.1 shows the result of an analysis using single charged particle Monte-Carlo events.
The initial particle momenta are between zero and 250 GeV as for the calibration sam-
ple. Secondaries created inside the detector are accounted for in the table, as well. The
information about the original particle type for charged particles is taken from the track in-
formation. Since a particle might convert into or release other particles on its path through
the tracker, one reconstructed track could contain hits of particles of several types. That
particle type with the largest hit amount contribution is assumed as the true type.
MC PID ↓ \Reco PID → electron muon pion
electron 98.84 % 0.01 % 1.15 %
muon 0.13 % 97.32 % 2.55 %
pion 2.41 % 0.51 % 97.08 %
Table 3.1: Particle identiﬁcation eﬃciencies and impurities for charged particle types.
Lines add to 100 %. MC PID is the original particle type, Reco PID is the reconstructed
particle type.
The separation between electrons and muons is very good. The separation between pions
and leptons is worse, but in total well above 95 %. The numbers in Table 3.1 are almost
the pure particle identiﬁcation eﬃciencies and impurities. No momentum or polar angle
cut is applied, which would exclude low-energetic particles and particles ﬂying into the
forward region. However, eﬀects of the detector geometry in certain polar angle ranges on
the cluster reconstruction cannot be avoided. This is discussed in the following.
We investigated particle identiﬁcation eﬃciencies and impurities for electrons, muons, pi-
ons, and also for photons as functions of the momentum and the polar angle. For a more
precise understanding, only those events were considered where exactly one particle was
reconstructed that is assumed to be the initial one originating from the IP. Therefore,
secondaries are excluded. Figure 3.8 shows the ability of the LDC detector and the re-
construction software to reproduce exactly one particle if a single particle started initially
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Figure 3.8: Fraction of events with one single particle reconstructed in the ﬁnal state as
function of their MC particle momentum and cosine of the polar angle, cosϑ, for electrons
(top left), muons (top right), pions (bottom left) and photons (bottom right).The color
axis is in % with respect to number of single particle events generated in the corresponding
momentum and polar angle interval.
at the IP. Only single muons are reconstructed in nearly the whole angle and momentum
range one single particle ﬂow object per event. At very low momenta, in the forward regions
and at rather high energies, either no muon is reconstructed or secondaries are produced.
Electrons and photons undergo at larger momenta processes in which secondaries might
be created. Speciﬁcally, in the forward region, the direction of the calorimeter endcaps for
the range |cosϑ| > 0.7, there is a strong drop in the detector ability to reproduce a single
particle. The reconstruction of a pion as a single particle does hardly reach 70 % for small
momenta. Otherwise it drops fast below 20 %.
Generally, there is almost no charged particle identiﬁed as a neutral one and vice versa,
which can only occur if the track reconstruction or the cluster-track matching do not work
properly. The eﬃciencies are generally close to 100 % and the impurities on a few percent
level for nearly the total momentum and polar angle range, except for small momenta and
small and large polar angles.
The probabilistic case distinction method for the particle identiﬁcation is expected to be
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rather independent of the momentum of the particle, which is to be identiﬁed, because
the method deals with probability distributions, which are composed of particles of all
possible energies. An energy dependence can occur if one or more variables used for this
method are correlated with the particle momentum or are only insigniﬁcantly diﬀerent
for several particle types in a certain momentum range. Also, if the detector geometry
pretends a certain signature for a particle type in some detector regions due to e.g. a bad
cluster reconstruction, then the discrimination power might be rather small diminishing
the identiﬁcation eﬃciency.
For very small momenta, below some tenth of MeV, a lot of particles from the IP do not
reach the calorimeters and are not reconstructed at all. The same is true for the very for-
ward region, i.e. for small and large polar angles, because in this region the particles leave
only few detector hits if at all. These objects are not considered in the particle identiﬁca-
tion. However, if clusters are reconstructed (with or without an assigned track) a particle
identiﬁcation is performed. In these limiting angle ranges of the very forward region, it
is still possible that clusters reconstructed even if badly. Here, the cluster reconstruction
ineﬃciency is convoluted with the particle identiﬁcation eﬃciency. This cannot be avoided
except by an explicit polar angle cut excluding these ranges from the reconstruction.
About 52.5 % of all events with an initial electron are reconstructed with a single particle
in the ﬁnal state being an electron, because electrons often undergo bremsstrahlung inside
the tracker causing secondary photons, which in turn leave clusters in the ECAL. Such
events with two and more reconstructed particles are omitted in the consideration. In the
remaining events, single electrons are correctly identiﬁed as electrons with an almost 100 %
eﬃciency in nearly the full momentum4 and angle range, as shown in Figure 3.9. Only for
the very forward polar angle ranges at all energies and at about | cosϑ| ≈ 0.8 (37◦ and
143◦) for larger energies, electrons are more frequently identiﬁed incorrectly as pions. Both
angle ranges are detector regions, where leakage of the ECAL shower into the HCAL can
occur causing a pion signature. This can happen also randomly in the whole momentum
and angle range, but with very small probability.
About 94 % of all events with an initial muon are reconstructed with a single particle in
the ﬁnal state being a muon. Out of these, more than 90 % are correctly identiﬁed as
muons in nearly the whole momentum and angle range, as shown in Figure 3.10. Only
muons with a small energy or a momentum directed into the forward regions are quite often
identiﬁed incorrectly as pions. For larger muon momenta, larger than about 90 GeV, there
seems to be a gradual degradation of the muon identiﬁcation eﬃciency. About 5 % of the
muons in this momentum range are incorrectly identiﬁed as pions. The reason might be an
increased stopping power of muons due to radiative losses. The bremsstrahlung photons
cause clusters inside HCAL pretending a signature of a pion stopped inside HCAL. The
number of cases with an incorrect reconstruction due to bremsstrahlung might be reduced
4The binning is to rough to see the drop in the electron identiﬁcation eﬃciency at small momentum,
where it is probable that no particle is reconstructed because the electron does not reach the ECAL.
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Figure 3.9: Particle identiﬁcation eﬃciency for electrons as function of their MC particle
momentum and cosine of the polar angle, cosϑ (top left). Fraction of electrons incorrectly
identiﬁed as muons (top right), as pions (bottom left) and as photons (bottom right) as
functions of the electron momentum and cosϑ.
if the information from the muon spectrometer is included as variable into the particle
identiﬁcation procedure, since pions are mostly stopped inside the HCAL and then do not
cause signals in the muon spectrometer.
Only about 17 % of all events with an initial pion are reconstructed with a single particle
in the ﬁnal state being a pion. In the other cases, pions interact with the tracker and
calorimeter material or convert into several other particles creating secondaries. Such
events are omitted in the considerations.
Single pions are identiﬁed as pions generally with more than 80 % eﬃciency in the most
momentum and angle range, as shown in Figure 3.11. At smaller momenta, smaller than
about 30 GeV, about 10 % of the pions are identiﬁed as electrons. Low-energetic pions
might be stopped in the ECAL leaving no signiﬁcant energy inside HCAL. As well, pions
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Figure 3.10: Particle identiﬁcation eﬃciency for muons as function of their MC particle
momentum and cosine of the polar angle, cosϑ (top right). Fraction of muons incorrectly
identiﬁed as electrons (top left), as pions (bottom left) and as photons (bottom right) as
functions of the muon momentum and cosϑ.
might enter deeply into the HCAL before interacting in a hard scattering process with the
HCAL material and leave a MIP signature.
For larger momenta and speciﬁcally in the polar angle ranges around | cosϑ| ≈ 0.7, there
are drops of the pion identiﬁcation eﬃciency even down to few percent. In this region of
the detector, pions are frequently identiﬁed as muons.
Also decay of the pions into electrons or muons or processes like pi−p→ pi0n can occur inside
the calorimeters or short before reaching these, where pi0 immediately decay to photons.
These secondary electrons, muons or photons cause then either an electron or a muon
signature and are counted here if no other reconstructed particle appears. In this case
we would indeed have an electron or a muon, which is correctly identiﬁed but incorrectly
assigned to the group of original pions, since the corresponding track consists mainly of
pion hits. This cannot be avoided. Another conversion process occurs if a negatively
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Figure 3.11: Particle identiﬁcation eﬃciency for pions as function of their MC particle
momentum and cosine of the polar angle, cosϑ (bottom left). Fraction of pions incorrectly
identiﬁed as electrons (top left), as muons (top right) and as photons (bottom right) as
functions of the pion momentum and cosϑ.
charged pion interacts with a proton of the detector material. The result is a neutron and
neutral pion, which decays immediately into two photons causing ECAL clusters. If the
most energy was transferred to the neutral pion, then there will be almost no impact of
the remaining neutron to the cluster energy. In this way, the pion might be incorrectly
identiﬁed as an electron due to the immediate decay pi0 → γγ.
To some extend, these cases of an incorrect identiﬁcation due to physical processes are
accounted for and damped by the probabilistic particle identiﬁcation method, since the
calibration sample also contains such cases, and the corresponding values of the variables
are ﬁlled into the histograms.
In rare cases and mainly in the forward region at higher pion momenta, pions are identiﬁed
incorrectly as photons. This only happens, if no reconstructed track is associated to the
cluster, because either there is none or the cluster-track matching does not work properly
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Figure 3.12: Particle identiﬁcation eﬃciency for photons as function of their MC particle
momentum and cosine of the polar angle, cosϑ (bottom right). Fraction of photons incor-
rectly identiﬁed as electrons (top left), as muons (top right) and as pions (bottom left) as
functions of the photon momentum and cosϑ.
in these cases.
About 46 % of all events with an initial photon are reconstructed with a single particle
in the ﬁnal state. Photons can undergo Compton-scattering releasing secondary electrons
from the material or direct pair production, therefore causing ﬁnal states with more than
one reconstructed particle. However, there is another important reason for events with
e.g. two photons in the ﬁnal state  the ECAL cluster stemming from one photon is split
into two parts due to the improper working clustering algorithm. This was also true for
the electron cluster, where, however, the track momentum could be used to correct for it.
This is generally not possible for photons. Photons are correctly identiﬁed as photons with
nearly 100 % eﬃciency in the whole momentum and polar angle range, as shown in Figure
3.12. A photon should have no track and can therefore not be identiﬁed as a charged par-
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ticle. If a photon causes the release of matter electrons inside the tracker due to ionization
or Compton-scattering, or converts into an electron-positron pair in the tracker, then there
might be a track from the charged particles. These, in turn, cause clusters if they reach the
ECAL. If the cluster-track matching works properly, these particles should be identiﬁed
correctly as electrons. Speciﬁcally, since the information about the true particle type is
taken from the track, a particle ﬂow object containing a track cannot have a neutral parti-
cle type as original type. The very rare cases of the identiﬁcation of a photon as an electron
must be therefore considered as ill cases, maybe being a bug in the reconstruction software5.
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Figure 3.13: Single particle reconstruction eﬃciencies as functions of the initial particle
momentum and the polar angle of the momentum, cosϑ, for electrons (top left), muons
(top right) and pions (bottom). The color axis is in % with respect to number of events
with initial momentum in this interval. Only particles passing a cut on δ(p−1⊥ ) of 2×∆(p−1⊥ )
and with a correct reconstructed particle type assigned are accepted.
Generally, the rates for wrong identiﬁcations of particles with a small momentum or a
momentum polar angle in the forward regions, | cosϑ| > 0.95, are not very signiﬁcant be-
cause in these momentum and polar angle ranges the track parameter reconstruction is not
very good as can be extrapolated from the results in the previous section. Therefore, one
5Possible candidates are the cluster-track matching, but also the assignment of the Monte-Carlo infor-
mation about the particle type to the track or the cluster.
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cannot speak about reconstructed particles in this range if the reconstructed momentum
deviates signiﬁcantly from the initial momentum. Figure 3.13 shows the single particle
identiﬁcation eﬃciencies for electrons, muons and pions if the reconstructed momentum
does not deviate from the initial momentum by more than two times the standard devi-
ation of δ(p−1⊥ ). The standard deviations are ∆(p
−1
⊥ ) = 6.76 × 10−5 GeV−1 for electrons,
∆(p−1⊥ ) = 6.31 × 10−5 GeV−1 for muons and ∆(p−1⊥ ) = 7.51 × 10−5 GeV−1 for pions, re-
spectively. Diminished single particle reconstruction eﬃciencies are found particularly for
small momenta.
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Chapter 4
The Proﬁle of the Higgs Particle  A
Major Physics Case of the ILC
In Section 1.1.4 we pointed out, how important it is to ﬁnd the Higgs boson and to de-
termine its properties to complete the Standard Model. In e+e− annihilations, one can
use the so-called Higgs-strahlung process to measure the Higgs boson mass and the Higgs-
strahlung cross-section, and to determine the coupling of the Higgs boson to the Z boson
(hZZ-coupling). Assuming the Standard Model and taking from other measurements the
vacuum amplitude, v, (via GF ) one can determine the parameters µ and λ in the Higgs
potential (1.25).
The Higgs boson is not found, yet, at the writing of this thesis. Therefore, all results
presented here refer to simulation studies. Similar studies have been performed, also in
conjunction with the search for the Higgs boson at LEP, but also as prospects for the next
linear lepton collider, either on generator level or using fast detector simulations, i.e. with
a parametric transport through the detector [131, 132, 133, 134, 135, 136, 137, 138].
There are also studies on the determination of the spin, the parity and the CP quantum
numbers of the Higgs boson in the Higgs-strahlung process [139, 140, 141, 142, 143].
The current analysis concentrates on the capabilities of the ILC for measuring the Higgs
boson mass and the Higgs-strahlung cross-section using a full detector simulation and
event reconstruction with Geant4 and MarlinReco. The goal is to evaluate the eﬀects
of a realistic detector, beamstrahlung and initial and ﬁnal state radiation, and partly also
the beam energy spread on the precision of these quantities as well as to estimate the
reconstruction eﬃciency for the Higgs-strahlung under realistic conditions including also
the background due to other Standard Model processes, which were partly neglected in
previous studies.
For this task, we apply the so-called recoil technique, in which the Higgs boson has not
to be reconstructed. Instead, the knowledge about the initial state electron and positron
energies and the reconstructed Z boson is used to reconstruct the recoiled Higgs boson. We
want to show that the analysis result of the Higgs recoil mass analysis is independent of the
decay modes of the Higgs boson, providing a tool that is independent of the model of Higgs
boson decays. Therefore, this analysis can be applied to a Standard Model Higgs boson
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as well as to the lightest Higgs boson in the supersymmetric model or even for models in
which the Higgs boson decays into non-detected particles. For the reconstruction of the
Z boson we use its decays into electron-positron and muon-antimuon pairs, respectively,
because it is expected that these rather high-energetic leptons are quite easy to identify.
Throughout the whole analysis, a Higgs boson mass of Mh = 120 GeV is assumed, unless
speciﬁed diﬀerently. This value for the mass is about a probable value for a Standard
Model Higgs boson as outlined in Section 1.1.5.
4.1 The Higgs-Strahlung Process and the Recoil Tech-
nique
4.1.1 The Kinematics of the Higgs-Strahlung Process
Figure 4.1 shows schematically the Higgs-strahlung process. The initial leptons from the
incoming beams annihilate to a virtual Z boson, Z∗1.
he
e
Z
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e,
e, µ
µ
−
+
+
+
−
−
Figure 4.1: Higgs-strahlung process including the leptonic decay of the Z boson. The Higgs
boson decays in any of the possible decay modes.
The Z∗ becomes almost on-shell while emitting the Higgs boson, which is also almost
on-shell. We consider the Higgs-Strahlung processes in which the Z boson decays into an
electron-positron or a muon-antimuon pair.
We denote the center-of-mass (cms) energy of the two initial leptons by
√
s. The energy-
momentum conservation at the ﬁrst vertex enforces the virtual Z boson to have an energy
of
√
s and a zero momentum in the e+e− cms frame. The energy-momentum conservation
at the hZZ-vertex in the same reference frame reads(√
s
~0
)
=
(
EZ
~pZ
)
+
(
Eh
~ph
)
, (4.1)
where EZ and ~pZ are energy and momentum of the recoiled on-shell Z boson, Eh and ~ph
those of the Higgs boson. Exploiting the energy-momentum relations for both bosons, i.e.
E2Z = ~p
2
Z +m
2
Z and E
2
h = ~p
2
h +m
2
h ,
1That is, its invariant mass mZ∗ is not equal to the pole mass MZ (if pZ∗ is the four momentum of the
Z∗ then p2Z∗ = m
2
Z∗)
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where mh and mZ are the invariant masses of the Z and the Higgs boson, respectively. The
energy of the Z boson is determined by mh, mZ and
√
s. It is given by
EZ =
s+m2Z −m2h
2
√
s
. (4.2)
Equation (4.1) represents four equations for the six momentum components of the Z and
the Higgs boson (energy-momentum relation ﬁxes the energies of both bosons). Two pa-
rameters, e.g. the polar and azimuthal angles of the Z boson momentum are not prescribed
kinematically.
The energy-momentum conservation at the vertex of the decaying Z boson is given by(
EZ
~pZ
)
=
(
E+
~p+
)
+
(
E−
~p−
)
, (4.3)
where E± and ~p± are the energies and momenta of the leptons obeying the energy-
momentum relations E2± = ~p
2
± + m
2
` , where m` denotes the lepton mass. If the Z boson
decays into e+e− we call this the e-channel, otherwise, if the Z boson decays into µ+µ−, the
µ-channel. Equation (4.3) represents four equations for the six lepton momentum compo-
nents so that again two variables are free, for instance the polar and the azimuthal angle
of one lepton. Still, one can express the energy and the invariant mass of the Z boson in
terms of the lepton momenta,
EZ = E+ + E− , m2Z = 2(m
2
` + E+E− − ~p+ · ~p−) . (4.4)
4.1.2 Cross-Section of the Higgs-Strahlung Process
We assume for a moment that the invariant masses are equal to the pole masses, i.e. the
bosons are exactly on-shell, mh =Mh andmZ =MZ . The diagram in Figure 4.2 represents
Z*
e+ h
Ze−
Figure 4.2: Higgs-strahlung process in the Standard Model. Z∗ is a oﬀ-mass shell Z boson.
h denotes the Higgs boson.
the ﬁrst term in the perturbation expansion and the corresponding total cross-section of
the Higgs-strahlung process can be calculated using the formalism sketched in Section 1.1.
The coupling of the Higgs boson to the Z boson is in the Standard Model given by
i
g
cos θW
MZηµν ≡ i
√
2M2Z
v
ηµν ,
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where g is the gauge coupling of the SUL(2), θW the weak mixing angle and v the Higgs
ﬁeld vacuum amplitude, as introduced in Section 1.1.4. In the Standard Model, the cross-
section, σtheohZ , as function of
√
s is then given in lowest order by [144, 140]
σtheohZ =
G2FM
4
Z
96pis
(
1 + (−1 + 4 sin2 θW )2
)
β
β2 + 12M2Z/s
(1−M2Z/s)2
, (4.5)
where β is given by
β2 =
[
1− (Mh +MZ)2/s
][
1− (Mh −MZ)2/s
]
.
The simplifying assumption of a zero-lepton mass is used, which is rather good, since the
lepton momenta are much larger than their masses.2
The kinematic threshold for this process is
√
sth =Mh+MZ = 211.2 GeV. For an increasing√
s above this threshold, σtheohZ increases fast to its maximum of 267.4 fb at
√
s = 238.3 GeV.
For large
√
s it decreases as 1/s. Figure 4.3 shows σtheohZ as a function of
√
s in the range
[200 GeV,300 GeV].
Working at the maximum of σtheohZ , we would expect about Lσ
theo
hZ = 133700 Higgs-strahlung
events for L = 500 fb−1. Out of these about LσtheohZ × B(Z → e+e−) = 4496 events occur
in the e-channel 3.
4.1.3 The Reconstruction of the Higgs-Strahlung Process
In an experiment, we reconstruct ﬁrst the momenta of the leptons, ~p`± , from the signals
inside the detector. By identifying the leptons as electrons and muons, we also know
their mass m`, and consequently their energies, E`± , from the energy-momentum relation.
Tracing back Equations (4.4) and (4.2), we ﬁrst calculate the di-lepton energy, Edi−leption,
and the invariant di-lepton mass, mdi−lepton,
Edi−leption = E`+ + E`− , m2di−lepton = 2(m
2
` + E`+E`− − ~p`+ · ~p`−) , (4.6)
which are equal to EZ and mZ , respectively, if the reconstructed momenta are equal to
those of the leptons after the Z boson decay. In a second step the recoil mass is determined
by
m2recoil = s+m
2
di−leption − 2Edi−leption
√
s , (4.7)
2Relativistic factor and speed of the Z boson are γZ = EZMZ and β
2
Z = 1 − γ−2Z , respectively. A lepton
from the Z decay obtains an energy of Er± = MZ/2  m` in the rest frame of the Z boson (index r
denotes this frame). One can therefore neglect m` and equate energy and momentum of the lepton in
this frame, |~p±| = E±. In the e+e− cms frame, a lepton can at most be ejected into negative Z boson
momentum direction. Then the lepton energy in this frame, obtained by a Lorentz transformation with
βZ into Z boson momentum direction, is E± = γZ(1−βZ)Er± = EZ2 (1−βZ). For electrons and positron is
E± > 5 GeV even for
√
s = 500 GeV and, thus, E±  me. The muon mass, however, constitutes already
about 10 % of the total muon energy in this case. Nevertheless, for lepton momentum directions other
than the negative Z boson momentum direction the lepton energies are usually larger so that our approach
is generally good.
3B(Z → e+e−) = 0.03363 is the branching fraction for Z boson decay into e+e− pairs [5].
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Figure 4.3: Cross-section of the Higgs-strahlung process from a theoretical calculation,
Equation (4.5)
which is equal to m2h in the ideal case. The nominal value of the cms energy is assumed for√
s.4 For each occurred Higgs-strahlung event in the ideal case, a value of mh = mrecoil can
be calculated and, assuming e.g. a Gaussian distribution of mh with meanMh, an estimate
of Mh could be made by ﬁtting. This is, however, not appropriate by reasons given below.
First, the invariant masses of the Higgs and Z boson, mh and mZ , are diﬀerent from the
pole masses,Mh andMZ , for a certain event. The pole mass is a parameter, i.e. a constant
in the model such as the Standard Model. In the diagram of Figure 4.1 the recoiled on-shell
Z boson is described by a propagator of an unstable boson, which is proportional to
1
p2Z −M2Z + iΓZMZ
,
where ΓZ = 2.4952 GeV is the decay width of the Z boson. If we use p2Z = m
2
Z , then the
squared modulus of this propagator is
1
(m2Z −M2Z)2 +M2ZΓ2Z
, (4.8)
which occurs ﬁnally as factor in the Higgs-strahlung cross-section. That is, mZ obeys a
Breit-Wigner distribution. A similar statement is true for the Higgs boson, the invariant
mass of which is also Breit-Wigner distributed but with the mean value Mh and width
4At the ILC, the mean beam energy and, consequently,
√
s will be measured with a precision of
∆Ebeam/Ebeam = 10−4, possibly bunch-by-bunch. In the experiment the measured value of
√
s should be
used in Equation (4.7).
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Γh. The cross-section is therefore enhanced if both the recoiled Z boson and the Higgs
boson are on-shell. Otherwise, if this not possible kinematically e.g. due to
√
s <
√
sth the
cross-section is small and the process suppressed.
4.1.4 Physical and Experimental Impacts on the Recoil Mass
Several physical and measurement eﬀects inﬂuence the reconstruction of the invariant di-
lepton and the recoil mass, leading to a general diﬀerence of the Higgs boson pole mass
and the recoil mass for each event. Figure 4.4 shows the diﬀerent stages of the analysis
and the impacts of the eﬀects on the measurement of Mh.
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di−lepton energy
di−lepton invariant mass
,
m recoil
recoil mass
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E Zmh mZ,
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−
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Figure 4.4: Kinematics and reconstruction chain including all deteriorating eﬀects.
First, we assume
√
s = Eebeam + E
p
beam to be the nominal value in the reconstruction.
However, the energies of the electrons and positrons in a bunch are Gaussian distributed
around the nominal beam energy Eebeam = E
p
beam = Ebeam, leading to a cms energy
√
s′
distributed around
√
s and diﬀerent from
√
s for each event. The standard deviations
of these distributions are 0.28 % for electrons and 0.18 % positrons, respectively, of the
nominal cms energy
√
s = 250 GeV.
Also aﬀecting the actual cms energy in a single Higgs-strahlung event are beamstrahlung
and initial state radiation (ISR).
The second kind of inﬂuences on the measurement of Mh concerns the fact, that the
pole and invariant masses of the Higgs boson diﬀer. Although the decay width of the
Higgs boson, Γh, is rather small, 3.5 MeV for Mh = 120 GeV, and one can approximate
mh =Mh, this does not hold anymore for Higgs boson masses larger than about 140 GeV
in the Standard Model, as is demonstrated in Figure 1.1.
Finally, there are eﬀects that deteriorate the measurement of Mh and which concern the
reconstruction of the momenta of the ﬁnal state leptons. First of all, the leptons can
undergo ﬁnal state radiation (FSR) decreasing their momenta. The ﬁnal state leptons in
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the detector are then reconstructed, which introduces an uncertainty amongst others due
to the detector resolution as described in Section 3.2.
In the following, we estimate the diﬀerent eﬀects on the measurement of Mh.
Initial State Radiation and Beamstrahlung
ISR denotes the emission of one or more photons by one or both initial leptons prior to
the annihilation into the virtual Z boson as illustrated in Figure 4.5. ISR photons are
mostly collinear with the beam particles, i.e. they are emitted in the direction of initial
leptons. The ISR energy spectrum behaves roughly like 1/EISR, where EISR is the photon
energy. They can therefore hardly be detected inside the LDC detector, because they leave
it through the beam pipe.
∗Z
e
e
+ +e,µ
− −µe,
h
γ
Z
−
+
Figure 4.5: Example of a diagram of the Higgs-strahlung process including initial state
radiation.
The eﬀect of ISR is a decrease of the fraction of
√
s transferred by the virtual Z boson,
i.e.
√
s =
√
s′ + EISR, where
√
s′ is the remaining energy for the virtual Z boson.5 The
cross-section for the diagram in Figure 4.5 including ISR can be obtained as a convolution
of the cross-section without ISR, Equation (4.5), and the QED structure functions for each
initial lepton [145]. The result is a reduction of the Higgs-strahlung cross-section near the
threshold and a shift of the maximum of the cross-section to higher values of
√
s.
Beamstrahlung was introduced in Section 2.2.2. Its origin can be described by the deﬂection
of the bunch leptons in the coherent electromagnetic ﬁeld of the oncoming bunch and can
be inﬂuenced by the bunch design. Beamstrahlung and ISR are very similar and have
therefore the same eﬀect on the cross-section and Higgs boson mass measurement. Their
fractional contributions might change, depending on the accelerator parameters.
The amount of energy losses due to beamstrahlung photon emissions increases with
√
s
when the beam parameters are kept constant, since the average energy loss due to beam-
strahlung is proportional to the relativistic factor of one bunch particle with respect to the
rest frame of the oncoming bunch [80].
5A boost of the virtual Z boson along the beam pipe due to an asymmetry of the energy of the initial
leptons is neglected.
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Figure 4.6: Cross-section of the Higgs-strahlung process from a theoretical calculation,
Equation (4.5), (blue dashed line), and from the Monte-Carlo Generator Pythia, (red solid
line). In the latter case, the ﬁnite Z decay width, higher order diagrams and beamstrahlung
are accounted for.
Figure 4.6 shows the cross-section of the Higgs-strahlung process (red solid line), if higher
order processes are accounted for. Speciﬁcally, ISR and beamstrahlung are included. Also
the Z decay width was taken into account causing a fuzzy threshold behavior of the Higgs-
strahlung cross-section. For comparison, the theoretical cross-section, Equation (4.5), is
also displayed (blue dashed line).
ISR and beamstrahlung cause a reduction of
√
s down to
√
s′ corresponding to the photon
energy spectra. The Higgs-strahlung process is just still possible to occur above the energy
threshold
√
sth. Since ISR and beamstrahlung photons are dominantly low-energetic,
√
s′
is in most of the cases only a bit smaller than
√
s. With smaller probability also larger
amounts of energy are emitted.
To estimate the eﬀect of ISR and beamstrahlung on the recoil mass we consider Equation
(4.7). For the estimation, we assume the exact on-shell situation, mh =Mh and mZ =MZ ,
and replace
√
s by
√
s′. The value of EZ is given by Equation (4.2),
EZ =
s′ +M2Z −M2h
2
√
s′
,
where
√
s′ =
√
s− EISR is the actual energy of the virtual Z boson. Then, Equation (4.7)
results in
m2recoil = s+M
2
Z −
√
s
(
√
s− EISR)2 +M2Z −M2h√
s− EISR .
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Omitting EISR in the reconstruction, one gets a larger value for EZ and therefore also for
mrecoil. The quantity mrecoil will be shifted to values, which are slightly larger than Mh.
However, if
√
s′ =
√
sth = Mh + MZ , i.e. the maximum energy is emitted by ISR or
beamstrahlung, EmaxISR =
√
s−√sth, and where the Higgs-strahlung process is still allowed
kinematically, then EZ =MZ , and we obtain for mrecoil
m2recoil = s+M
2
Z − 2MZ
√
s = (
√
s−MZ)2 = (√sth + EmaxISR −MZ)2 = (Mh + EmaxISR )2 ,
i.e. mrecoil =Mh+EmaxISR > Mh. The values ofmrecoil are therefore distributed between about
Mh andMh+
√
s−√sth ≡
√
s−MZ . Figure 4.7 illustrates this. The recoil mass distribution
including beamstrahlung and ISR (pink ﬁlled) are generated using Pythia [119] for Mh =
120 GeV for diﬀerent values of
√
s = 250 GeV, 350 GeV and 500 GeV. The mrecoil values for
e.g.
√
s = 250 GeV should be between 120 GeV and about 250 GeV−91.2 GeV ≈ 160 GeV
as it is obviously the case.
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Figure 4.7: The eﬀect of beamstrahlung and ISR, FSR and the detector resolution on
the recoil mass distribution for
√
s = 250 GeV (top left),
√
s = 350 GeV (top right) and√
s = 500 GeV (bottom left). Comparison of the Higgs recoil mass distribution for cms
energies of 250, 350 and 500 GeV including all deteriorating eﬀects (bottom right).
For a certain ﬁxed Higgs boson pole mass, Mh, ISR and beamstrahlung cause pronounced
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tails in the recoil mass distribution, which are the larger, the farther the used nominal cms
energy,
√
s, is above the threshold, Mh +MZ . This migration of recoil mass values into
the tail and a broadening of the recoil mass peak reduces signiﬁcantly the capabilities of
measuring precisely the Higgs boson mass and the Higgs-strahlung cross-section as will be
shown below. Already now one can state that a Higgs recoil mass analysis at
√
s = 500 GeV
 the baseline cms energy of the ILC  is prohibitive, if the Mh = 120 GeV, as becomes
obvious in the bottom right-hand plot of Figure 4.7.
Final State Radiation
FSR denotes the emission of photons by the ﬁnal state leptons directly after the Z boson
decay, as depicted in Figure 4.8. Similar to ISR, FSR photons are mostly low-energetic
and collinear with the momentum of the emitting lepton.
e,µ
e
e
+ +e,µ
γ
Z
h
Z
∗
− −
+
−
Figure 4.8: Example of a diagram of the Higgs-strahlung process including ﬁnal state
radiation.
Unlike ISR photons, FSR photons are mostly registered in the detector and can, in prin-
ciple, be accounted for in the event reconstruction. Up to now, such an algorithm is not
developed forMarlinReco. We estimate therefore the eﬀects of FSR onto the recoil mass
distribution.
First, we exploit that the lepton masses are negligible with respect to their momenta. The
Equation (4.6) for m2di−lepton can then be simpliﬁed by
m2di−lepton ≈ 2(m2` + E`+E`−(1− cosαacoll)) , (4.9)
where αacoll is the angle between the momenta of the two ﬁnal state leptons in the ILC
reference frame, also referred to as acollinearity. We assume that FSR does hardly change
the momentum directions of the leptons and that αacoll is therefore unchanged. We denote
the FSR photon energies by K±, where + and − correspond to the charge of the lepton
that emitted the photon, i.e.
E± = E`± +K± .
E`± are the reconstructed lepton energies. The momentum uncertainties and detector
eﬀects are neglected for the moment. The values ofK± are assumed to be small appropriate
for low-energetic FSR photons. According to Equation (4.4), EZ and m2Z are then given
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by
EZ = E`+ + E`− +K+ +K− = Edi−leption +K+ +K− ,
m2Z = 2
(
m2` + E`+E`−(1− cosαacoll)
)
+ 2(E`+K− + E`−K+ +K+K−)(1− cosαacoll)
= m2di−leption + 2(E`+K− + E`−K+ +K+K−)(1− cosαacoll) .
where Edi−leption and mdi−leption are deﬁned in Equation (4.6). Solving Equation (4.2) for
m2h and inserting the above expressions for EZ and mZ results in
m2h = m
2
recoil + 2
(
(E`+K− + E`−K+ +K−K+)(1− cosαacoll)−
√
s(K+ +K−)
)
,
where mrecoil was deﬁned in Equation (4.7). This expression is not very conclusive, but it
holds E`± < E± <
√
s/2.6 We set therefore arbitrarily K+ = 0 and obtain
m2h = m
2
recoil + 2
(
(E`+(1− cosαacoll)−
√
s)K−
)︸ ︷︷ ︸
<0
.
In this case, we get m2h ≤ m2recoil, since 1− cosαacoll ≤ 2. Therefore, we assume that FSR
generally causes a migration of the recoiled mass to larger values and enhances therefore
the right-hand side tail of the recoil mass distribution. The plots in Figure 4.7 conﬁrm this
estimate.
Momentum Reconstruction Uncertainties
When the ﬁnal state leptons move through the detector they interact with the detector
medium as explained in Section 1.2. The energy losses diminish gradually the momentum
of the particle traversing the detector. However, depending on the trajectory model used in
the reconstruction, the energy loss can be accounted for as is done in the Kalman ﬁlter based
track reconstruction algorithm ofMarlinReco. Otherwise, a systematic underestimation
of the particle momentum occurs, as is still the case for electrons when bremsstrahlung
losses are not accounted for in the track reconstruction. Such a bias has a similar eﬀect on
the recoil mass distribution as FSR.
Since the energy deposition is a stochastic process there is a random component in the
momentum reconstruction as pointed out in Section 3.2. The inﬂuences of these stochas-
tic momentum reconstruction uncertainties on the recoil mass distribution are diﬃcult to
quantify analytically since the polar angle of the Z boson as well as the polar and az-
imuthal angles of one ﬁnal state lepton are still free parameters. Using Mokka for the
transport of particles through the detector, and using the reconstruction tools Marlin
and MarlinReco, one obtains the histogram drawn with a blue line in the two top and
the left-hand bottom plots in Figure 4.7. Qualitatively, a Gaussian-like broadening and
6Note that in the on-shell situation E+ + E− = EZ =
s+M2Z−M2h
2
√
s
<
√
s
2 for Mh > MZ .
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a reduction of the peak are observed. This is the reason why the parametrization of the
recoil mass distribution as will be introduced below contains a Gaussian contribution.
A lengthy and rather complicated calculation for one special case as worked out in Appendix
C, in which the Z boson and lepton polar angles are equal to pi/2, yields an analytical
formula for the recoil mass uncertainty, which is the standard deviation of the recoil mass
peak and also called recoil mass resolution,
(∆mrecoil)
2 =
E4Z
8M2h
((
EZ
2
(1− cosαacoll)−
√
s
)2
(∆p−1⊥ )
2 + sin2 αacoll (∆φ0)
2
)
. (4.10)
For
√
s = 250 GeV and Mh = 120 GeV, and for ∆p
−1
⊥ = 10
−4 GeV−1 and ∆φ0 = 0.05 mrad
as results from Section 3.2, we obtain therefore
∆mrecoil = 0.661 GeV . (4.11)
Here was assumed that mdi−lepton ≈ MZ and mrecoil ≈ Mh in the on-shell situation. There
is no dependency on the uncertainty of the polar angle measurement of the leptons in this
speciﬁc case. The acollinearity is equal to about 108◦ as was found in Equation (C.1) in
Appendix C.1. The recoil mass uncertainty, Equation (4.10), is fast growing with EZ , i.e.
also with
√
s, causing the large width of the recoil mass peak at 500 GeV, demonstrated
by the right-hand bottom plot of Figure 4.7.
Beam Energy Spread
The beam energy spread, ∆Eebeam and ∆E
p
beam, causes a distribution of the cms energy as
outlined above. We neglect ISR and beamstrahlung, and assume a Gaussian distribution
of the cms energy √
s′ ∼ G(
√
s′,
√
s,∆
√
s) ,
where the nominal energy,
√
s, is the mean value. The standard deviation is given by
∆
√
s =
√
(∆Eebeam)
2 + (∆Epbeam)
2, using Gaussian error propagation.
Inserting EZ from Equation (4.2) as Edi−lepton with
√
s→ √s′ replaced into Equation (4.7),
and assuming again the on-shell situation, we obtain
m2recoil = s+M
2
Z −
√
s
s′ +M2Z −M2h√
s′
.
The recoil mass resolution is therefore
∆mrecoil =
s
2Mh
(
1 +
M2h −M2Z
s
)
∆
√
s√
s
, (4.12)
where we inserted the mean values mrecoil ≈ Mh and
√
s′ ≈ √s. If one ignores beam-
strahlung, ISR, FSR and the momentum reconstruction uncertainties, the beam energy
spread leads to distribution of the recoil mass around Mh, the standard deviation of which
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grows with
√
s, provided that ∆
√
s/
√
s = const. For
√
s = 250 GeV, Mh = 120 GeV and
a beam energy spread of about ∆
√
s/
√
s = 10−3 [146] results in
∆mrecoil = 0.286 GeV .
The beam energy spread was not included in the following analysis although it represents
already a non-negligible contribution to the uncertainty of Higgs recoil mass measurement
at
√
s = 250 GeV.7 Figure 4.9 shows the estimated uncertainty of the Higgs recoil mass
according to Equations (4.10) and (4.12) in the cms energy range between 210 GeV and
500 GeV, and the sum of both contributions.
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Figure 4.9: Recoil mass uncertainty due to momentum uncertainty (dashed blue), beam
energy spread (dotted green) and total uncertainty (black solid).
4.1.5 Determination of the Higgs Boson Pole Mass from the Recoil
Mass Distribution
Once a recoil mass distribution for the Higgs-strahlung process is obtained from the exper-
iment, it is desired to determine the Higgs boson pole mass, Mh. If an analytical formula
can be derived in terms of Mh describing the recoil mass distribution, which includes all
physical and accelerator and detector related eﬀects, a parameter ﬁt of this formula to the
distribution can be performed to obtain Mh. However, it is usually not possible to ﬁnd
such a function analytically, since the various impacts of the eﬀects on the recoil mass
7For values of
√
s less than 250 GeV one has to account for it, because the actual relative beam energy
spread grows for decreasing
√
s [146].
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distribution are rather complicated. The describing function can therefore be obtained in
an approximate way by Monte-Carlo simulations only.
Another possibility is a reasonable, but heuristic parametrization. The Higgs recoil mass
distribution is parametrized by
s(mrecoil) = FNorm
 exp
{
− (mrecoil−m0)2
2(∆mrecoil)2
}
: mrecoil < m0 ,
β exp
{
− (mrecoil−m0)2
2(∆mrecoil)2
}
+ (1− β) exp{−mrecoil−m0
λ
}
: mrecoil > m0 .
(4.13)
Herein, m0 is the central recoil mass peak position. In the ideal case, it is equal to Mh.
The recoil mass resolution ∆mrecoil characterizes the width of the recoil mass peak caused
by the Gaussian-like broadening due to amongst others the momentum measurement. The
exponential contribution on the right-hand side, and therein the parameter λ, describe the
tail of the distribution introduced by ISR, FSR and beamstrahlung. β is the fraction of
the Gaussian contribution. FNorm was introduced as normalization constant, to consider
s(mrecoil) as a probability density function, which is normalized according to∫ ∞
0
s(mrecoil) dmrecoil = 1 .
Figure 4.10 shows an example of a Higgs recoil mass distribution obtained for Mh =
120 GeV. Events are generate using Pythia. A full detector simulation and reconstruction
is done using Mokka and Marlin/MarlinReco. Beamstrahlung (GuineaPig), ISR
and FSR are included. A sample of events corresponding to an integrated luminosity of
about L = 500 fb−1 was used. Also shown in the ﬁgure is the ﬁtted function given in
Equation (4.13). The value for m0 is obtained to be 120.24±0.03 GeV. For the recoil mass
uncertainty ∆mrecoil, we obtained ∆mrecoil = 0.665 ± 0.025 GeV, which is in remarkable
agreement with our estimate for ∆mrecoil due to the momentum measurement uncertainty
Equation (4.11).
The question arises whether m0 can be identiﬁed with Mh. Beamstrahlung, ISR and FSR
introduce a bias such that m0 is systematically larger than Mh. This ratio, m0/Mh, should
be one if there is no bias. However, for a cms energy of 250 GeV, we ﬁnd for the ratio
m0/Mh ≈ 1.002 for the µ- and 1.004 for the e-channel. For cms energies of 350 and 500 GeV
the ratio increases to 1.013 (1.026) and 1.026 (1.058) for the µ- (e-) channel, respectively.
This deviation of m0 from Mh exceeds already the statistical uncertainty, ∆Nm0, of m0 for
an integrated luminosity of L = 500 fb−1. The bias depends on
√
s and is the larger, the
farther away
√
s is from the production threshold. The larger bias in the e-channel may
be explained by the tails in the electron momentum measurement due to bremsstrahlung
inside the detector.
To avoid the bias the maximum likelihood method can be used. Assume the recoil mass is
distributed according to a probability density function f(mrecoil;Mh), which parametrically
depends on the Higgs boson pole mass Mh. Then we can construct a likelihood function
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Figure 4.10: Recoil mass distribution as obtained from the Monte-Carlo generator Pythia
after the full detector simulation and reconstruction using Mokka and Marlin (black
dots), and the ﬁtted parametrization Equation (4.13) (red line).
for a sample {mirecoil} of recoil mass values,
Lh(Mh) =
∏
i
f(mirecoil;Mh) ,
which is a function of Mh. For the given recoil mass sample, Lh(Mh) can be maximized
with respect to Mh to obtain the most probable value of Mh.8
However, the distribution function f is unknown and diﬃcult to obtain from theoretical
considerations. Therefore, following the idea of Reference [147], we determine f as function
of Mh by Monte-Carlo simulations. For diﬀerent values of Mh around the expected value9,
{M jh}, high-statistic samples are generated, passed through the full detector simulation and
the reconstruction. Finally, for each j a recoil mass distribution is obtained. These are
ﬁtted with the parametrization, Equation (4.13), to obtain the parameters mj0, ∆m
j
recoil,
λj and βj.
We calculate for each Higgs boson mass value M jh the likelihood functions using the nor-
malized parametrizations, s(mrecoil;m
j
0,∆m
j
recoil, λ
j, βj),
Lh(M
j
h) =
∏
i
s(mirecoil;m
j
0,∆m
j
recoil, λ
j, βj) . (4.14)
8Usually, it is more convenient to minimize − lnLh(Mh).
9At the LHC, the Higgs boson mass will be measured with suﬃcient precision to apply this method.
Also from the recoil mass peak, one can estimate the relevant mass range.
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If the values M jh are close enough to M˜h, then the graph (Mj,− lnLh(M jh)) should exhibit
a parabolic minimum and can be ﬁtted by
− lnLh(Mh) = (Mh − M̂h)
2
2(∆NMh)2
+ a . (4.15)
Herein, M̂h denotes the estimate for M˜h, and ∆NMh its standard deviation according to
d lnLh(Mh)
dMh
∣∣∣∣∣
Mh=cMh
= 0 , −d
2 lnLh(Mh)
dM2h
∣∣∣∣∣
Mh=cMh
=
1
(∆NMh)2
(4.16)
The statistical uncertainty for m0, which is also related to the statistical uncertainty of the
estimate for the Higgs boson mass, M̂h, depends on the number of events, NS, used for the
analysis and can be estimated by the standard deviation of the recoil mass distribution
∆mrecoil [148],
∆NMh = ∆Nm0 =
∆mrecoil√
NS
. (4.17)
∆NMh characterizes therefore the precision of Higgs boson pole mass determination at a
given number of events and a certain recoil mass resolution.
4.1.6 Determination of the Higgs-Strahlung Cross-Section
The cross-section of the Higgs-strahlung process, σhZ , is obtained in an experiment by
Equation (1.30). By counting the events of this process, NS, we obtain the cross-section
by
σhZ =
NS
L
,
with the integrated luminosity L, which characterizes the accelerator properties and the
run time of the experiment and is independent of the considered process. In a realistic
experiment, it is however unlikely to register all events. Already the gaps in the detector
due to the beam pipe lead to a limited acceptance of the detector. This and other eﬀects
are accounted for by the so-called selection eﬃciency, εS,
NaS = ε
SNS , (4.18)
where NaS is the number of accepted events. ε
S is diﬀerent for each process under consid-
eration and will be therefore diﬀerent for the e- and the µ-channel of the Higgs-strahlung
process. We denote them, hence, by εSe and ε
S
µ , respectively. Furthermore, it might depend
on the cms energy used in the experiment. εS will also depend on any cut used in the
event reconstruction. This applies speciﬁcally if one only accepts events with recoil masses
inside a certain recoil mass range. Such a cut will be necessary as we show in the next
section.
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The Higgs-strahlung cross-section measured in an experiment is therefore given by
σhZ =
NaS
εSL
. (4.19)
In principle, the selection eﬃciency can be determined arbitrarily precise by simulation
studies. The uncertainty of the measurement of the Higgs-strahlung cross-section is, hence,
due to the uncertainties of NaS and L,(
∆σhZ
σhZ
)2
=
(
∆NaS
NaS
)2
+
(
∆L
L
)2
=
1
NaS
+
(
∆L
L
)2
. (4.20)
Herein, it was again assumed that ∆NaS =
√
NaS . The ILC baseline value for the luminosity
measurement uncertainty is ∆L/L = 10−3. To reach a similar uncertainty for NaS , one
would need more than 106 registered events, which in turn would require an experimental
run time of about 10 years at the ILC peak luminosity assuming εS = 100 %. We therefore
neglect the luminosity uncertainty, and obtain
∆σhZ
σhZ
=
1√
NaS
. (4.21)
4.1.7 Optimization Study for Precision Measurements
We want to discuss now the question, which cms energy
√
s is most appropriate for the
precise measurement of the Higgs boson mass and the Higgs-strahlung cross-section. An
integrated luminosity of L = 500 fb−1 is assumed in these considerations. The momentum
and angle measurement uncertainties are ∆(p−1⊥ ) = 10
−4 GeV−1, ∆ϑ = 10−4 rad, ∆φ0 =
5× 10−5 rad, respectively, as results from Section 3.2. If used, we assume the beam energy
spread ∆
√
s/
√
s = 10−3. The Higgs boson pole mass is taken to be Mh = 120 GeV.
The relative precision of the cross-section measurement depends solely on the number of
registered event, Equation (4.21), i.e. on the cross-section itself,
∆σhZ
σhZ
=
1√
εSLσhZ
.
The left-hand plot of Figure 4.11 shows ∆σhZ/σhZ as function of
√
s using a selection
eﬃciency εS = 100 % and the cross-section that was obtained using Pythia and is shown
in Figure 4.6 (red solid line). That is, ISR and FSR are included. As expected, the relative
uncertainty of the cross-section measurement is minimal at the peak value of the cross-
section at about
√
s ≈ 250 GeV.
The statistical uncertainty of the Higgs boson mass measurement depends on the cross-
section as well, but also on the recoil mass resolution, as demonstrated in Equation (4.17),
∆NMh =
∆mrecoil√
εSLσhZ
,
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where ∆mrecoil includes at least the momentum uncertainty, ∆mmomrecoil in Equation (4.10),
and the beam energy spread, ∆mBESrecoil in Equation (4.12),
∆mrecoil =
√
(∆mmomrecoil)
2 + (∆mBESrecoil)
2 ,
The cross-section rises fast at the threshold, therefore reducing the Higgs mass uncer-
tainty. Then, after the cross-section reaches its maximum, it decreases again which in-
creases ∆NMh. On the other hand, the recoil mass resolution grows monotonously as can
be seen in Figure 4.9. The consequence is a steep minimum in the uncertainty, ∆NMh, at√
s ≈ 222.5 GeV, as shown in the right-hand plot of Figure 4.11.
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Figure 4.11: The relative cross-section uncertainty for the Higgs-strahlung process (left),
and the estimated uncertainty of the Higgs boson mass measurement (right) as function
of the cms energy,
√
s, from an analytical calculation. The cross-section of the Higgs-
strahlung process was calculated using Pythia.
To estimate the eﬀect of the selection eﬃciency, εS, a toy Monte-Carlo was used. First,
events were generated using Pythia for several values of
√
s. ISR, FSR and the momentum
uncertainty were included, and Beamstrahlung and beam energy spread were neglected.
In each event the leptons from the Z boson decay were identiﬁed using the Monte-Carlo
information. The di-lepton energy, the invariant di-lepton mass and the recoil mass were
determined according to Equations (4.6) and (4.7). To simulate the selection eﬃciency,
only events with a recoil mass in the range [119 GeV, 122 GeV] were accepted. The cross-
section uncertainty obtained by using Equation (4.21) is shown in the left-hand plot of
Figure 4.12. It exhibits qualitatively a similar behavior as a function of
√
s as that in our
semi-analytical consideration above. However, looking on the details, the minimum is now
shifted down to about
√
s = 230 GeV. The reason is that although the cross-section further
grows, more and more event are rejected because the recoil mass is not inside the dedicated
mass range due to ISR and FSR. Of course, the absolute value of ∆σhZ/σhZ is larger than
before because only the e- and µ-channel events are used and because of εS < 100 %.
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The Higgs boson mass uncertainty was estimated. However, only the momentum uncer-
tainty was accounted for so that the recoil mass peak appeared to be a Gaussian distribution
here. The standard deviation was determined and multiplied by the relative cross-section
uncertainty determined in the previous step. The result is shown in the right-hand plot of
Figure 4.12.
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Figure 4.12: The relative cross-section uncertainty for the Higgs-strahlung process (left),
and the estimated uncertainty of Higgs boson mass measurement (right) as function of the
cms energy,
√
s, from a toy Monte-Carlo study .
Again, the qualitative behavior of ∆Mh as a function of
√
s is similar that of the above
consideration, and in detail, the minimum moved again to the left for the same reasons as
for the shift of the cross-section uncertainty curve when accounting for a selection eﬃciency.
The result of this study is that the cross-section can be measured most precisely using√
s ≈ 230 GeV. The impact of √s on the relative precision of the cross-section is not
very signiﬁcant in this range. The Higgs boson mass is most precisely determined at√
s ≈ 220 GeV. The uncertainty grows fast with deviations of √s from 220 GeV. However,
the precise minimum position depends on many parameters such as, for instance, selection
cuts used in a more realistic simulation.
4.2 Higgs-Recoil Mass Analysis under realistic Condi-
tions
In an experiment, Higgs-strahlung events constitute only a small fraction of the e+e−
annihilation events recorded by the detector. Hence, we have to deﬁne criteria to select
Higgs-strahlung events exploiting the decay of the Z boson in an lepton pair of opposite
charge. Eventually, there are events of processes other than the Higgs-strahlung process
with lepton pairs among the reconstructed ﬁnal state particles, which look like Higgs-
strahlung events. We call these processes background processes in contrast to the Higgs-
strahlung process, which is hereafter referred to as signal process.
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We simulated a complete Higgs-recoil mass analysis for an integrated luminosity of L =
50 fb−1 and for Mh = 120 GeV and
√
s = 250 GeV.10 Signal and Standard Model back-
ground events are generated with Monte-Carlo generators including beamstrahlung, ISR
and FSR, and are passed through the full detector simulation of Mokka providing the
realistic detector simulation including all interactions of charged and neutral particles de-
tector.
The reconstruction procedure follows after the detector simulation and is performed for all
simulation samples as it would be done in a future experiment. The single particle recon-
struction is accomplished using the tool Marlin/MarlinReco, which operates on the
detector hit collections from the sub-detectors and creates a set of reconstructed particles
in each event as was described in Section 3.1.
In each event, leptons are searched for and matched to pairs of opposite charge, out of which
the invariant di-lepton mass, the di-lepton energy and the recoil mass are determined. The
invariant di-lepton mass should be close to the Z boson pole mass, MZ , if the selected
lepton pair originates from a decay of an on-shell Z boson. In cases where more than one
lepton pair is found, the pair with the invariant di-lepton mass closest to MZ is selected.
All events passing pre-selection cuts are used in the following analysis. These cuts are
introduced to reduce the number of accepted background events. The upper part of Figure
4.13 summarizes the simulation and reconstruction steps.
After applying the pre-selection cuts, there are still a lot of accepted background events. To
further reduce the number of these events, we exploit the diﬀerence of the distributions of
the variables describing the kinematics of the diﬀerent processes. These are summarized in
Appendix C.3. The same probabilistic case distinction method as was used for the particle
identiﬁcation is utilized for the process distinction. However, here we are not interested
in the identiﬁcation of a speciﬁc process, but in the probability of a single event to be a
signal event. For this purpose, a cut on the signal likelihood is introduced that acts as a
ﬁlter, and each event passing it is accepted as signal event. This signal likelihood cut is
optimized in a multivariate analysis (MVA) such that as much as possible signal events are
accepted and background events rejected.
Both, for the calibration of the case distinction method, i.e. the ﬁlling of the histograms
representing the PDFs, and for the MVA indicated by the black dashed line in Figure 4.13,
the full statistics samples are used. The variable distributions, from which the PDFs are
constructed, are smoothed e.g. with a Laplacian smoother or by ﬁtting polynoms of low
order. This was done ﬁrstly to smooth statistical ﬂuctuations in kinematic regions with
low statistics and secondly since a small fraction of the high statistic sample is used as
mockup data sample. The reason to follow this procedure was simply a lack of computing
time and storage amount for the large event samples. Later, when this analysis is repeated
in an actual experiment, the Monte-Carlo samples must have much larger statistics, and,
speciﬁcally, they should be diﬀerent for the PDF ﬁlling and for the MVA.
10We decided to exploit the maximum statistics instead the minimum uncertainty estimate given in the
previous chapter. At the ILC, the cross-section of the Higgs-strahlung process will be measured anyway
at diﬀerent
√
s in the threshold region due to other Higgs physics related topics such as the Higgs boson
spin.
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Figure 4.13: Simulation and analysis scheme as described in this section. PFO denotes
Particle Flow Object and MVA Multi-Variate Analysis.
The full statistics sample of the signal process is passed through the signal-background
separation and the optimized signal likelihood cut to obtain the signal selection eﬃciency
needed for cross-section determination. Likewise, the signal shape parameters such as the
recoil mass resolution and tail parameter are determined in this step. Also the full-statistics
of the background event sample passes through this analysis chain to obtain the recoil mass
background shape parameters. This is indicated by the black dotted line in Figure 4.13.
These shape parameters are independent of the Higgs boson mass. They result from known
Standard Model processes.
In a ﬁnal step, a part of the high-statistics Monte-Carlo sample of the signal and background
events corresponding to L = 50 fb−1, the blue sample boxes in Figure 4.13, is used as 'data
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sample', which is passed through the signal-background separation and the likelihood cut.
The recoil mass distribution ﬁnally obtained is analyzed, and the Higgs boson pole mass,
Mh, and the cross-section for the Higgs-strahlung process are determined. This is depicted
by the blue chain line in Figure 4.13. In the following subsections, the details of the
procedure are described and the results of the analysis are presented.
4.2.1 Search for the Leptons from the Z Boson Decay
From the considerations about the kinematics of the Higgs-strahlung process in the previous
section, it is obvious that leptons from the Z boson decay will ﬂy into solid angle regions,
which are usually well separated from those into which the Higgs boson decay products ﬂy
for
√
s well above the threshold. We therefore have to look for isolated leptons in an event,
where no momentum of another charged particle is inside a solid angle element around the
lepton momentum. This solid angle element is most conveniently a cone parametrized by
an opening angle. Figure 4.14 illustrates the deﬁnition of this cone.
lepton trajectorymomentum direction
cone
opening angle
interaction point
Figure 4.14: Schematics of the deﬁnition of a cone for an isolation criterion.
An opening angle of the cone of 10◦ was found to be the optimum. For larger opening
angles, less leptons are accepted reducing the selection eﬃciency. A smaller opening angle
increases the eﬃciency, but also more isolated leptons are accepted from events of processes
other than the Higgs-strahlung process enhancing the background.
The isolation criterion introduced in this manner has the disadvantage that also leptons
are rejected if low-energetic charged particles are inside the cone. Particles with energies
up to about 5 GeV may appear in the cone from the hadronic decays of the Higgs boson.
A modiﬁcation of the isolation criterion can therefore be the introduction of a limit on
the energy, which must not be exceeded by any charged particle inside the lepton cone to
accept this lepton as isolated. We investigated an energy cut of 10 GeV and a dynamic
cut equal to the energy of the considered lepton. Thereby, the selection eﬃciency of the
signal process was generally increased, but a signiﬁcant enhancement of the signal above
the background was not observed. We summarize the selection eﬃciencies for the diﬀerent
isolation criteria later in this section.
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4.2.2 Background Processes
From the procedure of ﬁnding lepton pairs, as described above, we accept events that
contain either a reconstructed electron-positron pair or a muon-antimuon pair.
Cross-Sections and Pre-Simulation Cuts
Table 4.1 summarizes the cross-sections and the number of events for all processes, con-
sidered as background, and for the Higgs-strahlung process for an integrated luminosity
of 50 fb−1. The cross-sections listed below depend on the cuts applied on Monte-Carlo
generator level, which we call pre-simulation cuts. These are in several cases necessary to
reduce the amount of events, which had to be processed, and saving computing time.
No process cross-section [fb] # events (for L = 50 fb−1)
1 e+e− → hZ → X`+`− 15.02 751
2 e+e− → e+e− 4144.5 207223
3 e+e− → µ+µ− 4281.0 214050
4 e+e− → τ+τ− 4182.0 209100
5 e+e− →W+W− → [e, µ]X ∗) 5650.0 282277
6 e+e− → e+e−ff¯ 475.7 23784
7 e+e− → µ+µ−ff¯ 359.4 17970
8 e+e− → e+e−e+e− 24.6 1231
9 e+e− → µ+µ−µ+µ− 7.2 360
10 e+e− → e+e−µ+µ− 177.0 8850
Table 4.1: Cross-sections and number of events for 50 fb−1 for signal and background
processes in the Higgs recoil mass analysis used. A Higgs boson mass of Mh = 120 GeV
and a cms energy
√
s = 250 GeV is assumed. (` = e, µ; f denotes quarks, neutrinos and
tauons; ∗) speciﬁcations for process no. 5 are given in the text)
The cross-sections and the event samples of the processes 1, 3, 4 and 5 were generated
using Pythia. No extra cuts11 were applied to the lepton momenta and invariant masses.
In process 5 only events were processed with either one lepton, e−, e+, µ+ or µ−, in the
ﬁnal state, or pairs such as e−µ−, e−µ+, e+µ− or e+µ+. Events with e+e− and µ+µ− pairs
were rejected because such events are already accounted for in the processes 6 to 10. An
example of such processes is given in Figure 4.15.
The cross-section and the event samples of the Bhabha process, process 2, were produced
using BHWide. Because of the strong t-channel contribution, the cross-section of this pro-
cess diverges for small scattering angles. We applied therefore the following pre-simulation
cuts to the ﬁnal state lepton momenta: lepton energy Ee± > 10 GeV and polar angle of
the momentum direction | cosϑe±| < 0.985. To reduce further the large amount of events,
we applied additional cuts to the invariant di-electron mass, |mdi−lepton −MZ | < 40 GeV,
and to the recoil mass, 90 GeV < mrecoil < 190 GeV.
11Default cuts set by Pythia are not changed.
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The cross-sections and the event samples of the processes 6 to 10 were produced using
Sherpa. The reason for using Sherpa was to retain gauge invariance, which might be
violated when separating certain processes. Figure 4.15 shows an example for two processes,
the amplitudes of which might interfere. However, Sherpa thereby also oﬀers a convenient
way to include all relevant background processes with four fermions in the ﬁnal state. This
is the ﬁrst time that such a complete background was accounted for in such an analysis.
The following cuts were applied: the energy of the ﬁnal state fermions Ef > 5 GeV, the
polar angle | cosϑf | < 0.985 and the invariant di-fermion mass mff > 5 GeV.
e+
−e
−e
e+
−e
νe
νe −e
e+
νe −W
W+
νe
e+
νe
−eZ
Z
Figure 4.15: Example of processes with four fermion ﬁnal state, the amplitudes of which
might interfere.
The dominant background is the process e+e− → ZZ, where one or both Z bosons decay in
lepton-antilepton pairs, because both Z bosons are almost on-shell. The invariant di-lepton
mass of the accepted lepton-antilepton pair might therefore be close to MZ . This process
is included into the processes 6 to 10.
The Processes 2 and 3 represent also a strong background. The intermediate boson in the
s-channel of these processes can be either a photon or a Z boson. In the latter case, the
propagator of the Z boson becomes dominant at the momentum p2Z∗ = M
2
Z . Therefore,
the cross-section becomes enhanced if by ISR emission the eﬀective energy carried by the
Z boson is close to MZ . This mechanism is called radiative return. The invariant di-lepton
mass is then found to be close to MZ .
The process 4 and the process e+e− →W+W−, which is contained in the processes 5, 6 and
7, contribute a background, since there are also leptons in the ﬁnal state. This background
becomes enhanced if pions from hadronic decays fulﬁll the lepton identiﬁcation and isolation
criteria are combined with another lepton to a lepton-antilepton pair. Fortunately, the
invariant di-lepton mass is only by chance close to MZ . Proper pre-selection cuts can
suppress a large fraction of such events.
Pre-Selection Cuts
After the single particle reconstruction the following cuts, for the energy of leptons is
required E`± > 15 GeV for the event reconstruction, and the polar angle of the lepton
momentum | cosϑ`±| < 0.95. When the leptons are matched to pairs, their invariant mass
should be close toMZ . We therefore accept only pairs that pass |mdi−lepton−MZ | < 30 GeV.
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We also require the recoil mass to be in the range 100 GeV < mrecoil < 150 GeV, which is
the relevant recoil mass range for the signal process with Mh = 120 GeV.
We investigated also a cut on the di-lepton polar angle after the lepton-pair matching,
| cosϑdi−lepton| < 0.9, which could speciﬁcally suppress the background of processes 2 and
3. The cross-sections of these processes rise strongly near | cosϑdi−lepton| = ±1 as is shown
in the right plot of Figure 4.16.
These pre-selection cuts are tighter than the pre-simulation cuts and are necessary in order
that the ﬁnal analysis result does not depend on the pre-simulation cuts. This corresponds
to the application of the pre-selection cuts in an experiment regardless of which process
happened.
4.2.3 Signal-Background Separation
Since only the ﬁnal state particles are detected, there is in principle no chance to conclude,
which process exactly caused this ﬁnal state when considering a single event in an experi-
ment. Speciﬁcally, one cannot say whether it was a Higgs-strahlung process event or any
of the background events. One can only make a probabilistic statement about the hypoth-
esis that an event registered in the detector was a signal event based on the reconstructed
quantities. These are usually not discrete but diﬀerent from event to event even for the
same process. We therefore have to consider and use the distributions of these variables,
which might be diﬀerent for the signal and the background processes.
The seven variables used here for the probabilistic process distinction are the lepton polar
angles, the acollinearity and acoplanarity of a lepton pair, the invariant di-lepton mass,
the di-lepton angle and the missing transverse momentum. They are deﬁned in Appendix
C.3. Figures 4.16 and 4.17 show examples of the distributions of some of these variables
for the signal process, the process e+e− → `+`− and the process e+e− → `+`−ff¯ , where f
might be any fermion and ` = e, µ according to which lepton pair was pre-selected.
We investigated the impact of two-dimensional distributions on the distinction performance
as described in Appendix A, and found that we obtained the best results, that is the
smallest cross-section uncertainties, with one-dimensional distributions for the e-channel,
and with two-dimensional distributions for the µ-channel, although the diﬀerences are
not signiﬁcant. One can clearly observe correlations between the variables in the two-
dimensional distributions.
Using these distributions, one can construct the PDFs and the likelihood according Equa-
tions (A.5) and (A.6) similar to the case of the particle identiﬁcation. The likelihood
distributions for the signal and the two background cases are shown for the signal process
sample in Figure 4.18, and for the background sample e+e− → `+`−ff¯ in Figure 4.19,
separately for the cases with accepted electron-positron pairs and muon-antimuon pairs,
respectively. The usage of two-dimensional distributions leads to a stronger binary be-
havior of the likelihood. That is, the probability in a single event to be a signal becomes
almost either one or zero. This is in contrast to using one-dimensional distributions, where
the likelihood is smoothly distributed over the range [0, 1].
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Figure 4.16: One-dimensional distributions of the acollinearity (left) and the di-lepton
polar angle, cosϑdi−lepton, (right) for the e-channel of the signal process (red), e+e− → e+e−
(green) and for e+e− → e+e−ff¯ (blue).
In contrast to the particle identiﬁcation, we are not interested in the most probable process
for a given event. Instead, we use the case distinction method to maximize the statistical
signiﬁcance of the Higgs recoil mass peak above the rather unstructured background by
introducing a cut on the signal likelihood.
Most of the recoil mass values of the Higgs-strahlung events are concentrated inside the
recoil mass range [119 GeV, 125 GeV]. The number of accepted signal process events is NaS ,
that of accepted background events we denote by NaB. If N
a
S is considered as the expected
number of accepted signal events, the standard deviation of the total number of accepted
events is given by
√
NaS +N
a
B, assuming that a Gaussian distribution is appropriate for
NaS +N
a
B. We deﬁne the signiﬁcance as the ratio [148, 126]
S =
NaS√
NaS +N
a
B
. (4.22)
S depends on the cut that is applied to the signal likelihood. Maximizing S with respect
to this cut, we optimize the cut to accept more signal events while reducing the number
of accepted background events. The inverse of the signiﬁcance is the uncertainty of the
Higgs-strahlung cross-section measurement. Therefore, a maximization of the signiﬁcance
corresponds to a minimization of the cross-section measurement uncertainty.
Figure 4.20 shows the inverse signiﬁcance as function of the signal likelihood cut for the
e-channel and the µ-channel. The largest value for S was obtained in the e-channel, for a
likelihood cut of about 0.65. It was also required for the di-lepton angle | cosϑdi−lepton| < 0.9
and using the isolation criterion, where particles are allowed to be inside the cone with
an energy E < 10 GeV. For the µ-channel, the largest signiﬁcance was obtained for a
likelihood cut of 0.93. Here, we allowed particles inside the isolation cone with an energy
smaller than the muon energy. All results shown here refer to these both cases.
In the described process distinction method, no Higgs-strahlung µ-channel event was re-
constructed with an e+e− pair and accepted after all the cuts and the case distinction, and
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Figure 4.17: Two-dimensional distributions for acoplanarity vs acollinearity (top) and for
cosϑ`+ vs cosϑ`− (bottom) each for the signal process (left), e+e− → µ+µ− (center) and
for e+e− → µ+µ−ff¯ (right).
vice versa. How many of the lepton pairs from the Z boson decay are indeed correctly
selected and assigned to the Z boson, was not separately investigated.
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Figure 4.18: Likelihood distributions for the signal process for e+e− pairs (left) and µ+µ−
pairs (right). The latter one used 2D distributions. The blue and green lines indicate the
likelihood for being a background process, either e+e− → `+`− (blue), or e+e− → `+`−ff¯
(green). The histogram (red, ﬁlled) represents the signal likelihood.
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Figure 4.19: Likelihood distributions for the processes e+e− → `+`−ff¯ for the e-channel
(left) and the µ-channel (right). The red ﬁlled histogram is the likelihood for e+e →
hZ → X`+`−. The green and blue histograms are the likelihoods for e+e− → `+`− and
e+e− → `+`−ff¯ , respectively.
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Figure 4.20: The inverse of the signiﬁcance, S−1, as a function of the signal likelihood cut
for the e-channel (left) and for the µ-channel (right).
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4.2.4 Signal Selection Eﬃciency
Selection Eﬃciency and Background Fractions
Table 4.2 summarizes the selection eﬃciencies for the signal and background processes,
separately, at the diﬀerent analysis stages for the diﬀerent isolation criteria. After the
reconstruction usingMarlin, the isolated lepton search and the lepton pair matching only
the cuts on the lepton polar angle were applied. After the application of the probabilistic
case distinction including the likelihood cut, the pre-selection cuts have been applied.12
At the end of the analysis, denoted by the term 'ﬁnal' in the table, the cut on the recoil
mass was made stricter, 119 GeV < mrecoil<125 GeV, for performing the signiﬁcance
maximization.
analysis stage empty cone cone E < 10 GeV cone E < Elepton
e-channel µ-channel e-channel µ-channel e-channel µ-channel
signal process (5018 events in the in e-channel and 4982 events in the µ-channel)
after Marlin 62.11 % 68.55 % 74.17 % 78.34 % 76.82 % 79.23 %
after likelihood - - 44.50 % - - 59.51 %
ﬁnal - - 22.18 % - - 42.57 %
background processes (1019800 processed background events)
after Marlin 4.54 % 1.52 % 4.94 % 1.58 % 5.73 % 1.60 %
after likelihood - - 0.13 % - - 0.09 %
ﬁnal - - 0.02 % - - 0.01 %
Table 4.2: Selection eﬃciencies for the signal process and the background processes for
diﬀerent isolation criteria and at diﬀerent analysis stages. E < 10 GeV corresponds to 'no
further particle inside the lepton cone with energy larger than 10 GeV' and E < Elepton
to 'no further particle inside the lepton cone with energy larger than the lepton energy'.
The signal selection eﬃciencies for the µ-channel are after each step larger than that for the
e-channel. The diﬀerent isolation criteria result in a diﬀerence in the selection eﬃciencies
of about 10 % for the signal process. About 5 % of all background events remain in the
e-channel, about 1.5 % in µ-channel. For diﬀerent lepton isolation criteria, the diﬀerences
are less than 1 %. In spite of the signiﬁcant increase the in the signal selection eﬃciency
for the E < Elepton criterion with simultaneously a not so large increase of the background
selection eﬃciency, the diﬀerences in the signiﬁcance are rather small. The reason is that
a lot of events are rejected by the process distinction and the stricter recoil mass range cut
such that the ﬁnal selection eﬃciencies are similar.
Signal Selection Eﬃciency versus Higgs boson Decay Mode
We have to check whether the signal selection eﬃciency is indeed independent of the Higgs
decay modes. We generated therefore for each relevant decay mode of the Standard Model
12For electrons also the cut | cosϑdi−lepton| < 0.9 was applied.
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Higgs boson samples with NS = 10000 events separately for both the e-channel and the
µ-channel of the Z boson decay. These samples are passed through the full simulation,
reconstruction and analysis chain including the probablistic case distinction procedure,
and the same pre-selection cuts where applied as for the signiﬁcance study. Solely, for the
e-channel we used here the E < Elepton isolation criterion as for the µ-channel and no cut
on the di-lepton angle. The selection eﬃciency should be therefore larger than for the case
considered above. This is however not relevant here.
The selection eﬃciencies are calculated by Equation (4.18). The Gaussian error propaga-
tion is used to estimate the statistical uncertainties of the obtained eﬃciencies, where NS
has no uncertainty and the number of accepted events, NaS , is binomially distributed with
NS trials in total and a single success probability of εS. We assume that the expectation
value is given by the value of NaS found in each channel. The variance of N
a
S is then given
by (∆NaS)
2 = NSε
S(1− εS), and we obtain the selection eﬃciency uncertainty by
∆εS =
∆NaS
NS
=
√
NSεS(1− εS)
NS
=
√
εS(1− εS)
NS
.
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Figure 4.21: Selection eﬃciencies for diﬀerent decay modes of the Standard Model Higgs
boson for the e-channel (left) and the µ-channel (right).
Figure 4.21 shows the signal selection eﬃciency for the considered Higgs decay channels,
separately for both the e- and the µ-channel of the Higgs-strahlung process. Within the
precision of this study, there are slight diﬀerences of εS for the diﬀerent Higgs decay chan-
nels. It is the isolation criterion, which might introduce a slight dependency on the Higgs
decay mode. If the Higgs boson decays into two photons the Higgs-strahlung reconstruction
eﬃciency is higher since photons are ignored in the Z boson reconstruction. By contrast,
the Z bosons from the Higgs decay mode h → ZZ decay also into leptons, which are
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incorporated in the lepton search and lepton pair matching. Such lepton pairs have an in-
variant close toMZ and might be selected, but the recoil mass does not necessarily coincide
with the Higgs boson mass. Such events are therefore rejected and the selection eﬃciency
diminished.
The result is that the selection eﬃciency depends on the Higgs decay mode with diﬀer-
ences of a few percent. The mean signal selection eﬃciency as obtained in Table 4.2 is
a weighted average over the single selection eﬃciencies with the branching fractions as
weight. In the subsequent determination of the cross-section and the Higgs-boson mass
we assumed a certain Higgs model, here the Standard Model Higgs boson, and the cor-
rect branching fractions to obtain the correct signal selection eﬃciency, which can be in
principle arbitrarily precise.
The impact of the systematic uncertainty of the signal selection eﬃciency on the mea-
surements of Higgs-strahlung cross-section and the Higgs boson mass might be small, if
it is much smaller than the relative uncertainty of the number of accepted events. If we,
however, assume that the signal selection eﬃciencies move on a 2 % level, i.e. between the
eﬃciency of the h → γγ decay mode and that of the h → ZZ, then we ﬁnd the relative
uncertainty of the selection eﬃciency to be already of the order 10 %, which is a systematic
uncertainty. We need to add (∆εS/εS)2 to Equation (4.20), which causes an uncertainty of
Higgs-strahlung cross-section of at least 10 %. That is, assuming no speciﬁc Higgs model
limits the cross-section measurement precision. The precision of the Higgs boson pole mass
measurement is therefore also changed, as discussed in Section 4.1.7.
Summary of Signal Selection Eﬃciencies
The signal selection eﬃciencies necessary for the calculation of the Higgs-strahlung cross-
section with the 50 fb−1 sample, are given for the recoil mass interval 119 GeV < mrecoil <
125 GeV by
εSe = (22.18± 0.59) % for the e-channel, and
εSµ = (42.57± 0.70) % for the µ-channel . (4.23)
For the recoil mass range, 100 GeV < mrecoil < 150 GeV, i.e. after the pre-selection cuts,
we ﬁnd
εe = (44.50± 0.70) % for the e-channel, and
εµ = (59.51± 0.70) % for the µ-channel . (4.24)
The uncertainties are here only formally mentioned. In principle, one can determine the
selection eﬃciencies with smaller uncertainties by using higher statistics. We assume there-
fore in the following a negligible uncertainty for the selection eﬃciencies.
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4.2.5 Higgs-strahlung Cross-Section and the Higgs Boson Pole
Mass
Final recoil mass distributions as obtained after the full reconstruction and the probabilistic
process distinction including all pre-selection cuts are shown in Figure 4.22 for 50 fb−1 for
the e-channel and the µ-channel. The Higgs recoil mass peak is clearly visible above
the rather unstructured background for both channels. As expected from the previous
discussion, the Higgs recoil peak in the µ-channel is more pronounced than in the e-channel.
In a ﬁrst step we ﬁtted the distributions. The parametrization, Equation (4.13), was
used for the description of Higgs recoil mass peak. The normalization was chosen such
that s(mrecoil) is normalized on the interval [100 GeV, 150 GeV]. The background was
parametrized by a polynomial of second order, b(mrecoil), which is also normalized on this
interval ∫ 150 GeV
100 GeV
b(mrecoil) dmrecoil = 1 .
Both, the shape parameters β, ∆mrecoil and λ of the signal function and the remaining
free coeﬃcients of the background parametrization were determined with a higher statistic
sample, and then kept ﬁx.
The function that describes the total recoil mass distribution including the background is
then given by
f(mrecoil) = N
a
S · s(mrecoil) +NaB · b(mrecoil) , (4.25)
whereNaS andN
a
B are the accepted events with a recoil mass in the range [100 GeV, 150 GeV].
The free parameters to be ﬁtted are NaS , N
a
B and m0. The results of the ﬁts are shown as
well in Figure 4.22.
Determination of the Higgs-Strahlung Cross-Section
The cross-section of the Higgs-strahlung process is determined using Equation (4.19) for e-
and µ-channel separately. For the 50 fb−1 sample, there were 751 Higgs-strahlung events,
396 of them in the e-channel and 355 in the µ-channel. As outlined above, the signal and
background events with a recoil mass in the range [119 GeV, 125 GeV] were counted. In the
e-channel, NaS = 88 signal events and N
a
B = 197 background events are ﬁnally accepted.
In the µ-channel, there are NaS = 156 signal events and N
a
B = 149 background events
accepted. Using the signal selection eﬃciencies from Equation (4.23), we obtain, thus, the
cross-sections of the Higgs-strahlung process with the leptonic Z boson decays, σehZ and
σµhZ ,
σehZ = 7.94 fb and σ
µ
hZ = 7.33 fb . (4.26)
The relative uncertainty is the inverse signiﬁcance, as mentioned earlier,
∆σhZ
σhZ
=
√
NaS +N
a
B
NaS
,
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Figure 4.22: Final recoil mass distributions for the e-channel (left) and the µ-channel (right)
including signal and background events. The red ﬁlled histogram in the foreground is the
recoil mass distribution from the Higgs-strahlung events only. The blue curve is the ﬁtted
f(mrecoil), Equation (4.25). The green curve is the ﬁtted signal parametrization, Equation
(4.13), and the violet curve is the ﬁtted second order polynomial, which parametrizes the
background shape.
since σhZ ∝ NaS , but (∆σhZ)2 ∝ NaS +NaB. This yields a relative uncertainty for the cross-
section measurement of 19.18 % for the e-channel and 11.20 % for the µ-channel.
Adding both cross-sections in Equation (4.26) yields 15.27 fb with a relative uncertainty
of 11.33 % in good agreement with the value of Table 4.1.
Since we know the branching fractions B(Z → e+e−) = 0.03363 and B(Z → µ+µ−) =
0.03366 [5], we can determine the total Higgs-strahlung cross-section in each channel sep-
arately,
σhZ,e =
σehZ
B(Z → e+e−) = 235.95 fb and σhZ,µ =
σµhZ
B(Z → µ+µ−) = 217.74 fb .
Both, σhZ,e and σhZ,µ, are two independent measurements of the same cross-section, σhZ .
The relative uncertainties of σhZ,e and σhZ,µ are the same as those of σehZ and σ
µ
hZ , respec-
tively, if we assume no uncertainty of the branching fractions.
One can combine both measurements to obtain the best estimate for σhZ by minimizing
χ2(σhZ) = −(σhZ,e − σhZ)
2
2(∆σhZ,e)2
− (σhZ,µ − σhZ)
2
2(∆σhZ,µ)2
(4.27)
with respect to σhZ [148]. The result, σhZ = 221.84 fb with an relative uncertainty of
9.68 %, is consistent with the cross-section value of 226.8 fb, obtained by the Monte-Carlo
generator Pythia in Section 4.1.3.
With the numbers NaS and N
a
B from the result of ﬁtting Equation (4.25) to the recoil mass
distribution in the mass range [100 GeV, 150 GeV], and using the signal selection eﬃciency
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for the recoil mass range used for the ﬁt, Equation (4.24), we obtain a similar result and
relative uncertainty for the total Higgs-strahlung cross-section.
Determination of the Higgs Boson Pole Mass
The Higgs boson pole mass is determined as outlined in the Section 4.1.5. Here, however,
we have to account for the background and, instead of s(mrecoil), Equation (4.13), we use
a modiﬁcation of f(mrecoil), Equation (4.25), for the likelihood method,
f˜(mrecoil) = p · s(mrecoil) + (1− p) · b(mrecoil) ,
which is normalized as s(mrecoil) and b(mrecoil) are, i.e. f˜ is a PDF. Herein, p = NaS/(N
a
S +
NaB).
High-statistics Higgs-strahlung event samples passed the detector simulation, the recon-
struction, the pre-selection cuts and the probabilistic process distinction for diﬀerent Higgs-
boson mass values M jh between 119.5 GeV and 120.5 GeV. Finally, the parametrization of
the Higgs recoil mass peak, Equation (4.13), was ﬁtted to the obtained recoil mass distri-
butions to determine the values of mj0. The mapping M
j
h ↔ mj0 was maintained.
The shape parameters were determined as well in this step, but they did not diﬀer signiﬁ-
cantly with diﬀerent valuesM jh. The value of p is determined using the number of accepted
signal and background events from the ﬁt in the preceding cross-section calculation within
the recoil mass range [100 GeV, 150 GeV].
For the calculation of the likelihood values for the diﬀerent values ofmj0 according to (4.14),
the same 50 fb−1 sample was used as for the cross-section determination above, where s is
now replaced by f˜ . The averaged shape parameters and p were kept constant. Due to the
mapping M jh ↔ mj0, each likelihood value could be assigned to a M jh value as well. The
resulting likelihood values represented as −2× lnLh(Mh) are shown in Figure 4.23 for the
e- and µ-channel.
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Figure 4.23: Log likelihood functions versus Higgs boson mass, Mh, for the e-channel (left)
and the µ-channel (right).
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To ﬁnd the maximum likelihood, or equivalently the minimum of − lnLh, the parabola
Equation (4.15) is ﬁtted to − lnLh(Mh). The best estimate of Mh and its uncertainty are
determined using Equations (4.16). The results of the ﬁts are also shown in Figure 4.23.
We obtain M̂h = 119.780 ± 0.420 GeV for the e-channel and M̂h = 120.094 ± 0.123 GeV
for the µ-channel. These results represent two separate measurements of the Higgs boson
pole mass and can be again combined similar as for the cross-section, Equation (4.27). We
obtain M̂h = 120.070± 0.118 GeV, without any bias.
4.2.6 A heavier Higgs Boson
We performed the recoil mass analysis also for a Higgs boson mass of 180 GeV assuming
50 fb−1 of integrated luminosity. A cms energy of 350 GeV was chosen, where the Higgs-
strahlung cross-section is maximal. The pre-selection cuts were the same as for the previous
study atMh = 120 GeV. Only the accepted recoil mass window was changed to 120 GeV <
mrecoil < 240 GeV. Also the probabilistic process distinction together with the signiﬁcance
maximization with respect to the likelihood cut were repeated.
The resulting recoil mass distributions for the e- and the µ-channel are shown in Figure
4.24. The Higgs recoil mass peaks are hardly visible on top of the background for both the
e- and the µ-channel.
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Figure 4.24: Recoil mass distributions for a Higgs mass ofMh = 180 GeV and a cms energy
of
√
s = 350 GeV for the e-channel (left) and the µ-channel (right).
There are several reasons for this. Firstly, the Higgs-strahlung cross-section is reduced to
about 5.3 fb, just 35 % of the statistics as used in the previous case of Mh = 120 GeV and√
s = 250 GeV. The cross-section for the e+e− → `+`−ff¯ does not decrease by the same
fraction, as can be seen in Table 4.3.
Secondly, according to the conclusions of Section 4.1.4 the recoil masses are distributed
between 180 GeV and about 260 GeV due to ISR, i.e. over a range of 80 GeV, which
is twice as much as for the previous study with Mh = 120 GeV and
√
s = 250 GeV.
An additional broadering of the spectrum occurs due to the uncertainty of the lepton
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momentum measurement, ∆mmomrecoil = 1.129 GeV, Equation (4.10), and due to the Higgs
boson decay width, ∆mmhrecoil = 0.628 GeV as obtained from Figure 1.1 in Section 1.1.5.
13
In addition, the beam energy spread leads to ∆mBESrecoil = 0.407 GeV, using Equation (4.12).
The total Higgs recoil mass resolution reads then
∆mrecoil =
√
(∆mmomrecoil)
2 + (∆mBESrecoil)
2 + (∆mmhrecoil)
2 = 1.355 GeV .
Although the selection eﬃciency is about 40 % in both the e- and the µ-channel, the
signiﬁcance is therefore dramatically declined. A ﬁt and the Higgs mass determination are
therefore hardly possible.
However, we can count the number of accepted signal and background events in a mass
range of [179 GeV, 185 GeV]. Since the background originates from Standard Model pro-
cesses, we can compare the total number of accepted events with the expected one. In
this way, we can measure the cross-section despite the small statistics. The relative un-
certainty of the cross-section measurement can be obtained from the signiﬁcance, which
was maximized using this mass range, to give ∆σhZ/σhZ = 27 % in the µ-channel and
∆σhZ/σhZ = 43 % in the e-channel. Finally, the total relative uncertainty for the Higgs-
strahlung cross-section is about 23 %.
No process cross-section [fb] # events (for L = 50 fb−1)
1 e+e− → hZ → X`+`− 5.3 264
2 e+e− → e+e− 973.1 48657
3 e+e− → µ+µ− 2181.0 109050
4 e+e− → τ+τ− 2128.0 106400
5 e+e− → W+W− → [e, µ]X 4187.0 209335
6 e+e− → e+e−ff¯ 437.5 21873
7 e+e− → µ+µ−ff¯ 244.2 12209
8 e+e− → e+e−e+e− 170.2 8510
9 e+e− → µ+µ−µ+µ− 1.7 88
10 e+e− → e+e−µ+µ− 19.8 989
Table 4.3: Cross-sections and number of events for 50 fb−1 for signal and background
processes for the Higgs recoil mass analysis. A Higgs boson mass of mh = 180 GeV and
a cms energy of
√
s = 350 GeV are assumed (` = e, µ). For e+e− → e+e− the loose recoil
mass cut, 120 GeV < mrecoil < 240 GeV, is used.
For a Higgs boson mass of mh = 180 GeV, a higher statistics is necessary to obtain a
similarly signiﬁcant recoil mass peak at
√
s = 350 GeV as for a Higgs boson mass of
mh = 120 GeV at
√
s = 250 GeV. To estimate the necessary integrated luminosity, we use
Equation (4.22),
S =
LεSσhZ√
LεSσhZ + LεBσB
=
√
L
L0
S0 ,
13We assume a Gaussian distribution for simplicity instead of the Breit-Wigner distribution
117
where NaS = Lε
SσhZ and NaB = Lε
BσB was used, with εB being the background selection
eﬃciency and σB the total cross-section of all background processes. S0 is the signiﬁcance
at some reference integrated luminosity L0. We use for L0 = 50 fb−1 the result found
above, S−10 = ∆σhZ/σhZ = 23 %. To obtain a signiﬁcance corresponding to S
−1 = 10 %,
we therefore need an integrated luminosity of about L = 264.5 fb−1.
A similar optimization study as was performed in Section 4.1.7 for Mh = 120 GeV, results
in no improvement for the signiﬁcance, i.e. also for the uncertainty of the Higgs-strahlung
cross-section measurement forMh = 180GeV over a wide range of
√
s. The left-hand plot in
Figure 4.25 shows the relative cross-section uncertainty as function of
√
s for L = 500 fb−1.
The corresponding cross-sections were determined using Pythia, including ISR, FSR and
the momentum uncertainties as used in Section 4.1.7.
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Figure 4.25: The relative cross-section uncertainty for the Higgs-strahlung process (left),
and the estimated uncertainty of the Higgs boson mass measurement (right) as function of
the cms energy,
√
s, from an analytical calculation for Mh = 180 GeV. The cross-sections
obtained from Pythia were used.
The right-hand plot in Figure 4.25 shows the uncertainty of the Higgs boson mass mea-
surement as a function of
√
s using the recoil mass resolution due to the lepton momentum
measurement uncertainty and the beam energy spread, which were analytically derived in
Section 4.1.4, and due to the Higgs decay width, which represents just a constant contri-
bution. The optimum is found at about
√
s = 300 GeV.
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Chapter 5
Radiation-Hard Sensors for the
BeamCal
The sensor layers of the BeamCal will be made from semiconductor or isolator material,
and will work as solid state ionization chambers. The advantages of such devices were
outlined in Section 1.2.4. BeamCal should not acquire much space, and between the
absorber layers is not much space for bulky sensors. The slits between the absorber layers
should be small to keep the Moliëre radius small for a good detection eﬃciency of high-
energetic electrons. Solid state ionization chambers oﬀer the possibility for a very compact
design of BeamCal. Despite their smallness, solid state ionization chambers generate
signals suﬃciently large to ensure a save operation and a good performance.
The other issue is that the BeamCal must stay operational in spite of the huge energy
deposit due to the beamstrahlung pairs. Results from investigations of sensor candidates
for their radiation hardness, i.e. functionality with increasing dose accumulation, are shown
and discussed in this chapter.
5.1 Solid State Ionization Chambers
5.1.1 Working Principle
The simplest principle of a solid state ionization chamber (in contrast to a diode), here-
after called sensor, is a semiconducting or isolating material with metalized pads on both
opposite sides. The metalized pads serve as electrodes to which a voltage is applied. The
situation is comparable to a plate capacitor as shown in Figure 5.1. A current ﬂows when
the voltage is applied. To avoid large heat generation by power dissipation, the sensor ma-
terial should be high-ohmic. Hence, only high-resistive semiconductors or isolators can be
used. The current ﬂowing through the biased sensor is caused by the intrinsic conductivity
of the material and is called dark current.
Charged particles passing through the sensor lose a fraction of their kinetic energy by
ionizing the material, i.e. by exciting electrons in an atom to higher energetic levels as
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Figure 5.1: The basic sensor setup for a solid state ionization chamber without a signal
load.
described in Section 1.2.2. In semiconductors and isolators, a part of the deposited energy
leads to the creation of electron-hole pairs, which drift in the respective directions towards
the electrodes. These drifting charges represent a current  the signal current. The total
current measured in the outer circuitry is the sum of both dark and signal current as
illustrated in Figure 5.2. We call this total current the sensor current.
U
Is
primary charged
particle
electron drift
hole drift
sensor current
Figure 5.2: Working principle of a solid state ionization chamber with ionizing particle
incidence.
The signal current is proportional to the energy deposited by the primary particle. Thus,
the deposited energy can be measured by integrating the signal current scaled by a cali-
bration factor of the used setup. The integrated signal current is called signal or collected
charge, Qcoll.
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Signal Generation
We consider impinging charged particles of a ﬁxed energy, E0. In Section 1.2.2, it was shown
that the energy loss in a thin material layer, δE, obeys a certain distribution, e.g. a Landau
distribution. Only a part of it is deposited inside the material. Some of the energy lost by
the primary particle is transferred to secondary electrons. These δ-electrons deposit also a
part of their energy and might then leave the detector. Energy can be deposited inside the
material by e.g. ionization, excitation of atomic levels, lattice vibrations or lattice atom
displacements. Likewise, photons can be created either by bremsstrahlung or by relaxation
of excited material electrons, which can leave the detector carrying away a certain amount
of energy. Since these processes are of stochastical nature, their contributions to the
energy deposition cause ﬂuctuations for the distributions of energy loss and deposition,
which where not accounted for in the Landau distribution [56, 57, 58].
The energy deposited by ionization inside semi-conductors or isolators is translated into
a number of electrons and holes, which are created as pairs and which can drift inside an
electric ﬁeld, which is externally applied, causing the signal current, Is. The electrons and
holes can be stopped, however, before reaching the electrode e.g. by recombination. There-
fore, not all charges induced in the ionization process, Qind, are visible as signal charge,
Qcoll, and only a fraction of the total energy lost by the primary particle is transformed
into a detectable signal. Figure 5.3 illustrates the situation.
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Figure 5.3: Scheme of the creation of the measured signal charge in the ionization process.
The number of created electron-hole pairs per path length of the traversing particle ﬂuctu-
ates even for a ﬁxed amount of energy deposited by ionization. The reason is the stochastic
nature of the ionization process, where a continuous quantity, namely the deposited energy,
is translated into a discrete number, inﬂuenced by the Fano factor introduced in Section
1.2.2. The fraction of energy lost by the impinging particle, which is observable as signal,
is therefore diﬃcult to estimate precisely.
Instead, one parametrizes the ignorance about the detailed signal creation mechanism by
introducing an averaged electron-hole pair creation energy, εeh, which describes eﬀectively
the translation of the energy injected into the sensor into the signal charge amount, Qind.
This quantity is also diﬃcult to determine theoretically, but it can at least be measured.
This is accomplished by injecting a known amount of energy, e.g. by irradiating the sensor
with photons of known energy. The energy of these photons must be large enough to
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release an electron via photo-eﬀect, which moves through the sensor and ionizes the atoms
creating electron-hole pairs on its path. On the other hand, the photon energy must also be
suﬃciently small in order that no particle leaves the sensor due to its own kinetic energy.
Therefore, the whole photon energy, Eγ, is deposited inside the sensor volume. Another
important condition is that the sensor material should not diminish the number of electron-
hole pairs by e.g. recombination or trapping, i.e. Qcoll ≡ Qind. By measuring the collected
charge and dividing the photon energy by Qcoll one obtains
εeh =
Eγ
Qcoll/e
. (5.1)
Instead of photons, ionizing particles of a known energy can be also used. The energy
deposited by these particles must be known. For diamond sensors such experiments were
performed with the result εdiamondeh = 13.19 eV for α- and β-particles [149]. For silicon the
value εsiliconeh = 3.6 eV is also known [150]. Values of εeh are published in [151] for further
materials. It is experimentally veriﬁed, that εeh is rather independent of the type of the
ionizing particle [70, 151]. A dependency on the temperature and the electric ﬁeld applied
to the sensor is reported in [152], which, however, was proven to be small.
A phenomenological approach [153, 154, 151] gives a relation between εeh and a character-
istic quantity of a solid  the band gap energy, Egap,
εeh = α1Egap + α2 . (5.2)
α1 > 1 describes that more energy than just the band gap energy is needed to create an
electron-hole pair. α2 describes the dissipation of energy by phonon excitations. Numerical
values were experimentally found as α1 = 2.73 and α2 = 0.55 eV [151]. A connection to
a theoretical description of a solid is not found, yet. Deviations of εeh in Equation (5.2)
from measured values of up to 20 % were found for larger band gaps, such as the one for
diamond.
While Qcoll is determined by the measurement, Qind, is not known for each single particle
passing the sensor. However, one can estimate the most probable value of Qind by
Qind = e
δEMPV
εeh
, (5.3)
where the most probable energy loss, δEMPV, is used. δEMPV can be determined using
Equation (1.44) or Monte-Carlo simulations.
Dividing Qind by ds yields a quantity that can be considered as constant in a certain range of
the sensor thickness. One deﬁnes the most probable number of electron-hole pairs created
per path length of a traversing MIP,1
ηeh =
Qind
eds
=
δEMPV
dsεeh
. (5.4)
1MIPs are usually used to characterize sensors.
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Values of ηeh were determined using Monte-Carlo simulations and are published for dia-
mond [155, 156, 157].
We have to distinguish between ηeh and the average number of electron-hole pairs created
per path length of the traversing MIP,
Neh =
〈
dεdep
dx
〉
εeh
=
〈εdep〉
dsεeh
, (5.5)
where the average deposited energy, 〈εdep〉 is used in Equation (5.3) instead of δEMPV. For
a given sensor thickness, 〈εdep〉 is determined by Geant4 simulations. The most probable
value is more characteristic for cases where single particles pass through the sensor. The
average deposited energy is relevant for investigations involving signals from many particles
penetrating the sensor or when the sensor is thick.
5.1.2 Requirements for Sensors in Major Applications
Application as Current Monitor
The passage of incident particles adds a signal current to the permanent dark current.
This signal current is related to the totally deposited energy. This operation mode can be
used for a beam monitoring system, such as in the CMS detector at the LHC [158]. Since
these sensors are positioned close to the beam pipe they have to withstand large ﬂuxes of
particles from the the beam halo, which are mainly hadrons and photons. Previous studies
[159] have shown that diamond sensors are most promising for this purpose.
Application as Flux Counter
If the incident particle ﬂux is small enough that single particles passing through the sensor
can be separated in time, the number of particles can be counted. The ﬂux is just this
number divided by the sensor area per unit time.
To obtain also the spatial distribution of the particle ﬂux a tracker composed of pixeled
sensors may be used. The metalization on the sensor is then ﬁnely segmented.
A ﬂux detector based on diamond pixel sensors is just under development for the CMS
experiment [158, 160, 161].
Spectra of the energy deposited by high-energetic particles can be acquired in this mode,
as well. An energy calibration and a long-term operational stability monitoring can be
performed using these spectra.
Application as Calorimeter Sensors (BeamCal)
In an electromagnetic sampling calorimeter  such as BeamCal  the primary particle
dissipates all its energy in an electromagnetic shower. This primarily happens inside the
absorber layers. A lot of shower electrons and positrons then pass through the interspersed
123
sensor layers depositing a small fraction of their energy. This deposited energy gives infor-
mation about the shower shape and the total energy of the primary particle. At the ILC,
there will be a lot of beamstrahlung electrons and positrons along the beam pipe causing
showers in the BeamCal. This energy deposition has to be determined bunch-by-bunch.
A calibration needs to be done for determining the shower energy out of the deposited
energy inside the sensors. The calibration factor depends on the sampling ratio, i.e. the
ratio of the thicknesses of sensor and absorber layers. Each sensitive segment  also called
pad  of the sensor layers has to be calibrated such that the electronic signals are related
to the energy deposited inside this pad.
General Sensor Material Requirements
A large signal-to-noise ratio (SNR) is important to observe signals above the background
noise due to e.g. thermal ﬂuctuations. A large signal yield is helpful, but not necessary
if the noise stays small. This is speciﬁcally important for thin sensors, where the energy
deposit from a single particle is not large.
A large resistance is necessary to avoid large power dissipation by the dark current. A
good heat conductivity prevents an active cooling, which in turn reduces the costs and the
maintenance eﬀorts for a detector system. Since the sensors are exposed to radiation, their
performance might be diminished with the time of operation. Therefore, sensor materials
are needed that are radiation hard in the sense that the sensor stays operational with
increasing radiation load. Of course, it would be desirable that the sensor properties are
not changed at all during the run time of operation.
Mechanical and thermal stability are desirable properties for sensor materials, to avoid
accidental destruction during the assembly or the operation. Speciﬁcally under high ra-
diation load, the sensors might heat up during a short time. Temperature independent
material properties are then very adjuvant.
Sensors that shall provide fast response to a traversing particle need sensor materials with
a high drift speed. A high drift speed can be achieved either by a large electric ﬁeld or
by large charge carrier mobility. The latter might be aﬀected during the irradiation if
the material properties are changed with the radiation load. A large electric ﬁeld, on the
other hand, might not be tolerated by some materials which suﬀer from a breakthrough
if the electric ﬁeld exceeds some value. This breakthrough ﬁeld might be sensitive to the
irradiation as well.
5.1.3 Characterization of Sensors and Charge Collection Distance
One can introduce the charge collection eﬃciency (CCE) by the deﬁnition
CCE =
Qcoll
Qind
. (5.6)
Since we can compare the collected charge, Qcoll, only with the mean or most probable
value of the induced charge, Qind, the CCE as deﬁned in Equation (5.6) is distributed
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according to Qcoll and scaled with the mean or most probable value of Qind. The such
deﬁned CCE is a number between zero and one, where the value of one corresponds to the
maximum charge collection eﬃciency.
The comparison of the most probable values is used for measurements with single rela-
tivistic particles2, because this value is the characteristic parameter for the description of
straggling functions similar to the Landau distribution, Equation (1.43). The measured
values of Qcoll follow roughly such a distribution. On the other hand, in experiments with
a lot of particles passing simultaneously through the sensor, the mean energy deposition is
the crucial quantity. In such cases, the mean values should be compared.
A quantity, also frequently used for the characterization of sensors, is the charge collection
distance (CCD) , deﬁned by
CCD =
Qcoll
Qind
ds = CCE ds , (5.7)
It is completely equivalent to the CCE, and its maximum is the sensor thickness. On a ﬁrst
glance, it seems to be more complicated quantity, because one has to determine Qind and
the value of the sensor thickness, ds. However, it is a convenient quantity in experiments
with single particles, because one can exploit Equation (5.4). We obtain
CCD =
Qcoll/e
ηeh
. (5.8)
The reason for the introduction of the CCD is that it is approximately the mean drift
distance of the charges in the electric ﬁeld inside the sensor for small values of the CCE.
Hence, one can relate the CCD to material properties such as characteristic time constants
and mobilities.
The Setup for CCD Measurements
Figure 5.4 shows a schematic setup for the CCD measurements of sensors. A 90Sr β-emitter
is used to generate an electron ﬂux through the sensor. Electrons of a suﬃcient energy
cross the sensor and deposit energy inside the sensor volume and inside the scintillators
of the trigger as well. The signal current is ampliﬁed and shaped [69, 162], and then fed
into a charge-integrating analog-to-digital converter (ADC). The signal is digitized, if both
scintillators below the electron source registered the particle simultaneously (coincidence
of scintillator signals). The coincidence unit generates a gate, i.e. the time interval, in
which the sensor signal is integrated and then digitized.
Figure 5.5 shows a typical spectrum of Qcoll. The right peak corresponds to the Landau-like
energy deposition, the signal, while the left peak has a Gaussian shape and reﬂects the noise
distribution of the baseline of the electronics, the pedestal. The ADC digitizes the input
charge into arbitrary numbers, the so-called ADC channels. To convert these numbers
into electric charges, a calibration needs to be done. For this purpose, a known amount of
2Experiments with high-energetic single particles of almost the same energy.
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Figure 5.5: An example CCD spectrum.
charge is injected into the input of the preampliﬁer and is then digitized. From the relation
between the injected charge and the ADC output value one obtains the calibration factor,
kQ:
Q = kQ × ADCchannel .
The pedestal is well described by a Gaussian distribution, the mean value of which, µp,
is the pedestal position. The standard deviation of the pedestal, σp, is a measure of the
electronic noise. The signal peak is assumed to be a convolution of a Gaussian, describing
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the noise, and a Landau distribution, describing the signal, GL(q;MPV, σL, σG) as deﬁne
in Equation (D.3), where q is in units of ADC channels. MPV is the most probable value
of the Landau distribution in units of ADC channels, σL is the scaling factor and σG is the
standard deviation of the Gaussian, both in units of ADC channels.3
The usage of this signal distribution is motivated by the distribution of the energy loss,
Equation (1.43). The convolution with a Gaussian parametrizes the ﬂuctuations from
thermal and electronics noise, which are equal to σp, as well as intrinsic ﬂuctuations of the
number of electron-hole pairs. The latter is the reason why in general the condition holds
σG > σp.
The most probable collected charge, Qcoll, is given by
Qcoll = kQ(MPV − µp) . (5.9)
The CCD is then given by Equation (5.8). It should be noted that the most probable value
of the Gauss-Landau convolution, GL, diﬀers from that of the Landau distribution L, as
shown in Appendix D. Thus, a parameter ﬁt of GL to the spectrum is necessary to get the
parameter values, instead of taking the maximum of the measured spectrum.
A calibration-independent quantity is the SNR deﬁned as
SNR =
MPV − µp
σp
. (5.10)
It characterizes the whole system  sensor and readout electronics. If, however, the elec-
tronic noise in the readout electronics is negligible in comparison with the noise due to
the dark current through the sensor, then the SNR describes an intrinsic property of the
sensor.
Further Characterization Measurements
The applied voltage is a parameter of the system. Both the dark current and the CCD
depend on it.
The dark current is measured with a picoamperemeter. To avoid surface currents due to
humidity, especially in the case of isolators such as diamond, a nitrogen atmosphere is used
for this measurement.
Thermally stimulated currents [163, 164] can be used to investigate the trap densities and
levels in crystals. Thereby, trapped charge carriers are released by thermal excitation and
measured as current.
3In should be noted that MPV and σL correspond only formally to δEMPV and ξ, respectively, in
Equation (1.43), which describes the energy loss of mono-energetic particles. In contrast, Equation (D.3)
parametrizes the shape of the spectrum of Qcoll, the origin of which are electrons from a
90Sr source, which
follow a broader energy distribution. MPV and σL are treated here as free parameters.
127
5.1.4 Investigated Materials
In the following, three materials as candidates mainly for BeamCal sensors are described:
CVD diamond, GaAs and specially processed silicon. Table 5.1 summarizes their intrinsic
properties.
Material Property Diamond Silicon GaAs
Density, ρ, [g/cm3] 3.52 2.32 5.32
Dielectric Constant 5.7 11.9 12.9
Resistivity [Ω cm] 1013 − 1016 2.5 · 105 4 · 108
Thermal Conductivity [Wcm−1K1] 20 1.5 0.45
Thermal Expansion Coeﬃcient [K−1] 0.8 · 10−6 2.6 · 10−6 5.73 · 10−6
Breakdown Field [V cm−1] 107 3 · 105 4 · 105
Lattice Structure diamond diamond sphalerite
Band Gap, Egap, [eV] 5.45 1.12 1.42
Electron-Hole Pair Creation Energy, εeh, [eV] 13.2 [149] 3.62 [150] 4.3 [165]
Electron Mobility, µe, [cm2V−1 s−1] 1800-4500 [166] 1350 8500-8800
Hole Mobility, µh, [cm2V−1 s−1] 1200-3800 [166] 480 320-400
Radiation Length, X0, [cm] 18.8 9.4 2.3
Table 5.1: Intrinsic properties of the undoped materials, which are sensor material can-
didates [167, 168]. The mobilities and the resistivity of diamond depend strongly on its
purity.
Diamond
Chemical Vapor Deposition (CVD) [169] diamond is a relatively new sensor material, both
as single crystal (sc) and polycrystalline (pc). scCVD diamond is of special interest, because
it has very small impurity and defect densities.4 Diamond is formed out of carbon atoms
arranged in a tetragonal lattice. There are no internal dipole moments as in ion lattices, and
the possibilities for point defects are limited to those of single element lattices (vacancies
and interstitials). Therefore, diamond is potentially more tolerant to radiation damages
than e.g. mixtures and is a promising candidate for radiation hard sensors.
The scCVD and pcCVD sensor samples of diamond, which were investigated, were bought
from Element Six [170].
The grain boundaries of the pcCVD diamond sensors are along with the growth direction,
i.e. they are perpendicular to the sensor plane. They cause considerable inherent defects
limiting the CCD. Several authors published about the radiation hardness, applications in
high-energy physics experiments, and modeling of CVD diamond [155, 156, 157, 164, 171,
162, 172, 173]. We concentrate on radiation hardness against electromagnetic radiation
4Information about densities of the reaction gas remnants and admixtures are not available from the
producer.
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and on the reproducibility of the sensor properties, which is necessary to built a uniformly
working detector.
The investigated pcCVD diamond samples were metalized with titanium (≈30 nm), plat-
inum (≈20 nm) and gold (≈100 nm). The sensor size is of about 12 mm× 12 mm× 500 µm,
the metalization covers an area on the front and back faces, which is about 10 mm × 10 mm
to avoid surface currents.
The scCVD diamond samples have a size of about 4 mm × 4 mm × 326 µm. The metaliza-
tions are round pads of 3 mm diameter. The resistivity is in the order of 1013 − 1016 Ω cm
[167]5.
For these sensor samples we used a most probable number of electron-hole pairs created
per micrometer of ηeh = 36 µm−1 per MIP electron.6 The averaged number of electron-hole
pairs is Neh = 46 µm−1, estimated using Geant4.
Gallium Arsenide
We investigated gallium arsenide (GaAs) samples, which were produced by the Siberian
Institute of Technology in Tomsk using the Liquid Encapsulated Czochralski method [174].
GaAs was already considered for particle detectors [175, 176, 177, 178, 179]. The GaAs bulk
is doped with tellurium (shallow donor) and compensated with chromium (deep acceptor).
The doping is necessary to obtain a high-resistive material with passivated energy levels
inside the band gap that then do not act as traps or recombination centers. The chromium
and tellurium densities are of the order of 1016−1017 cm−3.7 The sensor thickness is 500 µm,
and the sensor is segmented into pads of about 5×5 mm2 in size. The metalization is made
of 30 nm vanadium and 1 µm gold. The resistivity was measured to be about 25 MΩ cm.
For these sensor samples investigated by us, the most probable number of electron-hole
pairs created per micrometer a MIP of ηeh = 150 µm−1 and the averaged number of
electron-hole pairs of about Neh = 315 µm−1 were estimated using Geant4.
Radiation Hard Silicon
The investigated silicon sensor sample was provided by the Brookhaven National Labora-
tory [112, 181]. It is a p+/n/n+ diode structure, where the silicon substrate was produced
in [ 1 1 1 ] lattice orientation using the Magnet-Czochralski method. The n bulk material
is doped with phosphorus (4 · 1012 cm−3). The p+ region is ion implanted with boron
(1019 cm−3, 100 nm). The n+ layer is ion implanted with phosphorus (1019 cm−3, 100 nm).
The active area of the diode is 0.5 × 0.5 cm2. The total thickness is 380 µm. The resistivity
of about 1 kΩ cm was speciﬁed by the provider.
5And references therein.
6A most probable number of 36 electron-hole pairs created per µm and per electron (MIP) is a generally
accepted value. However, in the literature deviations by ±1 are found due to diﬀerent procedures for
determining ηeh [155, 156].
7We have no information about a possible space-dependent doping density. Therefore, and also in
consistency with the results of our measurements, we assume almost uniform doping densities, although
GaAs particle detectors can be made as semiconductor devices with inhomogeneous doping densities [180].
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5.2 Testbeam Irradiation and Measurements
5.2.1 Description of the Testbeam Experiment
Investigations of the radiation hardness of sensor materials were performed at the Darm-
stadt Linear Accelerator (DALINAC) [182, 183]. The sensor material candidates, intro-
duced above, were irradiated using a 10 MeV electron beam with currents of several 10 to
100 nA to accumulate doses of up to 5 MGy. The beam currents correspond to dose rates
of few 100 kGy/h to 1 MGy/h. It should be noted that one expects at maximum about
1 kGy/h for the BeamCal operation at the ILC. The decision to use 10 MeV electrons was
motivated by Monte-Carlo simulations for BeamCal, mentioned in Section 2.5. The en-
ergy spectrum of shower particles passing through the sixth BeamCal sensor layer, shown
in Figure 2.9, corresponds to the shower maximum (6X0). 10 MeV is a typical energy, well
in the energy range of the shower particles.
IFCIcoll
Is
Ibeam
U
collimator
Faraday cup
sensor box
sensor
beam
Faraday cup
collimator
sensor box
Figure 5.6: Scheme of the testbeam setup (left) and a picture of the experimental area
(right).
Figure 5.6 shows the experimental setup. The electron beam leaves the beam pipe through
the exit window. The transverse beam proﬁle is then shaped by the collimator, after which
the beam particles traverse the sensor under investigation. Behind the sensor a Faraday
cup is located. It is made from copper and collects the beam electrons passed through the
sensor, which is measurable as current, the Faraday cup current, IFC. The collimator, also
made from copper, blends oﬀ tails of the beam. In this way almost each beam particle
reaching the Faraday cup also passed the collimator window and penetrated the sensor.
The geometry of the setup was optimized for eﬃcient and homogeneous exposure of the
sensor using Geant4 [93].
The collimator current, Icoll, was monitored as well. The setup was aligned with respect
to the beam and the currents of the collimator and the Faraday cup were used to optimize
the transversal beam position by maximizing IFC/Icoll.
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The currents through the Faraday cup, the collimator, and the sensor were recorded
throughout the irradiation of the sensor. From the Faraday cup current, IFC, the dose
accumulated by the sensor is calculated. The irradiation was interrupted in regular inter-
vals to perform an external CCD measurement. Constant high voltage was permanently
applied to the sensors, also during the CCD measurement periods.
5.2.2 Dose Calculation
The dose rate, dD/dt, is the energy deposited per time unit, dEdep/dt, divided by the mass
of the exposed sensor volume, ρAbeamds. Abeam is the beam spot area on the sensor given
by the collimator window, Abeam = 1 cm2. ρ is the mass density and ds the thickness
of the sensor. The rate of energy deposition, dEdep/dt, can be rewritten as number of
particles penetrating the sensor, RcIFC/e, multiplied by the averaged deposited energy per
primary electron, 〈εdep〉, which traverses a sensor of thickness ds. Rc is a correction factor
that accounts for electrons not registered in the Faraday cup due to backscattering as well
as for registered beam particles that did not pass through the sensor e.g. because of a
smaller sensor size. Additionally, the non-uniformity of the beam (i.e. beam divergence) is
accounted for by Rc. Rc and 〈εdep〉 are determined using Geant4 simulations since they
depend on the sensor geometry [93]. The dose rate is then given by
dD
dt
=
〈εdep〉
ds
RcIFC/e
ρAbeam
. (5.11)
As the Faraday cup current is a function of time, IFC(t), the dose can be obtained by
integration
D(t) =
〈
dεdep
dx
〉
Rc
eρAbeam
∫ t
t0
IFC(t
′) dt′ , (5.12)
where we used 〈εdep〉
ds
=
〈
dεdep
dx
〉
. The ﬂux through the sensor, i.e. the number of particles
per unit area and unit time, is given by
φ =
RcIFC
eAbeam
. (5.13)
The dose rate can then be written as
dD(t)
dt
=
〈
dεdep
dx
〉
φ
ρ
. (5.14)
5.2.3 Results of the Testbeam Experiment
Single Crystal Diamond
We irradiated one scCVD diamond sample up to about 5 MGy. Figure 5.7 shows the CCD
as a function of the accumulated dose. The voltage applied was 100 V, which is well above
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Figure 5.7: CCD as a function of the dose for scCVD diamond.
30 V (about 1 kV/cm) where the CCD saturates as a function of the applied voltage, as
will be reported in Section 5.3.3. The CCD is equal to the sensor thickness of 326 µm
for zero dose. The CCD decreases to about 65 µm, i.e. down to about 20 %, with an
exponential-like curve, as seen in Figure 5.7.
In Figure 5.8 the sensor current, Is, the Faraday cup current, IFC, and the ratio of both,
Is/IFC, are shown as functions of the accumulated dose. Is depends obviously on the dose
rate, which is proportional to the Faraday cup current, Equation (5.11). For a constant
dose rate, the sensor current decreases with the dose, similarly to the decrease in the CCD.
The ratio of the sensor and Faraday cup currents is a smooth function of the dose. A dose
rate dependence of this ratio was not observed. The ratio is normalized at the beginning
of the irradiation, so it is a measure of the eﬃciency of the sensor to create a signal current
after being irradiated. This eﬃciency was reduced to about 5 % after 5 MGy.
The dark current of the scCVD diamond was measured before and after irradiation. It was
in both cases smaller than the sensitivity of the picoamperemeter, i.e. smaller than about
1 pA.
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Figure 5.8: Currents of the sensor, Is, the Faraday cup, IFC, and the ratio of both, Is/IFC
as functions of the accumulated dose for scCVD diamond.
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Polycrystalline Diamond
We irradiated two samples of pcCVD diamonds, which initially had the same properties,
up to 4.5 MGy and 5.6 MGy, respectively. The CCDs as functions of the accumulated
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Figure 5.9: CCD as a function of the dose for pcCVD diamond samples 1 and 2.
dose are shown for both samples in Figure 5.9. They are very similar. For both samples a
voltage of 400 V was applied, corresponding to an electric ﬁeld of 8 kV/cm. At the very
beginning, i.e. at zero dose, the values of the CCD are about the half of the maximum
values. The latter are reached after a few minutes of irradiation. This increase of the CCD
at small doses is called pumping [184], described in more detail in the next section. The
maximum CCD goes up to 190 µm, about 38 % of the sensor thickness. Then a sharp drop
follows. Above about 500 kGy, the CCD decreases almost linearly, clearly diﬀerent to the
behavior of the scCVD diamond.
The sensor current, Faraday cup current and the ratio of both for sample 1 are shown in
Figure 5.10. The corresponding currents of sample 2 are very similar. The ratio, Is/IFC,
decreases smoothly with the dose down to about 20 % of the initial value starting from
200 kGy. Similar to the scCVD diamond there is no dose rate dependence visible in the
sensor eﬃciency above 200 kGy. There are deviations from the smooth course of the curve
in the range up to 200 kGy which originate from problems with the current measurement
device.
The dark current as a function of the applied voltage is shown in Figure 5.11. The current-
voltage characteristics directly after the irradiation exhibits a three times larger current.
After applying an UV light illumination for about half an hour (15 min from each side) the
current-voltage characteristics is similar to the one before the irradiation. The UV lamp
134
A
]
µ
 
[
sI
50
100
150
200
250
 
[n
A]
FCI
10
20
30
40
50
60
dose [kGy]
0 500 1000 1500 2000 2500 3000 3500 4000 4500
 
(n
or
ma
liz
ed
)
FC/I sI
0
0.2
0.4
0.6
0.8
1
Figure 5.10: Currents of the sensor, Is, the Faraday cup, IFC, and the ratio of both, Is/IFC
as functions of the accumulated dose for pcCVD diamond sample 1.
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Figure 5.11: Dark current as a function of the applied voltage for pcCVD diamond sample
1, before and after the irradiation, and after UV illumination.
supplies photons with energies between 6 and 12 eV (UV-C range). Probably, the UV light
depleted the defects, which act as traps for electrons (or holes). If they are mostly ﬁlled,
they may serve as reservoir for the conduction band charge density by thermally releasing
electrons (or holes). Therefore, the conduction (or valence) band charge carrier density is
higher directly after irradiation, what explains the higher conductivity. Nevertheless, the
dark current is still in the range of a few pico-Ampere, uncritical for the application as
sensor.
The current-voltage characteristics exhibits a hysteresis. Polarization eﬀects may occur,
and after switching the voltage one has to wait for the stabilization of the polarization
currents, which might take minutes. Thus, if the voltage is increased, a measurement of
the sensor current before the stabilization will result in a slightly higher sensor current due
to the inertia of the stabilization.
Gallium Arsenide
Two samples of GaAs produced with the same technological parameters and similar elec-
trical features were irradiated up to 0.85 MGy and 1.5 MGy, respectively. The CCDs as
functions of the accumulated dose are shown for both samples in Figure 5.12. They are
almost identical. For both samples a voltage of 200 V was used corresponding to an electric
ﬁeld of 4 kV/cm. Similar to the scCVD diamond, the CCD decreases almost exponentially
with increasing dose from about 250 µm (half of sensor thickness) to about 20 µm (4 % of
the sensor thickness). However, after about 1 MGy the signal and the pedestal cannot be
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Figure 5.12: CCD as a function of the dose for GaAs samples 1 and 2.
well separated anymore on an event-by-event basis.
The sensor current, the Faraday cup current and the ratio of both for sample 1 are shown
in Figure 5.13. The values for sample 2 are similar. The sensor current depends slightly
on the dose, but strongly on the dose rate. The ratio of sensor and Faraday cup currents
decreases in steps when the dose rate is increased in a step. The sensor current does not
grow proportionally with the dose rate. The reason for the nonlinear relation between the
sensor and the Faraday cup current is explained later in this chapter.
The current-voltage characteristics for sample 1 is shown in Figure 5.14. After about
1 MGy of accumulated dose the dark current is doubled, but it does not exceed 2 µA at
500 V. The current-voltage characteristics are almost linear.
Figure 5.15 shows the CCD as function of the electric ﬁeld for sample 1. The result for
sample 2 is similar. Before the irradiation, the CCD is saturated at about 200 V (4 kV/cm)
at a value of half the sensor thickness. After the irradiation the CCD is not saturated
anymore until 500 V (10 kV/cm).
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Figure 5.13: Currents of the sensor, Is, the Faraday cup, IFC, and the ratio of both, Is/IFC
as functions of the accumulated dose for GaAs sample 1.
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Figure 5.16: Signal-to-noise ratio as a function of the dose for the radiation hard silicon
sensor sample.
The depletion voltage was determined by measuring the capacitance-voltage characteristic
to be about 380 V. The silicon sample was irradiated up to 135 kGy. A voltage of 400 V
(10.8 kV/cm) was applied, which is suﬃcient to keep the sensor permanently depleted
during the irradiation.
The CCD remained constant and equal to the sensor thickness with increasing dose. The
decrease in the signal-to-noise ratio with the dose, as shown in Figure 5.16, originates from
an increase of the dark current to up to 3.5 µA and a huge increase of the noise correlated
with this current. This silicon sample was not operational above 90 kGy, i.e. signal and
pedestal could not be separated anymore. Therefore, it was ruled out as sensor, to be
applied in a harsh radiation environment at room temperature such as BeamCal.
5.3 Model for the Description of the Sensor Behavior
We apply the concepts of semiconductor physics [185, 186, 187] to understand the results
of the testbeam experiments, and the related laboratory measurements such as the current
as a function of the voltage or the CCD as function of the electric ﬁeld.
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5.3.1 Basics of Semiconductor Physics
The sensor candidates under investigation are crystals. We restrict ourselves to single crys-
tals. For polycrystalline diamonds, models were made speciﬁcally for the growth process
[157, 155]. The speciﬁc crystalline structure plays however just a minor role for the current
considerations.
In solid crystals, the constituting atoms are arranged in a regular pattern  a lattice. The
symmetry of the lattice, the lattice constant and the composition of the solid determine
its properties. For all crystals is in common that the atom spacing is dense such that
the wave functions of highest occupied electron energy levels overlap. Due to the Pauli
exclusion principle, which states that two fermions are not allowed to be in the same
quantum state, the electron states delocalize. Furthermore the energetic degeneration is
lost and the discrete atomic levels split into bands of allowed levels.
Except energy bands of allowed electron states, there are also bands of forbidden electron
states. The solids are classiﬁed according to the occupation of these states at zero tem-
perature. The relevant quantity is the Fermi level, EF, which is deﬁned as the chemical
potential for the electrons at zero temperature, EF = µ(T = 0). EF is the energy up to
which all allowed levels are ﬁlled for T = 0.
In metals, the Fermi level, EF, lays inside an allowed band. Minimal energies suﬃce to
excite an electron to a higher level inside this band. The conduction process in solids
corresponds to an electron jumping from lattice atom to lattice atom. The excited electron
can easily jump to another lattice atom, if this state is not already occupied. The electrons
in lower energy levels below EF will most likely not participate in the conduction process.
For semiconductors and isolators the Fermi level is inside a forbidden gap  the band gap.
Hence, for T = 0 the highest occupied level, EV, is the upper edge of the so-called valence
band, and it holds EV < EF. The lowest allowed not occupied level is the lower edge of
the so-called conduction band, and it holds EF < EC. The spacing between EC and EV is
called band gap, Egap = EC−EV, and the minimum energy necessary to excite an electron
from the valence band to the conduction band is Egap. There is no conduction at T = 0.
The classiﬁcation in semiconductors and isolators is done a bit arbitrary by the size of the
band gap energy. For Egap < 3 eV the solid is considered to be a semiconductor, whereas
in the other case it is an isolator.
In general, the chemical potential, µ(T ), depends on the temperature8. At non-zero tem-
peratures the probability of occupation is described by the Fermi distribution, f(E), which
is a function of the energy E of an electron,
f(E) =
1
e
E−µ(T )
kBT + 1
. (5.15)
kB is the Boltzmann constant and T the temperature.
The number of electron states in the allowed energy bands is not uniform, rather it follows
a certain distribution as a function of the level energy  the density of states, D(E). For
8The chemical potential depends also on the impurity density, what we will completely neglect here.
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three-dimensional lattices at the band edges, the density of states is proportional to
√
E.
For the conduction band holds
De(E) ∝
√
E − EC , for E > EC ,
where EC is the energy level of the lowest allowed electron state, which is not occupied at
T = 0, also called the conduction band edge.
In semiconductors and isolators there is also the possibility of the conduction by the drift
of electrons inside the valence band, additionally to the electrical conduction by the drift
of electrons in the conduction band. Since this process can be considered as jumping of
electrons from one atom to the next one, the electrons have to wait until there is a free
place in a neighboring atom. This process can also be considered as a free place moving in
the opposite direction to the electrons and having a positive charge sign. A quasi-particle is
introduced, called a hole, which has a positive elementary charge. One can also introduce a
density of states also for the holes, Dh(E) ∝
√
EV − E, accounting for the fact that higher
excited holes correspond to smaller energies of not occupied electron levels. Herein, EV
is the highest allowed electron level, which is still occupied at T = 0, also called valence
band edge. In terms of holes, EV is the lowest allowed hole level, which is not occupied at
T = 0.
The motion of the electrons and holes is not completely free, but quasi-free. The lattice
exerts a certain resistance to the electrons when they are jumping from one to the next
atom. For the electrons and holes close to the respective band edges (i.e. the conduction
band edge for the electrons and the valence band edge for the holes) this resistance can be
parametrized in an eﬀective mass. This eﬀective mass is in general diﬀerent for electrons
and holes, and also depends usually on the direction of motion in the lattice.
The density of electrons, i.e. the number of electrons per unit volume, in the conduction
band with an energy between E and E + dE is D(E) f(E) dE in thermal equilibrium.
Hence, the total density of electrons in the conduction band, n, is
n =
∫ ∞
−∞
De(E) f(E) dE ≈ NCe−
EC−µ(T )
kBT . (5.16)
The approximation in the last step refers to the fact that the Fermi distribution (5.15)
can be approached by the Boltzmann distribution, e−(E−µ(T ))/kBT , for non-degenerated
semiconductors, i.e. EC− µ(T ) kBT . This approach holds even better for isolators. NC
is called the eﬀective density of states,
NC = 2
(
meeffkBT
2pi~2
)3/2
= 2.5× 1019 cm−3
(
meeff
me
T
300 K
)3/2
. (5.17)
The quantity meeff is the eﬀective mass of the electrons. Similarly, for the density of holes
in the valence band, p, we obtain
p ≈ NVe−
µ(T )−EV
kBT , where NV = 2
(
mheffkBT
2pi~2
)3/2
, (5.18)
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Figure 5.17: Scheme of the band gap in position space and momentum space, Fermi
distribution, f(E), density of states, D(E) = De(E) + Dh(E), and occupation density
(f(E)De(E) for electrons,
(
1 − f(E))Dh(E) for holes). The curvatures of the bands in
the momentum space are related to the eﬀective masses. Furthermore, the band structure
determines the density of states, D(E).
where mheff is the eﬀective mass of the holes. Figure 5.17 sketches the explained situation.
n and p follow a kind of a law of mass action,
np = NC ·NVe−
EC−EV
kBT = NC ·NVe−
Egap
kBT ≡ n2i , (5.19)
where ni is called the intrinsic charge carrier density, i.e. the carriers which contribute to
the electrical conduction. It is a constant for a given semiconductor and a given tempera-
ture.
For an intrinsic semiconductor holds n = p. Thus, dividing both, n/p, yields
1 =
NC
NV
exp
(−EC − EV + 2µ(T )
kBT
)
−→ µ(T ) = 1
2
(EC + EV)︸ ︷︷ ︸
=EF
+
3
4
kBT ln
(
mheff
meeff
)
.
Hence, at small temperatures or for meeff ≈ mheff , it holds µ(T ) = EF, the value of which is
located in the center of the band gap for an intrinsic semiconductor. We use throughout
this thesis the approximation µ(T ) ≡ EF.
5.3.2 Drift-Diﬀusion Model
We deﬁne the current densities for electrons and holes, ~je and ~jh, by
~je = eµen~E + µekBT∇n , ~jh = eµhp~E − µhkBT∇p . (5.20)
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The ﬁrst terms in each equation represent the drift currents driven by an external electric
ﬁeld ~E . µe and µh are the respective mobilities of electrons and holes, i.e. the proportion-
ality factor between drift velocity and electric ﬁeld,
~vdrift = ±µ~E (minus sign for electrons) . (5.21)
The drift current can be written as ~j = q~vdrift, where q is the particle charge. Since holes
and electrons have opposite sign of the charge, they drift also in diﬀerent directions. Thus,
the electron and hole current densities point in the same direction.
The second terms are the diﬀusion current contributions driven by spatial diﬀerences in
the charge carrier density. It represents the aﬃnity of the system to equally distributed
charge carrier densities in the thermal equilibrium. The proportionality factor between the
diﬀusion current and the gradient of the charge carrier density is the diﬀusion constant,
De,h, which is related to the mobility by the Einstein relation [188, 189, 190]
De,h = µe,hkBT/e .
To describe dynamic, non-equilibrium eﬀects we use the continuity equation ensuring local
charge conservation:
∂n
∂t
=
1
e
∇ ·~je +Ge −Re , ∂p
∂t
= −1
e
∇ ·~jh +Gh −Rh . (5.22)
The density of charges in a volume is changed either by in or out ﬂowing currents or by
generation of charges, Ge,h, and by a loss of charges, Re,h.
The Intrinsic Semiconductor
We consider ﬁrst the case of uniformly distributed charge carriers, i.e. there is no space de-
pendence of n and p. In this case, the current densities are constants and do not contribute
to the change of the charge carrier densities inside the bands. For intrinsic semiconductors,
the generation of electrons is due to the thermal excitation from the valence band, creating
in addition also a hole. The opposite process is called recombination. We can write the
rate equation for the density of electrons in the conduction band,
dn
dt
=
dp
dt
= g(T )− rnp .
The recombination term is proportional to np, i.e. Re = Rh = rnp. In equilibrium, that is
for dn
dt
= dp
dt
= 0, we therefore obtain using (5.19) g(T ) ≡ Ge = Gh = rnp = rn2i , where ni
depends only on the temperature. Inserting for g(T ) results in
dn
dt
=
dp
dt
= r(n2i − np) . (5.23)
r represents the reaction speed with which the system returns to the equilibrium state
and has the unit cm3/s. This can be seen by considering small perturbations from the
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equilibrium states n0 and p0, that is n = n0 + δn and p = p0 + δp. Omitting higher order
terms, e.g. (δn)(δp), we obtain
dδn
dt
= r(n2i − n0p0︸ ︷︷ ︸
=0
−n0 δp− p0 δn) = −r(n0 + p0) δn . (5.24)
Here, we exploited δp = δn to ensure neutrality. Solving this equation leads to
δn(t) = δn(0) exp(−t/τR) , with τR = 1
r(n0 + p0)
=
1
2rni
. (5.25)
The quantity τR is the characteristic time constant for the return to the equilibrium by
recombination or thermal excitation. r can be expressed by r = σehv
e,h
th , where σeh denotes
the cross-section for the electron-hole creation or recombination. ve,hth is the thermal speed
of the electrons or holes, and is given by equating thermal and kinetic energy,
ve,hth =
√
3kBT
me,heff
. (5.26)
Current as a Function of the Electric Field
Still, we consider all variables to be space independent. The current has then only the drift
contribution. When an electric ﬁeld is applied the total current density is then according
to Equation (5.20)
~j = ~je +~jh = e(µen0 + µhp0)~E = e(µe + µh)ni~E , (5.27)
where in the last step n0 = p0 = ni is assumed. This is Ohm's law, and the proportionality
factor between the current density and the electric ﬁeld is the conductivity
σcond = e(µen0 + µhp0) = e(µe + µh)ni . (5.28)
The conductivity in semiconductors is determined by two factors, the number of available
charge carriers and the intrinsic resistance against the drift, i.e. the mobility. Using
Equation (5.19) one can specify
σcond = e(µe + µh)
√
NVNCe
−Egap/(2kBT ) . (5.29)
Thus, for semiconductors with a given band gap the conductivity increases with the tem-
perature. This eﬀect becomes more pronounced, the smaller the band gap is. For instance,
we expect for GaAs a stronger temperature dependence of the dark current than for dia-
mond at smaller voltages.
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The Role of Impurities
In real semiconductors the lattice structure is usually not perfect. There are lattice atom
displacements or vacancies due to the entropy at ﬁnite temperatures. Also by irradiation
with ionizing particles lattice defects will be introduced. Such point defects, i.e. spatially
localized lattice defects, can create localized electronic states inside the forbidden band
gap. Depending on the kind of the defect several interaction processes of electrons in the
conduction or valence band with these intra-gap states are possible. The electrons from
the conduction band might be captured in such an defect state, or released from it to the
conduction band. A captured electron can also recombine with a hole from the valence
band (hole capture) or, ﬁnally, an electron can be excited to the defect state from the
valence band whereby a hole is created in the valence band (hole emission). Figure 5.18
shows the basic interaction processes. We call defect levels with an energy close to the band
electron capture electron emission
hole capture hole emission
traps
EF
recombination
center
valence band
conduction band
Figure 5.18: Schematic overview about the energetic location of the levels of traps and
recombination centers, and the basic interaction processes. The arrows indicate the electron
movement.
edges traps. On the other hand, levels close to the Fermi level are called recombination cen-
ters. For the latter, all the above mentioned processes are of similar probability, whereas
for traps only the capture or release of the charge carriers to the closest band occur, i.e.
electron traps dominantly capture and release electrons from and to the conduction band.
Eventually, electrons and holes can simply scatter on defects, which contributes to the
resistance.
There is a variety of possible point defects. A substitial is an impurity atom, which replaces
a lattice atom. Impurity or lattice atoms can be positioned at interstitials. A vacancy is
a missing atom at a lattice atom position. Even more complex defects are possible. If a
defect level can provide an additional electron to the conduction band, i.e. the energy is
close to the conduction band, it is called a donor. These are elements possessing one outer
electron more than the lattice atoms. A defect level close to the valence band, which is able
to accept an electron from the valence band, is called an acceptor. Donors and acceptors
are neutral in their ground states, i.e. if the donor level is ﬁlled and the acceptor level
is empty, respectively. However, traps and recombination centers can have an eﬀective
non-integer charge and , speciﬁcally, diﬀerent charge states depending of whether they are
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occupied or not. Color centers are vacancies in ion crystals, which might represent a locally
negative or positive partial charge. Positive partial charges can attract electrons from the
conduction band and act, thus, as traps. Then the ﬁlled trap has a negative partial charge
repulsing other electrons in conduction band. It is diﬃcult, however, to determine the
eﬀective charge of a trap.
It is also diﬃcult to calculate precisely the defect energy levels. One way is to consider a
point defect as a hydrogen atom-like charge, screened by the surrounding electrons of the
solid. One starts from the electronic energy spectrum of the hydrogen atom [187],
EHn =
mee
4
2(4piε0~)2
1
k2
(k = 1, 2, . . .) . (5.30)
The electron mass, me, has to be replaced by the eﬀective mass, meeff , ε0 by εε0, where ε
is the relative permittivity of the considered semiconductor, and e by %e where % is the
eﬀective charge of the trap in terms of e. This yields for the defect level, Edefectn ,
Edefectn =
meeff
me
1
ε2
%4EHn . (5.31)
The ground state level (k = 1) of a simple donor is equal to Edefect1 ≈ 0.6 eV below the
conduction band for diamond, using meeff = 1.4me, ε = 5.7 [168] and % = 1. This is at least
not far from the measured value of about 1 eV [157]. Similar to the hydrogen atom, there
should be a lot of discrete defect levels, which become closer to each other with higher
energy, until they pass into the quasi-free continuum of the conduction band.
Equation (5.31) is, however, independent on the speciﬁc type of the defect or the impurity
atom. In principle, the Coulomb potential must be replaced by a more general potential,
which reﬂects the charge distribution causing the bound states. Finally, the Coulomb po-
tential can be replaced by a Yukawa potential to account for the screening, which was
formerly respected by the introduction of the relative dielectricity, ε.
For simplicity, we restrict ourselves to the consideration of electron traps. About the charge
state of the traps we cannot decide. Let the density of traps be NT. A trap can be ﬁlled
or empty. The trap ﬁll density is denoted by nT. Then the rate equation for nT can be
written as [185]
dnT
dt
= ce
(
n(NT − nT)−NCe−
EC−ET
kBT nT
)
, (5.32)
where the ﬁrst term represents the electron capture and the second term the electron
emission. NC is given in Equation (5.17). Similar to the thermal electron-hole pair creation
also the electron emission to the conduction band just depends on the temperature and
the distance between the conduction band edge, EC, and the trap level, ET. Of course,
if nT = 0, no electron can be emitted anymore. ce parametrizes the reaction speed with
which the equilibrium is reached. It can also be written as ce = vethσe, where σe is the
cross-section for electron capture and release.
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Since the electrons, which are trapped, are removed from, and those, which are released,
are added to the conduction band electron density, we have to subtract dnT
dt
from the right-
hand-side of dn
dt
in (5.23). The equation for the holes stays unchanged.
In the equilibrium we again demand dn0
dt
= dp0
dt
=
dn0T
dt
= 0. From Equation (5.32) it
immediately follows that
n0T =
n0NT
n0 +NC exp
(
−EC−ET
kBT
) = NT f(ET) , (5.33)
as it must be in thermal equilibrium and using Equations (5.15) and (5.16). No trap is
ﬁlled if n0 = 0, and almost every trap is ﬁlled for n0 →∞.
If the eﬀective charge of an empty trap in units of the elementary charge is % ∈ [0, 1], the
charge of a ﬁlled trap is %− 1. The neutrality requires
0 = p0 − n0 + %(NT − n0T) + (%− 1)n0T = p0 − n0 + %NT − n0T .
Using n0p0 = n2i and the Equations (5.16) and (5.33), we obtain
0 =
n2i
n0(EF)
− n0(EF) +NT
(
%− f(ET)
)
,
which is an implicit equation for µ(T ) (= EF for T = 0) as a function of %, Egap, ET, NT,
the temperature, and the eﬀective masses of electrons and holes.
Applying small perturbations to the equilibrium charge carrier densities, n = n0 + δn and
nT = n
0
T + δnT, one can again investigate how fast the system returns to the equilibrium,
similar as was done for the recombination. We obtain the changing rates for δn and δnT,
respectively,
d δnT
dt
= −d δn
dt
= ce
(
(NT − n0T) δn−
(
n0 +NCe
−EC−ET
kBT
)
δnT
)
.
The characteristic time constant for changes of the conduction band electron density by
trapping is then given by
1
τT
=
1
ce(NT − n0T)
=
1 + e
−ET−EF
kBT
ceNT
for thermal equlibrium , (5.34)
and the time constant for changing the trap ﬁll density by
1
τNTT
=
1
τc
+
1
τe
, with τc =
1
cen0
, τe =
1
ceNCe
−EC−ET
kBT
. (5.35)
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Herein, τe is the characteristic time for electron emission from a trap to the conduction
band. It becomes dominant at larger temperatures, and can be neglected at smaller tem-
peratures.
τT and τc are the characteristic times for electron capture from the conduction band by
a trap for two diﬀerent limiting cases. τT describes the change of the electron density in
the conduction band, if δn
n0
 δnT
NT−n0T
holds. The change of the conduction band electron
density is measurable as change of the current ﬂowing through the sensor. This time scale
will be important for the CCD measurement if it is dominant.
On the other hand, τc describes the change of the trap ﬁll density, if δnn0  δnTNT−n0T holds.
This condition is fulﬁlled if n0 is rather large by high injection due to eh-pair creation in the
testbeam experiment, or when the sensor is pumped using a 90Sr source, where eventually
NT − n0T approaches zero.
In total, both recombination and trapping will occur for an electron in the conduction
band. The total time constant for the relaxation to the equilibrium state, τrelax, is also
called the life time of an electron in the conduction band and is given by
1
τrelax
=
1
τR
+
1
τT
, (5.36)
where τR is the recombination time constant as given in Equation (5.25). Hence, the shorter
time constant dominates the total time constant. If there are more defect levels with an
intrinsic time constant each, τi, then the total time constant is τ
−1
relax =
∑
i τ
−1
i , and the
shortest partial time scale dominates τrelax.
The mobility may be also aﬀected by the impurities. There are several contributions to
the mobility. This can be understood in the framework of the Drude theory [191]. The
electrons inside a solid, accelerated in an electric ﬁeld, are scattered on defects and phonons.
Thereby, the resistance or the conductivity is explained. The mobility can be related to
the mean time between two scattering events, τscatter, by
µ =
eτscatter
meff
. (5.37)
This characteristic time, τscatter, is related to the time constants of scattering on defects,
τs,T, and that on phonons τs,ph, by
1
τscatter
=
1
τs,T
+
1
τs,ph
.
Again, the shorter time constant dominates the total characteristic time behavior. One
can rewrite this equation in terms of mobilities using Equation (5.37), which is known as
Matthiessen's rule [185],
µ−10 = µ
−1
s,T + µ
−1
s,ph . (5.38)
The mobility caused by scattering on defects, µs,T, is proportional to N
−1
T [186] just as τs,T.
If the defect density increases with the time e.g. by radiation damages, µs,T can become
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smaller than the mobility due to phonon scattering, if it is not already.
If the externally applied electric ﬁeld, ~E , approaches values leading to a drift speed com-
parable to the thermal speed (vth ≈ 107cm/s estimated at room temperature with me as
eﬀective mass), then the mobility starts to depend on the electric ﬁeld and the drift speed
saturates. This can be parametrized as [156]
µ(E) = µ0
1 + E/Esaturate , (5.39)
where µ0 is the low-ﬁeld mobility, as given by Equation (5.38), E is the magnitude of ~E ,
and Esaturate ≈ vth/µ0 the electric ﬁeld, at which the drift speed saturates. Therefore, if the
low-ﬁeld mobility µ0 decreases then the saturation ﬁeld increases. Equation (5.39) holds
for e.g. diamond. The drift speed of GaAs shows a more complicated dependency on the
electric ﬁeld, and another parametrization has to be used [168, 192]. The saturation ﬁeld
Esaturate depends on the temperature and NT via vth and µ0, respectively, because µ0 is
proportional to N−1T as outlined above. Finally, there are diﬀerent mobilities for electrons
and holes.
5.3.3 Reﬁning the Understanding of the Charge Collection Dis-
tance
We deﬁned the CCD in Equation (5.7) in terms of the ratio of charges induced by the
ionizing particle and collected on the electrodes, respectively. We want to use the drift-
diﬀusion model to understand this ratio, and therefore the CCD, as a function of the
intrinsic material parameters, such as the relaxation time, Equation (5.36), the mobility,
Equation (5.38), and of the electric ﬁeld.
We solve the Equations (5.22) and (5.20) for the following one-dimensional time-dependent
scenario, as illustrated in Figure 5.19. We choose the z-axis perpendicular to the electrode
planes. Starting with the equilibrium state, a primary charged particle passes through the
n0
dsds ds
n n n
t<0 t=0 t>0
Eµ
e−t/τ relaxation
drift
excess charge
carrier densitycarrier density
equilibrium charge
Figure 5.19: A simpliﬁed sketch of the signal current evolution by relaxation and drift
processes.
sensor and excites electrons from the valence to the conduction band at time t = 0. If there
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is no electric ﬁeld applied the system would relax back to the equilibrium by recombination
or trapping processes. If there is an electric ﬁeld the charge carriers drift according to the
electric ﬁeld direction towards the electrodes, where they are collected. If no relaxation
would occur then all charges would ﬁnally reach the electrodes.
Let the excess charge carrier density be n′. Then the charge carrier density in the conduc-
tion band as a function of z and t being a solution of the drift-diﬀusion equation can be
written as
n(z, t) = ni + n
′e−t/τrelaxθ(t)θ
(
ds/(µE)− t
)
θ(z − µEt)θ(ds − z) , (5.40)
where ni is the equilibrium charge carrier density. θ(x) denotes the Heaviside function,
i.e. θ(x) = 0 for x ≤ 0, else θ(x) = 1. The ﬁrst two θ-functions restrict the excess charge
carrier density between t = 0, when they are injected, and
tdrift =
ds
µE , (5.41)
when the last charges arrive at the electrode. The last two θ-functions restrict the excess
charge carrier density in space, on the right by the electrode and on the left by the drift
process.
The current ﬂowing in the sensor is
Is(t) = eµEAs 1
ds
∫ ds
0
dz n(z, t)
= Idark + eµEAsn′
(
1− µE
ds
t
)
e−t/τrelaxθ(t)θ
(
ds/(µE)− t
)
, (5.42)
where Idark = eµEAsni is the dark current, and As the electrode area. The signal charge
collected at the electrodes, Qcoll in Equation (5.7), is determined by
Qcoll =
∫
dt
(
Is(t)− Idark
)
= Qind
τrelaxµE
ds
[
1− τrelaxµE
ds
(
1− e−ds/(τrelaxµE))] . (5.43)
The induced charge is given by Qind = en′Asds and was already introduced in Equation
(5.3) in terms of the energy deposition causing the perturbation from the equlibrium. The
comparison with Equation (5.7) provides
CCD =
Qcoll
Qind
ds = τrelaxµE
[
1− τrelaxµE
ds
(
1− e−ds/(τrelaxµE))] . (5.44)
This is the CCD in terms of the relevant material parameters and the electric ﬁeld. We
can introduce the mean drift length of electrons,
λ = τrelaxµE , (5.45)
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after which the excess charges are recombined or trapped in average. A probabilistic
approach of the transport process of the charge carriers in the electric ﬁeld and the eﬀect
of it on the collected charge is sketched in Appendix E.1 and leads to the same CCD as a
function of λ as in Equation (5.44).
We rewrite Equation (5.44) in terms of the dimensionless charge collection eﬃciency, CCE,
and the dimensionless drift length parameter, y = λ/ds,
CCE = y
(
1− y(1− e−1/y)) . (5.46)
Figure 5.20 shows 2 · CCE as function of y. The factor of two accounts for both charge
carrier types, electrons and holes.
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Figure 5.20: Charge collection eﬃciency (CCE) as function of the dimensionless drift length
parameter y = λ/ds. The line CCE = 2 · y is also shown for comparison.
If only one charge carrier type is considered then the maximum CCE is just 1/2 because the
carriers cover in average at most a distance of half the sensor thickness. For both electrons
and holes, however, a CCD can be derived as in Equation (5.44), where each depends on
the mobility and relaxation time corresponding to the charge carrier type, respectively.
The total CCD is therefore the sum of the CCDs due to the electron and the hole drift,
and approaches in maximum the sensor thickness,
CCDtotal = CCDe + CCDh .
For a very large mean drift length, e.g. for λ & 50ds, the CCE is almost one and the CCD
equal to the sensor thickness. In this case, the CCD is said to be sensor thickness limited.
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If λ is limited by the mobility, i.e. the drift velocity, or by the relaxation time, and smaller
then about ten times ds, then the CCD is limited by the material properties. For a CCE
smaller than about 30 % the CCD and λ can be equated as a good approximation.
CCE as a Function of the Electric Field and Comparison with Measurements
In Figure 5.21, we show for a sensor thickness of ds = 500 µm and a thermal speed of
vth = 10
7 cm/s the CCE, given by Equation (5.46), as a function of the electric ﬁeld for
several low-ﬁeld mobilities and relaxation time constants, τrelax. Values of the CCE smaller
than one originate either from small values of τrelax or from a small drift speed either due
to a small low-ﬁeld mobility or due to a small electric ﬁeld applied to the sensor. These
predictions are now compared to measurements. If the drift speed saturates also the CCE
saturates, but possibly with a value smaller than one. Therefore, the CCE is limited either
by the drift speed or by the sensor thickness.
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Figure 5.21: Charge collection eﬃciency (CCE) as function of the electric ﬁeld, E , for
diﬀerent combinations of the relaxation time and the mobility. The solid line represents
a case, where the CCE is limited by the sensor thickness. The other lines represent cases
with a drift speed limited CCE in the considered voltage range.
In Figure 5.15, the CCD of GaAs is shown as a function of the electric ﬁeld, before and after
irradiation. Before the irradiation, the CCD approaches at E ≈ 4 kV/cm about half of the
sensor thickness, i.e. a CCE of about 50 %, and stays constant with a further increasing
electric ﬁeld. The reason might be that only one charge carrier type contributes to the
sensor current, whereas the other type of charge carriers is suppressed by a small mobility
or a high trapping probability. In the case that both charge carrier types contribute to
the signal, the mobility and relaxation times of each carrier type must have accidentally
values leading to a CCE of 50 %. A third possible explanation is that the doping densities
are not uniformly distributed over the sensor thickness as assumed in the previous cases.
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Then, local space charge regions can be formed causing low-ﬁeld regions, which contribute
only little to the CCE. Then, eﬀectively only one half of the sensor thickness is used for
the charge drift process.
Measurements of the CCE as a function of E for scCVD and pcCVD diamond are given
in Figure 5.22. The scCVD diamond was not irradiated. Its CCE is limited by the sensor
thickness and saturates at about 1 kV/cm. For the pcCVD diamond, CCEs as functions
of the electric ﬁeld are shown before and after the irradiation. Even before the irradiation,
the CCE is at most slightly larger than 20 % of the sensor thickness at 10 kV/cm and does
not saturate up to this electric ﬁeld. After the irradiation, the CCE is reduced by 30 %
of that before the irradiation. After an illumination with UV light, which should cause a
release of the trapped charge carriers, the CCE diminishes further down to about 8 % at
10 kV/cm. Qualitatively, we assume that the trapping mechanism becomes again active
after releasing the trapped electrons, i.e. τrelax becomes essentially τT, the trapping time
constant. Before the UV illumination, the traps were mostly ﬁlled and could not catch
charge carriers.
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Figure 5.22: CCE as function of the electric ﬁeld, E , for the scCVD and pcCVD diamond
(sample 1) samples before and after irradiation.
Using Equation (5.46), we can qualitatively understand the measurements of the CCE as
a function of E . However, since τrelax and µ0 might be diﬀerent for electrons and holes, we
cannot determine these quantities separately from the measurements. Only, if we assume
µe = µh and τrelax also equal for electrons and holes, i.e. CCDe = CCDh, we can determine
a relaxation time and a mobility.
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5.3.4 Radiation Damage
To describe the CCD or the CCE as function of the accumulated dose, D, we have to
relate D to the total defect density, NT. Both, the mobility and the trapping time constant
depend on N−1T and can be thereby related to the dose, as well.
The atom density of the sensor material is nA = ρNA/A. We can write a rate equation for
NT as
dNT
dt
= σTφ(nA −NT) , (5.47)
where σT is the cross-section for the creation of the defects. Since it is a priori unknown, we
assume σT to be very small. φ is the ﬂux of impinging electrons as introduced in Equation
(5.13). Dose and ﬂux are related to each other and to the Faraday cup current as shown
in Section 5.2.2. If NT  nA, then Equation (5.47) simpliﬁes to
dNT
dt
= σTφnA = σTρ
nA
〈dεdep/dx〉
dD
dt
=
σTρ
2NA
〈dεdep/dx〉A
dD
dt
,
where in the second step Equation (5.14) was used. This equation can be solved easily,
because only NT and D depend on the time,
NT(D) = N
0
T +
σTρ
2NA
〈dεdep/dx〉AD , (5.48)
with N0T being the defect density before the irradiation.
CCE as a Function of the Dose
We can replace λ = τrelaxµ(E) E in CCE(λ), Equation (5.46). τrelax depends via Equation
(5.36) on the recombination and trapping time constants, the latter of which, τT, is pro-
portional to N−1T and depends therefore on the dose. With increasing dose, τT decreases
and can become the dominant time scale, if it is not already. That is, trapping dominates
the relaxation process.
The mobility, µ, depends on the low-ﬁeld mobility, Equation (5.39), which in turn depends
on the mobilities due to scattering on phonon and on defects via Equation (5.38). The
latter mobility is proportional to N−1T , i.e. it depends also on the dose, D, and can become
the dominant mobility contribution, if it is not already. Thereby, the CCE can be a complex
function of the dose.
Figure 5.23 shows as example the prediction of the CCE as a function of the dose, if the
mean drift length, λ, depends on N−1T only via τrelax. The shape is comparable with the
measured curves for GaAs sensors shown in Figure 5.12.
We want to parametrize λ as a function of the NT. Since only NT depends on the dose, we
obtain immediately λ(D), which is necessary to ﬁt CCE
(
λ(D)
)
to the data obtained by
the measurements. To reduce the complexity, we assume that the electric ﬁeld is smaller
than the saturation electric ﬁeld, Esaturate. Then we can neglect the saturation eﬀect of the
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Figure 5.23: CCE as function of the dose, D, for a speciﬁc choice of the mobility and the
relaxation time.
drift speed and just use, λ = τrelaxµ0E . We insert for the low-ﬁeld mobility Equation (5.38)
with µs,T =
αs,T
NT
, αs,T being a ﬁt parameter. The relaxation time is given by Equation
(5.36), and τT therein by Equation (5.34). Therefore, by inserting for µ0 and τrelax into λ,
we obtain
λ =
(
r(n0 + p0) + ce(NT − n0T)
)−1( 1
µs,ph
+
NT
αs,T
)−1
E . (5.49)
However, the large number of free parameters, ET, ce, σT, αs,T, cannot be determined
simultaneously from a ﬁt to the data. Thus, we parametrize λ as a simpliﬁed function of
the dose, D, motivated by the just mentioned dependency on NT, by
λ(D) =
1
(α+ βD)γ
, (5.50)
to have at least a qualitative description of the measured data. Herein, α, β and γ are
free ﬁt parameters, which depend on all the basic parameters and the electric ﬁeld. This
parametrization is not a one-to-one correspondence and the dependencies of α, β and γ on
the basic parameters are rather hidden. Only in special cases, e.g. for a constant mobility,
the ﬁt parameters can be correlated with the basic parameters.
Sensor Current as a Function of the Dose and the Dose Rate
To estimate the sensor current, Is, as a function of the dose, we start with Equation (5.23)
and add a generation term, G, parametrizing the creation of electron-hole pairs due to the
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ionization in a particle beam,
dn
dt
= r(n2i − np) +G . (5.51)
If a large amount of excess charge carriers are created, G rni, we call this high-injection
scenario. We neglect here the eﬀect of trapping assuming that the traps are almost ﬁlled
and do not contribute to the variation of the conduction band electron density. The
generation term depends on the number of particles passing through the sensor, i.e. on the
Faraday cup current, IFC, by
G =
〈dεdep/dx〉
εeh
· RcIFC
eAbeam
= Neh
RcIFC
eAbeam
. (5.52)
Neh is deﬁned in Equation (5.5). The second factor is the number of primary electrons
passing the sensor per unit time. Since the excess charge carriers are created in pairs we
assume n = p = n0 in the stationary state of Equation (5.51), where n0 is found to be
n0 =
√
n2i +G/r ≈
√
G/r , (5.53)
using the approximation G  rn2i . The Faraday cup current is proportional to the dose
rate as was shown in Equation (5.11). We therefore ﬁnd n0 ∝
√
dD/dt. Hence, the sensor
current depends also on the dose rate,
Is = e(µe + µh)EAs · n0 ∝
√
dD
dt
, (5.54)
where As is the electrode area of the sensor, through which the sensor current Is ﬂows.
In Equation (5.11) we showed IFC ∝ dDdt . The ratio of the sensor and the Faraday cup
currents then depends on the dose rate as
Is
IFC
∝
(
dD
dt
)−1/2
. (5.55)
Hence, the response of the sensor to a primary particle beam is not proportional to the
number of particles crossing the sensor, but proportional to its square root.
A part of the charge carriers contributing to the current is recombined during the motion
through the sensor.9 The recombination proceeds the faster the larger the electron density
in the conduction band is. Therefore, Is, grows only with the square root of IFC or, equiv-
alently of dD/dt.
The measurement of Is and IFC at the very beginning of irradiation oﬀers the possibility
to estimate the cross-section for electron-hole recombination, σeh, if one assumes that no
traps are present and the only relaxation mechanism is recombination. If the mobilities
9Remember: Trapping is assumed not to play a role.
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for electrons and holes are known and using r = σehvth, we can resolve Equation (5.54) for
n0. Using then Equations (5.53) and (5.52), we obtain
σeh =
G
vthn20
=
〈dεdep/dx〉
εeh
· eRcIFC
vthAbeam
·
(
(µe + µh)EAs
Is
)2
. (5.56)
This is, however, only a rough estimate for σeh under the assumptions that both electrons
and holes contribute almost equally to the sensor current and that no defects are present.
The sensor current, Is, depends also on the dose itself via the mobility. Assuming µ = µ0
as in Equation (5.49) and inserting Equation (5.48) for NT, we obtain
Is(D) = en0As
 1
µs,ph
+
N0T +
σTρ
2dsNA
εdepA
D
αs,T
−1
︸ ︷︷ ︸
µ0
E . (5.57)
This is just the electron current and a similar current for holes has to be added. However,
if there are no hole traps, the hole current just depends on the dose rate according to
Equation (5.54).
As for the CCE, we want a parametrization for Is(D). For a constant dose rate, we obtain
Is(D) =
1
α+ βD
, (5.58)
where α and β are again ﬁt parameters and functions of the basic parameters. Unfortu-
nately, ﬁtting Is(D) to the data will give only a qualitative understanding since µs,ph, N0T,
σT and αs,T are unknown and cannot be determined in one ﬁt.
However, investigating Is, Is/IFC and the CCE gives a valuable qualitative understanding
of the changes of the material properties during the irradiation. Speciﬁcally, we could in
principle distinguish the impact of the characteristic relaxation time, the mobility change,
or both on the observed quantities. In the reality, it is a bit more diﬃcult for reasons to
be discussed below.
Remark
In principle, it is possible to measure the CCD during the irradiation period. The electrons
of the 10 MeV beam deposit energy like MIPs. The charge collected per unit time is
dQcoll
dt
= Is − Idark .
As used already above, NehRcIFCds/e is the average number of electron-hole pairs created
per unit time, Qind/e. The ratio is just the charge collection eﬃciency,
CCE =
dQcoll
dQind
≡ dQcoll/dt
dQind/dt
=
Is − Idark
NehRcIFCds
. (5.59)
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This was the original motivation for plotting the ratio Is/IFC, since the dark current can
be neglected for diamond. The ratio of the currents is expected to behave in the same way
as a function of the dose as the CCE determined from a measurement using a 90Sr source.
One obvious diﬀerence, however, is the dose rate used for the measurement.
Comparison with Measurements for scCVD Diamond
At the beginning of the ﬁrst irradiation, we measured the currents, Is = 34 µA and IFC =
8.67 nA. Using the sensor electrode area, As = 0.07 cm2, and for the other quantities in
Equation (5.56) E = U/ds = 100 V/326 µm ≈ 3 kV/cm, and from Table 5.1 the mobilities
µe = µh = 0.2 m
2/(Vs), Rc = 0.1312 (from Geant4 simulations) and Neh = 〈dεdepdx 〉ε−1eh =
46 µm−1 according to Section 5.1.4,10 we obtain for the electron-hole recombination cross-
section
σeh ≈ 5.4 · 10−9 cm2 . (5.60)
This value must be regarded, however, as an upper limit because of the following reason.
The sensor current we measured is averaged over at least a few hundred milliseconds. The
value used for Is is, hence, not its maximum because the sensor current already might drop
in this time interval. For the later discussion, our result will be suﬃcient. Equation (5.60)
can be translated into the recombination time τR, using Equation (5.25), by
τR =
1
2rni
=
1
2vthσehni
≈ 1.34 s . (5.61)
Here, we assumed vth = 107 cm/s, and determined ni from Idark ≈ e(µe+ µh)niEAs, where
we assumed a dark current of about 1 pA.11 The result is ni ≈ 7 cm−3. τR is much larger
than the characteristic drift time of tdrift =
d2s
µU
≈ 5 ns. Hence, the dominant process for the
reduction of excess charge carriers inside the sensor is the drift process what is consistent
with the measurement of CCE ≈ 100 % before the irradiation.
The measured CCE as a function of the absorbed dose can be ﬁtted using the parametriza-
tion for λ(D), Equation (5.50), in Equation (5.46). The left-hand plot of Figure 5.24 shows
the CCE as a functions of the dose for scCVD diamond, as measured at the testbeam ex-
periment, and the ﬁt result. To obtain a good ﬁt, we assumed a sum of two CCE functions,
CCEe for electrons and CCEh for holes, i.e. two diﬀerent mean drift lengths, λe and λh,
were needed. As expected, both electrons and holes contribute almost equally to the charge
collection process. The power, γ in Equation (5.50), obtained in the ﬁt is for both charge
carrier types γ ≈ 1.15, i.e. closer to one than to two. We might conclude that therefore
either the mobility or the characteristic relaxation time decrease with the dose, but not
both simultaneously.
10Abeam = 1 cm2
11This is the lower limit of the current measurement device. The intrinsic charge carrier density Equation
(5.19) is orders of magnitude smaller and would lead to a large recombination time due to Equation (5.25).
This we do not observe.
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Figure 5.24: CCE as in Fig. 5.7 (left) and Is/IFC as in Fig. 5.8 (right) as functions of the
dose, D, for scCVD diamond (black) in comparison with the model (red line), Eqn. (5.46),
(5.50) and (5.58), respectively.
Considering Is in Figure 5.8, we would conclude that it is the mobility, which decreases
with the dose, since the only dose dependence in Is is due to that of the mobility, as can be
seen in Equation (5.57). We ﬁtted Is,e+ Is,h, each parametrized by Equation (5.58), to the
data of the third beam period, where the dose rate was rather constant. Two functions,
describing the contributions from electrons and holes, were needed to obtain a good ﬁt,
and both contribute equally. Just the initial mobilities of electrons and holes diﬀer by an
order of magnitude.
However, investigating Is/IFC, as shown in the right-hand plot of Figure 5.24, reveals a
much more complex situation for the scCVD diamond. Unlike expected from Equation
(5.55), we obtain a smooth function of the dose, without any signiﬁcant step when increas-
ing the dose rate. Furthermore, Is/IFC can be ﬁtted with the same parametrization as
for Is as shown in the ﬁgure, this time over the full dose range. The reason proves to be
polarization eﬀects occurring due to a dynamic charge carrier separation inside the device,
which diminishes the eﬀective electric ﬁeld inside the sensor.12 This is investigated later in
this chapter.
Figure 5.25 shows the CCEs determined both via Equation (5.59) from the sensor current
during the irradiation periods (black) and from the measurement using a 90Sr source be-
tween the periods of irradiation (violet triangles). The CCE determined in the latter way
drops less steep as a function of the absorbed dose than the CCE determined from the
sensor current, Is.
The obvious diﬀerence between both methods of determining the CCE is that, using a 90Sr
source, the signal charge is measured with a charge integrating ADC in a gate of 1 µs.
Using this gate, the release of trapped charges is not considered in the CCE. By contrast,
12Assuming that no recombination occurs leads to Is = NehRcds AsAbeam IFC, i.e. a direct proportionality
between Is and IFC, which is also not observed.
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Figure 5.25: CCE as a function of the dose for scCVD diamond determined from 90Sr
experiment (triangles) and calculated from the currents (small black dots forming a line).
the CCE determined from Is contains all moving charges, also those released from traps. As
well, the dose rates and, therefore, the generation terms G act diﬀerently in both methods.
During the testbeam, the dose rate was large and even increased with the time, whereas the
dose rate of the 90Sr measurement is kept small and constant. Therefore, the characteristic
time scales for the relaxation are diﬀerent.
Moreover, the CCE determined from Is reaches values larger than one at the beginning of
the irradiation. There ﬂow more charges than are expected from the ionization process.
This might also be connected with the polarization, but is still not understood.
For pcCVD diamond, an estimate for σeh is not possible because there are already intrinsi-
cally a lot of defects which cannot be neglected and the actual initial current is diminished
by trapping processes indicated by a clear pumping behavior of the CCD.
Comparison with Measurements for Gallium Arsenide
The CCE as a function of the dose for GaAs sample 2 is shown in Figure 5.26. It starts at
one-half, and, for the ﬁtted function, only one CCE is used13. A similar result is obtained
for GaAs sample 1.
13The assumption of one characterizing CCE is suﬃcient to obtain a good description of the measure-
ment. The reason might be that either only one charge carrier type contributes, or the CCEs for both
carrier types have by chance the such values that the total CCE is equal to 50 %.
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Figure 5.26: CCE (left), IFC and Is/
√
IFCRc (right) as functions of the dose, D, for GaAs
sample 2 in comparison with the model.
For GaAs sample 2, the ratio Is/
√
IFCRc, normalized at the beginning to one, is shown in
the right-hand plot of Figure 5.26. For a constant dose rate, i.e. a constant Faraday cup
current, the sensor current degrades only little. We can therefore conclude that mostly
the characteristic relaxation time is inﬂuenced by irradiation. Defects that are created by
the traversing electron beam still do not inﬂuence the mobility. The mobility is probably
dominated by the defects due to the doping itself. With respect to the doping density,
we assume therefore that the density of defects due to radiation damages is smaller than
1016 cm−3. GaAs shows qualitatively a better agreement with the model proposed above.
The ratio Is/
√
IFCRc shows only a mild dependence on the accumulated dose. A small
increase at the beginning of the irradiation, indicating still a slight dependence on the dose
rate, is compensated at larger doses by the slight decrease of Is.
It might be just accidental that one charge carrier type suﬃces to describe the CCD as
a function of the dose. On the other hand, due to the doping, it is indeed possible that
only one charge carrier type participates in the charge collection process, while the other
type is immediately trapped. If we assume the electrons to be the majority charge carriers
then we can use the electron mobility from Table 5.1.14 Assuming the recombination time
constant to be the dominant time scale, which is supported by not observing a pumping
behavior, and with Is = 26 µA, IFC = 5 nA, U = 200 V and ds = 500 µm for GaAs15
sample 1 at the beginning of the irradiation, we obtain, using Equation (5.56),
σeh ≈ 4.7 · 10−5 cm2 . (5.62)
Again before, this can be regarded as upper limit only. If holes are the majority charge
carriers then the cross-section is at least one order of magnitude smaller due to the 10
times smaller mobility of the holes. To calculate the recombination time we must account
for the fact that GaAs is doped and, thus, the actual charge carrier density may diﬀer
14We neglect a possible change of the mobilities due to the doping with tellurium and chromium.
15Abeam = 1 cm2 and Rc = 0.434.
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from the intrinsic one. With the dark current Idark ≈ 0.5 µA and assuming only electron
transport, we obtain ni = 3.5 · 105 cm−3, which is one order of magnitude smaller than
for the intrinsic GaAs, where ni = 2.1 · 106 cm−3, using Equation (5.19) and values from
reference [168]. The recombination time constant, τR, is then obtained to be
τR ≈ 3 ns , (5.63)
which is comparable with the drift time of tdrift = 1.47 ns. After tdrift all excess charge
carriers are collected at last at the electrodes. The recombination time is an average
time. Equation (5.46) predicts a CCE of about 43 % for τrelax = τR. Hence, for the GaAs
samples, which were not exposed to radiation, most of the charge carriers are still collected.
Nevertheless, a small drop of τrelax down to 1 ns results already in a drop of the CCE down
to 32 %. This might explain the strong CCE drop for GaAs.
5.3.5 Pumping
Pumping is the process of ﬁlling defect levels inside the band gap by capturing electrons
(holes) from the conduction (valence) band, i.e., the slow approach to the equilibrium state
(5.33). We assume electron traps for the following considerations. Furthermore, we assume
a spatiotemporal constant electron density, n = n0. This can be controlled by a constant
generation term G, which can be due to the electron beam in the testbeam experiment
(high injection) or due to electrons from a 90Sr source (low injection) crossing the sensor.
Solving Equation (5.32), and assuming n0 and T to be time-independent, we obtain
nT(t) =
n0NT
n0 +NCe
−EC−ET
kBT
+ δn0T exp
{−ce (n0 +NCe−(EC−ET)/(kBT )) t} . (5.64)
The ﬁrst term is just the stationary solution of Equation (5.32). δn0T is the initial deviation
from it. The characteristic time scale to reach this stationary state is
τNTT =
1
ce (n0 +NCe−(EC−ET)/(kBT ))
= (1/τc + 1/τe)
−1 . (5.65)
The characteristic time constants for electron capture and release by traps, τc and τe, are
deﬁned in Equation (5.35).
Equations (5.64) and (5.65) are valid for any semicondutor possessing trap levels. We
investigated scCVD diamond in more detail.
For traps with a given level, ET, and a constant density, NT, the stationary density of the
ﬁlled traps is given by the electron density in the conduction band, n0. For the case without
a source, n0 = ni ≈ 7 cm−3, as estimated in the previous section for scCVD diamond
from the dark current, is rather small for diamond. However, due to injecting charges by
ionization due to electrons from a 90Sr source or a beam crossing the sensor, n0 can be
considerably increased. Thereby, also the speed increases, with which the stationary state
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is approached, i.e. τNTT is decreased. There is an intrinsic contribution of the characteristic
trap ﬁll and release time, which depends essentially only on the temperature and the
distance of the trap level to the conduction band edge, EC − ET. For EC − ET = 1 eV,
T = 300 K, and assuming the eﬀective mass to be equal to the electron mass results in
NC ≈ 1019 cm−3 and NCe−(EC−ET)/(kBT ) ≈ 40 cm−3, which becomes largely enhanced with
increasing temperature.
The remaining unknown quantity, ce, can be determined in two ways, either by measuring
the saturation of the CCD when the traps are continuously ﬁlled, as described below, or
using thermally stimulated currents, as described in the next section.
If the traps are ﬁlled they cannot reduce further the charge carrier density of the conduction
band, because the trapping mechanism does eﬀectively not contribute anymore to the
CCD. To show this, the scCVD diamond sample, irradiated in the electron beam to a dose
of 5 MGy, was exposed to UV illumination for several hours to release all the trapped
electrons. Then the sensor was constantly irradiated by a 90Sr source with a large event
rate to ﬁll the traps again. Figure 5.27 shows the rising CCD of the scCVD diamond sensor
as a function of the time. The temperature was kept constant at about 300 K. During this
period, the sensor is permanently irradiated with a 90Sr source. The dose rate can be
estimated as follows. The MIP event rate is measured to be 640 Hz, i.e. 640 MIP electrons
passing the sensor and the hitting the scintillator. This event rate just corresponds to the
particles crossing the sensor. Particles that stop inside the sensor are not counted. Using
Monte-Carlo simulations, we found that only about 2 % of the energy is deposited by the
counted MIPs.
The CCD saturates at CCDsaturate ≈ 125 µm and the time constant is τNTT ≈ 65 hours,
determined by ﬁtting the function
CCDsaturate
(
1 + ζe−t/τ
NT
T
)
,
where CCDsaturate, ζ and τ
NT
T are the ﬁt parameters. We assumed that the CCD saturates
in the same manner as the trap ﬁll density approaches its equilibrium state. We estimate
from Equation (5.52), G ≈ 4.2 × 109 cm−3s−1 for the scCVD diamond sample using a
count rate of 640 Hz. Herein, Abeam/Rc can be replaced by the sensor electrode area,
As = 0.07 cm2. Since this are just the 2 %, we ﬁnd a total rate for creation of excess
charge carriers of G ≈ 2.1 × 1011 cm−3s−1. The recombination speed, r = σehvth, can be
determined using Equation (5.60) and vth = 107 cm/s to be r = 0.054 cm3/s. We obtain
n0 ≈ 2× 106 cm−3, and therefore
ce ≈ 2.14× 10−12 cm3/s . (5.66)
Using a 10 MeV electron beam of e.g. 5 nA, as done in the testbeam experiment described
in Section 5.2.1, the pumping can be performed more eﬃciently within a few minutes for
diamond. pcCVD diamond exhibits also a pronounced pumping behavior as can be seen
in Figure 5.9. We assume that a lot of traps are initially present in the pcCVD diamond
samples. At the beginning of the irradiation the CCD rises from about 70 µm to 170 µm
after a few minutes of irradiation.
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Figure 5.27: CCD as a function of the time for scCVD diamond which has accumulated
already 5 MGy. During the whole time the sample was exposed to a 90Sr source. The
initial trap emptying was performed using UV light.
5.3.6 Thermally Stimulated Current
TSC Measurement Setup
Thermally stimulated currents (TSC) can be used to investigate trap levels in a crystal.
The density of traps must be suﬃciently large, and the energy level of the traps suﬃciently
diﬀerent from the conduction and the valence band. Furthermore, the level must be rather
stable, i.e. the release probability must be small enough at room temperature. We consider
again electron traps, although TSC cannot distinguish between electrons and holes. We
use the measurement of TSC to estimate the defect density, NT. Furthermore, one can
determine the distance of the trap energy level from the band edge, i.e. for electrons
EC − ET, and the trapping speed constant, ce. TSC measurements were done with a
scCVD diamond sample.
The setup for the TSC measurement is depicted in Figure 5.28. The sensor is located
inside an oven. A constant voltage, V , is applied to the sensor. The sensor is then heated
up by the oven while the current, Is, and the temperature of the sensor, T , are measured
as function of the time, t.
Theoretical Background
To understand what happens inside the crystal containing the traps and the trapped
charges, we start with Equation (5.32). The electron density in the conduction band
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Figure 5.28: Scheme of the experimental TSC measurement setup. To the sample under
investigation inside an oven a voltage, U , is applied. The oven heats up the sensor. The
current through the sensor, Is and the temperature, T , are measured.
is essentially determined by the intrinsic one causing the dark current, since no excitation
by an external source is present.16 When increasing the temperature, the probability for
the release of electrons from a trap level to the conduction band rises. These electrons
drift in the electric ﬁeld towards the electrode causing a current additionally to the dark
current, which we call the thermally stimulated current, ITSC. Also, the TSC is time depen-
dent, rising when arriving at a certain temperature and decreasing again when the traps
get empty. In the temperature range of interest, where the trapped charges are released,
the temperature should be increased as fast as possible and at constant rate for practical
reasons. Although the time is the governing parameter, ITSC is usually considered as a
function of the temperature.
Equation (5.32) becomes with these assumptions,
dnT
dt
= −ceNCe−
EC−ET
kBT nT ≡ −τ−1e nT , (5.67)
i.e. the capture term is neglected. The characteristic trap release time, τe, is deﬁned in
Equation (5.35). Only the temperature depends on the time. The temperature dependence
of NC can be neglected in comparison with the exponential term. Equation (5.67) can be
solved, as
nT(t) = n
0
T exp
{
−ceNC
∫ t
t0
e
−EC−ET
kBT (t
′) dt′
}
. (5.68)
n0T = nT(t0) is the initial trap ﬁlling. We could assume n
0
T ≈ NT, if every trap is ﬁlled.
We use Equation (5.22) for the dynamics of the conduction band electron density. Again,
we consider the problem in one dimension, and we include the trap releasing rate, Equation
(5.67), into the continuity equation,
∂n
∂t
=
1
e
∂je
∂z
+ r(n2i − np)−
dnT
dt
. (5.69)
16The exponential term in Equation (5.29) becomes dominant only at larger temperatures due to the
large band gap of diamond.
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We neglect the diﬀusion term in the current density, Equation (5.20), i.e. je = enµeE . To
solve Equation (5.69) approximately, we perform an adimensionalization, i.e. we rewrite
the variables in terms of adimensional variables and characteristic scales for these variables,
t = tdriftt˜ , n = n0n˜ , p = n0p˜ ,
nT
dt
=
NT
τe
n˜T
dt
, z = dsz˜ , (5.70)
with a characteristic drift time scale, tdrift, a characteristic spatial distance, ds, a charac-
teristic electron density, n0, and a characteristic electron trapping rate, NT/τe.
For convenience we omit the tilde for the dimensionless variables hereafter. Furthermore,
we insert je = enµeE . Inserting the variables of Equation (5.70) in the Equation (5.69), we
obtain
∂n
∂t
= tdrift
µeE
ds
∂n
∂z
+ (rn0tdrift)(n
2
i /n
2
0 − np)−
NTtdrift
n0τe
dnT
dt
. (5.71)
The dimensionless variables t, z, n, p, and dnT/dt are of the order one. Explicitly, we have
again tdrift = dsµeE =
d2s
µeU
, which is the time for an electron drifting in the electric ﬁeld the
distance ds. We choose, furthermore, n0 = ni, the stationary solution of the intrinsic and
uniform problem17. We obtain
∂n
∂t
=
∂n
∂z
+
tdrift
2τR
(1− np)− NTtdrift
niτe
dnT
dt
.
where we used Equation (5.25). We expand n = 1 + δn and p = 1 + δn, again assuming
neutrality. Note, this corresponds to the expansion n = ni + δn in Equation (5.24). We
omit terms of higher order in δn and obtain
∂δn
∂t
=
∂δn
∂z
− tdrift
τR
δn− NTtdrift
niτe
dnT
dt
.
If tdrift  τR, τe we can split this equation into the drift and the relaxation part. We obtain
ﬁrst ∂δn
∂t
= ∂δn
∂z
, which is solved with the method of characteristics. The general solution
is that δn depends only on z + t, or δn = δn(z + µeEt) in dimensional variables (δn is
scaled with ni), i.e. a constantly moving proﬁle. This reﬂects the drift of the excess charge
carriers in the electric ﬁeld. Equation (5.40) exhibits this property as a solution of the
continuity equation.
We can assume that δn evolves much faster than nT, such that dnT/dt can be considered
as a rather small constant. In the next order of tdrift/τR ≈ NTtdriftniτe
dnT
dt
, we solve
0 = −tdrift
τR
δn− NTtdrift
niτe
dnT
dt
, i.e. δn = −NTτR
niτe
dnT
dt
.
Expressing this in dimensional variables, we obtain
δn ≡ n− ni = −τRdnT
dt
.
17We neglect the time-dependence of ni
(
T (t)
)
.
167
Inserting n in the current we obtain
I = jeAs = eAsµeE
(
ni − τRdnT
dt
)
≡ Idark + ITSC . (5.72)
Again, Idark = eAsµeEni, is the dark current, which depends on the temperature, as can
be observed in Equation (5.29). Since the probability for electron capture by traps is
decreased with increasing temperature, the relaxation time constant is dominated by the
characteristic recombination time. This is speciﬁcally true also at smaller temperatures
when the traps are ﬁlled. The thermally stimulated current, ITSC, can then be expressed
in terms of the CCD using λ ≈ τRµeE ≈ CCD, and we can write
ITSC(t) = −eAsCCDdnT
dt
= eAsCCDceNCe
−EC−ET
kBT nT using Equation (5.68)
= eAsCCDceNCe
−EC−ET
kBT n0T exp
{
−ceNC
∫ t
t0
e
−EC−ET
kBT (t
′) dt′
}
. (5.73)
For a linear temperature increase, T (t) = T0+ βT t, the integral can be solved analytically.
For a measurement of T (t) as an arbitrary function of the time, the integral in Equation
(5.73) must be evaluated numerically.
Experimental Procedure
The TSC measurement is accomplished in two steps. First, the traps inside a sensor are
ﬁlled by pumping using e.g. a 90Sr source as described in the previous section. Second, the
sensor is heated up the ﬁrst time to a maximum temperature and then cooled down. The
sensor temperature and the sensor current are measured as functions of the time.
The traps should be empty when the sensor cools down. Therefore, in an ideal case, the
sensor current as a function of the temperature is the dark current during this period,
which follows the Equation
Idark(T ) = I0e
− Egap
2kBT , (5.74)
as already shown in Equation (5.29). The result of such a measurement for a scCVD
diamond sample is shown in Figure 5.29. The red data points are measured when the
temperature was raised the ﬁrst time. Before the relevant parameters of the TSC can
be determined by ﬁtting Equation (5.73) to the data, the temperature dependent dark
current, Equation (5.74), must be subtracted. For this task, one could use the cooling
down current, because this should be the dark current if all traps are empty.
However, the measured temperature and the actual sensor temperature diﬀer a bit due
to some delay of the heat conduction. Therefore, we heated up and cooled down the
sensor once more under the same conditions as for the ﬁrst time, and sensor current and
temperature are again measured as functions of the time. The delay of the heat conduction
in the measured temperature is reﬂected in the missing coincidence of the heating-up and
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Figure 5.29: Current as a function of the temperature, measured with the TSC setup.
The red curve is measured while heating the ﬁrst time. The upper branch exhibits peaks
corresponding to the thermally stimulated current by release of traps. The blue curve is
measured while heating the second time.
cooling-down curves at higher temperatures, as can be observed in Figure 5.29 (blue data
points, 2nd heat-up).
One can correct for this delay, however, by assuming that the sensor temperature, Ts, and
the dark current, Idark, are uniquely related to each other by Equation (5.74), and that the
thermo couple temperature, TTC, and the sensor temperature are related to each other by
T˙TC ≡ dTTC
dt
= α(Ts − TTC) .
Herein, α has to be determined e.g. by the following procedure. For a given dark current
value, the values of time are determined, one for the heating-up period, t+, and one for the
cooling-down period, t−. For both points of time, the sensor temperature is the same and
we ﬁnd
Ts =
T˙TC(t+)
α
+ TTC(t+) =
T˙TC(t−)
α
+ TTC(t−) ,
that is
α =
T˙TC(t+)− T˙TC(t−)
TTC(t−)− TTC(t+) .
For diﬀerent values of Idark, an α is determined and all values obtained are averaged, 〈α〉.
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The sensor temperature as a function of the time is then given by
Ts(t) = TTC(t) +
1
〈α〉 T˙TC .
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Figure 5.30: The thermally stimulated current, ITSC, as a function of the temperature after
dark current subtraction.
After this temperature correction for the TSC measurement, the dark current is subtracted
from the total sensor current of the ﬁrst heating-up. The result is shown in Figure 5.30.
Also shown is the result of ﬁtting three ITSC functions according to Equation (5.73).
Results and Discussion
The CCD for the applied voltage of 200 V was measured to be 76 µm, but dropped to
about 40 µm after a while due to the development of polarization as will be discussed in
the next section. The sensor sample was, thus, not completely pumped, i.e. not all traps
were ﬁlled. In the latter case, the CCD is about 125 µm and almost no polarization exists.
Therefore, the assumption n0T = NT is not valid.
Three obvious TSC peaks are observed in Figure 5.30, corresponding to at least three
pronounced levels inside the band gap. The results of the ﬁts are listed in Table 5.2. The
value of ce of the trap number 1 agrees reasonably with the value obtained in Equation
(5.66) using the pumping behavior.
For CCD = 76 µm, the density of ﬁlled traps, n0T, is 5.7× 1014 cm−3 for the ﬁrst trap level
in Table 5.2. Since the saturated CCD is about twice as large, 125 µm, we can assume
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trap −→ 1. (dark blue) 2. (yellow) 3. (green)
EC − ET [eV] 1.144± 0.002 0.851± 0.002 0.746± 0.006
ceNC [106 s−1] 193.4± 9.0 2.8± 0.1 7.6± 1.5
n0TAsCCD [10
10] 30.31± 0.05 7.89± 0.04 0.98± 0.01
ce [10−12 cm3/s] 4.84 0.07 0.19
n0T [10
14 cm−3] 5.7 1.5 0.2
τe (at 300 K) 12247 y 6.9 y 13.9 d
Table 5.2: EC − ET, ceNC, and n0TAsCCD as obtained from the ﬁt in Figure 5.30. The
uncertainties are purely from the ﬁt. Systematic uncertainties are not included. The values
for ce were obtained using NC = 4 × 1019 cm−3 at 300 K and using meeff ≈ 1.4 me [168].
σe = cs/vth with vth = 107 cm/s. The initial trap ﬁll density, n0T, was obtained using
As = 0.07 cm2 and CCD = 76 µm.
that about half of the traps are ﬁlled. We estimate therefore NT to be 1.14 × 1015 cm−3.
This is eight orders of magnitude smaller than the atom density justifying the approach,
NT  nA, in Equation (5.47).
From Equation (5.48), we can estimate the cross-section for creating defects, σT, assuming
a dose of 5 MGy and a negligible initial defect density, N0T = 0. We obtain
σT = 0.358 barn = 3.58× 10−25 cm2 . (5.75)
Since we found EC−ET < Egap/2, the quantity NCe−
EC−ET
kBT is larger than n0 = NCe
−EC−EF
kBT
and also larger than the value n0 = ni ≈ 7 cm−3 determined via the measurement of the
dark current at 300 K. Hence, the capture of electrons can be considered to be negligible.
The time constant for emission of electrons from a trap, τe, as deﬁned in Equation (5.35),
is at least of the order few seconds even at 600 K. That is, our assumption, tdrift  τR, τe,
is reasonable even at larger temperatures.
Not understood TSC Measurement Issues
Not understood is the systematic shift of the exponential of the dark current to larger
values of the temperatures while heating-up the second time, which should be the same
as described by Equation (5.74). Also, its eﬀect on the ﬁt parameters is not clear. One
reason might be the large time constants for releasing electrons, τe, that is not all traps
are empty after the ﬁrst heating-up phase.
By ﬁtting Equation (5.74) one can measure the band gap, Egap. The ﬁt results in Egap ≈
4 eV, which is smaller than the value of 5.4 eV as given in Table 5.1. Using the exponential
rise in the dark current from the ﬁrst heating-up period results in an even smaller band
gap.
The ﬁt of the three peaks is rather diﬃcult and the values of the ﬁt parameters sensitive
to small perturbations of the start values for the ﬁt due to the exponentials. Therefore,
the uncertainties for the values given in the Table 5.2 are probably larger.
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Eventually, because of n0T < NT, the CCD could not be determined with a good precision.
This introduces a huge uncertainty for the measurements of n0T due to polarization eﬀects
and therefore of σT . In future measurements, the CCD should be saturated, i.e. the sensor
fully pumped according to the explanations of the previous section.
5.3.7 Polarization Eﬀects in scCVD Diamond
Figure 5.27 shows the pumping behavior for the scCVD diamond sample, which absorbed
a dose of 5 MGy. The CCD decreases at the beginning of the irradiation period within
the ﬁrst ten hours. We consider this to be an eﬀect of a spatially non-uniform electric ﬁeld
due to polarization.
Candidates for Polarization
There are essentially three kinds of possible polarization mechanisms  the uniform polar-
ization of the material by uniformly distributed microscopic dipole moments, polarization
due to surface charge-up, and bulk polarization inside the volume of the material due to
space charges.
The ﬁrst one can be excluded, since we keep the externally applied voltage constant. Such
a uniform polarization would shift the constant voltage by a certain amount, which is
compensated by the voltage supply. We also assume no surface-induced polarizations,
since we observe the occurrence of polarization eﬀects with the creation of defects. The
latter one is a bulk eﬀect as can be deduced from the discussion above and in the Section
1.2.2.
There is also experimental evidence for a bulk eﬀect. In an experiment, we pumped the
scCVD diamond sample, which accumulated before a dose of 5 MGy. The pumping was,
however, not complete. During the irradiation, a voltage of 500 V was permanently applied
to the sensor. After removing the 90Sr source, i.e. after stopping the pumping, in regular
intervals the CCD was measured as function of the time changing the applied voltage in the
following way. First the CCD was measured at 500 V. Then, the voltage was switched oﬀ
and the CCD was measured again. Finally, the voltage was switched on again and the CCD
measurement was repeated. The 90Sr source was used only for the CCD measurements and
was removed then to avoid a further pumping of the sensor. The sensor was maintained
biased until the next measurement period such that the polarization should not resolve by
diﬀusion.
Figure 5.31 shows the result of this experiment. The two rising CCD curves are the CCDs
measured with applied voltage, one before and the other after the voltage switch-oﬀ. The
decreasing curve is the CCD when the voltage was switched oﬀ. This CCD is due to the
electric ﬁeld created by the polarization, the direction of which is opposite to the former
externally applied electric ﬁeld.
At the beginning, the absolute values of the CCD with and without applied voltage are
coinciding, by chance. The decrease of the CCD without voltage, and the rise of the
CCD with voltage, indicate the degradation of the polarization, although the voltage is
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Figure 5.31: CCD as a function of the time for scCVD diamond. The CCD rises with
500 V applied (red and blue triangles). The CCD decreases when no voltage is applied
(green squares).
permanently applied except the few minutes for the measurement at 0 V. We assume, that
the release of trapped electrons (or holes) due to thermal excitations and the equal ﬁlling
of the traps (eh-pairs are thermally generated over the whole sensor thickness) cause the
reduction of the polarization ﬁeld. The time constant for the decrease of the CCD at 0 V
is about 35 days from a ﬁt using a simple exponential, in rough agreement with τe of the
third trap level in Table 5.2.18
This result suggests that the polarization is connected with ﬁlling and emptying of traps.
We then have to conclude that the polarization is a bulk eﬀect.
The CCD with applied voltage does not further grow, although the polarization becomes
less. Apparently, the mean drift length limit is then reached. Polarization is obviously an
additional eﬀect limiting the CCD, on top of the radiation damages.
CCE and Polarization
The fact that polarization can have an eﬀect on the CCE originates from the non-linear
dependence of the CCE on λ = τrelaxµE , see Equation (5.46). Assuming a space-dependent
18Error propagation, and assuming an uncertainty of ∆T = 5 K for the temperature measurement, leads
to ∆τe/τe ≈ 60 % for this trap.
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electric ﬁeld, E = E(z), we require ∫ ds
0
E(z) dz = U , (5.76)
where U is the externally applied voltage. The averaged electric ﬁeld is, therefore,
〈E〉 = 1
ds
∫ ds
0
E(z) dz = U
ds
. (5.77)
According to the Equations (5.25) and (5.39), the relaxation time and the mobility might
be space-dependent as well, by their dependence on the charge carrier densities, n and
p, and on the electric ﬁeld. For the case of a weak dependence, the averaged mean drift
length is approximately given by
〈λ〉 = 1
ds
∫ ds
0
λ dz ≈ τrelaxµ
ds
∫ ds
0
E(z) dz = τrelaxµU
ds
= τrelaxµ〈E〉 . (5.78)
The average electric ﬁeld is not changed by the polarization, and also not the mean free
path length, if the mobility or the relaxation time do not depend strongly on the electric
ﬁeld. However, the average CCE will be changed, and it holds
〈CCE〉 = 1
ds
∫ ds
0
CCE
(
λ(z)
)
dz ≤ CCE(〈λ〉) . (5.79)
The prove is given in Appendix E.2. To demonstrate this, we assume an electric ﬁeld
E(z) = βU cosh
(
β(z − ds/2)
)
2 sinh(βds/2)
, (5.80)
which fulﬁlls Equation (5.76), and where β is proportional to the polarization and, thus,
the space-dependence of E . The left-hand plot of Figure 5.32 shows the spatial electric ﬁeld
distributions, Equation (5.80), for diﬀerent values of β for τrelaxµ = 103 µm2/V, U = 500 V,
and for a thickness ds = 500 µm. The average CCE, Equation (5.79), as function of β is
also shown in the right-hand plot.
Due to keeping the externally applied voltage constant, the electric ﬁeld decreases in the
sensor center and increases towards the electrodes. The averaged mean drift length is
not reduced, but the averaged CCE decreases with increasing β, i.e. with increasing
polarization.
The situation is usually more complicated since the mobility is a function of the electric
ﬁeld. Close to the electrodes the drift speed should be large due to the huge electric ﬁelds.
However, the mobility may approach the saturation and, thus, also the drift speed. In
contrast, the drift speed is almost zero in the sensor center. The result is that the averaged
mean drift length, 〈λ〉, is already reduced.
The eﬀect of the polarization on the relaxation time is more diﬃcult to estimate since
it depends on the equilibrium charge carrier densities, which we do not know a priori.
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Figure 5.32: The electric ﬁeld as function of the space-coordinate, z, for values of β between
10−4, for a ﬂat distribution, and 0.5, for a signiﬁcantly enhanced electric ﬁeld on the edges
close to the electrodes, (left). β characterizes the degree of polarization. The eﬀective CCE
as a function of β in this range (right).
At places, where the electric ﬁeld is almost zero, the recombination becomes dominant,
because the charges do not drift. In the high-ﬁeld regions close to the electrodes dominates
usually only one charge carrier type  electrons or holes. Therefore, there are not enough
partners for recombination. In addition, in the high-ﬁeld regions there are large charge
carrier density gradients, which may also cause a signiﬁcant diﬀusion current contribution.
These considerations demonstrate that polarization, i.e. more speciﬁcally charge distribu-
tions and electric ﬁelds, which are space-dependent, can cause a reduction of the eﬀective
CCE. We now have to show, how polarization arises as a dynamic eﬀect.
Phenomenological Model for the Polarization
To account for a space-dependent electric ﬁeld, we have to use the Poisson equation addi-
tional to the continuity equations (5.22) to determine the electric ﬁeld in a self-consistent
way. We assume that the electric ﬁeld will evolve instantaneously with the charge carrier
density. The full system of equations is then given by (we stay again in one dimension)
∂n
∂t
=
1
e
∂je
∂z
+G+ r(n2i − np)−
dnT
dt
, (5.81)
∂p
∂t
= −1
e
∂jh
∂z
+G+ r(n2i − np) , (5.82)
dnT
dt
= ce
(
(NT − nT)n−NCe−
EC−ET
kBT nT
)
, (5.83)
je = eµenE + µekBT ∂n
∂z
, jh = eµhpE − µhkBT ∂p
∂z
, (5.84)
dE
dz
=
e
εε0
(p− n+ %NT − nT) , (5.85)
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where ρ ∈ [0, 1] is the relative charge of an empty trap. G is an extra source term, which
parametrizes again an external source, such as ionization due to a 90Sr source or an electron
beam, and is deﬁned in Equation (5.52). For the electric ﬁeld we require again∫ ds
0
E dz = U . (5.86)
To demonstrate, how polarization arises, and to be able to solve approximately the Equa-
tions (5.81) to (5.85), we need some assumptions. First, we assume that we have a quasi-
stationary case for the electrons and holes in the conduction and valence bands, respec-
tively. Furthermore, we assume that the generation term, G, is the dominant one, and
r(n2i − np) can be neglected. Finally, we assume that the trap density changing rate
evolves much slower compared with G. Again we assume, that the electric potential of
the charge carriers, eU , is much larger than their thermal kinetic energy, kBT , hence, we
neglect the diﬀusion current contributions. We obtain
0 = µe
∂(nE)
∂z
+G , (5.87)
0 = −µh∂(pE)
∂z
+G . (5.88)
Both equations are similar and integrable. With the (rather arbitrary) boundary conditions
n(z = ds) = 0 and p(z = 0) = 0,19 we obtain
n(z) =
G
µeE(z)(ds − z) , p(z) =
G
µhE(z)z . (5.89)
For simplicity we assume µe = µh ≡ µ. For diamond this is reasonable.
The electron traps, which are uniformly distributed will be, therefore, faster ﬁlled at z ≈ 0
due to Equation (5.64). We assume n(z) NCe−
EC−ET
kBT and nT(t = 0) = 0. We obtain
nT(z, t) = NT
(
1− e−cen(z)t) . (5.90)
It is obvious that for completely ﬁlled traps no space-dependent charge distribution exists
due to traps.
The electric ﬁeld is determined by the Poisson Equation (5.85). We distinguish two cases.
In the ﬁrst one the average charge densities in the conduction and valence bands, n0 ≈
G
µU/d2s
, are larger than NT. We can neglect in the Poisson equation the terms NT% − nT,
and obtain
dE
dz
=
eG
εε0µE (2z − ds) . (5.91)
The solution of this diﬀerential equation is
E(z) =
√
E20 +
2eG
εε0µ
(z − ds)z . (5.92)
19Boundary conditions are hard to pose. A more realistic condition is n(z = ds) = ni, but since ni is
small, our approach is reasonable.
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The integration constant, E0, has to be chosen to fulﬁll (5.86).
In the second case we assume n0  NT, which is true for all beam currents used by us,
and obtain for the Poisson equation
dE
dz
=
eNT
εε0
(
%− 1 + e−cen(z)t) . (5.93)
Since n(z) depends on the electric ﬁeld, E , this diﬀerential equation is diﬃcult to solve. If
we assume a not too strong space-dependence of E , then we can replace E by U/ds in n(z).
We get, hence, the approximate solution
E = eNT
εε0
(
(%− 1)z + µU
ceGdst
e−ce
G
µU/ds
(ds−z)t
)
+ E0 , (5.94)
where E0 is again determined by (5.86).
Both cases could contribute to the polarization. Simple estimates show that√
eGd2s
εε0µ
≈ 25 V/cm , and eNTds
εε0
≈ 10 MV/cm ,
for single crystal diamond under testbeam conditions (IFC = 10 nA). For the estimates
we assumed NT ≈ 1015 cm−3. Since the averaged electric ﬁeld applied to the sensor is
U/ds ≈ 3 kV/cm, the ﬁrst case, the polarization driven by the dose rate, can be neglected
in single crystal diamond. It evolves almost instantaneously (characteristic time scale is
tdrift) with switching on or oﬀ the source.
The second case is governed by the defect density, NT, which is suﬃciently large to play
a role. The polarization in this case evolves according to Equation (5.90) with a time
constant proportional to τc = (cen(z))−1 and depends therefore on the dose rate as can
be observed in Equation (5.89), since G does. The polarization due to traps is therefore
induced by the space-dependence of the conduction band charge densities, and evolves the
faster, the larger the dose rate is. Where n(z) ≈ 0, i.e. at z = ds, the characteristic trap
evolution time is τe as given in Equation (5.35), which is rather small. At z = 0, the trap
ﬁll time τNTT is maximal and dominated by τc.
Under testbeam conditions with e.g. IFC = 10 nA, the maximum trap ﬁll time is about
τNTT = 15 min for τ
−1
c = cen(0) =
ceGd2s
µeU
≈ 10−3 s−1 for the ﬁrst trap level in Table 5.2 with
the largest trap level to conduction band distance. For the shallower traps, the maximum
trap ﬁll time is more than 5 hours under the testbeam conditions.
The trap ﬁll time at low dose rates available with a 90Sr source is observed to be of the
order of half a month, as is shown in Figure 5.31. The maximum trap ﬁlling time of the
third trap level with the smallest trap level to conduction band distance in Table 5.2 is
about τNTT =22 hours. For the other trap levels, the maximum trap ﬁlling time is of the
order of years. However, the approximations leading to the Equations (5.89) are not valid
at low dose rates and n(z) can be a more complex function of z. Noticeable eﬀects of
polarization are already visible after few minutes under the 90Sr source in the CCD setup.
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Though, the deeper levels are faster ﬁlled using larger dose rates, while the shallower levels
might be ﬁlled faster using smaller dose rates in our model, where also the exchange of
charges between these levels is ignored. Therefore, it is a priori not obvious, which trap
level plays the most essential role in the polarization.
CCD Measurement with Polarity Alternating Voltage
For scCVD diamond, the polarization due to the traps can be avoided by using a polarity
alternating voltage with a frequency suﬃciently large to avoid the development of polar-
ization in the sensor material. Since the time constant for the evolution of polarization is
rather large at low dose rates as provided by a 90Sr source, a frequency of 1 Hz suﬃces to
suppress polarization eﬀects. Even with 5 Hz and 10 Hz we did not observe a signiﬁcant
change of the CCD. Figure 5.33 shows the CCD as function of the applied voltage for two
cases: with constant voltage and with a voltage alternating with 1 Hz.
For a constant voltage (blue triangles), the bias voltage was increased in steps up to 500 V
(upper branch), and then decreased in steps (lower branch). The polarization eﬀect is
clearly visible in the hysteresis. Because of the time dependence of the polarization, one
has to measure carefully the time of each CCD measurement with constant voltage for the
reproducibility of the measurement. This did not always succeed as is reﬂected in the not
so smooth curve of the CCD as a function of the voltage.
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Figure 5.33: The CCD of the scCVD diamond after partly pumping, using constant and
alternating high voltage (1 Hz) applied.
Using an alternating voltage results in a higher CCD for a given voltage, and a smoother
and time-independent CCD as a function of the voltage (red triangles). The ﬁt using
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Equations (5.44) and (5.39) results in τrelax ≈ 10−4 s and a mobility of about 3700 cm2/Vs.
The value obtained for the mobility matches well into the range given in Table 5.1. The
value of τrelax indicates that only few traps were ﬁlled, i.e. nT  NT, and therefore
τT ≈ (ceNT)−1 ≈ 10−5 . . . 10−3 s for NT ≈ 1015 cm−3 and ce ≈ 10−10 . . . 10−12 cm3/s as
given in Table 5.2.
Hence, the mobility seems to be largely unaﬀected by the radiation damages, whereas the
creation of traps reduces the relaxation time . The strong drop in the CCD and in the
sensor current during the irradiation in the testbeam is mainly caused by the development
of the polarization. This might also explain the dose rate independence of the ratio Is/IFC
in Figure 5.8. The polarization eﬀect dominates, and jumps due to the dose rate change
are hardly visible.
To avoid polarization eﬀects, which considerably aﬀect the measurements of the CCD of
diamond sensors, a voltage with alternating polarity with a suﬃciently large frequency is
necessary.
Operation Modes with Polarity Alternating Voltage
One can exploit this feature of diamond also for certain operation modes as are listed
in Section 5.1.2. Of course, for a current monitor, alternating voltage makes no sense,
because one wishes to see the signal current above the dark current. With alternating
voltage, however, also the polarization current will ﬂow, which is much larger than the dark
current. Small signal currents might not be visible on top of this background, whereas on
top of the dark current they still are.
For a MIP counter, on the other hand, or for BeamCal-sensors the alternating voltage
mode is applicable if the events of incident particles occur bunch-wise such as for the
ILC. Due to bunch trains with breaks of 100 ms in between, there is enough time for
switching the voltage polarity without creating a dead time. Whether the signals have
positive or negative polarity just matters for the readout electronics, but can be accounted
for technically. In this way, the deteriorating eﬀects of polarization can be avoided and the
CCE can be maintained on a higher level for a much longer time and dose than for the
5 MGy we used in the testbeam. Thus, we would have sensors with much larger radiation
tolerance than sensors with constant voltage applied.
While for a MIP counter only a threshold is necessary, which needs to be exceeded by the
signal to count the events, BeamCal provides information about the deposited energy via
the absolute signal size, which essentially scales with the CCE. Therefore, the signal size
for a ﬁxed energy deposit must be calibrated regularly with a reference signal to monitor
changes of the CCE. The characteristic trapping time constant depends on the dose rate
as well as the trap ﬁll level. Interruptions of the experiment will lead to a release of the
trapped electrons reducing the CCE. This rather short term behavior is more complex than
the general CCE drop due to the absorbed radiation dose, although polarization eﬀects are
suppressed, and must be monitored as well.
179

Chapter 6
Summary
In this thesis, we investigated the physics potential of a future linear collider to contribute to
the exploration of a corner stone of the electroweak Standard Model - the Higgs mechanism.
Using the recoil mass technique, which allows the reconstruction of the Higgs boson in the
Higgs-strahlung process e+e− → Zh without a speciﬁc model of the Higgs boson decay, the
precision reachable for the measurement of the mass and the hZZ-coupling are estimated.
In this context, the development of the reconstruction software tools was advanced. The
performance of the track reconstruction is investigated using a realistic detector simulation
in the full momentum and polar angle range. A method to identify particles after full
reconstruction of tracks and calorimeter showers is developed and tested.
For a particular sub-detector in the very forward region, the BeamCal, research and
development is pursued for proper sensors. These sensors have to withstand radiation
doses of up to 10 MGy.
Single and polycrystalline CVD diamond, GaAs and silicon sensor samples are exposed
to doses of up to 5 MGy at the DALINAC electron accelerator and their performance is
measured as function of the absorbed dose. Progress was made in the understanding of
the impact of radiation damage on the performance of the sensors.
6.1 The Proﬁle of the Higgs Particle
We performed a Higgs recoil analysis based on Monte-Carlo simulations, including a real-
istic detector simulation, a full reconstruction and the Standard Model background pro-
cesses to estimate the precision of the measurement of the Higgs boson mass and the
Higgs-strahlung cross-section.
We demonstrated, how such an analysis has to be accomplished generally when using ex-
perimental data. When experimental data are available, the Monte-Carlo sample used so
far will be replaced by them in the ﬁnal analysis stage. Furthermore, we found that a
precision of the Higgs strahlung cross-section and Higgs boson mass measurement of about
10 % and 1 h, respectively, can be achieved after an integrated luminosity of 50 fb−1, for
Mh = 120 GeV. This corresponds to about one month of ILC operation at
√
s = 250 GeV
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and with a luminosity of L = 2 × 1034 cm−2s−1. A larger cms energy leads to a large
drop in the precision of the Higgs boson mass measurement due to the increasing lepton
momentum measurement uncertainty.
The Higgs potential parameters can be determined, using Equations (1.19) and (1.27), by
µ =
Mh√
2
and λ =
µ2
v2
=
√
8M2hGF .
The uncertainties of these parameters, depending on those of the Higgs boson mass mea-
surement, are
∆µ =
∆Mh√
2
≈ 0.085 GeV ,
and
∆λ = 4 ·
√
2MhGF ∆Mh ≈ 7.92× 10
−3
GeV
∆Mh ≈ 9.5× 10−4 ,
for an integrated luminosity of 50 fb−1 and Mh = 120 GeV.
For a Higgs boson mass of Mh = 180 GeV, an integrated luminosity of about 250 fb−1
at
√
s = 350 GeV is needed to obtain the same signiﬁcance as for the investigations us-
ing Mh = 120 GeV. Using only 50 fb−1, the relative uncertainty of the Higgs-strahlung
cross-section is about 23 %. The determination of the Higgs boson mass is diﬃcult to
perform. Due to the larger width of the recoil mass peak and the strong ﬂuctuations of
the background the signal recoil mass peak is hardly visible on top of the background.
The statement that the recoil mass analysis in case of the Higgs-strahlung process is inde-
pendent on the Higgs boson decay mode needs a revision. If the decay mode is not known
then an additional relative uncertainty of the cross-section measurement of about 10 %
occurs.
6.2 Radiation-Hard Sensors for BeamCal
We presented the results of current radiation hardness investigations for several sensor
material candidates for the BeamCal. The most promising material matching many of
the requirements is GaAs, which withstands about 1 MGy. Also single crystal (scCVD)
and polycrystalline (pcCVD) chemical vapor deposition diamond, and silicon sensors were
investigated at room temperature. Silicon shows a huge dark current above a dose of
90 kGy. The diamond sensors tolerate at least 5 MGy. In question is, however, whether
diamond sensors are available as large-size wafers in the near future, i.e. as wafers with
sizes of about 100 cm2 or larger, and for reasonable prices.
The MIP sensitivity, which was investigated in the radiation hardness experiments, is
important for the calibration and alignment of the BeamCal sensors. The investigated
GaAs and diamond sensors retain their MIP sensitivity, and stay operational in this respect.
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For the inner BeamCal segments much larger signals than those from MIPs are expected
inside the beamstrahlung pair showers. GaAs and diamond will surely stay sensitive to
these signals. Only the response will decrease with the accumulated dose, and also the
sensitivity and the precision of the measurement of the energy deposited in the shower will
drop.
In order to obtain a better understanding of the impact of radiation damages on the
sensor performance, we investigated scCVD diamond in more detail. A model based on
semiconductor physics was applied for this purpose. With the help of the drift-diﬀusion
model we were able to estimate several phenomenological constants  time scales and cross-
sections  for scCVD diamond from the experimental results. Similarly, for GaAs values
for some phenomenological quantities were estimated.
The observation of strong polarization eﬀects in diamond led to the closer investigations
of this polarization under high intensity irradiation. Such strong polarization eﬀects are
expected in the model as a consequence of the increasing amount of radiation damages
inducing charge trapping and therefore space charges in the bulk material. The develop-
ment of polarization with increasing density of local damages may be the major reason
for a signal drop also in other isolator crystals. Measurements are proposed to prove the
general validity of the model.
An interesting option is to operate diamond sensors with alternating high voltage polarities.
Then the drop of the signal due to polarization may be reduced. A proposal for a dedicated
testbeam study is made to investigate this option also for other isolator crystals.
For the semi-insulating GaAs, we did not detect indications of polarization. The charge
carrier concentrations in the valence and conduction band are usually too large such that
the time scales for trapping and recombination might evolve rather fast. Hence, polariza-
tion eﬀects in GaAs may be diﬃcult to detect since lifetime is below our time resolution.
In any case, the fast drop of the CCD with the accumulated dose is mostly an eﬀect of
the change in the trapping or recombination time since the current, and therefore also the
mobility, does not change too much. Whether the persisting doping and a possible reaction
to the irradiation with electrons is responsible, or whether new defects are created during
the irradiation, we cannot conclude.
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Appendix A
Probabilistic Method for Case
Distinction
A.1 One Variable
Let's assume, we have a quantity x that is measured in an experiment with which we
want to distinguish two cases. For example, x could be the energy deposition inside an
electromagnetic calorimeter, and we want to distinguish whether an electron and or a muon
is causing this deposition. The quantity x is a number, which is randomly distributed
according to f1(x) for electrons and according to f2(x) for muons.
If the distributions are normalized, i.e. it holds∫
fi(x) dx = 1 , i = 1, 2 , (A.1)
then the probability to ﬁnd a value x ∈ [X,X+dX] under the condition to have a particle
i is given by
P (X|i) ≡ Pi(X < x < X + dX) = fi(X) dX . (A.2)
Using the Bayesian Theorem [193], we can calculate the probability to have the particle i
under the assumption that x ∈ [X,X + dX],
P (i|X) = P (X|i)P (i)∑
j P (X|j)P (j)
=
fi(X) dX · P (i)∑
j fj(X) dX · P (j)
. (A.3)
The only unknown quantities are the prior probabilities, P (i), to have an electron or a
muon at all. If we have no information about these probabilities, we assume a uniform
distribution, i.e. P (i) = 1/2 for i = 1, 2. If there are N particles to be distinguished, then
P (i) = 1/N for i = 1, . . . , N . That is, the probability that a particle i caused the energy
deposition X is given by
P (i|X) = fi(X)∑
j fj(X)
. (A.4)
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An Example
Assume we want to distinguish electrons and muons from the energy deposited by them
inside the electromagnetic calorimeter divided by the particle energy, x = EECAL/E. It
is obvious that x ∈ [0, 1]. We assume the following (arbitrarily chosen) distributions
normalized in x ∈ [0, 1]
fe(x) = 2x , fµ(x) = 2(1− x) .
If we measure a certain value x = X, then the probability that this deposition is caused
by an electron is given by Equation (A.4),
P (e|X) = 2X
2X + 2(1−X) = X .
Accordingly, the probability for a muon causing this deposition is given by
P (µ|X) = 2(1−X)
2X + 2(1−X) = 1−X .
The discrimination power is the more signiﬁcant, the farther X is away from 1/2.
A.2 More Variables
We now want to distinguish N particles. This time we haveM variables xi for this purpose.
The distributions can be now quite complex accounting for possible correlations between
these variables. For example, one can use M functions for each particle type, where each
single distribution is a function of one of the variables, such as in the previous section,
fj(xi) , i = 1, . . . ,M ; j = 1, . . . N .
On the other hand, we could also use two-dimensional distributions being function of two
of the variables, which are pairwise diﬀerent
fj,k(xi, xl) , i, l = 1, . . . ,M ; j = 1, . . . N .
The index k runs from 1 to the number of diﬀerent distributions  in maximumM(M+1)/2.
However, one can also take less distributions.
How to continue is obvious, and in the extreme case, one can use one function of all
variables as distribution,
fj(x1, . . . , xM) , j = 1, . . . N .
Distributions of one and more dimensions even can be combined. For a clearer view, we
summarize the variables into a vector ~x = (x1, . . . , xM)T . We assume K distributions
fj,k(~x), where k = 1, . . . , K and j is the particle index. The functions fj,k depend on one
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or more of the variables in ~x and are normalized with respect to the integral over the
volume spanned by the variables f depends on.
The single probability to have the particle i under the assumption that ~x is inside a volume∏M
i=1 dXi around ~X is given by
Pk(i| ~X) = fi,k(
~X)∑N
j=1 fj,k(
~X)
. (A.5)
The total probability of having the particle i if ~x is inside a volume
∏M
i=1 dXi around ~X is
then the normalized product
P (i| ~X) =
∏K
k=1 Pk(i| ~X)∑N
j=1
∏K
k=1 Pk(j| ~X)
. (A.6)
A.3 Notes for Application
The variables can be out of a ﬁnite range, but also out of a inﬁnite range. To be useful for
computer applications the range must be necessarily restricted to a ﬁnite range. In this
case, a bin must be added with describes the probability to be outside this range. Important
is also that the distributions are nowhere close to zero, because then the computer precision
might not be suﬃcient to give a good separation in at this location. If the distribution is
too close to zero, also the division-by-zero error could occur in Equation (A.6).
Usually the distributions are also not known analytically. One has to use histograms
instead. Samples of distributions are generated using Monte-Carlo simulations, and the
histograms are ﬁlled and normalized. The same remarks as for the distributions also hold
for histograms.
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Appendix B
Documentation of Pfoid
Pfoid is a MarlinReco sub-package and provides processors for particle identiﬁcation
and creation of probability density functions (PDF) needed for the identiﬁcation. The
particle identiﬁcation is based on a likelihood method as described in Appendix A. In the
following the general usage of the processors is described, followed by a detailed description
of the class hierarchy used.
B.1 Usage of the Processors
There are currently two processors in this package. Pfoid performs the particle identiﬁca-
tion and CreatePDFs creates one-dimensional probability functions needed by Pfoid.
B.1.1 Pfoid
The Pfoid processor reads PDF ﬁles of a certain format. This format is that general,
that in principle arbitrary combinations of the variables can be used in the histograms.
That is, one could also combine one and more-dimensional histograms. The PDF ﬁle just
describes the variables and the corresponding histograms in a header, and ﬁnally speciﬁes
the histogram entries.
The Pfoid processor has four parameters (three after the last modiﬁcation by A. Raspiereza):
RecoParticleCollection
the collection containing the reconstructed particle ﬂow objects, to which a particle
identity should be assigned.
NewRecoParticleCollection
the collection, in which the reconstructed particles with a particle ID should be
written (obsolete now)
FilePDFName
the name of the PDF ﬁle containing the PDF histograms for the charged particles
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neutralFilePDFName
the name of the PDF ﬁle containing the PDF histograms for the neutral particles
There are two big classes  charged and neutral particles  the particles are subdivided
in. They are distinguished by whether they have a track or not. For both classes diﬀerent
variables and distributions give optimal results. That is why two diﬀerent PDF ﬁles are
necessary.
Currently identiﬁed particle types are electrons, muons and pions in the charged particle
class, and photons and neutral hadrons (K0L) in the neutral particle class. Other particles
than these are assigned to one of these particle types according to their probability.
B.1.2 CreatePDFs
The CreatePDFs processor shall create the PDF ﬁles. This is currently a bit inconve-
nient, since no way was found to split the task for each particle type. That is, all particle
type samples must be available are processes at once.
CreatePDFs also provides only one-dimensional PDFs out of the following variables (see
also Section 3.3): EECAL/NECAL, EHCAL/NHCAL, cluster (1-excentricity), 〈dhit−track〉 (mean
hit-track distance), L1 (last layer of HCAL with a hit), L2 and L3 (next-to-last and
next-to-next-to-last layer of HCAL with a hit), EECAL/Etotal, EECAL, EHCAL, 〈Edhit−track〉
(energy weighted mean hit-track distance), NECAL, NHCAL, EL1 (ﬁrst ECAL layer with a
hit), EL2 and EL3 (second and third ECAL layer with a hit). Only these are also known
by Pfoid!
For each of these variables ranges have to be speciﬁed, which are currently hard-coded in
the include/Conﬁgure.h.
The following variables are used for the charged particle class: EECAL/NECAL, EHCAL/NHCAL,
εcluster, 〈dhit−track〉, L1, and EECAL/Etotal.
For the neutral particle class, the following variables are used: EECAL/NECAL, EHCAL/NHCAL,
εcluster, 〈dhit−track〉, L1, EECAL/Etotal and EL1.
The parameters of the CreatePDFs processor are:
MCParticleCollection
collection containing the MC information of the reconstructed particles
RecoParticleCollection
the collection containing the reconstructed particle ﬂow objects
ChargedPDFﬁlename
name of the output PDF ﬁle for the charged particle class
NeutralPDFﬁlename
name of the output PDF ﬁle for the charged particles
ChargedRunStart
array of run numbers at which a new charged particle sample starts in the sclio-input
ﬁles
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NeutralRunStart
array of run numbers at which a new neutral particle sample starts in the sclio-input
ﬁles
PIDCollection
array of numbers containing the PIDs (particle identities), which shall be accepted
in the calibration procedure (for neutral hadrons 130 (K0L) and 2112 (n) are used)
PIDnumbers
array of numbers of PIDs used per particle type (2 for neutral hadrons, see above)
RelCollection
name of the relation collection for the calorimeter hits (MC info relation)
MCTracksRelCollection
name of the relation collection for the tracker hits (MC info relation)
The sclio ﬁles must be speciﬁed in the order: ﬁrst charged particles then neutral particles!
It is in the responsibility of the user to provide the correct samples (single particle events)
of the correct type and the correct order!
B.2 Description of the PDF Class Hierarchy
Both processors Pfoid and CreatePDFs use an object called PDF (corresponding to
PDF.h and PDF.cc). This class contains the histograms, i.e. the distributions for each
particle type, for example.
The PDF object is a general framework for likelihood based separation procedures of
events. It was used for the particle identiﬁcation as well as for the signal-background
separation in the Higgs recoil mass analysis. A simple handling and a convenient extension
to higher-dimensional probability density functions were the primary design guide lines.
This class contains a VObject (corresponding to VObject.h and VObject.cc), which contains
the variables in a dynamic way. It contains further Category objects (which represent,
for example, the particle types; corresponding to Category.h and Category.cc), and each
category contains Histogram objects (corresponding to Histogram.h and Histogram.cc)
The PDF class contains methods to create and ﬁll the histograms for each category, to
read histograms from or to write them to a PDF ﬁle for each category with a consistency
check, and to calculate the likelihood for a variable set (inside the VObject) of being one
of the categories (e.g. particle types).
The VObject and the Category classes are just containers for bookkeeping. The actual work
is done in the Histogram class. Methods for ﬁlling, reading, normalizing, ... the histogram
are available, similar to the histogram class of Root. However, Root just provides at
most three-dimensional histograms. Therefore, it was necessary to create an own histogram
class. The ﬁlling of the histograms is not optimized with respect to the speed, yet. Just
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a simple search algorithm is used. Here is space for optimization e.g. by using a binary
search algorithm.
Table B.1 shows the format of the PDF ﬁle, which are currently ASCII ﬁles. Figure B.1
shows the class diagrams and hierarchy of the PDF object.
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> PDF name
> Number of Categories = K
> Name of Category 1
> Name of Category 2
> ....
> Name of Category K
> Number of Variables = M
> Name of Variable 1
> Name of Variable 2
> ....
> Name of Variable M
> Number of Histograms = N
> Dimension of histogram 1
> Dimension of histogram 2
> ....
> Dimension of histogram N
> Name of histogram 1
> Name of histogram 2
> ....
> Name of histogram N
> Name of Variable 1 in histogram 1
> start1 > bin width 1 > Number of bins 1
> Name of Variable 2 in histogram 1
> start2 > bin width 2 > Number of bins 2
> ....
> Name of Variable Dim. 1 in histogram 1
> start Dim > bin width Dim > Number of bins Dim
> Name of Variable 1 in histogram 2
> start1 > bin width 1 > Number of bins 1
> ....
> ....
> Name of Variable Dim. N in histogram N
> start Dim > bin width Dim > Number of bins Dim
> content of histogram 1 in category 1
> content of histogram 2 in category 1
> ....
> content of histogram N in category 1
> content of histogram 1 in category 2
> ....
> ....
> content of histogram N in category K
Table B.1: The PDF ﬁle format
195
PDF

p
df
N
ame
:
s
t
r
i
ng

n
C
t
s
:
i
n
t

ca
t
:
a
t
V
ec
+
*
V
O
:
bj
t
PDF
(
PF
name
:
s
t
r
i
ng
,
N
o
OfC
a
t
s
:
i
n
t
,
C
a
t
N
mes
[
n
C
a
t
s
]
:
s
t
r
i
ng
,
N
o
Of
H
i
s
t
:
i
n
t
,
N
o
Of
V
ar
:
i
n
t
,
V
ar
N
mes
[
N
o
Of
V
ar
]
:
s
t
r
i
ng
)
(il
e
:
t
i)
+
~
PDF
()
I
n
i
t
H
i
s
t
ogram
(C
a
t
N
me
:
s
t
r
i
ng
,
H
i
s
t
N
ame
:
s
t
r
i
ng
,
D
i
m
:
i
n
t
,
V
ar
N
me
[
D
i]
:
s
t
r
i
ng
,
S
t
ar
t
V
l[
D
i
m
]
:
d
ou
bl
e
,
B
i
n
W
id
t
h[
D
i
m
]
:
d
ou
bl
e
,
N
o
Of
B
i
ns
[
D
i
m
]
:
i
n
t
)
:
i
n
t
F
ili
t
s
(
t
a
:
t
i)
:
i
n
t
+
G
e
t
L
ik
e
lih
o
d(C
t
N
e
:
s
t
r
i
ng
)
:
d
ou
bl
e
R
a
d
PDF
(il
ename
:
s
t
r
i
ng
)
:
i
t
W
r
i
t
e
(il
:
t
i)
:
i
n
t
+
*G
t
H
i
s
t
ogra
(C
a
t
N
e
:
s
t
r
i
g
,
H
i
s
t
N
ame
:
s
t
r
i
ng
)
:
H
i
s
t
ogram
C
a
t
egory

ca
t
N
me
:
s
t
r
i
n

n
H
i
s
t
:
i
n
t
+
hi
t
:
H
i
s
t
V
ec
C
a
t
egory
(
N
am
:
s
t
r
i
ng
,
N
o
Of
H
i
s
t
:
i
n
t
)
~
t
()
+
G
e
t
N
ae
()
:
s
t
r
i
ng
t
o
Of
H
i
t
()
:
i
t
«
d
a
t
ype
»
H
i
s
V
c
«
d
a
t
ype
»
C
V
c
H
i
s
t
ogram

hi
s
t
N
ame
:
s
t
r
i
ng

di
:
i
n
t

var
N
es
[di
m
]
:
s
t
r
i
ng

s
tt
[di]
:
ou
bl
e

w
i
t
h[i]
:
dl

bi
ns
[di
m
]
:
i
n
t

t
o
N
Of
B
i
s
:
i
t

cn
t
e
t
[
o
t
N
Of
B
i
ns
]
:
d
ou
bl
e

d
s
i
t
y
[3]
:
d
u
bl
e

norm
:
d
ou
bl
e

v
l
:
l
+
H
i
s
t
ogra
(
H
i
s
t
N
ame
:
s
t
r
i
ng
,
D
i
mens
i
o
:
i
n
t
)
i
t
m
(i
t
:
t
i
,
ii
:
i
t
,
V
ar
N
me
[di]
:
s
t
r
i
ng
,
S
t
ar
t
V
l[di
m
]
:
d
ou
bl
e
,
B
i
n
W
id
t
h[di
m
]
:
d
ou
bl
e
,
N
o
Of
B
i
ns
[di
m
]
:
i
n
t
)
~
H
i
s
t
ogra
()
+
S
e
t
V
a
ibl
e
(
V
ar
N
o
:
i
n
t
,
V
ar
N
me
:
s
t
r
i
ng
,
S
t
ar
t
V
l
:
d
ou
bl
e
,
B
i
n
W
id
t
h
:
d
ou
bl
e
,
N
o
Of
B
i
ns
:
i
n
t
)
:
i
n
t
t
r
il
s
(
ame
[di]
:
s
t
r
i
ng
,
S
t
ar
t
V
l[di
m
]
:
l
,
ii
t
[i
m
]
:
d
u
bl
e
,
N
o
Of
B
i
s
[di
m
]
:
i
n
t
)
:
i
n
t
F
il(*
V
O
:
V
bj
ec
t
)
:
i
n
t
+
S
e
t
B
i
n
C
o
t
n
t
(
B
i
I
d
:
i
t
,
V
a
l
ue
:
d
ou
bl
e
)
:
i
n
t
G
t
N
rm
()
:
d
ou
bl
e
e
t
V
o
l
ue
()
:
l
+
G
t
H
i
s
t
N
a
()
:
s
t
r
i
ng
e
t
D
n
i
t
es
()[3]
:
d
ou
bl
e
G
t
C
o
tt
(*
V
O
:
V
j
c
t
)
:
d
ou
bl
e
+
e
t
N
rm
C
on
t
e
t
(*
:
V
Obj
ec
t
)
:
d
ou
bl
e
G
t
B
i
n
tt
(
B
i
n
I
d
:
i
n
t
)
:
d
ou
bl
e
e
t
D
i
es
i
on
()
:
i
t
+
G
t
T
o
t
N
Of
B
i
s
()
:
i
n
t
e
t
V
arme
()[di
m
]
:
s
t
r
i
ng
G
t
S
t
r
t
()[i]
:
d
ou
bl
e
+
e
t
V
ar
W
id
t
h()[di]
:
l
G
t
B
i
ns
()[i
m
]
:
i
n
t
C
ompare
H
i
t
(*hi
s
t
:
H
i
s
t
ogram
)
:
d
ou
bl
e
V
Obj
ec
t

vn
:
i
t

ar
N
mes
[
vn
]
:
s
t
r
i
ng

v
V
l
u
[]
:
d
ou
bl
e
+
Obj
ec
t
(
N
o
Of
V
ars
:
i
n
t
)
~
V
j
t
()
S
e
t
N
ame
(
V
ar
N
o
:
i
n
t
,
V
ar
N
me
:
s
t
r
i
ng
)
:
i
n
t
+
t
s
(
mes
[
v
]
:
s
t
i
ng
)
:
i
t
S
e
t
V
a
l
ue
(
V
ar
N
o
:
i
n
t
,
V
a
l
ue
:
d
ou
bl
e
)
:
i
n
t
t
l(
e
:
s
t
r
i
ng
,
V
a
l
:
d
ou
bl
e
)
:
i
n
t
+
G
e
t
V
a
l
ue
(
V
ar
N
o
:
i
n
t
)
:
d
ou
bl
e
t
l(
me
:
s
t
r
i
ng
)
:
d
ou
bl
e
G
e
t
N
o
Of
V
ar
ibl
s
()
:
i
t
+
t
ame
(
N
o
:
i
n
t
)
:
s
t
r
i
ng
G
e
t
N
s
()[
v
]
:
s
t
r
i
g
+
hi
t
+
ca
t
+
*
V
O
Figure B.1: Class hierarchy for the PDF object.
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Appendix C
Kinematic of the Higgs-Strahlung
Process
C.1 Relation between Z Boson and Lepton Momenta
As described in Section 4.1 for the on-shell situation where the recoiled Higgs and Z bosons
have their pole masses, Mh and MZ , respectively, the energy of the Z boson is given by
EZ =
s+M2Z −M2h
2
√
s
.
If the polar and azimuthal angles of the Z boson are given, also the momentum of the
Higgs boson is completely determined by the energy-momentum conservation on the hZZ-
vertex. However, the Z boson momentum direction is not ﬁx. Using the coss-section in the
Standard Model the Z prefers to be recoiled perpendicular to the beam pipe at the ILC,
but any other polar angle is also possible. For the azimuthal angle there is no preference
at all.
We therefore assume the Z boson moves into the positive z-direction, index 0 in this frame,
i.e. its four-momentum is given by
p0Z = (EZ , 0, 0, pZ)
T ≡ (EZ , 0, 0, βZEZ) ,
where β2Z = 1− 1/γ2Z and γZ = EZ/MZ . Any other direction can be achieved by rotation
of the three-momentum vector,
pZ = Rp
0
Z , R =

1 0 0 0
0
0 R
0
 ,
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and R being a three-dimensional rotation matrix. The Lorentz transformation matrix
Λ(−βZ) =

γZ 0 0 −βZγZ
0 1 0 0
0 0 1 0
−βZγZ 0 0 γZ

transforms pµZ in the Z boson rest frame, i.e.
Λ(−βZ)pµZ = (MZ , 0, 0, 0)T .
Λ(βZ) is the back transformation.
The Z boson boost direction is taken as the z-axis also in the Z boson rest frame. The x-
and y-axes are maintained. The Z boson decays into leptons, which obtain in the Z boson
ret frame the equal amount of energy, MZ/2, and ﬂy in mutually opposite directions.
Neglecting the lepton masses, their four-momenta can be parametrized by
pr± =
MZ
2
(1,± sinϑr cosϕr,± sinϑr sinϕr,± cosϑr)T ,
where ϑr and ϕr are the polar and azimuthal angles, respectively, of the positive lepton,
index r denoting quantities in the Z boson rest frame. By transforming these vectors into
the ILC frame, i.e. applying Λ(βZ) results in
p0± =
MZ
2
(γZ(1± βZ cosϑr),± sinϑr cosϕr,± sinϑr sinϕr, γZ(βZ ± cosϑr))T .
The three-momentum absolute value is
|~p0±| =
MZ
2
(
sin2 ϑr + γ2Z(βZ ± cosϑr)2
)1/2
.
The cosine of the acollinearity is then obtained as
cosαacoll =
~p0− · ~p0+
|~p0−| |~p0+|
=
γ2Z(β
2
Z − cos2 ϑr)− sin2 ϑr[(
sin2 ϑr + γ2Z(βZ + cosϑ
r)2
) (
sin2 ϑr + γ2Z(βZ − cosϑr)2
)]1/2 ,
which results for ϑr = pi/2, i.e. the leptons move perpendicular to the Z boson momentum
direction in the Z boson rest frame,
cosαacoll = 1− 2
γ2Z
=
2M2Z
E2Z
= 1− 4M
2
Zs
(s+M2Z −M2h)2
. (C.1)
For Mh = 120 GeV and
√
s = 250 GeV, we obtain, thus, an acollinearity of about 108◦.
Furthermore, |~p0±| = MZγZ2 = EZ2 , as it must be.
The rotation matrix R can be written as a product of the rotation about the x-axis with
the Z boson polar angle, ϑZ , and the rotation about the z-axis with the Z boson azimuthal
angle, ϕZ ,
R = Rz(ϕZ) ◦ Rx(ϑZ) ,
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where
Rz(ϕZ) =
cosϕZ − sinϕZ 0sinϕZ cosϕZ 0
0 0 1
 , Rx(ϑZ) =
1 0 00 cosϑZ − sinϑZ
0 sinϑZ cosϑZ
 .
Then the relation to the lepton momenta in the ILC cms frame are
~p± = R~p0± =
MZ
2
± sinϑr cosϕr cosϕZ − sinϕZ (± sinϑr sinϕr cosϑZ − γZ(βZ ± cosϑr) sinϑZ)± sinϑr cosϕr sinϕZ + cosϕZ (± sinϑr sinϕr cosϑZ − γZ(βZ ± cosϑr) sinϑZ)
± sinϑr cosϕr sinϑZ + γZ(βZ ± cosϑr) cosϑZ
 .
In a speciﬁc case we choose ϕZ = 0, ϑZ = pi/2, and the above expression simpliﬁes
~p± =
MZ
2
(± sinϑr cosϕr,−γZ(βZ ± cosϑr),± sinϑr sinϕr)T .
Assuming further ϕr = 0, ϑr = pi/2, then this reduces to
~p± =
MZ
2
(±1,−βZγZ , 0)T .
C.2 Momentum Parametrizations and Relations
A three-momentum can be parametrized in spherical coordinates as
~p = p(sinϑ cosϕ, sinϑ sinϕ, cosϑ) , (C.2)
with p the absolute value, i.e. |~p| = p, and ϑ and ϕ the polar and azimuthal angles,
respectively. In cylindrical coordinates it looks like
~p = p⊥(cosϕ, sinϕ, ctgϑ) ,
where ctg is the cotangent (cosϑ/ sinϑ), p⊥ is the transverse momentum. The absolute
value is then
|~p| = p
√
1− ctg2ϑ = p⊥
sinϑ
.
We deﬁne the acoplanarity as
αacopl = |ϕ+ − ϕ−| mod pi , (C.3)
which represents the angle between the two planes spanned each by the unit vector in
z-direction and the respective momentum vector of the leptons.
In the ﬁnal example of the previous section we obtain therefore
p± =
EZ
2
, ϑ± =
pi
2
, p⊥ ≡ p .
In this special case, acollinearity and acoplanarity are the same, but to calculate ϕ± one
has to solve simultaneously
cosϕ± = ± 1
γZ
, sinϕ± = −βZ .
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C.3 Summary of Event-speciﬁc Variables
The invariant di-lepton mass, mdi−lepton were introduced in Equation (4.6) in Section 4.1.3.
The cosine of the polar angle of the lepton momenta in the ILC laboratory frame, cosϑ`± ,
are also introduced there and were used for the process identiﬁcation.
The acollinearity, i.e. the angle between the momenta of a lepton-antilepton pair, and the
acoplanarity were introduced in Section 4.1.4 in Equation (4.9) and in Equation (C.3),
respectively. Figure C.1 illustrates amongst others the acollinearity and the acoplanarity.
Additionally, we deﬁne the di-lepton polar angle by
cosϑdi−lepton =
p`+,z + p`−,z
|~p`+ + ~p`−| (C.4)
and the missing transverse momentum,
pmiss⊥ =
√
(p`+,x + p`−,x)2 + (p`+,y + p`−,y)2 , (C.5)
p`±,x, p`±,y and p`±,z denoting the components of the lepton momenta in the ILC laboratory
frame. pmiss⊥ characterizes the transverse momentum imbalance due to the not reconstructed
recoiled Higgs boson.
All of the seven variables, mdi−lepton, cosϑdi−lepton, cosϑ`± , αacoll, αacopl, and pmiss⊥ , are
distributed over a certain range. For the Higgs-strahlung process, all variables except the
polar angles exhibit pronounced peaks in their distributions. Speciﬁcally, the peak of the
Z boson resonance appears in the mdi−lepton spectrum at MZ , and the acollinearity has a
peak around 108◦ for
√
s = 250 GeV and Mh = 120 GeV.
200
electron polar angle
x
y
z
−e
e+
−e
e+
x
y
z
e+
−e
x
y
z
e+
−eZ
h
di−lepton polar angle
acollinearity y
x
z
acoplanarity
missing transverse
momentum
positron polar angle
Figure C.1: Illustration of the variables characterizing the process signature, which are
used by the case distinction procedure.
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Appendix D
Properties of the Gauss-Landau
Convolution
Deﬁnitions
The Landau distribution, ϕ(λ), as deﬁned in Equation (1.43) does not contain any free
parameter. However, by a simple transformation of λ one can introduce two parameters,
MPV and σL, characterizing the most probable value position and the width1 by
λ =
x−MPV
σL
+ λMPV ,
where λMPV = −0.22278299... is the actual MPV position of the intrinsic Landau distribu-
tion ϕ(λ). The new distribution L(x;MPV, σL),
L(x;MPV, σL) =
1
σL
ϕ
(
x−MPV
σL
+ λMPV
)
, (D.1)
is then normalized if ϕ is,∫ ∞
−∞
L(x;MPV, σL) dx =
∫ ∞
−∞
1
σL
ϕ
(
x−MPV
σL
+ λMPV
)
dx
=
∫ ∞
−∞
ϕ(λ) dλ = 1 .
In the last line dλ = dx
σL
was used.
The Gaussian distribution is deﬁned as
G(x;µ, σG) =
1
2piσ2G
exp
(
−(x− µ)
2
2σ2G
)
, (D.2)
1It is not a standard deviation! Moments do not exist!
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which is also normalized on [−∞,∞]. The two parameters, µ and σG, are the mean value
and the standard deviation.
The convolution of the Landau and the Gaussian distributions is deﬁned as
GL(z;MPV, σL, σG) =
∫ ∞
−∞
L(x;MPV, σL)G(x; z, σG) dx . (D.3)
MPV of L and GL are diﬀerent
First we show that GL, Equation (D.3), is normalized, if L, Equation (D.1), is normalized:∫ +∞
−∞
GL(z) dz =
∫ +∞
−∞
∫ +∞
−∞
L(x;MPV, σL)G(x; z, σG) dx dz
=
∫ +∞
−∞
L(x;MPV, σL)
∫ +∞
−∞
G(x; z, σG) dz︸ ︷︷ ︸
=1
dx
=
∫ +∞
−∞
L(x;MPV, σL) dx
= 1 .
In general are the most probable values of GL and L diﬀerent. To show this, we use
G(x; z, σG) = G(z;x, σG) and ddzG(z;x, σG) = − z−xσ2G G(z;x, σG) and calculate:
0
!
=
dGL(z)
dz
=
∫ +∞
−∞
L(x;MPV, σL)
dG(z;x, σG)
dz
dx
=
∫ +∞
−∞
L(x′; 0, σL)
dG(z;x′ +MPV, σG)
dz
dx′ , with x′ = x−MPV
= −
∫ +∞
−∞
L(x′; 0, σL)
z − x′ −MPV
σ2G
G(z;x′ +MPV, σG) dx′ .
Multiplication by σ2G leads ﬁnally to
0
!
= f(z) + (MPV − z)GL(z) ,
where f(z) =
∫ +∞
−∞ x
′ L(x′; 0, σL)G(z;x′ + MPV, σG) dx′. If we assume, that z = MPV,
then it would be necessary that f(MPV) = 0. This is generally wrong, since L(x′; 0, σL)
in the integrand of f(MPV) is positive and not symmetric with respect to x′ → −x′  the
area under L for x′ < 0 is smaller than that for x′ > 0 (most probable value is not equal
to the median of the Landau distribution). The Gaussian in the integrand of f(MPV), i.e.
G(x′; 0, σG) is symmetric under x′ → −x′, and x′ is antisymmetric! Hence, f(MPV) 6= 0,
and the most probable values of L and GL are diﬀerent.
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Appendix E
The Charge Collection Distance
E.1 The CCD in Terms of a mean drift distance
An electrically charged particle is drifting in a material if an electric ﬁeld is applied. We
assume a process where a particle starts at some point z0, drifts to the point z, i.e. it
drifted the distance z − z0. In a semiconductor electrons can be excited to the conduction
band, where they are free to drift, and ﬁnally they are recombined with a hole.
Lets assume, that the distance z − z0 is exponentially distributed with the mean drift
distance λ,
(z − z0) ∼ 1
λ
e−(z−z0)λ ,
where z ∈ [z0,∞].
In a measurement process is z, of course, limited. That is, z0 < z < ds, if an electron drifts
in positive direction. The electron (or hole) drifts the path length, z − z0, and induces on
the electrodes a mirror charge according to the Ramo-Shockley Theorem [194, 195, 153,
196, 197],
z − z0
ds
e = qcoll ,
where qcoll is the charge collected as mirror charge at the electrode. e is in this terminology
the induced charge. The maximum signal charge, that can be collected at the electrode is
equal to qcoll = e, if the electron started at z0 = 0 and drifted until z = ds.
To ﬁnd the averaged drift distance, we have to account for that z < ds. If z > ds we
would still measure z = ds, i.e. we average (z − z0) over [z0, ds] and add ds − z0 times the
probability, that z is larger than ds,
〈z − z0〉λ =
∫ ds
z0
z − z0
λ
e−(z−z0)/λ dz + (ds − z0)
∫ ∞
ds
1
λ
e−(z−z0)/λ dz .
We assume, that the ionization locations are uniformly distributed along the path of the
ionizing particles, i.e. z0 is uniformly distributed between [0, ds]. If we average 〈z − z0〉λ
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according to this uniform distribution, we obtain after the execution of the integrals
〈z − z0〉 := 1
ds
∫ ds
0
〈z − z0〉λ dz0 = λ
[
1− λ
ds
(
1− e−ds/λ)] .
We identify this with the CCD for an ensemble of particles with uniformly distributed start
values z0 ∈ [0, ds]. The charge collection eﬃciency is just
CCE =
CCD
ds
.
λ is than the real material property and independent of the geometry, i.e. ds. λ can be
expressed in terms of a drift time, which we call relaxation time, and a drift speed,
λ = τrelaxvdrift .
The drift speed can be written as vdrift = µE , i.e. it is proportional to the driving electric
ﬁeld.
E.2 Mathematical Properties of the CCE
The above introduced λ can depend on the space-coordinate, z, through the electric ﬁeld,
E . We deﬁne the mean drift length in terms of the sensor thickness.
y =
λ
ds
.
The the CCE is
CCE
(
y(z)
)
= y(z)
[
1− y(z) (1− e−1/y(z))] ,
where we now assume, that y is a function of the space-coordinate, z. We want to show,
that it holds 〈
CCE(y)
〉 ≤ CCE(〈y〉) . (E.1)
For this we only need to show, that CCE(y) is concave, i.e. d
2CCE
dy2
< 0. The derivatives of
the CCE are
dCCE
dy
= (1− 2y) + (1 + 2y)e−1/y
d2CCE
dy2
= −2 + e−1/y(2 + 2/y + 1/y2)
d3CCE
dy3
= y−4e−1/y
The third derivative is larger than zero, except at y = 0 and y =∞, where this derivative
is zero. That is, the second derivative monotonously increasing with y. Together with the
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Figure E.1: The CCE as function of y and its ﬁrst and second derivatives.
fact, that the second derivative is zero at y =∞, which is the maximum, proves, that the
second derivative of the CCE is negative for any ﬁnite y. Figure E.1 shows the CCE as
function of y and its ﬁrst two derivatives.
Therefore, the CCE as function of y is concave, and we can employ the Jensen's inequality,
which directly gives (E.1) for the above assumptions. We use the standard representation
for concavity,
CCE
(
ξy1 + (1− ξ)y2
) ≥ ξCCE(y1) + (1− ξ)CCE(y2) ,
with 0 ≤ ξ ≤ 1, and quite arbitrary y1 and y2 > y1. We choose, ξy1 + (1 − ξ)y2 = 〈λ〉,
y2 = λ(z), and y1 an arbitrary number. We obtain, therefore,
ξ =
〈λ〉 − λ
y1 − λ .
Inserting this into the above concavity inequality and multiplying by (y1 − λ) yields
(y1 − 〈λ〉)CCE
(〈λ〉) ≥ (〈λ〉 − λ)CCE(y1) + (y1 − 〈λ〉)CCE(λ) .
Applying the averaging procedure to this inequality gives
(y1 − 〈λ〉)CCE
(〈λ〉) ≥ (〈λ〉 − 〈λ〉)CCE(y1) + (y1 − 〈λ〉)〈CCE(λ)〉 ,
where immediately the ﬁrst term on the right-hand side vanishes. Finally, dividing by
(y1 − 〈λ〉), we obtain (E.1).
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