Approximation of center-valued Betti-numbers by Knebusch, Anselm
ar
X
iv
:0
80
4.
05
30
v2
  [
ma
th.
OA
]  
10
 A
pr
 20
08
Approximation of Center-Valued
Betti-Numbers
Anselm Knebusch1 at the Department of Mathematics
Georg-August-Universita¨t Go¨ttingen (Germany) and
Katholieke Universiteit Leuven (Belgium)
E-mail: knebusch@uni-math.gwdg.de
Abstract
A useful tool to calculate L2-Betti-numbers is an approximation theorem which is proved
in its original version by W. Lu¨ck. It shows that L2-Betti-numbers β
(2)
n (X˜) of the univer-
sal covering X˜ of a CW complex X , with residually finite fundamental group π , can be
approximated by the Betti-numbers of the finite subcovers β
(2)
n (X˜/πi) . Since then, the
the approximation theorem has been generalized in several steps and is now proven for a
large class of groups containing e.g. all extensions of residually finite groups with amenable
quotients, all residually amenable groups and free products of these.
However, there is also a finer invariant than L2-Betti-numbers: the so called universal or
center-valued Betti-numbers βu . They measure the dimension of the homology, using the
center-valued trace tru
N (G) of the finite von Neumann algebra N (G) , instead of the usual
C-valued trace trC
N (G). In this paper we generalize the ordinary approximation theorem to
an approximation theorem for universal Betti-numbers.
1 Introduction
For a finite CW complex X with fundamental group π , the L2-homology of the univer-
sal covering X˜ is given as the kernel of the combinatorial Laplacians ∆∗ on C
(2)
∗ (X˜) =
C
(cell)
∗ (X˜)⊗Zpi ℓ
(2)(π) , which is after a choice of a cellular base isomorphic to a complex of finite
direct sums of ℓ2(π) on which the Laplacian ∆p = (cp ⊗ id)
∗(cp ⊗ id) + (cp−1 ⊗ id)(cp−1 ⊗ id)
∗
acts by left multiplication with a matrix over Zπ ⊂ N (π) . Here, N (π) ⊂ B(ℓ2(π)) is the
group von Neumann algebra of π: it is the von Neumann algebra generated by the left regular
representation of π. L2-Betti-numbers measure the dimension of the L2-homology and can be
defined as β2p(X) := dim
C
N (G)(ker(∆p)) .
W. Lu¨ck shows in [10] that the L2-Betti-numbers β
(2)
n (X˜) of the universal covering X˜ of a CW
complex X , with residually finite fundamental group π , can be approximated by their finite
dimensional analogons β
(2)
n (X˜/πi) .
Using these ideas in a different context, J. Dodziuk and V. Mathai prove in [4] a similar
approximation result for amenable groups. In [13] , T. Schick combines both ideas and extends
the result to a more general class G, of groups, containing in particular amenable and residually
finite groups.
In an alternative formulation these proofs rely on showing that the kernel of a matrix A ∈
Md(ZG) can be approximated via the kernels of the matrices pi(A) ∈ Md(ZG), where the pi
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are coming from some limit or extension process of G . Finally in [3] J. Dodziuk, P. Linnell,
T. Schick and S. Yates, extend the coefficient ring ZG to QG , especially to prove the Atiyah
conjecture for matrices over QG and G from a subclass of G . In this paper, the approximation
theorem will be generalized to an approximation theorem for the center-valued Betti-numbers
βup (X) := dim
u
N (G)(ker(∆p)) . More precisely, we show that their Fourier coefficients (which
are multiples of the so called delocalized Betti-numbers introduced by Lott in [9]) can be
approximated.
2 Notation and Preliminaries
We first need to introduce some notations. In the following, G always denotes a discrete
group, and we write C(G) for the set of elements g ∈ G with finite conjugacy class 〈g〉. For
abbreviation we denote by g the elements ug ∈ N (G) . Using this notation the group ring
is given by CG := {
∑
g∈G λgg | only finitely many λg 6= 0} ⊂ N (G) . The center of a von
Neumann algebra A is denoted by Z(A) := A ∩ A′ . The matrix ring Md(N (G)) is defined as
Md(N (G)) := N (G)⊗C Md(C) and we let these operators act on ℓ
2(G)d := ℓ2(G)⊗ Cd .
Proposition 2.1. The von Neumann algebra N (G) is a finite von Neumann algebra, hence it
comes with some standard traces.
1. The universal or center-valued trace
truN (G) : N (G) −→ Z(N (G)) ,
which satisfies the following properties (see e.g. [7]): for all a, b ∈ N (G) and c ∈ Z(N (G))
• truN (G)(ab) = tr
u
N (G)(ba) ,
• truN (G)(c) = c ,
• truN (G)(a
∗a) ≥ 0 and truN (G)(a
∗a) = 0 =⇒ a = 0 ,
• truN (G)(ca) = c tr
u
N (G)(a) ,
• truN (G)(a) ≤ ‖a‖ ,
• truN (G) is ultra-weakly continuous.
2. The standard trace
trCN (G) : N (G) −→ C : a 7→ 〈a · δe, δe〉 .
3. And the delocalized traces tr
〈g〉
N (G) , for g ∈ C(G) , given by:
tr
〈g〉
N (G) : N (G) −→ C : a 7→
∑
h∈〈g〉
〈a · δe, δh〉 .
These traces can be extended to Md(N (G)) by taking tr
(·)
N (G) := tr
(·)
N (G)⊗ trMd(C) , with trMd(C)
the non-normalized trace onMd(C) . We keep the same notation for the extended traces. More-
over the universal trace and the standard trace are positive, hence they induce the following
dimension functions on N (G)-submodules V of ℓ2(G)d :
dimuN (G)(V ) := tr
u
N (G)
(
P ) ∈ Z(N (G))
dimCN (G)(V ) := tr
u
N (G)
(
P ) ∈ C .
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Here P = P 2 denotes the projection matrix with Im(P ) = V . We now define the spectral
density functions of operators. Roughly speaking it measures the growth of the spectral pro-
jections.
Definition 2.2. Let G be a discrete group and A ∈Md(N (G)) a positive operator. Define
• the spectral density function
FA : [0,∞) −→ [0,∞) : ε 7→ tr
C
N (G)
(
χ[0,ε](A)
)
,
• and the center valued spectral density function as
F uA : [0,∞) −→ Z(N (G)) : ε 7→ tr
u
N (G)
(
χ[0,ε](A)
)
.
where χ[0,ε] denotes the characteristic function of the interval [0, ε] .
Using this notation we have FA(0) = dim
C
N (G)(ker(A)) and F
u
A(0) = dim
u
N (G)(ker(A)) .
Definition 2.3. Given A ∈ N (G)+ , the spectral density function FA induces the Fuglede-
Kadison determinant, which is defined as
lndet(A) :=
∫ ∞
0+
ln(λ)dFA(λ) .
Definition 2.4. Let J be an index set. For A := (ai,j)i,j∈J with ai,j ∈ C , define
S(A) := sup
i∈J
|supp(zi)| ,
where zi is the vector zi := (ai,j)j∈J and supp(zi) := |{j ∈ J | ai,j 6= 0}| .
Now let |A|∞ := supi,j |ai,j | and A
∗ := (aj,i)i,j∈J . Define
κ(A) :=
{ √
S(A)S(A∗) · |A|∞ if S(A) + S(A
∗) + |A|∞ <∞
∞ else
Elements of Md(CG) are identified with degenerated matrices, indexed by J × J where J :=
{1, . . . , d} ×G . For more details we refer to [3] .
Definition 2.5. Let G be a discrete group and take A ∈ Md(o(Q)G) positive (where o(Q)
denotes the algebraic integers), choose a finite Galois extension L ⊂ C of Q , such that A ∈
Md(LG) . Let σ1, . . . , σr : L → C be the different embeddings of L in C with σ1 the natural
inclusion L ⊂ C . If
lndet(A) ≥ −d
r∑
k=2
ln
(
κ(σk(A))
)
, (2.6)
we say A has the bounded determinant property. A discrete group G is said to have the
bounded determinant property, if all A ∈Md(QG) satisfy property (2.6).
Lemma 2.7. Given A ∈ Md(CG) and let A[i] be as described in 3.1 , then there exists an
i0 ∈ I such that for all i ≥ i0 we have
‖A| ≤ κ(A) ≤ ∞ and (2.8)
‖A[i]‖ ≤ κ(A) . (2.9)
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Proof. This is proven in [3] Lemmas 3.31 , 3.22 , 3.28 .
Definition 2.10. Let U < G be a subgroup of G . We call G/U an amenable homogenous
space, and G an extension of U with amenable quotient, if we have a G-invariant metric
d : G/U × G/U → N such that sets of finite diameter are finite and such that for all K > 0
and ε > 0 there exists some finite subset ∅ 6= X ⊂ G/U with
|NK(X)| := |{x ∈ G/U ; d(x,X) ≤ K and d(x,G/U −X) ≤ K}| ≤ ε|K| .
(A special case for this occurs when U ⊳ G is a normal subgroup and G/U is an amenable
group.)
Lemma 2.11. A nested sequence of finite subsets X1 ⊂ X2 ⊂ · · · ⊂ G/U is called Følner
exhaustion of G/U if
⋃
Xi = G/U and for all K > 0 and ε > 0 there exists an i0 ∈ N such
that for all i ≥ i0 we have
NK(Xi) ≤ ε|Xi| .
Every amenable homogenous space admits such an exhaustion.
Proof. Compare for example Lemma 4.2 in [13] .
3 Main Result
Situation 3.1. Let G be a discrete group that can be constructed out of groups satisfying the
bounded determinant property, in one of the following ways:
• U < G with C(G) ⊂ C(U) and G/U admits a G-invariant metric making it an amenable
homogenous space.
• If G is the direct or inverse limit of a directed system of groups Gi .
In [3] the bounded determinant property is proven for a large class G of groups which is based
on the above constructions. Most common examples with this property are amenable groups
and residually finite groups.
An other big class of groups satisfying the determinant bound property are sofic groups. A
brief description about sofic groups and a proof for the determinant bound property is done in
the next section. For more details, about sofic groups we refer to [5] where the slightly different
semi-integral-determinant property is proven for sofic groups.
We now introduce a uniform notation for the three constructions. Let A ∈Md(QG) , where Q
denotes the field of algebraic numbers. The approximating matrices denoted by A[i] will have
different meanings depending on how G is constructed. We have three cases.
1. The group G is the inverse limit of a directed system of groups Gi . Define A[i] ∈Md(QG)
to be the image pi(A) of A under the natural map pi : G→ Gi . In this case tr
C
i , tr
u
i and
tr
〈g〉
i will denote tr
C
N (Gi)
, truN (Gi) and tr
〈g〉
N (Gi)
.
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2. The group G is the direct limit of a directed system of groups Gi . Denote by pi : Gi → G
the corresponding maps.
In order to define the approximating matrices A[i] we need to make some choices. Write
A = (ak,l) with ak,l =
∑
g∈G λ
g
k,lg . Then, only finitely many of the λ
g
k,l are non-zero. Let
V be the corresponding finite collection of g ∈ G . Since G is a direct limit of Gi we can
find j0 ∈ I such that V ⊂ pj0(Gj0) . Choose an inverse image for each g in Gj0 . This
gives a matrix A[j0] ∈ Md(QGj0) which is mapped to A[i] := pj0i(A[j0]) ∈ Md(QGi) for
i > j0 . In this case, tr
C
i , tr
u
i and tr
〈g〉
i will denote tr
C
N (Gi)
, truN (Gi) and tr
〈g〉
N (Gi)
. Keep in
mind that the values of the traces can depend on the choices made to define A[i] .
3. The group G is an amenable extension of U with Følner exhaustion X1 ⊂ X2 ⊂ · · · ⊂
G/U . Let Pi = pi ⊗ idd with pi : ℓ
2(G) → ℓ2(G) the projection on the closed subspace
generated by the inverse image of Xi in G . The image of Pi is isomorphic to ℓ
2(U)|Xi|d
as N (U)-module. We define A[i] := PiAPi considered as an operator on the image of Pi .
With this definition, A[i] is no longer an element of Md(N (G)) but can be seen as an
element in Md|Xi|(N (U)) . In this case, tr
C
i , tr
u
i and tr
〈g〉
i denote the following
tr
(·)
i (A[i]) :=
1
|Xi|
tr
(·)
Md|Xi|(N (U))
(A[i]) .
Throughout the rest of the paper, Gi will denote the obvious groups in the limit cases (1) and
(2). In the amenable case we take Gi = U constantly. We use tr
C
i , tr
u
i to define FA[i] and F
u
A[i] .
Betti-numbers are given as the dimension of the kernel of the Laplacian ∆p. Since the value of
the spectral density functions at zero is exactly the dimension of the kernel, we can state our
approximation theorem as follows.
Theorem 3.2. Let A ∈ Md(QG) and g ∈ C(G) . Then, for any ε > 0 and any choice of
matrices A[i] , there exists an i0 ∈ I such that for all i ≥ i0 :
|〈F uA(0) · δe, δg〉 − 〈F
u
A[i](0) · δ[e]i, δ[g]i〉| < ε .
Where we denote by δ[g]i the unit vector corresponding to
• the group element pi(g) ∈ Gi , in the inverse limit case (1) of (3.1) ,
• a chosen preimage of g ∈ Gi , according to the choices made to define A[i] in the direct
limit case (2) of (3.1) ,
• g ∈ C(G) in the amenable case (3) of (3.1). Without the assumption that C(G) ⊂ C(U)
approximation is still possible but then only for g ∈ C(U) .
Remark 3.3. The original approximation theorem (Theorem 3.12 in [3]) is contained in the
above result if we set g = e .
Examples 3.4. As a direct consequence, one can use the center-valued approximation theorem
to show the vanishing of βu for a closed manifold X with fundamental group π1 in certain cases.
One has
1. βu0 (X˜) = β
2
0(X˜)e , for residually finite π1 and
2. βup (X˜) = β
2
p(X˜)e, for all p ∈ N , if π1 is free abelian .
This follows directly using [9] (example 8 and proposition 2) .
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4 Bounded Determinant for Sofic Groups
In this section we describe the method of G. Elek and E. Sabo´ in [5] to show that sofic groups
have the semi-integral-determinant property and show how we can use this to prove that they
also have the determinant bound property. We use a general method that can be used to show
that the semi-integral determinant property implies determinant bound property if we have
approximations with matrices over finite groups.
Definition 4.1. A group G has the semi-integral-determinant property if for any matrix A ∈
Md(ZG) we have
lndet(A) ≥ 0 .
Definition 4.2. Let G be a finitely generated group and S ⊂ G be a finite set of generators.
Then the group G is called sofic, if there is a sequence of finite directed graphs {Vn, En}n≥1
edge-labeled by S and subsets V0 ⊂ Vn with the following property:
For any δ > 0 and r ∈ N , there is an integer nr,δ such that if m ≥ nr,δ > 0 and B(G,S)(r)
denotes the r-ball in the Cayley-graph , then
• For each v ∈ V 0m , there is a map ψ : B(G,S)(r)→ Vm , which is an isomorphism (of labeled
graphs) between B(G,S)(r) and the r-ball in Vm around v ,
• |V 0m| ≥ (1− δ)|Vm|
Remark 4.3. This definition for sofic groups is equivalent to the more common description
using maps ψn : G→ Sn and looking at the fixed-point-sets.
Theorem 4.4. Sofic groups have the determinant bound property (Def. 2.5) .
Let G be sofic and A = (ai,j)1≤i,jled ∈Md(o(Q)G) be a positive operator. Consider the operator
kernel of A , that is the function KA : G × G → Md(o(Q)) such that for f : G → ℓ
2(G)d we
have
Af(x) =
∑
y∈G
KA(x, y)f(y) .
This just means KA(x, y) = Ag if x = gy and A =
∑
g∈GAgg ,Ag ∈ (a
g
i,j)1≤i,j≤d ∈ Mdo(Q) .
There is a constant ωA , the width of A such that KA(x, y) = 0 if d(x, y) > ωA in the word
metric of G with respect to the generating system S .
The approximating kernel is constructed as follows. For m > n(ωA, 12 )
, define KmA : Vm× Vm →
Md(o(Q)) , let K
m
A (x, y) = 0 if y /∈ V
0
m and K
m
A (x, y) = K
m
A (g, e) if y ∈ V
0
m , x = ψy(g)
Lemma 4.5. Let G be a sofic group, A ∈ Md(o(Q)G) a positive operator. Denote by Am the
bounded linear transformations on ℓ2(Vm)
d defined by the kernel functions KmA and denote with
det∗(KmA ) the product of the non-zero eigenvalues of K
m
A .
lim
m→∞
ln(det∗(A))
|Vm|
= lndet(A)
Proof. This is proven in [5] Lemma (6.1) .
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G. Elek and E. Szabo´ prove the semi-integral-determinant property (Theorem 6 in [5]) by using
that the product of the positive eigenvalues of the Am are integes and hence by applying the
lemma the claim follows. Given A ∈Md(o(Q)G) , choose a finite Galois extension Q ⊂ L ⊂ C
such that A ∈ Md(LG) . Let σi=1,... n : L →֒ C be the different embeddings of L in C and
denote with σ1 the natural inclusion. We set A˜ :=
⊕d
i=1 σi(A) . For A˜ Lemma 4.5 obviously
still holds. The product of the non-zero eigenvalues of A˜m are is lowest non-zero coefficient c
of the characteristic polynomial. Since o(Q) is a ring, c ∈ o(Q) and c is stable under all σi , c
is in Q and also is an algebraic integer, hence c ∈ Z .
Lemma 4.6. If A and B are positive injective operators in Md(CG) and A ≤ B we have
lndet(A) ≤ lndet(B)
Proof. This is proven in [11]) , Lemma 3.15 .
Lemma 4.7. Let A be a positive operator in Md(CG) and let A
⊥ : ker(A)⊥ → Im(A) be the
weak isomorphism obtained by restricting A to ker(A)⊥ . Then
lndet(
√
(A⊥)∗A⊥) = lndet(A)
Proof. This is also proven in [11] , Lemma 3.15 .
We have
√
(A⊥)∗A⊥ ≤ ‖A‖ id ≤ κ(A) id. By applying Lemma 4.6 , Lemma 4.7 and Lemma
4.5 we get
0 ≤ lndet(A˜) = d
n∑
i=1
lndetσi(A)
=⇒− d
n∑
i=2
lnκ(σi(A)) ≤ −
n∑
i=2
lndetσi(A) ≤ lndet(A) .
This proves Theorem 4.4 .
5 Some Key Lemmas
The Fourier coefficients of F uA(0) are given by
〈F uA(0) · δe, δg〉 =
{
1
|〈g〉| tr
〈g〉
N (G)(pr| ker(A)) if g ∈ C(G)
0 otherwise.
This can be easily seen using Dixmier’s approximation theorem (see e.g. [7]). In the rest of the
paper g is always taken in C(G) .
The proof of the C-valued approximation theorem in [3] is based on the following three major
facts.
1. ‖A‖ and ‖A[i]‖ have an upper bound,
2. trCN (G) is positive,
7
3. the Fuglede-Kadison determinant lndet(A) has a lower bound.
For the center-valued approximation theorem that we prove in this paper, fact (1) is obviously
still valid. The facts (2) and (3) of course do not apply to our situation, since they involve the
C-valued trace trCN (G) , but the main ideas of Lu¨ck’s method work in general for any positive
functional if in addition the Fuglede-Kadison determinant derived from it has a lower bound
for A and all approximating A[i] . In Definition 5.2, we define traces which are derived from
delocalized traces and are positive. Using these traces we also define deviated Fuglede-Kadison
determinants and prove the existence of a lower bound. Using our method, it would also be
possible to directly approximate the Fourier coefficients of the projections on the homology.
These coefficients depend on the choice of the basis, hence we do not see any application for
this general approximation and restrict to functionals derived from delocalized traces.
A key ingredient of our method is the following simple lemma.
Lemma 5.1. If a ∈ N (G) is a positive element then, for all g ∈ G we have
〈a · δe, δe〉 ≥ |〈a · δg, δe〉|
Proof. a = b∗b then, using Cauchy-Schwarz inequality we get
〈a · δe, δe〉 = ‖b · δe‖ · ‖b · δe‖ = ‖b · δe‖ · ‖b · δg‖ ≥ |〈b · δe, b · δg〉| = |〈a · δg, δe〉|
Definition 5.2. Take A ∈Md(N (G)) and g ∈ C(G)− {e} , define
Tr
〈g〉,Re
N (G) (A) := tr
C
N (G)(A) +
1
2|〈g〉|
(
tr
〈g〉
N (G)(A) + tr
〈g−1〉
N (G)(A)
)
, (5.3)
Tr
〈g〉,Im
N (G) (A) := tr
C
N (G)(A) +
1
2i|〈g〉|
(
tr
〈g〉
N (G)(A) − tr
〈g−1〉
N (G)(A)
)
. (5.4)
It follows from Lemma 5.1 that both traces are positive. The next lemma shows that for a
selfadjoint A ∈Md(N (G)) we have
〈F uA(0) · δe, δg〉 =
1
|〈g〉|
tr
〈g〉
N (G)(A)
= Tr
〈g〉,Re
N (G) (A) + iTr
〈g〉,Im
N (G) (A)− tr
C
N (G)(A) − i tr
C
N (G)(A) .
This is one of the main tricks in our paper. We prove the approximation theorem for Tr
〈g〉,Re
N (G)
and Tr
〈g〉,Im
N (G) . Then we finally prove Theorem 3.2 by applying this approximation and the
classical approximation theorem (Theorem 3.12 in [3]) to the above equation.
Lemma 5.5. For all g ∈ C(G) and selfadjoint A ∈ Md(N (G)) , the traces Tr
〈g〉,Re
N (G) (A) and
Tr
〈g〉,Im
N (G) (A) are given by the following real numbers
Tr
〈g〉,Re
N (G) (A) = tr
C
N (G)(A) + Re
( 1
|〈g〉|
tr
〈g〉
N (G)(A)
)
,
Tr
〈g〉,Im
N (G) (A) = tr
C
N (G)(A) + Im
( 1
|〈g〉|
tr
〈g〉
N (G)(A)
)
.
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Proof. Since the trace on Md(N (G)) is just a summation of traces on N (G) it is sufficient
to treat the case d = 1 . Write A =
∑
h∈G λhh ∈ N (G) . We have 〈g〉
−1 = 〈g−1〉 and
selfadjointness of A yields λh = λh−1 . Hence
tr
〈g〉
N (G)(A) = tr
〈g−1〉
N (G)(A) .
6 Lower Bound for Determinants
Definition 6.1. Take a positive operator A ∈ Md(N (G)) and denote by {E
A
λ := χ[0,λ](A) |
λ ∈ R+0 } the spectral family of A . Define then the following spectral density functions:
FA(λ) := tr
C
N (G)(E
A
λ ) ,
F
〈g〉,Re
A (λ) := Tr
〈g〉,Re
N (G) (E
A
λ ) ,
F
〈g〉,Im
A (λ) := Tr
〈g〉,Im
N (G) (E
A
λ ) .
For positive A ∈Md(N (G)) , the spectral density functions FA , F
〈g〉,Re
A and F
〈g〉,Im
A are mono-
tone increasing and induce Riemann-Stieltjes measures dFA(λ) , dF
〈g〉,Re
A (λ) and dF
〈g〉,Im
A (λ) ,
allowing us to define the following (deviations of the) Fuglede-Kadison determinant.
Definition 6.2. Take A ∈Md(N (G)) positive and define
lndet(A) :=
∫ ∞
0+
ln(λ)dFA(λ) ,
lndet〈g〉,Re(A) :=
∫ ∞
0+
ln(λ)dF
〈g〉,Re
A (λ) ,
lndet〈g〉,Im(A) :=
∫ ∞
0+
ln(λ)dF
〈g〉,Im
A (λ) .
In order to prove Theorem 3.2 we need a lower bound for the deviated Fuglede-Kadison deter-
minants lndet〈g〉,Re(A) and lndet〈g〉,Re(A) . We obtain it using the fact that the perturbation
caused by the delocalized trace is controlled by the standard trace.
Lemma 6.3. Let G be a group that satisfies the determinant bound property and is constructed
as described in 3.1 . Take A ∈Md(o(Q)G) positive (where o(Q) denotes the algebraic integers),
choose a finite Galois extension L ⊂ C of Q , such that A ∈ Md(LG) . Let σ1, . . . , σr : L → C
be the different embeddings of L in C with σ1 the natural inclusion σ1 : L ⊂ C . Then
lndet〈g〉,Re(A) ≥ −2d
∣∣ r∑
k=2
ln
(
κ(σk(A))
)∣∣ ,
lndet〈g〉,Im(A) ≥ −2d
∣∣ r∑
k=2
ln
(
κ(σk(A))
)∣∣ .
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Proof. We prove the lemma only for lndet〈g〉,Re , the case lndet〈g〉,Im being identical. Using
Lemmas 5.1 and 5.5 we get
trCN (G)(A) ≥
1
|〈g〉|
|Re
(
tr
〈g〉
N (G)(A)
)
| . (6.4)
Define the function f
〈g〉,Re
A (λ) :=
1
|〈g〉| Re
(
tr
〈g〉
N (G)(E
A
λ )) . For a ≤ b ∈ R
+
0 , inequality (6.4) yields
FA(b)− FA(a) ≥ |f
〈g〉,Re
A (b)− f
〈g〉,Re
A (a)| .
The Riemann-Stieltjes measure induced by FA(λ) dominates in absolute values the (possibly
signed) measure induced by fA(λ) . Hence, we have
lndet〈g〉,Re(A) =
∫ ∞
0+
ln(λ)dF
〈g〉,Re
A (λ)
=
∫ ∞
0+
ln(λ)dFA(λ) +
∫ ∞
0+
ln(λ)df
〈g〉,Re
A (λ)
≥ −
∣∣ ∫ ∞
0+
ln(λ)dFA(λ)
∣∣ − ∣∣ ∫ ∞
0+
ln(λ)df
〈g〉,Re
A (λ)
∣∣
≥ −2
∣∣ ∫ ∞
0+
ln(λ)dFA(λ)
∣∣
≥ −2d
∣∣ r∑
k=2
ln
(
κ(σk(A))
)∣∣
7 Convergence of the Trace
In this section we basically use the ideas from [3] and [13] to prove the following equalities, for
all G constructed as described in Situation 3.1 , g ∈ C(G) , A ∈Md(CG) and every polynomial
p ∈ C[x] :
lim
i→∞
Tr
〈g〉,Re
i (p(A[i])) = Tr
〈g〉,Re
N (G) (p(A)) , (7.1)
lim
i→∞
Tr
〈g〉,Im
i (p(A[i])) = Tr
〈g〉,Im
N (G) (p(A)) . (7.2)
The traces Tri depend on the construction of G . We deal first with the limit cases (1) and (2)
of 3.1 .
Lemma 7.3. Take A ∈Md(CG) , p ∈ C[x] and g ∈ C(G) . If G is the direct or inverse limit of
groups (Gi)i∈I then there is an i0 ∈ I such that for all i ≥ i0 :
Tr
〈g〉,Re
i (p(A[i])) = Tr
〈g〉,Re
N (G) (p(A)) ,
Tr
〈g〉,Im
i (p(A[i])) = Tr
〈g〉,Im
N (G) (p(A)) .
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Proof. The proof follows directly from the fact that the support
supp(p(A)) :=
{
λk,lg 6= 0 | 1 ≤ k, l ≤ d , (p(A))k,l =
∑
g∈G
λk,lg g
}
of p(A) ∈ Md(CG) is finite. Since G is an inverse or direct limit, choosing i0 big enough, we
have, for all i ≥ i0:
supp(p(A[i])) = supp(p(A)) .
As a consequence, the traces coincide.
To prove (7.1) and (7.2) in the amenable case (3) of 3.1, we adapt ideas from [13] (Lemma 4.6)
to our situation.
Lemma 7.4. Let G be an amenable extension of U with Følner exhaustion X1 ⊂ X2 ⊂ · · · ⊂
G/U . Then, for all g ∈ C(U) , A ∈Md(CG) and every polynomial p ∈ C[x] we have
lim
i→∞
Tr
〈g〉,Re
i (p(A[i])) = Tr
〈g〉,Re
N (G) (p(A)) ,
lim
i→∞
Tr
〈g〉,Im
i (p(A[i])) = Tr
〈g〉,Im
N (G) (p(A)) .
Proof. Again we only treat the case Tr
〈g〉,Re
N (G) and assume d = 1 , since the general case follows
by summing up the traces. Let A ∈ N (G) and denote A[i] := PiAP
∗
i , as described in 3.1 . By
linearity of the trace, it also suffices to treat the case where p is a monomial. Pull back the
metric on G/U in order to get a semi-metric on G . Denote the inverse image of Xi by X
′
i . For
g ∈ X ′i and h ∈ Uwe have Pi(h · δg) = h · δg . Selfadjointness of Pi implies for g ∈ X
′
i h ∈ U ,
that 〈(PiAPi)
nδg, h · δg〉 = 〈APiAPi . . . PiAδg, h · δg〉 and we have the following telescope sum:
APiA · · ·PiA = A
n −A(1− Pi)A
n−1 · · · −APi · · ·A(1− Pi)A . (7.5)
We now compute for s ∈ C(U) ,∣∣∣Tr〈s〉,ReN (G) (An)− Tr〈s〉,Rei (A[i]n)∣∣∣ =∣∣∣〈Anδe, δe〉+ 12|〈s〉| ∑
h∈〈s〉∪〈s−1〉
〈Anδe, h · δe〉
−
1
|Xi|
∑
[g]∈Xi
(
〈Anδg, δg〉 −
1
2|〈s〉|
∑
h∈〈s〉∪〈s−1〉
〈A[i]nδg, h · δg〉
)∣∣∣
≤
1
|Xi|
∑
[g]∈Xi
∣∣∣〈Anδg, δg〉+ 1
2|〈s〉|
∑
h∈〈s〉∪〈s−1〉
〈Anδg, h · δg〉
− 〈Anδg, δg〉 −
1
2|〈s〉|
∑
h∈〈s〉∪〈s−1〉
〈A[i]nδg, h · δg〉
∣∣∣
=
1
|Xi|
∑
[g]∈Xi
∣∣∣(〈Anδg, δg〉 − 〈Anδg, δg〉)+ 1
2|〈s〉|
∑
h∈〈s〉∪〈s−1〉
(
〈Anδg, h · δg〉 − 〈A[i]
nδg, h · δg〉
)∣∣∣ .
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Using (7.5) and applying Cauchy-Schwartz inequality, we get∣∣∣Tr〈g〉,ReN (G) (An)− Tr〈g〉,Rei (A[i]n)∣∣∣ ≤ 1|Xi|
n−1∑
j=1
∑
[g]∈Xi
∣∣∣〈(1− Pi)Ajδg, (A∗Pi)n−jδg〉
+
1
2|〈s〉|
∑
h∈〈s〉∪〈s−1〉
〈(1− Pi)A
jδg, (A
∗Pi)
n−jh · δg〉
∣∣∣
≤
1
|Xi|
n−1∑
j=1
∑
[g]∈Xi/U
(
‖(1− Pi)A
jδg‖ · ‖A
∗‖n−j
+
1
2|〈s〉|
∑
h∈〈s〉∪〈s−1〉
‖(1− Pi)A
jδg‖ · ‖A
∗‖n−j
)
≤
2
|Xi|
n−1∑
j=1
∑
[g]∈Xi
‖(1− Pi)A
jδg)‖ · ‖A
∗‖n−j .
Define for i ∈ N
Ti :=
{
g ∈ G | λk,l[i],g 6= 0 where (A[i])k,l :=
∑
g∈G
λk,l[i],gg and 1 ≤ k, l ≤ d
}
.
Then the set T :=
∞⋃
i=1
Ti is a finite subset of G . Hence if we take R ∈ N big enough and let
BR(g) be the ball with radius R around g , we have
(1− PBR(g))A
jδg = 0 .
The integer R is independent from g , since the semi-metric is G invariant. Now if BR(g) ⊂ X
′
i ,
which means [g] ∈ Xi −NR(Xi) (see Definition 2.10) , we have Im(PBR) ⊂ Im(Pi) and hence
(1− Pi)A
jδg = 0 .
Now we have∣∣∣Tr〈s〉,ReN (G) (An)− Tr〈s〉,Rei (A[i]n)∣∣∣ ≤ 2|Xi|
n−1∑
j=1
∑
[g]∈Xi
‖(1− Pi)A
jδg‖ · ‖A
∗‖n−j
=
2
|Xi|
n−1∑
j=1
∑
[g]∈NR(Xi)
‖(1− Pi)A
jδg‖ · ‖A
∗‖n−j
≤
|NR(Xi)|
|Xi|
2
n−1∑
j=1
‖(1− Pi)A
j‖ · ‖A∗‖n−j
≤
|NR(Xi)|
|Xi|
2n max
j=1,...,n
{‖A‖j · ‖A∗‖n−j}︸ ︷︷ ︸
cn
.
The quantity cn is independent of i and Lemma 2.11 shows that
lim
i→∞
|NR(Xi)|
|Xi|
= 0 ;
hence the claim follows.
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8 Finalization of the Proof
Now we are finally ready to prove our theorem. The main idea in this section is to use the
lower bound of the Fulglede-Kadision determinant and is due to W. Lu¨ck in [10] .
Define for the spectral density functions F
〈g〉,Re
A and F
〈g〉,Im
A :
F
(·)
A (λ) := lim sup
i→∞
(F
(·)
A[i])(λ) ,
F
(·)
A (λ) := lim infi→∞
(F
(·)
A[i])(λ) ,
and denote their right-continuous approximations by
F
(·),+
A (λ) := lim
ε→0+
(F
(·)
A )(λ+ ε) ,
F
(·),+
A (λ) := lim
ε→0+
(F
(·)
A )(λ+ ε) .
Theorem 8.1. Let g ∈ C(G) and A ∈Md(QG) . Then
F
〈g〉,Re
A (0) = limi→∞
F
〈g〉,Re
A[i] (0) ,
F
〈g〉,Im
A (0) = limi→∞
F
〈g〉,Im
A[i] (0) .
Proof. We only prove F
〈g〉,Re
A (0) = limi→∞ F
〈g〉,Re
A[i] (0) . The other case can be done identically.
Fix λ ≥ 0 and take a sequence Pn of polynomials converging pointwise to χ[0,λ] , such that for
0 ≤ x ≤ κ(A) ,
χ[0,λ](x) ≤Pn(x) ≤ χ[0,λ+ 1
n
](x) +
1
n
χ[0,κ(A)](x) .
Applying functional calculus preserves the inequality and since for all i ∈ I ‖A[i]‖ ≤ κ(A) we
get
E
A[i]
λ ≤Pn(A[i]) ≤ E
A[i]
λ+ 1
n
+
1
n
id .
Then we apply the positve and hence order preserving trace Tr
〈g〉,Re
N (Gi)
and use the fact that
Tr
〈g〉,Re
N (Gi)
(id) ≤ 2 trCN (G)(id) = 2d . We get for all i ∈ I
F
〈g〉,Re
A[i] (λ) ≤Tr
〈g〉,Re
N (Gi)
(Pn(A[i])) ≤ F
〈g〉,Re
A[i] (λ+
1
n
) +
2d
n
.
Taking lim sup on the left side and lim inf on the right side leads to:
F
〈g〉,Re
A (λ) ≤Tr
〈g〉,Re
N (G) (Pn(A)) ≤ F
〈g〉,Re
A (λ+
1
n
) +
2d
n
.
The sequence Pn(A) converges strongly in a norm bounded set, hence it converges already in
the ultra-strong topology. Taking n→∞ and using normality of Tr
〈g〉,Re
N (Gi)
yields:
F
〈g〉,Re
A (λ) ≤F
〈g〉,Re
A (λ) ≤ F
〈g〉,Re,+
A (λ) . (8.2)
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Setting λ = 0 gives us the first half of the proof:
lim sup
i∈I
F
〈g〉,Re
A[i] (0) ≤F
〈g〉,Re
A (0) .
We prove now that F
〈g〉,Re
A (0) ≤ lim inf i∈I F
〈g〉,Re
A[i] (0) , which finishes the proof. We first pass
from I to a subnet J ⊂ I , such that lim supi∈J F
〈g〉,Re
A (0) = lim inf i∈I F
〈g〉,Re
A (0) . Equation (8.2)
still holds and we keep our notation F
(·)
, F (·) but using J instead of I . Moreover we need the
Fatou lemma and the fact that the (deviated) Fuglede-Kadison determinant is bounded. For
this we restrict to the case A ∈Md(QG) to the case Md(o(Q)G) , since Lemma 6.3 only holds
for A ∈ Md(o(Q)G) . But every algebraic number z can be written as a quotient y/k with
y ∈ o(Q) and k ∈ N . We work then with sA ∈ Md(o(Q)G) instead of A ∈ Md(QG), where s
is an appropriate integer. Of course this does not change the kernel and we do not lose any
generality.
Recall that κ(A) ≥ ‖A‖, ‖A[i]‖ . Using partial integration, we get
lndet〈g〉,Re(A) = ln(κ(A))(F
〈g〉,Re
A (λ)− F
〈g〉,Re
A (0))−
∫ κ(A)
0+
F
〈g〉,Re
A (λ)− F
〈g〉,Re
A (0)
λ
dλ
Lemma 6.3 yields a C ∈ R , independent of i ∈ I , such that lndet〈g〉,Re(A[i]) ≥ C and since
F
〈g〉,Re
A[i] (λ) ≤ Tr
〈g〉,Re
N (Gi)
(id) ≤ 2d , it follows that
∫ κ(A)
0+
F
〈g〉,Re
A[i] (λ)− F
〈g〉,Re
A[i] (0)
λ
dλ ≤ ln(κ(A))(F
〈g〉,Re
A[i] (λ)− F
〈g〉,Re
A[i] (0)) ≤ 2d · ln(κ(A))− C
(8.3)
Moreover for ε ≥ 0 we get
∣∣∣ ∫ κ(A)
ε
F
〈g〉,Re,+
A (λ)− F
〈g〉,Re
A (0)
λ
dλ−
∫ κ(A)
ε
F
〈g〉,Re
A (λ)− F
〈g〉,Re
A (0)
λ
dλ
∣∣∣
= lim
n→∞
∣∣∣ ∫ κ(A)
ε
F
〈g〉,Re
A (λ+
1
n)− F
〈g〉,Re
A (0)
λ
dλ−
∫ κ(A)
ε
F
〈g〉,Re
A (λ)− F
〈g〉,Re
A (0)
λ
dλ
∣∣∣
= lim
n→∞
∣∣∣ ∫ κ(A)+ 1n
ε+ 1
n
F
〈g〉,Re
A (λ)− F
〈g〉,Re
A (0)
λ
dλ−
∫ κ(A)
ε
F
〈g〉,Re
A (λ)− F
〈g〉,Re
A (0)
λ
dλ
∣∣∣
= lim
n→∞
∣∣∣ ∫ κ(A)+ 1n
κ(A)
F
〈g〉,Re
A (λ)− F
〈g〉,Re
A (0)
λ
dλ−
∫ ε+ 1
n
ε
F
〈g〉,Re
A (λ)− F
〈g〉,Re
A (0)
λ
dλ
∣∣∣
≤ lim
n→∞
(F 〈g〉,ReA (κ(A))− F 〈g〉,ReA (0)
nε
−
F
〈g〉,Re
A (κ(A))− F
〈g〉,Re
A (0)
nκ(A)
)
= 0
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Since this holds for every ε > 0 we can now use equation (8.3) to finish the proof∫ κ(A)
0+
F
〈g〉,Re
A (λ)− F
〈g〉,Re
A (0)
λ
dλ ≤
∫ κ(A)
0+
F
〈g〉,Re,+
A (λ)− F
〈g〉,Re
A (0)
λ
dλ
=
∫ κ(A)
0+
F
〈g〉,Re
A (λ)− F
〈g〉,Re
A (0)
λ
dλ
≤
(∗)
∫ κ(A)
0+
F
〈g〉,Re
A (λ)− F
〈g〉,Re
A (0)
λ
dλ
≤
∫ κ(A)
0+
lim inf i∈J
(
F
〈g〉,Re
A[i] (λ)− F
〈g〉,Re
A[i] (0)
)
λ
dλ
≤ lim inf
i∈J
∫ κ(A)
0+
F
〈g〉,Re
A[i] (λ)− F
〈g〉,Re
A[i] (0)
λ
dλ
≤2d ln(κ(A))
From this it follows that F
〈g〉,Re,+
A (0) = F
〈g〉,Re
A (0) , otherwise the third integral (∗) would not
be finite. So we have, using equation (8.2)
lim inf
i∈I
F
〈g〉,Re
A[i] (0) = lim sup
i∈J
F
〈g〉,Re
A[i] (0) = F
〈g〉,Re
A (0) ,
hence the second part is proven.
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