Abstract-Ensemble technique has been widely applied in regression problems. This paper proposes a novel approach of the ensemble of Complementary Neural Network (CMTNN) using double dynamic weight averaging. In order to enhance the diversity in the ensemble, different training datasets created based on bagging technique are applied to an ensemble of pairs of feed-forward back-propagation neural networks created to predict the level of truth and falsity values. In order to obtain more accuracy, uncertainties in the prediction of truth and falsity values are used to weight the prediction results in two steps. In the first step, the weight is used to average the truth and the falsity values whereas the weight in the second step is used to calculate the final regression output.
I. INTRODUCTION
In general, applying a single system to solve the large and complex real world problems might not be adequate for good performance [4] . Therefore, several researchers [5] , [6] , [7] , [12] , [13] , [14] , [15] have utilized the ensemble system to improve the accuracy on their works. One aspect that can improve the prediction performance of the ensemble technique is the system diversity [3] . Diversity is a measure that defines the disagreement degree in the output of the individual classified machines in the ensemble [11] . All machines in the ensemble should be diverse among themselves. Beside the diversity, accuracy of individual classifiers is also an important consideration. To derive better performance of ensemble, the trade-off between diversity and accuracy have to be considered [3] . It was found that a diverse ensemble of less accurate classification can yield better performance than an ensemble of more accurate classification with less diversity [17] .
Diversity in an ensemble system can be managed when the individual classified machines is created under different situations, which are different parameter settings of the classifiers, different classifier training datasets, and different classifier types [3] . In this paper, diversity can be reached by creating the individual classified machine under different classifier training datasets using bagging learning strategies with N components in an ensemble [2] . Bagging technique provides N views of the original training set which are generated by sampling with replacement procedure. All outputs obtained from all machines in the ensemble are aggregated in order to compute the final prediction output as shown in Fig. 1 In [8] , an ensemble of complementary neural networks (CMTNN) was utilized to solve the binary classification problem. The result was shown that the ensemble of CMTNN can yield better performance than a single system of CMTNN. CMTNN consists of pairs of neural networks which are the truth neural network trained to predict the level of truth values and the falsity neural network trained to predict the level of falsity values. The falsity value is supposed to be complement to the truth value of each input pattern, however, the boundary between the predicted truth and the predicted falsity values can be overlapped. Therefore, uncertainty can occur in this situation. This uncertainty value is computed from the difference between the truth and the falsity value which is used to calculate the weight in order to enhance the predicted result.
In this study, an ensemble of CMTNN is used to solved the regression problem. Uncertainty values are also applied to provide better output result. Uncertainty is computed from the prediction of the truth and falsity values which are then used to compute the weight. The proposed aggregation technique is separated into two parts. In the first part, uncertainty values are used to calculate the dynamic weight which is used to enhance the average truth and and the average falsity values. In the second part, uncertainty values are used to compute the dynamic weight for the averaged truth and the averaged falsity obtained from the first step. The benchmark data from UCI [1] are used to test our novel approach. These data sets are computer hardware, concrete compressive strength, and housing. These classical data sets were also used in [9] , [10] , [16] . The prediction performance of our method is compared with the existing techniques such as the ensemble of feed forward back propagation neural networks (BPNN), the ensemble of complementary neural networks (CMTNN) based on equal weight averaging, and the ensemble of complementary neural networks (CMTNN) based on dynamic weight averaging.
The rest of this paper is organized as follow. Section II explains an ensemble of complementary neural networks with the proposed aggregation technique. Section III describes the data sets and the experiment results. Conclusion and future work are described in section IV.
II. ENSEMBLE OF CMTNN WITH DOUBLE DYNAMIC WEIGHT AVERAGING
In this paper, neural networks in the training step are diverse and all the obtained outputs are aggregated. Diversity is managed using bagging technique in cooperated with bootstrap re-sampling in order to generate m training sets for m components in the ensemble. Each generated training set is created by random selection with replacement of the original input patterns. Instead of using native back propagation neural network in each component, complementary Although these two neural networks are used to train different target values, the number of neurons, initial weight and parameter setting are the same. The same generated training data are used in both truth and falsity neural networks in each component. The only different fashion is the falsity neural network applied the complement target value of the truth neural network. For example if the truth neural network applied 0.8 as the target value then the target value of the same input pattern for the falsity neural network will be 0.2.
In this paper, double dynamic weight averaging technique is used to aggregate the outputs obtained from all components in the ensemble. These weights are considered as certainty in the prediction. The high certainty means the high weight. Fig. 3 portrays the proposed ensemble of CMTNN with double dynamic weight averaging in the testing phase. Double dynamic weight in this study means that the dynamic weights are used in two steps. In the first step, uncertainty is considered as the difference between the truth and the nonfalsity output for each pattern in each component. Hence, the weight is calculated from the uncertainty value and then used to weight the averaged truth and the averaged falsity values.
Let T j (x i ) and F j (x i ) be the truth and the falsity values predicted for the input pattern x i of the component j, where j = 1, 2, 3, , m. The uncertainty values can be calculated as follows: 
Let W j (x i ) be the weight derived from the j th component for the input pattern x i which can be computed as follows:
Let T weight (x i ) and F weight (x i ) be the weighted average truth output and the weighted average falsity output, respectively. Both values can be calculated as follows:
For each input pattern, m components in the ensemble provide m different truth and falsity values. All the truth values are not exactly the same value. Also, all the falsity values are not the same. Therefore, uncertainly value obtained from these difference is used to improve the aggregate regression output. In the second step, The average of the difference among the entire truth values for each input pattern is calculated. In the same manner, the average of the difference among the entire falsity values of each input pattern is computed. Let U T (x i ) be an uncertainty obtained from the difference among the truth values of the input pattern x i . Let U F (x i ) be an uncertainty obtained from the difference among falsity values of the input pattern x i . U T (x i ) and U F (x i ) can be computed as follows:
Both uncertainly values are used to weight the combination between the weighted average truth value and the weighted average falsity value obtained from the first step. The weight for the truth value is calculated as the complement of the U T (x i ) while the weight for the falsity value is computed as the complement of the U F (x i ).
Let W T (x i ) and W F (x i ) be the weight for the truth value and the weight for the falsity value, respectively. The regression output with double dynamic weight averaging O(x i )) can be computed as follow:
III. EXPERIMENTS
A. Data Sets Preparation
Benchmark data sets named computer hardware, concrete compression strength, and housing from UCI repository are used in this experiment. Table I show the characteristic of these data sets. Each data set is randomly split into 80% training set and 20% testing set.
B. Experimental Procedure, Results And Analysis
Three UCI data sets are used to test the proposed ensemble model. This experiment does not focus on the optimization of the prediction but the purpose is only on the improvement of the prediction. For each data set, we create four types of ensemble, which are the proposed ensemble of complementary neural networks with double dynamic weight averaging, the ensemble of complementary neural networks with equal weight averaging, the ensemble of complementary neural networks with dynamic weight averaging, and the ensemble of feed forward back propagation neural network (BPNN). Each neural network in CMTNN is applied based on feed forward back propagation neural network. The obtained results from these four types of ensemble will be compared. All neural networks in this experiment are constructed using the same architecture and parameters. Thirty bags of training data sets are created using bootstrap resampling with replacement and applied to thirty components in each ensemble. For each neural network, the number of input-nodes is equal to the input features which are 6, 8, and 13 for computer hardware, concrete, and housing data sets, respectively. They have one hidden layer constituting of 2n neurons where n is the number of input features.
With the purpose of output aggregation, outputs from all components in the ensemble of BPNN are averaged. For the ensemble CMTNN, the aggregation techniques which are equal weight averaging and dynamic weight averaging are applied. For our novel aggregation approach, double dynamic weight averaging is applied to CMTNN.
In CMTNN technique, the truth and falsity outputs are created from a pair of the truth and the falsity neural networks in each component. For the equal weight averaging technique applied to CMTNN, a simple averaging is applied to these truth and non-falsity outputs. For the dynamic weight averaging technique, the weight is calculated only based on equations (8) and (9) . This technique does not consider the weight computed from equation (2) . The average truth and the average falsity are computed from the simple averaging technique and then used to calculate the final output.
For our proposed aggregation technique, uncertainty values are used to compute double dynamic weight averaging. In the first part, the weight is computed from the uncertainty value which is considered as the difference between the truth and the non-falsity output in each component. In the second part, the weights are calculated based on the difference among the truth values and the difference among the falsity values from all components. The weight obtained from the first part is used for the averaged truth and the averaged falsity values while the weight obtained from the second part is used to calculate the final regression output. Table II shows mean square error (MSE) derived from our novel ensemble of CMTNN compared to the existing ensemble of CMTNN and BPNN. This table shows that our proposed ensemble of CMTNN with double dynamic weight averaging yield better performance than other techniques. Table III shows the percent improvement of our purposed ensemble CMTNN with double dynamic weight averaging compared to other existing techniques. According to the results obtained from Concrete, Hardware, and Housing data sets, it can be shown that our purposed technique compared to BPNN provides better performance with 39.83%, 57.77%, and 8.25% respectively. For CMTNN with equal weight averaging, our purposed approach yield better performance with 6.80%, 2.40%, and 4.71% respectively. Our proposed technique also gives superior results with 1.42%, 0.49% and 0.8% when compared to CMTNN with dynamic weight averaging.
IV. CONCLUSION AND FUTURE WORK
The aim of this paper is trying to adjust and improve the existing CMTNN approach. An ensemble of CMTNN with double dynamic weight averaging based on bagging technique has been constructed to solve the regression problem. Each CMTNN consists of a pair of neural networks which are used to predict the truth and the falsity values. Uncertainty in the prediction has been used to enhance the prediction performance. There are two steps to apply the weight in our purposed aggregation technique. The weight derived from the first step is used to average the truth value and the falsity value for the input pattern while the weight in the second step is utilized to calculate the final regression output. The result shows that our proposed approach yield 
