Abstract-We present a new method of multiclass classification based on the combination of one-vs-all method and a modification of one-vs-one method. This combination of one-vs-all and one-vs-one methods proposed enforces the strength of both methods. A study of the behavior of the two methods identifies some of the sources of their failure. The performance of a classifier can be improved if the two methods are combined in one, in such a way that the main sources of their failure are partially avoided.
.
One-vs-All (OVA). This method has been proposed independently by several authors [1] , [2] . OVA method constructs K binary classifiers. Classifier ith, f i , is trained using all the patterns of class i as positive instances and the patterns of the other classes as negative instances. An example is classified in the class whose corresponding classifier has the highest output. This classifier decision function, f, is defined as:
fðx xÞ ¼ arg max j2f1;...;Kg f j ðx xÞ:
One-vs-One (OVO).
This method, proposed in [3] , constructs KðK À 1Þ=2 classifiers [4] . Classifier ij, named f ij , is trained using all the patterns from class i as positive instances, all the patterns from class j as negative instances, and disregarding the rest. There are different methods of combining the obtained classifiers, the most common is a simple voting scheme [5] . When classifying a new instance each one of the base classifiers casts a vote for one of the two classes used in its training. Another approach for the combination of the trained classifier is the Decision Directed Acyclic Graph (DDAG) [6] . This method constructs a rooted binary acyclic graph using the classifiers. The nodes are arranged in a triangle with the root node at the top, two nodes in the second layer, four in the third layer, and so on. To evaluate a DDAG on input pattern x x, starting at the root node the binary function is evaluated, and the next node visited depends upon the results of this evaluation. The final answer is the class assigned by the leaf node visited at the final step. .
Error Correcting Output Codes (ECOC). Dietterich and Bakiri [7] suggested the use of error correcting codes for multiclass classification. This method uses a matrix M of fÀ1; 1g values of size K Â F , where F is the number of binary classifiers. The ith column of the matrix induces a partition of the classes into two metaclasses. Instance x x belonging to class i is a positive instance for the jth classifier if and only if M ij ¼ 1. If we designate f j as the sign of the jth classifier, the decision implemented by this method, fðx xÞ, using the Hamming distance between each row of the matrix M and the output of the F classifiers is given by:
There are other approaches that use other distance measures between the outputs of the classifiers and each row of the coding matrix, or more sophisticated methods [8] .
The usefulness of this approach relies heavily on the independence of the classifiers [9] , without which the error correcting approach would fail. Rifkin and Klautau [10] suggested that if the binary classifiers are fine-tuned more accurately, the independence of the classifiers diminishes, and so does the efficiency of this approach. Allwein et al. [11] proposed a unifying approach for the different methods using a coding matrix with three values, fÀ1; 0; 1g, with 0 meaning don't care. For example, in the one-vsall approach, the coding matrix has K columns, all the diagonal elements set to 1, and all other elements set to À1. For one-vs-one, we have a matrix of K Â K 2
À Á
, in which each column corresponds to a pair ðc 1 ; c 2 Þ. For this column, the matrix has +1 in row c 1 , À1 in row c 2 , and zeros in all other rows.
Moreira and Mayoraz [12] developed a combination of different classifiers, considering the output of each one as a probability of the pattern of belonging to a certain class. This method needs the training of KðK þ 1Þ=2 classifiers.
The approach we propose is based on the idea that the combination of the methods one-vs-all and one-vs-one can be able to obtain a classifier that outperforms both methods separately. This belief is based on a study of these two methods when the classification they achieve for a given instance is inaccurate. This study is presented in the next section. This paper is organized as follows: Section 2 describes our approach. Section 3 shows the experimental setup. Section 4 shows the results of the experiments carried out, and, finally, Section 5 states the conclusions of our work and future research lines. 
COMBINATION OF ONE-VS-ALL AND ONE-VS-ONE
In order to gain some insight into how one-vs-all and one-vs-one work, we have carried out a study of these two methods. A recent paper [10] claims that most of the reported differences in performance between one-vs-all and one-vs-one methods are due to poor tuning of parameters for one-vs-all method or the selection of too naive base learners. In this way, none of them is preferable to the other as a general rule, and a combination of both that tries to alleviate their weaknesses may yield to better performance. The first experiment was intended to characterize the behavior of one-vs-all when its prediction of the class of a given instance was erroneous. If we are going to improve this classifier, we are interested in when and how it makes mistakes. The analysis studied the outputs of the K classifiers. Fig. 1 shows for each data set used (see Table 1 for a description of the data sets) and 10 runs of the method, the percentage of times that, provided the classification is inaccurate, the correct class corresponds to the second, third, fourth, fifth, and sixth highest output classifier. It is interesting to note that for a significant percentage, when the onevs-all method fails to classify a pattern correctly, the second highest output identifies the correct output.
With regards to the one-vs-one method, it is interesting to note that many of the binary base classifiers are forced to give wrong answers for many instances, because each classifier must assign every pattern to one of two classes. If a pattern belongs to class i, all the classifiers that are not trained to differentiate this class will cast wrong votes. However, the votes of the classifiers that contain class i should be able to overrule these wrong votes. If the class values are independent, it is unlikely that many classifiers vote the same wrong class, but the probability of such situation increases if there are similarities among the classes [13] . We think that in realworld problems, these similarities are plausible. For instance, in a medical classification problem, some of the features of different diseases can be common to many patients, even if the class (different disease or different types of the same disease) to which they belong is not the same.
This problem was suggested by Geoffrey Hinton. Simulation results [4] show that this problem may be real. Moreover, it seems to be a problem inherent to the one-vs-one approach, and it is not clear whether any approach to this method could solve it. If the class values are not independent, and there is some similarity between the correct class and other class, the likelihood of a wrong classification would increase [13] . So, our second experiment was intended to characterize the main source of inaccurate classifications for one-vs-one method. Again, we focused on wrong answers. The experiment studied the behavior of the classifiers that tell the correct class of an instance apart from the other classes. Fig. 2 shows the percentage of accuracy of the classifiers trained using the correct class of the instance when the overall classification fails. That is, if an instance of class i is not correctly classified, we test all the classifiers f ik ; 1 k K; k 6 ¼ i, and report their percentage of accuracy. We see that the classification given by these classifiers is accurate to a high percentage, and that the cause of failing of the method is mostly the classifiers that cannot cast a correct vote for a given instance.
So, we can state that one of the main sources of the one-vs-one method failing to achieve a correct classification is the votes casted by the binary classifiers that have not been trained using the correct class of the instance. This is usually termed as the problem of incompetent classifiers.
Moreover, as Fig. 1 shows, a high percentage of the times when the one-vs-all approach makes a mistake, the correct answer is the second highest classifier. If we take the classifier with the two highest outputs, one of them gives the correct answer most of the times.
If we consider these two facts together, we can develop a classifier combining the predictions given by these two methods. This classifier should avoid the problems of the one-vs-one and one-vs-all approaches by means of the following features:
The use of the one-vs-all classifier must not be limited to obtain the class with the highest output. Fig. 1 shows that the second highest output is the correct answer for a significant percentage of patterns. .
The classifiers obtained by the one-vs-one method are highly accurate, even when the overall classification of the method is erroneous. However, the accuracy of the method is undermined by the use of classifiers that cannot cast a correct vote, as they have not been trained using the class of the given pattern. So, our method should only use one of these classifiers when there is a high probability of distinguishing the correct class of the instance. With these two main ideas in mind, we designed the approach that is presented in this paper. As we have stated, we consider multiclass classification problem of K classes, K > 2. The proposed method is named all-and-one (A&O) as it is the combination of the one-vs-all and one-vs-one methods. A&O works as follows:
1. Train f i ; i ¼ 1; . . . ; K, classifiers using for training f k classifier the instances of class k as positive ones and the rest of the instances as negative ones (as in OVA). 2. Train f ij ; i ¼ 2; . . . ; K; j i, classifiers using for training f kl classifier the instances of class k as positive ones and the instances of class l as negative ones (as in OVO). 3. For classifying an unknown pattern x x evaluate f i ; i ¼ 1; . . . ; K and obtain the two classes, c 1 and c 2 , whose corresponding classifiers, f c1 and f c2 , have the two highest values. Evaluate classifier f c1c2 and assign the pattern to c 1 or c 2 accordingly. The main drawback of this approach is the necessity of training more classifiers. If we have K classes, we need to train KðK þ 1Þ=2, against the KðK À 1Þ=2 of the one-vs-one method, or the K of the one-vs-all method. However, once the classifier has been trained, the testing step only needs to test K þ 1 classifiers, against the KðK À 1Þ=2 of the one-vs-one approach, or the K classifiers of one-vs-all.
Nevertheless, the actual number of classifiers that we must train has been greatly reduced with a modification to the standard onevs-one approach. The binary classifiers are trained "on demand." Only the classifiers that are needed to tell apart two classes, as a result of the first classification with the one-vs-all classifiers, are created. The reduction in the number of classifiers is significant, specially in the problems with a large number of classes. If, in the test step, we must decide between two classes and the classifier that separate them has not been created, we apply the standard one-vs-all classifier. 1 In the next two sections, we evaluate the soundness of this approach empirically in a wide variety of real-world problems. We think that in the absence of a complete theory, that unfortunately cannot always be devised for real-world problems where underlying distributions of instances and noise are not known, empirical results provide useful knowledge of the performance of the different methods.
EXPERIMENTAL SETUP
In order to get a clear idea of the relative performance of the proposed model, we chose the 25 data sets from the UCI Machine Learning Repository [14] summarized in Table 1 .
The parameters of the algorithms are common to all the performed experiments. We carried out two sets of experiments using as base learners a multilayer perceptron (MLP) with one hidden layer of 10 nodes and hyperbolic tangent transfer function and a Support Vector Machine (SVM) with a Gaussian kernel. For the MLP, the learning algorithm was a standard back-propagation with a learning rate ¼ 0:15 and a momentum coefficient ¼ 0:1. The network was trained for 100,000 iterations of the back-prop algorithm. For the SVM, we used a value of ¼ 0:1 and C ¼ 10.
1. In practice, the frequency of happening of such a case is extremely low.
2. For some of the data sets, these parameters obtained very bad results with all the methods. For these data sets, the values of and C were manually adjusted.
TABLE 1 Summary of Data Sets
The features of each data set can be C(continuous), B(binary), or N(nominal). The Inputs column shows the actual number of inputs of the classifier.
The source code in C of all the reported algorithms is available upon request to the authors.
The generalization error was estimated using 10-fold crossvalidation. OVO, OVA, DDAG, and A&O methods used the same set of base classifiers for each repetition of the experiments. That is, we train K classifiers using the method one-vsall, and KðK À 1Þ=2 classifiers using the method one-vs-one. These two sets of classifiers are then combined using the methods OVO, OVA, DDAG, and A&O.
The ECOC approach cannot share these classifiers due to its different definition. We used a random coding of 30 and 50 bits per class, with approximately equal random split. We have used this approach as in several previous works [7] , [15] , [8] random codes performed as well or better than codes designed for its error-correcting properties. The class of the pattern is chosen using the L1-norm, the most common distance measure for ECOC.
The use of t-tests, or other pairwise tests, for the comparison of several classification methods has been criticized in several papers [16] . The t-tests can provide an accurate evaluation of the probability of obtaining the observes outcomes by chance, but it has limited ability to predict relative performance even on further data set instances from the same domain, let alone in other domains. Moreover, as more data sets and classification algorithms are used, the probability of type I error happening increases dramatically.
To avoid these problems, the comparisons between the performance of the different methods were made following the comparison design of Webb [17] . We perform a single significance 
TABLE 2 Test Error Rates and Number of Classifiers Using the Six Compared Methods and a Neural Network as Base Learner
The number of classifiers of DDAG is the same as OVO.
test for every pair of algorithms. This test is a sign test on the win/ draw/loss record of the two algorithms across all data sets.
In all the tables, the p-values of the corresponding tests are shown. The error measure is given by E ¼ 1 P P P i¼1 e i , where e i is 1 if pattern i is misclassified and 0 otherwise. In all the tables, we show this error measure.
EXPERIMENTAL RESULTS
The generalization error of the six methods for the 25 data sets is shown in Table 2 for the neural network and in Table 3 for the SVM. In a first approach, it is interesting to note that all the methods present a similar standard deviation.
It is also interesting to note that the number of classifiers needed by the A&O method is slightly larger than the OVO method for problems with fewer classes, and significantly smaller in problems with a larger number of classes. In this way, A&O needs to train fewer classifiers when it is applied to problems with many classes. Tables 4 and 5 show the comparison of the different models as explained above for the neural network and the SVM, respectively. As we have stated, our major comparative descriptive statistic is the win/draw/loss record. In the table, the win/draw/loss record is labeled s. The first value is the number of data sets for which the algorithm of the corresponding column performs better than the algorithm of the corresponding row (win record), the second value is the number of data sets for which the two algorithms have the same error (draw record), and the third value is the number of data sets for which the algorihtm of the corresponding column performs worse than the algorithm of the corresponding row (loss record). The row labeled p is the result of the two-tailed sign test on the win-loss record.
The tables also present the mean of errors across all data sets. This is a very gross indication of the relative performance. Nevertheless, a low mean error can be considered indicative of a tendency toward low error rates for individual domains. We have also used another comparative statistic, the geometric mean error ratio of every pair of algorithms. For two algorithms a 1 , with errors e The row labeled _ r r shows the geometric mean of the error ratio column/row. A value below 1 indicates a general advantage of the algorithm corresponding to the column to the algorithm corresponding to the row. The number of classifiers of DDAG is the same as OVO.
TABLE 4 Comparison of the Six Methods Using a Neural Network as Base Learner
Win/draw/loss record (row s) of the algorithms against each other and p-value of the sign test (row p), and the geometric mean of the error ratio (row _ r r).
The comparison of the combined approach to the other methods shows that this approach is able to outperform all the other algorithms with a confidence level of 10 percent for the two types of base classifiers, with the exception of ECOC with 50 classifiers and a neural network as base learner. These results are a powerful argument in favor of the combined approach, due to the number of data sets and the variety of features of these data sets.
Considering the geometric mean of the test error ratio, A&O also performs better, as the table shows values of _ r r below 1 for all the comparisons; although, as we have said, this measure can only be considered to give a general idea of the tendencies of the relative performance of the classifiers.
It is also interesting to note the different behavior of ECOC when the base classifier is a neural network or an SVM. The performance of ECOC with a SVM is the same for 30 and 50 classifiers. On the other hand, the performance of ECOC with a neural network is significantly better when 50 classifiers are used. The reason might be that the randomness neural networks introduced is able to obtain more benefits from the redundancy of the ECOC coding.
CONCLUSIONS AND FUTURE WORK
In this paper, we have presented a method that combines the onevs-all and one-vs-one approaches to multiclass classification to improve the results of both methods. In learning time, we need to train more classifiers than any of the two methods for problems with few classes, but for problems with many classes, the number of classifiers is reduced when compared with the OVO approach, although the global complexity may be comparable, due to the fact that OVO classifiers have a run-time complexity below that of OVA classifiers [13] . In testing time, the proposed method needs fewer evaluations than one-vs-one, and only one more evaluation than one-vs-all.
The proposed method has been applied to a wide range of different classification problems, showing better overall performance when compared with the widely used methods one-vs-one, one-vs-all, ddag, and ECOC using two different base classifiers. This improved performance is statistically significant with a confidence level of 10 percent, for all but one of the methods tested.
For future work, we think that this paper opens a field for other approaches that use the combination of the information given for different approaches, such as one-vs-one and one-vs-all. Our study has shown that some of the weaknesses of different methods can be avoided when they are combined. Win/draw/loss record (row s) of the algorithms against each other and p-value of the sign test (row p), and the geometric mean of the error ratio (row _ r r).
