Abstract. The paper deals with local means and wavelet bases in weighted and unweighted function spaces of type B s pq and F s pq on R n and on T n .
with s ∈ R, 0 < p, q ≤ ∞, (1.1) (p < ∞ for the F -scale) both as atoms and as kernels in local means,
having limited smoothness, supports in balls of radius ∼ 2 −j , centred at 2 −j m and subject to some cancellations. Whereas one has for atoms satisfactory qualitative formulations in terms of natural conditions for smoothness and cancellations (which will be repeated below) the situation for kernels of local means is somewhat different. This comes mainly from the observation that it is totally sufficient for the theory of spaces of type (1.1) in R n , on smooth domains and even on Lipschitz domains to deal with local means as in (1.2) based on the special kernels
where k is a compactly supported C ∞ function and ∆ N is the N th power of the Laplacian ∆ ensuring the necessary cancellations. But (1.3) is too rigid when one constructs wavelet bases (para-bases, frames) for corresponding spaces in domains with fractal boundaries. Motivated by these observations we study in this paper local means of type (1.2) for the spaces in (1.1) at the same level of smoothness, location and cancellation as for atoms (Theorem 15 which might be considered as our main result). We shift the indicated 216 H. TRIEBEL application of these assertions to wavelet (para-)bases for function spaces of the above type in bounded domains with fractal boundaries (one may think about the snowflake curve as boundary) to a later occasion. But one gets almost as a by-product wavelet bases (isomorphisms) for the spaces in (1.1), some weighted generalisations and related periodic counterparts on the n-torus T n under natural conditions for smoothness and cancellation. This will be outlined in Section 4 which might be considered as a continuation of [17] .
Definitions and atoms
2.1. Definitions. We use standard notation. Let N be the collection of all natural numbers and N 0 = N ∪ {0}. Let R n be Euclidean n-space, where n ∈ N. Put R = R 1 , whereas C is the complex plane. Let S(R n ) be the usual Schwartz space and S ′ (R n ) be the space of all tempered distributions on R n . Furthermore, L p (R n ) with 0 < p ≤ ∞, is the standard quasi-Banach space with respect to the Lebesgue measure, quasi-normed by
with the obvious modification if p = ∞. As usual, Z is the collection of all integers; and Z n where n ∈ N, denotes the lattice of all points m = (m 1 , . . . , m n ) ∈ R n with m j ∈ Z.
Let N n 0 , where n ∈ N, be the set of all multi-indices, α = (α 1 , . . . , α n ) with α j ∈ N 0 and |α| = n j=1 α j .
If x = (x 1 , . . . , x n ) ∈ R n and β = (β 1 , . . . , β n ) ∈ N n 0 then we put
If ϕ ∈ S(R n ) then ϕ(ξ) = (F ϕ)(ξ) = (2π)
−n/2
denotes the Fourier transform of ϕ. As usual, F −1 ϕ and ϕ ∨ stand for the inverse Fourier transform, given by the right-hand side of (2.1) with i in place of −i. Here xξ denotes the scalar product in R n . Both F and F −1 are extended to S ′ (R n ) in the standard way.
Let ϕ 0 ∈ S(R n ) with ϕ 0 (x) = 1 if |x| ≤ 1 and ϕ 0 (y) = 0 if |y| ≥ 3/2, and let
Since ∞ j=0 ϕ j (x) = 1 for x ∈ R n , the ϕ j form a dyadic resolution of unity. The entire analytic functions (ϕ j f ) ∨ (x) make sense pointwise for any f ∈ S ′ (R n ).
be the above dyadic resolution of unity.
(with the usual modification if q = ∞).
(ii) Let
Remark 2. The theory of these spaces may be found in [14, 16, 18] . We only mention that these spaces are independent of ϕ (equivalent quasi-norms for admitted ϕ's). This justifies our omission of the subscript ϕ in (2.3), (2.5) in the sequel. We assume that the reader is familiar with basic assertions of the theory of the above spaces. But it seems to be in order to recall a few special cases. By the Paley-Littlewood theorem one has
and more generally,
for the classical Sobolev spaces, usually normed by
, where x ∈ R n , h ∈ R n , l ∈ N, be the iterated differences in R n . Then the Hölder-Zygmund
where 0 < s < m ∈ N. The second supremum is taken over all x ∈ R n and all h ∈ R n with 0 < |h| ≤ 1. One has
If 1 ≤ p < ∞, 1 ≤ q ≤ ∞ and s > 0 then B s pq (R n ) are the classical Besov spaces which again can be characterised in terms of the differences ∆ m h f with 0 < s < m ∈ N. Otherwise we refer to [16, Chapter 1] and [18, Chapter 1] where one finds the history of these spaces, further special cases and classical characterisations.
2.2.
Atoms. We give a detailed description of atomic representations of the spaces in (1.1) for two reasons. First we need these assertions later on for the proof of our main results about local means. Secondly, atoms and local means are dual to each other where the natural smoothness assumptions and the cancellation conditions change their roles.
Let Q jm be cubes in R n with sides parallel to the axes of coordinates, centred at 2 −j m with side-length 2 −j+1 where m ∈ Z n and j ∈ N 0 . If Q is a cube in R n and r > 0 then rQ is the cube in R n concentric with Q and with side-length r times of the side-length of Q. Let χ jm be the characteristic function of Q jm .
Definition 3. Let 0 < p ≤ ∞, 0 < q ≤ ∞. Then b pq is the collection of all sequences
and f pq is the collection of all sequences λ as in (2.6) such that
with the usual modifications if p = ∞ and/or q = ∞.
Remark 4. Note that the factor 2 jnq/p in (2.8) can be omitted if one relies on the
. This is the usual way to say what is meant by f pq . But for our purposes the above version seems to be more appropriate. Of course, b pp = f pp .
Next we introduce atoms, which may be discontinuous.
there exist all (classical) derivatives D α a jm with |α| ≤ K such that
and
Remark 6. No cancellation (2.11) for a 0,m is required. Furthermore, if L = 0 then (2.11) is empty (no condition). Of course, the above atoms depend on K, L, and d. But this will not be indicated. We put as usual
where are equivalent quasi-norms where the infimum is taken over all admissible representations (2.14) (for fixed K, L, d). 3. Local means 3.1. Some definitions. It is the main aim of this paper to prove estimates for local means which are dual to atomic representations according to Theorem 7 as far as smoothness assumptions and cancellation properties are concerned. First we collect some definitions. Let Q jm be the same cubes in R n as at the beginning of Section 2.2.
there exist all (classical) derivatives D α k jm with |α| ≤ A such that
3) is empty (no condition). Compared with Definition 5 for atoms we have different normalisations in (2.10) and in (3.2) (also due to the history of atoms). We adapt the sequence spaces introduced in Definition 3 in connection with atoms to the above kernels.
is the collection of all sequences λ as in (2.6) such that
andf s pq is the collection of all sequences λ as in (2.6) such that
with the usual modifications if p = ∞ and/or q = ∞. 
Let k jm be kernels according to Definition 9 with A > σ p − s where σ p is given by (2.12) and B ∈ N 0 . Then
are local means, considered as a dual pairing for (
Remark 14. We justify the dual pairing (3.6). According to [14 
Since k jm ∈ C A (R n ) has a compact support one gets k jm ∈ B
A−ε uv (R n ) for any ε > 0 and
locally for any ε > 0, 0 < p < ∞ and 0 < q ≤ ∞ one gets by (3.8) and A > σ p − s that (3.6) makes always sense as a dual pairing. This applies also to f ∈ F s pq (R n ) since
But one can also justify (3. 10) and C > 0 are fixed. Let k(f ) be as in (3.6), (3.7). Then for some c > 0 and all f ∈ B s pq (R n ),
Let k jm and k(f ) be the above kernels where 12) and C > 0 are fixed. Then for some c > 0 and all f ∈ F s pq (R n ),
Proof.
Step 1. We prove (i). By Remark 14 the local means k jm (f ) make sense. Let
be an optimal atomic decomposition of Theorem 7 with a rl as in (2.9)-(2.11) where
We call here and in the sequel an atomic decomposition optimal if there is some c > 0 such that for all f ∈ B s pq (R n ),
For j ∈ N 0 we split (3.14) into
and get
Let r ≤ j and let l ∈ l j r (m) where
have the same meaning as in (3.1), (2.9). Then card l j r (m) ∼ 1 and
For fixed r, j with r ≤ j and l ∈ Z n one has
Then it follows from (3.20), (3.21) that
By (3.16), (3.17) it follows that for any ε > 0,
If 1 < p < ∞ then it follows from (3.24), Hölder's inequality and card l j r (m) ∼ 2
By (3.22), (3.26) and (3.10) it follows that for some κ > 0,
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Using (3.7), (3.4) and (2.15) based on (2.7) one gets by standard arguments that
This proves (3.11).
Step 2. The proof of (ii) will be based on the vector-valued maximal inequality
due to [3] where
Here M is the Hardy-Littlewood maximal function,
where the supremum is taken over all cubes Q centred at x. A short proof may also be found in [13, pp. 303-305] . By Remark 14 the local means k jm (f ) make sense. Let again
be an optimal atomic decomposition of Theorem 7 with a rl as in (2.9)-(2.11) where now
We rely again on the splitting (3.16)-(3.18). Let r ≤ j. We assume q < ∞ (if q = ∞ one has to modify what follows appropriately). Then the counterpart of (3.19), (3.20) is given by
where x ∈ R n . For fixed j, r, and l the summation χ jm (x) over those m ∈ Z n with l ∈ l j r (m) is comparable with χ rl (x) and can be estimated from above by its maximal function. Hence, one gets for any w > 0,
This is the counterpart of (3.22). Let now r > j. Then it follows as in (3.23), (3.24) that
For x ∈ R n with χ jm (x) = 1 and 0 < w < 1 the last factor can be estimated by
Assuming again q < ∞ one gets
− n one may choose w with w < min(1, p, q) and ε > 0 in (3.29) such that
In what follows we decompose 2 −r Z n with r > j into clusters (controlled overlapping) around 2 −j m with m ∈ Z n . Let l ∈ l j r (m) as in (3.18) . With r = j + t one gets for some
Summation over j in (3.28) with s − B + ε < 0 and in (3.30) gives by (3.5),
for some 0 < κ ′ < κ. By construction, the lattice 2 −j Z n refined by l ∈ l j j+t (m) is related to 2 −j−t Z n . Since w < min(1, p, q) one can apply (3.27). Then one gets by (2.8) and
This proves (3.13).
Remark 16. As far as technicalities are concerned we refer in this context to [9] . In particular we took over from this paper the idea to decompose the lattice 2 −j−t Z n in connection with (3.30), (3.31) into clusters around 2 −j Z n . These clusters disappear after the vector-valued maximal inequality is applied. According to Definition 9 the kernels k jm have compact supports. This was of some use. But there is little doubt that one can replace the compactness assumption (3.1) by a sufficiently strong decay. We refer again to [9] .
Wavelet bases
4.1. Wavelets. As said in the Introduction the interplay between the sharp and natural Theorems 7 and 15 can be taken as a starting point for a comprehensive theory for wavelet (para-)bases in function spaces on (bounded) fractal domains in R n . But this task will be shifted to a later occasion. A first step in this direction has been done in [20] where we formulated Theorem 15 without proof referring to a later occasion (just this one now). Using a weaker version of Theorem 15 (seen from the point of view of applications to wavelets) we dealt in [17] and [18, Section 3.1] with wavelet bases (isomorphisms) in the spaces
(with p < ∞ for the F -spaces). This has been extended in [19] and [18, Section 4.2] to corresponding spaces in bounded Lipschitz domains. Our aim in the present paper is more modest. We wish simply to substitute the predecessor of Theorem 15 by its sharper version obtained now and describe the consequences for wavelet bases (isomorphisms) in the spaces in (4.1). However we extend these assertions to some weighted spaces and some periodic spaces. But first we recall the needed basic notation of wavelet theory. We suppose that the reader is familiar with wavelets in R n of Daubechies type and the related muli-resolution analysis. The standard references are [1, 10, 11, 21] . A short summary of what is needed may also be found in [18, Section 1.7]. As usual, C u (R) collects all (complex-valued) continuous functions on R having continuous bounded derivatives up to order u ∈ N (inclusively). Let
be real compactly supported Daubechies wavelets with
Recall that ψ F is called the scaling function (father wavelet) and ψ M is the associated (mother) wavelet. We extend these wavelets from R to R n by the usual tensor procedure.
if G r is either F or M where * indicates that at least one of the components of G must be an M . Hence G 0 has 2 n elements, whereas G j with j ∈ N has 2 n − 1 elements. Let
where j ∈ N 0 . We always assume tha ψ F and ψ M in (4.2) have L 2 -norm 1. Then
is an orthonormal basis in L 2 (R n ) (for any u ∈ N) and
is the corresponding expansion, adapted to our later needs, where 2 −jn/2 Ψ j G,m are uniformly bounded functions.
Spaces on R
n . One may ask whether the orthonormal basis (4.7) in L 2 (R n ) remains to be an (unconditional) basis in other spaces on R n . First candidates are L p (R n ) with 1 < p < ∞ but also related (fractional) Sobolev spaces and classical Besov spaces. Something may be found in the above-mentioned books [1, 10, 11, 21] . One may also consult [18, Remarks 1.63, 1.65, pp. 32,34] for more details and further references. An extension of this theory to all spaces in (4.1) has been given in [9, 17] and [18, Section 3.1.3, Theorem 3.5, p. 154]. Basically one identifies the wavelets in (4.6) both with atoms and with kernels of local means and applies (now) Theorems 7 and 15 for related estimates from below and from above. In [17, 18] we used Theorem 7 but we relied on the heavy machinery of rather general equivalent quasi-norms in the spaces (4.1) instead of the tailored (for our purposes) Theorem 15. Then one gets somewhat unnatural conditions for u ∈ N in (4.2). Although this outcome is not elegant it does not matter very much as long as one deals with spaces on R n . But the situation is different if one wishes to extend this theory to spaces of type (4.1) on (bounded) domains in R n with fractal boundary.
However this must be shifted to a later occasion, where [20] might be considered as a first step in this direction. Here we restrict ourselves to (unweighted and weighted) spaces on R n and periodic spaces.
First we adapt the sequence spaces in Definition 11 to wavelets having the additional parameter G ∈ G j as in (4.4), (4.5).
and f s pq is the collection of all sequences (4.10) such that
with the usual modification if p = ∞ and/or q = ∞. 
pq (R n ) if, and only if, it can be represented as
unconditional convergence being in S ′ (R n ) and locally in any space B σ pq (R n ) with σ < s.
The representation (4.13) is unique,
(ii) Let 0 < p < ∞, 0 < q ≤ ∞, s ∈ R, and
if, and only if, it can be represented as
unconditional convergence being in S ′ (R n ) and locally in any space F σ pq (R n ) with σ < s.
The representation (4.17) is unique with (4.14) and I in (4.15) is an isomorphic map of
Step 1. This theorem coincides with corresponding assertions in [17] and [18, Section 3.1.3, Theorem 3.5, pp. 153-156] under the more restrictive smoothness and cancellation assumptions (4.2), (4.3) with
for B s pq (R n ) and F s pq (R n ), respectively. But all technicalities such as the unconditional convergence of (4.13), (4.17), the uniqueness (4.14), the isomorphic maps (4.15), the use of duality, (3.8), (3.9), the unconditional bases, can be taken over verbatim. Hence it remains to make clear that (4.12) and (4.16) are natural and sufficient.
Step 2. Let f be given by (4.13). Then where the extra summation over G does not influence this argument.
are kernels of corresponding local means in B s pq (R n ) according to Definitions 9, 13, (4.6) and (3.10) with A = B = u (neglecting unimportant constants). The modification .7) is immaterial for the application of Theorem 15 resulting in 
for all x ∈ R n , y ∈ R n , and some constants c > 0 and α ≥ 0.
(i) Let 0 < p ≤ ∞, 0 < q ≤ ∞, and s ∈ R. Then B s pq (R n , w) is the collection of all
(ii) Let 0 < p < ∞, 0 < q ≤ ∞, and s ∈ R. Then F s pq (R n , w) is the collection of all
Remark 21. Usually these spaces are introduced in the same way as in Definition 1 with
Then the above version is one of the basic observations of the theory of these spaces. These weighted spaces (avoiding local singularities) played some role in the theory of function spaces and had been studied in detail in [2, Chapter 4] (mainly based on [6, 7] ) and [18, Chapter 6] where one finds also references to the literature. Here we are only interested in an extension of Theorem 19 to these spaces. For this purpose one has first to modify the sequence spaces in Definition 17. and
(ii) Let 0 < p < ∞, 0 < q ≤ ∞, s ∈ R and u > max(s, σ pq − s). 4.4. Periodic spaces. The main reason for inserting Theorem 24 is the somewhat surprising application to wavelet bases in periodic spaces. However we will be very brief shifting more comprehensive considerations to a later occasion. As far as spaces on the n-torus T n are concerned we refer to [12, Chapter 3] . We rely here on the close connection of these spaces to periodic spaces on R n as considered in [14, Chapter 9] with a reference to [15] . There one finds further details and explanations of what follows. We specify the weight w in Definition 20 now by
Definition 25. Let s ∈ R, 0 < p ≤ ∞ (p < ∞ for the F -spaces), 0 < q ≤ ∞ and
Remark 26. We justify this definition. First we remark that f ∈ S ′ (R n ) is periodic,
if, and only if, it can be represented as One may consult the above references. With ϕ j as in Definition 1 one checks easily that
These are trigonometrical polynomials. Then one gets by Definition 20 for these periodic distributions that
Now it is quite clear that (4.27) makes sense and that these periodic spaces are independent of α with α < −n/p (equivalent quasi-norms).
be the n-torus, where opposite points are identified in the usual way. Then the related periodic distributions f ∈ D ′ (T n ) can be represented by
where {a m } ⊂ C satisfies (4.29). Next we introduce the periodic counterpart on T n of Definition 1.
Definition 27. Let ϕ = {ϕ j } ∞ j=0 be the same dyadic resolution of unity as in Definition 1.
Remark 28. We refer again to [12, Chapter 3] for details, explanations, properties and special cases. In particular, these spaces are independent of ϕ.
Proposition 29. Let s ∈ R, 0 < p ≤ ∞ (p < ∞ for the F -spaces), 0 < q ≤ ∞. (ii) Let 0 < p < ∞, 0 < q ≤ ∞, s ∈ R, and u > max(s, σ pq − s). 
