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We present a measurement of the total decay width of the top quark using events with top-antitop quark
pair candidates reconstructed in the final state with one charged lepton and four or more hadronic jets.
We use the full Tevatron run II data set of
ﬃﬃ
s
p ¼ 1:96 TeV proton-antiproton collisions recorded by the
CDF II detector. The top quark mass and the mass of the hadronically decayingW boson are reconstructed
for each event and compared with distributions derived from simulated signal and background samples to
extract the top quark width (top) and the energy scale of the calorimeter jets with in situ calibration. For a
top quark massMtop ¼ 172:5 GeV=c2, we find 1:10< top < 4:05 GeV at 68% confidence level, which is
in agreement with the standard model expectation of 1.3 GeV and is the most precise direct measurement
of the top quark width to date.
DOI: 10.1103/PhysRevLett.111.202001 PACS numbers: 14.65.Ha, 12.15.Ff, 13.85.Ni, 13.85.Qk
The top quark (t) is the heaviest known elementary
particle. Its large mass endows it with the largest decay
width and, hence, the shortest lifetime of any of the known
fermions [1]. At leading order calculation of quantum
chromodynamics (QCD), the top quark decay width (top)
depends on the top quark mass (Mtop), the Fermi coupling
constant (GF), and the magnitude of the top-to-bottom
quark coupling in the quark-mixing matrix (jVtbj) [2].
The next-to-leading-order calculation with QCD and
electroweak corrections predicts top ¼ 1:33 GeV at
Mtop ¼ 172:5 GeV=c2 with approximately 1% precision
[3,4]. This is consistent with the recent next-to-next-
to-leading-order calculation of top ¼ 1:32 GeV [5]. A
deviation from the standard model (SM) prediction could
indicate the presence of non-SM decay channels, such as
decays through a charged Higgs boson [6], the supersym-
metric top quark partner [7], or a flavor-changing neutral
current [8]. A direct measurement of top provides general
constraints on such processes.
The D0 Collaboration has determined the width to be
top ¼ 2:00þ0:470:43 GeV in a data set corresponding to
an integrated luminosity of 5:4 fb1, using a model-
dependent, indirect measurement that assumes SM
couplings [9]. The CDF Collaboration reported more
model-independent measurements of the width using a
direct shape comparison of the reconstructed top quark
mass in data to the simulated top quark mass distributions
[10,11]. The most recent measurement set an upper limit of
top < 7:6 GeV at the 95% confidence level (C.L.) with a
data set corresponding to 4:3 fb1 [11]. Even though the
direct measurement is less precise than the indirect
one, it probes a broader class of non-SM physics models,
because the direct measurement has less dependence on
the SM.
This Letter reports on a direct measurement of the top
quark width in p p collisions at the Tevatron, using the full
run II data set, corresponding to an integrated luminosity of
8:7 fb1 collected with the CDF II detector [12], which is a
general-purpose azimuthally and forward-backward sym-
metric detector surrounding the colliding beams of the
Tevatron p p collider. We not only increase statistical sen-
sitivity using a larger sample with respect to Ref. [11], but
also improve jet-energy calibrations using an artificial
neural network [13].
Top quarks at the Tevatron are predominantly produced
in tt pairs. We reconstruct top quark decays in the topology




of t! bWþ and t! bW. Events with aW boson decay-
ing into a charged lepton (electron or muon) and a neutrino
[W ! ‘ including the cascade decay ofW ! ð! ‘ Þ]
and the other W boson decaying into a pair of jets (colli-
mated sprays of particles resulting from the hadronization
of quarks) define the leptonþ jets channel (tt! ‘b bq q).
To select tt candidate events in this channel, we require
one electron (muon) with ET > 20 GeV (pT > 20 GeV=c)
and pseudorapidity jj< 1:1 [14]. We also require large
missing transverse energy [15] ( 6ET > 20 GeV) and at least
four hadronic jets. Jets are reconstructed by combining
signals from particles detected within a spatial cone of
radius R ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃðÞ2 þ ðÞ2p ¼ 0:4 [16]. Observed jet
energies are corrected for nonuniformities of the
calorimeter response parametrized as a function of , the
energy contributed by multiple p p interactions in
the event, and the calorimeter’s nonlinear response [17].
In addition to the standard jet-energy corrections, we use
an artificial neural network that includes additional
information, such as jet momentum from the charged
particles inside the jet [13], to improve jet-energy
resolution [18,19]. Jets originating from b quarks are
identified (tagged) using a secondary-vertex-tagging
algorithm [20].
We divide the sample of tt candidates into subsamples
with zero (0-tag), one (1-tag), and two or more (2-tag)
b-tagged jets, which have different signal-to-background
ratios. We further classify the events according to the jet
kinematic properties. The ‘‘tight’’ selection requires
exactly four jets, each with ET > 20 GeV and jj< 2:0.
The ‘‘loose’’ selection on the remaining events requires
exactly three jets with ET > 20 GeV and jj< 2:0, and
one or more additional jets with ET > 12 GeV and jj<
2:4. We then combine the b-tag and jet-selection categories
into five subsamples used in the analysis: 0-tagT, 1-tagL,
1-tagT, 2-tagL, and 2-tagT, where ‘‘T’’ and ‘‘L’’ denote the
‘‘tight’’ and ‘‘loose’’ jet selections. Finally, to reduce the
level of non-tt background contributions to the 0-tag and
1-tag samples, we require the scalar sum of transverse






The primary sources of non-tt backgrounds areW þ jets
and multijet production. We also consider small contribu-
tions from Zþ jets, dibosons, and single top quark
production. The multijet background is estimated by the
data-driven techniques described in Ref. [21]. The kine-
matic distributions of W þ jets are modeled with the
ALPGEN [22] generator. The number of W þ jets events is
determined from the total number of events observed in
data by subtraction of the expected tt and the other back-
ground event contributions. Diboson backgrounds are
modeled by ALPGEN for WW, WZ, ZZ and PYTHIA [23]
for W, while single top quark processes are generated
with MADGRAPH [24]. We normalize simulated event yields
using their theoretical next-to-leading-order cross sections
[25]. References [20,26] provide the details of these tech-
niques. Table I summarizes the sample composition in each
subsample.
To distinguish between different values of top, we
compare the reconstructed top quark mass distribution
observed in data to various distributions from tt signal
samples generated using PYTHIA with different top values
ranging from 0.1 to 30 GeV for a fixed Mtop ¼
172:5 GeV=c2. Because the jet-energy scale (JES) is one
of the dominant systematic uncertainties in the analysis
[10], we generate a set of samples where the JES is varied
independently. In the data, jet energies are corrected to
account for the energy scale error in the calorimeter with
uncertainty c the CDF JES fractional uncertainty [17]. In
the simulation, we vary the JES with the correction factor
of jet energies, 1þJES, with varying the values of JES
from 3:0c to þ3:0c.
After event selection, the analysis proceeds in three
steps. First, we reconstruct a top quark mass (mrecot ),
defined below, from each event. The width of the mrecot
distribution is a sensitive variable for top. We also recon-
struct the hadronically decaying W-boson mass (mjj). The
constraint of mjj to the known W-boson mass can be used
TABLE I. Expected and observed numbers of signal and background events assuming a tt production cross section tt ¼ 7:45 pb
and Mtop ¼ 172:5 GeV=c2.
0-tag 1-tagL 1-tagT 2-tagL 2-tagT
W þ jets 703 199 170 60 102 37 11:6 4:9 8:4 3:5
Zþ jets 52:3 4:4 8:9 1:1 5:9 0:7 0:8 0:1 0:5 0:1
Single top 4:8 0:5 10:5 0:9 6:8 0:6 2:2 0:3 1:7 0:2
Diboson 60:3 5:6 11:1 1:4 8:5 1:1 1:0 0:2 0:8 0:1
Multijets 143 114 34:5 12:6 20:7 16:6 4:4 2:5 2:5 2:4
Background 963 229 235 61 144 41 19:9 5:5 13:8 4:2
tt signal 645 86 695 87 867 108 192 30 304 47
Expected 1608 245 930 106 1011 115 212 30 318 47
Observed 1627 882 997 208 275




to determine the JES calibration in situ, which reduces the
dominant uncertainty from the JES. The second step is a
likelihood fit of mrecot and mjj comparing with simulated
signal and background distributions to determine meas, an
estimator of top, which will be explained later. Finally, we
use a likelihood-ratio ordering to determine the 68% and
95% C.L. limits of top from meas [27].
For the event reconstruction, we assume that all selected
events are leptonþ jets tt events and perform a complete
reconstruction of the tt kinematic properties [28,29]. We
perform a 2 minimization to fit the momenta of the tt
decay products and determine mrecot for each event using
the four leading jets. To resolve the ambiguity arising from
the jets-to-quarks assignments, we require that b-tagged
jets are assigned to b quarks and select the assignment with
the lowest 2. To reject events having poorly reconstructed
kinematic properties, we request the minimum value of 2
to be less than 9.0 (less than 3.0) for the b-tagged
(zero b-tag) events. The dijet mass, mjj, is calculated
independently as the invariant mass of two non-b-tagged
jets that provides the closest value to the known W-boson
mass, 80:4 GeV=c2 [30]. Figure 1(a) shows the distribu-
tions of mrecot for three different top values. The shape of
mrecot depends on top, yielding an estimate of its value.
Distributions of mjj for three different values of JES are
shown in Fig. 1(b). The maximum of the distribution
depends strongly on JES. Hence, mjj can be used to
constrain the JES in situ.
To account for the correlation betweenmrecot andmjj, we
construct two-dimensional probability density functions
(PDFs) of signals and background with the two-
dimensional kernel-density estimates [31] for the likeli-
hood fit procedure [29]. First, at discrete values of top
from 0.1 to 30 GeV=c2 and JES from3:0c toþ3:0c,
we estimate the PDFs for the observables from the above-
mentioned PYTHIA tt samples. Background PDFs are
estimated for various values of JES from 3:0c to
þ3:0c. We interpolate the simulated distributions to
find PDFs for arbitrary values of top and JES using a
local polynomial smoothing method [32]. Then, we fit the
signal and background PDFs to the unbinned distributions
observed in the data. In the fit of the data, we apply a
Gaussian constraint to the expected number of background
events, but there are no constraints on the expected number
of signal events. Separate likelihoods are constructed for
the five subsamples, and the overall likelihood is obtained
by multiplying them together. Maximization of the total
likelihood yields the best-fit value meas.
The limit on the true value of top from the measured
meas is set using the Neyman construction [33]. In this
procedure, the unphysical region of negative top is not
allowed for meas, which makes the acceptance region of
meas to be equal or greater than zero. It makes the large
number of events at meas equal to zero for a small top. We
derive the confidence bands from simulated experiments in
which signal and background events are selected from the
simulated samples.
We examine various sources of systematic uncertainties
that could effect the top measurement. Because this mea-
surement relies on the shape of mrecot , the uncertainties on
the JES calibration and the jet resolution could dominate.
However, the JES is well controlled with in situ calibration
using the mjj distributions. To estimate the uncertainty
from the jet-energy resolution, we use experimental and
simulated data samples of events with a photon recoiling
against a jet in the final state. In these samples, we estimate
the energy of the jets using the energy of the recoiled
photon. We compare the pT-dependent resolutions on the
energy of the reconstructed jets in data and simulation. We
obtain consistent results within statistical uncertainty.
Taking into account statistical uncertainty of the data, we
define a pT-dependent systematic uncertainty on jet
)2 (GeV/crecotm
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FIG. 1 (color online). Distributions for simulated events meeting the leptonþ jets selection: (a) mrecot distributions displayed
with three values of top and with the nominal JES ¼ 0:0, (b) mjj distributions displayed with three values of JES and with
top ¼ 1:5 GeV.




resolution to cover the difference. In addition to the jet-
energy resolution, the uncertainties associated with model-
ing of color flow in the interaction and with the arbitrary
choice of the event generator are the dominant systematic
uncertainties, as shown in Table II. The color-reconnection
systematic uncertainty takes into account the effects of the
underlying color structure of quarks and gluons and its flow
[34] by rearrangements from the simplest configuration
to enhanced color reconnections based on simulations
with differently tuned configuration parameters [35].
For the systematic uncertainty associated with the choice
of the event generator, the samples generated by PYTHIA
and HERWIG [36] are used. We examine the effects
of higher-order corrections using MC@NLO [37], a full
next-to-leading-order simulation. Other sources of system-
atic effects, including uncertainties in parton-distribution
functions, initial- and final-state gluon radiation, multiple
hadron interactions, b-jet-energy scale, gluon fusion
fraction, background shape, and lepton-energy scale,
give small contributions. The total systematic uncertainty
of 1.22 GeV is calculated as a quadrature sum of the
listed uncertainties. We estimate the systematic uncertain-
ties under the assumptions of Mtop ¼ 172:5 GeV=c2
and top ¼ 1:5 GeV=c2, but checks with different values
of Mtop and top for the dominant sources show consis-
tent results. The details of the systematic-uncertainty
evaluations are described in Refs. [28,29,38].
To incorporate systematic effects into the confidence
bands we use a convolution method for folding systematic
effects into the likelihood function [39,40] based on
Bayesian treatment of systematic uncertainties [41,42].
We convolve the likelihood function with a Gaussian
PDF that has a width equal to 1.22 GeV and is centered
at zero. We then build the confidence bands with 68%
and 95% coverages as shown in Fig. 2. The value of
meas retrieved from the data is 1.63 GeV and is depicted
as an arrow in the plot. This corresponds to an upper
limit of top < 6:38 GeV at the 95% C.L. We also set a
two-sided limit of 1:10< top < 4:05 GeV at the
68% C.L., which corresponds to a lifetime of 1:6
1025 < top < 6:0 1025 s. For a typical quark hadro-
nization time scale, 3:3 1024 s [43], this result sup-
ports the assertion that top quark decay occurs before
hadronization.
In conclusion, a directmeasurement of the top quarkwidth
is performed in fully reconstructed leptonþ jets events by
using the full CDF run II data set corresponding to an




1:96 TeV. We obtain 1:10< top < 4:05 GeV at 68% C.L.,
which corresponds to a lifetime of 1:6 1025 < top <
6:0 1025 s. This is the most precise direct determination
of the top quarkwidth and lifetime and shows no evidence of
non-SM physics in the top quark decay.
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FIG. 2 (color online). Confidence bands of top as a function of
meas for 68% and 95% C.L. limits. Results from simulated
experiments assuming 8:7 fb1 of data at different values of top
are convoluted with a smearing function to account for system-
atic uncertainties. The value observed in data is indicated by an
arrow.






Residual jet-energy scale 0.19
Parton distribution functions 0.24
b-jet energy scale 0.28
Background shape 0.18
Gluon fusion fraction 0.26
Initial- and final-state radiation 0.17
Lepton energy scale 0.03
Multiple hadron interaction 0.23
Total systematic uncertainty 1.22





bVisitor from University of British Columbia, Vancouver,
BC V6T 1Z1, Canada.
cVisitor from Istituto Nazionale di Fisica Nucleare, Sezione
di Cagliari, 09042 Monserrato (Cagliari), Italy.
dVisitor from University of California Irvine, Irvine, CA
92697, USA.
eVisitor from Institute of Physics, Academy of Sciences of
the Czech Republic, 182~21, Czech Republic.
fVisitor from CERN, CH-1211 Geneva, Switzerland.
gVisitor from Cornell University, Ithaca, NY 14853,
USA.
hVisitor from University of Cyprus, Nicosia CY-1678,
Cyprus.
iVisitor from Office of Science, U.S. Department of
Energy, Washington, DC 20585, USA.
jVisitor from University College Dublin, Dublin 4, Ireland.
kVisitor from ETH, 8092 Zu¨rich, Switzerland.
lVisitor from University of Fukui, Fukui City, Fukui
Prefecture, Japan 910-0017.
mVisitor from Universidad Iberoamericana, Lomas de Santa
Fe, Me´xico, C.P. 01219, Distrito Federal.
nVisitor from University of Iowa, Iowa City, IA 52242,
USA.
oVisitor from Kinki University, Higashi-Osaka City, Japan
577-8502.
pVisitor from Kansas State University, Manhattan, KS
66506, USA.
qVisitor from Brookhaven National Laboratory, Upton, NY
11973, USA.
rVisitor from Queen Mary, University of London, London,
E1 4NS, United Kingdom.
sVisitor from University of Melbourne, Victoria 3010,
Australia.
tVisitor from Muons, Inc., Batavia, IL 60510, USA.
uVisitor from Nagasaki Institute of Applied Science,
Nagasaki 851-0193, Japan.
vVisitor from National Research Nuclear University,
Moscow 115409, Russia.
wVisitor from Northwestern University, Evanston, IL
60208, USA.
xVisitor from University of Notre Dame, Notre Dame, IN
46556, USA.
yVisitor from Universidad de Oviedo, E-33007 Oviedo,
Spain.
zVisitor from CNRS-IN2P3, Paris, F-75205 France.
aaVisitor from Universidad Tecnica Federico Santa Maria,
110v Valparaiso, Chile.
bbVisitor from The University of Jordan, Amman 11942,
Jordan.
ccVisitor from Universite catholique de Louvain, 1348
Louvain-La-Neuve, Belgium.
ddVisitor from University of Zu¨rich, 8006 Zu¨rich,
Switzerland.
eeVisitor from Massachusetts General Hospital, Boston, MA
02114, USA.
ffVisitor from Harvard Medical School, Boston, MA 02114,
USA.
ggVisitor fromHamptonUniversity,Hampton,VA23668,USA.
hhVisitor from Los Alamos National Laboratory, Los
Alamos, NM 87544, USA.
iiVisitor from Universita` degli Studi di Napoli Federico I,
I-80138 Napoli, Italy.
[1] J. Beringer et al. (Particle Data Group), Phys. Rev. D 86,
010001 (2012).
[2] A. Denner and T. Sack, Nucl. Phys. B358, 46 (1991).
[3] A. Czarnecki and K. Melnikov, Nucl. Phys. B544, 520
(1999).
[4] K. G. Chetyrkin, R. Harlander, T. Seidensticker, and M.
Steinhauser, Phys. Rev. D 60, 114015 (1999).
[5] J. Gao, C. S. Li, and H.X. Zhu, Phys. Rev. Lett. 110,
042001 (2013).
[6] V. Barger, J. L. Hewett, and R. J. N. Phillips, Phys. Rev. D
41, 3421 (1990).
[7] K. I. Hikasa and M. Kobayashi, Phys. Rev. D 36, 724
(1987); C. S. Li, J.M. Yang, and B.Q. Hu, Phys. Rev. D
48, 5425 (1993).
[8] J. L. Diaz-Cruz, M.A. Perez, G. Tavares-Velasco, and J. J.
Toscano, Phys. Rev. D 60, 115014 (1999).
[9] V.M. Abazov et al. (D0 Collaboration), Phys. Rev. D 85,
091104 (2012).
[10] T. Aaltonen et al. (CDF Collaboration), Phys. Rev. Lett.
102, 042001 (2009).
[11] T. Aaltonen et al. (CDF Collaboration), Phys. Rev. Lett.
105, 232003 (2010).
[12] T. Aaltonen et al. (CDF Collaboration), Phys. Rev. D 71,
032001 (2005).
[13] T. Aaltonen, A. Buzatu, B. Kilminster, Y. Nagai, and W.
Yao, arXiv:1107.3026.
[14] We use a right-handed spherical coordinate system with
the origin at the center of the detector. The angles  and 
are the polar and azimuthal angles, respectively, and  is
zero along incident proton direction. The pseudorapidity is
defined by  ¼  lntanð=2Þ. The transverse momentum
and energy are defined by pT ¼ p sinðÞ and ET ¼
E sinðÞ, respectively, where p and E are the momentum
and energy of the particle.
[15] The missing transverse energy, an imbalance of energy in
the transverse plane of the detector, is defined by 6ET ¼
jPtowersETn^Tj, where n^T is the unit vector normal to the
beam and pointing to a given calorimeter tower and ET is
the transverse energy measured in that tower.
[16] F. Abe et al. (CDF Collaboration), Phys. Rev. D 45, 1448
(1992).
[17] A. Bhatti et al., Nucl. Instrum. Methods Phys. Res., Sect.
A 566, 375 (2006).
[18] T. Aaltonen et al. (CDF Collaboration), Phys. Rev. Lett.
109, 152003 (2012).
[19] T. Aaltonen et al. (CDF Collaboration), Phys. Rev. D 87,
052013 (2013).
[20] D. Acosta et al. (CDF Collaboration), Phys. Rev. D 71,
052003 (2005).
[21] T. Aaltonen et al. (CDF Collaboration), Phys. Rev. D 77,
011108 (2008).
[22] M. L. Mangano, F. Piccinini, A. D. Polosa, M. Moretti, and
R. Pittau, J. High Energy Phys. 07 (2003) 001.
[23] T. Sjo¨strand, S. Mrenna, and P. Skands, J. High Energy
Phys. 05 (2006) 026.




[24] J. Alwall, P. Demin, S. D. Visscher, R. Frederix, M.
Herquet, F. Maltoni, T. Plehn, D. L. Rainwater, and T.
Stelzer, J. High Energy Phys. 09 (2007) 028.
[25] J.M. Campbell and R.K. Ellis, Phys. Rev. D 60, 113006
(1999); B.W. Harris, E. Laenen, L. Phaf, Z. Sullivan,
and S. Weinzierl, Phys. Rev. D 66, 054024 (2002).
[26] T. Aaltonen et al. (CDF Collaboration), Phys. Rev. Lett.
105, 012001 (2010).
[27] G. J. Feldman and R.D. Cousins, Phys. Rev. D 57, 3873
(1998).
[28] T. Aaltonen et al. (CDF Collaboration), Phys. Rev. D 73,
032003 (2006).
[29] T. Aaltonen et al. (CDF Collaboration), Phys. Rev. D 79,
092005 (2009).
[30] T. Aaltonen et al. (CDF Collaboration), Phys. Rev. Lett.
108, 151803 (2012); V.M. Abazov el al. (D0
Collaboration), Phys. Rev. Lett. 108, 151804 (2012).
[31] K. Cranmer, Comput. Phys. Commun. 136, 198 (2001).
[32] C. Loader, Local Regression and Likelihood (Springer,
New York, 1999).
[33] J. Neyman, Phil. Trans. R. Soc. A 236, 333 (1937).
[34] P. Z. Skands and D. Wicke, Eur. Phys. J. C 52, 133 (2007).
[35] P. Z. Skands, Phys. Rev. D 82, 074018 (2010).
[36] G. Corcella, I. G. Knowles, G. Marchesini, S. Moretti, K.
Odagiri, P. Richardson, M.H. Seymour, and B. R. Webber,
J. High Energy Phys. 01 (2001) 010.
[37] S. Frixione and B. R. Webber, J. High Energy Phys. 06
(2002) 029.
[38] T. Aaltonen et al. (CDF and D0 Collaborationa), Phys.
Rev. D 86, 092003 (2012).
[39] J. O. Berger, B. Liseo, and R. L. Wolpert, Stat. Sci. 14, 1
(1999).
[40] L. Demortier, Proceedings of the Advanced Statistical
Techniques in Particle Physics, Durham, UK, 2002, edited
by M.R. Whalley and L. Lyons (Durham University,
Durham, UK, 2002), p. 145, IPPP/02/39.
[41] J. Conrad, O. Botner, A. Hallgren, and C. Perez de los
Heros, Phys. Rev. D 67, 012002 (2003); G. C. Hill, Phys.
Rev. D 67, 118101 (2003).
[42] F. Tegenfeldt and J. Conrad, Nucl. Instrum. Methods Phys.
Res., Sect. A 539, 407 (2005).
[43] I. Bigi, Y. Dokshitzer, V. Khoze, J. Kuhn, and P. Zerwas,
Phys. Lett. B 181, 157 (1986); L. H. Orr and J. L. Rosner,
Phys. Lett. B 246, 221 (1990).
PRL 111, 202001 (2013) P HY S I CA L R EV I EW LE T T E R S
week ending
15 NOVEMBER 2013
202001-8
