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GENERALIZED BRUHAT CELLS AND COMPLETENESS OF
HAMILTONIAN FLOWS OF KOGAN-ZELEVINSKY INTEGRABLE
SYSTEMS
JIANG-HUA LU AND YIPENG MI
Abstract. Let G be any connected and simply connected complex semisimple Lie
group, equipped with a standard holomorphic multiplicative Poisson structure. We
show that the Hamiltonian flows of all the Fomin-Zelevinsky twisted generalized mi-
nors on every double Bruhat cell of G are complete in the sense that all the integral
curves of their Hamiltonian vector fields are defined on C. It follows that the Kogan-
Zelevinsky integrable systems on G have complete Hamiltonian flows, generalizing the
result of Gekhtman and Yakimov for the case of SL(n,C). We in fact construct a
class of integrable systems with complete Hamiltonian flows associated to generalized
Bruhat cells which are defined using arbitrary sequences of elements in the Weyl group
of G, and we obtain the results for double Bruhat cells through the so-called open
Fomin-Zelevinsky embeddings of (reduced) double Bruhat cells in generalized Bruhat
cells. The Fomin-Zelevinsky embeddings are proved to be Poisson, and they provide
global coordinates on double Bruhat cells, called Bott-Samelson coordinates, in which
all the Fomin-Zelevinsky minors become polynomials and the Poisson structure can be
computed explicitly.
In memory of Bertram Kostant
1. Introduction
1.1. Introduction. Complex Poisson manifolds provide a natural setting for complex
integrable systems. Here recall that a complex Poisson manifold is a pair (X,π), where
X is a complex manifold and π, the Poisson structure, is a holomorphic section of ∧2TX
such that the bilinear map HX ⊗C HX →HX given by
(1) {f, g}
def
= π(df, dg), f, g ∈ HX ,
makes the sheaf HX of local holomorphic functions on X into a sheaf of Poisson algebras.
In such a case, the operation { , } is called a Poisson bracket on HX , and f, g ∈ HX
are said to Poisson commute if {f, g} = 0. Given a complex Poisson manifold (X,π)
and a (local) holomorphic function f on X, the Hamiltonian vector field Hf of f is the
holomorphic vector field on X defined by
Hf (g) = {f, g}, g ∈ HX ,
and f is said to have complete Hamiltonian flow if all the integral curves of Hf on X
are defined on the whole of C. If the generic symplectic leaves of π in X have dimension
2m, a set (y1, . . . , ym) of m holomorphic functions on X is said to define an integrable
system on X with complete Hamiltonian flows if they are functionally independent when
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restricted to generic symplectic leaves, pairwise Poisson commute, and each yj has com-
plete Hamiltonian flow on X. An integrable system on X with complete Hamiltonian
flows thus defines an analytic action of Cm on X.
In this paper, we are mainly concerned with Hamiltonian flows and integrable systems
defined by regular functions on a smooth complex affine variety, equipped with a Poisson
structure that is algebraic. We refer to [31] for a systematic study of complex Poisson
manifolds, algebraic Poisson varieties, as well as their relations to integrable systems.
For an integer m ≥ 1, let Mm(C) be the vector space of all m × m matrices with
complex entries. In [27, 28], B. Kostant and N. Wallach proved the remarkable result
that the complex Gelfand-Zeitlin integrable system on Mm(C) has complete Hamiltonian
flows, thus giving rise to an analytic action of Cm(m−1)/2 on Mm(C). Here the Hamilton-
ian vector fields are defined with respect to the linear Kostant-Kirillov-Souriau Poisson
structure on Mm(C), by identifying Mm(C) with its dual vector space via the trace form
and by using the natural Lie algebra structure on Mm(C). Various aspects of this (com-
plex) Gelfand-Zeitlin system on Mm(C), such as its relation to representation theory and
the geometry of the orbits of the action by Cm(m−1)/2, have been studied in detail by
Kostant and Wallach [27, 28] and by M. Colarusso and S. Evens [6, 7, 8, 9, 10].
The vector space Mm(C) also has a well-known quadratic Poisson structure with its
origin in quantum groups [19]. In [19], M. Gekhtman and M. Yakimov gave an analog of
the Gelfand-Zeitlin integrable system on Mm(C) with respect to the quadratic Poisson
structure and proved its completeness in a certain sense. In the same paper [19], they
also showed that the Hamiltonian flows (with respect to the quadratic Poisson structure)
of all minors on Mm(C) are complete, and that the Kogan-Zelevinsky integrable systems,
originally introduced by M. Kogan and A. Zelevinsky [26] for any connected and sim-
ply connected complex semisimple Lie group (see Example 3.10 for more detail), have
complete Hamiltonian flows for the case of SLm(C).
Let Q be the algebra of all quasi-polynomials in one complex variable [1, §26], i.e., Q
consists of all holomorphic functions on C of the form
(2) γ(c) =
N∑
k=1
qk(c)e
akc, c ∈ C,
with each qk(c) ∈ C[c] and the ak’s pairwise distinct complex numbers. It is in fact shown
in [19] that all the integral curves of the Hamiltonian vector field (with respect to the
quadratic Poisson structure on Mn(C)) of every minor on Mm(C) are of the form
c 7−→ (γjk(c))j,k=1,...,m, c ∈ C,
where γjk ∈ Q for all j, k = 1, . . . ,m. Motivated by the results in [19], we make the
following definition.
Definition 1.1. Let X be a smooth affine variety with an algebraic Poisson structure,
and assume that X ⊂ Cn. A regular function y on X is said to have complete Hamiltonian
flow with property Q (with respect to the given embedding of X in Cn) if all the integral
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curves of the Hamiltonian vector field of y are defined on C and are of the form
c 7−→ (γ1(c), . . . , γn(c)), c ∈ C,
with γj ∈ Q for every j = 1, 2, . . . , n. An integrable system on X defined by a set
(y1, . . . , ym) of regular functions on X is said to have complete Hamiltonian flows with
property Q if each yj has complete Hamiltonian flow with property Q. ⋄
As Q is an algebra, the property for a regular function, and thus also for an inte-
grable system, to have complete Hamiltonian flow with property Q is independent of the
embedding of X into affine spaces, and is thus also invariant under biregular Poisson
isomorphisms between affine Poisson varieties (see Lemma 1.5). In view of Definition 1.1,
the results in [19] on the minors on Mm(C) can be rephrased as saying that, with respect
to the quadratic Poisson structure on Mm(C), all the minors on Mm(C) have complete
Hamiltonian flows with property Q, and that the Kogan-Zelevinsky integrable systems
for SL(m,C) ⊂Mm(C) have complete Hamiltonian flows with property Q.
In this paper, we generalize the above result of [19] for SL(m,C) to any connected and
simply connected complex semisimple Lie group G. More precisely, recall that double
Bruhat cells in G are defined as
Gu,v = (BuB) ∩ (B−vB−),
where (B,B−) is a pair of opposite Borel subgroups of G, and u, v ∈W , the Weyl group
of G with respect to T = B ∩B−. By [3, Proposition 2.8], each double Bruhat cell G
u,v
is an affine variety (see also [17, Proposition 3.1] and [17, Corollary 2.5], which imply
that Gu,v is biregularly isomorphic to a principal Zariski open subset of an affine space).
We show that all the Fomin-Zelevinsky twisted generalized minors (see Definition 3.6)
on every double Bruhat cell Gu,v in G have complete Hamiltonian flows with property
Q. Consequently, the Kogan-Zelevinsky integrable systems on every Gu,u, defined by
certain Fomin-Zelevinsky twisted generalized minors and using reduced words of u, have
complete Hamiltonian flows with property Q. Here the group G is equipped with the so-
called standard multiplicative Poisson structure πst, the definition of which depends on the
choice of (B,B−) and the additional choice of a non-degenerate symmetric bilinear form
〈 , 〉g on the Lie algebra g of G (see §2.1 for its precise definition). For G = SL(m,C) and
the standard choices of B,B−, and 〈 , 〉g, πst extends to the quadratic Poisson structure
on Mm(C) used in [19].
We remark that the Fomin-Zelevinsky twisted generalized minors on double Bruhat
cells have been studied extensively in the literature (see, for example, [2, 3, 17, 20, 21, 22,
23] and references therein), specially because of their important roles in the theories of
total positivity, crystal bases, and (classical and quantum) cluster algebras. In particular,
certain Fomin-Zelevinsky minors on Gu,v form an initial cluster of the Berenstein-Fomin-
Zelevinsky upper cluster algebra structure on the coordinate ring of Gu,v (see [3]), which is
compatible with the Poisson structure πst on G
u,v in the sense [18] that any two functions
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f1, f2 in the same cluster have log-canonical Poisson bracket, i.e.
{f1, f2} = af1f2
for some constant a. We also refer to [23] for a remarkable proof, using the Poisson
structure πst, that the Berenstein-Fomin-Zelevinsky upper cluster algebra structure on
the coordinate ring of Gu,v coincides with the corresponding cluster algebra structure.
Given a double Bruhat cell Gu,v, our main tool for studying the Poisson manifold
(Gu,v, πst) is a modification of the map defined by Fomin and Zelevinsky in [17, Proposi-
tion 3.1], which we call the (open) Fomin-Zelevinsky embedding (see Definition 3.4)
F u,v : Gu,v −→ T ×O(v
−1,u),
and the resulting global Bott-Samelson coordinates on Gu,v. Here O(v
−1,u) is the so-called
generalized Bruhat cell associated to the elements v−1 and u of the Weyl group W . The
generalized Bruhat cells Ou, where u = (u1, . . . , un) is any sequence of elements in W , is
defined in [34, §1.3] as
Ou = Bu1B ×B · · · ×B BunB/B ⊂ Fn
def
= G×B · · · ×B G/B,
where Fn is the quotient space of G
n by a certain right action of the product group Bn
(see §2.2 for detail). The product Poisson structure πnst on G
n projects to a well-defined
Poisson structure πn on Fn, with respect to which every generalized Bruhat cell O
u is a
Poisson submanifold. Fixing a pinning for (G,T ) (see §1.4), the choice of a reduced word
for each uj then gives rise to a parametrization of O
(u1,...,un) by Cl(u1)+···+l(un), where l is
the length function onW , and we refer to the resulting coordinates on O(u1,...,un) as Bott-
Samelson coordinates (see Definition 2.7). Explicit formulas for the Poisson structure
πn on O
(u1,...,un) in Bott-Samelson coordinates have been studied in [14, 15]. By Bott-
Samelson coordinates on a double Bruhat cell Gu,v we mean the coordinates on Gu,v
obtained through the open Fomin-Zelevinsky embedding F u,v and the combination of
coordinates on T and Bott-Samelson coordinates on O(v
−1,u). We prove in Theorem 3.11
that the open Fomin-Zelevinsky embedding
F u,v : (Gu,v, πst) −→ (T ×O
(v−1,u), 0 ⊲⊳ π2)
is Poisson, its image being a single T -orbit of symplectic leaves of (T ×O(v
−1,u), 0 ⊲⊳ π2).
Here 0 ⊲⊳ π2 is the sum of 0×π2, the product of the zero Poisson structure on T with the
Poisson structure π2 on O
(v−1,u), and a certain mixed term defined using the T -action on
O(v
−1,u) (see §2.7 for detail). We then show that, in Bott-Samelson coordinates on Gu,v,
all the Fomin-Zelevinsky twisted generalized minors on Gu,v belong to a special class of
polynomials whose Hamiltonian flows are, manifestly, complete with property Q.
We remark that for any sequence (u1, . . . , un) ∈W
n, it is shown in [15, §5] that, through
the identification of the algebra of regular functions on O(u1,...,un) with the polynomial
algebra C[x1, . . . , xl] via Bott-Samelson coordinates, where l = l(u1) + · · · + l(un), the
Poisson structure πn on O
(u1,...,un) makes C[x1, . . . , xl] into a so-called symmetric nilpotent
semi-quadratic Poisson algebra as defined in [21, Definition 4], also called a Poisson CGL
extension in [23]. The Fomin-Zelevinsky embedding, being an open Poisson embedding,
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thus gives an explicit identification of the coordinate ring of Gu,v, as a Poisson algebra,
with a certain explicit localization of a Poisson CGL extension. Identifications of this
kind, and their quantum analogs, have been used and play a crucial role in the work of
K. Goodearl and M. Yakimov in their proof that the Berenstein-Fomin-Zelevinsky upper
cluster algebra structure on the coordinate ring of Gu,v coincides with the corresponding
cluster algebra structure (both at the classical and quantum levels). See [20, 21, 22, 23].
We thank M. Yakimov for pointing out to us that their identification in [23] of the
coordinate ring of Gu,v with the localization of a Poisson CGL extension is through a
Poisson analog of the method in [20, Proposition 4.4] to prove [20, Theorem 4.1].
We also point out that, based on the results in [14, 15], B. Elek has written a computer
program in the language of GAP that computes the Poisson structure πn on O
(u1,...,un) in
the Bott-Samelson coordinates for any G and any sequence (u1, . . . , un) ∈ W
n. This, in
principle, allows one to compute explicitly the Hamiltonian flows of the Fomin-Zelevinsky
minors in Bott-Samelson coordinates. We give examples for G = SL(2,C), G = SL(3,C),
and G = G2 in Example 2.32, Example 3.16 and Example 3.17, respectively.
In the first part of the paper, §2, we develop a general theory on complete Hamiltonian
flows associated to an arbitrary generalized Bruhat cell Ou and the Poisson structure
πn, where u = (u1, . . . , un) ∈ W
n. We introduce a collection Yu (see Definition 2.17) of
regular functions on Ou and prove in Theorem 2.19, using Bott-Samelson coordinates on
Ou, that every y ∈ Yu has complete Hamiltonian flow with property Q. We also study a
Poisson structure 0 ⊲⊳ πn on T ×O
u and introduce a collection Y˜u (see Definition 2.25)
of regular functions on T × Ou, which are shown in Theorem 2.26 to all have complete
Hamiltonian flows with property Q. Moreover, in §2.8 we construct on (O(u
−1,u), π2n) an
integrable system that has complete Hamiltonian flows with property Q, where u−1 =
(u−1n , . . . , u
−1
1 ), and (O
(u−1,u), π2n) can be regarded as a double of (O
u, πn).
In §3, the second part of the paper, we relate double Bruhat cells and generalized
Bruhat cells through the Fomin-Zelevinsky embeddings. Given a double Bruhat cell
Gu,v and respective reduced words u and v of u and v, we introduce in §3.1 the Fomin-
Zelevinsky embeddings
Fˆu,v : Gu,v/T −→ O(v
−1,u) ∼= O(v
−1,u),
Fu,v : Gu,v −→ T ×O(v
−1,u) ∼= T ×O(v
−1,u),
where recall that Gu,v/T is the reduced double Bruhat cell corresponding to Gu,v. We
prove in Proposition 3.9 that all the Fomin-Zelevinsky twisted generalized minors on Gu,v
are pullbacks by Fu,v of regular functions on T × O(v
−1,u) from the collection Y˜(v
−1,u).
After proving in Theorem 3.12 that the Fomin-Zelevinsky embeddings are Poisson, we
establish in Corollary 3.14 and Corollary 3.15 that all the Fomin-Zelevinsky minors on
every Gu,v and all the Kogan-Zelevinsky integrable systems on every Gu,u have complete
Hamiltonian flows with property Q. For each reduced word u of u, by pulling back the
integrable system on O(u
−1,u) constructed in §2.8 using Fˆu,u, we also obtain an integrable
system on Gu,u/T that has complete Hamiltonian flows with property Q. See §3.5.
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The proof of the fact that the Fomin-Zelevinsky embeddings are Poisson, as given
in §3.3, uses certain formulas for Poisson brackets between Fomin-Zelevinsky minors by
Kogan and Zelevinsky [26] and their explicit expressions in Bott-Samelson coordinates.
As such a proof depends on many computations in different coordinates, we give a more
conceptual proof in the Appendix, which involves some general theory on Poisson Lie
groups and certain other interesting facts about the Poisson Lie group (G,πst).
1.2. Further studies. We expect most of the results in §2 on the standard Poisson
structure on generalized Bruhat cells to hold for arbitrary symmetric Poisson CGL ex-
tensions. In particular, it would be very interesting to construct a double of a symmetric
Poisson CGL extension, as we have done from (Ou,πn) to (O
(u−1,u), π2n), and produce an
integrable system on the double that has complete Hamiltonian flows with property Q.
Consider now a double Bruhat cell Gu,u, where u ∈W . In addition to carrying Kogan-
Zelevinsky integrable systems, which we have now proved to have complete Hamiltonian
flows with property Q, it is shown in [35] that Gu,u also has the natural structure of a
Poisson groupoid over the Bruhat cell BuB/B ⊂ G/B. In fact, each symplectic leaf of
πst in G
u,u is shown in [35] to be a symplectic groupoid over BuB/B. It is very natural,
then, to formulate any compatibility between the Kogan-Zelevinsky integrable systems
and the groupoid structure on Gu,u, and to ask whether there is any groupoid-theoretical
interpretation of the Cl(u)-action on Gu,u defined by the Kogan-Zelevinsky systems.
Finally, as with the complex Gelfand-Zeitlin integrable system on the matrix space
Mm(C) pioneered by Kostant and Wallach, it would be very interesting to see when the
analytic action of Cl(u) on Gu,u descends to an algebraic action of (C×)l(u) and what
roles the property Q of the Hamiltonian flows plays in understanding the geometry of the
orbits of the action.
1.3. Why property Q? Recall Definition 1.1 of property Q of Hamiltonian flows. We
first make a simple observation which explains the appearance of property Q in this
paper. Let (x1, . . . , xn) be the standard coordinates on C
n and let A = C[x1, . . . , xn].
We identify an algebraic Poisson structure on Cn with the corresponding Poisson bracket
{ , } on the polynomial algebra A.
Lemma 1.2. Let { , } be any algebraic Poisson structure on Cn and let y ∈ A. Assume
that there is a set G = (x˜1, . . . , x˜n) of generators for A such that for each j = 1, 2, . . . , n,
there exist κj ∈ C and fj ∈ C[x˜1, . . . , x˜j−1] (fj is a constant when j = 1) such that
(3) {y, x˜j} = κj x˜jy + fj.
Then y has complete Hamiltonian flow with property Q.
Proof. As the change of coordinates (x1, . . . , xn) → (x˜1, . . . , x˜n) is biregular, we may
assume that (x˜1, . . . , x˜n) = (x1, . . . , xn). The Hamiltonian vector field of y with respect
to { , } is then given by
Hy = {y, x1}
∂
∂x1
+ {y, x2}
∂
∂x2
+ · · ·+ {y, xn}
∂
∂xn
.
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As y is constant on any integral curve of Hy, solving for an integral curve of Hy is the
same as solving for the functions (x1(c), . . . , xn(c)) from the system of ODEs
dx1
dc
= κ1x1y0 + f1,
dx2
dc
= κ2x2y0 + f2(x1), · · · ,
dxn
dc
= κnxny0 + fn(x1, . . . , xn−1),
where y0 and f1 are constants. Solving for the xj ’s successively, one sees that each xj is
defined on C and is in Q.
Q.E.D.
Remark 1.3. In our applications of Lemma 1.2, for example, in the proofs of Theorem
2.19 and Theorem 2.26, the set (x˜1, . . . , x˜n) of generators of C[x1, . . . , xn] is often a shuffle
of (x1, . . . , xn). ⋄
Lemma 1.4. With the same assumptions as in Lemma 1.2, suppose that X is a smooth
affine Poisson subvariety of Cn and g ∈ A is such that g|X 6= 0. Consider X
′ = {x ∈ X :
g(x) 6= 0} ⊂ X, regarded as an affine variety in Cn+1 via the embedding
(4) X ′ −→ Cn+1, x 7−→ (x, 1/g(x)), x ∈ X ′.
Equip X ′ with the (algebraic) Poisson structure from X by restriction. If {y, g} = κyg
for some κ ∈ C, then y|X′ has complete Hamiltonian flow in X
′ with property Q (with
respect to the embedding in (4)).
Proof. Let I = 〈a1, . . . , am〉 be the radical ideal of A defining X. Then there exist
bj,k ∈ A, j, k = 1, . . . ,m, such that {y, ak} =
∑m
j=1 bj,kaj for each k = 1, . . . ,m. Let
γ : C→ Cn be an integral curve of Hy with γ(0) ∈ X. For j, k = 1, . . . ,m, let fk = ak ◦ γ
and gj,k = bj,k ◦ γ. Then the functions f1, . . . , fm on C satisfy the system of linear ODEs
dfk
dc
=
m∑
j=1
gj,k(c)fj , k = 1, . . . ,m,
with the initial conditions f1(0) = · · · = fm(0) = 0. By the uniqueness of solutions of
ODEs, fk = 0 for k = 1, . . . ,m. Thus γ(C) ⊂ X.
Identifying the algebraOX′ of regular functions onX
′ with the localization OX [(g|X)−1],
the extension of { , } from OX to OX′ indeed makes X
′ into a (smooth) affine Poisson
variety. Let p ∈ X ′ and let γ : C → X be the integral curve of Hy through p in X.
Consider the function g(γ(c)), c ∈ C. It follows from {y, g} = κyg that
d
dc
(g(γ(c))) = {y, g}(γ(c)) = κy(p)g(γ(c)), c ∈ C.
Thus g(γ(c)) = g(p)eκy(p)c for all c ∈ C. In particular, g(γ(c)) 6= 0 for all c ∈ C and thus
γ(C) ⊂ X ′. Moreover, as 1/g(γ(c)) = e−κy(p)c/g(p) for all c ∈ C, it follows by definition
that y|X′ ∈ OX′ has complete Hamiltonian flow in X
′ with property Q.
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Q.E.D.
We now show that property Q for a regular function on an affine Poisson variety X is
independent of the embedding of X into an affine space.
Lemma 1.5. Let X be a smooth affine variety with an algebraic Poisson structure π, and
let φ : X → Cn and ψ : X → Cm be embeddings of X as affine varieties. Suppose that a
regular function y on X has complete Hamiltonian flow with property Q with respect to
φ. Then y also has complete Hamiltonian flow with property Q with respect to ψ.
Proof. Let γ : C → X, c 7→ γ(c), be an integral curve of the Hamiltonian vector field of
y. Writing φ ◦ γ : C→ Cn as
φ(γ(c)) = (γ1(c), . . . , γn(c)), c ∈ C,
we know by assumption that γj ∈ Q for each j = 1, . . . , n. Let z1, . . . , zm be the coor-
dinates on Cm. Then for each k = 1, . . . ,m, ψ∗(zk) is a regular function on X, so there
exists fk ∈ C[x1, . . . , xn] such that ψ
∗(zk) = φ
∗(fk) as regular functions on X. Define
F : Cn −→ Cm, F (x) = (f1(x), . . . , fm(x)), x ∈ C
n.
Then F ◦ φ = ψ : X → Cm, and thus
ψ(γ(c)) = F (φ(γ(c)) = F (γ1(c), . . . , γj(c)), c ∈ C.
As Q is a subalgebra of the algebra of all C-valued functions on C, one has ψ ◦ γ ∈ Qm.
Q.E.D.
1.4. Notation. We now fix some notation that will be used throughout the paper.
We will fix the connected and simply connected complex semisimple Lie group G and
also fix a pair (B,B−) of opposite Borel subgroups of G. Let N and N− be the respective
uniradicals of B and B−. Let T = B∩B−, and let t be the Lie algebra of T . Let ∆
+ ⊂ t∗
be the system of positive roots determined by B, and let
g = t+
∑
α∈∆+
(gα + g−α)
be the root decomposition of g. Let NG(T ) be the normalizer subgroup of T in G, and
let W = NG(T )/T be the Weyl group. Define the right action of W on T by
tw = w˙−1tw˙, t ∈ T,
where for w ∈W , w˙ is any representative of w in NG(T ).
Let Γ ⊂ ∆+ be the set of all simple roots in ∆+. For each α ∈ Γ, we will fix root
vectors eα ∈ gα and e−α ∈ g−α such that hα
def
= [eα, e−α] satisfies α(hα) = 2. Recall that
the collection (T, B, {eα, e−α : α ∈ Γ}) is called a pinning of G. For α ∈ Γ, let
uα, u−α : C −→ G, uα(c) = exp(c eα) and u−α(c) = exp(c e−α), c ∈ C,
be the corresponding one-parameter unipotent subgroups of G, and define the represen-
tative of the simple reflection sα in NG(T ) by
sα = uα(−1)u−α(1)uα(−1).
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By [17], if w ∈ W and w = sα1sα2 · · · sαl is a reduced decomposition of w, where αj ∈ Γ
for j = 1, . . . , l, the representatives
w
def
= sα1 sα2 · · · sαl and w
def
=
(
w−1
)−1
of w in NG(T ) are independent of the choices of the reduced decompositions of w, and
w1w2 = w1 w2 and w1w2 = w1w2 if l(w1w2) = l(w1) + l(w2).
Let X(T ) be the character group of T . For λ ∈ X(T ), denote the corresponding group
homomorphism T → C× by t 7→ tλ for t ∈ T . Define the left action of W on X(T ) by
(tw)λ = tw(λ), t ∈ T, w ∈W, λ ∈ X(T ).
For λ ∈ X(T ), we will also use λ to denote the corresponding element in t∗ = C⊗ZX(T ).
The linear pairing between t and t∗ is denoted by ( , ).
Let P+ ⊂ X(T ) be the set of all dominant weights, and for α ∈ Γ, let ωα ⊂ P
+ be the
corresponding fundamental weight. Recall from [17] that corresponding to each α ∈ Γ
one has the principal minor ∆ωα , which is the regular function on G whose restriction to
B−B is given by
∆ωα(g) = [g]ωα0 ,
where for g ∈ B−B = N−TN , we write
(5) g = [g]−[g]0[g]+, where [g]− ∈ N−, [g]0 ∈ T, [g]+ ∈ N.
Recall also from [17] that a generalized minor on G is a regular function on G of the form
g 7−→ ∆w1ωα,w2ωα(g)
def
= ∆ωα(w1
−1gw2), g ∈ G,
where w1, w2 ∈ W and α ∈ Γ. Let λ ∈ P
+, and write λ as λ =
∑
α nαωα with nα ∈ N
for each α ∈ Γ. One then has the regular function ∆λ on G defined by
(6) ∆λ =
∏
α∈Γ
(∆ωα)nα .
For w1, w2 ∈W , define the regular function ∆w1λ,w2λ on G by
(7) ∆w1λ,w2λ(g) = ∆
λ(w1
−1gw2), g ∈ G.
It is easy to see that ∆w1λ,w2λ is a matrix coefficient of the highest weight representation
of G with highest weight λ (see [36, Definition 6.2]), and
(8) ∆w1λ,w2λ =
∏
α∈Γ
(∆w1ωα,w2ωα)
nα .
Thus ∆w1λ,w2λ is a monomial, with non-negative exponents, of generalized minors.
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2. Complete Hamiltonian Flows and Integrable Systems on Generalized
Bruhat Cells
2.1. The complex Poisson Lie group (G,πst). Let G be any connected and simply
connected complex semisimple Lie group with Lie algebra g, and let the notation be as
in §1.4. We will also fix a non-degenerate symmetric invariant bilinear form 〈 , 〉g on g.
The restriction of 〈 , 〉g to t will be denoted by 〈 , 〉. As 〈 , 〉 is non-degenerate, one has
the isomorphism # : t∗ → t, λ 7→ λ#, given by
(9) 〈λ#, x〉 = λ(x) = (λ, x), λ ∈ t∗, x ∈ t.
Let 〈 , 〉 also denote the bilinear form on t∗ given by
〈λ1, λ2〉 = 〈λ
#
1 , λ
#
2 〉, λ1, λ2 ∈ t
∗.
The choice of the triple (T,B, 〈 , 〉g) gives rise to the standard quasi-triangular r-matrix
rst on g defined by (see [11, 16])
rst =
r∑
i=1
hi ⊗ hi +
∑
α∈∆+
〈α, α〉e−α ⊗ eα ∈ g⊗ g,
where {hi}
r
i=1 is any orthonormal basis of h with respect to 〈 , 〉, and for α ∈ ∆
+, eα ∈ gα
and e−α ∈ g−α are such that α([eα, e−α]) = 2. Correspondingly, one has the standard
multiplicative holomorphic Poisson bi-vector field πst on G given by
(10) πst(g) = lgrst − rgrst = lgΛst − rgΛst, g ∈ G,
where lg (resp. rg) for g ∈ G is the left (resp. right) translation on G by g, and
Λst =
∑
α∈∆+
〈α, α〉
2
(e−α ⊗ eα − eα ⊗ e−α) ∈ ∧
2g
is the skew-symmetric part of rst. We refer to [5, 11, 16] for the relation between the
Poisson Lie group (G,πst) and the corresponding quantum group of G. By, for example,
[24, 25, 26], the double Bruhat cells Gu,v = (BuB) ∩ (B−vB−), where u, v ∈ W , are
precisely the T -orbits (under left or right translation) of symplectic leaves of πst in G. In
particular, BuB and B−uB−, for any u ∈ W , are Poisson submanifolds of (G,πst). The
restriction of πst to G
u,v will still be denoted by πst.
Remark 2.1. The Poisson structure πst in (10) is the negative of the one defined in [26,
§2.5] by Kogan and Zelevinsky, where the bilinear form 〈 , 〉 on t∗ is denoted as ( , ). ⋄
2.2. The Poisson structure πn on the generalized Bruhat cell O
u. For an integer
n ≥ 1, let the product group Bn act on Gn by
(g1, g2, . . . , gn) · (b1, b2, . . . , bn) = (g1b1, b
−1
1 g2b2, . . . , b
−1
n−1gnbn), gj ∈ G, bj ∈ B,
and denote the corresponding quotient space by
(11) Fn = G×B G×B · · · ×B G/B.
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Let ̟n : G
n → Fn be the natural projection. For a sequence u = (u1, . . . , un) ∈W
n, let
(12) Ou = Bu1B ×B · · · ×B BunB/B
def
= ̟n((Bu1B)× · · · × (BunB)) ⊂ Fn.
The Bruhat decomposition G =
⊔
u∈W BuB of G then gives the decomposition
(13) Fn =
⊔
u∈Wn
Ou (disjoint union).
Following [34], each Ou ⊂ Fn is called a generalized Bruhat cell, and when u is a sequence
of simple reflections, the generalized Bruhat cell Ou is said to be of Bott-Samelson type.
Let l :W → N be again the length function on W . It is clear that
dimOu = l(u) = l(u1) + · · ·+ l(un).
It is shown in [33, §7.1] (see also [34, Theorem 1.1]) that
πn
def
= ̟n(π
n
st),
where πnst is the product Poisson structure on G
n, is a well-defined Poisson structure
on Fn. As BuB is a Poisson submanifold of G with respect to πst for every u ∈ W ,
all the generalized Bruhat cells Ou in Fn are Poisson submanifolds with respect to πn.
The restriction of πn to each O
u, still denoted by πn, will be referred to as the standard
Poisson structure on the generalized Bruhat cell Ou.
Note that the action of T on Fn given by
(14) t · [g1, g2, . . . , gn] = [tg1, g2, . . . , gn], t ∈ T, g1, g2, . . . , gn ∈ G,
preserves the Poisson structure πn on Fn, where for (g1, . . . , gn) ∈ G
n,
[g1, . . . , gn] = ̟n(g1, . . . , gn) ∈ Fn.
Define a T -leaf of (Fn, πn) to be the union ∪t∈T (t · Σ), where Σ is a symplectic leaf of
(Fn, πn). For u ∈W
n and w ∈W , define
(15) Ouw = {[g1, g2, . . . , gn] ∈ O
u : g1g2 · · · gn ∈ B−wB} ⊂ O
u.
It is shown in [34, Theorem 1.1] that the decomposition
(16) Fn =
⊔
u∈Wn, w∈W
Ouw (disjoint union)
is that of Fn into the T -leaves of πn (see [34, Theorem 1.1] for a criterion for O
u
w 6= ∅).
In particular, for each u ∈W n, one has the (unique) open T -leaf
(17) Oue = {[g1, g2, . . . , gn] ∈ O
u : g1g2 · · · gn ∈ B−B}
of πn in O
u, which will play an important role in this paper.
Remark 2.2. We remark that every generalized Bruhat cell Ou ⊂ Fn with the Poisson
structure πn is Poisson isomorphic to a generalized Bruhat cell of Bott-Samelson type with
the Poisson structure πl(u), where l(u) = l(u1)+· · · l(un). Indeed, if uj = sj,1sj,2 · · · sj,l(uj)
is a reduced decomposition of uj , one then has the sequence
u˜ = (s1,1, s1,2, . . . , s1,l(u1), . . . , sn,1, sn,2, . . . sn,l(un))
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of simple reflections of length l(u), and the map Gl(u1) × · · · ×Gl(un) → Gn given by
(g1,1, . . . , g1,l(u1), . . . , gn,1, . . . , gn,l(un)) 7−→ (g1,1g1,2 · · · g1,l(u1), . . . , gn,1gn,2 · · · gn,l(un))
induces a T -equivariant Poisson isomorphism (see [34, §1.3])
(18) (Fl(u), πl(u)) ⊃ (O
u˜, πl(u)) −→ (O
u, πn) ⊂ (Fn, πn).
Consequently, to study the Poisson manifold (Ou, πn) for an arbitrary generalized Bruhat
cell Ou, it is enough to study the case when Ou is of Bott-Samelson type. ⋄
2.3. The Poisson structure πn in Bott-Samelson coordinates on O
u. Assume first
that u = (sα1 , sα2 , . . . , sαn) is any sequence of simple reflections inW , and for notational
simplicity, we will also write
(19) u = (sα1 , sα2 , . . . , sαn) = (s1, s2, . . . , sn).
Corresponding to u, one has the Bott-Samelson variety
Zu = ̟n(P1 × P2 × · · · × Pn) ⊂ Fn,
where Pj = B ∪BsjB for each j. It is easy to see that Zu is a (smooth and projective)
Poisson submanifold of Fn with respect to the Poisson structure πn, and (O
u, πn) is
embedded in (Zu, πn) as an open Poisson submanifold.
The choice of the pinning in §1.4 gives rise [13, 15] to the atlas
A = {(φγ : Cn −→ φγ(Cn)) : γ ∈ Υu}
on Zu, where Υu is the set of all subexpressions of u, i.e., the set of all sequences
γ = (γ1, . . . , γn) ∈W
n,
where γj = e or γj = sαj for each j = 1, . . . , n, with e being the identity element of W .
More specifically, for γ = (γ1, . . . , γn) ∈ Υu, one has the embedding φ
γ : Cn → Zu,
φγ(x1, . . . , xn) = [u−γ1(α1)(x1)γ1, u−γ2(α2)(x2)γ2, . . . , u−γn(αn)(xn)γn] ∈ Zu,
where e¯ = e ∈ G. For each γ ∈ Υu, it is shown in [14, 15] that the Poisson structure πn
is algebraic in the coordinate chart φγ : Cn → φγ(Cn), and the Poisson brackets among
the coordinate functions are expressed using root strings and structure constants of the
Lie algebra g. Note, in particular, that when γ = u, φu(Cn) = Ou.
Definition 2.3. For a sequence u = (s1, s2, . . . , sn) of simple reflections, we call the
coordinates (x1, . . . , xn) on O
u via φu : Cn → Ou given by
(20) φu(x1, . . . , xn) = [uα1(x1)s1, uα2(x2)s2, . . . , uαn(xn)sn], (x1, . . . , xn) ∈ C
n,
Bott-Samelson coordinates on Ou, and we call π(G,u) = (φ
u)−1(πn) the Bott-Samelson
Poisson structure on Cn associated to (G,u). When necessary, we will denote the induced
Poisson polynomial algebra by (C[x1, . . . , xn], π(G,u)) or (C[x1, . . . , xn], { , }(G,u)). ⋄
Note that in the Bott-Samelson coordinates, the T -action on Ou in (14) is given by
(21) t · φu(x1, x2, . . . , xn) = φ
u(tα1x1, t
s1(α2)x2, . . . , t
s1s2···sn−1(αn)xn), t ∈ T.
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Remark 2.4. By a T -Poisson algebra we mean a Poisson algebra with a T -action by
Poisson automorphisms. By (21), the Poisson polynomial algebra (C[x1, . . . , xn], π(G,u))
is a T -Poisson algebra with the T -action
(22) t ·u xj = t
s1s2···sj−1(αj)xj , t ∈ T, j = 1, . . . , n.
For 1 ≤ i ≤ k ≤ n, let u[i,k] = (si, si+1, . . . , sk), so one also has the T -Poisson algebra
(C[xi, xi+1, . . . , xk], πu[i,k]) with the T -action
(23) t ·u[i,k] xj = t
sisi+1···sj−1(αj)xj , t ∈ T, j = i, . . . , k.
By [15, Theorem 4.14], the inclusion
(C[xi, . . . , xk], π(G,u[i,k])) →֒ (C[x1, . . . , xn], π(G,u))
is a Poisson algebra embedding but not T -equivariant due to (22) and (23). ⋄
We do not need the full strength of the explicit formulas for { , }(G,u) given in [15,
Theorem 4.14], but we will need the following property.
Lemma 2.5. Assume that f ∈ C[x1, . . . , xn] is a T -weight vector with weight λf ∈ X(T ).
1) If f ∈ C[x2, . . . , xn], then
{x1, f}(G,u) + 〈λf , α1〉x1f ∈ C[x2, . . . , xn];
2) If f ∈ C[x1, . . . , xn−1], then
{f, xn}(G,u) + 〈λf , s1s2 · · · sn−1(αn)〉xnf ∈ C[x1, . . . , xn−1].
Proof. For ζ ∈ t, let ∂ζ be the derivation of C[x1, . . . , xn] given by
∂ζ(xj) = (s1s2 · · · sj−1(αj), ζ)xj, j = 1, 2, . . . , n.
By [15, Theorem 5.12], there exist a derivation δ of C[x2, . . . , xn] and a derivation δ
′ on
C[x1, . . . , xn−1] such that
{x1, f}(G,u) = −
〈α1, α1〉
2
x1∂hα1 (f) + δ(f), f ∈ C[x2, . . . , xn],(24)
{f, xn}(G,u) = −
〈αn, αn〉
2
xn∂s1s2···sn−1(hαn )(f) + δ
′(f), f ∈ C[x1, . . . , xn−1],(25)
from which both assertions of Lemma 2.5 now follow.
Q.E.D.
One advantage of embedding (Ou, πn) into (Zu, πn) is that we can make use of other
coordinate charts on Zu in which the Poisson structure πn may be simple. Indeed, let
(e)
def
= (e, e, . . . , e)
be the subexpression of u in which all the entries of (e) are the identity element of W ,
and consider the coordinate chart φ(e) : Cn → φ(e)(Cn) ⊂ Zu
(26) φ(e)(ε1, . . . , εn) = [u−α1(ε1), u−α2(ε2), . . . , u−αn(εn)], (ε1, . . . , εn) ∈ C
n.
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Lemma 2.6. [15, Theorem 4.14] In the coordinates (ε1, ε2, . . . , εn) on φ
(e)(Cn), the Pois-
son structure πn is log-canonical. More precisely,
{εi, εj} = 〈αi, αj〉εiεj, 1 ≤ i < j ≤ n.
Lemma 2.6 will be used in the proof of Proposition 2.13 to compute the log-Hamiltonian
vector fields for certain regular functions on Ou.
Definition 2.7. For an arbitrary sequence u = (u1, . . . , un) ∈ W
n, choose any reduced
word for each uj and form the sequence u˜ of simple reflections as in Remark 2.2. Through
the Poisson isomorphism (Ou˜, πl(u))→ (O
u, πn) in (18) in Remark 2.2, the Bott-Samelson
coordinates on Ou˜ will also be called Bott-Samelson coordinates on Ou. ⋄
Remark 2.8. For the remaining of §2, we will work with generalized Bruhat cells Ou
of Bott-Samelson type, i.e., we will assume that u is a sequence of simple reflections.
The results are trivially extended to arbitrary generalized Bruhat cells by the Poisson
isomorphism (18) in Remark 2.2. See also Remark 2.31. ⋄
2.4. Homogeneous Poisson regular functions on (Ou, πn). Let (X,π) be a smooth
affine Poisson variety, and let (OX , { , }) be the corresponding Poisson algebra of regular
functions on X. Recall that y ∈ OX is said to be Poisson if the principal ideal of OX
generated by y is a Poisson ideal. For such a Poisson element y, define the log-Hamiltonian
vector field Hlog(y) on X by
(27) Hlog(y)(f) =
1
y
{y, f}, f ∈ OX .
If a complex algebraic torus T acts on (X,π) preserving the Poisson structure, let T act
on OX by
(t · f)(x) = f(t · x), t ∈ T, x ∈ X,
so that OX becomes a T -Poisson algebra. An element y ∈ OX that is a T -weight vector
will also be said to be T -homogeneous.
Lemma 2.9. Let (C[x1, . . . , xn], { , }) be a polynomial T -Poisson algebra for which each
xj is T -homogeneous. If y ∈ C[x1, . . . , xn] is T -homogeneous and Poisson, so is every
one of its prime factors.
Proof. Let y1 ∈ C[x1, . . . , xn] be a prime factor of y and write y = y
k
1y2, where k is a
positive integer, y2 ∈ C[x1, . . . , xn], and y1 does not divide y2. For any f ∈ C[x1, . . . , xn],
it follows from
yk1y2Hlog(y)(f) = {y
k
1y2, f} = y
k
1{y2, f}+ ky
k−1
1 y2{y1, f}
that y1|{y1, f}. Thus y1 is Poisson. Equip the (algebraic) character group X(T ) of T
with a total ordering  such that
λ1  λ2 and λ3  λ4 =⇒ λ1 + λ3  λ2 + λ4
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for any λj ∈ X(T ), j = 1, 2, 3, 4. For each non-zero f ∈ C[x1, . . . , xn], let λf,min and
λf,max be the respective minimal and maximal weights appearing in the decomposition
of f into the sum of T -weight vectors. It follows from
λyk1 ,min
λy2,min = λy,min = λy,max = λyk1 ,max
λy2,max
that both yk1 and y2, and thus y1, are T -weight vectors.
Q.E.D.
Let again u = (sα1 , . . . , sαn) = (s1, . . . , sn). We will identify all the regular functions on
(Ou, πn) that are T -homogeneous and Poisson, and we will compute their log-Hamiltonian
vector fields. For α ∈ Γ and c ∈ C, set
(28) pα(c) = uα(c)sα ∈ G.
Then the parametrization φu : Cn → Ou can be written as
(29) φu(x1, x2, · · · , xn) = [pα1(x1), pα2(x2), . . . , pαn(xn)], (x1, . . . , xn) ∈ C
n.
Recall from §1.4 that P+ ⊂ X(T ) is the set of all dominant weights on T , and that for
λ ∈ P+, ∆λ is the regular function on G defined in (6).
Definition 2.10. For λ ∈ P+, let yλ be the regular function on Ou given by
(30) yλ([pα1(x1), pα2(x2), . . . , pαn(xn)]) = ∆
λ(pα1(x1)pα2(x2) · · · pαn(xn)),
where (x1, . . . , xn) ∈ C
n. ⋄
Lemma 2.11. For any λ ∈ P+, the regular function yλ on Ou is T -homogeneous with
weight λ− s1s2 · · · sn(λ).
Proof. Let x = (x1, . . . , xn) ∈ C
n, q(x) = [pα1(x1), . . . , pαn(xn)] ∈ O
u, and t ∈ T . It
follows from
(31) tpα1(x1) · · · pαn(xn) = pα1(t
α1x1) · · · pαn(t
s1···sn−1(αn)xn)t
s1s2···sn ∈ G
and (21) that
(t · yλ)(q(x)) = ∆λ(pα1(t
α1x1) · · · pαn(t
s1···sn−1(αn)xn))
= ∆λ
(
tpα1(x1) · · · pαn(xn)(t
s1s2···sn)−1
)
= tλ−s1s2···sn(λ)yλ(q(x)).
Thus yλ is T -homogeneous with weight λ− s1s2 · · · sn(λ).
Q.E.D.
Let α ∈ Γ. We make some remarks on the function yωα on Ou that will be used in
the next Proposition 2.13 and in §2.8. For the given u = (s1, . . . , sn) = (sα1 , . . . , sαn), if
α ∈ {α1, . . . , αn}, let
iα = min{1 ≤ k ≤ n : αk = α} and jα = max{1 ≤ k ≤ n : αk = α}.
We will regard yωα as an element in C[x1, . . . , xn] via the parametrization φ
u of Ou.
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Lemma 2.12. Let α ∈ Γ. Then yωα = 1 if α /∈ {α1, . . . , αn}. Otherwise, there exist
Aα, Bα, Cα,Dα ∈ C[xiα+1, . . . , xjα−1] and Aα 6= 0, such that
yωα(x) = Aαxiαxjα +Bαxiα + Cαxjα +Dα ∈ C[xiα , . . . , xjα ].
Proof. Let Vωα be the irreducible representation of G with highest weight ωα and let
v0 ∈ Vωα be a highest weight vector. Let P
′(ωα) be the set of all weights in Vωα that are
not equal to ωα, and for each µ ∈ P
′(ωα), let Vωα(µ) ⊂ Vωα be the corresponding weight
space. Then the function ∆ωα on G is given by
(32) gv0 −∆
ωα(g)v0 ∈
∑
µ∈P ′ωα
Vωα(µ), g ∈ G.
Let P ′′(ωα) = {µ ∈ P
′(ωα) : µ 6= ωα − α}. Then one has the direct sum decomposition
Vωα = Cv0 +Csαv0 +
∑
µ∈P ′′(ωα)
Vωα(µ).
Let SL(2,C) act on Vωα via the group homomorphism SL(2,C)→ G determined by the
choices of eα ∈ gα and e−α ∈ g−α in §1.4. Then both Cv0+Csαv0 and
∑
µ∈P ′′(ωα)
Vωα(µ)
are SL(2,C)-invariant, and the resulting representation of SL(2,C) on Cv0 + Csαv0 is
isomorphic to the standard one on C2. In particular, for any c ∈ C, one has
uα(c)sαv0 = cv0 + sαv0,
from which it follows (see also [30, Lemma 7]) that for any c ∈ C,
(33) ∆ωα(guα(c)sα) = c∆
ωα(g) + ∆ωα(gsα), ∆
ωα(uα(c)sαg) = c∆
ωα(g) + ∆ωα(sαg).
Similarly, one shows (see [17, §2.3]) that if α′ ∈ Γ and α′ 6= α, then
(34) ∆ωα(guα′(c)sα′) = ∆
ωα(uα′(c)sα′g) = ∆
ωα(g), g ∈ G, c ∈ C.
Lemma 2.12 now follows by applying (33) and (34).
Q.E.D.
Recall from (17) the Zariski open subset Oue of O
u defined by
(35) Oue = {[pα1(x1), pα2(x2), . . . , pαn(xn)] : pα1(x1)pα2(x2) · · · pαn(xn) ∈ B−B}.
Define τ : Oue → T by (recall notation in (5))
(36) τ(φu(x)) = [pα1(x1)pα2(x2) · · · pαn(xn)]0, φ
u(x) ∈ Oue .
Note that, by definition, for each λ ∈ P+, one has
(37) yλ(φu(x)) = (τ(φu(x)))λ, for φu(x) ∈ Oue .
Let σ : t→ X1(Zu) be the action of t on Zu induced by the T -action in (14), i.e.,
(38) σ(ζ)(q) =
d
ds
|s=0 exp(sζ) · q, ζ ∈ t, q ∈ Zu.
Recall the map # : t∗ → t, λ 7→ λ#, given in (9).
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Proposition 2.13. The set {cyλ : c ∈ C, λ ∈ P+} is the set of all regular functions on
Ou that are T -homogeneous and Poisson with respect to πn, and for λ ∈ P
+,
(39) Hlog(yλ) = −σ(λ
# + s1s2 · · · sn(λ
#)).
Proof. Recall from (26) the coordinate chart φ(e) : Cn → O(e), and note that
O(e) ∩ Ou = {[u−α1(ε1), u−α2(ε2), . . . , u−αn(εn)] : εi 6= 0, i = 1, . . . , n} ⊂ O
u
e .
For α ∈ Γ, let α∨ : C× → T be the co-character of T corresponding to hα ∈ t, so that
(α∨(c))µ = c(µ, hα), ∀ c ∈ C×, µ ∈ X(T ),
where recall that hα ∈ [gα, g−α] is such that α(hα) = 2. We first prove that
(40) τ(φ(e)(ε)) =
n∏
i=1
(α∨i (ε
−1
i ))
si+1si+2···sn , ε = (ε1, . . . , εn) ∈ (C
×)n.
To this end, let x = (x1, . . . , xn) ∈ C
n be such that φ(e)(ε) = φu(x) ∈ O(e) ∩ Ou. Then
for each j = 1, 2, . . . , n, there exist tj ∈ T and uj ∈ N such that
u−α1(ε1) · · · u−αj−1(εj−1)u−αj (εj) = pα1(x1) · · · pαj−1(xj−1)pαj (xj)tjuj,
and τ(φ(e)(ε)) = t−1n ∈ T by definition. A calculation in SL(2,C) shows that
(41) u−α(c) = uα(c
−1)sαα
∨(c)uα(c
−1), ∀ α ∈ Γ, c ∈ C×.
It follows that t1 = α
∨
1 (ε1), and
tj = (tj−1)
sjα∨j (εj), j = 2, . . . , n.
Thus (40) holds. It now follows from (37) and (40) that on O(e) ∩ Ou ⊂ O(e) and in the
coordinates (ε1, . . . , εn) on O
(e), one has
(42) yλ =
n∏
i=1
ε
−(si+1si+2 ··· sn(λ), hαi)
i .
To prove (39), it is enough to show that it holds on the Zariski open subset O(e) ∩Ou of
Ou. It is easy to see that the coordinate function εj on O
(e) satisfies
σ(ζ)(εj) = −αj(ζ)εj , ζ ∈ t, j = 1, 2, . . . , n.
It is thus enough to prove that, for any λ ∈ P+,
(43) {yλ, εj} = 〈λ+ s1 · · · sn−1sn(λ), αj〉 y
λ εj , j = 1, 2, . . . , n.
For i = 1, 2, . . . , n, let mi = (si+1 · · · sn−1sn(λ), hαi). Let j = 1, 2, . . . , n. By (42) and
Lemma 2.6, one has
{yλ, εj} = 〈βj , αj〉 y
λεj,
where βj = −
∑j−1
i=1 miαi +
∑n
i=j+1miαi. It is easy to see that
βj = λ+ s1s2 · · · sn(λ)− sjsj+1 · · · sn(λ)− sj+1 · · · sn(λ),
and as 〈sjsj+1 · · · sn(λ)+ sj+1 · · · sn(λ), αj〉 = 0, (43) holds. It follows that y
λ is Poisson
with respect to πn, and that its log-Hamiltonian vector field on O
u is given as in (39).
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Assume now that y is any non-zero regular function on Ou that is T -homogeneous
and Poisson with respect to πn. It remains to show that y = cy
λ for some c ∈ C× and
λ ∈ P+. Let y1 be a prime factor of y. By Lemma 2.9, y1 is T -homogeneous and Poisson.
Let X1 = {q ∈ O
u : y1(q) = 0}. Then X1 is an irreducible T -invariant Poisson divisor of
(Ou, πn). On the other hand, consider the T -leaf decomposition (see §2.2)
Ou =
⊔
w∈W
Ouw
of (Ou, πn), where O
u
w is defined in (15), and note that
Ou\Oue =
⋃
α∈{α1,α2,...,αn}
Ousα
is the decomposition of the divisor Ou\Oue into its irreducible components, where O
u
sα
is the Zariski closure of Ousα in O
u. If X1 ∩ O
u
e 6= ∅, as O
u
e is a single T -leaf, X1 would
contain an open subset of Ou, which is not possible. Thus X1 is an irreducible component
of the divisor Ou\Oue , and hence X1 = O
u
sαi
for some i = 1, 2, . . . , n. On the other hand,
by [17, Proposition 2.4], the Zariski closure B−sαiB of B−sαiB on G is precisely the
zero set of ∆ωαi . It follows that Ousαi is the zero set of the function y
ωαi . As Ousαi is
irreducible, yωαi can not have more than one prime factor. By Lemma 2.12, there exist
1 ≤ j ≤ n, E,F ∈ C[x1, . . . , xj−1], E 6= 0, such that y
ωαi = xjE + F , which implies that
yωαi must be prime itself. It follows that y1 = cy
ωαi for some c ∈ C×. This finishes the
proof of Proposition 2.13.
Q.E.D.
Remark 2.14. By Proposition 2.13 and its proof, the regular functions on Ou that
are T -homogeneous, Poisson with respect to πn and prime, are, up to scalar multiples,
precisely the elements yωα with α ∈ {α1, α2, . . . , αn}. Moreover, one has
(44) Oue = {q ∈ O
u : yωα(q) 6= 0 ∀ α ∈ {α1, . . . , αn}}.
In particular, Oue is an affine variety with an embedding
(45) Oue −→ C
n+1, q 7−→ ((φu)−1(q), 1/ϕ(q)),
where ϕ =
∏
α∈{α1,...,αn}
yωα . The restriction of πn to O
u
e then makes O
u
e into a smooth
affine Poisson variety. ⋄
Corollary 2.15. For any λ ∈ P+ and for any regular function f on Ou that is T -
homogeneous with weight λf , one has
{yλ, f} = −〈λ+ s1s2 · · · sn(λ), λf 〉 y
λf.
In particular, for λ, λ′ ∈ P+, one has
(46) {yλ, yλ
′
} = (〈λ, s1s2 · · · sn(λ
′)〉 − 〈λ′, s1s2 · · · sn(λ)〉) y
λyλ
′
.
Remark 2.16. For w ∈W , equip T with the Poisson structure π(T,w) given by
{tλ, tλ
′
}(T,w) = (〈λ, w(λ
′)〉 − 〈λ′, w(λ)〉) tλ+λ
′
, λ, λ′ ∈ X(T ).
GENERALIZED BRUHAT CELLS AND KOGAN-ZELEVINSKY INTEGRABLE SYSTEMS 19
It follows from (46) that τ : (Oue , πn) → (T, π(T,s1s2···sn)) is a Poisson morphism, where
τ : Oue → T is given in (36). ⋄
2.5. The collection Yu of regular functions on (Ou, πn). Let again
u = (sα1 , . . . , sαn) = (s1, . . . , sn)
be any sequence of simple reflections for G, and recall the parametrization
φu : Cn −→ Ou, φu(x1, x2, . . . , xn) = [pα1(x1), pα2(x2), . . . , pαn(xn)],
where recall that pα(c) = uα(c)sα for α ∈ Γ and c ∈ C.
Definition 2.17. Define, for 1 ≤ i ≤ n, 0 ≤ i − 1 ≤ j ≤ n, and λ ∈ P+, the regular
function yλ[i,j] on O
u by yλ[i,j] = 1 when j = i− 1, and
(47) yλ[i,j]([pα1(x1), . . . , pαn(xn)]) = ∆
λ(pαi(xi)pαi+1(xi+1) · · · pαj (xj)), i ≤ j.
Moreover, set
(48) Yu =
{
c yλ[i,j] : c ∈ C, 1 ≤ i ≤ n, 0 ≤ i− 1 ≤ j ≤ n, λ ∈ P
+
}
.
Note that the constant functions and the coordinate functions x1, . . . , xn are all in Y
u. ⋄
Lemma 2.18. For 1 ≤ i ≤ n, 0 ≤ i − 1 ≤ j ≤ n, and λ ∈ P+, yλ[i,j] is T -homogeneous
with weight s1s2 · · · si−1(λ)− s1s2 · · · sj(λ) ∈ X(T ).
Proof. The statement clearly holds when j = i − 1. Let 1 ≤ i ≤ j ≤ n. For t ∈ T and
x = (x1, . . . , xn) ∈ C
n, similar to (31), one has
tpα1(x1) · · · pαi−1(xi−1) = pα1(t
α1x1) · · · pαi−1(t
s1···si−2(αi−1)xi−1)t
s1···si−1 ,
tpα1(x1) · · · pαj (xj) = pα1(t
α1x1) · · · pαj (t
s1···sj−1(αj)xj)t
s1s2···sj .
It follows that
pαi(t
s1···si−1(αi)xi) · · · pαj (t
s1···sj−1(αj )xj) = t
s1···si−1pαi(xi) · · · pαj(xj)(t
−1)s1···sj .
Similar to the proof of Lemma 2.11, one sees that yλ[i,j] is T -homogeneous with weight
s1s2 · · · si−1(λ)− s1s2 · · · sj(λ).
Q.E.D.
Consider now the Poisson structure πn on O
u. By Remark 2.14, we also have the affine
Poisson variety (Oue , πn|Oue ). Regard every y ∈ Y
u also as a regular function on Oue by
restriction, we now prove the first main result of this paper.
Theorem 2.19. Every y ∈ Yu has complete Hamiltonian flows with property Q in both
Ou and Oue .
Proof. Identifying Ou ∼= Cn by φu, we now apply Lemma 1.2. Let λ ∈ P+, 1 ≤ i ≤ j ≤ n,
and y = yλ[i,j] ∈ C[x1, . . . , xn]. Consider the re-ordering of the coordinates
(x˜1, . . . , x˜n) = (xi, . . . , xj, xj+1, . . . , xn, xi−1, . . . , x1).
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Case 1: i ≤ k ≤ j. Applying Corollary 2.15 and Remark 2.4 to the Poisson subalgebra
C[xi, . . . , xj], one sees that {y, xk} is log-canonical;
Case 2: j + 1 ≤ k ≤ n. Applying Lemma 2.18 and 2) of Lemma 2.5 to the Poisson
subalgebra C[xi, . . . , xj , xj+1, . . . , xk], one sees that there exists c ∈ C such that
{y, xk} − cyxk ∈ C[xi, . . . , xj , xj+1, . . . , xk−1];
Case 3: 1 ≤ k ≤ i − 1. Applying Lemma 2.18 and 1) of Lemma 2.5 to the Poisson
subalgebra C[xk, . . . , xi−1, xi, . . . , xj ], one sees that there exists c
′ ∈ C such that
{y, xk} − c
′yxk ∈ C[xk+1, . . . , xi, . . . , xj ] ⊂ C[xi, . . . , xj , xj+1, . . . , xn, xi−1, . . . , xk+1].
In all the three cases, the conditions in Lemma 1.2 on the Poisson brackets between y
and the coordinate functions x˜1, . . . , x˜n are satisfied. Thus y has complete Hamiltonian
flow in Cn ∼= Ou with property Q.
Let ϕ =
∏
α∈{α1,...,αn}
yωα . By Corollary 2.15, the Poisson bracket {y, ϕ} is log-
canonical. It now follows from Lemma 1.4 that y, as a regular function on the affine
Poisson variety (Oue , πn|Oue ), has complete Hamiltonian flow in O
u
e with property Q.
Q.E.D.
Notation 2.20. Set s[k,l] = sksk+1 · · · sl for 1 ≤ k ≤ l ≤ n, and s[k,l] = e when k > l. ⋄
Lemma 2.21. For 1 ≤ i′ ≤ i ≤ n, 0 ≤ i− 1 ≤ j ≤ j′ ≤ n, and for any λ ∈ P+, one has{
yλ[i,j], y
λ′
[i′,j′]
}
=
〈
s[1,i−1](λ)− s[1,j](λ), s[1,i′−1](λ
′) + s[1,j′](λ
′)
〉
yλ[i,j] y
λ′
[i′,j′].
Proof. The statement clearly holds when j = i− 1. Assume that 1 ≤ i′ ≤ i ≤ j ≤ j′ ≤ n.
By Corollary 2.15 and Lemma 2.18 applied to (O(si′ ,si′+1,...,sj′ ), πj′−i′+1), one has{
yλ[i,j], y
λ′
[i′,j′]
}
=
〈
λ′ + s[i′,j′](λ
′), s[i′,i−1](λ)− s[i′,j](λ)
〉
yλ[i,j] y
λ′
[i′,j′]
=
〈
s[1,i−1](λ)− s[1,j](λ), s[1,i′−1](λ
′) + s[1,j′](λ
′)
〉
yλ[i,j] y
λ′
[i′,j′].
Q.E.D.
2.6. The Poisson structure 0 ⊲⊳ πX on T ×X. Let T be a complex algebraic torus,
and suppose that (X,πX) is a smooth affine Poisson variety with a T -action by Poisson
isomorphisms. Denote again the Lie algebra of T by t, and let θ : t → X1(X) be the
induced Lie algebra action of t on X, i.e.,
θ(ζ)(x) =
d
ds
|s=0 exp(sζ)x, ζ ∈ t, x ∈ X.
For any linear map M : t∗ → t, we define the Poisson structure 0 ⊲⊳M πX on T ×X by
(49) 0 ⊲⊳M πX = (0, πX) +
r∑
i=1
((M∗(ζ∗i ))
L, 0) ∧ (0, θ(ζi)),
where {ζi}
r
i=1 is any basis of t, {ζ
∗
i }
r
i=1 its dual basis of t
∗, and for ζ ∈ t, ζL denotes
the left (also right) invariant vector field on T with value ζ at the identity element. In
particular, for λ ∈ X(T ) and f ∈ OX ,
{tλ, f} = tλ θ(M(λ))(f).
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Notation 2.22. Assume again that 〈 , 〉 is a symmetric nondegenerate bilinear form on
t, and let # : t∗ → t be as given in (9). For M = −# : t∗ → t, the corresponding Poisson
structure on T ×X will be denoted by 0 ⊲⊳ πX. Then
0 ⊲⊳ πX = (0, πX)−
r∑
i=1
(hLi , 0) ∧ (0, θ(hi)),
where {hi}
r
i=1 is any orthonormal basis of t with respect to 〈 , 〉. ⋄
Recall again that for x ∈ X, the T -leaf of πX through x is the union L =
⋃
t∈T tΣx,
where Σx is the symplectic leaf of πX through x, and the leaf stabilizer (see [34, §2]) of t
at x is the subspace tx of t given by
tx = {ζ ∈ t : θ(ξ)(x) ∈ TxΣx}.
(Here and for the the rest of §2.6, the T in the tangent space TxX should not be confused
with the torus T .) It is shown in [34, §2] that for a given T -leaf of πX , the leaf stabilizer
tx is independent of x ∈ L and that the codimension of any symplectic leaf of πX in L is
equal to the co-dimension of tx in t. Equip T ×X with the diagonal action
t1 · (t, x) = (t1t, t1x), t1, t ∈ T, x ∈ X.
It is clear that 0 ⊲⊳ πX is T -invariant. In the rest of §2.6, we determine the T -leaves and
the leaf stabilizers of 0 ⊲⊳ πX in T ×X. We first recall from [32, 34] the construction of
the Drinfeld Lagrangian subspace lx of t⊕ t associated to the T -action on (X,πX).
For any Poisson manifold (Z, π) and z ∈ Z, let π♭z : T
∗
z Z → TzZ be given by
π♭z(αz)(βz) = π(z)(αz , βz), αz, βz ∈ T
∗
z Z,
so that Im(π♭z) is the tangent space at z to the symplectic leaf of π through z. Let now
L ⊂ X be a T -leaf of πX , and let x ∈ X. Consider the linear map
θx : t −→ TxX, θx(ζ) = θ(ζ)(x), ζ ∈ t,
and its dual map θ∗x : T
∗
xX → t
∗. Recall from [32] and [34, §2] that associated to the
T -Poisson manifold (L, πX) one has the Lie algebroid A = (L× t) ⊲⊳ T
∗L over L with the
surjective anchor map ρ = −θ + π♭
X
from A to the tangent bundle of L. At any x ∈ L,
the kernel of ρx : t⊕ T
∗
xL→ TxL is then
ker ρx = {(ζ, αx) ∈ t⊕ T
∗
xL : θx(ζ) = π
♭
X,x(αx)}.
Consider the vector space t⊕ t∗ ∼= t⊕ t with the symmetric bilinear form
(50) 〈(ζ1, ζ2), (ζ
′
1, ζ
′
2)〉 = 〈ζ1, ζ
′
2〉+ 〈ζ
′
1, , ζ2〉, ζ1, ζ2, ζ
′
1, ζ
′
2 ∈ t.
For each x ∈ L, the linear map
ker ρx −→ t⊕ t, (ζ, αx) 7−→ (ζ, (θ
∗
x(αx))
#),
is then injective [12, 32], and its image, denoted by
lx
def
= {(ζ, (θ∗x(αx))
#) : (ζ, αx) ∈ ker ρx},
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is Lagrangian with respect to the bilinear form 〈 , 〉 on t⊕ t given in (50), and it is called
the Drinfeld Lagrangian subspace of t⊕ t associated to x ∈ L and the T -action on (L, πX).
By definition, the leaf stabilizer tx of t at x is p1(lx), where p1 : t⊕ t→ t is the projection
to the first factor. Let p2 : t⊕ t→ t be the projection to the second factor, and introduce
Flip(lx) = {(ζ1, ζ2) : (ζ2, ζ1) ∈ lx} ⊂ t⊕ t,(51)
t˜x = p2(lx) = {(θ
∗
x(αx))
# : αx ∈ T
∗
xL, π
♭
X,x(αx) = θx(ζ) for some ζ ∈ t} ⊂ t.(52)
Lemma 2.23. With respect to the diagonal action of T on T × X, the T -leaves of the
Poisson structure 0 ⊲⊳ πX in T × X are precisely all the T × L, where L is a T -leaf of
πX in X. Moreover, for a T -leaf L in X and (t, x) ∈ T × L, the Drinfeld Lagrangian
subspace at (t, x) for the diagonal T -action on (T × L, 0 ⊲⊳ πX) is l(t,x) = Flip(lx), the
leaf-stabilizer of t at (t, x) is t˜x, and the rank of the Poisson structure 0 ⊲⊳ πX at (t, x) is
equal to dimL+ dim t˜x.
Proof. Let π = 0 ⊲⊳ πX and (t, x) ∈ T ×X. For a ∈ t
∗, let aL be the left invariant 1-form
on T with value a at the identity element. It follows from the definition of π that
π♭(t,x)(a
L(t), αx) =
(
((θ∗x(αx))
#)L(t), π♭X,x(αx)− θx(a
#)
)
, a ∈ t∗, αx ∈ T
∗
xX.
Let θ˜(t,x) : t → T(t,x)(T ×X), ζ 7→ (ζ
L(t), θx(ζ)), and let L be the T -leaf of πX through
x. It is then clear that
Im(θ˜(t,x)) + Im(π
♭
X,x) = T(t,x)(T × L),
from which it follows that T × L is the T -leaf of π = 0 ⊲⊳ πX through (t, x).
Let l(t,x) ⊂ t ⊕ t be the Drinfeld Lagrangian subspace for the diagonal T -action on
T ×X. By definition,
l(t,x) =
{
(ζ, (a+ θ∗x(αx))
#) : ζ ∈ t, a ∈ t∗, αx ∈ T
∗
xL, ζ = (θ
∗
x(αx))
#,
θx(ζ) = π
♭
X,x(αx)− θx(a
#)
}
,
= {(ζ, a# + ζ) : ζ ∈ t, a ∈ t∗, (a# + ζ, ζ) ∈ lx} = Flip(lx).
The rest of statements in Lemma 2.23 follows from the fact that l(t,x) = Flip(lx).
Q.E.D.
Let now u = (u1, u2, . . . , un) ∈ W
n be arbitrary, and consider the generalized Bruhat
cell Ou ⊂ Fn, equipped with the Poisson structure πn and the T -action given in (14),
where T = B∩B−. One then has the Poisson structure 0 ⊲⊳ πn on T ×O
u. By definition,
the projections to the two factors
(T ×Ou, 0 ⊲⊳ πn) −→ (T, 0) and (T ×O
u, 0 ⊲⊳ πn) −→ (O
u, πn)
are Poisson, where (T, 0) denotes T with the zero Poisson structure, and for any λ ∈ X(T )
and any T -homogeneous regular function f on Ou with T -weight λf ,
(53) {tλ, f} = −〈λ, λf 〉 t
λf.
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Let 1 − u1u2 · · · un : t → t be given by ζ 7→ ζ − u1u2 · · · un(ζ), ζ ∈ t. Recall that
l(u) = l(u1) + l(u2) + · · ·+ l(un).
Proposition 2.24. Equip T ×Ou with the diagonal T -action. Then T ×Oue is a single
T -leaf of (T ×Ou, 0 ⊲⊳ πn). The leaf-stabilizer of t in T ×O
u
e is Im(1− u1u2 . . . un), and
the symplectic leaves of 0 ⊲⊳ πn in T ×O
u have dimension equal to
l(u) + dim Im(1− u1u2 . . . un).
Proof. By [34, Theorem 1.1], Oue is a single T -leaf of πn for the T -action on O
u. By
Lemma 2.23, T × Oue is a single T -leaf of 0 ⊲⊳ πn for the diagonal T -action on T × O
u.
Let x ∈ Oue . The rest of Proposition 2.24 would follow from Lemma 2.23 once we prove
that the Drinfeld Lagrangian subspace lx ⊂ t⊕ t for the T -action on (O
u
e , πn) is given by
(54) lx = {(ζ + u1u2 · · · un(ζ), −ζ + u1u2 · · · un(ζ)) : ζ ∈ t}.
To prove (54), note that by Remark 2.2, we may assume that u = (s1, s2, . . . , sn) is a
sequence of simple reflections. By [34, Theorem 1.1], the leaf stabilizer of t in Oue is
Im(1 + s1s2 . . . , sn). Consider now the regular functions y
λ on Ou defined in §2.4, where
λ ∈ P+. By Proposition 2.13, for every λ ∈ P+, one has
σ(λ# + s1s2 · · · sn(λ
#)) = −π♭n
(
dyλ
yλ
)
.
As the function yλ has T -weight λ−s1s2 · · · sn(λ) by Lemma 2.11, it follows from definition
that lx is as described.
Q.E.D.
2.7. The collection Y˜u of regular functions on (T × Ou, 0 ⊲⊳ πn). Let again u =
(s1, . . . , sn) be any sequence of simple reflections in W , and recall from Definition 2.17
the collection Yu of regular functions on Ou.
Definition 2.25. Let Y˜u be the set of all regular functions on T ×Ou of the form tλ y
with λ ∈ X(T ) and y ∈ Yu, i.e,
Y˜u =
{
c tλ yλ
′
[i,j] : c ∈ C, 1 ≤ i ≤ n, 0 ≤ i− 1 ≤ j ≤ n, λ ∈ X(T ), λ
′ ∈ P+
}
.
⋄
Note that both T×Ou and T×Oue are principal Zariski open subsets in affine spaces and
are thus affine varieties. Denote the restriction of the Poisson structure 0 ⊲⊳ πn to T ×O
u
e
also by 0 ⊲⊳ πn. One then has the (smooth) Poisson affine varieties (T ×O
u, 0 ⊲⊳ πn) and
(T ×Oue , 0 ⊲⊳ πn). We also regard y˜ ∈ Y˜
u as a regular function on T ×Oue by restriction.
Theorem 2.26. Every y˜ ∈ Y˜u has complete Hamiltonian flows with property Q in both
T ×Ou and T ×Oue .
Proof. Let β1, . . . , βr be all the simple roots. Let (ξ1, . . . , ξr) be the coordinates on C
r,
and identify T with (C×)r ⊂ Cr by
T ∋ t 7−→ (ξ1(t), . . . , ξr(t)) ∈ C
r,
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where ξj(t) = t
ωβj . Let again (x1, . . . , xn) be the coordinates on O
u via the parametriza-
tion φu : Cn → Ou. Note then that by (53), the Poisson structure 0 ⊲⊳ πn on T ×O
u ∼=
(C×)r ×Cn extends to a unique algebraic Poisson structure on Cr ×Cn, still denoted as
0 ⊲⊳ πn, such that for any T -homogeneous regular function f on O
u with T -weight λf ,
(55) {ξk, f} = −〈ωβk , λf 〉 ξkf, k = 1, . . . , r.
Consider C1+r+n with coordinates (ξ0, ξ1, . . . , ξr, x1, . . . , xn) and extend the Poisson struc-
ture 0 ⊲⊳ πn on C
r+n to a Poisson structure π on C1+r+n such that
{ξ0, ξk} = 0 and {ξ0, xj} = 〈ωβ1 + · · ·+ ωβr , s1s2 · · · sj−1(αj)〉 ξ0xj , j = 1, . . . , n,
and such that the projection (C1+r+n, π)→ (Cr+n, 0 ⊲⊳ πn) to the last (r+n)-coordinates
is Poisson. It then follows from the definition that the function ξ0ξ1 · · · ξr on C
1+r+n is a
Casimir function. Consider now the affine Poisson subvariety X of (C1+r+n, π) given by
X = {(ξ0, ξ1, . . . , ξr, x1, . . . , xn) : ξ0ξ1 · · · ξr = 1}.
The embedding Φ : (T ×Ou, 0 ⊲⊳ πn)→ (C
1+r+n, π) given by
(t, q) 7−→ ((ξ1(t) · · · ξr(t))
−1, ξ1(t), . . . , ξr(t), (φ
u)−1(q)), (t, q) ∈ T ×Ou,
is then Poisson with X as its image. Let y˜ = tλyλ
′
[i,j] ∈ Y˜
u as in Definition 2.25. Since
for each k = 1 . . . , r, ξ−1k = Φ
∗(ξ0ξ1 · · · ξk−1ξk+1 · · · ξr) as regular functions on T × O
u,
there exists a monomial µ ∈ C[ξ0, ξ1, . . . , ξr] such that Φ
∗
(
µyλ
′
[i,j]
)
= y˜. Consider now
the polynomial y = µyλ
′
[i,j] ∈ C[ξ0, ξ1, . . . , ξr, x1, . . . , xn]. By considering a re-ordering
(x˜1, . . . , x˜n) of the coordinates (x1, . . . , xn) as in the proof of Theorem 2.19, and consider
the coordinates (ξ0, ξ1, . . . , ξr, x˜1, . . . , x˜n) on C
1+r+n, one proves as in Theorem 2.19 that
y has complete Hamiltonian flow in C1+r+n with property Q. By Lemma 1.4, y˜ = Φ∗(y)
has complete Hamiltonian flow in T ×Ou with property Q. Note also that Φ(T ×Oue ) =
{x ∈ X : g(x) 6= 0}, where
g(ξ0, ξ1, . . . , ξr, x1, . . . , xn) =
∏
α∈{α1,...,αn}
yωα(φu(x1, . . . , xn)) ∈ C[ξ0, ξ1, . . . , ξr, x1, . . . , xn].
By Corollary 2.15, {y, g} is log-canonical. By Lemma 1.4, one sees that y˜|T×Oue has
complete Hamiltonian flows in T ×Oue with property Q.
Q.E.D.
It follows from Lemma 2.21 that for 1 ≤ i′ ≤ i ≤ n + 1, i − 1 ≤ j ≤ j′ ≤ n, and any
λ1, λ2, λ
′
1, λ
′
2 ∈ P
+, the Poisson bracket between tλ1yλ2[i,j] and t
λ′1y
λ′2
[i′,j′] is log-canonical.
We single out the following cases, which will appear in our application to double Bruhat
cells in §3, and for which the Poisson brackets are specially simple.
Notation 2.27. For 1 ≤ i ≤ n+ 1, i− 1 ≤ j ≤ n, and λ ∈ P+, let
y˜λ[i,j] = t
−s[1,i−1](λ)yλ[i,j] ∈ Y˜
u,
where yλ[i,j] = 1 if j = i − 1. Note then that with respect to the diagonal T -action on
T ×Ou, y˜λ[i,j] is T -homogeneous with weight −s[1,j](λ) when i ≤ j (see Notation 2.20). ⋄
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Lemma 2.28. For any λ, λ′ ∈ P+ and 1 ≤ i′ ≤ i ≤ n + 1, i − 1 ≤ j ≤ j′ ≤ n, and with
respect to the Poisson structure 0 ⊲⊳ πn on T ×O
u, one has
(56)
{
y˜λ[i,j], y˜
λ′
[i′,j′]
}
= (〈s[1,i−1](λ), s[1,i′−1](λ
′)〉 − 〈s[1,j](λ), s[1,j′](λ
′)〉) y˜λ[i,j] y˜
λ′
[i′,j′].
Proof. If j′ = i′ − 1, then j = i− 1, and both sides of (56) are zero. Assume that j′ ≥ i′.
Set a = s[1,i−1](λ), b = s[1,j](λ), a
′ = s[1,i′−1](λ
′), and b′ = s[1,j′](λ
′). It follows from the
definition of 0 ⊲⊳ πn and Lemma 2.21 that{
y˜λ[i,j], y˜
λ′
[i′,j′]
}
= c y˜λ[i,j] y˜
λ′
[i′,j′],
with c = −〈a′, a− b〉+ 〈a− b, a′ + b′〉+ 〈a, a′ − b′〉 = 〈a, a′〉 − 〈b, b′〉.
Q.E.D.
2.8. Integrable systems on O(u
−1,u). Let again u = (sα1 , . . . , sαn) = (s1, . . . , sn) be
any sequence of simple reflections in W . Consider the sequence
(u−1,u) = (sn, . . . , s2, s1, s1, s2, . . . , sn)
and the Poisson manifold (O(u
−1,u), π2n). Recall the parametrization φ
(u−1,u) : C2n →
O(u
−1,u) given by
φ(u
−1,u)(x1, . . . , x2n) = [pαn(x1), . . . , pα1(xn), pα1(xn+1), . . . , pαn(x2n)].
For k = 1, . . . , n, define the regular functions yk ∈ Y
(u−1,u) on O(u
−1,u) (see notation in
Definition 2.17)
(57) yk = ∆
ωαk (pαk(xn+1−k) · · · pα1(xn) pα1(xn+1) · · · pαk(xn+k)) = y
ωαk
[n+1−k,n+k].
Theorem 2.29. The functions y1, . . . , yn form an integrable system on (O
(u−1,u), π2n)
that has complete Hamiltonian flows with property Q.
Proof. By Lemma 2.21, {yk, yk′} = 0 for 1 ≤ k < k
′ ≤ n. By [34, Theorem 1.1],
the Poisson structure π2n is non-degenerate everywhere in O
(u−1,u)
e . It follows from
Lemma 2.12 that the functions y1, . . . , yn are functionally independent on O
(u−1,u). By
Theorem 2.26, y1, . . . , yn form an integrable system on (O
(u−1,u), π2n) that has complete
Hamiltonian flows with property Q.
Q.E.D.
Remark 2.30. Introduce the regular function y˜k on T ×O
(u−1,u) by (see Notation 2.27)
y˜k = t
−snsn−1···sk(ωαk )∆ωαk (pαk−1(xn+2−k) · · · pα1(xn) pα1(xn+1) · · · pαk−1(xn+k−1))(58)
= y˜
ωαk
[n−k+2, n+k−1], k = 1, . . . , n.
As we will see in Example 3.10, when u is a reduced, the functions y˜1, . . . , y˜n form an
integrable system on T ×O
(u−1,u)
e , which under the Fomin-Zelevinsky isomorphism (see
Definition 3.4), is precisely the Kogan-Zelevinsky integrable system on the double Bruhat
cell Gu,u defined by u, where u = s1s2 · · · sn. For an arbitrary u = (s1, . . . , sn), not
necessarily reduced, we know by Proposition 2.24 that T ×O
(u−1,u)
e is a single T -leaf of
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the Poisson structure 0 ⊲⊳ π2n (for the diagonal T -action), all the symplectic leaves have
dimension 2n, and by Lemma 2.28, the functions y˜1, . . . , y˜n pairwise Poisson commute.
However, we are unable to show that the functions y˜1, . . . , y˜n are functionally independent
when restricted to a symplectic leaf of 0 ⊲⊳ π2n, as we need to better understand the
symplectic leaves in T ×O
(u−1,u)
e . We will leave this to future research. ⋄
Remark 2.31. For any arbitrary sequence u = (u1, . . . , un) inW , by choosing a reduced
word for each uj and by identifying O
u with a Ou˜ of Bott-Samelson type as in Remark
2.2, one then has the collections of regular functions Y˜ on Ou and Y˜u on T × Ou, and
Theorem 2.19 and Theorem 2.26 apply. Moreover, one has the integrable system on
O(u
−1,u) defined in §2.29, where u−1 = (u−1n , . . . , u
−1
1 ), which has complete Hamiltonian
flows with property Q. ⋄
Example 2.32. Consider G = SL(2,C) and un = (s, s, . . . , s) of length n, where s = sα,
and α is the only simple root of SL(2,C). Take the bilinear form 〈 , 〉g on g = sl(2,C) such
that 〈α,α〉 = 1. Then the Bott-Samelson Poisson structure associated to (SL(2,C),un)
on Cn is explicitly given by (see [15, §6.2])
{xi, xi+1} = xixi+1 − 1, 1 ≤ i ≤ n− 1,
{xi, xj} = (−1)
j−i+1xixj , 1 ≤ i < j ≤ n, j − i ≥ 2.
Let ω be the only fundamental weight. To see what the polynomials yω[i,j] ∈ C[xi, . . . , xj ]
are for 1 ≤ i ≤ j ≤ n, for any integer k ≥ 1, introduce Ek ∈ Z[x1, . . . , xk] via the identity
(59)
(
x1 −1
1 0
)(
x2 −1
1 0
)
· · ·
(
xk −1
1 0
)
=
(
Ek(x1, . . . , xk) ∗
∗ ∗
)
∈ SL(2,C).
The polynomials Ek are, with a variation of signs, the well-known Euler continuants [29],
and are related to continued fractions via
Ej(x1, ..., xj)
Ej−1(x2, ..., xj)
= x1 −
1
x2 −
1
· · · −
1
xj−1 −
1
xj
,
and can be recursively defined by E0 = 1, E1(x1) = x1, and
Ej(x1, . . . , xj) = xjEj−1(x1, . . . , xj−1)− Ej−2(x1, . . . , xj−2), j ≥ 2.
In our example, as qα(c) =
(
c −1
1 0
)
for c ∈ C, it follows from the definition that
yω[i,j] = Ej−i+1(xi, xi+1, . . . , xj) ∈ Z[xi, xi+1, . . . , xj ], 1 ≤ i ≤ j ≤ n.
As (u−1n ,un) = u2n, the polynomials y1, . . . , yn forming a complete integrable system on
C
2n with property Q, as stated in Theorem 2.29, are given by
yk = E2k(xn−k+1, xn−k+2, . . . , xn+k), k = 1, 2, . . . , n.
For example, for n = 2, we have y1 = x2x3−1 and y2 = x1x2x3x4−x1x2−x1x4−x3x4+1.
For p = (x1, x2, x3, x4) ∈ C
4, the integral curve γi : C → C
4 of the Hamiltonian vector
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field of yi through p is given by
γ1(c) =
{
(x1 + cx3, x2, x3, x4 − cx2), y1 = 0,
(x1 + x3(e
cy1 − 1)/y1, e
−cy1x2, e
cy1x3, x4 + x2(e
−cy1 − 1)/y1) , y1 6= 0,
γ2(c) = (x1e
−cy2 , x2e
cy2 , x3e
−cy2 , x4e
cy2),
where for i = 1, 2, yi also denotes the value yi(p) of the function yi at p. ⋄
3. Complete Hamiltonian flows of Generalized Minors and the
Kogan-Zelevinsky integrable systems
In §3, we introduce Bott-Samelson coordinates on double Bruhat cells via the Fomin-
Zelevinsky embeddings, and we apply results from §2 to establish the completeness of
Hamiltonian flows of all Fomin-Zelevinsky minors and Kogan-Zelevinsky integrable sys-
tems on double Bruhat cells.
3.1. Fomin-Zelevinsky embeddings and Bott-Samelson coordinates on double
Bruhat cells. For w ∈W and a representative w˙ ∈ NG(T ) of w, let
Cw˙ = (Nw˙) ∩ (w˙N−) and Dw˙ = (N−w˙) ∩ (w˙N).
The multiplication map of G then gives diffeomorphisms
Cw˙ ×B −→ BwB, B− × Cw˙ −→ B−wB−, and Dw˙ ×B− −→ B−wB−.
With the representatives w and w in NG(T ) from §1.4 for w ∈W , one then has
C
w
−1 = C
w−1
= {g−1 : g ∈ Dw}.
Notation 3.1. For u, v ∈W , we will write each g ∈ Gu,v uniquely as
(60) g = nun′t′ = mvm′t,
where nu ∈ Cu, mv ∈ Dv , n
′ ∈ N, m′ ∈ N−, t, t
′ ∈ T . With g ∈ Gu,v thus written,
u−1g, gv
−1
, (mv)−1nu ∈ N−TN, [u
−1g]0 = t
′, [gv
−1
]v0 = t,(61)
[(mv)−1nu]− = m
′, [(mv)−1nu]0 = t(t
′)−1, [(mv)−1nu]+ = (n
′)−1.(62)
⋄
Fix u, v ∈W , and recall from §2.2 the generalized Bruhat cell
O(v
−1,u) = Bv−1B ×B BuB/B ⊂ F2
and its Zariski open subset O
(v−1,u)
e = {[g1, g2] ∈ O
(v−1,u) : g1g2 ∈ B−B}. Note that
C
v−1
×Cu −→ O
(v−1,u), (c1, c2) 7−→ [c1, c2],
is an isomorphism. The following is a modification of [17, Proposition 3.1].
Proposition 3.2. For any u, v ∈W , the map
(63) F u,v : Gu,v −→ T ×O(v
−1,u)
e , g 7−→ (t, [(mv)
−1, nu]),
28 JIANG-HUA LU AND YIPENG MI
where g ∈ Gu,v is as in (60), is a biregular isomorphism, with its inverse given by
T ×O(v
−1,u)
e −→ G
u,v : (t, [(mv)−1, nu]) 7−→ nu [(mv)−1nu]−1+ [(mv)
−1nu]−10 t(64)
= mv [(mv)−1nu]−t,
where mv ∈ Dv, and nu ∈ Cu.
Proof. Consider the Zariski open subset Uu,v of
(Cu u
−1)× T × (vC
v
−1) = (N ∩ uN−u
−1)× T × (N− ∩ vNv
−1
)
consisting of all (n, t′,m) ∈ (Cu u
−1)×T × (vC
v
−1) such that m−1n ∈ v B−Bu
−1. Propo-
sition 3.1 of [17] says that, with g ∈ Gu,v as in (60),
Gu,v −→ Uu,v, g 7−→ (n, t′, m−1), g ∈ Gu,v,
is a biregular isomorphism from Gu,v to Uu,v. It follows that the map
Gu,v −→ T ×O(v
−1,u)
e , g 7−→ (t
′, [(mv)−1, nu]), g ∈ Gu,v,
is a biregular isomorphism. As t = t′[(mv)−1nu]0, it follows that F
u,v is a biregular
isomorphism, and the formula for its inverse follows from (62).
Q.E.D.
Remark 3.3. In the notation of Proposition 3.2, the isomorphism F u,v is T -equivariant
if T acts on Gu,v by left translation and on T ×O
(v−1,u)
e by
t1 · (t, q) = (t
v
1t, t
v
1q), t1, t ∈ T, q ∈ O
(v−1,u)
e .
If T acts on Gu,v by right translation, then F u,v is T -equivariant if T acts on T ×O
(v−1,u)
e
by (t, q) · t1 = (tt1, q) for t1, t ∈ T and q ∈ O
(v−1,u)
e . ⋄
Recall from [2] that for u, v ∈ W , the quotient Gu,v/T ⊂ G/T of the double Bruhat
cell Gu,v is called a reduced double Bruhat cell.
Definition 3.4. For u, v ∈W , the biregular isomorphisms
Fˆ u,v : Gu,v/T −→ O(v
−1,u)
e , g·T 7−→ [(mv)
−1, nu],(65)
F u,v : Gu,v −→ T ×O(v
−1,u)
e , g 7−→ (t, [(mv)
−1, nu]),(66)
where, again, g ∈ Gu,v is decomposed as in (60), will be called, respectively, the Fomin-
Zelevinsky isomorphisms for Gu,v/T and for Gu,v. The corresponding open embeddings
via the embedding O
(v−1,u)
e →֒ O(v
−1,u), are also denoted by
(67) Fˆ u,v : Gu,v/T −→ O(v
−1,u) and F u,v : Gu,v −→ T ×O(v
−1,u),
and will be respectively called the Fomin-Zelevinsky embeddings of Gu,v/T and Gu,v. ⋄
Let again u, v ∈W , and let a = l(v) and b = l(u). Fix reduced words
(68) v = (sa, sa−1, · · · , s1) and u = (sa+1, sa+2, · · · , sa+b),
of v and u, and consider the generalized Bruhat cell O(v
−1,u) ⊂ Fa+b, where
(69) (v−1, u) = (s1, s2, . . . , sa, sa+1, sa+2, . . . , sa+b).
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Consider the isomorphism µ : O(v
−1,u) → O(v
−1,u) given by
(70) µ([g1, . . . , ga, ga+1, . . . , ga+b]) = [g1g2 · · · ga, ga+1ga+2 · · · ga+b],
where gj ∈ BsjB for j = 1, . . . , a+ b, and define the open embeddings
Fˆu,v
def
= µ−1 ◦ Fˆ u,v : Gu,v/T −→ O(v
−1,u),(71)
Fu,v
def
= µ−1 ◦ F u,v : Gu,v −→ T ×O(v
−1,u).(72)
Note that the images of Fˆu,v and Fu,v are respectively O
(v−1,u)
e and T ×O
(v−1,u)
e . Recall
also the coordinates (x1, . . . , xa+b) on O
(v−1,u) given by φ(v
−1,u) : Ca+b → O(v
−1,u).
Definition 3.5. We call Fˆu,v (resp. Fu,v) the Fomin-Zelevinsky embedding of Gu,v/T
(resp. of Gu,v) associated to the reduced words u and v of u and v in (68), and we call
(x1, . . . , xa+b) (resp. (t, x1, . . . , xa+b), where t ∈ T ,) the Bott-Samelson coordinates on
Gu,v/T (resp. on Gu,v) associated to the reduced words u and v of u and v in (68). ⋄
3.2. Fomin-Zelevinsky minors on Gu,v in Bott-Samelson coordinates. Let again
u, v ∈W . Recall from [17] the Fomin-Zelevinsky twist map
(73) Gu,v −→ Gu
−1,v−1 , g 7−→ g′
def
=
(
[u−1g]−1− u
−1 gv
−1
[gv
−1
]−1+
)θ
,
where θ is the involutive automorphism of G satisfying
θ(t) = t−1, θ(uα(c)) = u−α(c), t ∈ T, α ∈ Γ, c ∈ C.
Recall from §1.4 the regular functions ∆w1λ,w2λ on G, where w1, w2 ∈ W and λ ∈ P
+.
By [17], a twisted generalized minor on Gu,v is a regular function of the form
g 7−→ ∆w1ωα, w2ωα(g
′), g ∈ Gu,v,
where w1, w2 ∈W and α ∈ Γ.
Definition 3.6. By a Fomin-Zelevinsky twisted generalized minor, or simply a Fomin-
Zelevinsky minor, on Gu,v, we mean a twisted generalized minor on Gu,v of the form
g 7−→ ∆u−12 ωα, v1ωα
(g′), g ∈ Gu,v,
where α ∈ Γ, and u2, v1 ∈ W are such that l(u) = l(u1) + l(u2), and l(v) = l(v1) + l(v2)
with u1, v2 ∈W determined by u = u1u2, v = v1v2. ⋄
Fixing again the reduced words u and v of u and v as in (68), we now express the
Fomin-Zelevinsky minors in the corresponding Bott-Samelson coordinates on Gu,v.
Notation 3.7. For i = 0, 1, . . . , a, j = 1, 2, . . . , b+ 1, and λ ∈ P+, let
v[1,i] =
{
e, i = 0,
sasa−1 · · · sa+1−i, i = 1, 2, . . . , a
, v[i+1, a] = (v[1,i])
−1v,(74)
u[j, b] =
{
sa+jsa+j+1 · · · sa+b, j = 1, 2, . . . , b,
e, j = b+ 1,
(75)
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and let Mλi,j be the regular function on G
u,v given by
(76) Mλi,j(g)
def
= ∆(u[j, b])−1λ, v[1,i]λ(g
′), g ∈ Gu,v.
Note in particular that
Mλ0,1(g) = ∆u−1λ,λ(g
′), Mλa,b+1(g) = ∆λ,vλ(g
′), g ∈ Gu,v.
By (8) in §1.4, each Mλi,j is a monomial, with non-negative powers, of Fomin-Zelevinsky
minors on Gu,v. Recall also that for λ ∈ P+, ∆λ(g) = ∆λ,λ(g) for g ∈ G. ⋄
Lemma 3.8. Let 0 ≤ i ≤ a, 1 ≤ j ≤ b+1, and λ ∈ P+. For g ∈ Gu,v as in (60), one has
Mλi,j(g) = t
−(v[i+1, a])
−1(λ)∆λ
(
v[i+1, a] (mv)
−1nu u[j, b]
−1
)
.
Proof. Introduce (another twist on Gu,v)
(77) Gu,v −→ Gv,u, g 7−→ gˆ
def
= ((g′)−1)θ =
(
[u−1g]−1− u
−1 gv
−1
[gv
−1
]−1+
)−1
.
By [17, (2.15)], for every α ∈ Γ, one has
∆ωα(g) = ∆ωα((g−1)θ), ∀ g ∈ G.
By [17, Proposition 2.1], for any w1, w2 ∈W and α ∈ Γ, one has
(78) ∆w1ωα, w2ωα(g
′) = ∆ωα((w2
−1)θgˆ w1
θ) = ∆ωα(w2
−1
gˆ w1), g ∈ G
u,v.
Let g ∈ Gu,v be as in (60) and further write
(79) m′ = m1m2, where m1 ∈ N− ∩ (v
−1
N−v), m2 ∈ N− ∩ (v
−1
Nv).
It is then easy to see that
gˆ = (t−1)v
−1
vm−11 (mv)
−1nu, g ∈ Gu,v.
Using (78), one has,
Mλi,j(g) = ∆
λ
(
v[1,i]
−1
gˆ (u[j, b])−1
)
= t−(v[i+1, a])
−1(λ)∆λ
(
v[i+1, a]m
−1
1 (mv)
−1nu u[j, b]
−1
)
.
As l(v) = l(v[1,i]) + l(v[i+1, a]) and m
−1
1 ∈ N− ∩ (v
−1
N−v), v[i+1, a]m
−1
1 v[i+1, a]
−1
∈ N− by
[4, VI, 1.6], from which Lemma 3.8 follows.
Q.E.D.
To express the functionsMλi,j on G
u,v in the Bott-Samelson coordinates (t, x1, . . . , xa+b)
defined by the given reduced words u and v of u and v, set for 1 ≤ k ≤ l ≤ a+ b,
(80) p[k,l](x) = pαk(xk)pαk+1(xk+1) · · · pαl(xl) ∈ G, x = (x1, . . . , xa+b) ∈ C
a+b.
Here recall that pα(c) = uα(x)sα for α ∈ Γ and c ∈ C. Define p[k,l](x) = e if k > l.
Proposition 3.9. Let 0 ≤ i ≤ a, 1 ≤ j ≤ b + 1, and λ ∈ P+. In the Bott-Samelson
coordinates (t, x1, . . . , xa+b) of g ∈ G
u,v, one has
Mλi,j(g)
def
= ∆(u[j, b])−1λ, v[1,i]λ(g
′) = t−s1s2···sa−i(λ)∆λ(p[a+1−i, a−1+j](x)).
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Consequently, with the open Fomin-Zelevinsky embedding Fu,v : Gu,v → T ×O(v
−1,u) in
(72) and in the notation of Notation 2.27, one has
(81) Mλi,j = (F
u,v)∗
(
y˜λ[a+1−i, a−1+j]
)
,
where y˜λ[a+1−i, a−1+j] = t
−s1s2···sa−i(λ)yλ[a+1−i, a−1+j] ∈ Y˜
(v−1,u).
Proof. Let g ∈ Gu,v be as in (60). Writing
(mv)−1nu = p[1, a+b](x) = p[1, a−i](x) p[a−i+1, a+j−1](x) p[a+j, a+b](x),
and noting that v[i+1, a] p[1, a−i](x) ∈ N− and p[a+j, a+b](x) u[j, b]
−1 ∈ N , it follows from
Lemma 3.8 that
Mλi,j(g) = t
−(v[i+1, a])
−1(λ)∆λ
(
v[i+1, a] (mv)
−1nu u[j, b]
−1
)
= t−s1s2···sa−i(λ)∆λ(p[a+1−i, a−1+j](x)).
Q.E.D.
Example 3.10. Let u ∈W be arbitrary. In [26, §2.5], Kogan and Zelevinsky introduced
an integrable system M1,M3, . . . ,M2n−1 on (G
u,u, πst) corresponding to each reduced
word u = (s1, s2, . . . , sn) of u. In terms of our notation in §3.2,
M2k−1(g) =M
ωαk
k−1,k(g) = ∆snsn−1···skωαk , s1s2···sk−1ωαk (g
′), g ∈ Gu,u, k = 1, . . . , n.
Using the open Fomin-Zelevinsky embedding Fu,u : Gu,u → T ×O(u
−1,u), one thus has
M2k−1 = (F
u,u)∗
(
y˜
ωαk
[n+2−k,n+k−1]
)
, k = 1, . . . , n.
A concrete example for G = SL(3,C) will be given in Example 3.16. ⋄
3.3. The Fomin-Zelevinsky embeddings are Poisson. Turning to Poisson struc-
tures, note that since the multiplicative Poisson structure πst on G is invariant under
(both left and right) translations by elements in T ,
πˆst
def
= ̟(πst)
is a well-defined Poisson structure on G/T , where ̟ : G→ G/T is the natural projection.
It is evident that each reduced double Bruhat cell Gu,v/T is a Poisson submanifold of
G/T with respect to πˆst. The restriction of πˆst to G
u,v/T will also be denoted as πˆst.
Theorem 3.11. For any u, v ∈W , the open Fomin-Zelevinsky embeddings
Fˆ u,v : (Gu,v/T, πˆst) −→
(
O(v
−1,u), π2
)
,
F u,v : (Gu,v, πst) −→
(
T ×O(v
−1,u), 0 ⊲⊳ π2
)
are Poisson, inducing biregular Poisson isomorphisms
Fˆ u,v : (Gu,v/T, πˆst)
∼
−→
(
O(v
−1,u)
e , π2
)
,
F u,v : (Gu,v, πst)
∼
−→
(
T ×O(v
−1,u)
e , 0 ⊲⊳ π2
)
.
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Given any reduced words u and v of u and v as in (68), recall the isomorphism µ :
O(v
−1,u) → O(v
−1,u) defined in (70). By Remark 2.2, µ : (O(v
−1,u), πa+b)→ (O
(v−1,u), π2)
is Poisson. Thus Theorem 3.11 is equivalent to the following Theorem 3.12.
Theorem 3.12. For any u, v ∈ W and reduced words u and v of u and v, the open
Fomin-Zelevinsky embeddings
Fˆu,v : (Gu,v/T, πˆst) −→
(
O(v
−1,u), πa+b
)
,(82)
Fu,v : (Gu,v, πst) −→
(
T ×O(v
−1,u), 0 ⊲⊳ πa+b
)
(83)
are Poisson, inducing biregular Poisson isomorphisms
Fˆu,v : (Gu,v/T, πˆst)
∼
−→
(
O(v
−1,u)
e , πa+b
)
,
Fu,v : (Gu,v, πst)
∼
−→
(
T ×O(v
−1,u)
e , 0 ⊲⊳ πa+b
)
.
We now give a proof of Theorem 3.12 using a result of Kogan and Zelevinsky in
[26] on the Poisson brackets between certain Fomin-Zelevinsky minors on Gu,v and our
expressions of the minors in Bott-Samelson coordinates. A more conceptual proof of
Theorem 3.11 without computations in coordinates is given in the Appendix.
We first compute the Poisson brackets with respect to 0 ⊲⊳ πa+b of the functions
y˜λ[a+1−i, a−1+j] on T ×O
(v−1,u) appearing in (81).
Lemma 3.13. For 0 ≤ i ≤ i′ ≤ a, 1 ≤ j ≤ j′ ≤ b+ 1, and λ, λ′ ∈ P+,{
y˜λ[a+1−i, a−1+j], y˜
λ′
[a+1−i′, a−1+j′]
}
= c y˜λ[a+1−i, a−1+j] y˜
λ′
[a+1−i′, a−1+j′],
where (see Notation 2.20)
c = 〈s[1,a−i](λ), s[1,a−i′](λ
′)〉 − 〈s[1,a−1+j](λ), s[1,a−1+j′](λ
′)〉(84)
= 〈v[1,i](λ), v[1,i′](λ
′)〉 − 〈(u[j, b])
−1(λ), (u[j′,b])
−1(λ′)〉.(85)
Proof. By Lemma 2.28, the Poisson bracket between the two functions is log-canonical
with the coefficient c given as in (84). For (85), we only need to note that s[1,a−i] =
v−1v[1,i], s[1,a−i′] = v
−1v[1,i′], s[1,a−1+j] = v
−1u(u[j, b])
−1, and s[1,a−1+j′] = v
−1u(u[j′,b])
−1.
Q.E.D.
Proof of Theorem 3.12 by computation in coordinates. Associated to any double reduced
word (i1, . . . , ia+b) of (u, v), appended with r entries ia+b+1, . . . , ia+b+r representing the
r simple reflections in W , Fomin and Zelevinsky defined in [17] a sequence Mk, k =
1, . . . , a+ b+ r, of twisted generalized minors on Gu,v, which are of the form
Mk(g) = ∆γk ,δk(g
′), g ∈ Gu,v, k = 1, . . . , a+ b+ r,
where γk = u≥k(ω|ik|) and δ
k = v<k(ω|ik|) (we refer to [17, 26] for the detail on the
notation). Moreover, {Mk : k = 1, . . . , a+ b+ r} generates the field of rational functions
on Gu,v. It is shown in [26, Theorem 2.6] that with respect to the Poisson structure πst
on Gu,v, one has
(86) {Mk, Mk′} = (〈δ
k, δk
′
〉 − 〈γk, γk
′
〉)MkMk′ , k ≤ k
′.
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Here recall that our Poisson structure πst on G is the negative of the one used in [26].
Given reduced words u and v of u and v, use any shuffle of u and v to form a
double reduced word (i1, . . . , ia+b) of (u, v), and consider the sequence of functions Mk,
k = 1, . . . , a + b + r described above. In our notation in (76), it is easy to see that for
each 1 ≤ k ≤ a+ b+ r, there exist 0 ≤ i(k) ≤ a and 1 ≤ j(k) ≤ b+ 1 such that
Mk(g) =M
ω|ik|
i(k),j(k)(g) = ∆(u[j(k),b])−1ω|ik|, v[1,i(k)]ω|ik|
(g′), g ∈ Gu,v,
and i(k) ≤ i(k′) and j(k) ≤ j(k′) if k ≤ k′. By (81), one has
Mk = (F
u,v)∗
(
y˜
ω|ik|
[a+1−i(k),a−1+j(k)]
)
, k = 1, . . . , a+ b+ r.
By Lemma 3.13 and comparing with (86), one sees immediately that Fu,v : (Gu,v, πst)→
(T ×O(v
−1,u), 0 ⊲⊳ πa+b) is Poisson. The statement about Fˆ
u,v follows from Remark 3.3
and the definitions of the Poisson structures πˆst and 0 ⊲⊳ πa+b.
3.4. Completeness of Hamiltonian flows of Fomin-Zelevinsky minors. For u, v ∈
W , regarding (Gu,v, πst) as an affine Poisson variety, we now have one of the main results
of the paper.
Corollary 3.14. For any u, v ∈ W and with respect to the Poisson structure πst, every
Fomin-Zelevinsky minor on Gu,v has complete Hamiltonian flow with property Q.
Proof. Choose any reduced words u and v of u and v and consider the corresponding
Fomin-Zelevinsky Poisson isomorphism Fu,v : (Gu,v , πst) → (T × O
(v−1,u)
e , 0 ⊲⊳ πa+b).
By Proposition 3.9, every Fomin-Zelevinsky minor on Gu,v is identified, via Fu,v, with a
regular function y˜ ∈ Y˜(v
−1,u), which, by Theorem 2.26, has complete Hamiltonian flow
in T ×O
(v−1,u)
e with property Q.
Q.E.D.
For u ∈W , recall from Example 3.10 the Kogan-Zelevinsky integrable systems on Gu,u
defined using reduced words of u.
Corollary 3.15. For every u ∈W , all the Kogan-Zelevinsky integrable systems on Gu,u
have complete Hamiltonian flows with property Q.
3.5. Integrable systems on (Gu,u/T, πˆst). Let again u ∈ W be arbitrary, and let u =
(s1, s2, . . . , sn) be any reduced word of u. Consider the open Fomin-Zelevinsky embedding
Fˆ (u,u) : (Gu,u/T, πˆst) −→ (O
(u−1,u), π2n).
Recall from §2.8 the integrable system (y1, . . . , yn) on (O
(u−1,u), π2n). Define
Mˆk = (Fˆ
(u,u))∗yk, k = 1, . . . , n,
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Then (Mˆ1, . . . , Mˆn) is an integrable system on G
u,u/T that has complete Hamiltonian
flows with property Q. To express the regular function Mˆk on G
u,u/T using the Fomin-
Zelevinsky twist map Gu,u → Gu
−1,u−1 , g 7→ g′, note by Proposition 3.9 that for g ∈ Gu,u,
Mˆk(gT ) = t
snsn−1···sk+1(ωαk )∆snsn−1···sk+1ωαk , s1s2···skωαk (g
′)
= tsnsn−1···sk+1(ωαk )M
ωαk
k,k+1(g),
where recall from (61) that t = [gu
−1
]u0 , and the function M
ωαk
k,k+1 on G
u,u is defined in
Notation 3.7. It is easy to see that t = ([u g′]u0)
−1. One thus has, for k = 1, . . . , n,
Mˆk(gT ) =
([
ug′
]−1
0
)s1s2···sk(ωαk )
∆snsn−1···sk+1ωαk , s1s2···skωαk (g
′), g ∈ Gu,u.
3.6. Examples. We give two examples to illustrate the Fomin-Zelevinsky embeddings
and how Fomin-Zelevinsky minors and their Hamiltonian flows can be expressed in Bott-
Samelson coordinates. The Poisson brackets in Example 3.16 and Example 3.17 are
computed using the GAP computer program written by B. Elek.
Example 3.16. Consider G = SL(3,C) with the standard choices of maximal torus T
and the simple roots α1 and α2, and choose the bilinear form on g such that the induced
bilinear form 〈 , 〉 on t∗ satisfies 〈α2, α2〉 = 〈α1, α1〉 = 2. Let w0 be the longest element
in the Weyl group, and take the reduced word u = (sα1 , sα2 , sα1) of w0. Let ω1 and
ω2 be the fundamental weights corresponding to α1 and α2, and consider Bott-Samelson
coordinates (a, b, x1, . . . , x6) on T ×O
(u−1,u), where
a(t) = tω1 and b(t) = tω2 , t ∈ T.
For g = (aij)i,j=1,2,3 and 1 ≤ i < k ≤ 3 and 1 ≤ j < l ≤ 3, let ∆ik,jl(g) be the
determinant of the submatrix of g formed by the i’th and the k’th row and the j’th and
the l’th column. Recall that g ∈ Gw0,w0 if and only if a13a31∆12,23∆23,12 6= 0. A direct
calculation shows that the open Fomin-Zelevinsky embedding
Fu,u : Gw0,w0 −→ T ×O(u
−1,u) ∼= (C×)2 × C6
is explicitly given by SL(3,C) ∋ g = (aij) 7→ (a, b, x1, . . . , x6), with
a = 1/∆12,23, b = 1/a13, x1 = ∆13,23/∆12,23, x2 = a33/a13, x3 = a23/a13,
x4 = ∆13,12/∆23,12, x5 = ∆12,12/∆23,12, x6 = a21/a31.
The Zariski open subset T × O
(u−1,u)
e of T × O(u
−1,u) is defined in the coordinates
(a, b, x1, . . . , x6) by y1 6= 0 and y2 6= 0, where
y1 = x1x3x4x6 − x2x4x6 − x1x6 − x1x3x5 + x2x5 + 1 and y2 = x2x5 − x3x4 + 1.
One can see that Fu,u(Gw0,w0) ⊂ T ×O
(u−1,u)
e directly by checking that
y1(F
u,u(g)) =
1
a31∆12,23
and y2(F
u,u(g)) =
1
a13∆23,12
, g ∈ Gw0,w0 ,
and one can also solve for the inverse of Fu,u : Gw0,w0 → T ×O
(u−1,u)
e directly.
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In the coordinates (a, b, x1, . . . , x6), the Poisson structure 0 ⊲⊳ π6 on T ×O
(u−1,u) has
{x1, x2} = −x1x2, {x1, x3} = x1x3 − 2x2, {x1, x4} = −x1x4,
{x1, x5} = x1x5 − 2x4, {x1, x6} = 2x1x6 − 2,
{x2, x3} = −x2x3, {x2, x4} = x2x4, {x2, x5} = 2x2x5 − 2x3x4 + 2,
{x2, x6} = x2x6 − 2x3, {x3, x4} = 2x3x4 − 2, {x3, x5} = x3x5,
{x3, x6} = −x3x6, {x4, x5} = −x4x5, {x4, x6} = x4x6 − 2x5, {x5, x6} = −x5x6,
{a, xj} = −〈ω1, λj〉 axj , {b, xj} = −〈ω2, λj〉 bxj , j = 1, . . . , 6, where
λ1 = α1, λ2 = α1 + α2, λ3 = α2, λ4 = −α2, λ5 = −α1 − α2, λ6 = −α1.
One computes directly that the regular functionsM1, . . . ,M6 on G
w0,w0 defined by Kogan
and Zelevinsky in [26, Corollary 2.7] are given by
M1 = b, M2 = bx4, M3 = a, M4 = ax5,
M5 = ab
−1(x3x4 − 1), M6 = ab
−1(x3x4x6 − x6 − x3x5),
and that M1,M3,M5 form an integrable system on G
w0,w0 . For i = 1, 3, 5, denote by
c 7→ φi,c ∈ Diff((C
×)2 × C6), c ∈ C, the Hamiltonian flow of Mi. A direct calculation
gives that for p = (a, b, x1, x2, x3, x4, x5, x6) ∈ (C
×)2 × C6,
φ1,c(p) = (a, b, x1, x2e
−cM1 , x3e
−cM1 , x4e
cM1 , x5e
cM1 , x6),
φ3,c(p) = (a, b, x1e
−cM3 , x2e
−cM3 , x3, x4, x5e
cM3 , x6e
cM3),
φ5,c(p) = (a, b, x1e
−cM5 + ab−1x2x4(e
cM5 − e−cM5)/M5, x2, x3e
−cM5 , x4e
cM5 ,
x5, x6e
cM5 + ab−1x3x5(e
−cM5 − ecM5)/M5), if M5 6= 0,
φ5,c(p) = (a, b, x1 + 2ab
−1x2x4c, x2, x3, x4, x5, x6 − 2ab
−1x3x5c), if M5 = 0,
where for i = 1, 3, 5, Mi also denotes the value Mi(p) of the function Mi at p. ⋄
Example 3.17. Consider G2 with the simple roots α1 and α2 and 〈α2, α2〉 = 3〈α1, α1〉 =
6. Take u = (sα2 , sα1 , sα2) so that (u
−1,u) = (sα2 , sα1 , sα2 , sα2 , sα1 , sα2). The Poisson
structure π6 on O
(u−1,u) in the Bott-Samelson coordinates (x1, . . . , x6) is given by
{x1, x2} = −3x1x2, {x1, x3} = −6x
3
2 − 3x1x3, {x1, x4} = 3x1x4,
{x1, x5} = −6x
2
2x4 + 3x1x5, {x1, x6} = −18x
2
2x
2
5 + 6x1x6 − 18x2x5 + 6x3x4 − 6,
{x2, x3} = −3x2x3, {x2, x4} = 3x2x4, {x2, x5} = 2x2x5 − 2x3x4 + 2,
{x2, x6} = −6x3x
2
5 + 3x2x6, {x3, x4} = 6x3x4 − 6, {x3, x5} = 3x3x5,
{x3, x6} = 3x3x6, {x4, x5} = −3x4x5, {x4, x6} = −6x
3
5 − 3x4x6, {x5, x6} = −3x5x6.
By Theorem 2.29, one has the integrable system {y1, y2, y3} on O
(u−1,u), where y1 =
x3x4 − 1, y2 = x2x5 − x3x4 + 1, and
y3 = x1x3x4x6 − x
3
2x4x6 − x1x6 − x1x3x
3
5 + x
3
2x
3
5 + 3x
2
2x
2
5 − 3x2x3x4x5
+ 3x2x5 + x
2
3x
2
4 − 2x3x4 + 1.
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For i = 1, 2, 3, denote by c 7→ ϕi,c ∈ Diff(C
6), c ∈ C, the Hamiltonian flow of yi. For
p = (x1, x2, x3, x4, x5, x6) ∈ C
6, a direct calculation gives
ϕ1,c(p) = (x1 + x
3
2x4(e
6cy1 − 1)/y1, x2, x3e
−6cy1 , x4e
6cy1 , x5, x6 + x3x
3
5(e
−6cy1 − 1)/y1),
if y1 6= 0,
ϕ1,c(p) = (x1 + 6x
3
2x4c, x2, x3, x4, x5, x6 − 6x3x
3
5c), if y1 = 0,
ϕ2,c(p) = (x1, x2e
−2cy2 , x3e
−6cy2 , x4e
6cy2 , x5e
2cy2 , x6),
ϕ3,c(p) = (x1e
−6cy3 , x2e
−6cy3 , x3e
−12cy3 , x4e
12cy3 , x5e
6cy3 , x6e
6cy3),
where for i = 1, 2, 3, yi also denotes the value yi(p) of the function yi at p. ⋄
Appendix A. The Fomin-Zelevinsky embeddings are Poisson
In this appendix we give a proof of Theorem 3.11 without computations in coordinates.
We first recall a construction of mixed product Poisson structures given in [33] and express
some Poisson structures related to the standard Poisson Lie group (G,πst) as mixed
product Poisson structures. We refer to [33] for basic facts on Poisson Lie groups and
Poisson Lie group actions needed in this appendix.
Throughout the appendix, if (X,π) is a Poisson manifold and if X1 is a Poisson sub-
manifold with respect to π, the restriction of π to X1 will also be denoted by π. If A is
a Lie group with Lie algebra a, for ξ ∈ a, ξL (resp. ξR) will denote the left (resp. right)
invariant vector field on A with value ξ at the identity of A.
A.1. Quotient and mixed product Poisson structures. Assume first that (A, πA)
is a Poisson Lie group with a right and a left Poisson action
(Z, πZ)× (A, πA) −→ (Z, πZ) and (A, πA)× (Y, πY ) −→ (Y, πY )
on Poisson manifolds (Z, πZ) and (Y, πY ). Suppose that the diagonal action
(Z × Y )×A −→ Z × Y, (z, y) · a = (za, a−1y)
is free and that the quotient, denoted by Z ×A Y , is a manifold. Then [33, §7] the
projection of the product Poisson structure πZ × πY = (πZ , 0) + (0, πY ) on Z × Y is a
well-defined Poisson structure, called the quotient Poisson structure, on Z ×A Y .
Assume now that a pair of dual Poisson Lie groups (A, πA) and (A
∗, πA∗) act respec-
tively on the Poisson manifolds (Y, πY ) and (X,πX) by left and right Poisson actions
λ : (A, πA)× (Y, πY ) −→ (Y, πY ) and ρ : (X,πX)× (A
∗, πA∗) −→ (X,πX).
Let a be the Lie algebra of A, so that the Lie algebra of A∗ is identified with the dual
vector space a∗ of a. Denote the corresponding Lie algebra actions by
ρ : a∗ −→ X1(X), ρ(ξ∗)(x) =
d
dt
|t=0(x exp(tξ
∗)), x ∈ X, ξ∗ ∈ a∗,
λ : a −→ X1(Y ), λ(ξ)(y) =
d
dt
|t=0(exp(tξ)y), y ∈ Y, ξ ∈ a.
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Then [33, §2] the bivector field πX ×(ρ,λ) πY on the product manifold X × Y given by
(87) πX ×(ρ,λ) πY = (πX , 0) + (0, πY )−
m∑
i=1
(ρ(ξ∗i ), 0) ∧ (0, λ(ξi))
is a Poisson structure onX×Y , called the mixed product of πX and πY associated to (ρ, λ),
where (ξi)
m
i=1 is any basis for a and (ξ
∗
i )
m
i=1 the dual basis for a
∗. Here, for V ∈ X1(X)
and U ∈ X1(Y ), (V, 0) ∧ (0, U) ∈ X2(X × Y ) is such that
((V, 0) ∧ (0, U))(f, g) = V (f)U(g)
for functions f on X and g on Y . In the same setting, let λA be the left action of A on
itself by left multiplication, and equip X ×A with the mixed product Poisson structure
πX×A = πX ×(ρ,λA) πA. One then has the (free) right Poisson action
(X ×A, πX×A)× (A, πA) −→ (X ×A, πX×A), ((x, a), a
′) 7−→ (x, aa′),
of the Poisson Lie group (A, πA), which, together with the left Poisson action λ of (A, πA)
on (Y, πY ), gives rise to the quotient Poisson structure, denoted by π, on (X ×A)×A Y .
Let ̟ : X ×A× Y → (X ×A)×A Y be the quotient map, and set [(x, a), y] = ̟(x, a, y)
for (x, a, y) ∈ X ×A× Y . Note that one has the diffeomorphism
Ψ : (X ×A)×A Y −→ X × Y, [(x, a), y] 7−→ (x, ay), x ∈ X, a ∈ A, y ∈ Y.
Lemma A.1. As Poisson structures on X × Y , one has Ψ(π) = πX ×(ρ,λ) πY .
Proof. Let e be the identity element of A, and let (x, y) ∈ X × Y . By definition and a
straightforward calculation, one has
Ψ(π([(x, e), y])) = Ψ(̟(πX×A(x, e), 0) +̟(0, πY (y)))
= (πX(x), 0) + (0, πY (y))−
m∑
i=1
Ψ(̟(ρ(ξ∗i ), 0, 0)) ∧Ψ(̟(0, ξ
R
i , 0))
= (πX ×(ρ,λ) πY )(x, y).
Q.E.D.
A.2. Drinfeld double of the Poisson Lie group (G,πst). We now turn to a complex
semi-simple Poisson Lie group (G,πst) as defined in §2.1. As both B and B− are Poisson
submanifolds of G with respect to πst, we have the Poisson Lie subgroups (B,πst) and
(B−, πst) of (G,πst).
Denote the Lie algebras of B,B−, N and N− respectively by b, b−, n and n−, and define
a non-degenerate bilinear pairing between b− and b by
(88) 〈x− + x0, y+ + y0〉(b−,b) =
1
2
〈x−, y+〉g + 〈x0, y0〉g,
where x− ∈ n−, x0, y0 ∈ t, y+ ∈ n. Then (B−, πst) and (B,−πst) form a pair of dual
Poisson Lie groups with respect to the pairing 〈 , 〉(b−,b) (see [33, §2.3]).
The Drinfeld double of the Poisson Lie group (G,πst) is the product Lie group G×G
together with the multiplicative Poisson structure Πst given by
(89) Πst = (πst, 0) + (0, πst) + µ1 + µ2,
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where
(90) µ1 =
m∑
i=1
(ξRi , 0) ∧ (0, x
R
i ), µ2 = −
m∑
i=1
(ξLi , 0) ∧ (0, x
L
i ),
and {xi}
m
i=1 is any basis of b− and {ξi}
m
i=1 its dual basis of b under the pairing 〈 , 〉(b−,b)
in (88). See [16] and [34, §6.1]. See also [33, §6.2] and [35, §4.2] for an interpretation of
Πst as a mixed product Poisson structure on G×G defined by Poisson Lie group actions.
As a Drinfeld double of (G,πst), the Poisson Lie group (G×G,Πst) contains (G,πst),
identified with the diagonal of G×G, as a Poisson Lie subgroup [33, §6.2]. Moreover, any
left (B×B) and right (B−×B−)-invariant submanifold of G×G is a Poisson submanifold
with respect to Πst. We will use these facts in §A.3 to decompose some Poisson structures
related πst as product Poisson structures.
A.3. Some mixed product Poisson structures associated to (G,πst). Consider
the flag manifold G/B with the Poisson structure π1. Then each Bruhat cell BwB/B,
w ∈ W , is a Poisson submanifold with respect to π1. We will also consider the quotient
manifold B−\G with the quotient Poisson structure π
′
−1 of πst. Then, again, for each
w ∈W , B−\B−wB− is a Poisson submanifold of (B−\G, π
′
−1).
Fix w ∈W and let w˙ ∈ NG(T ) be any representative of w. Recall from §3.1 that
Cw˙ = (Nw˙) ∩ (w˙N−),
and that the multiplication map of G gives diffeomorphisms
Cw˙ ×B −→ BwB and B− × Cw˙ −→ B−wB−.
By [35, Lemma 14], one has the anti-Poisson isomorphism
(91) Iw˙ : (Bw˙B/B, π1) −→ (B−\B−w˙B−, π
′
−1), c·B 7−→ B−·c, c ∈ Cw˙.
Notation A.2. Let ρw˙ be the right action of B− on Bw˙B/B obtained via the right B−
action on B−\B−wB− through Iw˙. More precisely, ρw˙ denotes the right Poisson action
ρw˙ : (BwB/B, π1)× (B−, −πst) −→ (BwB/B, π1),(92)
(c·B, b−) 7−→ c
′
·B, c, c
′ ∈ Cw˙, b−, b
′
− ∈ B−, cb− = b
′
−c
′,
of the Poisson Lie group (B−,−πst). Let λB be the left action of the Poisson Lie group
(B,πst) on itself by left translation. Note that (B−,−πst) and (B,πst) form a pair of dual
Poisson Lie groups under the pairing −〈 , 〉(b−,b) in (88). ⋄
Consider now the isomorphism
(93) Jw˙ : BwB −→ (BwB/B)×B, cb 7−→ (c·B, b), c ∈ Cw˙, b ∈ B.
Lemma A.3. As Poisson structures on (BwB/B)×B, one has
(94) Jw˙(πst) = π1 ×(ρw˙,λB) πst = (π1, 0) + (0, πst) +
m∑
i=1
(ρw˙(xi), 0) ∧ (0, ξ
R
i ),
where {xi}
m
i=1 is any basis of b− and {ξi}
m
i=1 its dual of b under the pairing in (88).
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Proof. We prove Lemma A.3 using a similar result for (B−wB−, πst) in [35, Remark 9].
Consider the map
J ′w˙ : B−wB− −→ B− × (BwB/B), b−c 7−→ (b−, c·B), b− ∈ B−, c ∈ Cw˙.
Let ρB− be the right Poisson action of the Poisson Lie group (B−, πst) on itself by right
translation, and let λ+ be the left Poisson action of the Poisson Lie group (B,−πst) on
(BwB/B,−π1) by left translation. Recall that (B−, πst) and (B,−πst) form a pair of dual
Poisson Lie groups under the pairing 〈 , 〉(b−,b) of their Lie algebras. Define the Poisson
structure π′ on B− × (BwB/B) by
π′ = πst ×(ρB− , λ+) (−π1) = (πst, 0) + (0,−π1)−
m∑
i=1
(xLi , 0) ∧ (0, λ+(ξi)).
It is shown in [35, Remark 9] that J ′w˙(πst) = π
′ as Poisson structures on B−× (BwB/B).
Consider (see [17, §1.5]) the involutive anti-automorphism Θ of G determined by
Θ(t) = t, t ∈ T, Θ(uα(c)) = u−α(−c), α ∈ Γ, c ∈ C.
It is easy to see from the definition that Θ(πst) = πst. Consider now the sequence of
Poisson isomorphisms
(BwB, πst)
Θ
−→ (B−w
−1B−, πst)
J ′
Θ(w˙)
−→ (B− × (Bw
−1B/B), π′)
Θ×Θ
−→ (B × (B−\B−wB−), π
(2))
S
−→ ((B−\B−wB−)×B, π
(3))
I−1
w˙
×IdB
−→ ((BwB/B)×B, π(4)),
where S is the map that switches the two factors, and Iw˙ is given in (91). It is easy to
see that Jw˙ is the composition of the above five maps. A direct calculation and the facts
that Θ is Poisson and Iw˙ is anti-Poisson show that
π(4) = (π1, 0) + (0, πst) +
m∑
i=1
(ρw˙(xi), 0) ∧ (0, ξ
R
i ).
As {−xi}
m
i=1 and {ξi}
m
i=1 are bases of b− and b that are dual to each other under the
pairing −〈 , 〉(b−,b) between b− and b, we know that Jw˙(πst) = π
(4) = π1 ×(ρw˙,λB) πst.
Q.E.D.
Let now (Y, πY ) be any Poisson manifold with a left Poisson action
λ : (B,πst)× (Y, πY ) −→ (Y, πY )
by the Poisson Lie group (B,πst). Consider the quotient manifold BwB ×B Y with the
quotient Poisson structure π
def
= ̟(πst × πY ), where ̟ : BwB × Y → BwB ×B Y is the
natural projection. On the other hand, note that one has the isomorphism
(95) Jw˙,Y : BwB ×B Y −→ (BwB/B)× Y, [cb, y] 7−→ (c·B, by),
where c ∈ Cw˙, b ∈ B and y ∈ Y .
40 JIANG-HUA LU AND YIPENG MI
Lemma A.4. As Poisson structures on (BwB/B)× Y , one has
Jw˙,Y (π) = π1 ×(ρw˙ ,λ) πY = (π1, 0) + (0, πY ) +
m∑
i=1
(ρw˙(xi), 0) ∧ (0, λ(ξi)),
where, again, {xi}
m
i=1 is any basis of b− and {ξi}
m
i=1 its dual the basis of b under the
pairing 〈 , 〉(b−,b) in (88).
Proof. The assertion follows from Lemma A.3 and Lemma A.1.
Q.E.D.
A.4. Fomin-Zelevinsky embeddings for reduced double Bruhat cells. Let u, v ∈
W and recall that the reduced double Bruhat cell Gu,v/T ⊂ G/T has the Poisson structure
πˆst, which is the projection to G/T of the Poisson structure πst on G. Recall from §2.2
and §3.1 the generalized Bruhat cell O(v
−1,u) ⊂ F2 and its Zariski open subset O
(v−1,u)
e ,
and recall from §3.1 the Fomin-Zelevinsky embedding
Fˆ u,v : Gu,v/T −→ O(v
−1,u), Fˆ u,v(gT ) = [(mv)−1, nu], g ∈ Gu,v,
which induces a biregular isomorphism from Gu,v/T to O
(v−1,u)
e . Here again g ∈ Gu,v is
uniquely written as g = nun′t′ = mvm′t with nu ∈ Cu, (mv)−1 ∈ Cv−1 , n
′ ∈ N, m′ ∈ N−
and t, t′ ∈ T . The following Proposition A.5 is the first part of Theorem 3.11.
Proposition A.5. For any u, v ∈W , the Fomin-Zelevinsky embedding
Fˆ u,v : (Gu,v/T, πˆst) −→ (O
(v−1,u), π2)
is Poisson.
Proof. Let (G × G,Πst) be the Drinfeld double of the Poisson Lie group (G,πst), and
let Π1 be the quotient of Πst to (G × G)/(B × B−) = G/B × G/B−. As the diagonal
embedding (G,πst)→ (G×G,Πst) is Poisson, the map
φ1 : (G/T, πst) −→ (G/B ×G/B−, Π1), g·T 7−→ (g·B, g·B−),
is Poisson. Let π−1 be the projection of πst to G/B−, and let λ+ and λ− be the respective
left actions of G on G/B and G/B− by left translation. In the notation of (89), one has
Π1 = (π1, 0) + (0, π−1) +
m∑
i=1
(λ+(ξi), 0) ∧ (0, λ−(xi)).
Let φ2 : G/B ×G/B− → (B−\G) × (G/B), (g·B,h·B−) 7→ (B−·h
−1, g·B). Then
φ2(Π1) = (−π
′
−1, 0) + (0, π1) +
m∑
i=1
(ρ−(xi), 0) ∧ (0, λ+(ξi)) = (−π
′
−1)×(ρ−,λ+) π1,
where ρ− is the right Poisson Lie group action
ρ− : (B−\G, −π
′
−1)× (B−, −πst) −→ (B−\G, −π
′
−1), ((B−)·g, b−) 7−→ (B−)·gb−.
Restricting φ1 to (G
u,v/T, πˆst) and using Iv−1 in (91), one has the Poisson morphism
(I
v
−1)−1◦φ2◦(φ1|Gu,v/T ) : (G
u,v/T, πˆst)→
(
(Bv−1B/B)× (BuB/B), π1 ×(ρ
v
−1 ,λ+) π1
)
.
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Taking now w = v−1, w˙ = v
−1
, and (Y, πY ) = (BuB/B, π1) in Lemma A.4, one sees that
Fˆ u,v = (J
v
−1)−1 ◦ (I
v
−1)−1 ◦ φ2 ◦ (φ1|Gu,v/T )
is Poisson from (Gu,v/T, πˆst) to (O(v
−1,u), π2).
Q.E.D.
A.5. Double Bruhat cells vs reduced double Bruhat cells. Recall that the projec-
tion map ̟ : (G,πst) → (G/T, πˆst) is Poisson by definition. For u, v ∈ W , we now give
another relation between the two Poisson manifolds (Gu,v , πst) and (G
u,v/T, πˆst).
Lemma A.6. Equip T with the zero Poisson structure. For any v ∈W , the map
(B−vB−, πst) −→ (T, 0), g 7−→ [gv
−1
]v0, g ∈ B−vB−,
is Poisson.
Proof. By [35, Lemma 10], both N− and Cv = (Nv)∩(vN−) are coisotropic submanifolds
of G with respect to the Poisson structure πst. It follows by the multiplicativity of πst that
N−vN− = N−Cv is also coisotropic with respect to πst. Writing g ∈ B−vB− as g = g1t,
where g1 ∈ N−vN− and t ∈ T , one has πst(g) = rtπst(g1), so ̟(πst(g)) = ̟(πst(g1)) = 0.
Q.E.D.
It is clear that the T -action on G/T by left translation preserves the Poisson structure
πˆst. Recall from §2.7 that associated to any linear map M : t
∗ → t one has the Poisson
structure 0 ⊲⊳M πˆst on T × (G/T ). By slight abuse of notation, for v ∈W , we set
0 ⊲⊳v πˆst = 0 ⊲⊳M πˆst.
to be the Poisson structure on T × (G/T ) associated to the linear map
M : t∗ −→ t, M(λ) = −v(λ#), λ ∈ t∗.
It is clear that T × ((B−vB−)/T ) and T × (G
u,v/T ), u ∈W , are Poisson submanifolds of
(T × (G/T ), 0 ⊲⊳v πˆst).
Proposition A.7. The maps
ν ′ : (B−vB−, πst) −→ (T × (B−vB−/T ), 0 ⊲⊳v πˆst), g 7−→
(
[gv
−1
]v0, g·T
)
,
ν : (Gu,v, πst) −→ (T × (G
u,v/T ), 0 ⊲⊳v πˆst), g 7−→
(
[gv
−1
]v0, g·T
)
,
are Poisson isomorphism.
Proof. As ν is the restriction of ν ′ to Gu,v/T , it is enough to prove the assertion for ν ′.
Note that if g ∈ B−vB− is written as g = mvm
′t, where m,m′ ∈ N− and t ∈ T , then
[gv
−1
]v0 = t. It follows that ν
′ is an isomorphism. Consider now the map
κ : G× (B−vB−) −→ T × (G/T ), (g
′, g) 7−→
(
([gv
−1
]v0)
−1, g′·T
)
,
and equip G × (B−vB−) with the Poisson structure Πst. By Lemma A.6, κ maps the
bi-vector field (πst, 0) + (0, πst) on G× (B−vB−) to (0, πˆst). Moreover, it is clear that for
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any x ∈ n−, κ(0, x
R) = κ(0, xL) = 0. Thus κ(µ1) = κ(µ
′
1) and κ(µ2) = κ(µ
′
2), where µ1
and µ2 are given in (90), and
µ′1 =
r∑
i=1
(ξRi , 0) ∧ (0, x
R
i ), and µ
′
2 = −
r∑
i=1
(ξLi , 0) ∧ (0, x
L
i ),
with {xi}i=1,...,r and {ξi}i=1,...,r any bases of t such that 〈xi, ξj〉 = δi,j for i, j = 1, . . . , r.
On the other hand, it is clear that κ(xL, 0) = 0 for every x ∈ t. Thus κ(µ′2) = 0, and we
only need to compute κ(µ′1). It is easy to see that for any x ∈ t,
κ(xR, 0) = (0, θ(x)) and κ(0, xR) = ((v−1(x))R, 0),
where θ(x) ∈ X1(G/T ) is given by
θ(x)(g·T ) =
d
ds
|s=0(exp(sx)g·T ), g ∈ G,
and recall that xR is the right (also left) invariant vector field on T with value x at the
identity element of T . Thus
κ(µ′1) = −
r∑
i=1
((v−1(xi))
L, 0) ∧ (0, θ(ξi)).
Let {hi} be an orthonormal basis of t with respect to 〈 , 〉. Then
κ(Πst) = (0, πˆst)−
r∑
i=1
(hRi , 0) ∧ (0, θ(v(hi))) = 0 ⊲⊳v πˆst.
It follows that κ : (G× (B−vB−), Πst)→ (T × (G/T ), 0 ⊲⊳v πˆst) is a Poisson map. As
ι : (B−vB−, πst) −→ (G× (B−vB−), Πst), g 7−→ (g, g), g ∈ B−vB−,
is Poisson, ν ′ = κ ◦ ι : (B−vB−, πst)→ (T × (B−vB−/T ), 0 ⊲⊳v πˆst) is Poisson.
Q.E.D.
A.6. Fomin-Zelevinsky embeddings for double Bruhat cells. Let again u, v ∈ W
and recall the Fomin-Zelevinsky embedding
F u,v : Gu,v −→ T ×O(v
−1,u), F u,v(g) = ([gv
−1
]v0, Fˆ
u,v(g·T )),
where Fˆ u,v : Gu,v/T → O(v
−1,u) is the Fomin-Zelevinsky embedding for Gu,v/T . Recall
from Notation 2.22 the definition of the Poisson structure 0 ⊲⊳ π2 on T ×O
(v−1,u). The
following Proposition A.8 is the second part of Theorem 3.11.
Proposition A.8. For any u, v ∈W , the Fomin-Zelevinsky embedding
F u,v : (Gu,v, πst) −→ (O
(v−1,u), 0 ⊲⊳ π2)
is Poisson.
Proof. It is easy to see that the map Fˆ u,v : Gu,v/T → O(v
−1,u) is T -equivariant, where
Gu,v/T has the T -action by
t ◦ (g·T ) = (t
v−1g)·T, t ∈ T, g ∈ G
u,v,
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and O(v
−1,u) ⊂ F2 has the T -action given in (14). It now follows from Proposition A.7
and the definitions of the Poisson structures 0 ⊲⊳v πˆst and 0 ⊲⊳ π2 that F
u,v is Poisson.
Q.E.D.
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