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Abstract: We study the reversal time of magnetisation in two dimensional Ising ferromagnet in the presence
of externally applied uniform magnetic field using Monte Carlo simulation based on Metropolis single spin flip
algorithm. Then we investigate the change in reversal time in presence of quenched random field in addition to the
uniform (over the space) magnetic field. We report the results of distribution of reversal times of different samples in
the presence of three different types of the distributions (namely, uniform, bimodal and normal) of random fields and
compared the results with those obtained for uniform field only. We have observed that the reversal time decreases
in presence of any kind (of distribution) of the random fields. Dependence of reversal times on temperature and
different widths of random fields are also reported. We also checked whether the system obey Becker-Do¨ring theory
of classical nucleation in presence of random field and tried to investigate the range of the width of the distribution
of random field, beyond which the system seems to fail to behave as prescribed by Becker-Do¨ring theory.
Keywords: Ising ferromagnet, Monte Carlo simulation, Metropolis single spin flip algorithm, Quenched disor-
der, Classical nucleation theory.
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I. Introduction
The field induced reversal of the magnetisation direction in materials has been the subject of considerable interest
since many decades. A ferromagnetic sample at temperature T < Tc (Curie temperature) has a magnetic moment
along a particular direction in absence of any applied external field. Now if a weak magnetic field in opposite
direction of that moment is applied to the sample then the sample try to align along the direction of field causing
the moment to be reversed. The opposition of this magnetic moment due to applied field is known as reversal of
magnetisation direction. And the time required for this reversal is called reversal time of magnetisation.
Magnetic materials are used in wide range of devices. In some cases magnetic materials need to switch their
magnetisation direction under very small magnetic field whereas in some other cases magnetisation direction should
be as stable as possible against both magnetic and thermal noise [1]. Let’s take a particular case as magnetic storage
media which are widely used in our modern life to store information. Let the information be written on magnetic
storage media in the form of small magnetic grains. Now for faster accessing of data the grains should respond
quickly to the external field. On the other hand for better longevity of the device the grains should be as stable as
possible against any kind of effective noise. So a compromise must be settled down between these two cases [1] [2].
Thus, for theoretician it is crucial to investigate the changes in reversal times of magnetisation in various kind of
environment.
Extensive simulation and experimental work on decay of metastable state and nucleation has been done in last
few decades. Kinetics of nucleation particularly rate of nucleation of crystalline droplets from solid-melt system
have been studied [3]. Lifetimes of metastable states in kinetic Ising ferromagnet are studied by droplet theory to
determine their dependence on applied field and system size [4]. A work on nucleation in different dimensions d
(d = 2, 3, 4) has been done using heat-bath dynamics and consistency of the results with the classical theoretical
predictions of Becker Do¨ring theory has been proved [5]. The phase diagram of the dynamic magnetization-
reversal transition in pure Ising systems under a pulsed field competing with the existing order has been explained
satisfactorily using the classical nucleation theory [6]. An investigation about the thermally activated magnetisation
switching of small ferromagnetic particles driven by an external magnetic field has been carried out and also crossover
from coherent rotation to nucleation for a classical 3D Heisenberg model with finite anisotropy has been discussed [7].
Evaluation of growth and decay rates for clusters of different size with the change of external field and temperature
has been studied [8]. Dynamics of magnetization reversal in models of magnetic nanoparticles and ultra-thin films
have been discussed [9]. Simulation of magnetisation switching in nanoparticle system was studied [10]. Asymmetric
reversal modes in ferromagnetic/ antiferromagnetic multilayers was also studied [11]. Nucleation time distribution
in system with brownian type dynamics are described by classical nucleation theory [12]. Decay of metastable state
in a model for the catalytic oxidation of CO was studied [13]. Non-equilibrium magnetisation reversal in kinetic
Ising ferromagnet driven by a periodic impulsive magnetic field in the meanfield approximation was observed [14].
The method of Heat assisted magnetisation reversal in ultra thin films for ultra-high-density information recording
has been discussed [15]. In a recent paper nucleation time was observed to increase in the presence of magnetic
field spreading over the space in time as compared to that in static field [16]. Linear reversal mechanism in FePt
grains has been simulated using atomistic spin dynamics, parameterized from ab-initio ratio calculation [17]. Very
recently, the magnetisation reversal in Ising ferromagnet by a field having spatial gradient was studied [18]. In
another work same study has been done when both field and thermal gradient are present in the system and a
marginal competition between them has been reported [19]. So far as the knowledge of the authors is concerned,
the study of magnetisation reversal has not yet been carried out for randomly quenched (site dependent but time
independent) magnetic field. How the spectra of reversal time will be affected if the system experiences a quenched
random magnetic field? Does it help to reduce the reversal time? Our main goal of the following work is to address
this question as the magnetic reversal time of a ferromagnetic film plays the key role in the speed of recording. The
high speed magnetic recording device is extremely important in modern technology (e.g., data storage). The main
objective is to reduce the reversal time which produces faster recording.
Below the Curie temperature TC the ferromagnetic system is in either of two stable states: all the spins are
either up (acquire +ve magnetisation) or all the spins are down (acquire -ve magnetisation). Now what happens
if a negative magnetic field is applied to the system having T < TC ? It is observed that the system remains in a
metastable state for certain period of time and then gradually reaches stable equilibrium state through the decay
of this metastable state [20] [21]. It is also observed that the system escape from that metastable state through
homogeneous nucleation. The dynamical and statistical characteristics of this nucleation process are explained
by Classical nucleation theory [22]. A commonly used simplest system for studying nucleation phenomena is the
well-known Ising model.
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• Classical Nucleation Theory: If we apply a positive external field to a ferromagnetic system then the
small droplets of down spins are dispersed in the background of up spins. But now if a negative external field is
applied it is observed that the system acquires the equilibrium state gradually through the decay of a metastable
state. What is happened actually in this metastable state? The number of droplets of spins of size l (l number of
spins) is given by Boltzmann factor:
nl = Ne
−βEl
where β = 1/kBT and El is the free energy of formation of a droplet of size l and N is the normalization factor.
The classical assumption is that El is the sum of the two terms, a bulk and a surface energy term. The bulk term
corresponds to the energy needed to flip l number of spins in a field h i.e. 2hl. The 2nd term i.e. the surface term
expresses the energy associated with the surface tension σ of the droplet. Classical nucleation theory assumes that
the droplets are mostly spherical like in d-dimensional space. Thus,
El = 2hl+ σl
(d−1)/d
Now, if the field h is negative then
El = −2hl+ σl(d−1)/d
So, there is a competition between the bulk and the surface term (Fig-1). The surface term dominates for small l
while the bulk term dominates for large l. As a consequence there must be a critical droplet size lc (with a critical
radius Rc of droplet) for which free energy is maximum. At this stage a very interesting incident occurs. After
acquiring this critical size if the droplet shrink (l < lc) a little then it’s size decreases continuously with time to
minimize its free energy and thus can never contribute to the reversal. But if it expands (l > lc) a little then it’s size
increases continuously with time to minimize the free energy and engulf the whole system producing magnetisation
reversal. The transition of the system from metastable phase to a stable phase by uncontrollable growth of spin
droplets is known as nucleation. By calculation, we obtain the critical size lc as:
lc =
(
σ(d − 1)
2d|h|
)d
So the maximum free energy for the formation of the droplets is,
El
∣∣∣
l=lC
= Ec =
Kdσ
d
hd−1
where Kd is the d dependent constant term. The number of supercritical droplets having droplet size lc is,
nc ∼ exp
(
− Ec
kBT
)
∼ exp
(
− Kdσ
d
kBThd−1
)
Becker-Do¨ring theory: This theory explain the behaviour of metastability by the kinetics of cluster (droplets of
spins) formation. Basic assumption of this theory is that the time evolution of number of droplets is only due to
an evaporation-condensation mechanism in which a droplet of size l loses or gains a single spin. According to this
theory the nucleation rate i.e. the number of droplets formed per unit time and volume, I is proportional to nc
I = I0e
−Ec/kBT
I0 is the nucleation rate prefactor. The nucleation rate depends very strongly on the exponential term. When
applied field is very weak then only one supercritical droplet form at a certain time step and it grows with time
and covers whole system causing reversal of magnetisation. This is nucleation regime. Time taken by the system
to achieve magnetisation reversal is called nucleation time. The nucleation time is simply inversely proportional to
the nucleation rate I derived by Becker-Do¨ring theory,
τ(nr) ∼ I−1 ∼ exp
(
Kdσ
d
kBThd−1
)
So in nucleation regime, for a fixed sample at a fixed temperature,
log(τ(nr)) ∼
1
hd−1
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Now as we increase the field value, after certain range we observe a different scenario of magnetisation reversal.
Here the reversal does not occur through the formation of one single supercritical droplet. Instead, many such
supercritical droplets grow simultaneously. Outer parts of the droplets touch with each other by forming a bridge
whose width increases with time. Thus, smaller droplets form bigger droplets through coalescence and span the
whole system. Radius(∼ l 1d ) of such supercritical droplet grows linearly with time (t) and so the number of spins
(l) will grow as td. It is very clear that the rate of change in magnetisation is proportional to the change in droplet
size i.e. number of spins in a droplet
dm
dt
∼ dl
dt
∼ Itd
=⇒
∫ m2
m1
dm ∼
∫ τ(cr)
0
Itddt
=⇒ m2 −m1 = ∆m ∼ I.
τd+1(cr)
d+ 1
where τ(cr) is the reversal time at coalescence regime, m1 is the magnetisation at initial stable state and m2 is the
magnetisation after reversal. So for a fixed change in magnetisation ∆m reversal time is
=⇒ τ(cr) ∼ I−
1
d+1 ∼ exp
(
Kdσ
d
kBT (d+ 1)hd−1
)
So in coalescence regime [5], for a fixed sample at a fixed temperature,
log(τ(cr)) ∼
1
(d+ 1)hd−1
So if we plot log of the reversal time vs 1/h, the slope of the graph in coalescence regime will be lower by factor
1
d+1 than that of in nucleation regime. In the last part of our following work we will check whether these above
relations between reversal time and 1/h are also valid in presence of different widths of random fields.
II. Description of the Model and Simulation Scheme
The Hamiltonian for the pure Ising ferromagnetic system is represented by,
H = −J
∑
<i,j>
SiSj − h0
∑
i
Si
where Si = ±1 are the Ising spins i.e. having two discrete spin states (spin moment axis either pointing up (+1)
or down (-1)) only. First term in the Hamiltonian represents interaction between nearest neighbour spins with
uniform ferromagnetic interaction strength J(> 0). Positive J denotes that spins try to align parallel to each other
to minimize the systems free energy. Second term in the Hamiltonian represents the Zeeman energy involved in the
interaction of each spin with the applied uniform negative (in the sense that direction of applied field is antiparallel
to the initial spin orientation of the spins) external field. Now the Hamiltonian for the impure Ising ferromagnetic
system is represented by,
H = −J
∑
<i,j>
SiSj −
∑
i
hiSi
where hi(< 0) is the quenched (site dependent but time independent) random field which has been used to model
the effect of impurity in the system. So the form of this field is simply,
hi = h0 + hr
where h0 is the externally applied uniform field and hr is the site dependent random field whose mean value is set
to zero (< hr >= 0) just to compare the results with that of obtained in the presence of uniform field only. We
have applied three different distributions of random field having fixed width w,
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a) Bimodal distribution: Having probability distribution,
Pb(r) = 0.5δ(hr − w) + 0.5δ(hr + w)
where δ represents the Dirac Delta function. This distribution implies that 50 % fields are +w and 50 % fields are
−w which are randomly oriented into the lattice sites.
b) Uniform distribution: Having probability distribution,
Pu(r) =
1
n
where n is the number of field values in this range −w to +w.
c)Gaussian distribution: Having probability distribution with standard deviation σ(= 2w considered throughout
our work)
Pn(r) =
1√
2piσ2
e−
h
2
r
2σ2
We have simulated [23] a 2D ferromagnetic Ising lattice of size L×L with periodic boundary condition on both
directions. Initially we have considered the system to be in perfectly ordered state where all the spins are pointing
up Si = 1 ∀ i. In our simulation we have randomly selected total L2 number of updates at each Monte Carlo Single
Step (MCSS). Each update has been carried out by Metropolis single spin flip algorithm [24],
P (Si → −Si) =Min(1, e−
∆E
kBT )
where ∆E = Ef − Ei. We have implemented the algorithm as,
i) We have chosen any lattice site randomly and calculated the energy Ei of the system. Then we have flipped
the spin at that site and calculated the energy Ef . So we got the above exponential factor e
−
∆E
kBT .
ii) Now we have called any random number uniformly distributed between 0 to 1 and checked that if the above
exponential factor is greater than the random number then this flipped state of the system is accepted otherwise
the flipped state is not accepted and the system is considered to be in its initial unflipped state.
So this was for one single update. When L2 number of such updates will be completed then we will say that
one Monte Carlo single step has been completed i.e. one time step is evolved. After each Monte Carlo single step,
the magnetisation of the system is determined by
m(t) =
1
L2
L2∑
i
Si
The temperature of the system T is measured in the unit of J/kB, where kB is the Boltzmann constant. In this way
we made total L2 number of updates by random updating scheme by which some lattice site may not be updated
and some site may be updated multiple times. The time in our project is always measured in unit of Monte carlo
step. Here all the magnetic field values are taken in units of J.
Mainly we have chosen L = 300 everywhere in the simulation process except in the case where we have studied
Becker-Do¨ring analysis (we have simulated here the lattice with size L = 100) for affordable computational time.
III. Results and Discussions
Metastable states of matter are the well-known significant phenomena of nature. If one brings a system in
metastable state the system does not remain in this state rather eventually reaches a true equilibrium state. Imagine
a lattice with Ising spins in a small negative magnetic field h = −0.14 at a temperature (T = 1.6) sufficiently below
the critical temperature TC . We have observed that the system will find itself in a metastable state with positive
magnetisation in the negative field and after certain period of time it will decay to a stable state with negative
magnetisation. This situation is depicted in fig-2 where the magnetisation is plotted with time. Here we have
defined the lifetime of metastable state or the reversal time of magnetisation as the minimum time required to
achieve negative magnetisation from a completely ordered state. In fig-2 the reversal time is 6535 MCSS.
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Fig-2 was for a single sample. Now we have taken 10000 different samples and calculated the reversal times for
each. Fig-3 shows normalised probability distribution of those reversal times.
Next we have calculated mean reversal time by taking average over reversal times obtained from 5000 ferromag-
netic system and plotted logarithm of this mean reversal time with 1/h. In this plot (Fig-4), three distinct regimes
(strong field regime (SFR), coalescence regime (CR) and nucleation regime (NR)) are clearly identified. It is clear
that the slope (≃ 0.37) of the curve in coalescence regime is lower by factor 1/3 than that (≃ 1.08) of in nucleation
regime.
Now we have applied a quenched (site dependent but time independent) random field along with the externally
applied uniform magnetic field to the system. So at each lattice site random fields are different, but they are fixed
with time. Fig-5 shows the lattice morphologies of 3 different types of random fields where colors in the side bar
of each plot represents different field values. Fig-5a shows bimodal random field where only two colors (yellow for
w = 0.25 and dark blue for w = −0.25) are present in equal proportion. Fig-5b shows uniformly distributed random
field between w = 0.25 and w = −0.25 where all the colors are present in equal proportion. Fig-5c shows Gaussian
random field with σ = w/5 (but in our work we have used σ = 2w) where colors near mean value are present in
larger proportion.
We have taken some snapshots (Fig-6) of the lattice in the presence of random field along with externally applied
uniform field. Here the colors in the side bar of each plot represents the spin value. Yellow color signifies up spin
and black color signifies down spin. Initially we have started with perfectly ordered state. After applying negative
field small droplets of down spins are formed and at the time of magnetisation reversal almost 50 % of the lattice
is covered by black color. We have noticed that the reversal time of magnetisation decreases in the presence of
random fields. Another interesting fact is that though each three distribution of random field is of zero mean,
lattice morphologies and reversal times of magnetisation are different for three cases.
To confirm the above observation from lattice morphologies we have studied the variation of magnetisation
with time (Fig-7) in the presence of random field along with uniform field and compared the result with that of in
presence of uniform field only. It is clear that the reversal time decreases in presence of any kind of random fields.
Fig-8 depicts normalised probability distribution of the reversal times obtained from 10000 samples. Here also
we can see that most probable reversal time decreases in the presence of random field. We have plotted these
distributions at four different temperatures and observed that the distributions get closer to each other with the
increase in temperature. Actually at higher temperature regime, thermal noise comes into play and dominates over
the field distributions. So magnetisation reversal occurs due to thermal noise instead of applied field.
Variation of reversal times with temperature has been studied also keeping the random field fixed at w = 0.25 and
fig-9depict that the mean and most probable reversal time decrease exponentially with the increase of temperature.
Next we have observed the variation of most probable and mean reversal time with the width of random field
(Fig-10) by keeping temperature fixed at T = 1.0.
Since we are dealing with a 2D (d = 2) Ising system, to study Becker-Do¨ring theory we have plotted (Fig-11)
the variations of average reversal time ’τ ’ (in log scale) with the ’inverse of applied magnetic field’ for system size
L = 100 (for affordable computational time) at temperature T = 1.6(0.7Tc). In the presence of uniform field only,
three regimes the strong field regime (SFR), the coalescence regime (CR) and the nucleation regime (NR)are clearly
identified. Now when we apply random field into the system along with the uniform field then the strong field and
the coalescence regimes are not affected but the weak field regime i.e. the nucleation regime becomes unclear slowly.
In fig-12, we have taken some snapshots of lattice morphologies at 4 different times in the nucleation regime
i.e. at |h| = 0.125 or 1/|h| = 8 in the presence of uniform field only. Here we can see that reversal occurs through
the formation of a single supercritical droplet growing radially with time. Similarly, Fig-13 and fig-14 show the
snapshots in the presence of bimodal random field having width w = 0.3 and w = 0.35 respectively along with
uniform filed. Fig-13 is similar as fig-12. But from fig-14 it is clear that many such supercritical droplets grow
simultaneously, they coalesce and thus reversal occurs. So nucleation regime exists no more in presence of random
field having width w = 0.35. So we can say that there must be some limiting value of width of random field between
w = 0.3 and w = 0.35 beyond which the system does not obey the Becker-Do¨ring analysis of classical nucleation.
Similar studies as above have been carried out in presence of uniform (Fig-15 and Fig-16) and Gaussian random
fields(Fig-17 and Fig-18). In both case we can see that at random field width w = 0.45 reversal occurs through
the formation of one single supercritical droplet. So there will be some random field width w > 0.45 beyond which
system does not obey Becker Doring analysis. But here we can’t proceed beyond w=0.5 as the applied uniform
field value is w = −0.5. Then the net field value will be positive which is not allowed for spin reversal.
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IV. Summary
In this paper the behaviour of the metastable state and its persistence has been studied in presence of quenched
random field by Monte Carlo simulation of spin dynamics on a ferromagnetic Ising square lattice. We have studied
the change in reversal time of magnetisation by applying three different types of the statistical distribution random
fields. We observed that the reversal time decreases in presence of any kind of random fields. Also the reversal
time as well as lattice morphologies varies with the nature of the distribution of random fields though the mean of
each distribution is zero. The variation of reversal times with temperature and the width of random fields has been
studied. It decreases exponentially as the temperature increases. In similar way it varies as the random field width
increases.
Next we have checked whether the Becker-Do¨ring theory of classical nucleation is valid in the presence of random
field. We observed the system to follow the Becker Do¨ring analysis upto a certain width of the random field but
beyond that range the system is observed to fail to follow the Becker Do¨ring prediction.
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Figure 1: Schematic of variation of free energy for droplet formation with size of droplet
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Figure 2: A typical decay of metastable state for lattice size L = 100 at temperature T = 1.6 in the presence of
external field h = −0.14.
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Figure 3: Distribution of reversal times for 10000 different samples for lattice size L = 100 at temperature T = 1.6
with field value h = −0.14.
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Figure 4: log of mean reversal time against 1/h for lattice size L = 100 at temperature T = 1.6, where h is uniform
field.
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Figure 5: Lattice morphology (zoomed in from L = 300 to L = 50) of the three different distributions of random
field each having meanvalue 0 and width w = 0.25, (a)Bimodal random field, (b)Uniformly distributed random
field, (c)Gaussian random field with σ = w/5. In each case temperature is set to T = 1.0.
 50
 100
 150
 200
 250
 300
 50  100  150  200  250  300
y
x
’rev_bi.dat’
-1
-0.5
 0
 0.5
 1
(a)
 50
 100
 150
 200
 250
 300
 50  100  150  200  250  300
y
x
’rev_uniran.dat’
-1
-0.5
 0
 0.5
 1
(b)
 50
 100
 150
 200
 250
 300
 50  100  150  200  250  300
y
x
’rev_gauss.dat’
-1
-0.5
 0
 0.5
 1
(c)
Figure 6: Lattice morphology of spins at the time of magnetisation reversal in the presence of random field ((a)
bimodal random field (b) uniform random field and (c) Gaussian random field) along with uniform field. In each
case random field width is set to w = 0.25, temperature is set to T = 1.0, lattice size is L = 300. Snapshots have
been taken at (a)t = 349 MCSS (b) t = 408 MCSS (c)t = 418 MCSS.
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Figure 7: Variation of magnetisation with time at temperature T = 1.0 in presence of uniform field only (red curve),
bimodal random field along with uniform field (green curve), uniform random field along with uniform field (blue
curve), Gaussian random field along with uniform field (yellow curve). Uniform field value is set to h = −0.5 and
random field width is set to w = 0.25. Lattice size is L = 300.
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Figure 8: Distribution of reversal times for 10000 different samples at four different temperatures (a)T = 1.0
(b)T = 1.2 (c)T = 1.4 (d)T = 1.6 in the presence of uniform field only (purple curve), bimodal random field along
with uniform field (green curve), uniform random field along with uniform field (red curve), Gaussian random field
along with uniform field (yellow curve). Each distribution is determined for lattice size L = 300 by setting uniform
field value h = −0.5 and random field width w = 0.25.
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Figure 9: Variation of mean reversal time (red curve) and most probable reversal time (blue curve) with temperature
in the presence of random field ((a) bimodal random field (b) uniform random field (c) Gaussian random field) along
with uniform field. In each case, uniform field h = −0.5 and random field width w = 0.25, lattice size is L = 300.
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Figure 10: Variation of mean reversal time (red curve) and most probable reversal time (blue curve) with width
of random field in the presence of random fields ((a) bimodal random field (b) uniform random field (c) Gaussian
random field) along with uniform field. In each case, uniform field is h = −0.5 temperature is set to T = 1.0 and
lattice size is L = 300.
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Figure 11: Variation of logarithmic mean reversal times with 1/h for lattice size L = 100 at temperature T =
1.6(0.7Tc) in the presence of uniform field only (purple curve with triangular points), bimodal random field along
with uniform field (all other curves with circular points, different colours are for different width of random field).
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(d)
Figure 12: Lattice morphology of spins at four different Monte Carlo single steps (a)t = 7500 (before reversal)
(b)t = 7600 (before reversal) (c)t = 7824 (at reversal) (d)t = 7953 (after reversal) MCSS in the presence of uniform
field only where uniform field value is set to h = −0.5.
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(d)
Figure 13: Lattice morphology of spins at four different Monte Carlo single steps (a)t = 2300 (before reversal)
(b)t = 2400 (before reversal) (c)t = 2546 (at reversal) (d)t = 2700 MCSS (after reversal) in the presence of bimodal
random field along with uniform field where uniform field value is set to h = −0.5 and width of bimodal random
field is w = 0.3.
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Figure 14: Lattice morphology of spins at four different Monte Carlo single steps (a)t = 500 (before reversal)
(b)t = 600 (before reversal) (c)t = 711 (at reversal) (d)t = 800 MCSS (after reversal) in the presence of bimodal
random field along with uniform field where uniform field value is set to h = −0.5 and width of bimodal random
field is w = 0.35.
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Figure 15: Variation of mean reversal times with 1/h for lattice size L = 300 at temperature T = 1.6(0.7Tc) in the
presence of uniform field only (purple curve with triangular points), uniform random field along with uniform field
(all others curve with circular points, different colours are for different widths of random field).
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Figure 16: Lattice morphology of spins at four different Monte Carlo single steps (a)t = 1500 (before reversal)
(b)t = 1600 (before reversal) (c)t = 1827 (at reversal) (d)t = 2000 MCSS (after reversal) in the presence of uniform
random field along with uniform field where uniform field value is set to h = −0.5 and width of uniform random
field is w = 0.45.
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Figure 17: Variation of mean reversal times with 1/h for lattice size L = 300 at temperature T = 1.6(0.7Tc) in
the presence of uniform field only (purple curve with triangular points), Gaussian random field along with uniform
field (all other curves with circular points, different colours are for different width of random field).
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Figure 18: Lattice morphology of spins at four different Monte Carlo single steps (a)t = 2000 (before reversal)
(b)t = 2100 (before reversal) (c)t = 2227 (at reversal) (d)t = 2400 MCSS (after reversal) in the presence of
Gaussian random field along with uniform field, where uniform field is set to h = −0.5 and Gaussian random field
width is w = 0.45.
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