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ABSTRACT
This thesis presents an approach to predict the occupied area on the floor in an image of
an indoor scene. The goal is to be able to obtain navigable areas even in cluttered indoor
environments. This algorithm could be used in the field of robotics where robots need to
navigate through a room while being mindful of the surrounding objects. The results are
quite close to the ground truth, as exemplified by the false positive, false negative, precision
and recall rates. Using this algorithm improves the label predictions.
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CHAPTER 1
INTRODUCTION
In an image of an indoor scene, it is easy for the human eye to be able to tell what parts
of the floor are cluttered, and which areas of the floor are navigable. However, this task is
difficult for computers. This is because many parts in the image space are occluded. So it
is not easy for the computer to be able to tell the extent of the occluding object, i.e. its depth.
If the occupancy status of all the occluded parts is also known, it could be useful in ar-
eas such as robotics where robots will be able to navigate through the scene while avoiding
the clutter.
1.1 Related work
Labeling occluded parts of the image has been covered by Guo and Hoiem in [1]. In [1],
region classifiers are trained for the input image. Using contextual inference, the confidence
maps for each label are improved. This works because we can predict the label of a pixel
by looking at its neighboring pixels. In addition, it is assumed that regions do not have
arbitrary shapes. The structure of each region such as roads, sidewalks, buildings and trees
shows characteristic patterns from image to image. So, the general shape of the regions in
the input image is matched against the shape priors in the training images. In this manner,
the region labels of the input image are refined further.
In [2] by Silberman et al., the image is segmented and the support relations for each object
in the image are inferred. Three modeling choices are used.
1. All objects in the scene are supported by one other object, except floor, which requires
no support. In this case, the support relations can be represented in an inverted tree
manner.
2. All objects are either supported by another region or by a hidden region.
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3. Objects are either supported from below or from behind.
The goal in [2] is to infer the supporting region, support type (below or behind) and structure
class (floor, furniture, prop, structure) for each region in the image.
The part of this project in which region classifiers are obtained is related to the work done
by Hoiem et al. in [3] and [4]. Graph cuts with α-expansion is used as described by Kollar
and Friedman in [5], Szummer et al. in [6] and Boykov et al. in [7].
The rest of the thesis is organized as follows:
• Chapter 2 explains each step used in this project, as well as the partial results in each
step.
• Chapter 3 explains the final results for different combinations of inputs.
• Chapter 4 describes the summary of this project along with future scope.
• Appendix A explains the annotation tool.
• Appendix B explains the code written for this project.
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CHAPTER 2
PROCEDURE
In this thesis, the goal is to identify the most likely floor occupancy overhead map from an
RGB image and its depth features. For this purpose, the algorithm is as follows:
1. Annotate images and create a training set and a test set of the annotated images.
2. Train region classifiers which represent different parts of the image scene. Then create
confidence maps for each label.
3. Create confidence maps for each pixel.
4. Orient the point cloud so that the floor normal points vertically upward.
5. Project the 3D points onto an overhead view.
6. Solve for most likely labeling using graph cuts with α-expansion.
7. Evaluate the results.
2.1 Annotating images
Using the tool described in Appendix A, 1449 images of indoor scenes in the NYUv2 dataset
were annotated. This dataset was created by Silberman et al. in [2]. Each image annotation
comprised six labels, viz. floor, wall, ceiling, vertical structure, furniture (such as tables,
beds and chairs) and prop (any object which could be carried around). Openings in the
walls such as windows and doors were also marked.
2.2 Training region classifiers
In [3] by Hoiem et al., the objective is to obtain confidence maps for each geometric class.
Each pixel in the outdoor scene images could be classified into ground, a part which sticks
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out from the ground, or the sky. For this thesis, indoor scene images were used. Therefore,
for this project, each pixel was considered to have one of the following labels:
1. Floor
2. Wall
3. Ceiling
4. Vertical structure, e.g., a picture hung on a wall
5. Furniture (such as beds, tables and chairs)
6. Prop, i.e. any object that can be carried easily, such as a book or a pillow
To obtain superpixels, the oversegmentation method from [8] by Felzenszwalb and Hutten-
locher is applied. Segmentations are generated by changing the number of segments in each
iteration. Then, label confidences are calculated using the formula
C(yi = v|x) =
nh∑
j
P (yj = v|x,hji)P (hji|x)
where (as defined in [3]) C is the label confidence, yi is the superpixel label, v is a label value,
where v ∈ {floor, wall, ceiling, vertical structure, furniture, prop}, x is the image data, nh
is the number of hypotheses, hji is the region which contains the i
th superpixel for the jth
hypothesis and yj is the region label.
2.3 Rotating the point cloud
Using the method in [2] by Silberman et al., the image is rotated so that the walls and floor
coincide with the three planes. The following steps are executed:
1. 3D normals are computed for each pixel by sampling surrounding pixels within a certain
depth and fitting a least squares plane. Hence, each pixel has an image coordinate
(u, v), 3D coordinate (X, Y, Z) and surface normal (NX , NY , NZ).
2. Straight lines are extracted from the RGB image and 3D directions for each line are
computed using SVD.
3. A score S(v1,v2,v3) is computed for each set of candidates of principal directions
(v1,v2,v3).
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4. The set of candidates (vX ,vY ,vZ) for which the score is maximized is chosen.
5. The point cloud is aligned using the rotation matrix R = [vX vY vZ ].
2.4 Projecting onto the overhead view
The 3D points are then projected onto a grid representing the overhead view. The grid cells
can be set to a certain size, representing the number of points which fall within ranges of
that size. For example, if the grid cell size is 0.5 meters, it will contain the number of 3D
points falling in the range 4.5 m to 5 m, or 5 m to 5.5 m and so on. The overhead grids for
grid cell sizes 0.2 m and 0.5 m have been shown in Fig. 2.1.
Figure 2.1: Visualization of 3D points projected onto overhead view. Left: Original image;
middle: Overhead view with grid size 0.2 meters; right: Overhead view with grid size 0.5
meters
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2.5 Predicting the labels
This section describes obtaining the most likely labeling for the overhead view of an image,
which is the main part of this project. For this, the graph cuts algorithm with α-expansion
is used.
2.5.1 Overview of graph cuts with α-expansion
Graph cuts with α-expansion is used to solve an energy minimization problem. It is useful
when each node can be assigned many different labels. This algorithm has been described
in detail by Boykov et al. in [7].
The energy to be minimized is of the form
E(f) = Edata(f) + Esmooth(f)
=
∑
p∈P
Dp(fp) +
∑
p,q∈N
Vp,q(fp, fq)
Here, P is the set of all nodes, N is the set of all neighboring nodes and L is the set of labels.
Dp(fp) is a measure of the likelihood that node p is of label f . Vp,q(fp, fq) is a smoothness
term which encourages adjacent nodes to have the same label.
For the α-expansion algorithm, the smoothness term V needs to be a metric. That is,
it needs to satisfy the following constraints for labels α, β, γ ∈ L:
1. V (α, β) = V (β, α) ≥ 0
2. V (α, β) = 0 ⇐⇒ α = β
3. V (α, β) ≤ V (α, γ) + V (γ, β)
The last constraint is known as the triangle inequality. It represents the fact that going from
label α to label β directly is cheaper than taking an indirect route between them.
2.5.2 Using graph cuts with α-expansion to obtain most optimal labeling
The final output in this project is a labeled map of the overhead view of the indoor scene.
Hence, in this case, each grid cell p belongs to the set P and each label fp of node p belongs
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Algorithm 1 Graph cuts with α-expansion (Boykov et al. [7])
Start with an arbitrary labeling f
repeat
t← 0
for all α ∈ L do
F = {f ′ : f ′ is within one α-expansion of f}
fˆ = arg min
f ′∈F
E(f ′)
if E(fˆ) < E(f) then
f ← fˆ
t← 1
end if
end for
until t = 0
to the set of labels L, where L = {wall, floor, ceiling, vertical structure, furniture, prop}.
The data term D for each grid cell p and the smoothness term V for each pair of adjacent
grid cells p and q are defined as follows:
Dp(fp) = − log(P (fp|p))
Vp,q(fp, fq) = K · δ(fp 6= fq)
2.6 Evaluating results
The final result of predicted labels is compared against the ground truth obtained from the
manual annotation of the image. True and false positives, true and false negatives, precision
and recall are calculated as follows:
True positive =
∑
i
[gi = occupied, pi = occupied]
True negative =
∑
i
[gi = unoccupied, pi = unoccupied]
False positive =
∑
i
[gi = unoccupied, pi = occupied]
False negative =
∑
i
[gi = occupied, pi = unoccupied]
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Precision =
True positive∑
i
[pi = occupied]
Recall =
True positive∑
i
[gi = occupied]
These values are compared against the result obtained when the graph cut algorithm is not
used.
In addition, confusion matrices were calculated for results obtained before and after using
the graph cut algorithm. Since six labels have been considered in this project, the confusion
matrix is of dimension 6 × 6. Each element (i, j) of the confusion matrix represents the
fraction of grid cells of label i which were classified under label j.
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CHAPTER 3
EXPERIMENTS
The images in the NYUv2 dataset were annotated using the method described in Appendix A
by Ruiqi Guo, Shuxin Yu, Gaston Gerchkovich, Xiang Li and the author.
The region classifier was trained using 1159 images and tested with 290 images from the
NYUv2 dataset. Each image was of size 427 × 561. Figure 3.1 shows the original RGB
images and the corresponding depth images.
For the training process, label maps (Fig. 3.2) were created by generating a 3D model of
Figure 3.1: RGB images and the corresponding depth information
the scene (as shown in Appendix A) and marking each of the six types of regions with a
9
different color.
The geometric context and multiple segmentation code was run and confidence maps for
Figure 3.2: Original RGB images and the corresponding label maps
each of the six labels were obtained. Each confidence map was of the same dimensions as an
image, i.e. 427 × 561. Figure 3.3 shows confidence maps for the labels floor, wall, furniture
and prop.
The aligned 3D points were projected onto a grid representing the overhead view of the
scene. Each grid cell was of size 0.2 meters, i.e. it represented 3D points within 0.2 meters
of each other. Figure 3.4 shows the projection of 3D points onto an overhead view.
The graph cuts algorithm was run with the following parameters:
Dp(fp) =
∑
k∈Gp
− log(P (fpk|k))
||Gp|| (3.1)
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Figure 3.3: From left to right: Original image, confidence maps for labels floor, wall,
furniture and prop respectively
Figure 3.4: Projection of points onto overhead view, grid size 0.2 m
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and
L(fp, fq) =
0.75 iffp 6= fq0 iffp = fq (3.2)
Each fp ∈ {floor, wall, ceiling, vertical structure, furniture, prop}. Gp is the set of all 3D
points which are contained in grid cell p. Each value of the term P (fpk|k) could be found
from the confidence maps obtained by running the code from Hoiem et al. [3].
Average probabilities µp for each label fp for the grid cell p in the overhead view were
calculated using the formula
µp(fp) =
∑
k∈Gp
P (fpk|k)
||Gp||
where fp, P (fpk|k) and Gp are as defined in Eq. 3.1 and Eq. 3.2.
The average probability maps for the labels floor, wall, furniture and prop are shown in
Fig. 3.5. These maps provide a visualization in the overhead view of the regions correspond-
ing to the labels floor, wall, furniture and prop respectively.
Figure 3.6 shows the initial label map, the label map after running graph cuts with α-
Figure 3.5: From left to right: Original image, probability maps for labels floor, wall,
furniture and prop with grid cell size 0.2 m
expansion and the overhead view of the ground truth.
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Predicted label maps and ground truth maps depicting only the occupied and non-occupied
Figure 3.6: From left to right: Original image, initial labels, labels after running graph
cuts, overhead view of ground truth. Light blue–floor, cyan–wall, orange–furniture,
brown–prop, dark blue–region beyond the boundaries of the room
areas of the floor were created by setting the floor grid cells to 0 and the grid cells of labels
other than floor or ceiling to 1. The predictions and ground truths of the occupied and
vacant parts of the floor are displayed in Fig. 3.7.
True and false positives, true and false negatives, precision, recall and confusion matri-
ces were computed using the methods outlined in Section 2.6. The confusion matrices for
the predictions before and after using the graph cuts algorithm are shown in Table 3.1 and
Table 3.2 respectively.
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Figure 3.7: From left to right: Original image, predictions of occupied and vacant regions,
ground truths of occupied and vacant regions. Black–vacant region, white–occupied
regions/unknown regions
Table 3.1: Confusion matrix before using graph cuts
Predicted
Floor Wall Ceiling Vertical
structure
Furniture Prop
GT
Floor 0.4595 0.3063 0.0000 0.0000 0.2342 0.0000
Wall 1.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Ceiling 0.2143 0.1429 0.0000 0.0000 0.6429 0.0000
Vertical
structure
0.2857 0.4286 0.0000 0.0000 0.2857 0.0000
Furniture 0.3494 0.0843 0.0000 0.0000 0.5663 0.0000
Prop 0.4643 0.0714 0.0000 0.0000 0.4643 0.0000
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Table 3.2: Confusion matrix after using graph cuts
Predicted
Floor Wall Ceiling Vertical
structure
Furniture Prop
GT
Floor 0.4595 0.3153 0.0000 0.0000 0.2252 0.0000
Wall 1.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Ceiling 0.2143 0.0714 0.0000 0.0000 0.7143 0.0000
Vertical
structure
0.2857 0.4286 0.0000 0.0000 0.2857 0.0000
Furniture 0.3494 0.0723 0.0000 0.0000 0.5783 0.0000
Prop 0.4643 0.0714 0.0000 0.0000 0.4643 0.0000
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CHAPTER 4
CONCLUSION
The goal of this thesis was to identify the most likely occupied and non-occupied parts of
the floor from indoor scene images and the corresponding depth information. This was done
by first annotating 1449 indoor scene images in the NYUv2 dataset. Then, a region classifier
was trained using label maps of the image views. Using the classifier, confidence maps for
each of the six labels were generated for each test image.
The images were rotated so that the walls and floor coincided with the coordinate axes.
The rotated 3D points were projected onto an overhead view of the scene. The overhead
view consisted of grid cells, each of which represented 3D points falling within a certain
range. Labels were assigned to each cell in the overhead view depending upon which label
minimized the unary potential for that grid cell. The graph cut algorithm with α-expansion
was used to obtain an overhead map of predicted labels. The results were satisfactory judging
by the confusion matrix entries and the accuracy for each label.
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APPENDIX A
ANNOTATION TOOL
To annotate an image, the following steps are carried out.
1. To start the annotation process, enter the IDs of the images to be annotated in the file
work annt.m. Run the file work annt.m.
2. Click on a wall in the image scene (Fig. A.1). If it contains an opening such as a window
or a door, press “e”, otherwise press “Enter”. Having pressed “e” after clicking on the
wall in the image scene, mark the opening in the side view (Fig. A.2) after marking the
wall with the correct height.
Figure A.1: Image scene. The objects to be annotated are clicked on in this view
3. Click on a piece of furniture (such as tables, chairs and beds) and press “e”. Mark the
length and width in the overhead view (Fig. A.3) and the height in the side view. In
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Figure A.2: Side view. The heights of walls, furniture and miscellaneous objects as well
as openings on walls are marked in this view
the render view, press “c” to choose the model which closely resembles the model in
the image. Press “r” to change the orientation of the model.
4. Click on any other type of object (examples: pillow, book, shelf, nightstand) and press
“Enter”. Then, mark the length and width in the overhead view and height in the side
view.
5. After annotating the entire image, press “q” to save the annotations in a .pb format.
The following procedure describes how to generate a 3D rendering of the indoor scene.
1. Import the annotated model of the image from the corresponding .pb file using the
function scenemodel import.
2. Generate the 3D model of the scene using the function scenemodel render. Figure A.4
shows the resultant rendering. It is possible to navigate through the model with the
help of the arrow keys on the keyboard.
An explanation of the code can be found in Appendix B.
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Figure A.3: Overhead view. The length of walls and the length and breadth of furniture
and other objects are annotated in this view
Figure A.4: Rendering of the indoor scene. In this view, the most closely resembling
model of each piece of furniture can be chosen and rotated
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APPENDIX B
CODE
The following is a description of the code used in this project.
Filename: work annt.m
Description: Main code to annotate images. The IDs of the images to be annotated are
entered in this script. Then, this script is run. The process is as described in Appendix A.
Filename: scenemodel export.m
Description: Saves the annotation of the image in its corresponding .pb file.
Filename: scenemodel import.m
Description: Imports information about the annotations from the corresponding .pb file.
Using this information, the scene can be rendered.
Filename: scenemodel render.m
Description: Renders the scene as described in Appendix A, using information about the
annotation obtained from scenemodel import.m.
Filename: myscenemodel render.m
Description: Similar to scenemodel render.m, but generates a rendering which displays
similar types of regions with the same color. This rendering is then used to create label
maps which are in turn used to train the region classifier.
Filename: createOverheadGrid GT.m
Description: Creates the overhead view of the ground truth from the image annotation.
Filename: msTrain.m
Description: Trains the region classifier.
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Filename: runThisProgram.m
Description: Main code of the project. It contains parts to identify the most likely labels
via the graph cut with α-expansion method, create overhead view maps to represent the
predicted occupied and vacant areas of the floor and evaluate the results.
Filename: prepareForTesting.m
Description: Formats variables so that they are compatible with msTestImage.m.
Filename: msTestImage.m
Description: Assigns label confidences to an image.
Filename: msPg2confidenceImages.m
Description: Converts superpixel confidences to pixel confidences. Hence, it creates confi-
dence maps for each label. Each confidence map is of the same dimensions as the original
image.
Filename: createOverheadView.m
Description: Outputs the 3D point cloud which is aligned with the XY, XZ and YZ planes,
as explained by Silberman et al. in [2].
Filename: convertRgbd2Planes.m
Description: Helper function used in createOverheadView.m, used for creating the rotation
matrix and applying it onto the point cloud.
Filename: GraphCut.m
Description: Executes the graph cuts with α-expansion algorithm.
Filename: myinit.m
Description: Adds folders and subfolders obtained from other projects to the MATLAB path.
Filename: savefiles.m
Description: Creates and saves the label maps of each image in the corresponding .mat file.
Filename: savemodels.m
Description: Saves the annotated models of each image in the corresponding .mat file.
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Filename: saveimages.m
Description: Saves each image in .jpg format.
Filename: saveconfidencemaps.m
Description: Saves the confidence maps for each image, pertaining to all six labels in the
corresponding .mat file.
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