This paper describes a new code for simulating astrophysical plasmas that solves a hybrid model composed of gyrokinetic ions (GKI) and an isothermal electron fluid (ITEF) [A. Schekochihin et al., Astrophys. J. Suppl. 182, 310 (2009)]. This model captures ion kinetic effects that are important near the ion gyro-radius scale while electron kinetic effects are ordered out by an electron-ion mass ratio expansion. The code is developed by incorporating the ITEF approximation into AstroGK, an Eulerian δ f gyrokinetics code specialized to a slab geometry [R. Numata et al., J. Comput. Phys. 229, 9347 (2010)]. The new code treats the linear terms in the ITEF equations implicitly while the nonlinear terms are treated explicitly. We show linear and nonlinear benchmark tests to prove the validity and applicability of the simulation code. Since the fast electron timescale is eliminated by the mass ratio expansion, the Courant-Friedrichs-Lewy condition is much less restrictive than in full gyrokinetic codes; the present hybrid code runs ∼ 2 √ m i /m e ∼ 100 times faster than AstroGK with a single ion species and kinetic electrons where m i /m e is the ion-electron mass ratio. The improvement of the computational time makes it feasible to execute ion scale gyrokinetic simulations with a high velocity space resolution and to run multiple simulations to determine the dependence of turbulent dynamics on parameters such as electron-ion temperature ratio and plasma beta.
Introduction
Understanding the thermodynamic properties of hot and dilute plasma is essential to advancing the study of astrophysics. This endeavor is particularly challenging because many astrophysical systems are in a weakly collisional state, where the collisional mean free path is comparable to or larger than the system size. Consequently, widely-used fluid models such as magnetohydrodynamics (MHD) are not suitable for describing the microscale physics that determine thermodynamic equilibrium. Instead, we need to treat the plasma using kinetic theory, in which the distribution of particle positions and velocities evolves in a six-dimensional phase space. The computational cost required to conduct such six-dimensional (6D) computations is enormous: Even with the help of exascale computing, well-resolved 6D simulations are unlikely to be feasible in the near future.
Computational cost can be reduced significantly in magnetized plasma by adopting the gyrokinetic [1, 2, 3, 4, 5] model. A key ingredient of gyrokinetics is an assumed time scale separation created by the presence of a magnetic field; the ion cyclotron timescale is taken to be much faster than the timescale for the fluctuations of interest, i.e. Ω i ω with the ion cyclotron frequency Ω i and the fluctuation frequency ω. This separation allows us to reduce the phase space from 6D to 5D -3D in position space and 2D in velocity space -by averaging out the fast cyclotron motion. In the past few decades, gyrokinetics has been extensively used for studying microinstabilities and transport in magnetic confinement fusion devices [6, 7] . Recently, gyrokinetics has been highlighted as a powerful model in astrophysics as well [8, 9] . While many of the past astrophysical studies via gyrokinetics have targeted the solar wind [10, 11, 12, 13, 14, 15, 16, 17] , gyrokinetics is also expected to be applicable to many other astrophysical objects, such as accretion flows, galaxy clusters, and interstellar media [9] .
Although gyrokinetics improves the computational cost dramatically, it is still challenging to calculate 3D electromagnetic problems with high velocity space resolution. A further simplification to the gyrokinetic model can be made by carrying out an asymptotic expansion of the gyrokinetic-Maxwell system of equations in the smallness of the electron-ion mass ratio, √ m e /m i ∼ 0.02, with m e and m i the electron and proton masses, respectively. This limits the applicability of the model to spatial scales in the plane perpendicular to the mean magnetic field that are comparable to or larger than the ion Larmor radius. However, it also eliminates the fast time scale associated with the electron's thermal speed and reduces the electron gyrokinetic equation to a set of fluid equations in which the electron temperature is constant along the mean magnetic field [18, 19, 9] . If one further assumes that the electron temperature does not vary across the mean magnetic field -as might be the case when the field is tangled -then one obtains the isothermal electron fluid (ITEF) model [9] . Coupling the ITEF with gyrokinetic ions (GKI) leads to a hybrid model that reduces computational cost by a factor of ∼ √ m e /m i relative to full gyrokinetic model (FGK). 1 While such a hybrid model with GKI and an ITEF has a long history in magnetic confinement fusion [34, 35, 36, 37, 38, 39, 40] , it has not been applied to astrophysical plasmas. Moreover, unlike magnetic confinement fusion plasmas, many astrophysical plasmas have a plasma pressure comparable to and possibly much larger than the magnetic pressure; i.e., β i = 8πp i /B 2 ∼ 1 − 100, with p i the ion pressure and B the magnetic field amplitude. This makes simulations rather cumbersome and increases the need for computational savings such as those provided by a hybrid code.
Therefore, it is valuable to develop a fluid-gyrokinetic hybrid code specialized for astrophysical studies. In this work, we develop a simulation code that solves the gyrokinetic ion and isothermal electron fluid (GKI/ITEF) equations [9] by implementing a new algorithm in AstroGK [41] , a local, Eulerian, δ f gyrokinetics code developed for astrophysical studies. AstroGK [41] is based on the magnetic confinement fusion code GS2 [42, 43] but is optimized to treat plasmas with a straight, homogeneous mean magnetic field. Electrostatic simulations with AstroGK have been used to study the entropy cascade in phase space [44, 45, 46, 47] , and electromagnetic simulations have been used to study magnetic reconnection [48, 49, 50, 51] in addition to the research on solar wind turbulence (reference listed above). To implement our hybrid model, we have modified the AstroGK algorithm to solve the ITEF equations coupled to the GKI-Maxwell's system of equations. Since the most computationally intensive part of the hybrid code -the solution of the ion gyrokinetic equation -is unchanged, it retains the excellent parallel performance of AstroGK.
The outline of this paper is as follows. Section 2 presents a set of equations for the gyrokinetic model followed by the GKI/ITEF hybrid model. In Section 3, we describe the numerical algorithm for the hybrid code. We first briefly show the time integration algorithm adopted in AstroGK. We then show the detailed algorithm for solving the ITEF. In Section 4, we estimate the computational savings of the hybrid code relative to FGK codes. Section 5 presents the results of linear and nonlinear benchmark tests for code verification. It is found that the nonlinear test not only demonstrates the validity of the code but also reveals a non-trivial result which could be the starting point of a future study. In Section 6, we close with a summary of the paper.
Model equations
We start by presenting the FGK system of equations. Let us consider a homogeneous plasma immersed in magnetic field B 0 = B 0ẑ . In astrophysical systems, B 0 may be assumed to be constant straight field at microscale. In δ f gyrokinetics, a particle distribution function f s for species s is split into the mean and fluctuating parts:
where
is the mean distribution function assumed to be a Maxwellian with equilibrium density n s and temperature T s , δ f s is the fluctuating distribution function, φ is the fluctuating electrostatic potential, h s (t, R s , v || , v ⊥ ) is the non-Boltzmann part of δ f s , R s = r + v ×ẑ/Ω s is guiding center position, and || (⊥) denotes the direction parallel (perpendicular) toẑ. In the present study, we assume n s and T s are homogeneous in space. Electromagnetic (EM) fields are expressed in terms of the scalar and vector potentials, φ and A, as
Substituting the forms for the distribution function and EM fields given by (1) and (2) into the Maxwell-Boltzmann system of equations and applying the gyrokinetic ordering,
and Maxwell's equations, viz., the quasi-neutrality condition, the parallel and perpendicular Ampere's law,
where χ = φ−v·A/c is the gyrokinetic potential, · · · R s and · · · r are the gyro-averages at fixed R s and r, respectively, C[h s ] is a linearized collision operator that includes pitch angle scattering and energy diffusion satisfying conservation properties [52, 53] , and {· · · , · · ·} is the Poisson bracket defined by
The assumed homogeneity of F s admits periodic solutions to these equations. We thus Fourier transform the fields in the plane perpendicular toẑ:
The gyrokinetic equation in terms of Fourier component is
Here the arguments of the Poisson bracket are evaluated in real space because we treat the nonlinear term by the pseudo-spectral method in the simulation code. The Fourier components of Maxwell's equations are
where Γ n (α s ) is defined by
with the I n modified Bessel functions of the first kind and
AstroGK solves (7) and (9a)-(9c). The GKI/ITEF equations are obtained by imposing two approximations to FGK, namely, massless electron ( √ m e /m i 1) and isothermal electron closure (δT e = 0) [9] . Expansion of (7) for electrons and (9a)-(9c) with respect to the small parameter √ m e /m i give a set of equations. One of the resulting equations,b · ∇δT e = 0 with the total magnetic field directionb =ẑ + δB ⊥ /B 0 , restricts the electron temperature fluctuation along magnetic field line to be constant. We further assume that δT e = constant, as would be the case if the magnetic field lines are tangled. By assuming δT e = 0 (isothermal electron closure), the non-Boltzmann part of the perturbed electron distribution function is written by
where the superscript (0) indicates zeroth order in √ m e /m i . By substituting h
e to the electron gyrokinetic equation, one obtains the fluid dynamical equations for perturbed electron density δn e and parallel electron flow speed u ||e . In the resulting set of equations, the electron kinetic effects, which are primary effective at the electron gyro-radius scale, are neglected [9] . We consider a single ion species with charge Ze. The electron gyrokinetic equation is replaced by two dynamical equations:
where the spatial gradient for the Poisson bracket is defined by the particle position r. The Maxwell's equations (9a)-(9c) are rewritten as
where τ = T i /T e and β i = 8πn i T i /B 2 0 . Let us remark that the structure of the GKI/ITEF equations is altered from that of the FGK equations in the following sense. In FGK, the dynamical variables are ion and electron distribution functions, and EM fields are subsequently determined by Maxwell's equation from the advanced distribution functions; in GKI/ITEF, A || is a dynamical variable, and u ||e is determined by the advanced A || .
Generalized energy balance law
The generalized energy for the FGK system is defined as
The energy balance law is given by [8, 9] 
where J a denotes external current drive (see Section 3.4) and the second term describes collisional entropy generation; thus W is a constant of the motion in the absence of external power injection and collisions. The generalized energy for the GKI/ITEF system is defined by [9] 
and its time rate of change obeys (15) with the electron collision ignored. When the system is 2D, i.e., ∂ z = 0, there is an extra invariant for GKI/ITEF [9] :
The conservation of these invariants is a good code verification, especially for a nonlinear run (Section 5.3).
Hyperviscosity for ITEF
As shown in Ref. [9] , the energy that is cascaded from large scales is separated around the ion Larmor scale into ion entropy fluctuations and kinetic Alfvén waves (KAW). The energy in these two channels is independently cascaded to smaller scales, and then dissipated into thermal energy of ions and electrons respectively via collisions. In the GKI/ITEF hybrid model, the ion dissipation route exists, but the electron dissipation route is eliminated. Hence, an artificial dissipation mechanism is required to terminate the KAW cascade at the smallest scales. Such an artificial dissipation must (i) give a negative definite term in the right hand side of the energy balance equation (15) and (ii) be effective only at the smallest scales of the computational domain. We modify (12a) to include dissipation as follows:
The last term represents a hyperviscosity term where ν h is the hyperviscosity coefficient and n is a positive integer. This hyperviscosity term corresponds to the velocity integral of the collision operator acting on h
e , which is estimated by (see Appendix B.1 in Ref. [ 
with the ion-ion collision frequency ν ii . Whereas this should be ordered out as it is first order in √ m e /m i , we can make it effective only at the small scales by changing
When the electrons have a Boltzmann response, i.e. h (0) e = 0, the hyperviscosity vanishes. This is consistent with the behavior of the exact Landau-Boltzmann collision operator, whose kernel includes the Maxwell-Boltzmann distribution. Using (18), the energy balance equation (15) is modified as
Manifestly, the final term is negative definite.
We note that A || may not be damped by the hyperviscosity. However, we expect this would not cause a problem because the nonlinear term of A || evolution equation in k ⊥ ρ i 1 limit, which is proportional to {A || , φ} [9] , is negligible when φ is sufficiently damped by the hyperviscosity. In fact, this has been confirmed by the 3D driven turbulence simulation [54] . On the other hand, A || can be directly damped by adding a term which is proportional to −∇ 2n ⊥ u ||e to the right hand side of (12b). This term plays a role of hyperresistivity. The new hybrid code does not have the hyperresistivity option at the moment as we have not found it necessary to attain converged results. However, it could be trivially implemented in the code if needed.
Normalization
We impose the same normalizations as those employed in
where the subscripts 0 denote the reference values, v th0 = √ 2T 0 /m 0 is the reference thermal speed, L || is the parallel scale length, and k max is the maximum perpendicular wave number. The resulting normalized GKI/ITEF equations are
Henceforth, we omit the hat symbols in order to simplify notation.
Numerical Algorithm
In this section, we describe the numerical algorithm used to solve the GKI/ITEF equations (22), (23a)-(23b), and (24a)-(24c). We start by providing a brief overview of the algorithm used in AstroGK for solving the FGK equations (detailed in Ref. [41] ) before detailing the modifications we made to solve the GKI/ITEF equations.
Implicit time advance for FGK linear terms
In AstroGK, the linear terms in the gyrokinetic equation (7) is solved implicitly together with Maxwell's equations (9a)-(9c) via a Green's function approach [42] . For the linear terms, we employ a Fourier-spectral method in the perpendicular plane, (x, y), and a compact finite-difference method to evaluate a derivative in parallel direction, ∂ z . The nonlinear terms is treated by pseudo-spectral method (see Section 3.3). Since there is no explicit perpendicular derivative, ∂ x and ∂ y , except for the nonlinear terms, all the equations are independent with respect to the Fourier modes. The velocity space is spanned by three variables, pitch angle
, and the sign of the parallel velocity σ = sgn(v || ). Below, we omit the species index s since it is unnecessary here. Let us denote the discretized fields by
with the indices corresponding to time grids t n = n j=1 ∆t j (n = 1, · · · , n t ), parallel space grids z i = i∆z (i = 1, · · · , n z ), and velocity space grids E p (p = 1, · · · , n E ) and λ q (q = 1, · · · , n λ ). The index for σ is omitted. Here ∆t j is an adaptive timestep which is modified when the advection speed violates the Courant-Friedrichs-Lewy (CFL) condition [55] or considerably larger than the maximum timestep determined by the CFL condition (see Section 3.3). Allowing temporal and spatial implicitness by parameters r t and r z , the derivatives with respect to t and z are evaluated by
where 0 < r t < 1 (r t = 0 for fully implicit and r t = 1 for fully explicit) and 0 < r z < 1 (r z = 0 for central difference and r z = 1 for first order upwind difference). Especially when r t = 1/2 and r z = 0, i.e., space and time centered [56] , the scheme has second order accuracy both in space and time, and unconditionally stable. The discretization of (7) may be written symbolically as,
where Ψ = (φ, A || , B || ), the coefficients depend on Fourier space (k ⊥ ) and velocity space (λ and E), N represents the nonlinear term, and the velocity space indices (p, q) are omitted. Maxwell's equations (9a)-(9c) are compactly written as
where M is a block 3 × 3 matrix with each block as n z × n z submatrix, and the right hand side represents the velocity space integrals appearing in (24a)-(24c). We note that M and f depend neither on t nor z. One may straightforwardly obtain g n+1 by substituting (29) into (28) . However, such a brute force method is not practical since it requires an inversion of a dense (n z n λ n E n σ n s ) 2 size matrix. Kotschenreuther et al. found that the linear property of the equation enables us to break this large matrix into many small matrices [42] , and by doing so, computational efficiency dramatically improves (see [41] for the detailed estimate). Since (28) is linear in g n+1 , its solution is a linear combination of solutions to parts of the equation. We split the distribution function at timestep n + 1 into homogeneous and inhomogeneous parts, viz.
and introduce an intermediate timestep variable of EM fields,
is immediately obtained by solving (30a). We formally rewrite (30b) as
where (δg/δΨ) i jpq is a so-called response matrix which is obtained by the following procedure. For a given integer l, we substitute trial functions φ * j = δ jl , A || * j = 0, and B || *
j,p,q is equivalent to (δg/δφ) jlpq . Recursion of this process over l = 1, · · · , n z yields the complete set of (δg/δφ) jlpq . The other components of the response matrix, (δg/δA || ) and (δg/B || ), are obtained by using the trial functions in the same way for A || * j and B || * j . Substituting (31) into (29) and moving the terms including Ψ * to the left hand side and the others to the right hand side, we get
We obtain Ψ * by inversion of the coefficient matrix. Successively g n+1 is obtained by (28) . We calculate the coefficient matrix in the initialization step and keep using it unless ∆t is modified by the CFL condition (see Section 3.3).
Time integration algorithm for the hybrid code
Next we consider the time advance algorithm for (22), (23a)-(23b) and (24a)-(24c). Using the finite difference (27), we discretize (23a) and (23b) as
We may choose the value of r t and r z independently from the ion gyrokinetic equation (22) . The Maxwell's equations (24a)-(24c) are discretized as
Here the coefficients are defined by
the nonlinear terms are represented by
and the velocity integral operators are defined by
Compared to FGK equations ( (28) and (29)), the electron's gyrokinetic equation is replaced by (33) and (34); hence, in principle, it is possible to separate η n+1 and u n+1 || into homogeneous and inhomogeneous parts in the same way as the AstroGK algorithm. However, here we employ a more straightforward way; η n+1 and u n+1 || are simply eliminated from (33), (34) , and (35c) by using (35a) and (35b). The resulting equations are compactly written as
and the repeated indices j is summed over j = 1, · · · , n z − 1. Here the sparse matrices Z and T originate from the derivatives in z and t, respectively, and the left bottom corner slots are contributions from the periodic boundary condition for z. These three equations are corresponding to (29) in the AstroGK algorithm. The important difference between (39a)-(39c) and (29) is that (39a) and (39b) have communications with the values on different z i whereas (29) does not. This communication originates from the derivatives with respect to t and z in (23a) and (23b 
with
where the velocity space indices (p, q) for (δg/δΨ) do not appear because of the velocity space integral. The obtained equation (41) is a "compound" of ITEF and Maxwell's equations. This equation corresponds to (32) in the AstroGK algorithm. Although the matrix P is more complicated than the coefficient matrix in (32), both matrices are dense with the same size, resulting in the same computational cost for the inversion. In the same way for AstroGK, we calculate P in the initialization step and keep using it for the rest of the computation unless ∆t is adjusted (see Section 3. into (35a) and (35b). Thus all the variables at n + 1 timestep is obtained.
Explicit treatment of nonlinear terms
The nonlinear terms in (22) and (23a)-(23b) are calculated by pseudo-spectral method, i.e., evaluated in the real space then Fourier transformed to the wave number space. The 2/3 truncation rule is applied for dealiasing [57] . The calculated nonlinear terms are added to (30a) by the third order Adams-Bashforth method with variable timestep:
where ∆t n corresponds to the timestep at nth step. Since the nonlinear terms are treated by the explicit method, the timestep is restricted by the CFL condition for nonlinear runs. In order to ensure stable time integration, the adaptive timestep used in AstroGK [41] is also enabled; at each timestep, the CFL condition is evaluated by advection velocity (Section 4), and the next time step is modified when the CFL condition is violated.
External antenna driving
In the realistic physical problem settings, the system is usually driven by external energy source injected at much larger scale than ion kinetic scale. In AstroGK, such an external driving is modeled by an oscillating antenna that excites parallel vector potential A ||a [58] . The gyrokinetic equation (7) and the parallel Ampere's law (9b) are solved with replacing A || to A || + A ||a . This is equivalent to adding external electric field E a = −c −1 ∂ t A ||aẑ to (7) and external current J a = −(ck 2 ⊥ /4π)A ||aẑ to (9b). This J a corresponds to the one in the energy balance equation (14) . The antenna driving in AstroGK is also inherited in the present code. In the same way for GKI/ITEF, we replace A || in (22), (23a)-(23b), and (24a)-(24c) by A || + A ||a . Users may choose the amplitude, number of modes, wave numbers, frequency, and decorrelation rate of the antenna.
Improvement of the computational time
In this section, we compare the computational cost of the present code to that of AstroGK. The greatest concern for nonlinear runs is the restriction of the timestep due to the CFL condition which is determined by the perpendicular advection speed. The parallel streaming term does not restrict the CFL condition as it is treated implicitly. Since we eliminate the fast electron motion in the hybrid code, the CFL condition should be alleviated. Below we estimate the magnitude of the advection speed for FGK and GKI/ITEF equations term-by-term.
We start with the FGK equation (7). The perpendicular advection velocity for each species is given by v χs = −(c/B 0 )∂ χ R s /∂R s ×ẑ. As shown below, the CFL condition is determined by the electron motion. Since we focus on the ion kinetic scale where
we may assume a e 1 in the electron gyrokinetic equation (7) . A critical balance conjecture [59] 
√ β i and E × B velocity u ⊥ = −(c/B 0 )∇φ ×ẑ, yields the estimates shown in Ref. [9] :
By using these, we estimate the advection speed for the electron gyrokinetic equation as
In most astrophysical systems, β i 1 and τ 1. Therefore, the advection speed is of order (β i /τ)(m i /m e ) u ⊥ .
Next, we estimate the advection speed for the GKI/ITEF system. In the same way as (46), the advection speed for the ion gyrokinetic equation is estimated as
In the ITEF equations (12a) and (12b), the nonlinear terms, except for the right hand side in (12a), are convective derivatives with velocity
Therefore, the advection speed for the GKI/ITEF equations is of order √ β i u ⊥ , and thus the maximum timestep determined by the CFL condition should be √ m i /m e ∼ 43 times greater than FGK. Furthermore, the size of the array for h s in the present hybrid code is half that of AstroGK with a single ion species and kinetic electrons. In total, the hybrid code runs 2 √ m i /m e ∼ 100 times faster than AstroGK, which makes parameter scans in τ and β i feasible.
The nonlinear term on the right hand side of (12a) is not the convective derivative; hence we may not evaluate the convective speed of this term. However, we may assume that this term does not affect a stable time evolution for the following reason. We consider this nonlinear term as a source term of (12a). Substituting (13b), this term splits into two Poisson brackets which are proportional to {A || , ∇ 2 ⊥ A || } and {A || , h i r }. These terms do not restrict the timestep because the CFL conditions for the ion gyrokinetic equation and A || evolution equation (12b) are satisfied. Moreover, the order of the amplitude of this source term is the same as the convective derivative term:
Thus, this nonlinear term does not break the stable time evolution.
Numerical tests
In this section, we present numerical tests demonstrating the validity of the hybrid code. We first present a linear test to verify the implicit time integral algorithm used for the ITEF (Section 3.2), followed by a nonlinear test to show that the nonlinear terms are properly treated by the pseudo-spectral method. The nonlinear test is conducted for two distinctive spatial scales, viz., MHD inertial range and ion kinetic range. For both cases, the result of the hybrid code is compared to AstroGK.
Linear decoupled ITEF
When the velocity integral terms in Maxwell's equations (24a)-(24c) are artificially set to zero, the ITEF equations (23a) and (23b) are decoupled from the ion gyrokinetic equation. When the nonlinear terms are also neglected, (23a)-(24c) are reduced to a one-dimensional harmonic oscillator equation with normalized frequency
In order to verify the implicit time integration scheme described in Section 3.2, we solve this linear decoupled ITEF. Figure 1 shows the numerical and analytic solutions with Z = 1, β i = 1, τ = 1, and k ⊥ ρ i = 1.0 for different n z . We find that the simulation reproduces the analytic solution over many Alfvén times, τ A = L || /v A with Alfvén speed v A = v thi / √ β i , if n z is sufficiently large.
Linear Alfvén wave
We next demonstrate that the code correctly captures Alvén wave behavior in the appropriate limit, i.e., m e /m i → 0. When the velocity integral terms in (24a)-(24c) are finite, the linearized GKI/ITEF behaves as a damped oscillator due to the ion Landau damping. The dispersion relation for the GKI/ITEF is given by setting m e /m i = 0 for the FGK dispersion relation shown in Ref. [8] . We compare the time evolution solved by the hybrid code with AstroGK with where the Alfvén wave is excited by the antenna. The plasma parameters are set to Z = 1, β i = 1, τ = 1, and k ⊥ ρ i = 1.0. For these parameters, GKI/ITEF has frequency and damping rate for the Alfvén wave as ω/k || v A = 1.137 − 0.020i. The antenna frequency is chosen to be slightly off-resonant, ω a /k || v A = 0.9. The number of grids is set to (n z , n λ , n E ) = (32, 8, 32) . All the fields are initially set to zero. Figure 2 shows the time evolution of A || . One finds that the results obtained by both codes agree. The time evolution of GKI/ITEF is fitted by the dampedoscillator solution, then the frequency and damping rate are determined as ω/k || v A = 1.142 − 0.022i which is close to the analytical value.
By calculating the time evolution for various k ⊥ ρ i , we may construct a dispersion diagram. Figure 3 shows the numerical and analytic solutions of the frequency and damping rate of the KAW for several parameter cases, β = 1, 100 and τ = 1, 100. The grids used are the same as for the above case. The results show good agreement between the numerical and analytical solutions. Whereas the frequencies for FGK and GKI/ITEF are in agreement for all parameters and all k ⊥ ρ i , there are appreciable differences in the damping rates between FGK and GKI/ITEF for k ⊥ ρ i 1, except for the β i = 100 and τ = 100 case. This discrepancy is due to the missing electron Landau damping.
Two dimensional Orszag-Tang problem
In this section, we show results of a nonlinear electromagnetic test known as the Orszag-Tang vortex problem [60] , which has been regularly used to study decaying MHD turbulence. We compare the results obtained by FGK and GKI/ITEF simulations under the same simulation settings. While there are several variants of initial conditions for the Orszag-Tang problem [61, 62] , we use an asymmetric initial condition similar to the one proposed in Ref [62] ,
where δu 0 and δB ⊥0 represent the initial E × B drift speed and the initial amplitude of δB ⊥ = ∇ ⊥ A || ×ẑ, respectively. Here we have used unnormalized units. In the following test, we choose the initial amplitude so that δu 0 = δB ⊥0 / √ 4πm i n i . Below we conduct the simulation in two characteristic spatial regions, the MHD inertial range and the ion kinetic range.
For the MHD inertial range simulation, the domain is set to L ⊥ = 50πρ i with the number of grid points (n x , n y , n λ , n E ) = (128, 128, 8, 16 ). This gives a wave number range of 0.02 ≤ k ⊥ ρ i ≤ 0.84. The plasma parameters are set to β i = 1, τ = 1, and Z = 1. A weak ion collisionality of ν i = 0.01τ collisionless in the FGK simulation. Figure 4 shows the snapshots of |δB ⊥ | at the current sheet formation phase and the turbulence phase. At the current sheet formation phase, the profiles are almost identical between FGK and GK/ITEF. At the turbulent phase, while minor differences are seen in the small scale structures, the large scale structures such as the shape of the filaments are consistent. Figure 5 shows the time evolution of the relative change in the total energy and its components. There is good agreement between the GKI/ITEF and FGK simulations. Since the collisionality employed here is tiny, the total energy W and the 2D invariant I e are almost conserved. We also conducted a simulation with zero collisionality, and found that the relative errors of W and I e are within the order of 10 , respectively, until the current sheet formation phase, t/τ 0 0.5 (after this time, collision is necessary to dissipate the small scale energy properly). Figure 6 (left) shows the spectrum of the magnetic energy at the turbulent phase. Both spectra from the GKI/ITEF and FGK simulations agree very well over the entire wave number domain.
Next we show the result of the Orszag-Tang problem for the ion kinetic range. We set the simulation domain to L ⊥ = 5πρ i with the same number of grids used for the MHD inertial range simulation. The corresponding wave number range is 0.2 ≤ k ⊥ ρ i ≤ 8.4 which spans the transition from the inertial to the kinetic range. Figure 6 (right) shows the magnetic energy spectrum at the turbulent phase. The slope of the spectrum from the GKI/ITEF simulation is shallower than that from the FGK simulation. This observation is consistent with the recent report on the comparison of FGK and a hybrid model composed of full kinetic ion and isothermal electron fluid model [32] , although the plasma parameter setting is different. The discrepancy may be attributed to the perpendicular electron damping, which was found to be effective in the ion kinetic region [63] .
The improvement of the CFL condition estimated in Section 4 is confirmed by comparison of AstroGK and the hybrid code. Figure 7 shows the time evolution of the maximum advection speed for AstroGK and for the hybrid code in the inertial range and ion kinetic range simulations. In both ranges, the maximum advection speed for GKI/ITEF is due to the ions, and the ITEF does not affect the CFL condition. On the other hand, the maximum advection speed for FGK (presumably dominated by the electron part) is approximately √ m i /m e times greater than GKI/ITEF, which is consistent with the estimate in Section 4. Using the series data of the maximum convection speed, we calculate the maximum timestep size as a function of time by interpolation. Then, we estimate the minimum number of timestep necessary to reach t/τ 0 = 1, which is 359681 for AstroGK and 8271 for the hybrid code. On the other hand, the averaged computation time per a timestep is 0.756 CPU minutes for AstroGK and 0.430 CPU minutes for the hybrid code at ARCUS (Phase B) in the University of Oxford. Multiplying the computational time per a timestep by the minimum step number, we estimate 4531.98 CPU hours for AstroGK and 59.23 CPU hours for the hybrid code. The improvement of CPU hours is 76.46, which is close to the ideal improvement 2 √ m i /m e ∼ 85.7. The slight fall-off from the ideal improvement is the parallel performance downtick due to the small grid number. We confirmed that the improvement becomes exactly 2 √ m i /m e when we increase the velocity grid number as (n λ , n E ) = (8, 16) → (16, 32). 
Conclusions
A new hybrid simulation code for the GKI/ITEF model [9] has been developed by extending AstroGK, an Eulerian δ f gyrokinetics code specialized to a slab geometry [41] . We have implemented an algorithm for implicitly solving the coupled system of ITEF and Maxwell's equations together with the ion gyrokinetic equation. The linear terms are treated by the second-order compact finite difference method while the nonlinear terms are treated by the thirdorder Adams-Bashforth method. Although the matrix to be inverted for solving the GKI/ITEF-Maxwell's system of equations is more complicated than that for AstroGK, the computational cost for the inversion is unchanged. Therefore, the hybrid code retains the excellent parallel performance of AstroGK. Since the fast electron timescale is eliminated in the hybrid model, the CFL condition for the explicitly handled nonlinear terms is dramatically less restrictive than for AstroGK. We have estimated and confirmed that the hybrid code runs 2 √ m i /m e ∼ 100 times faster than AstroGK with a single ion species and gyrokinetic electrons. We also have presented linear and nonlinear tests for code verification. The linear test reproduces the theoretical predictions showing that the implicit algorithm for ITEF is correctly implemented. For the nonlinear test, we conducted the 2D Orszag-Tang vortex problem for spatial scales both larger and smaller than the ion Larmor radius. In the former range, the hybrid code gives a result identical to AstroGK (and also reduced MHD) as theoretically predicted. On the other hand, the power spectrum of GKI/ITEF is shallower than that of FGK at scales smaller than the ion Larmor radius. This is consistent with a recent numerical study comparing FGK and a full kinetic ion and isothermal electron fluid hybrid model [32] .
One possible application of the hybrid code is a study on the parametric dependence of ion and electron turbulent heating, which is one of the most important problems in both inner and extra solar systems. At the ion Larmor scale, the energy cascaded from the large scales splits into ion entropy fluctuations and KAWs. It is theoretically predicted that ion entropy fluctuations and KAWs are independently cascaded to smaller scale [9] . The former leads to ion heating while the latter leads to the electron heating. Therefore, the partition of heating by the dissipation of Alfvénic turbulence is determined at the ion Larmor scale, and we do not need to resolve the electron kinetic scale. Since electron kinetics effects are eliminated from the model, we measure only the ion heating occurring around the ion Larmor scale; electron heating may be estimated by assuming that all of the injected energy not dissipated at these scales will ultimately end up heating the electrons. Since the investigation of heating requires high resolution in velocity space, it is computationally cumbersome to scan plasma parameters, e.g., β i and τ. However, with the improved computational efficiency of the hybrid code, such a parameter scan should be feasible.
Another interesting application of the hybrid code is to observe the phase space cascade in 3D electromagnetic turbulence [64, 9, 65] . Whereas the phase space cascade was observed for electrostatic turbulence by AstroGK in a restricted 4D phase space with fine space and velocity grids [44, 45, 47, 46] , e.g., (n x , n y , n λ , n E ) = (256, 256, 192, 96) [46] , it is unrealistic to conduct similar high resolution simulations for a 5D electromagnetic case with a FGK code. Again, we expect that such simulations are feasible with the present hybrid code at reasonable computational cost.
