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Class sparsity least square regression
a b s t r a c t
In the machine learning field, especially in classification tasks, the model’s design and construction
are very important. Constructing the model via a limited set of features may sometimes bound the
classification performance and lead to non-optimal performances that some algorithms can provide.
To this end, Ensemble learning methods were proposed in the literature. These methods’ main goal
is to learn a set of models that provide features or predictions whose joint use could lead to a
performance better than that obtained by the single model. In this paper, we propose three variants of
a new efficient ensemble learning approach that was able to enhance the classification performance
of a linear discriminant embedding method. As a case study we consider the efficient ‘‘Inter-class
sparsity discriminative least square regression’’ method. We seek the estimation of an enhanced data
representation. Instead of deploying multiple classifiers on top of the transformed features, we target
the estimation of multiple extracted feature subsets obtained by multiple learned linear embeddings.
These are associated with subsets of ranked original features. Multiple feature subsets were used
for estimating the transformations. The derived extracted feature subsets were concatenated to form
a single data representation vector that is used in the classification process. Many factors were
studied and investigated in this paper including (Parameter combinations, number of models, different
training percentages, feature selection methods combinations, etc.). Our proposed approach has been
benchmarked on different image datasets of various sizes and types (faces, objects and scenes). The
proposed scheme achieved competitive performance on four face image datasets (Extended Yale B,
LFW-a, Gorgia and FEI) as well as on the COIL20 object dataset and the Outdoor Scene dataset. We
measured the performance of our proposed schemes in comparison to (the single model ICS_DLSR,
RDA_GD, RSLDA, PCE, LDE, LDA, SVM as well as the KNN algorithm) The conducted experiments
showed that the proposed approach can enhance the classification performance in an efficient manner
compared to the single-model based learning and was able to outperform its competing methods.
© 2021 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Image classification is a widely investigated task in the ma-
hine learning and computer vision fields. Many researchers
orked and focused on the implementation of both linear and
on-linear models designed for classification tasks. Achieving
eliable discriminative data representations is the objective in
ll the cases. It is a known fact that a more discriminative data
epresentation will lead to enhanced classification performance.
his is where the importance of engaging relevant data features
n the model creation rises. Nowadays, representation learning
s becoming more and more investigated [1–7]. Data features
∗ Corresponding author at: University of the Basque Country UPV/EHU, San
ebastian, Spain.
E-mail address: fadi.dornaika@ehu.eus (F. Dornaika).ttps://doi.org/10.1016/j.asoc.2021.108006
568-4946/© 2021 The Author(s). Published by Elsevier B.V. This is an open access a
nc-nd/4.0/).are usually separated into three categories, important (relevant),
irrelevant or redundant. A good model should always target
relevant features of the data and work on constructing the desired
model using these features. This will ensure optimal classification
performance.
Generally, specific features will ensure better representation
for the data rather than other ones. These are referred to as
relevant features. Authors in [8,9] has concluded that using the
original data would not lead to the optimal classification per-
formance in the learning applications. This should be addressed
by extracting the most representative features from the original
data. Data can then be analyzed via the extracted features. In
addition to the problem that original data are not the best to work
with, there exist another problem namely: curse of dimensional-
ity, referring to the large number of features in the data. In real
life and in specific applications, the dimension of the data can berticle under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-





























































ery large which makes their use very costly, both in time and
omputation wise. Various researchers focused on tackling this
ssue by using two main approaches namely: feature selection,
nd feature extraction. In these days, these schemes are highly
argeted and play a major role in learning systems [10].
Researchers seek representation approaches that guarantee
he delivery of a discriminative transformation matrix that has
ertain specifications and good discrimination abilities [11–14].
fter that, one can use this transformation matrix to project the
raining and test data to the new derived space in order to obtain
new and more representative set of features. These features will
e used in the construction of the model that will be then used
n the classification tasks.
. Literature
Most of the time single model based classifications were tar-
eted and investigated. In other words, researchers work on
roposing and implementing an algorithm in the purpose of
chieving a good discriminative model that ensures good clas-
ification performance. Usually, in this process, what happens is
hat a model is created using the proposed algorithm, and then
he output data is fed to a classifier for classification process to
egin. In order to enhance the performance, one can use many
nown feature selection techniques (eg. Fisher score, ReliefF [15]
nd many more). Feature selection techniques have been widely
sed in the machine learning field [16]. In addition to that, one
an perform a brutal search for the best features that are able
o ensure the best classification performance provided by the
roposed scheme, but still notice that the optimal performance
as not achieved.
Recently, several optimization algorithms have been proposed.
hese newly proposed methods can also be considered or used
s feature selection techniques. The authors in [17] have pro-
osed an improved version of the whale optimization algorithm
WOA). The proposed algorithm is called ‘‘island-based whale
ptimization algorithm (iWOA)’’ and integrates the island model
ith the original (WOA). This mixture provided very good char-
cteristics and resulted in optimized performance. Another recent
ptimization method is the exploratory cuckoo search (ECS). This
roposed approach [18] incorporates three modifications to the
riginal cuckoo search algorithm to enhance its exploration capa-
ilities, and was also able to provide decent performance. Another
ethod based on cuckoo search is the approach proposed by
he authors in [19]. The authors in [19] proposed a memory-
ased cuckoo search algorithm as a feature selection technique.
he proposed approach was able to store the most informative
eatures identified by the best solutions using a memory-based
echanism, which helped to improve the classification perfor-
ance. Another recently proposed optimization problem that
an also be used for feature selection is the work presented by
he authors in [20]. In the latter work, the authors proposed a
ybrid optimization algorithm based on bitwise operations and
imulated Annealing to solve the Feature Selection problem for
lassification purposes using wrapper methods. The proposed
ethod showed very good performance. Recently, many other
ptimization methods have been proposed which can also be
sed for feature selection [21].
In reality, it is not necessary that single model learning will
lways lead to the optimal performance provided by a proposed
ethod even in the case of working with the most relevant
eatures and applying feature selection techniques.
To address this issue, and investigate how to improve the
erformance of different methods, few researches talked about
he ensemble learning methods. An Ensemble learning combines
he predictions frommultiple machine learning models into a sin-
le model which can reduce the generalization error. They offer2
increased flexibility and can scale in proportion to the amount
of training data available. A couple of widely used ensemble
approaches are bagging [22] and boosting [23].
The main idea of ensemble learning is to blend and combine
the predictions from multiple models. These models are usu-
ally very good models and each one of them, taken separately,
provides a good discriminant characteristic. By combining these
models, one will obtain a single model that is described by its
enhanced discrimination ability. Thus, leading to a better classifi-
cation. So, the hypothesis is that in the case where the models
are correctly combined, this can lead to more accurate and/or
robust models. A variety of ensemble learning methods have been
used in classification tasks mostly with deep convolutional neural
networks (CNN’s) for image classification. The reason is that en-
semble learning has shown promising and excellent contribution
in enhancing the performance of neural networks [24].
The performance of one single model is usually measured by
its ability of obtaining the best predictor for the data. This can
only be derived after the classification process finishes. There is
no way to realize this information prior to that by only exploiting
the handled data and the optimization problem [25]. This has
been addressed in [25,26]. These researches focused on using
a cross-validation strategy to evaluate the performance of each
model individually. This strategy is referred to as the ‘‘discrete
Super Learner selector’’.
One different view to ensure an enhanced performance can
be the estimation of the optimal combination of the models
that leads to the best predictor. This is well investigated in the
literature. Brieman in [22] addressed and condensed several re-
lated works regarding the theoretical properties of ensemble
learning [27–31]. Another well-known strategy used in ensem-
ble learning is called ‘‘stacking’’ [32], it involves combining the
predictions from multiple models on the same dataset. Many
researchers have proposed linear combination approaches that
introduced stacking to the ensemble of models [22,32].
In order to derive the most efficient combination of models,
the work described in [22] investigated stacked regression by
using cross-validation. The cross-validation based work has been
expanded in the purpose of finding the best combination of
predictors by proposing the ‘‘Super Learner’’ approach [25]. This
framework demonstrated superiority and very good contributions
in multiple areas namely: online learning [33], medicine [34,
35], spatial prediction applications [36] in addition to mortality
prediction [37,38].
Over time, machine learning algorithms have been proposed
for use in various fields (e.g., image processing [13,14,39], medical
[40], predictive maintenance [41–43]). In recent years, several
ensemble learning approaches have been proposed. These meth-
ods have led to remarkable performance improvements, and new
optimization techniques have recently been published. Several
multi-objective optimization methods have demonstrated their
efficiency in various applications. An example of these methods
is the ‘‘Evolutionary Ensemble Learning Using Multimodal Multi-
objective Optimization Algorithm Based on Grid’’ presented by
the authors in [44]. This method aims to improve the accuracy
of wind speed forecasting for wind energy applications. Another
recent ensemble learning approach was proposed by the authors
in [45]. This proposed ensemble learning approach was proposed
with the aim of addressing real-world applications, especially
those where class imbalance is common. So, the proposed ap-
proach can be used in such cases to solve the class imbalance
problem. Another interesting ensemble approach is the method
proposed by the authors in [46], where the authors combined
multiple artificial neural networks (ANNs) as a baseline (or weak
learner) method for forecasting currency exchange rates. The
authors in [47] proposed an ensemble learning based approach





























































o create parallel ensembles by applying the density peak crite-
ion. The latter criterion works by generating different training
ets, which leads to the generation of different classifiers and
hus improves the classification performance. Another notable
ecent method based on ensembles is the method proposed by
he authors in [48], where the authors propose a classification
lgorithm that uses multi-criteria optimization instead of relying
n user-defined parameters. Although the authors claim that the
ethod does not rely on user-defined parameters. However, in
eality, the authors have used two user-defined parameters in
heir approach. But these parameters have a wide range which
eads to statistically satisfactory results.
In this paper, we propose a novel framework used for su-
ervised classification tasks. Instead of using an ensemble of
lassifiers, we propose the use of an ensemble of data representa-
ions. Our proposed approach is based on ensemble learning. The
roposed approach creates multiple subsets of original features;
hese subsets are carefully chosen by using a single or multi-
le feature selection techniques. For each subset, a projection
odel (feature extraction) is built in order to get the transformed
eatures. At the final stage, all transformed features are concate-
ated and used as a single large data representation that feed a
lassifier.
We make sure that the features of the data are ranked accord-
ng to their importance by subjecting them to multiple feature
election techniques. In the way we have chosen to construct
he features subsets, the most relevant features of the data were
aken into consideration every time. Every created subset that
e have used contains the most relevant features of the data
verlapped with different features every time. In this way, even
n the case where the chosen feature subset contains less rele-
ant features, these features are there alongside with the most
elevant ones and not alone. Moreover, due to the adopted fea-
ure ranking, the most relevant features will be used in several
rojection models.
The main idea of the proposed approach is generic and can be
sed by various methods. However, we have chosen the ‘‘Inter-
lass sparsity based discriminative least square regression’’ de-
oted as (ICS_DLSR) [14] as a backbone projection algorithm.
his is motivated by (1) its remarkable discriminating ability,
2) efficient projection model computation, and (3) economic
ize of transformed features. The use of several feature selection
echniques led to multiple variants of the proposed scheme. In
rief, the paper has the following contributions:
• Proposing an ensemble of models based learning approach
that improved the classification performance compared to
single model learning.
• Studying the effect of the introduction of hybrid combina-
tion of multiple feature selection techniques into one single
model.
The remainder of the paper is divided as follows: Section 3
ill show the preliminaries. Section 4 is intended to describe
he methodology of our proposed scheme. Section 5 will present
he experimental results and method evaluation. Finally Section 6
oncludes the paper.
. Preliminaries
In current times, achieving an efficient data representation is
he focus of many researches. Many studies are conducted for
his purpose, and good methods have been delivered by vari-
us researchers [6,7,11,13,14]. To be able to test our ensemble
earning based approach, we have chosen to use the ‘‘ inter-class
parsity discriminative least square regression ’’ (ICS_DLSR) [14]



















method for both training and testing. It is flexible and has good
discrimination properties. In this section, we will briefly describe
some preliminaries. We will review the ICS_DLSR method and
talk about the adopted feature selection techniques used for
ranking the data features.
3.1. Notations
We proceed with the presentation of the notations used in
our article. The training set is denoted as X = [x1, x2, . . . , xN ] ∈
Rd×N , where d is the dimension of the samples. Each sample xi
is represented by a column vector consisting of ‘d’ features ∈ Rd.
N denotes the number of training samples. The total number of
classes is denoted by C . The projection matrix is denoted as Q
∈ RC×d, and Y = [y1, y2, . . . , yN ] ∈ RC×d is the label matrix
corresponding to the training set X, where each column vector
yi ∈ RC is simply defined as follows: If the training sample xi
belongs to the kth class, then the kth element of the column
vector yi is 1, while the remaining elements are 0.
Table 1 illustrates the computation of the ℓ2,1 and Frobenius
norm (ℓF ) for a matrix Z ∈ RC×d, where Zij denotes the (i, j)th
element of the matrix Z.
3.2. Review of Inter-class sparsity discriminative least square regres-
sion (ICS_DLSR) [14]
Original Least Square Regression (LSR) only focuses on fitting
the input features to the corresponding output labels but still
ignores the correlations among samples. LSR has been effective
and proved very good contribution in many applications like gene
classification [49], cancer classification [50], face recognition [51],
image retrieval [52] and speech recognition [53].
Based on the LSR framework, the authors in [14] proposed
the Inter-class sparsity discriminative least square regression
(ICS_DLSR) method in order to obtain a more discriminative and
compact projection space. This proposed framework imposed
an inter-class sparsity constraint on the projected data which
ensures that the derived projected data obtain common class
structure. In addition, the authors introduced an error term with
row-sparsity constraint to relax the strict zero–one label matrix.
This allowed ICS_DLSR to be more flexible in the learning process.
ICS_DLSR achieved superior performance and proved to be effec-











∥QXi∥2,1 + λ3 ∥E∥2,1 (1)
In Eq. (1), Q, X E and Y represent the linear transformation
atrix, the data samples matrix, the error matrix, and the label
atrix, respectively. λ1, λ2 and λ3 are three parameters that de-
ermine the effect of the corresponding terms. C denotes the total
umber of classes. The matrix ℓ2,1 norm is used to promote the
ow-sparsity of a matrix. In this optimization problem, there are
wo unknown variables the linear transformation and the error
atrix. To solve the problem, the authors adopted the alternating
irection method of multipliers (ADMM) [54–56] to obtain the
olution for Q and E.
















.3. Feature selection techniques
In machine learning and computer vision, feature quality as-
essment is an important topic
In most of the learning problems, there exist hundreds or
housands of features describing each object. These features can
ither enhance the learning, or at particular occasions worsen it.
or the purpose of ensuring the optimal learning performance,
e should select the subset containing the most relevant features
f the data. By doing so, one can enhance the performance and
ecrease the computational cost at the same time. Therefore,
he problem of feature (attribute) selection has received much
ttention in the literature. Selecting the most relevant features
f the data can be implemented using what is known by feature
election techniques.
• Feature selection using Fisher score:
Generally, feature selection approaches main objective is
selecting and highlighting the set of the relevant features of
the original data. This selected subset of features is normally
used to construct a more robust and compact model. Hence,
leading to superior classification performance. Fisher score
is one of the most famous algorithms used for feature selec-
tion, it works by computing the score of each data feature
and then selects each feature accordingly.










where ρij and µij represent the variance and the mean of
the ith feature associated with the jth class. The number of
instances in the jth class is denoted by nj and µi is the mean
of the ith feature. C is the number of classes.
• Feature selection using ReliefF score:
Original Relief Algorithm Another well-known algorithm
that enables features ranking is the Relief algorithm. The
majority of the approaches used for approximating the re-
liability of the attributes presume the conditional indepen-
dence of the attributes and are thus less suitable for prob-
lems that might involve more feature interaction. Relief
based algorithms (Relief, ReliefF and RReliefF) do not simply
make this assumption [15,57,58].
These algorithms are reliable, conscious of the contextual
information, and can effectively estimate the quality and
the relevance of attributes in problems with high attribute
dependency. Relief algorithms are based on the concept of
local margins for each feature. These margins should be
large enough for relevant features. These algorithms are
widely considered as feature subset selection methods used
in the pre-processing phase before the model is trained [57].
They are still one of the most popular pre-processing al-
gorithms to date [59]. They are actually general feature
estimators which have been successfully used in a multitude
of environments. Inspired by instance-based learning, the
authors in [57] proposed the classical Relief algorithm. Relief
is optimized for two-class problems. The basic principle of
the algorithm is to consider not just the disparity in features
values and the variance in the classes but also the distance
between the instances.
Let us consider the feature vector ’V ’ and the feature vectors
of the instance closest to ’V ’ from each class. The closest
instance belonging to the same group is referred to as near-
hit (NH), and the closest instance with a different group is
denoted as near-miss (NM).4
Relief Algorithm [15] iteratively computes the weight ’W ’
for the ith feature by:
Wi = Wi − (Vi − NHi)2 + (Vi − NMi)2 (3)
ReliefF Algorithm Authors in [15] improved the Relief al-
gorithm. They developed an extension of the original Relief,
called ReliefF, that improves the original algorithm by es-
timating margins more reliably. Irrelevant attributes either
the redundant or noisy ones may affect the selection of the
nearest neighbors. Thus, the estimation of the margins be-
comes unreliable. To address this problem, ReliefF searches
for the ‘‘k’’ nearest (NH’s) and (NM’s) rather than a single
(NH and NM) and averages the contribution of all k nearest
(NH’s) and (NM’s). The selection of the nearest neighbors is
very important in Relief-F. The purpose is to find the nearest
neighbors with respect to important attributes. In all our
experiments, ‘‘k’’ was set to 10 which, empirically, gives
satisfactory results. In some problems significantly better
results can be obtained in case of tuning ‘‘k’’ (as is typical for
the majority of machine learning algorithms). Many studies
were conducted to explore the feature selection ability using
ReliefF algorithm [60]. More details about Relief variants can
be found in [61].
• Feature selection using Robust multi-label feature selec-
tion with dual-graph regularization:
The authors in the [62] have proposed a novel dual-graph
regularization based feature selection method named ‘‘Ro-
bust multi-label feature selection with dual-graph regular-
ization’’ (DRMFS). The proposed algorithm differs from the
existing methods by incorporating only a single unknown
variable (feature weight matrix) in its global criterion. More-
over, the developed approach is characterized by its ability
to obtain a global optimal solution, unlike most competing
methods with multiple unknown variables and their ability
to obtain only local optimal solutions. DRMFS was devel-
oped based on the regularization of the feature graph and
the regularization of the label graph. The former preserves
the geometric structure of the features, while the latter
considers the correlations of the data labels. The authors
applied the ℓ2,1norm constraint to both the loss function and
the weight matrix to improve the robustness of the method
and ensure the row sparsity property. The objective function
of the DRMFS algorithm is as follows:
min
W
∥XTW − Y∥2,1 + α Tr(WTLXW)
+ β Tr(WLYWT ) + γ ∥W∥2,1 s.t.W ≥ 0. (4)
where X,W, and Y denote the data, feature weight and label
matrices, respectively. α, β and γ are three regularization
parameters. LX and LY represent the feature graph and label
graph Laplacian matrices, respectively.
Once the feature weight matrix W (the linear mapping) is
computed, the score of each feature is given by ∥Wi∗∥2 (1 ≤
i ≤ d), where d denotes the dimensionality andWi∗ is the ith
row of W. It is possible to retrieve the most relevant top-k
features according to the highest scores (k ≤ d). Detailed
information about this proposed method is presented in
[62].
. Proposed ensemble class sparsity discriminative regression
In this section, we will describe our ensemble learning based
pproach. We will present the different phases of the process and
he model construction.





.1. Steps and methodology
Let us consider the data matrix X ∈ Rd×N where d and N
epresents the dimension (number of features) of the original
ata and the total number of samples, respectively. First, we apply
ne of the feature selection techniques over the original data.
• The score of each feature is computed (by one of the selec-
tion techniques stated above) and then features are ranked
according to their scores. In this way, most relevant features,
which are usually the ones with highest scores are placed
at the top while the ones with lower scores are placed at
the bottom. A graphical illustration of this weighting and
ranking process is shown in Fig. 1. We denote the ranked
features data matrix by Xs ∈ Rd×N .
• Subsequent to the feature ranking process, we start by con-
structing our subsets of features. We construct multiple
feature subsets in a way that each one is unique (coming
from taking different percentages of features from the data
matrix with ranked features) as it is shown in the upper
part of Fig. 2. In its simplest implementation, the number
of percentages defines the number of models, M . According
to this scheme, the most relevant features of the data are
taken into consideration in more than one subsets. Every
created subset contains the most relevant features of the
data overlapped with different features every time. Thus,
even in the case where the chosen feature subset contains
less relevant features, these features are there alongside
with the most relevant ones and not alone. This ensures that
no feature subset taken into consideration would harm the
learning process.
• Let us consider creating M models. After generating the M
subsets, the ICS_DLSR algorithm is applied on each subset
that is fed as input data for the algorithm. In the ICS_DLSR
algorithm process, each input generates a linear transfor-
mation matrix Qn associated with this input. We have n =
1, . . . ,M .
• After obtaining the projection matrices Qn delivered by
ICS_DLSR, we can create our targeted data representations.
We proceed by projecting each feature subset using the cor-
responding transformation Qn. Assuming that X represents
the original data, after sorting according to the features
scores this will be denoted as Xs. Let Sn represents the data
formed by the nth subset of features, Sn ⊂ Xs. It worth
noting that the training and test data are submitted to the
same procedure. Projecting training and test samples using
Qn is implemented by An = Qn Sn and Bn = Qn Tn, where
Sn corresponds to the training data formed by the n−th
feature subset and Tn represents the test samples having
the same subset of features. This leads to M models formed
by the obtained descriptors (projected data vectors) with
n = 1, . . . ,M .
• In the final stage of the proposed approach, the obtained
M models are concatenated to form a single data repre-
sentation which is finally fed to a given classifier (e.g., the
Nearest Neighbor classifier). Since ICS_DLSR is used as a
projection model, the dimension of the projection space
provided by each model Qn is C , the dimension of the final
representation is M × C .
Fig. 2 depicts a graphical illustration of the main steps of the
proposed approach. For simplicity, the case of three models
creation was adopted in the example provided by this figure.
This figure demonstrates the full process which includes:
ranking the original features of the data, subsets construc-
tion, model creation, concatenation, and classification. Al-
gorithmic steps of the proposed approach are illustrated in
Algorithm 1.5
Algorithm. 1. ICS_DLSR Based Ensemble Learning
for Image Classification
Inputs: 1. Data samples X ∈ Rd×N
2. Labels vector
3. Number of models, M
4. Percentages of subsets
5. Parameters λ1, λ2, λ3
6. Feature selection technique
Steps: 1. Compute the scores and rank the features using
one of the feature selection techniques (Fisher score,
ReliefF, DRMFS, or other).
2. Select subsets of features according to the
pre-defined percentages.
3. Apply the ICS_DLSR algorithm using each one of
the extracted subsets of features as an input and
derive the corresponding transformation matrices.
4. Project the training and test data on the new
space using the obtained projection matrices
associated with each input and construct the
targeted models out of the transformed subsets.
5. Concatenate the obtained transformed subsets to
form a single data representation vector.
Output: Data representation vector obtained by the
concatenated models.
4.2. Proposed variants
We have proposed three variants of our approach namely:
(i) Ensemble of models Class sparsity based discrimination us-
ing Fisher score EM_ICS_FS, (ii) Ensemble of models Class spar-
sity based discrimination using Combined score EM_ICS_HS and
(iii) Ensemble of models Class sparsity based discrimination us-
ing the ‘‘Robust multi-label feature selection with dual-graph
regularization’’ (DRMFS) algorithm [62] EM_ICS_DRMFS.
• Ensemble of models Class sparsity based discrimination us-
ing Fisher score EM_ICS_FS: In this variant of the approach,
we have constructed a total of 10 models in which the
proportions of the data features taken from the original data
are [10%, 20%, 30%, . . . ,100%], respectively. The data con-
tained in these models were obtained after original features
are ranked via the Fisher Score feature selection technique
only. The methodology of the model creation procedure is
described in Fig. 2.
• Ensemble of models Class sparsity based discrimination us-
ing Combined score EM_ICS_HS: In this second variant, we
have constructed a total of 10 models. The main difference
of this variant comes from the fact that the created models
were obtained when the subsets of features were ranked
using multiple feature techniques. In our experiments, 5
models were created when the applied feature selection
technique is the Fisher Score and the other 5 models were
constructed when we have applied ReliefF feature selection
technique on the original data features. The proportions of
the features taken from the data to construct the subsets for
this variant are as follows [20%, 40%, 60%, 80%, 100%]. The
methodology for the combined model creation is described
in Fig. 3.
• Ensemble of models Class sparsity based discrimination us-
ing DRMFS algorithm EM_ICS_DRMFS: We have constructed
a total of 10 models in which the proportions of the data
features taken from the original data are [10%, 20%, 30%,
. . . ,100%], respectively. The data contained in these models
were obtained after original features are ranked via the
recently proposed DRMFS algorithm.






















. Experiments and analysis
.1. Datasets
The datasets used in this paper are very well known in the
ield of computer vision, especially when working with classi-
ication tasks. Many other related works (proposing new image
lassification methods) have used some of these datasets for
omparison. Moreover, we have used different image descriptors
n our comparisons (Image rawbrightness, Local Binary Patterns
nd HOG features).
This section will provide detailed information regarding the
atasets used in the experiments presented in this paper. Faces,
bjects and scene image datasets with different sizes were tested
sing our proposed approach.
• Extended Yale B Face Dataset1: The database used in this
paper in the condensed version of the original Extended
yale B dataset. Images in this dataset represent the faces
of 38 different individuals while each one of these indi-
viduals has between 58 and 64 image. These face images
were taken in various illuminations conditions and with
different facial expressions for each person. A total number
of 2414 images were used, each image is rescaled to 32 × 32
pixels. Raw brightness images of dimension 1024 are used
in the experiments for this dataset. Results were derived
while using different training percentages. 10, 15, 20, and
25 samples from each class were used as training samples
and the remaining are used for testing.
• LFW-a Dataset2: ‘‘The Labeled Faces in the Wild-a (LFW-a)’’
is constructed from the images of the original LFW database
after alignment using a commercial face alignment software.
Images in this dataset maintained the same structure as in
the original LFW dataset. This dataset contains a total of
3,408 image samples representing 141 classes. Raw bright-
ness images of dimension 1,024 are used in the experiments.
The reported results were obtained after we had varied the
training percentage while using 5, 6, 7 and 8 image samples
from each class as training samples. Remaining samples
were used as test samples.
• COIL20 Object Dataset3: With the full name ‘‘The Columbia
Object Image Library’’, COIL20 dataset contains images rep-
resenting various objects. Each object is rotated around a
vertical axis. It contains the images of 20 objects in which
each object has 72 images, leading to a total number of




image descriptors in this dataset. We adopted the uniform
LBP histogram (59 values). Three LBP descriptors are con-
structed from the image using 8 points and three values
for the radius (R = 1, 2, and 3 pixels). As a result, the
final concatenated descriptor has 177 values. We varied the
training samples percentage, in our experiments we took 20,
25, 30, and 35 image samples from each class for training
and the remaining were used as testing portions.
• Georgia Face dataset4: This dataset contains face images
corresponding to 50 persons, each individual is represented
by 15 images describing frontal and tilted faces with dif-
ferent facial expressions, lighting conditions and scale. The
total number of images included in this dataset is 750 im-
ages. The images used are cropped and resized to 32 × 32
pixel for each image. Raw-brightness images of dimension
1024 are used in the experiments. The reported results are
obtained after we used 3, 5, 7, and 9 image samples from
each class as training samples and the remaining are used
as test samples.
• FEI dataset5: The stated dataset contains pictures of the
students and staff members at FEI. It is a face dataset that
contains a set of colorful face images taken against a white
background. The images are in an upright frontal position
with profile rotation of up to about 180 degrees. This dataset
contains a total number of 700 images, 14 images for each
one of the 50 people. Raw brightness images of dimension
1024 are used. The reported results are obtained after we
used 5, 6, 7, and 8 image samples from each class for training
samples and the rest was used for testing.
• Outdoor Scene dataset6: This scenes dataset contains 2,688
images belonging to 8 groups. The descriptor used consists
of 256 HOG features.
Table 2 presents a brief description of the datasets used in our
aper, more information about these datasets can be found in the
rovided links presented in the footnotes. Fig. 4 shows some of
he typical images included in the tested datasets.
.2. Experimental setup
In the conducted experiments, the proposed approach is con-
rasted with many methods. We state from these: K-nearest
eighbors (KNN) [64], Support Vector Machines (SVM) [65], Lin-
ar Discriminant Analysis (LDA) [66], Local Discriminant Embed-
ing (LDE) [67], PCE [9], ICS_DLSR [14] and Robust sparse LDA
RSLDA) [13]. We note that the SVM used in the experiments











Fig. 2. Proposed ensemble learning methodology.o further investigate the discrimination ability of the suggested
pproach, we have added some additional compared methods to
he table of the Extended Yale B results 6. Robust Discriminant
nalysis using Gradient Descent RDA_GD [39] , Linear Regres-
ion Based Classification (LRC) [68], Low-rank Linear Regression7
(LRLR) [69], Low-rank Ridge Regression (LRRR) [69], Sparse Low-
rank Regression (SLRR) [69], Low-rank Preserving Projection via
Graph Regularized Reconstruction (LRPP_GRR) [70] and Mani-
fold Partition Discriminant Analysis (MPDA) [71] were added






Fig. 3. Combined model construction methodology.able 2
rief datasets description.
Dataset Type Number of samples Number of features Number of classes Descriptor
Extended Yale B Face 2414 1024 38 RAW-brightness images
LFW-a Face 3408 1024 141 RAW-brightness images
COIL20 Object 1440 177 20 Local Binary Patterns
Georgia Face 750 1024 50 RAW-brightness images
FEI Face 700 1024 50 RAW-brightness images
Outdoor scene Scene 2688 256 8 HOG featuresFig. 4. Typical images of various datasets.o Table 6 in the purpose of widening the comparison among
ompeting methods.
For a rational and accurate contrast, tests are carried out
ollowing the same experimental setup for all compared methods8
(eg, pre-processing and dimensionality reduction techniques).
The classification performances presented in the tables are
achieved using 10 splits which were chosen randomly for each


























































ataset, unless specified otherwise in the table’s caption. We
eport the average classification accuracy over the 10 splits.
In the conducted simulations, various training and test pro-
ortions were used for each dataset as detailed in Section 5.1. For
ach dataset and each compared approach, the targeted embed-
ing matrix is first computed using the training data components.
fter that, the training and test data are projected onto the new
pace using the predicted embedding. And for the final step,
lassification of the test data is then performed using the Nearest
eighbor classifier (NN) [72]. The results presented in the tables
ere found with K = 1 (1-NN).
In our testing phase, we invoked dimensionality reduction
f the raw features before feeding them to the learning mod-
ls and classifiers most of the time. The Principal Component
nalysis (PCA) was used as a pre-processing technique used for
his purpose [73]. For the competing methods, PCA was used
o preserve 100% of the data’s energy. We note that, in some
onducted experiments and for some methods e.g. (ICS_DLSR, in
ddition to the proposed approach), the original dimensionality
as preserved and no pre-processing techniques were applied
n order to highlight on the ability of the proposed approach in
electing the most relevant original features.
The reported classification rates of the methods are chosen
rom the best parameter configurations and correspond to the
verage over 10 randomly selected splits as mentioned before.
.3. Experimental results
In this section, we will present the results derived through our
xperiments. We will compare our proposed method with the
thers mentioned in Section 5.2.
.3.1. Feature selection techniques comparison
In this section, we study the performance of the proposed
nsemble approach in the case of using three different feature
election methods to select the subsets of features that we are
oing to work with. Adopting multiple selection techniques have
ed to multiple variants of the proposed scheme. The main goal is
o enhance the classification performance obtained by the original
CS_DLSR algorithm. In our experiments we have chosen the sub-
ets of features that we are going to use after the original features
ave been ranked using Fisher score, a combination of ReliefF and
isher score, in addition to ranking with the Robust multi-label
eature selection with dual-graph regularization (DRMFS) [62]
lgorithm. The reason we have selected Fisher score and ReliefF
eature selection techniques is that these algorithms have shown
tability, very good performance and have been used widely in
he machine learning field. We have also worked with the DRMFS
lgorithm in order to enrich the experiments.
The proposed variants denoted as EM_ICS_FS and EM_ICS
_DRMFS represent our method where the features were ranked
via the Fisher score and the DRMFS algorithm, respectively. The
third variant denoted as EM_ICS_HS represents the case where
the features were ranked via a hybrid combination using both
ReliefF and fisher score algorithms.
Table 3 compares the classification performance of two vari-
ants of the proposed scheme alongside with the performance of
the single model learning using the ICS_DLSR algorithm. Results
presented in this table were obtained using the LFW-a dataset.
Table 4 presents the performance achieved by the proposed
approach using two different feature selection algorithms. Classi-
fication rates presented in this table are obtained in case of using
10 models where the original data is ranked via the different
algorithms. Results presented in this table were obtained using
the COIL20 dataset.
Table 5 presents the classification performance obtained by
the proposed variants compared to the performance associated









5 22.56 27.38 25.92
6 25.72 31.75 30.12
7 29.04 36.07 34.60
8 31.92 39.71 38.57
Table 4





20 98.04 98.36 98.51
25 98.22 98.61 98.63
30 98.75 98.92 99.11
35 99.12 99.21 99.39
Table 5
Comparison of the mean classification performance on the Outdoor Scene dataset
Outdoor scene
Training samples Methods
ICS_DLSR EM_ICS_FS EM_ICS_HS EM_ICS_DRMFS
50 68.19 68.75 68.84 68.80
70 69.41 70.51 70.15 70.11
90 69.64 70.60 70.41 70.45
110 70.21 71.03 71.05 70.78
5.3.2. Method comparison
Table 6 presents the classification performance of the pro-
posed approach alongside with the competing methods using
the first proposed variant over the Extended Yale B face dataset.
Various training percentages were used. This table contains an
extended number of compared methods, these methods were
added to extend the comparison of the proposed method among
other methods. Table 7 presents the obtained classification per-
formance using the first proposed variant alongside with the
competing methods over the LFW-a and COIL20 datasets.
Table 8 shows the obtained performance associated with two
variants of the proposed scheme EM_ICS_FS and EM_ICS_HS next
o the compared competing methods. Results presented in this
able are noted over Georgia and FEI datasets.
The ensemble methodology presented in Figs. 2 and 3, which
e used to build our models, allowed our proposed variants to
utperform the competing methods. This is due to the fact that
he most relevant features are always considered in all the models
reated, which provides powerful discrimination characteristics
or each individual model and overall when concatenating the
eatures of the models. The features presented in the created
odels were evaluated by various feature selection techniques
nd a hybrid scheme that exploits the powerful feature evaluation
apability of several feature selection techniques simultaneously.
his Methodology and the flexibility in choosing different fea-
ure selection techniques, allowed the different variants of our
roposed scheme to outperform its competitors.
.4. Parameters sensitivity analysis
This section’s main objective is to describe and study the effect
f the main parameters of our proposed approach. We will show






ean classification accuracies (%) of compared methods on the Extended Yale B dataset.
Ext. Yale B
Training samples Method KNN SVM LDA LDE PCE SULDA RSLDA RDA_GD
10 69.80 73.85 82.32 79.92 86.39 84.61 86.79 87.10
15 75.20 80.02 86.76 83.77 89.23 88.72 89.93 90.04
20 80.24 85.79 90.7 88.44 92.19 91.66 93.59 93.75
25 82.24 89.03 92.17 90.43 93.35 92.14 94.92 95.02
Method LRC LRLR LRRR SLRR LRPP_GRR MPDA ICS_DLSR EM_ICS_FS
10 81.65 84.63 87.76 87.95 84.82 83.67 86.56 88.46
15 88.92 86.31 91.09 89.75 89.07 86.82 89.53 91.43
20 91.74 88.93 93.19 92.58 91.42 90.38 93.14 94.49
25 93.78 90.98 95.51 94.24 92.25 91.79 94.50 95.88Table 7
Mean classification accuracies (%) of compared methods on the tested datasets using the first proposed variant EM_ICS_FS.
Dataset\Method Training samples KNN SVM LDA LDE PCE RSLDA RDA_GD ICS_DLSR EM_ICS_FS
LFW-a
5 9.90 12.72 20.51 9.98 9.44 24.70 25.11 22.56 27.38
6 10.57 13.61 25.28 10.49 10.26 28.42 28.61 25.72 31.75
7 11.06 14.70 28.62 11.24 10.98 31.50 31.82 29.04 36.07
8 11.35 15.72 32.42 11.71 11.73 32.48 32.69 31.92 39.71
COIL20
20 94.58 97.65 96.19 95.00 94.87 96.73 96.89 98.04 98.36
25 95.79 98.22 97.07 96.12 95.99 97.74 97.89 98.22 98.61
30 96.65 98.70 97.81 97.01 97.49 98.26 98.52 98.75 98.92
35 97.14 98.81 98.15 97.42 98.11 98.68 98.80 99.12 99.21Table 8
Mean classification accuracies (%) of compared methods on the tested datasets using EM_ICS_HS.
Dataset\Method Training samples KNN SVM LDA LDE PCE ICS_DLSR EM_ICS_FS EM_ICS_HS
Georgia
3 52.57 56.22 48.18 52.77 46.43 59.73 59.37 59.95
5 61.28 66.98 59.20 62.14 56.18 71.12 71.40 72.02
7 66.73 72.83 67.83 67.10 62.15 78.38 77.83 79.03
9 71.40 77.53 72.57 72.13 66.37 82.57 81.93 82.67
FEI
5 88.98 91.18 92.60 90.67 86.04 92.16 92.20 92.56
6 90.35 92.93 94.18 92.15 88.73 93.65 93.88 94.20
7 92.60 94.31 95.60 94.26 91.09 95.20 95.14 95.43











how the variation of the proposed approach’s parameters affects
the overall performance.
Like we have stated above, the ICS_DLSR algorithm minimizes











∥QXi∥2,1 + λ3∥E∥2,1 (5)
where Q, X and E represent the transformation matrix, data
samples and error matrix respectively. λ1, λ2 and λ3 are three
parameters to measure the effect of the corresponding terms.
We have used the ICS_DLSR algorithm in our ensemble learn-
ing process. In our proposed approach, first we have selected
multiple subsets of features using one or more feature selection
techniques, then each subset of features was fed as an input to
the ICS_DLSR algorithm to derive the associated transformation.
Finally, we create the model out of the projected features.
Let us consider the subsets of features Z, where Zn ∈ Rm×N
with m ≤ d represents the n−th features subset. Zin denotes
the n−th features subset corresponding to the i−th class. d and
N denote the dimensionality of the data samples and the total
number of the training data samples, respectively. Each feature
subset is fed to the algorithm, our proposed approach work on












According to experimental evaluations which we have con-
ducted, we found that most of the time the optimal performance10is obtained when the value of λ3 is set to 1. Thus, we can set
λ3 to 1 and study the effect of changing the values of the two
parameters λ1 and λ2 on the classification performance over
ifferent datasets. Fig. 5 presents the recognition rate as a func-
ion of the parameters using the original ICS_DLSR algorithm.
igs. 6 and 7 illustrate our findings, while using the first proposed
cheme EM_ICS_FS and the second proposed scheme EM_ICS_HS,
espectively.
Figs. 6 and 7 illustrate the variation of the classification per-
ormance obtained as a function of different parameter combi-
ations using EM_ICS_FS and EM_ICS_HS. In general, our pro-
osed method achieved satisfactory classification performance
or a wide range of parameters used. For the tested datasets, the
ptimal performance was obtained when λ1 and λ2 are in the
anges [1, 103] and [1, 102], respectively (multiplicative factor is
10).
Table 9 briefly illustrates the parameter values that led to
the optimal performance of our proposed method. This table
presents the ranges where the parameters λ1 and λ2 achieved the
best classification performance (multiplicative factor is 10), using
different datasets and for the case where λ3 is set to 1.
Another important factor in the ensemble learning, is the
chosen number of created models, M , used for training. We have
investigated about how the variation of the number of the created
models affects the overall performance of the proposed scheme
over the Extended Yale B dataset. Results presented in Fig. 8
are obtained while using 10 samples from each class from the
Extended Yale B dataset for training and the remaining samples
were used for testing.
A. Khoder and F. Dornaika Applied Soft Computing 113 (2021) 108006Fig. 5. Classification performance as a function of the parameters using the original ICS_DLSR method.Fig. 6. Classification performance as a function of the parameters of the proposed method using EM_ICS_FS.Fig. 7. Classification performance as a function of the parameters of the proposed method using EM_ICS_HS.11











arameters sensitivity analysis of the proposed method vs. original ICS_DLSR.
Parameters sensitivity




Extended Yale B 10 [1, 10]
COIL20 1 [10−3 , 10]
LFW-a 102 10
Georgia 103 10
FEI [102 , 103] [10−1 , 10]
Proposed method
Extended Yale B 10 10
COIL20 [10−1 , 1] [10−2 , 10]
LFW-a [10, 102] 10
Georgia 103 10
FEI [102 , 103] [1, 10]
Fig. 8. Classification performance variation according to the number of models.
.5. Analysis of the results
The experimental results illustrated in the previous figures and
ables demonstrate the superiority of the suggested approach in
omparison to other competing methods. Many observations can
e made.
• The Proposed approach proved the superiority that ensem-
ble learning can provide over single models. Conducted ex-
periments have shown that by training multiple subsets
of ranked features of original data, we can achieve better
classification performance.
• The proposed variants were able to outperform the compet-
ing methods. This is due to the fact that the most relevant
features are always taken into consideration in all of the
constructed models, which provided powerful discrimina-
tion characteristics for each model separately and overall
when the models are concatenated.
• We have proposed three variants for the proposed approach.
All have shown very good discrimination properties and
a remarkable enhancement over the baseline compared
method, namely the ICS_DLSR method.
• For the datasets where the first variant of the proposed
scheme failed to ensure an enhancement over the single
model-based learning, other variants were able to enhance
the classification performance and ensure the superiority of
the proposed approach (e.g., the Georgia dataset using 3,7
and 9 training samples per class for training, and the FEI
dataset when 7 and 8 training samples were used).12• The proposed approach is flexible in the sense that many
other linear embedding approaches and feature selection
techniques can be used and mixed to construct the desired
models which may lead to a further better result.
• By analyzing the experimental results, we can observe that
there is no specific feature selection technique that always
leads to the best performance. The best option is to test
multiple combinations to reach the optimal result. This in
line with the literature of feature selection paradigms where
the performance highly depends on the dataset used.
• Superior classification performance can be achieved if the
parameters are accurately tuned. Very promising perfor-
mance was obtained using a wide range for the used pa-
rameters, this is shown in Figs. 6 and 7.
• The studied ensemble learning approach can achieve notice-
ably better classification performance using a small number
of models (refer to Fig. 8) and different training/testing
portions of the data.
• The performance improvement brought by the proposed
scheme with respect to the single model highly depends on
the dataset used and the adopted feature ranking technique.
For instance, on the Extended Yale B and LFW-a datasets, we
obtained significant performance enhancement compared to
the single model while using Fisher score as the feature
ranking scheme. Fair classification improvement was also
noted when using the Outdoor Scene dataset with the sec-
ond proposed variant. For other datasets, less enhancement
was observed using the ensemble learning.
6. Conclusion
In this paper, we have proposed three variants of an ensemble
learning approach that have been able to enhance the classifi-
cation performance of the class-sparsity based least-square re-
gression (ICS_DLSR) method. Multiple feature subsets were used
in the training process with the ICS_DLSR algorithm and their
corresponding outputs were used to construct multiple models.
These models are concatenated to form a single data represen-
tation which is used in the classification process. The targeted
models were created by using various subsets of the original data.
Our proposed approach’s design ensures that each created model
contains the most relevant features that describes the data effi-
ciently. Relevant features are taken into consideration each time
in a way that even if less relevant features are found they will not
harm the classification performance. Original data features have
been ranked using different and combined feature selection tech-
niques. Many factors were studied and investigated in this paper
including (parameter combinations, different number of mod-
els, different training percentages, hybrid methods combinations,
etc.). The obtained findings proved that the proposed approach
enhanced the classification performance compared to the single-
model and was able to outperform competing methods. Our
proposed approach has been benchmarked on different datasets
and achieved competitive results. As with any other method,
there are always some limitations to our proposed method. Multi-
ple combinations using different feature selection techniques can
fail to achieve the best hybrid feature combination to build the
optimal models. Therefore, a trial of different combinations of
feature selection techniques is sometimes required to construct
the best models to be used later in the classification process.
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