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Resumen
La produccio´n de software confiable y eficiente requiere, al menos en parte, la automatiza-
cio´n de su construccio´n. Para alcanzar este objetivo es indispensable estudiar a los programas
y sus ejecuciones como objetos matema´ticos.
Los entornos de verificacio´n de programas se basan cada vez ma´s en me´todos h´ıbridos
que combinan ana´lisis esta´tico con generacio´n de condiciones de verificacio´n. Mientras que
dichos entornos de verificacio´n operan sobre programas fuente, a menudo es preferible obtener
garant´ıas sobre co´digo ejecutable.
El objetivo de este trabajo es mostrar que, para me´todos h´ıbridos de verificacio´n basados
en ana´lisis esta´tico y generacio´n de condiciones de verificacio´n, la compilacio´n de programas
preserva obligaciones de prueba y, en consecuencia, es posible transferir evidencia de ciertas
propiedades de programas fuente a programas compilados. Este resultado se sustenta en la
preservacio´n de soluciones de ana´lisis por compilacio´n. Esto se logra apoya´ndose en un ana´lisis
de bytecode que realiza una ejecucio´n simbo´lica de las expresiones del stack con el fin de evitar
la pe´rdida de precisio´n que conlleva realizar ana´lisis esta´tico en co´digo compilado.
Se muestra, adema´s, que los me´todos h´ıbridos de verificacio´n son correctos, probando que
todo programa demostrable por dichos me´todos es tambie´n demostrable (a un costo mayor)
por me´todos esta´ndares.
Finalmente, se presenta un caso de estudio en el que se analizan algunas de las principales
ventajas que brindan los me´todos h´ıbridos en comparacio´n con los me´todos cla´sicos.
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1Introduccio´n
La interaccio´n entre sistemas de software por medio de intefaces activas, o co´digo mo´vil, es
un poderoso me´todo que permite instalar y ejecutar co´digo dina´micamente. De este modo, un
servidor puede proveer medios flexibles de acceso a sus recursos y servicios internos. En este
escenario, la instalacio´n y activacio´n de co´digo malicioso en un entorno receptor no so´lo es fac-
tible, sino que resulta sencillo, constituyendo un serio riesgo para e´ste y pudiendo comprometer
la integridad de los datos o, incluso, destruir el propio sistema.
Un enfoque muy usado actualmente para evitar este tipo de situaciones no deseadas es la
utilizacio´n de firmas digitales. Sin embargo, las firmas digitales no proveen ninguna garant´ıa
sobre el comportamiento de componentes de software. Una firma digital puede aumentar la
confianza de que un componente de software ha sido examinado y/o testeado por una entidad
ajena al productor de co´digo, el operador o el fabricante. Pero muchos programas testeados y
firmados digitalmente contienen errores.
La produccio´n de software confiable y eficiente requiere, al menos en parte, la automatiza-
cio´n de su construccio´n. Para alcanzar este objetivo, es indispensable estudiar a los programas
y sus ejecuciones como objetos matema´ticos.
George Necula propuso una te´cnica para proporcionar confianza a los consumidores de
co´digo acerca de la correctitud del programa, libra´ndolos de confiar en productores de co´di-
go (que son potencialmente dan˜inos), redes (que pueden estar controladas por un atacante)
y compiladores (que pueden contener errores). Esta te´cnica, llamada Proof Carrying Code
(PCC) [25, 26], consiste en exigir que el co´digo mo´vil sea enviado junto con evidencia verifica-
ble de su adhesio´n a una pol´ıtica apropiada que puede involucrar requisitos sobre proteccio´n,
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seguridad y funcionalidad.
Las te´cnicas de verificacio´n de programas son ampliamente utilizadas en el razonamiento
sobre la correctitud de aplicaciones y desempen˜an un rol importante en campos como co´digo
mo´vil y sistemas embebidos, en donde son requeridas fuertes garant´ıas. Sin embargo, la verifica-
cio´n de programas, y en particular la verificacio´n deductiva de programas, es tradicionalmente
aplicada a co´digo fuente, cuando en realidad, las garant´ıas son a menudo requeridas sobre
co´digo ejecutable. Esta discrepancia se ve particularmente acentuada en el contexto del co´digo
mo´vil, en donde los consumidores de co´digo no conf´ıan en los productores de co´digo y pueden
no tener acceso a las fuentes originales. Por tanto, es de especial intere´s desarrollar me´todos
para transferir evidencias de verificacio´n de co´digo fuente a los receptores. En [4], los autores
se enfocan en la transferencia de evidencias de programas fuente a compilados en el contex-
to de me´todos de verificacio´n basados en generadores de condiciones de verificacio´n, que son
generalmente utilizados en Proof-Carrying Code y entornos de verificacio´n de programas. En
dicho trabajo, mostraron que la compilacio´n no-optimizante preserva obligaciones de prueba, y
por lo tanto que los certificados de programas fuente pueden ser reutilizados directamente para
validar programas compilados. Sin embargo, las herramientas de verificacio´n vanguardistas no
utilizan solamente generacio´n de condiciones de verificacio´n; sino que se basan en me´todos
h´ıbridos, que combinan ana´lisis esta´ticos y generacio´n de condiciones de verificacio´n.
El objetivo de este trabajo es extender preservacio´n de obligaciones de pruebas a me´todos
de verificacio´n h´ıbridos. Concretamente, consideramos un lenguaje imperativo pequen˜o, con
funciones y arrays dina´micos y nos enfocamos en un me´todo h´ıbrido basado en un ana´lisis
nume´rico gene´rico [8, 22] —que puede ser instanciado a varios dominios nume´ricos, incluyendo
polyhedra— y un ana´lisis de nulidad simple. Primero definimos un me´todo de verificacio´n
h´ıbrido en el cual los programas son sometidos a ana´lisis esta´tico y luego a generacio´n de
condiciones de verificacio´n. El VCgen se beneficia de la informacio´n proporcionada por el
ana´lisis de dos maneras muy u´tiles: por un lado, las condiciones de verificacio´n originadas de
aristas espurias en el grafo de control de flujo son descartadas —mas precisamente, el VCgen
ignora los casos de acceso a variables nulas y accesos fuera-de-rango siempre que el ana´lisis
garantice que las variables esta´n definidas y los accesos a arreglos dentro de los l´ımites—, lo
cua´l conduce a menos condiciones de verificacio´n, que a su vez son ma´s pequen˜as. Por otro
lado, el VCgen incluye los resultados del ana´lisis como supuestos para ayudar al usuario a
probar las condiciones de verificacio´n. Esto es particularmente u´til para ana´lisis relacionales,
dado que e´stos pueden proveer parte de los invariantes requeridos para probar correctitud de
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programas.
Luego demostramos preservacio´n de obligaciones de pruebas utilizando te´cnicas de Barthe et
al. [4]. La demostracio´n se sustenta en saber que las soluciones de los ana´lisis son preservadas
por compilacio´n. A pesar de que analizar programas compilados resulta menos preciso que
analizar programas fuente, como fue establecido por Logozzo y Fa¨hndrich [21], en este trabajo
conseguimos preservacio´n de soluciones mediante la definicio´n de un ana´lisis a nivel de bytecode
que realiza una ejecucio´n simbo´lica de stacks [8, 32, 33].
Finalmente, relacionamos verificacio´n h´ıbrida con verificacio´n esta´ndar. Mostramos que los
programas que son demostrablemente correctos usando nuestro me´todo h´ıbrido, son tambie´n
demostrablemente correctos usando generacio´n de condiciones de verificacio´n esta´ndar; con este
fin, definimos un compilador que transforma una especificacio´n h´ıbrida (que combina afirma-
ciones lo´gicas y resultados de ana´lisis) en una especificacio´n lo´gica dando una interpretacio´n
lo´gica de los resultados del ana´lisis.
La estructura del trabajo esta´ organizada como se describe a continuacio´n. En lo que resta
de la introduccio´n, se presentan los conceptos Proof-Carrying Code y Ana´lisis Esta´tico por
Interpretacio´n Abstracta en mayor profundidad. Tambie´n se da una breve explicacio´n de la
relacio´n entre PCC y los Me´todos Hı´bridos. En el cap´ıtulo 2 se introducen los lenguajes utili-
zados junto con sus respectivas sema´nticas. Adema´s se definen los ana´lisis de co´digo fuente y
bytecode y se demuestra la preservacio´n de soluciones. En el cap´ıtulo 3 se muestra la preserva-
cio´n de obligaciones de pruebas y se prueba la correctitud del me´todo h´ıbrido de verificacio´n
utilizado. En el cap´ıtulo 4 se presenta QuickSort como un caso de estudio particular. El trabajo
finaliza con conclusiones y un repaso de los trabajos relacionados en el cap´ıtulo 5.
Esta tesina presenta un extensio´n al paper arbitrado Preservation of proof obligations
for hybrid verification methods [6], publicado en la 6th IEEE International Conference
on Software Engineering and Formal Methods (SEFM 2008), en co-autor´ıa con Gilles Barthe,
Ce´sar Kunz y David Pichardie.
1.1. Proof Carrying Code
Proof-Carrying Code (PCC) es una innovadora te´cnica desarrollada por George Necula
y Peter Lee. En un caso t´ıpico de PCC, un consumidor de co´digo establece un conjunto de
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reglas de seguridad que garantizan el comportamiento seguro de los programas, y el productor
de co´digo crea una prueba de seguridad formal que demuestra, para el co´digo no confiable,
adhesio´n a las reglas de seguridad. Luego, el receptor puede usar un validador de pruebas
sencillo y eficiente, para chequear, con certeza, que la prueba es va´lida y por lo tanto el co´digo
no confiable puede ejecutarse con seguridad.
PCC tiene mucha utilidad en sistemas en los cuales su base computacional confiable (TCB)
es dina´mica, ya sea por co´digo mo´vil o por correccio´n de errores o actualizaciones perio´dicas.
Algunos ejemplos incluyen, pero no se limitan, a sistemas operativos extensibles, navegado-
res de Internet capaces de descargar co´digo, nodos de red activos y controladores embebidos
tolerantes a fallas. El PCC esta´ndar se construye sobre varios componentes: una lo´gica, un
generadores de condiciones de verificacio´n, una representacio´n formal de pruebas y un veri-
ficador de pruebas. La Figura 1.1 muestra el esquema t´ıpico de la arquitectura PCC. Luego
de la compilacio´n, el productor de co´digo genera condiciones de verificacio´n mediante la apli-
cacio´n del VCgen al co´digo mo´vil. Dichas condiciones son luego probadas por el demostrador
automa´tico, produciendo un certificado. Como en el caso del productor, el consumidor aplica el
VCgen al co´digo mo´vil. El certificado debe contener informacio´n suficiente como para permitir
al verificador descartar las condiciones generadas. So´lo despue´s de un chequeo exitoso el co´digo
es ejecutado. Describimos brevemente cada uno de los componentes de PCC:
Una lo´gica formal para especificacio´n y verificacio´n de pol´ıticas. El lenguaje de es-
pecificacio´n es utilizado para expresar requerimientos sobre el componente entrante y
la lo´gica es utilizada para verificar que el componente cumple con los requisitos impues-
tos. PCC esta´ndar adopta la lo´gica de predicados de primer orden como formalismo
tanto para especificar como para verificar la correctitud de componentes y se enfoca en
las propiedades de seguridad. Por lo tanto, los requisitos son expresados como pre y post
condiciones estableciendo, respectivamente, condiciones que deben ser satisfechas por los
estados anterior y posterior a la invocacio´n de un procedimiento o funcio´n dada.
Un Generador de Condiciones de Verificacio´n (VCgen). El VCgen produce, para ca-
da componente y cada pol´ıtica de proteccio´n, un conjunto de obligaciones de pruebas
cuya demostrabilidad sera´ suficiente para asegurar que el componente respeta la pol´ıtica.
PCC adopta un VCgen basado en te´cnicas de verificacio´n de programacio´n, tales como
Hoare-Floyd logics y weakest precondition calculi, y requiere que los componentes con-
tengan anotaciones extra, como, por ejemplo, invariantes de bucles que permitan que la
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Co´digo Fuente Compilador Co´digo Mo´vil
VCgen Especificacio´n
Obligaciones de Prueba
Demostrador Automa´tico Certificados
VCgen
Obligaciones de Prueba
Verificador OK
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Productor de Co´digo Consumidor de Co´digo
Figura 1.1: Esquema t´ıpico de la arquitectura PCC
generacio´n de condiciones de verificacio´n sea posible.
Una representacio´n formal de pruebas (Certificados). Los certificados proveen una re-
presentacio´n formal de pruebas y son utilizados para transmitir al consumidor de co´di-
go evidencia sencilla de verificar que el co´digo que recibe es seguro. Comu´nmente, los
certificados son te´rminos del lambda ca´lculo, segu´n lo sugerido por el isomorfismo de
Curry-Howard, y habitualmente utilizados en los asistentes de prueba modernos como
Coq y LF.
Un demostrador de pruebas que valide certificados contra especificaciones. El obje-
tivo de un demostrador de pruebas es verificar que el certificado realmente demuestra las
obligaciones de pruebas generadas por el VCgen. La verificacio´n de pruebas puede ser
reducida a verificacio´n de tipos en virtud del isomorfismo de Curry-Howard, de modo que
el verificador de pruebas so´lo tiene que verificar que el certificado tiene el tipo correcto.
Uno de los aspectos atractivos de este enfoque es que el verificador, que forma parte de
la TCB, es particularmente simple.
Proof Carrying Code se beneficia de una serie de caracter´ısticas distintivas que lo con-
vierten en una base muy adecuada para arquitecturas de seguridad para sistemas globales.
Primero, PCC esta´ basado en verificacie´n en lugar de confianza. De hecho, PCC se enfoca en
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el comportamiento de los componentes descargados en vez de enfocarse en el origen de dichos
componentes. En particular, PCC no requiere la existencia de una infraestructura global de
confianza (aunque puede ser utilizado en combinacio´n con infraestructuras de confianza ba-
sadas en criptograf´ıa). Segundo, Proof Carrying Code es transparente a los usuarios finales.
Mientras que PCC se basa en las ideas de la verificacio´n de programas, la cual en general
requiere pruebas interactivas, la arquitecura PCC no requiere que los consumidores construyan
pruebas. So´lo exige que e´stos las chequeen, lo cual es completamente automa´tico. Tercero, el
principio de Proof Carrying Code es general; la u´nica restriccio´n en las pol´ıticas de seguridad
es que e´stas deben ser expresables en la lo´gica formal, la cual a menudo es muy expresiva.
Por otra parte, los principios ba´sicos de PCC son aplicables a cualquier lo´gica [7]. Cuarto, la
arquitectura PCC es flexible y configurable, ya que puede ser utilizada con diferentes pol´ıticas.
En particular, el VCgen y el verificador de pruebas son independientes de la pol´ıtica, mientras
que el compilador certificante puede, en principio, ser adaptado a diferentes propiedades de
seguridad. Finalmente, la tecnolog´ıa Proof Carrying Code no sacrifica performance en pos de
la seguridad, ya que al basarse en verificacio´n esta´tica en tiempo de compilacio´n, no incurre en
los altos costos inherentes a las te´cnicas dina´micas de verificacio´n basadas en monitores.
La Base Computacional Confiable (TCB) de un entorno PCC es el conjunto de componentes
en los que se debe confiar con el fin de garantizar la correcitud de un programa certificado.
Cualquier error en los componentes fuera de la TCB no afecta la correctitud de la ejecucio´n
del co´digo. En la Figura 1.1, es necesario y suficiente depender de la correctitud del VCgen,
del Verificador de Pruebas y del entorno de ejecucio´n.
Una cuestio´n fundamental que debe abordar cualquier implementacio´n de PCC basado en
lo´gica es la generacio´n de certificados. Si los certificados basados en lo´gica sera´n utilizados
para verificar propiedades ba´sicas de seguridad de co´digo, y se espera que una gran clase de
programas posean un certificado, entonces es indispensable que los certificados sean generados
automa´ticamente. Los Compiladores Certificantes extienden a los compiladores tradicionales
con un mecanismo para generar, de forma automa´tica, certificados para propiedades de segu-
ridad suficientemente simples, utilizando la informacio´n disponible sobre el programa durante
su compilacio´n, para producir un certificado que puede ser comprobado por el verificador de
pruebas. No´tese que el compilador certificante no forma parte de la TCB; sin embargo, es un
componente esencial de PCC, ya que reduce el trabajo de verificacio´n por parte del productor.
Un ejemplo precoz de compilador certificante es el compilador Touchstone [26], el cual fue
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concebido para explorar la viabilidad de la investigacio´n pionera sobre PCC. Este compilador
genera una prueba formal de proteccio´n de memoria y seguridad basada en tipos para el progra-
ma resultante en assembler DEC Alpha. El compilador Touchstone inserta automa´ticamente los
invariantes de bucles en el programa resultante y las pruebas de correctitud generadas. La con-
traparte de este enfoque es que las propiedades garantizadas son deliberadamente restringidas
a propiedades de seguridad de tipos.
1.2. Ana´lisis Esta´tico por Interpretacio´n Abstracta
Ana´lisis Esta´tico es el proceso de extraer informacio´n sema´ntica acerca de un programa
en tiempo de compilacio´n. Un ejemplo cla´sico es el problema de las variables vivas [18]; una
variable x esta´ viva en una sentencia s si y so´lo si en alguna ejecucio´n x es accedida luego
de ejecutar s y sin haber sido redefinida. Otros problemas cla´sicos son reaching definitions,
available expressions y very busy expressions. Existen dos frameworks principales para realizar
Ana´lisis Esta´tico: Ana´lisis de Flujo de Datos e Interpretacio´n Abstracta.
La verificacio´n formal de programas consiste en demostrar que la sema´ntica de un programa
satisface su especificacio´n, entendie´ndose por sema´ntica, la caracterizacio´n matema´tica del
posible comportamiento del mismo, y por especificacio´n, la descripcio´n matema´tica de e´ste.
El ana´lisis esta´tico de programas por Interpretacio´n Abstracta [11] es el descubrimiento de
propiedades de programas de manera esta´tica y automa´tica. Formalmente, la Interpretacio´n
Abstracta se basa en la idea de aproximacio´n discreta, la cual consiste en reemplazar el ra-
zonamiento sobre una sema´ntica concreta exacta por un co´mputo en una sema´ntica abstracta
aproximada. La incertidumbre resultante de esta aproximacio´n no concierne a la inexactitud
de las propiedades inferidas automa´ticamente sino por la existencia de propiedades no compu-
tables para las cuales la respuesta “no lo se´” es posible. Un programa denota co´mputos en
algu´n universo de objetos. La Interpretacio´n Abstracta de programas consiste en usar dicha
denotacio´n para describir co´mputos en otro universo de objetos abstractos, de modo que el
resultado de la ejecucio´n abstracta provea cierta informacio´n sobre los co´mputos reales. Un
ejemplo intuitivo es la regla de los signos (obtenido de [30]). El texto −1515 ∗ 17 puede ser
intrepretado como co´mputos en el universo abstracto {(+), (−), (±)}, en donde la sema´ntica
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de los operadores aritme´ticos es definida por la regla de los signos. La ejecucio´n abstracta
−1515 ∗ 17⇒ −(+) ∗ (+)⇒ (−) ∗ (+)⇒ (−)
prueba que −1515 ∗ 17 es un nu´mero negativo. La Interpretacio´n Abstracta se enfoca en una
estructura particular subyacente del universo de co´mputos usual (los signos, en nuestro ejemplo)
y provee un resumen de algunas facetas de las ejecucio´nes reales de un programa. En general,
este extracto es sencillo de obtener, pero, como se dijo anteriormente, resulta impreciso. Por
ejemplo
−1515 + 17⇒ −(+) + (+)⇒ (−) + (+)⇒ (±)
donde el resultado abstracto (±) nos indica que no es posible computar una respuesta precisa
sobre el signo de la operacio´n si so´lo se tiene en cuenta los signos de los operandos. A pesar de
sus resultados fundamentalmente incompletos, la Interpretacio´n Abstracta permite al progra-
mador —o al compilador— responder questiones que no requieren un conocimiento total de las
ejecuciones del programa o que toleran una respuesta imprecisa (e.g. pruebas de correctitud
parcial de programas ignorando los problemas de terminacio´n, type checking, optimizacio´n de
programas que no son llevadas a cabo ante la falta de certeza acerca de su viabilidad, etc).
La Interpretacio´n Abstracta ha permitido el desarrollo de sofisticados ana´lisis de progra-
mas, que son, al mismo tiempo, demostrablemente correctos y pra´cticos. Las aproximaciones
sema´nticas producidas por tales ana´lisis han sido aplicadas tanto a optimizacio´n de programas
como a verificacio´n.
En especial, la aplicacio´n de esta te´cnica a la verificacio´n de programas y debugging ha
recibido considerable atencio´n. Un caso particularmente interesante ha sido propuesto e imple-
mentado en el sistema Astre´e [10, 12] y aplicado con gra´n e´xito en la industria aeroespacial.
1.3. PCC y Me´todos Hı´bridos
Existen dos variantes principales de PCC, que se basan, respectivamente, en sistemas de
tipos y verificacio´n de programas. Describimos brevemente las dificultades de la generacio´n y
chequeo de certificados para cada caso.
En el enfoque basado en tipos, los certificados son generados en forma automa´tica por
el analizador y adjuntados al co´digo; del lado del consumidor, el certificado es verificado efi-
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Figura 1.2: Verificacio´n Hı´brida con Preservacio´n de Obligaciones de Preuba
cientemente por un chequeador que esta´ estrechamente emparentado con el analizador (en el
esp´ıritu de verificacio´n ligera de bytecode). En el enfoque basado en lo´gica, los certificados son
generados automa´ticamente por compiladores certificadores, siempre que las pol´ıticas sean lo
suficientemente simples. Sin embargo, los certificados deben ser construidos de manera inter-
activa una vez que las pol´ıticas se vuelven ma´s complejas; la preservacio´n de obligaciones de
pruebas permite mantener la construccio´n de certificados a nivel de co´digo fuente. El certifi-
cado (que puede incluir anotaciones) es empaquetado junto con el programa. En el lado del
consumidor, el protocolo procede en tres pasos: primero, las anotaciones son contrastadas con
la pol´ıtica; segundo, se utiliza generacio´n de condiciones de verificacio´n para generar las obli-
gaciones de prueba; tercero, el chequeo del certificado es realizado utilizando un chequeador de
pruebas, que verifica si el certificado demuestra las obligaciones de prueba.
Los me´todos h´ıbridos tienen por objetivo proporcionar una estrecha integracio´n entre los
sistemas de tipos y los me´todos lo´gicos. Existen dos enfoques a la verificacio´n h´ıbrida de
programas. El enfoque expl´ıcito, el usuario provee anotaciones de seguridad que son utilizadas
por el generador de condiciones de verificacio´n y chequeadas por un chequeador de anotaciones.
En contraste, el enfoque impl´ıcito aboga por que las anotaciones sean inferidas por el analizador
esta´tico y luego utilizadas en la generacio´n de condiciones de verificacio´n. Ambos enfoques son
utilizados (a veces en conjunto) en la verificacio´n deductiva de programas, as´ı como en ana´lisis
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basados en tipos.
En la Figura 1.2 se muestra el esquema del me´todo h´ıbrido que desarrollamos en este tra-
bajo. La verificacio´n de programas procede del siguiente modo: primero, el programa anotado
es sometido al ana´lisis esta´tico y una solucio´n es computada (notar que el ana´lisis no obtiene
ventaja de las anotaciones). Luego, el generador de condiciones de verificacio´n usa la solucio´n
para computar un conjunto reducido de obligaciones de pruebas que debera´n ser descartadas
interactivamente. Del lado del consumidor, el programa llega empaquetado con la solucio´n del
ana´lisis (o como en la verificacio´n ligera de bytecode, una solucio´n parcial que contiene infor-
macio´n suficiente para recomputar la solucio´n eficientemente), las anotaciones y el certificado.
El chequeo es llevado acabo en cuatro pasos; primero, se chequea la correctitud del ana´lisis y
los restantes tres pasos son los mismos que en PCC basado en lo´gica.
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2Preservacio´n de Soluciones
In the development of the understanding of complex phenomena,
the most powerful tool available to the human intellect is abs-
traction. Abstraction arises from the recognition of similarities
between certain objects, situations, or processes in the real world
and the decision to concentrate on these similarities and to ig-
nore, for the time being, their differences. C.A.R. Hoare
En este cap´ıtulo nos enfocamos en la preservacio´n de soluciones de los ana´lisis de alto y bajo
nivel. Con este fin, definimos los respectivos lenguajes, el compilador para traducir programas
fuente en pogramas de bytecode y los ana´lisis para ambos lenguajes. Luego definimos lo que
se entiende por solucio´n de un ana´lisis y finalmente mostramos co´mo las soluciones pueden
ser preservadas, es decir, dada una solucio´n para el ana´lisis de alto nivel, podemos computar,
directamente de e´sta, una solucio´n para el ana´lisis de bajo nivel sin perder precisio´n.
2.1. Definicio´n de los Lenguajes
En esta seccio´n introducimos el lenguaje fuente (un lenguaje imperativo con funciones y
arreglos dina´micos de enteros), el lenguaje objeto (un lenguaje con saltos basado en stacks) y
el compilador.
En lo que resta del trabajo, asumimos la existencia de dos conjuntos disjuntos, Vs y Va,
de variables escalares y de arreglo respectivamente, y denotamos por V a la suma disjunta
Vs + Va. Adema´s, suponemos dados dos conjuntos V
old
s y V
old
a en correspondencia 1-1 con Vs y
Va, los cuales son utilizados para guardar los valores iniciales de las variables al comenzar la
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ejecucio´n de una funcio´n. Tambie´n consideramos a res una variable especial, que es utilizada
para representar el valor devuelto por una funcio´n. Finalmente, asumimos la existencia de un
conjunto Lab ⊂ N de etiquetas.
2.1.1. Lenguaje Fuente
El lenguaje de alto nivel que definimos aqu´ı, es un lenguaje imperativo simple con arreglos
dina´micos y funciones. Tiene una sintaxis similar a C que presenta ciertas restricciones, im-
puestas intencionalmente, en pos de facilitar la compresio´n de los conceptos y resultados que
se pretenden mostrar en este trabajo.
Sintaxis
Los programas son definidos como listas de funciones, y las funciones esta´n compuestas de
un nombre, una lista de para´metros formales y una sentencia decorada con etiquetas a fin de
expresar resultados de ana´lisis. En lo que resta, para cualquier conjunto A, escribimos A? para
denotar el dominio de las listas con elementos en A. La sintaxis del lenguaje de alto nivel se
presenta a continuacio´n:
P ∈ Progs = Funcs?
Funcs = Sig × Stmt
Sig = FuncId× FArgs
FArgs = V ?
op ∈ Oper
on ∈ Comp
e ∈ Exp
s ∈ Stmt
op ::= + | − | × | ÷
on ::= = | 6= | < | ≤ | > | ≥
e ::= e op e | n | x | a[e]
s ::= [x:=e]k | [a[e]:=e]k | [f(e?)]k
| [x:=f(e?)]k | [a:=newarray(e)]k
| if [e on e]k then s else s
| while [e on e]k do s | s; s
| [Skip]k | [return e]k
donde x, a, n y k oscilan, respectivamente, sobre Vs, Va, Z y Lab, op se mueve sobre operaciones
aritme´ticas (binarias), on sobre comparaciones aritme´ticas, y f sobre nombres de funciones.
Suponemos que las etiquetas no se repiten. Consideramos programas va´lidos a los programas
que tienen a ((main, []), s) como funcio´n, donde s es la sentencia que representa el cuerpo de
dicha funcio´n, y todas sus funciones terminan con una sentencia [return e]k.
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Sema´ntica
La sema´ntica de los programas fuente es formalizada por una relacio´n de transicio´n entre
estados. Los estados pueden ser intermedios, en cuyo caso consisten de una sentencia y una
memoria, o finales, en cuyo caso se componen de una memoria y, posiblemente, un identificador
para indicar una terminacio´n anormal. La memoria es modelada por tripletas de asignaciones,
respectivamente de variables escalares a valores, de variables de arreglo a direcciones y de di-
recciones a arreglos de valores. Las variables escalares son locales a cada funcio´n y las variables
de arreglo son siempre globales, es decir, son visibles desde cualquier funcio´n. La tercera com-
ponente de una tripleta representa el Heap global. Definimos los dominios de la sema´ntica del
lenguaje fuente como sigue:
Location
Error ::= aob | null
Array = Z
Heap = Location→ Array⊥
VMem = Vs → Z
AMem = Va → Location
Mem = VMem× AMem×Heap
StatesI = Stmt× VMem× AMem×Heap
StatesF = Mem+ (VMem× AMem×Heap× (Z+ Error)
States = StatesI + State
s
F
Dados un mapeo ρa ∈ AMem, un heap h ∈ Heap y una variable a ∈ Va, definimos el taman˜o
|a| de a como:
|a| =
{
|h(ρa a)| si h(ρa a) 6= ⊥
⊥ caso contrario
En la Figura 2.1 se presenta la sema´ntica denotacional de expresiones. El significado de una
expresio´n en un contexto particular es esta´ndar. La evaluacio´n de expresiones puede producir
excepciones. La sema´ntica operacional de los programas de alto nivel tambie´n es esta´ndar
y esta´ definida por la relacio´n  v StatesI × States. Las reglas que describen esta relacio´n
se muestran en la Figura 2.2, donde utilizamos la notacio´n [f | s 7→ r] para referirnos a la
funcio´n que es ide´ntica a f en todo su dominio, excepto en r, que devuelve s, para cualesquiera
conjuntos R y S y cualquier funcio´n f : R→ S, y usamos b[n 7→ m] para referirnos al arreglo
que es ide´ntico a b en todas sus posiciones, excepto en la posicio´n n, en la cual su valor es m,
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〈〈−〉〉 : e→Mem→ (Z+ Error)
〈〈n〉〉〈ρv,ρa,h〉 = n ∀n ∈ Z
〈〈x〉〉〈ρv,ρa,h〉 = ρv x
〈〈a[e]〉〉〈ρv,ρa,h〉 =

null si h(ρa a) = ⊥
v si h(ρa a) 6= ⊥ ∧ v ∈ Error
aob si h(ρa a) 6= ⊥ ∧ v ∈ Z ∧ ¬ 0 ≤ v < |a|
h(ρa a)[v] caso contrario
donde v = 〈〈e〉〉〈ρv,ρa,h〉
〈〈e1 op e2〉〉〈ρv,ρa,h〉 =

v1 si v1 ∈ Error
v2 si v1 ∈ Z ∧ v2 ∈ Error
v1 op v2 caso contrario
donde v1 = 〈〈e1〉〉〈ρv,ρa,h〉
v2 = 〈〈e2〉〉〈ρv,ρa,h〉
Figura 2.1: Sema´ntica denotacional de expresiones
para cualquier arreglo b ∈ Array y cualesquiera enteros n,m ∈ Z. Matema´ticamente hablando,
∀x ∈ dom(f) • [f | r 7→ s](i) =
{
s si x = r
f(x) caso contrario
and
∀i ∈ Z | 0 ≤ i ≤ |b| • b[n 7→ m][i] =
{
m si i = n
b[i] caso contrario
El comportamiento excepcional de los programas esta´ especificado por la relacio´n de transi-
cio´n v StatesI× StatesF , cuyas reglas se muestran en la Figura 2.3. So´lo consideramos como
excepciones los accesos nulos (null) y los accesos a arreglos que esta´n fuera de rango (aob).
2.1.2. Lenguaje Objeto
El lenguaje objeto presentado aqu´ı es similar al bytecode para la Java Virtual Machine
(JVM). Es un lenguaje basado en stacks, con funciones y arreglos dina´micos. La terminacio´n
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((main, []), c) ∈ P
〈P 〉 P 〈c, ∅, ∅, ∅〉 〈[Skip]k, ρv, ρa, h〉 〈ρv, ρa, h〉
〈〈e〉〉〈ρv,ρa,h〉 = n
〈[x:=e]k, ρv, ρa, h〉 〈[ρv | x 7→ n], ρa, h〉
〈〈e1〉〉〈ρv,ρa,h〉 = n 〈〈e2〉〉〈ρv,ρa,h〉 = m 0 ≤ n < |a| h(ρa a) = b
〈[a[e1]:=e2]k, ρv, ρa, h〉 〈ρv, ρa, [h | ref 7→ b[n 7→ m]]〉
((f, [x1, . . . , xn]), s) ∈ P
dom(ρ′′v) = {x1, . . . , xn} ∀xi • ρ′′v xi = 〈〈ei〉〉〈ρv,ρa,h〉 〈s, ρ′′v , ρa, h〉 ? 〈ρ′v, ρ′a, h′, v〉
〈[x:=f(e1, . . . , en)]k, ρv, ρa, h〉 〈[ρv | x 7→ v], ρa, h′〉
((f, [x1, . . . , xn]), s) ∈ P
dom(ρ′′v) = {x1, . . . , xn} ∀xi • ρ′′v xi = 〈〈ei〉〉〈ρv,ρa,h〉 〈s, ρ′′v , ρa, h〉 ? 〈ρ′v, ρ′a, h′, v〉
〈[f(e1, . . . , en)]k, ρv, ρa, h〉 〈ρv, ρa, h′〉
〈〈e〉〉〈ρv,ρa,h〉 = n h(ref) = ⊥ n > 0
〈[a:=newarray(e)]k, ρv, ρa, h〉 〈ρv, [ρa | a 7→ ref ], [h | ref 7→ 0n]〉
〈〈e1〉〉〈ρv,ρa,h〉 on 〈〈e2〉〉〈ρv,ρa,h〉
〈if [e1 on e2]k then s1 else s2, ρv, ρa, h〉 〈s1, ρv, ρa, h〉
¬ 〈〈e1〉〉〈ρv,ρa,h〉 on 〈〈e2〉〉〈ρv,ρa,h〉
〈if [e1 on e2]k then s1 else s2, ρv, ρa, h〉 〈s2, ρv, ρa, h〉
〈〈e1〉〉〈ρv,ρa,h〉 on 〈〈e2〉〉〈ρv,ρa,h〉
〈while [e1 on e2]k do s1, ρv, ρa, h〉 〈s1; while [e1 on e2]k do s1, ρv, ρa, h〉
¬ 〈〈e1〉〉〈ρv,ρa,h〉 on 〈〈e2〉〉〈ρv,ρa,h〉
〈while [e1 on e2]k do s1, ρv, ρa, h〉 〈ρv, ρa, h〉
〈s1, ρv, ρa, h〉 ? 〈ρ′v, ρ′a, h′〉
〈s1; s2, ρv, ρa, h〉 〈s2, ρ′v, ρ′a, h′〉
〈〈e〉〉〈ρv,ρa,h〉 = n
〈[return e]k, ρv, ρa, h〉 〈ρv, ρa, h, n〉
Figura 2.2: Sema´ntica operacional de alto nivel
15
〈〈e〉〉〈ρv,ρa,h〉 = ex ex ∈ Error
〈[x:=e]k, ρv, ρa, h〉 EX 〈ρv, ρa, h, ex〉
a 6∈ dom(ρa) ∨ h(ρa a) = ⊥
〈[a[e1]:=e2]k, ρv, ρa, h〉 EX 〈ρv, ρa, h,null〉
〈〈e1〉〉〈ρv,ρa,h〉 = ex ex ∈ Error
〈[a[e1]:=e2]k, ρv, ρa, h〉 EX 〈ρv, ρa, h, ex〉
〈〈e1〉〉〈ρv,ρa,h〉 = n ¬ 0 ≤ n < |a|
〈[a[e1]:=e2]k, ρv, ρa, h〉 EX 〈ρv, ρa, h,aob〉
〈〈e1〉〉〈ρv,ρa,h〉 ∈ Z 〈〈e2〉〉〈ρv,ρa,h〉 = ex ex ∈ Error
〈[a[e1]:=e2]k, ρv, ρa, h〉 EX 〈ρv, ρa, h, ex〉
((f, [x1, . . . , xn]), s) ∈ P ∃ei • 〈〈ei〉〉〈ρv,ρa,h〉 = ex ex ∈ Error
〈[f(e1, . . . , en)]k, ρv, ρa, h〉 EX 〈ρv, ρa, h, ex〉
((f, [x1, . . . , xn]), s) ∈ P
dom(ρ′′v) = {x1, . . . , xn} ∀xi • ρ′′v xi = 〈〈ei〉〉〈ρv,ρa,h〉 〈s, ρ′′v , ρa, h〉 EX 〈ρ′v, ρ′a, h′, ex〉
〈[f(e1, . . . , en)]k, ρv, ρa, h〉 EX 〈ρ′v, ρ′a, h′, ex〉
〈〈e〉〉〈ρv,ρa,h〉 = ex ex ∈ Error
〈[a:=newarray(e)]k, ρv, ρa, h〉 EX 〈ρv, ρa, h, ex〉
〈〈e1〉〉〈ρv,ρa,h〉 = ex ex ∈ Error
〈if [e1 on e2]k then s1 else s2, ρv, ρa, h〉 EX 〈ρv, ρa, h, ex〉
〈〈e1〉〉〈ρv,ρa,h〉 ∈ Z 〈〈e2〉〉〈ρv,ρa,h〉 = ex ex ∈ Error
〈if [e1 on e2]k then s1 else s2, ρv, ρa, h〉 EX 〈ρv, ρa, h, ex〉
〈〈e1〉〉〈ρv,ρa,h〉 = ex ex ∈ Error
〈while [e1 on e2]k do s1, ρv, ρa, h〉 EX 〈ρv, ρa, h, ex〉
〈〈e1〉〉〈ρv,ρa,h〉 ∈ Z 〈〈e2〉〉〈ρv,ρa,h〉 = ex ex ∈ Error
〈while [e1 on e2]k do s1, ρv, ρa, h〉 EX 〈ρv, ρa, h, ex〉
〈s1, ρv, ρa, h〉 ? 〈s′1, ρ′v, ρ′a, h′〉 〈s′1, ρ′v, ρ′a, h′〉 EX 〈ρ′v, ρ′a, h′, ex〉
〈s1; s2, ρv, ρa, h〉 EX 〈ρ′v, ρ′a, h′, ex〉
〈〈e〉〉〈ρv,ρa,h〉 = ex ex ∈ Error
〈[return e]k, ρv, ρa, h〉 EX 〈ρv, ρa, h, ex〉
Figura 2.3: Sema´ntica operacional de alto nivel (reglas para excepciones)
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abrupta de los programas puede producirse por un acceso nulo o por un acceso fuera de los
l´ımites de un arreglo. En primer lugar presentamos la sintaxis del lenguaje y luego definimos
la sema´ntica.
Sintaxis
De un modo similar a como lo hicimos en la formalizacio´n del lenguaje de alto nivel, esta-
blecemos que un programa de bajo nivel queda definido por una lista de funciones. Una funcio´n
se compone de un nombre, una lista de para´metros formales y una lista de instrucciones. Las
instrucciones pueden manipular la memoria —que guarda los valores de las variables y el con-
tenido de los arreglos— y el stack de operandos, as´ı como tambie´n realizar saltos condicionales
o incondicionales o llamar a una funcio´n.
p˙ ∈ Progb = Funcb∗
Funcb = Sig × Code
c ∈ Code = Instr?
ins ∈ Instr
ins ::= nop | pop | prim op
| push v | load x | store x
| aload a | astore a | newarray a
| cjmpon l | jmp l
| call f | return
donde x oscila sobre Vs, a sobre Va y l sobre Lab.
So´lo consideramos va´lidos aquellos programas que tienen a ((main, []), c) como funcio´n y
todas las funciones terminan en return.
La sema´ntica de los programas bytecode se formaliza usando una relacio´n de transicio´n
entre estados. Los estados pueden ser tanto intermedios como finales; los estados intermedios
esta´n compuestos de un marco de activacio´n (stack frame) y un heap. Cada frame consiste
de una funcio´n, un contador de programa, un stack de operandos local al frame —que guarda
el resultado de los co´mputos intermedios— y una memoria. Los dominios de la sema´ntica del
lenguaje objeto se definen como sigue, donde impl´ıcitamente asumimos que el contador de
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programa esta´ dentro de los l´ımites del programa.
Stack = Z?
Frame = Funcb × N× VMem× Stack
StatebI = Frame× AMem×Heap
StatebF = VMem× AMem×Heap× (Z+ Error)
Stateb = StatebI + State
b
F
Las reglas de la sema´ntica operacional que describen el conjunto de ejecuciones normales de
los programas se dan en la Figura 2.4, donde para cada funcio´n f = ((id, args), c), escribimos
f [i] para simbolizar c[i]. El comportamiento de un programa es indefinido si la etiqueta de un
salto, sea condicional o no, no pertenece al dominio de la funcio´n, es decir, f [i] no esta´ definido.
Las instrucciones que manipulan arreglos, tales como aload a y astore a, pueden causar
la finalizacio´n abrupta de un programa si el arreglo al que se intenta acceder no esta´ en el
contexto o si el acceso al arreglo esta´ fuera de rango. Las reglas que definen el comportamiento
excepcional de los programas se describen en la Figura 2.5.
Compilador
El compilador esta´ definido en la Figura 2.6; usamos la funcio´n init : Stm → Lab para
asociar a cada sentencia su etiqueta inicial. Suponemos compatibilidad de etiquetas, es decir
que las etiquetas de una sentencia del co´digo fuente es la misma que la del punto del programa
correspondiente a su compilacio´n.
2.2. Preservacio´n de Soluciones
Es conocido que la compilacio´n conlleva una potencial pe´rdida de precisio´n para ana´lisis
relacionales. El propo´sito de esta seccio´n es mostrar que las soluciones de interpretaciones
abstractas son preservadas por compilacio´n, siempre que se usen expresiones simbo´licas, como
se hace en [8, 32, 33], con el fin de mitigar la presencia del stack de operandos y as´ı recobrar
la pe´rdida de precisio´n provocada por la compilacio´n.
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f = ((main, []), c) ∈ p˙
〈p˙〉 p˙ 〈(f, 0, ∅, ∅, []), ∅〉
n = n1 op n2
n1 :: n2 :: s, ρv, ρa, h  prim op n :: s, ρv, ρa, h
n :: s, ρv, ρa, h  pop s, ρv, ρa, h s, ρv, ρa, h  push n n :: s, ρv, ρa, h
s, ρv, ρa, h  load x ρv x :: s, ρv, ρa, h n :: s, ρv, ρa, h  store x s, [ρv | x 7→ n], ρa, h
s, ρv, ρa, h  nop s, ρv, ρa, h
h(ρa a) = b b 6= ⊥ 0 ≤ n < |b|
n :: s, ρv, ρa, h  aload a b[n] :: s, ρv, ρa, h
h(ρa a) = b b 6= ⊥ 0 ≤ n < |b|
n :: v :: s, ρv, ρa, h  astore a s, ρv, ρa, [h | ref 7→ b[n 7→ v]]
ρa a = ref h(ref) = ⊥ n > 0
n :: s, ρv, ρa, h  newarray a s, ρv, [ρa | a 7→ ref ], [h | ref 7→ 0n]
f [i] = instr s, ρv, ρa, h  instr s′, ρ′v, ρ′a, h′
〈(f, i, ρv, ρa, s) :: sf, h〉  〈(f, i+ 1, ρ′v, ρ′a, s′) :: sf, h′〉
f [i] = cjmpon l n1 on n2
〈(f, i, ρv, ρa, n1 :: n2 :: s) :: sf, h〉  〈(f, l, ρv, ρa, s) :: sf, h〉
f [i] = cjmpon l ¬ n1 on n2
〈(f, i, ρv, ρa, n1 :: n2 :: s) :: sf, h〉  〈(f, i+ 1, ρv, ρa, s) :: sf, h〉
f [i] = call f ′
f ′ = ((name, [x1, . . . , xn]), c) ∈ p˙ (∀xi ∈ Vs • (xi 7→ vi) ∈ ρ′v) (∀xi ∈ Va • (xi 7→ vi) ∈ ρ′a)
〈(f, i, ρv, ρa, v1 :: . . . :: vn :: s) :: sf, h〉  〈(f ′, 0, ρ′v, ρ′a, []) :: (f, i, ρv, ρa, s) :: sf, h〉
f [i] = return
〈(f, i, ρv, ρa, n :: s) :: (f ′, i′, ρ′v, ρ′a, s′) :: sf, h〉  〈(f ′, i′ + 1, ρ′v, ρ′a, n :: s′) :: sf, h〉
Figura 2.4: Sema´ntica operacional de bajo nivel
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h(ρa a) = ⊥
n :: s, ρv, ρa, h  EXaload a null
h(ρa a) 6= ⊥ ¬ 0 ≤ n < |a|
n :: s, ρv, ρa, h  EXaload a aob
h(ρa a) = ⊥
n :: v :: s, ρv, ρa, h  EXastore a null
h(ρa a) 6= ⊥ ¬ 0 ≤ n < |a|
n :: v :: s, ρv, ρa, h  EXastore a aob
f [i] = instr s, ρv, ρa, h  EXinstr ex ex ∈ Error
〈(f, i, ρv, ρa, s) :: sf, h〉  EX 〈ρv, ρa, h, ex〉
Figura 2.5: Sema´ntica operacional de bajo nivel (reglas para excepciones)
2.2.1. Expresiones Simbo´licas
Las expresiones y guardas sirven como interfaz con el dominio nume´rico relacional en el
ana´lisis de bytecode.
Expr 3 e ::= n |x |x[e] | ? | ?[e] | e op e x ∈ V
Guard 3 t ::= e on e
La expresio´n ? representa un valor desconocido; adema´s, las expresiones son interpretadas
como conjuntos de posibles valores. Formalmente, las sema´nticas JeKρv y JtKρv de expresiones
con respecto a un entorno ρv quedan definidas por las cla´usulas:
JnKρv = {n}JxKρv = ρv xJ?Kρv = ZJ?[e]Kρv = ZJx[e]Kρv = ZJe1 op e2Kρv = {n1 op n2 | n1 ∈ Je1Kρv , n2 ∈ Je2Kρv}Je1 on e2Kρv ⇐⇒ ∃ n1 ∈ Je1Kρv , n2 ∈ Je2Kρv • n1 on n2
Obse´rvese que la expresio´n ? no se requiere para analizar programas de bajo nivel obte-
nidos por compilacio´n de programas fuente, dado que el stack se encuentra vac´ıo luego de la
creacio´n de un arreglo, la asignacio´n a una variable o de una operacio´n astore a. Sin embar-
20
JnKe = push n
JxKe = load x
Ja[e]Ke = JeKe; aload a
Je1 op e2Ke = Je2Ke; Je1Ke; prim op
J[x:=e]kK = k : JeKe; store x
J[a[e1]:=e2]kK = k : Je2Ke; Je1Ke; astore a
J[a:=newarray(e)]kK = k : JeKe; newarray a
J[x:=f(e1, . . . , en)]kK = k : JenKe; . . . Je1Ke; call f ; store x
J[f(e1, . . . , en)]kK = k : JenKe; . . . Je1Ke; call f ; pop
Js1; s2K = Js1K; Js2K
J[return e]kK = k : JeKe; return
J[Skip]kK = k : nop
Jif [e1 on e2]k then s1 else s2K =
k : Je2Ke; Je1Ke; cjmpon k1; k2 : Js2K; jmp l; k1 : Js1K
donde k1= init(s1) = k2 + |Js2K|+ 1
k2= init(s2) = k + |Je2Ke|+ |Je1Ke|+ 1
l= k1 + |Js1K|Jwhile [e1 on e2]k do sK =
k : Je2Ke; Je1Ke; cjmpon k1; jmp l; k1 : JsK; jmp k
donde k1= k + |Je2Ke|+ |Je1Ke|+ 2
l= k1 + |JsK|+ 1
Figura 2.6: Compilador
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go, e´sta provee una mayor precisio´n cuando se trata con programas que no son obtenidos por
compilacio´n.
2.2.2. Dominio Abstracto
Para nuestros propo´sitos, definimos dos tipos de ana´lisis: uno nume´rico y uno de nulidad.
Siguiendo las ideas de Mine´ [22], suponemos la existencia de una interfaz de dominio nume´ri-
co que puede ser concretizada con dominios relacionales abstractos esta´ndar. La misma con-
siste de un domino Dint equipado con un orden parcial v ⊆ Dint×Dint, operadores meet y join
u,unionsq : Dint × Dint → Dint, un elemento mı´nimo ⊥ y un elemento ma´ximo >. Asumimos dada,
adema´s, una funcio´n de asignacio´n abstracta Jx:=eK] : Dint → Dint.
La interfaz de dominio abstracto para el ana´lisis de nulidad esta´ definida por el ret´ıculo
completo (Dnull,v,⊥,>,u,unionsq). Adema´s de los operadores esta´ndar, suponemos la existencia de
una funcio´n de asignacio´n abstracta Jx:=nnullK] : Dnull → Dnull.
Habiendo descripto ambas interfaces, ahora definimos la interfaz de dominio abstracto
comu´n, como la combinacio´n de e´stas. Dicha interfaz esta´ definida por el ret´ıculo completo
(D,v,⊥,>,u,unionsq), donde D = Dint ×Dnull. Esta nueva interfaz tambie´n proporciona las funcio-
nes de asignacio´n abstracta Jx:=eK], Jx:=nnullK], Jx[e1]:=e2K] : D → D y la funcio´n assume]
que mapea guardas a elementos abstractos.
Finalmente, asumimos la existencia de una funcio´n mono´tona de concrecio´n γ : D →
P(VMem × AMem × Heap) que mapea elementos abstractos a conjuntos de entornos en
VMem × AMem × Heap y satisface las propiedades detalladas en la Figura 2.7. La funcio´n
γ utiliza los resultados de las funciones de concrecio´n γint : Dint → P(VMem) y γnull :
Dnull → (AMem × Heap), provistas por las interfaces abstractas nume´rica y de nulidad
respectivamente. Definimos el test abstracto JtK] : D → D de una guarda t ∈ Guard comoJtK](l]) = assume](t) u l].
2.2.3. Ana´lisis de Co´digo Fuente
El ana´lisis de alto nivel esta´ especificado por funciones de transferencia abstractas que
mapean elementos del domino abstracto en elementos del dominio abstracto.
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γint(d1 u d2) ⊇ γint(d1) ∩ γint(d2)
γint(d1 unionsq d2) ⊇ γint(d1) ∪ γint(d2)
γint(Jx:=eK](d)) ⊇ { {[ρv | x 7→ v] | ρv ∈ γint(d) ∧ v ∈ JeKρv} if x ∈ Vs
γint(d) otherwise
γnull(d1 u d2) ⊇ γnull(d1) ∩ γnull(d2)
γnull(d1 unionsq d2) ⊇ γnull(d1) ∪ γnull(d2)
γnull(Jx:=nnullK](d)) ⊇ {〈[ρa | x 7→ ref ], [h | ref 7→ b]〉 | 〈ρa, h〉 ∈ γnull(d) ∧ b 6= ⊥}
γ(d1 u d2) ⊇ γ(d1) ∩ γ(d2)
γ(d1 unionsq d2) ⊇ γ(d1) ∪ γ(d2)
γ(Jx:=eK](di, dn)) ⊇ {〈ρv, ρa, h〉 | ρv ∈ γint(Jx:=eK](di)) ∧ 〈ρa, h〉 ∈ γnull(dn)}
γ(Jx:=nnullK](di, dn)) ⊇ {〈ρv, ρa, h〉 | ρv ∈ γint(di) ∧ 〈ρa, h〉 ∈ γnull(Jx:=nnullK](dn))}
γ(Jx[e1]:=e2K](d)) ⊇ {〈ρv, ρa, [h | ρa a 7→ h(ρa a)[v1 7→ v2]]〉 | ρv ∈ γint(di) ∧ 〈ρa, h〉 ∈ γ(dn)
∧ v1 ∈ Je1Kρv ∧ v2 ∈ Je2Kρv ∧ h(ρa a) 6= ⊥}
{〈ρv, ρa, h〉 | JtKρv} ⊆ γ(assume](t))
Figura 2.7: Requisitos sobre la funcio´n γ
Definicio´n 2.1 (Dominio Abstracto para Alto Nivel). Un resultado del ana´lisis para el pro-
grama fuente P esta´ descripto por un elemento (Pre, Post, Loc) en el ret´ıculo
State] = FuncId→ D
× FuncId→ D
× FuncId× Lab→ D
Definicio´n 2.2 (Solucio´n). Una tupla (Pre, Post, Loc) para el programa fuente P es una
solucio´n del ana´lisis si verifica el sistema de restricciones definido en la Figura 2.8, es decir,
se cumple Pre, Post, Loc ` P .
2.2.4. Ana´lisis de Bytecode
Al igual que para el ana´lisis de alto nivel, el ana´lisis de bytecode esta´ definido por funciones
de transferencia abstractas que mapean estados abstractos en estados abstractos. En este caso,
los estados abstractos son pares de la forma (s], l]), donde l] es un elemento del dominio
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stm ∈ {Skip, x:=e, x[e1]:=e2, x:=newarray(n)} Fstm(Loc(f, i)) v l]
Sol ` {Loc(f, i)} [stm]i {l]}
Sol ` {JtK](Loc(f, i))} s1 {l]1} Sol ` {J¬tK](Loc(f, i))} s2 {l]2}
Sol ` {Loc(f, i)} if [t]i then s1 else s2 {l]1 unionsq l]2}
Sol ` {JtK](Loc(f, i))} s {l]} l] v Loc(f, i)
Sol ` {Loc(f, i)} while [t]i do s {J¬tK](Loc(f, i))}
Sol ` {l]} s1 {l]1} Sol ` {l]1} s2 {l]2}
Sol ` {l]} s1 ; s2 {l]2}
((f ′, [x1, . . . , xn]), s) ∈ P
Loc(f, i) = (d1, d2)
(dn
i=1assume
](ei = xi) u d1, d2
) v Pre(f ′) Post(f ′) = (l1, l2)
Sol ` {Loc(f, i)} [x:=f(e1, . . . , en)]i {Jx:=resK](d1, d2 u l2)}
((f ′, [x1, . . . , xn]), s) ∈ P
Loc(f, i) = (d1, d2)
(dn
i=1assume
](ei = xi) u d1, d2
) v Pre(f ′) Post(f ′) = (l1, l2)
Sol ` {Loc(f, i)} [f(e1, . . . , en)]i {(d1, d2 u l2)}
∀((f, args), s) ∈ P • Sol ` {Pre(f)} s {Post(f)} ((main, []), s) ∈ P > v Pre(main)
Sol ` P
Jres:=eK](Loc(f, i)) v Post(f)
Sol ` {Loc(f, i)} [return e]i {Post(f)}
donde Fstm(l]) =

l] if stm = SkipJx:=eK](l]) if stm = x:=eJx:=nnullK](l]) if stm = x:=newarray(e)Ja[e1]:=e2K](l]) if stm = a[e1]:=e2
y Sol refiere a Pre, Post, Loc.
Figura 2.8: Sistema de restricciones para el ana´lisis de co´digo fuente
abstracto y la lista de expresiones simbo´licas s] abstrae el stack de operandos. El dominio
simbo´lico abstracto para stacks es Expr?. El conjunto de variables consideradas por el ana´lisis
de bajo nivel es el mismo que en el ana´lisis de co´digo fuente.
Definicio´n 2.3 (Dominio Abstracto para Bytecode). El valor abstracto para un programa p˙
es descripto por un elemento ( ˙pre, ˙post, lo˙c) del ret´ıculo
˙state
]
= FuncId→ D
× FuncId→ D
× FuncId× Lab→ (Expr? × D)
Un resultado de ana´lisis es una solucio´n del ana´lisis si satisface el sistema de restricciones
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instr f˙instr instr f˙instr
prim op (e1 :: e2 :: s], l])→ (xe1 op e2y :: s], l]) push n (s], l])→ (n :: s], l])
store r (e :: s], l])→ (s][?/r], Jr:=eK](l])) load r (s], l])→ (xry :: s], l])
astore a (e1 :: e2 :: s], l])→ (s][?/a], Ja[e1]:=e2K](l])) aload a (e :: s], l])→ (xa[e]y :: s], l])
nop (s], l])→ (s], l]) pop (e :: s], l])→ (s], l])
newarray a (e :: s], l])→ (s][?/a], Ja:=nnullK](l]))
Instr 6∈ {jmp i′, cjmpon i′, call f ′, return} f˙instr(lo˙c(f, i)) v lo˙c(i+ 1)
˙pre, ˙post, lo˙c ` f [i] : Instr
lo˙c(f, i) = (e1 :: e2 :: s], l]) (s], J¬(e1 on e2)K](l])) v lo˙c(f, i+ 1) (s], Je1 on e2K](l])) v lo˙c(f, j)
˙pre, ˙post, lo˙c ` f [i] : cjmpon j
((f ′, [x1, . . . , xn]), s) ∈ p˙ lo˙c(f, i) = (e1 :: . . . :: en :: s], (d1, d2))(dn
i=1assume
](ei = xi) u d1, d2
) v ˙pre(f ′) ˙post(f ′) = (l1, l2) (d1, d2 u l2) v lo˙c(f, i+ 1)
˙pre, ˙post, lo˙c ` f [i] : call f ′
lo˙c(f, i) v lo˙c(f, j)
˙pre, ˙post, lo˙c ` f [i] : jmp j
lo˙c(f, i) = (e :: s], l]) Jres:=eK](l]) v ˙post(f)
˙pre, ˙post, lo˙c ` f [i] : return
((f, args), s) ∈ p˙ ∀i ∈ dom(s) • ˙pre, ˙post, lo˙c ` f [i] : s[i]
˙pre, ˙post, lo˙c ` f
((main, []), s) ∈ p˙ > v ˙pre(main) ∀((f, args), s) ∈ p˙ • ˙pre, ˙post, lo˙c ` f
˙pre, ˙post, lo˙c ` p˙
Figura 2.9: Sistema de restricciones para el ana´lisis de bytecode
asociado a cada programa. El sistema de restricciones esta´ definido en la Figura 2.9. Para las
instrucciones intraprocedurales que no provocan salto, las restricciones esta´n definidas mediante
funciones de transferencia parciales en Expr? × D ⇀ (Expr? × D), la mayor´ıa de ellas
definidas como ejecuciones simbo´licas que afectan la representacio´n abstracta del stack de
operandos.
Definicio´n 2.4 (Solution). Una tupla ˙pre, ˙post, lo˙c para el programa de bajo nivel p˙ es una
solucio´n del ana´lisis si satisface el sistema de restricciones de la Figura 2.9, es decir, el juicio
˙pre, ˙post, lo˙c ` p˙ es va´lido.
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2.2.5. Preservacio´n de Soluciones
En esta seccio´n mostramos la preservacio´n de soluciones de ana´lisis. Para ello, primero
definimos la compilacio´n de una solucio´n de ana´lisis de alto nivel y luego demostramos que es
una solucio´n para el ana´lisis de bytecode. Por claridad y conveniencia de escritura, denotamos
por f˙s1;··· ;sn(s
], l]) la composicio´n f˙sn(· · · (f˙s1(s], l])) · · · ), donde s1; · · · ; sn es una secuencia
de instrucciones de bajo nivel. Sea f una funcio´n de p˙. Usamos succ(f, l) para referirnos al
conjunto de sucesores de la etiqueta l. Por ejemplo, succ(f, l) = ∅ y succ(f, l) = {l + 1, l′}
para f [l] = return y f [l] = cjmpon l′ respectivamente. El conjunto pred(f, l) es definido como
{l′ | l ∈ succ(f, l′)}. Si la etiqueta l no pertenece al dominio de f , tanto pred(f, l) como
succ(f, l) denotan el conjunto vac´ıo.
Observacio´n 2.5. Para cada programa de bajo nivel p˙, podemos extraer, del sistema de res-
tricciones previo, un conjunto de funciones (g˙i,j)(i,j)∈Lab2 tales que ˙pre, ˙post, lo˙c ` p˙ si y so´lo
si
⊔
k′∈pred(f,k) g˙k′,k(lo˙c(f, k
′)) v lo˙c(f, k) para toda f ∈ p˙ y para todo k ∈ dom(p˙)..
Podemos extender una funcio´n parcial ˙locpartial ∈ ˙state] a una funcio´n total lo˙c en dom(p˙)
si hacemos
lo˙c(f, k)=
{
˙locpartial(f, k) si (f, k) ∈ dom( ˙locpartial)⊔
k′∈pred(f,k) g˙k′,k(lo˙c(f, k
′)) caso contrario
Esta definicio´n so´lo tiene sentido si, al considerar el grafo de control de flujo de cada f
en p˙ —cuyas aristas son {(i, j) | i ∈ dom(f) ∧ j ∈ succ(f, i)}—, todo bucle contiene una
etiqueta en dom( ˙locpartial). Nos referimos a la funcio´n lo˙c como la conclusio´n de la funcio´n
parcial ˙locpartial.
Definicio´n 2.6 (Resultados de Ana´lisis Compilados). Dado un resultado (Pre, Post, Loc) para
el programa P , un resultado de ana´lisis compilado de (Pre, Post, Loc) es igual a ( ˙pre, ˙post, lo˙c),
donde ˙pre = Pre, ˙post = Post y lo˙c es la conclusio´n de la funcio´n ˙locpartial definida en cada
k ∈ dom(Loc) por ˙locpartial(f, k) = ([ ], Loc(f, k)).
Se puede mostrar que esta definicio´n es buena por el hecho de que (Pre, Post, Loc) anota
cada bucle en P y cada bucle en el grafo de control de flujo de p˙ contiene una etiqueta de un
bucle en P .
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Lema 2.7. Sea ((f, args), body) ∈ p˙ y sean s1, s2 ∈ Instr? y e ∈ Exp, tales que body = s1 ::
l : JeKe :: l′ : s2. Entonces, lo˙c(f, l′) = fi1;...;ik(s], l]) = (e :: s], l]) donde (s], l]) = lo˙c(f, l) y
[i1; . . . ; ik] = JeKe.
Demostracio´n. Procedemos con la demostracio´n haciendo induccio´n estructural sobre la ex-
presio´n e. Observemos que, por ser p˙ un programa obtenido por compilacio´n, l′ 6∈ dom(Loc) y
pred(l′) = {l′ − 1}.
Caso e = n: Sabemos que JeKe = push n y pred(l′) = {l}. Por tanto,
lo˙c(f, l) = f˙push n(lo˙c(f, l)) = f˙push n(s
], l]) = (n :: s], l]).
Caso e = x: Tenemos que JeKe = load x y pred(l′) = {l}. As´ı,
lo˙c(f, l) = f˙load x(lo˙c(f, l)) = f˙load x(s
], l]) = (x :: s], l]).
Caso e = a[e]: Aqu´ı resulta JeKe = Je′Ke; aload a. Sea l′′ = l + |Je′Ke|. Por hipo´tesis de induc-
cio´n, lo˙c(f, l′′) = (e′ :: s], lsh), y por tanto, dado que pred(f, l′) = {l′′}, se verifica
lo˙c(f, l′) = f˙aload a(lo˙c(f, l′′)) = f˙aload a(e′ :: s], l]) = (xa[e]y :: s], l]).
Caso e = e′op e′′: Se tiene JeKe = Je′′Ke; Je′Ke; prim op. Sea l′′ = l + |Je′′Ke|+ |Je′Ke|. Aplicando
nuestra hipo´tesis de induccio´n, resulta lo˙c(f, l′′) = (e′ :: e′′ :: s], l]). Luego, puesto que
pred(f, l′) = {l′′}, se cumple
lo˙c(f, l′) = f˙prim op(lo˙c(f, l′′)) = f˙aload a(e′ :: e′′ :: s], l]) = (xe′op e′′y :: s
], l]).
De este modo, el lema queda probado. 
Lema 2.8. Sea ((f, args), body) ∈ p˙ y sean s1, s2 ∈ Instr? y e ∈ Exp, tales que body = s1 ::
k1 : JeKe :: k2 : s2. Entonces,
∀k ∈ [k1, k2), ˙pre, ˙post, lo˙c ` f [k] : body[k].
Demostracio´n. Probamos el lema por induccio´n estructural sobre la expresio´n e. Observemos
que k2 6∈ dom(Loc) dado que p˙ es un programa compilado.
Caso e = n: En este caso JeKe = push n, [k1, k2) = {k1} y puesto que pred(k1 + 1) = {k1},
lo˙c(f, k1 + 1) = f˙push n(lo˙c(f, k1)), lo cual implica que ˙pre, ˙post, lo˙c ` f [k1] : push n.
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Caso e = x: Tenemos JeKe = load x, [k1, k2) = {k1} y por ser pred(f, k1+1) = {k1}, lo˙c(f, k1+
1) = f˙load x(lo˙c(f, k1)). As´ı, ˙pre, ˙post, lo˙c ` f [k1] : load x.
Caso e = a[e′]: Aqu´ı, JeKe = Je′Ke; aload a. Sea k′ = k1 + |Je′Ke|. Por hipo´tesis de induccio´n,
∀k ∈ [k1, k′), ˙pre, ˙post, lo˙c ` f [k] : body[k], y como pred(f, k′ + 1) = {k′} entonces
f˙aload a(lo˙c(f, k
′)), lo que nos permite concluir ˙pre, ˙post, lo˙c ` f [k′] : aload a.
Caso e = e1op e2: Por compilacio´n, obtenemos JeKe = Je2Ke; Je1Ke; prim op. Sean k′′ = k1 +
|Je′′Ke| y k′ = k′′ + |Je′Ke|. Por hipo´tesis de induccio´n, sabemos que ∀k ∈ [k1, k′′) ∪
[k′′, k′), ˙pre, ˙post, lo˙c ` f [k] : body[k] y dado que el u´nico predecesor de k′ + 1 is k′,
lo˙c(f, k′ + 1) = f˙prim op(lo˙c(f, k′)), lo que significa que el juicio ˙pre, ˙post, lo˙c ` f [k′] :
prim op es va´lido.
Por tanto, hemos probado que ∀k ∈ [k1, k2), ˙pre, ˙post, lo˙c ` f [k] : body[k]. 
El siguiente lema establece el resultado principal de este cap´ıtulo: la compilacio´n preserva
soluciones de ana´lisis.
Lema 2.9. Si (Pre, Post, Loc) es tal que Pre, Post, Loc ` P , entonces el resultado de ana´lisis
( ˙pre, ˙post, lo˙c) compilado de (Pre, Post, Loc) es tal que ˙pre, ˙post, lo˙c ` p˙, es decir, es una
solucio´n del ana´lisis de bytecode.
Demostracio´n. Sea ((f, [x1, . . . , xn]), body) ∈ p˙ y supongamos que body = s1 :: k1 : JsK :: k2 : s2
y que existe l] tal que Pre, Post, Loc ` {Loc(f, k1)} s {l]} y ([], l]) v lo˙c(f, k2). Debemos
probar que ∀k ∈ [k1, k2), ˙pre, ˙post, lo˙c ` f [k] : body[k]. Para ello, procedemos por induccio´n
sobre la sentencia s. En esta prueba omitimos el ca´lculo de las etiquetas intermedias.
Caso s = [Skip]k1: Por compilacio´n sabemos que JsK = nop. Dado que nop es una instruccio´n
que no provoca salto, para probar ˙pre, ˙post, lo˙c ` f [k1] : nop, bastara´ con mostrar que
f˙nop(lo˙c(k1)) v lo˙c(k1 + 1). Ahora bien,
f˙nop(lo˙c(f, k1)) = lo˙c(f, k1) = ([], Loc(f, k1))
= ([], FSkip(lo˙c(f, k1)))
v ([], l]) v lo˙c(f, k2) = lo˙c(f, k1 + 1).
Por tanto, podemos concluir que ˙pre, ˙post, lo˙c ` f [k1] : nop.
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Caso s = [x:=e]k1: Al compilar una asignacio´n, obtenemos que JsK = JeKe; k1′ : store x. El
Lema 2.8 nos garantiza que ∀k ∈ [k1, k1′), ˙pre, ˙post, lo˙c ` f [k] : body[k]. Por tanto nos
resta probar la validez del juicio ˙pre, ˙post, lo˙c ` f [k1′] : store x. Observemos que store x
es una instruccio´n que no provoca salto y, adema´s,
f˙store x(lo˙c(f, k1
′)) = f˙store x(([e], Loc(f, k1′)))
= ([], Jx:=eK](Loc(f, k1)))
= ([], Fx:=e(lo˙c(f, k1)))
v ([], l]) v lo˙c(f, k2) = lo˙c(f, k1′ + 1).
Esto es, ˙pre, ˙post, lo˙c ` f [k1′] : store x es un juicio va´lido.
Caso s = [a[e1]:=e2]
k1: La prueba de este caso es similar al anterior. Por compilacio´n resultaJsK=Je2Ke; Je1Ke; k1′ :astore a, y por el Lema 2.8, ∀k∈ [k1, k1′), ˙pre, ˙post, lo˙c `f [k] :body[k].
Como astore a es una instruccio´n que no provoca salto y
f˙astore a(lo˙c(f, k1
′)) = f˙astore a(([e1, e2], Loc(f, k1′)))
= ([], Ja[e1]:=e2K](Loc(f, k1)))
= ([], Fa[e1]:=e2(lo˙c(f, k1)))
v ([], l]) v lo˙c(f, k2) = lo˙c(f, k1′ + 1),
entonces ˙pre, ˙post, lo˙c ` f [k1′] : astore a, u´nico juicio que restaba probar.
Caso s = a:=newarray(e): La prueba en el caso de la creacio´n de arreglos procede del si-
guiente modo. Tenemos que JsK = JeKe; k1′ : newarray a y, adema´s, el Lema 2.8 estable-
ce que ∀k ∈ [k1, k1′), ˙pre, ˙post, lo˙c ` f [k] : body[k]. Razonando como en los anteriores
casos, al ser newarray a una instruccio´n que no provoca salto, nos resta probar que
f˙newarray a(lo˙c(f, k1
′)) v lo˙c(f, k1′+1) para garantizar que ˙pre, ˙post, lo˙c ` f [k1′] : newarray a
sea un juicio va´lido. Pero esto queda probado puesto que
f˙newarray a(lo˙c(f, k1
′)) = f˙newarray a(([e], Loc(f, k1′)))
= ([], Ja:=nnullK](Loc(f, k1)))
= ([], Fa:=newarray(e)(lo˙c(f, k1)))
v ([], l]) v lo˙c(f, k2) = lo˙c(f, k1′ + 1).
Caso s = x:=f ′(e1, . . . , en): La compilacio´n de un llamado a funcio´n da como resultado la
secuencia de instrucciones JenKe; . . . Je1Ke; k1′ : call f ′; k2′ : store x. Por el Lema 2.8,
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∀k ∈ [k1, k1′), ˙pre, ˙post, lo˙c ` f [k] : body[k]. Nos resta probar que los juicios ˙pre, ˙post, lo˙c `
f [k1
′] : call f ′ ˙pre, ˙post, lo˙c ` f [k2′] : store x son va´lidos.
Sea (d1, d2) = Loc(f, k1) y Post(f
′) = (l1, l2). Por el Lema 2.7,
lo˙c(f, k1
′) = ([e1, . . . , en], Loc(f, k1)) (2.1)
y por hipo´tesis de induccio´n(dn
i=1assume
](ei = xi) u d1, d2
) v Pre(f ′) = ˙pre(f ′) (2.2)
Ahora bien, como k2
′ 6∈ Loc, entonces
lo˙c(f, k2
′) =
⊔
k∈pred(f,k2′) g˙k,k2′(lo˙c(f, k))
= g˙k1′,k2′(lo˙c(f, k1
′))
= ([xresy], (d1, d2 u l2)) (2.3)
De este modo, de (2.1) (2.2) y (2.3) podemos concluir que se verifica la validez del juicio
˙pre, ˙post, lo˙c ` f [k1′] : call f ′. Para mostrar que ˙pre, ˙post, lo˙c ` f [k2′] : store x, bas-
tara´ mostrar que f˙store x([xresy], (d1, d2u l2)) v lo˙c(f, k2). Observemos que, por hipo´tesis,
([], Jx:=resK](d1, d2 u l2)) v lo˙c(f, k2). Por lo cual
f˙store x([xresy], (d1, d2 u l2)) = ([], Jx:=resK](d1, d2 u l2)) v lo˙c(f, k2).
Caso s = f ′(e1, . . . , en): El llamado a procedimiento se compila casi ide´ntico al llamado a
funcio´n, con la u´nica diferencia que en el llamado a procedimiento el resultado es des-
cartado. Esto es, la instruccio´n k2
′ : store x es reemplazada por la instruccio´n k2′ : pop.
Por tanto, omitimos la demostracio´n para el resto de las etiquetas y so´lo mostramos que
˙pre, ˙post, lo˙c ` f [k2′] : pop. Observemos que pop es una instruccio´n que no provoca salto
y que
f˙astore a(lo˙c(f, k2
′)) = f˙pop([xresy], (d1, d2 u l2))
= ([], (d1, d2 u l2)) = ([], l])
v lo˙c(f, k2) = lo˙c(f, k2′ + 1).
Concluimos, as´ı, la validez del juicio.
Caso s = s1; s2: La prueba para el caso de la secuenciacio´n no presenta complicaciones. Por
compilacio´n, JsK = Js1K; k1′ : Js2K. No tenemos ma´s que aplicar la hipo´tesis de induccio´n,
la cual establece que ∀k ∈ [k1, k1′) ∪ [k1′, k2), ˙pre, ˙post, lo˙c ` f [k] : body[k].
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Caso s = [return e]k1: Segu´n las reglas del compilador, JsK = JeKe; k1′ : return. Por el Le-
ma 2.8, podemos asegurar que ∀k ∈ [k1, k1′), ˙pre, ˙post, lo˙c ` f [k] : body[k]. Debemos
probar ahora que ˙pre, ˙post, lo˙c ` f [k1′] : return. Para ello, observemos que por el Le-
ma 2.7, lo˙c(f, k1
′) = ([e], Loc(f, k1)), y adema´s, por ser (Pre, Post, Loc) una solucio´n del
ana´lisis de P ,
Jres:=eK](Loc(f, k1)) v Post(f) = ˙post(f).
As´ı, ˙pre, ˙post, lo˙c ` f [k1′] : return es un juicio va´lido.
Caso s = if [e1 on e2]k1 then s′ else s′′: Podemos ver que, si compilamos un condicional, ob-
tenemos JsK = Je2Ke; Je1Ke; k1′ : cjmpon k4′; k2′ : Js′′K; k3′ : jmp k2; k4′ : Js′Ke. Aqu´ı son varios los
juicios que debemos probar va´lidos. Por hipo´tesis de induccio´n y el Lema 2.8 sabemos
que ∀k ∈ [k1, k1′) ∪ [k2′, k3′) ∪ [k4′, k2), ˙pre, ˙post, lo˙c ` k : body[k]
Asumiendo nuestra hipo´tesis, tenemos
Pre, Post, Loc ` {Je1 on e2K](Loc(f, k1))} s′ {l]1}
y Pre, Post, Loc ` {J¬(e1 on e2)K](Loc(f, k1))} s′′ {l]2}
donde l]1 unionsq l]2 = l].
Se puede probar que para todo juicio de la forma Pre, Post, Loc ` {d#1 } s {d#2 }, se tiene
que d#1 = Loc(f, init(s)). Por lo tanto,
lo˙c(f, k4
′) = ([], Loc(f, k4′)) = ([], Je1 on e2K](Loc(f, k1)))
y lo˙c(f, k2
′) = ([], Loc(f, k2′)) = ([], J¬(e1 on e2)K](Loc(f, k1))).
Adema´s, Loc(f, k1
′) = ([e1, e2], Loc(f, k1)) por el Lema 2.7. De este modo, se concluye que
˙pre, ˙post, lo˙c ` f [k1′] : cjmpon k4′.
Si bien no hacemos la demostracio´n aqu´ı, se verifica que para toda sentencia s tal que
f = s1 :: k : JsK :: k′ : s2, k′ 6∈ dom(Loc) y que Loc ` {Loc(f, init(s))} s {l]}, entonces
lo˙c(f, k′) v ([], l]). Ahora, dado que k3′ 6∈ dom(Loc), resulta lo˙c(f, k3′) v ([], l]2). Adicio-
nalmente, ([], l]2) v ([], l]) v lo˙c(f, k2). Por lo tanto, lo˙c(f, k3′) v lo˙c(f, k2) implica que el
juicio ˙pre, ˙post, lo˙c ` f [k3′] : jmp k2 es va´lido, lo cual completa la prueba de este caso.
Caso s = while [e1 on e2]k1 do s′: En el caso de un bucle, las reglas de compilacio´n establecen
que JsK = Je2Ke; Je1Ke; k1′ :cjmpon k3′; k2′ :jmp k2; k3′ :Js′K; k4′ :jmp k1. La hipo´tesis de induccio´n
y el Lema 2.8 establecen que ∀k ∈ [k1, k1′)∪ [k3′, k4′), ˙pre, ˙post, lo˙c ` k : body[k]. Por tanto,
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debemos probar la validez de los juicios para las etiquetas k1
′, k2′ y k4′. Usando el Lema 2.7
sabemos que
lo˙c(f, k1
′) = ([e1, e2], Loc(f, k1)) (2.4)
Adema´s, dado que k2
′ 6∈ Loc y pred(k2′) = {k1′} se verifica la siguiente igualdad,
lo˙c(f, k2
′) = g˙k1′,k2′(lo˙c(f, k1
′))
= ([], J¬(e1 on e2)K](Loc(f, k1))) (2.5)
Asumiendo nuestra hipo´tesis, el juicio Loc ` {Je1 on e2K](Loc(f, k1))} s′ {l]s′} es va´lido.
De esto y del hecho de que k3
′ = init(s′), resulta
lo˙c(f, k3
′) = ([], Je1 on e2K](Loc(f, k1))) (2.6)
Tal como afirmamos en el caso anterior, lo˙c(f, k4
′) v l]s′ como consecuencia de que k4′ 6∈
Loc. Esto nos permite llegar a la siguiente conclusio´n,
lo˙c(f, k4
′) v lo˙c(f, k2) (2.7)
Finalmente, por hipo´tesis, resulta
J¬(e1 on e2)K](Loc(f, k1)) v lo˙c(f, k2) (2.8)
As´ı, (2.4), (2.5) y (2.6) implican la validez de ˙pre, ˙post, lo˙c ` k1′ : cjmpon k3′. Adema´s,
(2.5) y (2.8) implican ˙pre, ˙post, lo˙c ` k2′ : jmp k2 y (2.7) permite verificar que el juicio
˙pre, ˙post, lo˙c ` k4′ : jmp k1 es va´lido. De este modo, completamos la prueba para este
caso.
La induccio´n estructural realizada sobre el cuerpo de la funcio´n f nos permite concluir que
˙pre, ˙post, lo˙c ` f es un juicio va´lido. Esto, por supuesto, se verifica cualquiera sea f , ya que
no hemos hecho ningu´n supuesto especial sobre la funcio´n. Observemos, tambie´n, que por ser
(Pre, Post, Loc) una solucio´n del ana´lisis de alto nivel, se verifica que ((main, []), s) es una
funcio´n de P , y por tanto de p˙, y adema´s > v Pre(main). Dado que ˙pre = Pre, de todo lo
anterior concluimos que lo˙c ` p˙, lo cual concluye esta demostracio´n. 
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3Preservacio´n deObligaciones dePrueba
Errors are not in the art but in the artificers. Issac Newton
En este cap´ıtulo definimos dos frameworks de verificacio´n, respectivamente, para programas
de alto y bajo nivel del cap´ıtulo anterior. Consideramos como lenguaje de especificacio´n las
fo´rmulas de primer orden, es decir, el dominio de aserciones A. La validez de una afirmacio´n
en un estado particular de ejecucio´n η ∈ States es esta´ndar. En particular, una asercio´n que
contiene la expresio´n a[e] es inva´lida en aquellas ejecuciones en las cuales a es nula o e esta´ fuera
de los l´ımites de a.
Consideramos como una especificacio´n de un programa una tupla (pre, annot, post, χ), don-
de pre, post, χ : FuncId ⇀ A son funciones parciales que especifican, respectivamente, las
pre y post condiciones de las funciones del programa. post especifica las post-condiciones
de terminacio´n normal y χ las post-condiciones de terminacio´n anormal. La funcio´n parcial
annot : FuncId × Lab ⇀ A mapea etiquetas a especificaciones de puntos internos para cada
funcio´n. La variable especial res hace referencia al valor devuelto por una funcio´n y cada pre
so´lo hace referencia a variables de V . Cuando se especifica un programa bytecode, las aserciones
pueden referirse a la variable especial s que representa el stack de operandos.
Decimos que un programa satisface la especificacio´n (pre, annot, post, χ), si, para cada fun-
cio´n f del programa, toda ejecucio´n que comienza en un estado que satisface pre(f) so´lo alcanza
estados finales normales que satisfacen post(f) o estados anormales que satisfacen χ(f) y so´lo
alcanza puntos intermedios l-etiquetados que satisfacen annot(f, l). Dada una especificacio´n
de programa (pre, annot, post, χ), un framework generador de condiciones de verificacio´n (VC-
gen) proporciona suficientes obligaciones de prueba que garantizan que el programa satisface
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la especificacio´n.
Los VCgens definidos en este cap´ıtulo son h´ıbridos en el sentido de que aprovechan el ana´lisis
previamente computado para reducir el taman˜o de las obligaciones de prueba Suponemos que
el resultado de un ana´lisis relacional ((Pre, Post, Loc) y ( ˙pre, ˙post, lo˙c) para programas fuente
y bytecode, respectivamente) se da como entrada al VCgen. Para el dominio abstracto D,
consideramos una relacio´n |= ⊆ D×A tal que para cualquier guarda b y cualquier d ∈ D, d |= b
indica que la interpretacio´n del elemento abstracto d garantiza la validez de la condicio´n b. Por
ejemplo, al intentar acceder a un arreglo en la expresio´n a[x], chequearemos que la variable de
arreglo a sea no nula y que la variable x este´ dentro de los l´ımites de a. Si instanciamos D
con una combinacio´n del dominio de los poliedros convexos (convex polyhedra) y un dominio
para nullness, cada elemento representa un conjunto de restricciones lineales y una funcio´n
que mapea variables de arreglo a {null, nnull} de donde podemos descubrir si la condicio´n
a 6= null ∧ 0 ≤ x < |a| se satisface.
Otra mejora respecto a los VCgen esta´ndar consiste en reusar el resultado del ana´lisis para
reforzar los invariantes de los bucles. Esta te´cnica ayuda a reducir el taman˜o de las anotaciones
y la carga de la especificacio´n interactiva. Con este fin, suponemos la existencia de una funcio´n
de concrecio´n γa : D→ A para interpretar elementos abstractos d ∈ D como aserciones.
3.1. VCgen para Programas Fuente
Consideremos una especificacio´n (pre, annot, post, χ) para el programa fuente P . En esta
seccio´n, asumimos que annot es una anotacio´n suficiente de P , esto es, para todo subprograma
while [t]l do c de P , tenemos que l ∈ dom(annot).
Un VCgen para programas fuente esta´ definido por los conjuntos de obligaciones de prueba
PO(f), donde para cada funcio´n f en p˙, PO(f) se define como {pre(f)∧γa(Pre(f))⇒ φ[~V/~V old ]}∪
θ, donde 〈φ, θ〉 = WP(s, post(f)), φ[~V/~V old ] representa el resultado de sustituir en φ cualquier
variable de arreglo o escalar xold en V olds +V
old
a por x, s es el cuerpo de f y la funcio´nWP se define
en la Figura 3.1. En la figura, R refiere a las variables de arreglo modificadas por la funcio´n
llamada y la asercio´n okA(e) refiere a la condicio´n que debe satisfacer un estado de ejecucio´n
para garantizar que todo acceso a arreglo en e es va´lido, es decir, que el arreglo esta´ definido
y el ı´ndice esta´ dentro de los l´ımites de e´ste. Por ejemplo, si e no contiene expresiones de
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arreglo, okA(e) se define como true y okA(a[e]) como a 6= null ∧ 0 ≤ e < |a|. Seguimos la
hipo´tesis simplificadora de que las expresiones no contienen ma´s de un acceso a arreglo. Para
cualquier variable a y expresiones e1 y e2, interpretamos upd(a, e1, e2) como el arreglo a tal
que a′[e] se evalu´a a e2 si e1 = e y a a[e] en caso contrario. Para simplificar la presentacio´n
de los ejemplos, las obligaciones de prueba para las sentencias while esta´n divididas en dos
aserciones correspondientes a las ramas true y false.
La funcio´n WP considera el resultado del ana´lisis (Pre, Post, Loc) para reducir el taman˜o
de las obligaciones de prueba. Esto es, si el valor abstracto Loc(f, l) asociado al punto de
programa bajo consideracio´n indica que cualquier acceso a arreglo en la sentencia es va´lido, el
predicado devuelto es simplificado al omitir la post-condicio´n excepcional.
Consideremos el Programa 3.1. Si el ana´lisis es capaz de computar en la etiqueta k1 un
valor abstracto d tal que d |= A 6= null ∧ 0 ≤ i < |A|, la funcio´n WP retornara´ la asercio´n
upd(A, i, A[0])[i + 1 − 1] = A[0], la cual junto con el invariante de bucle en la etiqueta k da
lugar a la obligacio´n de prueba:
A[i− 1] = 0 ∧ A 6= null ∧ 0 ≤ i ≤ |A| ⇒
i < |A| ⇒ upd(A, i, A[0])[i+ 1− 1] = A[0]
donde la asercio´n enmarcada A 6= null ∧ 0 ≤ i ≤ |A| representa el resultado del ana´lisis en el
punto de entrada al bucle.
En contraste, si no aprovechamos el resultado del ana´lisis, debemos proporcionar una fo´rmu-
la mayor:
A[i− 1] = 0 ∧ A 6= null ∧ 0 ≤ i ≤ |A| ⇒
i < |A| ⇒
(A 6= null ∧ 0 ≤ i < |A| ⇒ upd(A, i, A[0])[i+ 1− 1] = A[0]
∧¬(A 6= null ∧ 0 ≤ i < |A|)⇒ false)
Como puede observarse en la definicio´n de WP, las obligaciones de prueba son de la forma
φ1∧ γa(d) ⇒ φ2, mientras que un esta´ndar VCgen produce la obligacio´n de prueba ma´s fuerte
φ1 ⇒ φ2. En consecuencia, uno puede proporcionar el co´digo con un invariante ma´s de´bil φ1
siempre que el analizador sea capaz de, eventualmente, inferir la informacio´n faltante γa(d). Por
ejemplo, para el sencillo Programa 3.1, un VCgen esta´ndar retornara´ la obligacio´n de prueba
inva´lida
A[i− 1] = A[0]⇒ ¬(i < |A|)⇒ A[|A| − 1] = A[0]
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WP([Skip]l, φ) = 〈φ, ∅〉 WP([return e]l, φ) = 〈ckA(e, post(f)[e/res]), ∅〉
WP([x:=e]l, φ) = 〈ckA(e, φ[e/x]), ∅〉 WP([a[e1]:=e2]l, φ) = 〈ckA(e2, ckA(a[e1], φ[upd(a,e1,e2)/a])), ∅〉
WP([a:=newarray(e)]l, φ) = 〈ckA(e, φ[[0 7→0,...,e−1 7→0]/a]), ∅〉
WP(c1, φ2) = 〈φ1, θ1〉 WP(c2, φ) = 〈φ2, θ2〉
WP(c1; c2, φ) = 〈φ1, θ1 ∪ θ2〉
Φ = pre(f ′)[e1,...,en/x1,...,xn ] ∧ ∀res, R′ • post(f ′)[R
′,R/R,Rold ][
e1,...,en/xold1 ,...,xoldn ]⇒ φ[
R′/R][res/x]
WP([x:=f ′(x1, . . . , xn)]l, φ) = 〈ckA(e1, . . . ckA(en,Φ) . . . ), ∅〉
Φ = pre(f ′)[e1,...,en/x1,...,xn ] ∧ ∀res, R′ • post(f ′)[R
′,R/R,Rold ][
e1,...,en/xold1 ,...,xoldn ]⇒ φ[
R′/R]
WP([f ′(x1, . . . , xn)]l, φ) = 〈ckA(e1, . . . ckA(en,Φ) . . . ), ∅〉
WP(c1, φ) = φ1, θ1 WP(c2, φ) = φ2, θ2
WP(if [t]l then c1 else c2, φ) = 〈ckA(t, t⇒ φ1 ∧ ¬t⇒ φ2), θ1 ∪ θ2〉
WP(c, φ) = 〈φ1, θ1〉 Φ = (t⇒ φ1) ∧ (¬t⇒ φ)
WP(while [t]l do c, φ) = 〈annot(f, l), {annot(f, l) ∧ γa(Loc(f, l))⇒ ckA(t,Φ)} ∪ θ1〉
donde ckA(e, ϕ) refiere a ϕ si Loc(f, l) |= okA(e) y a la fo´rmula okA(e)⇒ ϕ ∧ ¬okA(e)⇒ χ en caso contrario.
Figura 3.1: Definicio´n de la funcio´n WP
para el camino que no entra al bucle. Es suficiente con proporcionar un invariante ma´s fuerte,
es decir en conjuncio´n con la condicio´n i ≤ |A|, para demostrar la correctitud del programa.
Sin embargo, como una alternativa a incrementar el taman˜o de las anotaciones, asumiendo que
la condicio´n i ≤ |A| es inferida por el ana´lisis, el VCgen h´ıbrido genera la siguiente obligacio´n
de prueba ma´s de´bil (y va´lida):
A[i− 1] = A[0] ∧ A 6= null ∧ 0 ≤ i ≤ |A| ⇒
¬(i < |A|)⇒ A[|A| − 1] = A[0]
3.2. VCgen para Programas Bytecode
Sea (pre, annot, post, χ) una especificacio´n para el programa bytecode p˙. As´ı como en el
VCgen para programas fuente antes definido, la pre-condicio´n pre(f) y las anotaciones internas
annot(f, l) son fortalecidas con el resultado del ana´lisis, para cada funcio´n f en p˙. Con tal fin,
interpretamos el resultado del ana´lisis con la ayuda de las funciones de concrecio´n γa : D→ A
y γ¯a : (Expr
? × D) → A. Un VCgen para bytecode se define mediante la extraccio´n de las
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Programa 3.1 Ejemplo
// pre(f) : true, χ(f) : false
f() {
[i := 1]k0 ;
// A[i− 1] = A[0]
while [i < |A|]k do {
[A[i] := A[0]]k1 ; [i := i+ 1]k2
}
// A[|A| − 1] = A[0]
...
}
obligaciones de prueba:
po(f) = {pre(f) ∧ γa( ˙pre(f))⇒ wpi(f, init(s))[V/ ~V old ]}∪
{annot(f, l) ∧ γ¯a(lo˙c(f, l))⇒ wpi(f, l) | (f, l) ∈ dom(annot)}
para cada f en p˙, donde s es el cuerpo de la funcio´n f y el transformador de predicados wp
se muestra en la Figura 3.2. Si un punto de programa esta´ anotado, la funcio´n wp retorna
annot(f, l). En caso contrario, aplica la funcio´n wpi, definido en te´rminos de la instruccio´n
en un punto de programa l, tomando como para´metros las anotaciones computadas para el
punto de programa sucesor. La definicio´n de wp y wpi es hecha por induccio´n a lo largo de los
caminos de control de flujo del programa. Un programa p˙ es suficientemente anotado si el grafo
de control de flujo de p˙ no contiene bucles no anotados. El principio de induccio´n derivado de
la definicio´n de programas suficientemente anotados es suficiente para garantizar que wp y wpi′
esta´n bien definidas. Para una lista s, s[0] y s[1] representan el primer y segundo elemento de
s, y ↑s denota el resultado de remover de s su primer elemento.
3.3. Preservacio´n de Obligaciones de Prueba
Consideremos la especificacio´n (pre, annot, post, χ) para el programa fuente P , y supongamos
que annot es una anotacio´n suficiente para P , es decir, todo bucle esta´ anotado. Hagamos que
(pre, annot, post, χ) tambie´n defina la especificacio´n para el programa bytecode p˙. De resultados
previos, sabemos que si annot es una anotacio´n suficiente para P , entonces tambie´n es una
anotacio´n suficiente para el resultado de la compilacio´n p˙. Sea (Pre, Post, Loc) una solucio´n
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wpi(f, l) = wp(f, l + 1)[s[0] op s[1]::↑
2s/s] p˙[l] = prim op
wpi(f, l) = wp(f, l + 1)[v::s/s] p˙[l] = push v
wpi(f, l) = wp(f, l + 1)[s[0],↑s/x,s] p˙[l] = store x
wpi(f, l) = wp(f, l + 1)[x::s/s] p˙[l] = load x
wpi(f, l) = ckA(wp(f, l + 1)[upd(a,s[0],s[1]),↑
2s/a,s]) p˙[l] = astore a
wpi(f, l) = ckA(wp(f, l + 1)[a[s[0]]::↑s/s]) p˙[l] = aload a
wpi(f, l) = wp(f, l + 1)[[0 7→0,...,s[0]−1 7→0],↑s/a,s] p˙[l] = newarray a
wpi(f, l) = s[0] on s[1]⇒ wp(f, l′)[↑2s/s] p˙[l] = cjmpon l′
∧¬(s[0] on s[1])⇒ wp(f, l + 1)[↑2s/s]
wpi(f, l) = wp(f, l′) p˙[l] = jmp l′
wpi(f, l) = wp(f, l + 1) p˙[l] = nop
wpi(f, l) = post[s[0]/res] p˙[l] = return
wpi(f, l) = pre(f ′)[s[0],...,s[n−1]/x1,...,xn ] p˙[l] = call f
′
∧∀res, R′ • post(f ′)[R,Rold/R′,R][e1,...,en/xold1 ,...,xoldn ]
⇒ wp(f, l + 1)[R′/R]
donde ckA(ψ) refiere a ψ si lo˙c(f, l) |= okA(x[s[0]]) y a okA(x[s[0]])⇒ ψ ∧¬okA(x[s[0]])⇒ χ en caso contrario.
wp(f, l) =
{
annot(f, l) si (f, l) ∈ dom(annot)
wpi(f, l) caso contrario
Figura 3.2: VCgen para Programas Bytecode
del ana´lisis del programa P y sea ( ˙pre, ˙post, lo˙c) una solucio´n del ana´lisis del programa bytecode
p˙, obtenida por compilacio´n de (Pre, Post, Loc) tal como se ha descripto en la Seccio´n 2.2.5
cap´ıtulo anterior.
Supongamos que las funciones de concrecio´n satisfacen la propiedad γ¯a([], d) = γa(d), de
modo que la intrepretacio´n de los resultados del ana´lisis abstracto, tanto de alto como bajo
nivel, coincidan (recordemos que por definicio´n lo˙c(f, l) = ([ ], Loc(f, l)) para todo (f, l) en
dom(Loc)). Adema´s, para cualquier expresio´n e y cualquier d ∈ D, si e no contiene expresiones
de arreglos, es decir okA(e) = true, entonces d |= okA(e).
El siguiente resultado sobre compilacio´n de expresiones es u´til para provar preservacio´n de
obligaciones de pruebas:
Lema 3.1. Sea ((f, args), s) ∈ p˙ tal que s es igual a s1 :: l1 : JeKe :: l2 : s2. Entonces, wpi(f, l1)
es igual a wpi(f, l2)[
e::s/s] si lo˙c(f, l1) |= okA(e) e igual a okA(e)⇒ wpi(f, l2)[e::s/s]∧¬okA(e)⇒ χ
en caso contrario.
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Programa 3.2 Ejemplo (compilacio´n del Programa 3.1)
f :
k0 :push 1
store i
k :jmp k′
k1 :push 0
aload A
load i
astore A
k2 :push 1
load i
prim +
store i
k′ :push |A|
load i
cjmp<k1
k′′ :. . .
Demostracio´n. El resultado se verifica bajo la hipo´tesis antes realizada de que la expresio´n e
contiene como ma´ximo un acceso a arreglo. De lo contrario, la igualdad sinta´ctica no se cumple,
pero no es complicado mostrar una equivalencia lo´gica.
La demostracio´n procede por induccio´n sobre la expresio´n e. 
La siguiente proposicio´n establece la coincidencia de los conjuntos de obligaciones de prue-
bas PO y po, siempre que el programa bytecode p˙ sea el resultado de compilar el programa
fuente P .
Proposicio´n 3.2. Sea f una funcio´n de P . Para todo subprograma c de fP , las obligaciones
de prueba correspondientes a c son iguales a las obligaciones de prueba en fp˙ que corresponden
a la subsecuencia JcK.
Consideremos el Programa 3.2, el cual es un programa bytecode obtenido por compilacio´n
del Programa 3.1. Podemos ver que la obligacio´n de prueba en la etiqueta k es
A[i− 1] = A[0] ∧ A 6= null ∧ 0 ≤ i ≤ |A| ⇒
(i < |A| ⇒ (A[i− 1] = A[0])[upd(A,i,A[0]),i+1/A,i]) ∧
(¬(i < |A|)⇒ A[|A| − 1] = A[0])
que es igual a la obligacio´n de prueba en la etiqueta k del Programa Fuente 3.1.
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wˆpi(f, l) = ckA(wˆp(f, l + 1)[upd(x,s[0],s[1]),↑
2s/x,s]) p˙[l] = astore x
wˆpi(f, l) = ckA(wˆp(f, l + 1)[x[s[0]]::↑s/s]) p˙[l] = aload x
wˆpi(f, l) = wpi(f, l) caso contrario
donde ckA(ψ) referencia a okA(x[s[0]]) ⇒ ψ ∧ ¬okA(x[s[0]]) ⇒ χ sin importar si lo˙c(f, l) |= okA(x[s[0]]) se
satisface.
wˆp(f, l) =
{
annot(f, l) si (f, l) ∈ dom(annot)
wˆpi(f, l) caso contrario
pˆo(f) = { ˆannot(f, l)⇒ wˆpi(f, l) | (f, l) ∈ dom( ˆannot)}
Figura 3.3: VCgen No-Hı´brido para Bytecode
3.4. De VCgen Hı´brido a VCgen Esta´ndar
En esta seccio´n mostramos la correspondencia entre el VCgen h´ıbrido para bytecode, de-
finido en la seccio´n anterior, y un VCgen esta´ndar que no aprovecha el resultado del ana´lisis.
Ma´s precisamente, interpretando el resultado abstracto como fo´rmulas lo´gicas, mostramos la
equivalencia entre las obligaciones de pruebas de ambos VCgen. Suponiendo que la relacio´n
|= satisface una condicio´n de correccio´n, la correctitud del VCgen h´ıbrido es una consecuen-
cia de la correctitud del VCgen esta´ndar. Adema´s, la correctitud del VCgen para programas
esta´ asegurada si el compilador preserva sema´ntica.
Dada una especificacio´n (pˆre, ˆannot, post, χ) para el programa bytecode p˙, un VCgen no
h´ıbrido extrae el conjunto de obligaciones de pruebas pˆo(f)∪{pˆre(f)⇒ wˆpi(f, init(s))[V/V old ]},
para cada f en p˙, donde s es el cuerpo de f y wˆpi y pˆo esta´n definidas en la Figura 3.3.
Para evitar ambigu¨edad, en lo que resta hacemos expl´ıcitos algunos para´metros necesarios en
la definicio´n de wpi, wp, wˆpi y wˆp. Escribimos, por ejemplo, wˆpi(f, l, ˆannot, post, χ) en vez de
wˆpi(f, l).
Sea ( ˙pre, ˙post, lo˙c) un resultado del ana´lisis de programa de bajo nivel p˙. Consideremos las
especificaciones (pre, annot, post, χ) y (pˆre, ˆannot, post, χ) para el programa p˙, tales que toda f
en p˙, pˆre esta´ definida como pre(f) ∧ γa( ˙pre(f)) y para todo (f, l) en dom(annot), ˆannot(f, l)
esta´ definido como annot(f, l)∧ γ¯a(lo˙c(f, l)). Decimos que la relacio´n |= ⊆ D×Guard es va´lida
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si para cada elemento abstracto d ∈ D y b ∈ Guard tenemos que d |= b implica la validez
universal de γa(d)⇒ b. El resultado del ana´lisis ( ˙pre, ˙post, lo˙c) se dice verificable si el conjunto
de obligaciones de prueba po(f, true, γ¯a ◦ lo˙c, true, true) es demostrable, para cada f en p˙.
Lema 3.3. Sea f en p˙. Para cada etiqueta l en f :
wpi(f, l, annot, post, χ) ∧ γ¯a(lo˙c(f, l))⇒ wˆpi(f, l, ˆannot, post, χ)
siempre que la relacio´n |= ⊆ D×Guard sea va´lida y el ana´lisis (Pre, Post, Loc) sea verificable.
La correctitud del VCgen po se sigue del siguiente resultado y de la correctitud del VCgen
esta´ndar pˆo:
Proposicio´n 3.4. Sea f en p˙. La demostrabilidad del conjunto de obligaciones de prueba
pˆo(f, pre, ˆannot, post, χ) se sigue de la demostrabilidad de po(f, pre, annot, post, χ).
Consideremos, por ejemplo, la secuencia de bajo nivel del Programa ??. Recordemos que
annot esta´ definida como A[i − 1] = A[0] y A[|A| − 1] = A[0] en k y k′′ respectivamente.
Sea definido ˆannot mediante el fortalecimiento de annot con el resultado del ana´lisis, es decir,
ˆannot(f, k) = annot(f, k)∧A 6= null∧ 0 ≤ i ≤ |A| (podemos dejar ˆannot(k′′) = annot(k′′)). Sea
Ψ la precondicio´n ma´s de´bil computada por el VCgen no h´ıbrido en la etiqueta k1:
A 6= null ∧ 0 ≤ i < |A| ⇒ (upd(A, i, A[0])[i+ 1− 1] = A[0]
∧ 0 ≤ i+ 1 ≤ |A|)
∧¬(A 6= null ∧ 0 ≤ i < |A|)⇒ false
la cual, por el Lema 3.3 es implicada por el VCgen h´ıbrido wp y el resultado del ana´lisis, es
decir, por
upd(A, i, A[0])[i+ 1− 1] = A[0] ∧ A 6= null ∧ 0 ≤ i < |A|
Tal como se establece en la Proposicio´n 3.4, si las obligaciones de prueba devueltas por el
VCgen h´ıbrido son va´lidas, y asumiendo que el ana´lisis es verificable, tenemos que
A[i− 1] = A[0] ∧ 0 ≤ i ≤ |A| ⇒ i < |A| ⇒
upd(A, i, A[0])[i+ 1− 1] = A[0]
y 0 ≤ i ≤ |A| ⇒ i < |A| ⇒ 0 ≤ i < |A| son demostrables. Luego, se cumple que la condicio´n
de verificacio´n
A[i− 1] = A[0] ∧ A 6= null ∧ 0 ≤ i ≤ |A| ⇒ i < |A| ⇒ Ψ
41
devuelta por el VCgen esta´ndar es demostrable.
Los resultados de esta seccio´n establecen que los me´todos h´ıbridos de verificacio´n pueden ser
mapeados a me´todos esta´ndares de verificacio´n. En el contexto de PCC, desear´ıamos establecer
el resultado ma´s fuerte de que los certificados h´ıbridos pueden ser compilados a certificados
esta´ndares. De hecho, es posible probar dicho resultado utilizando el framework de [5]. Sin
embargo, la compilacio´n de certificados h´ıbridos a certificados esta´ndares requiere el uso de
analizadores certificantes, que generan automa´ticamente pruebas lo´gicas de la correctitud de
los resultados del ana´lisis. Mientras que es posible evitar los me´todos h´ıbridos, por ejemplo
para sustentarse en arquitecturas PCC esta´ndares, e´stos son beneficiosos tanto para el produc-
tor de co´digo, porque reduce el nu´mero de obligaciones de prueba requeridas para certificar
co´digo, como para los consumidores de co´digo, porque los certificados son ma´s compactos y
ma´s eficientes de verificar. La traduccio´n de certificados h´ıbridos a esta´ndares es interesante
para escenarios de PCC en los cuales las obligaciones de prueba originales son generadas por
un VCgen h´ıbrido, pero en los cuales la Base Computacional Confiable destino no tiene soporte
para certificados h´ıbridos.
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4QuickSort: Un Caso de Estudio
En este cap´ıtulo presentamos un caso de estudio completo en el cual aplicamos los resultados
obtenidos y mostramos las ventajas de me´todos h´ıbridos de verificacio´n respecto a los me´todos
esta´ndares. Comenzamos describiendo el programa elegido y los motivos de su eleccio´n y hace-
mos las aclaraciones pertinentes que facilitan la comprensio´n de lo expresado en este cap´ıtulo.
A continuacio´n presentamos un resultado para el ana´lisis de alto nivel y explicamos co´mo se
obtiene. En la seccio´n de verificacio´n, damos la especificacio´n del programa y mostramos los
conjuntos completos de obligaciones de prueba, tanto los generados por el VCgen h´ıbrido como
los generados por el VCgen esta´ndar. Por razones de espacio, omitimos el ca´lculo de dichos
conjuntos. Finalizamos el cap´ıtulo estudiando las principales diferencias entre la utilizacio´n de
ambos me´todos.
4.1. Programa de Ejemplo
Tal como el t´ıtulo del cap´ıtulo lo explicita, el programa elegido para nuestro caso de estudio
es QuickSort [19], un algoritmo de ordenacio´n eficiente desarrollado por Charles Hoare en 1962.
La eleccio´n de Quicksort se debe al uso intensivo que hace del arreglo que ordena y a la forma
en que los ı´ndices son manejados. Si bien este algoritmo es muy conocido y la mayor´ıa de los
lenguajes lo proveen como parte integral de sus librer´ıas, cuando se lo intenta programar suelen
cometerse errores muy sutiles que dan lugar a comportamientos ano´malos de sus ejecuciones.
El ca´lculo incorrecto de los ı´ndices es, en general, el error ma´s comu´n. El Programa 4.1 muestra
el co´digo fuente QuickSort. En nuestro lenguaje de alto nivel pueden producirse dos tipos de
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excepciones: accesos nulos o fuera de rango. Si bien el algoritmo maneja so´lo un arreglo, dado
que los arreglos son globales, la mayor´ıa de las funciones asumen que el arreglo ha sido creado
antes de ser llamadas. Por ello, tanto el ana´lisis de nulidad como el nume´rico son interesantes,
ya que pueden brindar informacio´n importante sobre la validez de los accesos a arreglos que
se efectuan durante la ejecucio´n del algoritmo y de este modo reducir considerablemente el
taman˜o de las obligaciones de prueba.
En lo que resta, asumimos la existencia de las funciones random() y rand(n, m). Siendo sus
respectivas pre y pos condiciones Pre(random) : >, Post(random) : >, Pre(rand) : n ≤ m y
Post(rand) : nold ≤ res ≤ mold, es decir, random() computa un entero aleatorio cualquiera y
rand(n, m) computa un entero aleatorio entre m y n.
Programa 4.1 QuickSort source code
main () {
[ n← -1 ] k1;
while ( [ n<0 ] k2) {
[ n ← random () ] k3
};
[ vec ← newarray(n) ] k4;
[ i ← 0 ] k5;
while ( [ i < n ] k6) {
[ x ← random () ] k7;
[ vec[i] ← x ] k8;
[ i ← i+1 ] k9
};
[ quicksort (0, n) ] k10;
[ return 0 ] k11
}
getPivot(low , hi) {
[ x ← rand(low , hi -1) ] k12;
[ return x ] k13
}
44
Programa 4.1 Co´digo Fuente de QuickSort
swap(i, j) {
[ t ← vec[i] ] k14;
[ vec[i] ← vec[j] ] k15;
[ vec[j] ← t ] k16;
[ return 0 ] k17
}
split(low , hi) {
[ piv ← getPivot(low , hi) ] k18;
[ x ← vec[piv] ] k19;
[ sIdx ← low ] k20;
[ i ← low ] k21;
[ swap(piv , hi - 1 ) ] k22;
while ( [ i < hi - 1 ] k23 ) {
if ( [ vec[i] ≤ x ] k24 ) {
[ swap(sIdx , i) ] k25;
[ sIdx ← sIdx + 1 ] k26;
} else {
[ skip ] k27
};
[ i ← i + 1 ] k28;
};
[ swap(sIdx , hi -1) ] k29;
[ return sIdx ] k30;
}
quicksort (low , hi) {
if ( [ hi - low ≥ 1 ] k31) {
[ sp ← split(low , hi) ] k32;
[ quicksort(low , sp) ] k33;
[ quicksort(sp+1, hi) ] k34;
}
[ return 0 ] k35
}
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4.2. Ana´lisis de Co´digo
El ana´lisis que realizamos sobre el co´digo fuente es un ana´lisis interprocedural que combina
dos tipos de ana´lisis: uno nume´rico relacional y otro de nulidad. Es interprocedural porque el
proceso no se limita a analizar cada funcio´n de manera aislada, sino que trata al programa
como un conjunto, permitiendo obtener mayor informacio´n acerca de las variables y, por lo
tanto, aumentar la precisio´n del ana´lisis.
Para el ana´lisis nume´rico, instanciamos la interfaz de dominio abstracto usando relaciones
lineales en la forma de poliedros convexos. El ana´lisis de programas mediante poliedros tiene
una teor´ıa muy bien establecida [13] con varias implementaciones [1, 23]. Utilizando el anali-
zador Interproc [14], una herramienta basada en la librer´ıa de dominios nume´ricos abstractos
APRON [23], realizamos un ana´lisis hacia adelante (forward analysis) con iteraciones guiadas.
Dado que Interproc no soporta arreglos, el programa debe ser modificado pertinentemente a fin
de obtener los resultados deseados. Las modificaciones incluyen el reemplazo de cada instruc-
cio´n que contiene expresiones con arreglos por una instruccio´n equivalente —en te´rminos del
ana´lisis— que no contenga variables de arreglo y el pasaje de argumentos extras a las funciones,
que representan longitudes de arreglos que e´stas utilizan. Por ejemplo, la sentencia x:=vec[0]
debe ser reemplazada por la sentencia equivalente x:=random().
El ana´lisis de nulidad esta´ definido por el ret´ıculo completo (P(Va),⊇, Vs, ∅,∪,∩). De este
modo, un elemento abstracto esta´ representado por un conjunto de variables de arreglo no
nulas. El ana´lisis es seguro en el sentido de que no puede inferirse informacio´n erro´nea de sus
resultados. Aunque se sabe que el proceso de analizar con precisio´n la nulidad en tiempo de
compilacio´n es indecidible, existen analizadores que, mediante la evaluacio´n de expresiones,
brindan resultados aproximados. No es el caso de este ana´lisis y por tanto existen casos en
los que la precisio´n queda relegada en pos de garantizar la veracidad de los resultados. Por
ejemplo, si consideramos el siguiente fragmento de co´digo,
. . .
if [1 > 0]k then [a:=newarray(10)]k1 else [b:=newarray(10)]k2 ;
[a[0]:=x]k
′
. . .
en la etiqueta k′, el ana´lisis so´lo brinda garant´ıas de la no nulidad de a si se sabe que antes de
la entrada al condicional —es decir, en la etiqueta k— la variable a es no nula. De lo contrario,
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Pre(main) = >
Post(main) = (res = 0 • {vec})
Loc(main, k1) = >
Loc(main, k2) = >
Loc(main, k3) = (−n ≥ 1 • {∅})
Loc(main, k4) = (n ≥ 0 • {∅})
Loc(main, k5) = (n ≥ 0 ∧ n = |vec| • {vec})
Loc(main, k6) = (−i+ n ≥ 0 ∧ i ≥ 0 ∧ n = |vec| • {vec})
Loc(main, k7) = (−i+ n ≥ 1 ∧ i ≥ 0 ∧ n = |vec| • {vec})
Loc(main, k8) = Loc(main, k7)
Loc(main, k9) = Loc(main, k7)
Loc(main, k10)= (−i+ n = 0 ∧ i ≥ 0 ∧ n = |vec| • {vec})
Loc(main, k11)= Loc(main, k10)
Figura 4.1: Ana´lisis de Alto Nivel. Resultado para main
al no realizar evaluacio´n de expresiones, el resultado del ana´lisis no garantiza la no nulidad de
a. Claramente, un analizador ma´s inteligente podr´ıa inferir dicha condicio´n.
El resultado del ana´lisis es el producto directo de los elementos abstractos, obtenidos de
los ana´lisis, correspondientes a cada punto del programa. El mismo se muestra en las Figuras
4.1, 4.2, 4.3, 4.4 y 4.5, donde se detallan las precondiciones, las poscondiciones y el mapping
Loc. Cada par abstracto se compone del valor nume´rico abstracto (poliedro, o sistema de
restricciones) y del valor abstracto de nulidad (conjunto de variables de arreglo no nulas).
Pre(getP ivot)= (−hi ≥ −|vec| ∧ low ≥ 0 ∧ hi− low ≥ 2 • {vec})
Post(getP ivot)= (−hi ≥ −|vec| ∧ −low+ res ≥ 0 ∧ low ≥ 0 ∧ hi− low ≥ 2
∧hi− res ≥ 1 • {vec})
Loc(getP ivot, k12)= (−hi ≥ −|vec| ∧ low ≥ 0 ∧ hi− low ≥ 2 • {vec})
Loc(getP ivot, k13)= (−hi ≥ −|vec| ∧ −low+ x ≥ 0 ∧ low ≥ 0 ∧ hi− low ≥ 2
∧hi− x ≥ 1 • {vec})
Figura 4.2: Ana´lisis de Alto Nivel. Resultado para getP ivot
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Pre(swap)= (−i+ j ≥ 0 ∧ −j ≥ −|vec|+ 1 ∧ i ≥ 0 • {vec})
Post(swap)= (−i+ j ≥ 0 ∧ −j ≥ −|vec|+ 1 ∧ i ≥ 0 ∧ res = 0 • {vec})
Loc(swap, k14)= (−i+ j ≥ 0 ∧ −j ≥ −|vec|+ 1 ∧ i ≥ 0 • {vec})
Loc(swap, k15)=Loc(swap, k14)
Loc(swap, k16)=Loc(swap, k14)
Loc(swap, k17)=Loc(swap, k14)
Figura 4.3: Ana´lisis de Alto Nivel. Resultado para swap
Pre(split) = (−hi ≥ −|vec| ∧ low ≥ 0 ∧ hi− low ≥ 2 • {vec})
Post(split) = (−hi ≥ −|vec| ∧ −low+ res ≥ 0 ∧ low ≥ 0 ∧ hi− low ≥ 2 ∧ hi− res ≥ 1 • {vec})
Loc(split, k18)= (−hi ≥ −|vec| ∧ low ≥ 0 ∧ hi− low ≥ 2 • {vec})
Loc(split, k19)= (−hi ≥ −|vec| ∧ piv− low ≥ 0 ∧ low ≥ 0 ∧ hi− low ≥ 2 ∧ hi− piv ≥ 1 • {vec})
Loc(split, k20)= (−hi ≥ −|vec| ∧ piv− low ≥ 0 ∧ low ≥ 0 ∧ hi− low ≥ 2 • {vec})
Loc(split, k21)= (−low+ sIdx = 0 ∧ −hi ≥ −|vec| ∧ piv− low ≥ 0 ∧ low ≥ 0 ∧ hi− low ≥ 2
∧hi− piv ≥ 1 • {vec})
Loc(split, k22)= (−i+ sIdx ≥ 0 ∧ −i+ low = 0 ∧ −hi ≥ −|vec| ∧ piv− low ≥ 0 ∧ low ≥ 0
∧hi− low ≥ 2 ∧ hi− piv ≥ 1 • {vec})
Loc(split, k23)= (−hi ≥ −|vec| ∧ −low+ sIdx ≥ 0 ∧ piv− low ≥ 0 ∧ low ≥ 0 ∧ i− sIdx ≥ 0
∧hi− i ≥ 1 ∧ hi− low ≥ 2 ∧ hi− piv ≥ 1 • {vec})
Loc(split, k24)= (−hi ≥ −|vec| ∧ −low+ sIdx ≥ 0 ∧ −hi+ piv ≥ 0 ∧ low ≥ 0 ∧ i− sIdx ≥ 0
∧hi− i ≥ 2 ∧ hi− piv ≥ 1 • {vec})
Loc(split, k25)=Loc(split, k24)
Loc(split, k26)=Loc(split, k24)
Loc(split, k27)=Loc(split, k24)
Loc(split, k28)= (−hi ≥ −|vec| ∧ −low+ sIdx ≥ 0 ∧ piv− low ≥ 0 ∧ low ≥ 0 ∧ i− low ≥ 0
∧i− sIdx ≥ −1 ∧ hi− i ≥ −2 ∧ hi− piv ≥ 1 • {vec})
Loc(split, k29)= (−hi+ i = −1 ∧ −hi ≥ −|vec| ∧ −low+ sIdx ≥ 0 ∧ −hi+ piv ≥ 0 ∧ low ≥ 0
∧hi− low ≥ 2 ∧ hi− piv ≥ 1 ∧ hi− sIdx ≥ 1 • {vec})
Loc(split, k30)=Loc(split, k29)
Figura 4.4: Ana´lisis de Alto Nivel. Resultado para split
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Pre(quicksort) = (−hi ≥ −|vec| ∧ low ≥ 0 ∧ hi− low ≥ 0 • {vec})
Post(quicksort) = (−hi ≥ −|vec| ∧ low ≥ 0 ∧ hi− low ≥ 2 ∧ res = 0 • {vec})
Loc(quicksort, k31)= (−hi ≥ −|vec| ∧ low ≥ 0 ∧ hi− low ≥ 0 • {vec})
Loc(quicksort, k32)=Loc(quicksort, k31)
Loc(quicksort, k33)= (−hi ≥ −|vec| ∧ sp− low ≥ 0 ∧ low ≥ 0 ∧ hi− low ≥ 2
∧hi− sp ≥ 1 • {vec})
Loc(quicksort, k34)=Loc(quicksort, k33)
Loc(quicksort, k35)=Loc(quicksort, k33)
Figura 4.5: Ana´lisis de Alto Nivel. Resultado para quicksort
4.3. Generacio´n de Condiciones de Verificacio´n
En esta seccio´n nos proponemos mostrar las principales ventajas de utilizar los me´todos
h´ıbirdos para la generacio´n de obligaciones de pruebas. Para ello, consideremos las siguientes
especificaciones de QuickSort. La primera la utilizamos en el VCgen h´ıbrido y la segunda en el
VCgen esta´ndar.
pre(main) = true
post(main) = true
pre(getP ivot) = true
post(getP ivot) = true
pre(swap) = true
post(swap) = swapped(iold, jold)
pre(split) = true
post(split) = partition(res, lowold, hiold) ∧ perm(lowold, hiold)
pre(quicksort) = true
post(quicksort) = sorted(lowold, hiold) ∧ perm(lowold, hiold)
annot(main, k2) = true
annot(main, k6) = true
annot(split, k23) = smaller(x, low, xIdx)
χ(f) = false ∀f ∈ QuickSort
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pˆre(main) = true
ˆpost(main) = true
pˆre(getP ivot) = low < hi
ˆpost(getP ivot) = lowold ≤ res ≤ hiold
pˆre(swap) = vec 6= null ∧ 0 ≤ i, j < |vec|
ˆpost(swap) = swapped(iold, jold)
pˆre(split) = vec 6= null ∧ 0 ≤ low ≤ hi ≤ |vec|
ˆpost(split) = partition(res, lowold, hiold) ∧ perm(lowold, hiold)
pˆre(quicksort) = vec 6= null ∧ 0 ≤ low ≤ hi ≤ |vec|
ˆpost(quicksort) = sorted(lowold, hiold) ∧ perm(lowold, hiold)
ˆannot(main, k2) = true
ˆannot(main, k6) = vec 6= null ∧ 0 ≤ i ≤ |vec|
ˆannot(split, k23) = vec 6= null ∧ 0 ≤ low < hi− 1 ≤ |vec|
∧low ≤ sIdx ≤ i < hi ∧ low ≤ piv < hi
∧smaller(x, low, xIdx)
χˆ(f) = false ∀f ∈ QuickSort
donde
smaller(x, i, j) .= ∀k ∈ N • (i ≤ k < j ⇒ vec[k] ≤ x)
partition(x, i, j) .= ∀k ∈ N • (i ≤ k ≤ x⇒ vec[k] ≤ vec[x])∧
(x < k < j ⇒ vec[x] < vec[k])
perm(i, j) .= ∀n ∈ Z • ]{i ≤ k < j | vec[k] = n} = ]{i ≤ k < j | vecold[k] = n}
swapped(i, j) .= vec[i] = vecold[j] ∧ vec[j] = vecold[i]∧
∀k ∈ N • (i 6= k 6= j ⇒ vec[k] = vecold[k])
sorted(i, j) .= ∀k, k′ • (i ≤ k ≤ k′ < j ⇒ vec[k] ≤ vec[k′])
Como puede observarse, ambas especificaciones difieren en las precondiciones y los invariantes.
Esto se debe a que el VCgen h´ıbrido requiere precondiciones e invariantes ma´s de´biles que el
VCgen esta´ndar dado que utiliza el resultado del ana´lisis para inferir el resto de las condiciones.
Por supuesto que si el analizador no es capaz de obtener todas las condiciones faltantes, el
descarte de ciertas obligaciones de prueba no puede ser llevado a cabo. Pero si se toman los
recaudos necesarios, el taman˜o de la especificacio´n se ve reducido considerablemente.
A continuacio´n presentamos las obligaciones de prueba generadas por el VCgen h´ıbrido.
Las aserciones recuadradas son extraidas del ana´lisis e insertadas por el VCgen para facilitar
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el descarte interactivo de las condiciones de verificacio´n.
PO(main) =
{ vec 6= null ∧ 0 ≤ i ≤ n ∧ n = |vec| ⇒
(i < n⇒ ∀res, vec • 0 ≤ i ≤ n ≤ |vec|′) ∧ (¬i < n⇒ 0 ≤ i ≤ n ≤ |vec|)}
PO(getP ivot) =
{ vec 6= null ∧ low < hi− 1 ⇒ low ≤ hi}
PO(swap) =
{ vec 6= null ∧ 0 ≤ i ≤ j ≤ |vec| ⇒
swapped(iold, jold)[upd(vec,j,t)/vec][upd(vec,i,vec[j])/vec][vec[i]/t][vec/vecold ]}
PO(split) =
{ vec 6= null ∧ 0 ≤ low < hi− 1 < |vec| ⇒
∀res • (∀res, vec • swapped(piv, hi− 1)[vec′,vec/vec,vecold ]⇒
smaller(vec[piv], low, low)[vec
′
/vec])[res/piv][i,j,vec/iold,jold,vecold ]}
∪
{smaller(x, low, sIdx)∧
vec 6= null ∧ 0 ≤ low < hi− 1 < |vec| ∧ low ≤ sIdx ≤ i < hi ∧ low ≤ piv < hi ⇒
(i < hi− 1
(vec[i] ≤ x⇒
∀res, vec • swapped(sIdx, i)[vec′,vec/vec,vecold ]⇒
(∀res, vec • swapped(sIdx, hi− 1)[vec′,vec/vec,vecold ]⇒
(partition(sIdx, low, hi) ∧ perm(low, hi))[vec′/vec])[sIdx/sIdx+1][vec′/vec])
(¬vec[i] ≤ x⇒
∀res, vec • swapped(sIdx, i)[vec′,vec/vec,vecold ]⇒
(partition(sIdx, low, hi) ∧ perm(low, hi))[vec′/vec]))
∧(¬i < hi− 1⇒ ∀res, vec • swapped(sIdx, hi− 1)[vec′,vec/vec,vecold ]⇒
(partition(sIdx, low, hi) ∧ perm(low, hi))[vec′/vec])}
PO(quicksort) =
{ vec 6= null ∧ 0 ≤ low ≤ hi ≤ |vec| ⇒
((low < hi⇒
∀res, vec • (partition(res, low, hi) ∧ perm(low, hi))[vec′,vec/vec,vecold ]⇒
(∀res, vec • (sorted(low, sp) ∧ perm(low, sp))[vec′,vec/vec,vecold ]⇒
(∀res, vec • (sorted(sp+ 1, hi) ∧ perm(sp+ 1, hi))[vec′,vec/vec,vecold ]⇒
(sorted(lowold, hiold) ∧ perm(lowold, hiold))[vec′/vec])[vec′/vec])[vec′/vec][res/sp])
∧(¬low < hi⇒ sorted(lowold, hiold) ∧ perm(lowold, hiold)))[low,hi,vec/lowold,hiold,vecold ]}
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Las obligaciones de prueba generadas por el VCgen esta´ndar son las siguientes:
PO(main) =
{ ˆannot(main, k6)⇒
(i < n⇒ ∀res, vec • (0 ≤ in⇒ 0 ≤ i ≤ n ≤ |vec′|)
∧(¬i < n⇒ false))
∧(¬i < n⇒ 0 ≤ i ≤ n ≤ |vec|)}
PO(getP ivot) =
{pˆre(getP ivot)⇒ ∀res • low ≤ res ≤ hi⇒ low ≤ res ≤ hi}
PO(swap) =
{pˆre(swap)⇒
(0 ≤ i < |vec| ∧ 0 ≤ i < |vec| ⇒
swapped(iold, jold)[upd(vec,j,t)/vec][upd(vec,i,vec[j])/vec][vec[i]/t][vec/vecold ])
(¬0 ≤ i < |vec| ∧ 0 ≤ i < |vec| ⇒ false)}
PO(split) =
{pˆre(split)⇒ low < hi ∧ ∀res • low ≤ res ≤ hi⇒
((vec 6= null ∧ 0 ≤ piv < |vec| ⇒
(vec 6= null ∧ 0 ≤ i, j < |vec|
∧∀res, vec • swapped(piv, hi− 1)[vec′,vec/vec,vecold ]⇒
ˆannot(split, k23)[vec
′
/vec])[low/i][low/sIdx][vec[piv]/x])
∧(¬vec 6= null ∧ 0 ≤ piv < |vec| ⇒ false)[res/piv])[vec/vecold ]}
∪
{ ˆannot(split, k23)⇒
(i < hi− 1
(vec 6= null ∧ 0 ≤ i < |vec| ⇒
(vec[i] ≤ x⇒ 0 ≤ sIdx, i < |vec|
∧∀res, vec • swapped(sIdx, i)[vec′,vec/vec,vecold ]⇒
(0 ≤ sIdx, hi− 1 < |vec|
∧∀res, vec • swapped(sIdx, hi− 1)[vec′,vec/vec,vecold ]⇒
(partition(sIdx, low, hi) ∧ perm(low, hi))[vec′/vec])[sIdx/sIdx+1][vec′/vec])
(¬vec[i] ≤ x⇒ 0 ≤ sIdx, hi− 1 < |vec|
∧∀res, vec • swapped(sIdx, i)[vec′,vec/vec,vecold ]⇒
(partition(sIdx, low, hi) ∧ perm(low, hi))[vec′/vec]))
(¬(vec 6= null ∧ 0 ≤ i < |vec|)⇒ false))
∧(¬i < hi− 1⇒ ∀res, vec • swapped(sIdx, hi− 1)[vec′,vec/vec,vecold ]⇒
(partition(sIdx, low, hi) ∧ perm(low, hi))[vec′/vec])}
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PO(quicksort) =
{pˆre(quicksort)⇒
((low < hi⇒
vec 6= null ∧ 0 ≤ low ≤ hi ≤ |vec|
∧∀res, vec • (partition(res, low, hi) ∧ perm(low, hi))[vec′,vec/vec,vecold ]⇒
vec 6= null ∧ 0 ≤ low ≤ sp ≤ |vec|
∧(∀res, vec • (sorted(low, sp) ∧ perm(low, sp))[vec′,vec/vec,vecold ]⇒
vec 6= null ∧ 0 ≤ low ≤ hi ≤ |vec|
∧(∀res, vec • (sorted(sp+ 1, hi) ∧ perm(sp+ 1, hi))[vec′,vec/vec,vecold ]⇒
(sorted(lowold, hiold) ∧ perm(lowold, hiold))[vec′/vec])[vec′/vec])[vec′/vec][res/sp])
∧(¬low < hi⇒ sorted(lowold, hiold) ∧ perm(lowold, hiold)))[low,hi,vec/lowold,hiold,vecold ]}
Como ya hemos dicho, el generador de condiciones de verificacio´n h´ıbrido no so´lo utiliza
el resultado del ana´lisis para fortalecer las precondiciones y los invariantes provistos por la
especificacio´n, sino que tambie´n lo utiliza para reducir el taman˜o de las obligaciones de prueba,
eliminando aquellas generadas por aristas espurias en el grafo de control de flujo del programa.
Adema´s, incluye como hipo´tesis el resultado del ana´lisis permitiendo que las demostraciones se
lleven a cabo con mayor facilidad.
Los resultados obtenidos en este caso de estudio son altamente satisfactorios, ya que todas
estas ventajas se pueden apreciar claramente. A pesar de ser un programa pequen˜o, la diferencia
en el taman˜o de las condiciones de verificacio´n generadas por ambos VCgen es notable. Incluso,
al permitir que sea el ana´lisis quien obtenga gran parte de los invariantes nume´ricos y de
nulidad, todo el esfuerzo involucrado en la especificacio´n puede ser focalizado en la bu´squeda
de invariantes ma´s complejos que permitan describir el comportamiento del programa, tales
como sorted y perm.
Si bien en la pra´ctica la implementacio´n de me´todos h´ıbridos de verificacio´n conlleva un
esfuerzo mayor que la implementacio´n de me´todos esta´ndares, los beneficios que brinda su
utilizacio´n hacen que dicho esfuerzo valga la pena. Los me´todos h´ıbridos son un ingrediente
esencial en la verificacio´n de software y, aunque e´sta no pueda automatizarse por completo,
reducen gratamente la necesidad de intervencio´n humana.
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5Trabajos Relacionados y Conclusiones
Existen dos enfoques a la verificacio´n h´ıbrida de programas. El enfoque expl´ıcito, el usuario
provee anotaciones de seguridad que son utilizadas por el generador de condiciones de veri-
ficacio´n y chequeadas por un chequeador de anotaciones. En contraste, el enfoque impl´ıcito
aboga por que las anotaciones sean inferidas por el analizador esta´tico, y luego utilizadas en la
generacio´n de condiciones de verificacio´n. Ambos enfoques son utilizados (a veces en conjunto)
en la verificacio´n deductiva de programas as´ı como en ana´lisis basados en tipos.
Adema´s, algunos autores han formalizado y demostrado la correctitud de me´todos de veri-
ficacio´n h´ıbridos. Por ejemplo, Wildmoser, Chaieb y Nipkow [31] han utilizado Isabelle/HOL
para demostrar la correctitud de me´todos h´ıbridos para bytecode Java; se basan en ana´lisis
de intervalos para detectar accesos a arreglos fuera de rango e implementan una versio´n del
ana´lisis que genera pruebas de que el resultado del ana´lisis es correcto. Ma´s recientemente,
Gre´goire y Sacchini [15] formalizaron en Coq un me´todo h´ıbrido de verificacio´n para progra-
mas para la JVM. Se enfocan en un ana´lisis de punteros nulos; a pesar de que el analizador
no esta´ formalizado en Coq, Hubert et al. [20] provee un punto de partida para llevar a cabo
dicha implementacio´n. El me´todo de [15] soporta interaccio´n bidireccional entre el ana´lisis
y la generacio´n de condiciones de verificacio´n, dado que el ana´lisis esta´tico puede extraer in-
formacio´n de utilidad de las anotaciones del programa, al mismo tiempo que el resultado del
ana´lisis es aprovechado por el generador de condiciones de verificacio´n para reducir el nu´mero
de obligaciones de prueba (a pesar de no haber hecho esto en el presente trabajo, es posible
y relativamente simple integrar dicha interaccio´n bidireccional a al mismo). Sin embargo, no
consideran la posibilidad de fortalecer los invariantes con los resultados del ana´lisis y tampoco
estudian la relacio´n entre la verificacio´n de programas fuente y programas compilados.
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Es conocido que los me´todos de verificacio´n deductivos pueden ser vistos como Interpre-
tacio´n Abstracta [9, 11]. La Interpretacio´n Abstracta Lo´gica [16] explora la interaccio´n entre
ana´lisis y verificacio´n desde la perspectiva de usar demostracio´n de teoremas para mejorar la
precisio´n de las interpretaciones abstractas y combinaciones de las mismas.
Finalmente, nuestro trabajo esta´ estrechamente relacionado con trabajos previos sobre
transformacio´n de pruebas por compilacio´n y ana´lisis de programas generadores de pruebas.
Saabas y Uustalu [28] proporcionan un algoritmo para transformar pruebas en lo´gica de Hoare
en pruebas en sistemas de prueba composicional para programas assembler. Movie´ndonos a
lenguajes ma´s real´ısitcos, Mu¨ler et al. definen transformacio´n de pruebas por compilacio´n para
Java y Eiffel [2, 24, 27].
Los trabajos aqu´ı mencionados, as´ı como el presente trabajo, se enfocan en compilacio´n
no-optimizante. Compilar demostraciones considerando optimizaciones de programa exige uti-
lizar ana´lisis generadores de pruebas que producen pruebas formales de su correctitud. Dichos
ana´lisis son tambie´n necesarios para extender los resultados de la seccio´n 2.1.2 a certificados.
Los ana´lisis generadores de pruebas han sido estudiados por varios autores, incluidos Wildmo-
ser, Chaieb and Nipkow [31] en el contexto de generacio´n de condiciones de verificacio´n para
un lenguaje de bytecode, y Seo, Yang y Yi [29] en el contexto de una lo´gica de Heare para un
lenguaje imperativo simple.
Para ma´s detalles sobre trabajos relacionados en este a´rea, pueden consultarse [3, 4].
Los entornos de verificacio´n de programas se basan cada vez ma´s en me´todos h´ıbridos para
probar correctitud de software. En este trabajo hemos mostrado que los me´todos h´ıbridos
de verificacio´n a nivel fuente y bytecode esta´n estrechamente relacionados y que los me´todos
h´ıbridos de verificacio´n pueden ser “compilados”a me´todos esta´ndares de verificacio´n, los cuales
garantizan la corectitud de los me´todos h´ıbridos.
Para lograr esto, hemos definido dos frameworks de verificacio´n. Uno para co´digo fuente
y otro para bytecode. Hemos definido los lenguajes sobre los cuales se definieron dos tipos
de ana´lisis —uno nume´rico y uno de nulidad. Intentando ser lo ma´s generales posible, en vez
de optar por implementaciones particulares de dichos ana´lisis, hemos descripto las interfaces
gene´ricas de los mismos y hemos dado las respectivas definiciones de solucio´n de ana´lisis utili-
zando sistemas de restricciones sobre los elementos de los dominios abstractos. Para mitigar la
presencia del stack de operandos y recuperar la pe´rdida de precisio´n generada por la compila-
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cio´n, en el ana´lisis de bytecode se utilizaron expresiones simbo´licas que permiten conservar la
informacio´n de las relaciones entre variables.
La preservacio´n de obligaciones de prueba se sustento´ en el hecho de que las soluciones de
la interpretacio´n abstracta tambie´n se preservan. Esto ha sido expuesto y demostrado en la
seccio´n 2.2.5 del cap´ıtulo 2.
El resultado del ana´lisis no so´lo fue utilizado para descartar obligaciones de pruebas gene-
radas de aristas espurias del grafo de control de flujo del programa y reducir el conjunto de
condiciones de verificacio´n generadas por el VCgen, sino que tambie´n se utilizo´ para fortalecer
las anotaciones y as´ı facilitar la demostracio´n de las obligaciones de prueba. Esto brinda un
gran beneficio a los productores de co´digo, ya que reduce considerablemente el tiempo empleado
en la demostracio´n interactiva de las condiciones de verificacio´n que genera el certificado.
Finalmente, en el cap´ıtulo 4, hemos presentado QuickSort como caso de estudio. Presenta-
mos una solucio´n del ana´lisis de source code, obtenida combinando la solucio´n generada por
Interproc Analyzer [14] —una herramienta de ana´lisis esta´tico basada en la librer´ıa de dominios
nume´ricos abstractos APRON [23]— para el ana´lisis nume´rico con una solucio´n del ana´lisis de
nulidad. Se mostraron las obligaciones de prueba generadas tanto por el VCgen h´ıbrido como
por el esta´ndar y se analizaron las ventajas de utilizar el primero.
En esta l´ınea, un pro´ximo objetivo es extender nuestros resultados a lenguajes y ana´lisis
ma´s real´ısticos. Los lenguajes modernos incluyen caracter´ısticas tales como excepciones, que
pueden conllevar grafos de control de flujo muy grandes haciendo que los certificados h´ıbridos
sean particularmente necesarios.
Adema´s, ser´ıa beneficioso permitir que los me´todos h´ıbridos se basen en ana´lisis esta´ticos
ma´s avanzados que provean informacio´n valiosa para demostrar propiedades de programas.
Desarrollar un me´todo h´ıbrido de verificacio´n basado en el ana´lisis presentado en [17] podr´ıa
resultar ma´s que interesante.
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