We consider cyclic polling models with gated or globally gated service, and study the transient behavior of all cycle lengths. Our aim is to analyze the dependency structure between the different cycles, as this is an intrinsic property making polling models challenging to analyze. Moreover, the cycle structure is related to the output of a polling model and the current analysis may be useful to study networks of polling models. In addition, transient performance is of great interest in systems where disruptions or breakdowns may occur, leading to excessive cycle lengths. The time to recover from such events is a primary performance measure. For the analysis we assume that the distribution of the first cycle (globally gated) or N residence times (gated), where N is the number of queues, is known and that the arrivals are Poisson. The joint Laplace-Stieltjes transform (LST) of all x subsequent cycles (globally gated) or all x > N subsequent residence times (gated) is expressed in terms of the LST of the first cycle. From this joint LST, we derive first and second moments and correlation coefficients between different cycles. Finally, a heavy-tailed first cycle length or the heavy-traffic regime provides additional insights into the time-dependent behavior.
Introduction
Polling systems are multi-queue systems in which a single server visits the queues in some order to serve the customers waiting at the queues, typically incurring some amount of switch-over time to proceed from one queue to the next. Polling models find a wide variety of applications in which processing power (e.g., CPU, bandwidth, manpower) is shared among different types of users. Typical application areas of polling models are computer-communication systems, logistics, flexible manufacturing systems, production systems and maintenance systems; the reader is referred to [1] for an extensive overview of the applicability of polling models. Over the past few decades the performance analysis of polling models has received much attention in the literature. We refer to Vishnevskii and Semenova [2] for an excellent overview of the available results on polling models.
In this paper, we study cyclic polling models with gated or globally gated service, and focus on the transient behavior of the successive cycle times. Our goal is to gain an understanding in the dependency structure between the different cycles. This study is motivated by our interest in systems where disruptions or breakdowns may occur, often leading to excessive cycle lengths. In this context, we are interested in the following questions:
1. If the system encounters an excessively long cycle time (e.g., due to a disruption or a breakdown), then how will that influence the durations of the subsequent cycle times? What is the time needed to recover from excessive cycle times?
2. What is the dependency structure between various residence and cycle times? More specifically, what is the correlation between the successive cycle (and residence) times?
A primary motivation for the second question is that the dependency structure makes polling models challenging to analyze. Insights into the dependency between cycles and residence times might pave the way for approximation methods. For instance, for polling models in tandem, the output of some queues may feed into another queue. The output of a specific queue in a polling system is essentially driven by an on-off source with dependent on and off times ('on' representing visit times and 'off' representing intervisit times). Similar relations have also motivated the study of some vacation models, see e.g. [3] [4] [5] . Finally, we note that waiting-time and queue-length distributions can be expressed in terms of the marginal cycle-time distribution for polling models with (globally) gated and exhaustive service.
In this paper, we assume that the distribution of the first cycle (in case of globally gated service) or N residence times (in case of gated service), where N is the number of queues, is known and that the arrivals are Poisson. Using this, we show how the joint Laplace-Stieltjes transform (LST) of all x subsequent cycles (globally gated) can be expressed in terms of the LST of the first cycle. Moreover, for the case of gated service we show how all x > N subsequent residence times can be expressed in terms of the LST of the first cycle. From these joint LST's, we derive the first two moments and correlation coefficients between different cycles. Lastly, we analyze a heavy-tailed first cycle length, due to disruptions or breakdown, or the heavy-traffic regime to provide new fundamental insights into the time-dependent behavior.
The remainder of this paper is organized as follows. In Section 2 the models are described and the method and goals of the paper are outlined. In Section 3 we study the case of globally-gated service, whereas we study the case of gated service in Section 4. Both sections contain asymptotic results, such as heavy-tailed initial cycle lengths and heavy traffic, and numerical illustrations.
Model, method and goals

Model description
We consider a system of N ≥ 2 infinite-buffer queues, Q 1 , . . . , Q N , and a single server that visits and serves the queues in cyclic order. Customers arrive at Q i according to a Poisson process {N i (t), t ∈ R} with rate λ i . These customers are referred to as type-i customers. The total arrival rate is denoted by 
] and the total load offered to the system is equal to ρ =  N i=1 ρ i . The switch-over time required by the server to proceed from Q i to Q i+1 is a random variable S i with mean
, denote the total switch-over time in a cycle. We define δ i (s) := λ i (1 − B * i (s)) and let e i be a unit vector with 1 in the ith position and 0 in the other positions.
We consider the gated and globally gated service disciplines. When the service discipline is gated, a gate at Q i closes when the server arrives at Q i . Every customer standing in front of the gate is served, while customers arriving at Q i during service of Q i must wait for the next cycle, this holds for all i = 1, . . . , N. When the service discipline is globally gated, a gate closes at all queues when the server arrives at Q 1 . During the following cycle, every customer standing in front of the gate is served.
Method and goals
Throughout we assume that the distribution of the length of the first cycle is known. For the gated service discipline, this requires that the joint distribution of the first N residence times is known, where a residence time is a visit time plus the subsequent switch-over time. When the probabilistic behavior of the first cycle is known, the next residence time can be expressed in terms of the first cycle, as it consists of a visit time to serve all the work that arrived at the queue during the first cycle plus the switch-over time. For globally gated, this is true for every queue, as the gate closes at the start of a cycle. For gated, the length of a visit time is always determined by the work that arrived at the corresponding queue during the last N residence times. It can be seen that the second cycle is completely determined in terms of the first cycle. Consequently, the third cycle can be expressed in terms of the second cycle and so also in terms of the first cycle. As a result, every cycle can recursively be expressed in terms of the first cycle. We use this fact to derive the joint LST of x consecutive cycles or residence times in terms of the LST of the first cycle.
Let us first consider the globally gated case. Our goal is to determine the joint LST of x consecutive cycle times, denoted by γ x (z). The vector z of length x contains the variables z 1 , . . . , z x , corresponding to cycles 1, . . . , x, with the LST of the first cycle, γ 1 (z), assumed to be given. Choosing the z i in specific ways, enables us to calculate all kinds of useful performance measures. For example, when z i = z for all i ∈ J ⊆ {1, . . . , x} and 0 otherwise, we obtain the LST of the sum of cycles of set J. Such a choice is especially convenient to calculate moments, which are then obtained by differentiating with respect to z and taking z = 0.
Also, the covariance between cycle 1 and cycle x can be calculated using the following property of the covariance: if X 1 and X 2 are random variables, then Var(
, with the variance of a random variable
To calculate the covariance between cycle x and cycle y (y ≥ x), we define 3 vectors of length y: a = z(e x + e y ), b = ze x and c = ze y . Let C i denote the ith cycle. The first vector is then used to calculate the variance of C x + C y , the other two vectors are used for the variance of C x and C y , respectively. The covariance is then given
If, due to some external event or disaster, the first cycle is very long, we can easily derive the duration of the effect by calculating the duration of subsequent cycles, until it converges to the expected duration of E[S]/(1 − ρ), if ρ < 1. In addition, the recursive relations allow us to derive exact asymptotic transient results for some limiting regimes, such as heavy traffic and heavy-tailed initial cycle times. For gated, the same methods can be applied, for residence times instead of cycle times. By choosing N consecutive z i equal to z, it is also possible to look at cycles. Note that the state description for gated in terms of residence times can also be applied to the globally gated case to obtain information about the residence times.
Globally gated service discipline
In this section we consider the joint LST of x cycles for a globally gated service discipline. This result is used to derive various moments and asymptotic properties. We suppose that the distribution of the first cycle, C 1 , is known, and that its LST is given by γ 1 (z) := E[e −zC 1 ]. Because of the globally gated service discipline, the length of a cycle determines the number of customers that are served during the next cycle. The number of customers that are served during a cycle plus the switch-over times together determine the length of that cycle. As such every cycle length can be expressed in the length of the previous cycle, and it is possible to express every cycle length recursively in terms of the first cycle. If we want to give the joint LST of C 1 and C 2 , in terms of the LST of C 1 , we can first condition on the value of C 1 and then integrate over the density of C 1 , as follows:
where C * 1 (·) is the LST of C 1 , which we defined as γ 1 (·). More generally, we can write the joint LST of the first x cycles, denoted by γ x (·), in terms of the LST of the first cycle. Here, z is a vector of length x, with z i corresponding to cycle i.
Theorem 1. The joint transform of the x cycle lengths is given by
Note that ζ (i) n can be interpreted as the amount of work that arrived during the nth cycle and recursively contains the amount of work that arrives during the next (i − 1) cycles, i.e., in some sense it defines a descendant set, see also Remark 1. In the proof of Theorem 1, we use the following lemma (with the proof deferred to Appendix A). 
Proof of Theorem 1. We use induction to prove the theorem. It evidently holds for x = 1. Now assume that Eq.
For the first equality, we use a reasoning similar to Eq. (2), then we rewrite the result using (4). For the third equality, the induction hypotheses is used. For the fourth equality, we use Lemma 1, completing the proof.
Remark 1 (Link with the Descendant Set Approach).
The expression in Theorem 1 can be explained along the lines of the Descendant Set Approach (DSA) [6] . The DSA considers original customers (originators) and non-original customers, where an original customer arrives during a switch-over period, and a non-original customer arrives during the service of another customer; The children of a customer T arrive during the service of T . The descendant set of T is recursively defined to consist of T , its children and the descendants of its children. In our case, the first cycle and the x − 1 switch-over times can be interpreted as originators and the recursive definition of ζ (i) n (z) represents the descendant sets. We note that in this case all quantities are expressed in time (or amount of work), while in the DSA this is typically in terms of the number of customers.
By choosing specific values for z i , i = 1, . . . , x, many performance measures can be determined, see also Section 2.2.
Below, we focus on the first two moments and the correlation coefficient. Here we assume that z i is either z or 0 (depending on whether cycle i is included). Let J ⊆ {1, 2, . . . , x} be the set of cycles that is included, i.e., z i = z if and only if i ∈ J. Taking the derivative of γ x , with respect to z x , taking z = 0 and multiplying by −1, gives the expected length of cycle x. The derivative of γ x , with respect to z, then becomes
and filling in z = 0 in Eq. (7) gives the next property:
Proof. Eq. (8) can be proved by induction. First, take i = 2, yielding
which agrees with (8). Now assume (8) is true for all
 according to (7) , and for z = 0, we obtain
where the first equality holds due to the induction hypotheses, completing the proof.
Combining the above yields the following proposition, for the expectation of the summation of the lengths of cycles i ∈ J.
Proposition 1 (First Moments). The expected total length of all cycles in set J is
where E[γ 1 ] is the expected length of the initial cycle.
To calculate the variances of specific cycles, or covariances between two cycles, we also need the second moments. To this end, we take the derivative of Eq. (6), resulting in Eq. (19) in Appendix B. The derivative of (7) 
The proof is by induction and is similar to the proof of Property 1.
Proposition 2 (Second Moments). Let E[γ 2 1 ] be the second moment of the initial cycle. The second moment of the total cycle length of all cycles in J is
Using Eq. (1) and the moments derived above, we can calculate the covariance between cycles 1 and x. This gives
where the second equality is obtained by filling in Eqs. (9) and (10) . Interestingly, we see that the covariance between the first cycle and cycle x only depends on the variance of the first cycle and the load of the complete system.
Remark 2 (Steady-State Distribution)
. In polling models, it is common to relate the length of cycle 2 to the length of the first cycle. Assuming the system to be in steady state, this provides an equation for the LST of the steady-state cycle length, see e.g. [7] . In fact Eq. (27) of [7] is equivalent to (2) if we take z 1 = 0. A similar recursive scheme can also be found in [8] . The distinguishing feature is that [8, 7] focus on steady-state results, whereas our aim is to derive transient performance.
Alternatively, putting z x = z and z i equal to zero for i < x, gives information about cycle x. Taking x → ∞, also gives information about a cycle in steady state. This limit in Eq. (8) gives exactly E[S]/(1 − ρ), if ρ < 1. Doing the same with Eq. (10), gives exactly the second moment of a steady state cycle. This shows that our expressions are in line with known results (see again [8, 7] ).
Asymptotic properties
From Theorem 1 and Eq. (11) we may derive more explicit results for the different asymptotic regimes, such as light and heavy traffic and large switch-over times. Moreover, we consider the case in which the first cycle has a heavy-tailed distribution, representing the situation that this cycle is affected by an external event.
Light and heavy traffic. In heavy traffic, when ρ ↑ 1, we directly obtain that the coefficient of correlation between cycles 1 and x tends to 1, see (11) . Hence, the distribution of C x is identical to the distribution of C 1 in heavy traffic.
For light traffic, we observe from Eq. (11) that when the load tends to zero, the covariance between the first cycle and any other cycle is equal to zero, which also holds for the correlation coefficient. For approximations based on light and heavy traffic interpolations, the derivative of the light-traffic regime with respect to the load is useful. Remarkable is that the derivative of the covariance is zero for cycles x = 3, 4, . . . , but it is strictly positive for the second cycle.
Large switch-over times. Another common asymptotic regime is the situation of large switch-over times, see [9] . Let the switch-over times be deterministic with length r, i.e. S * (z) = e −rz . We scale the cycle times by dividing by r and let r → ∞.
This gives
implying that the scaled cycle lengths become deterministic and are simple expressions in terms of the system load ρ.
Heavy-tailed initial cycle length. Let us assume that the first cycle is regularly varying of index −ν (denoted as C 1 ∈ R −ν ; and with m < ν < m + 1), whereas the service and switch-over times have a lighter tail. This situation is of interest in cases where a disaster or external events leads to a long cycle. Of primary interest is how this initial cycle affects future cycle lengths.
More specifically, we assume that P(
, for all η > 1. For the service and switch-over times, we assume the following:
Proposition 3.
Suppose that C 1 ∈ R −ν and Assumption A is satisfied. Then,
The result of Proposition 3 can be intuitively explained and is related to the fact that rare events tend to occur due to a single most probable cause in systems with heavy-tailed characteristics. More precisely, the most likely way for a large nth cycle time is a large initial cycle time, whereas the system shows average behavior otherwise. As traffic arrives at rate ρ, the amount of traffic arriving during the first cycle is about ρC 1 ; this means cycle 1 needs to be larger than y/ρ for cycle 2 to be at least of length y.
The proof of the above proposition relies on the relation between the asymptotic behavior of regularly varying distributions and the behavior of the LST near the origin. For clearness of exposition, we restate that result (see [10] [11] [12] ). 
To derive Proposition 3, we use the series expansion of Ee −zC n and rely on Lemma 3 of [13] stating the series expansion of iterated functions that are regularly varying.
Proof of Proposition 3.
We first show that P(C 2 > y) ∼ P(C 1 > y/ρ). The result for C n then follows by induction. Now, first assume that the switch-over time at the end of the second cycle can be neglected, and let the corresponding cycle
, which is precisely an iterated function of the type considered in [13, Lemma 3] . Using the definition of δ k (·), we obtain t(z) = ρz + o(z). In the notation of [13] , we have ψ ν = 0 (due to Assumption A), φ ν = (−1) m Γ (1 − ν) (due to Theorem 2), and ψ 1 = ρ (due to the series expansion of t(z) above). Using [13,
Lemma 3], yields
Another application of Theorem 2 provides the desired asymptotic tail probability of C 2 in the case of zero switch-over times.
From Feller [14, p. 271] , and Assumption A it follows that P(C 2 +  i S i > y) ∼ P(C 2 > y). Hence, the switch-over times are negligible and the proof is completed.
Numerical results
In this section we show the impact of the first cycle on the succeeding cycles by plotting mean cycle lengths, standard deviations and correlations between different cycles. The parameters that are needed, are the first two moments of the total switch-over times, the total arrival rate and the overall load, the second moment of the service distribution of an arbitrary customer and the first two moments of the first cycle length. Let us consider the following system; switch-over times are Fig. 1 . Fig. 1(a) shows that the mean cycle length decreases to the length of an average cycle, for lower loads this decrease is faster than for higher loads. Fig. 1(b) illustrates that the standard deviation first increases and then decreases, until it converges to the standard deviation of an average cycle. The low standard deviation in the beginning is explained by the fact that the first cycle is deterministic.
The correlation between cycles 1 and x is given by the covariance between cycles 1 and x, Eq. (11), divided by the standard deviation of cycle 1 times the standard deviation of cycle x. Suppose that the first cycle is an average cycle, then both standard deviations are equal, so the covariance is divided by the variance of an average cycle. It is immediately clear that the correlation between cycles 1 and x is then given by ρ x−1 . This is plotted in Fig. 2. Fig. 2(a) shows that the correlation between cycles 1 and 2 is equal to ρ; for cycles that are further apart the correlation decreases rapidly unless the systems load is considerable. For instance, the correlation between cycles 1 and 50 is only significant if the load well exceeds 0.9. Fig. 2(b) illustrates how the correlation decreases for fixed ρ by letting the distance between cycles increase. Note that when the load is equal to 1, the correlation does not decrease, which would give a horizontal line.
Gated
First, we note that the structure and methods of proof in this section are similar to those for the globally gated case of Section 3. Recall that with the gated service policy, the server only serves the customers that were present at the queue, the moment the server arrived. Analogously to the globally gated case, we again assume that the probabilistic behavior of the first cycle is known. But for gated it is not sufficient to have information about the length of the cycle, we need information about the lengths of the first N visits and switch-overs. The visit time plus the following switch-over time, i.e. V i + S i , is called the residence time. Assuming the first N residence times are probabilistically known, we can write down the joint LST of the first x residence times, for x ≥ N. This LST is denoted byγ x (z), and is given in the following theorem:
Note that the vector z has length x, and every element z i of the vector now corresponds to the ith residence time for
n (z) is similar to the ζ of the globally gated case. In order to prove Theorem 3, we first establish the following lemma (with the proof deferred to Appendix A).
Lemma 2.
For n = 1, 2, . . . fixed and x ≥ n and x ≥ N, we have
Proof of Theorem 3. For the proof of Theorem 3, we use induction. First we take the case x = N, givinĝ
For the first equality, we use the same reasoning that was used for Eq. (2). For the second equality, the induction hypothesis is used. The third equality uses Lemma 2. For the last equality, note that x + 1
This completes the proof.
As in Section 3, we define J ⊆ {0, 1, 2, . . . , x} as the set of residence times we wish to include. Specifically, we take z j equal to z if j ∈ J, and 0 otherwise. For example, if we want to calculate the distribution of the length of the first residence time in the second cycle we set z N+1 = z and all other z i equal to 0. Moments can now again be derived by differentiating with respect to z. The derivative ofγ x with respect to z (with z i either z or 0) is then given by:
is the partial derivative ofγ N (·), with respect to the jth parameter. The derivative of d
For convenience, we define
The expected length of residence times under consideration (that is, in set J) is given by the following proposition.
Proposition 4 (First Moments). The expected total residence time for set J is
Example 1. An interesting special case is where we are only interested in two subsequent cycles, i.e. x = 2N. Take J = {N + 1, . . . , x}. From (15) it may be easily verified that
For the second moment we need to differentiate Eq. (13), the result can be found in Appendix B, Eq. (21). Taking z = 0 yields the second moments.
Proposition 5 (Second Moments). The second moment of the total residence time for set J is
with α j given by (15) and
Remark 3 (Comparison with Globally Gated)
. For globally gated we are able to find closed-form expressions for both the mean and the second moment. For gated this turned out to be involved, so the recursive terms are left intact. Assuming the initial cycle to be in steady-state, the relations between the residence times of the second cycle expressed in terms of the first cycle give rise to a system of equations. We refer to e.g. Takagi [15] for such an approach for the analysis of the number of customers at polling instants. By adding more parameters to the joint LST of the residence times, the visit times and switch-over times can be tracked separately. Analogously to the gated case, the globally gated case can be extended to also record the visit and switch-over times per cycle. This can be useful, for example, for determining the output process.
Asymptotic properties
The asymptotic results are similar to those for the globally gated case. However, the expressions are more involved and concern iteratively defined functions. Below, we focus on the two most interesting cases: heavy traffic and heavy-tailed initial cycle length.
Heavy traffic. For the heavy-traffic regime, we consider the usual scaling of residence timesR i :
For each variable x that is a function of ρ, we denote its value evaluated at ρ = 1 byx. 
Proposition 6. For the joint LST of scaled residence times, we have
Proof. The heavy-traffic limit follows from
Using Theorem 3 and by applying l'Hôpital's rule, we obtain
The recursion (17) then follows by lettingα
Combining the above provides the result.
Proposition 6 shows that in heavy traffic, the joint LST of residence times is fully characterized by the LST of the initial cycle. As such, we see that an 'averaging principle' applies to our transient results, as the future evolution of residence times are specified by average input values. However, we note that, depending on the composition of the first cycle, the scaled cycle lengths may either increase or decrease; see Example 2 for an illustration.
Example 2. For simplicity, take N = 2 and x = 4. Similar to (16), we may obtain thatα 1 =ρ 1 z 3 +ρ 1ρ2 z 4 and
Addressing expected values, it holds in equilibrium that ( Heavy-tailed initial cycle length. Clearly, an excessively long residence time affects subsequent residence times. For convenience, we assume here that queue N (which may be arbitrary) has a heavy-tailed residence time. When the residence time of queue i < N would have a heavy tail, this would affect the tail behavior of queues i + 1, . . . , N as well, which is precisely the effect we aim to study. More precisely, we assume that the residence time of queue N is regular varying of index −ν (with m < ν < m + 1) and asymptotically dominates the tail of the residence times at queues 1, . . .
This leads to the following assumption: Assumption B. The initial cycle length is asymptotically dominated by the residence time of queue N, givinĝ
As in the globally gated case, it holds that an excessively long nth residence time is most likely due to an excessively long initial visit of queue N, while the system shows average behavior otherwise. The average behavior is specified by a similar recursive scheme as for the mean residence times and heavy-traffic asymptotics.
Proposition 7.
Suppose that V N ∈ R −ν and Assumptions A and B are satisfied. Then,
Proof. The proof is along the same line as the proof of Proposition 3. Consider the visit of queue x, i.e., take z x = z and z i = 0 for i = 1, . . . , x − 1. First, we assume that all switch-over times equal zero, represented byṼ j in the notation for the visit time of the jth queue. From Theorem 3, we obtain Ee Using Theorem 2 yields P(Ṽ x > y) ∼ P(V N > y/α N ). Again, under Assumption A, it is straightforward to show that the contribution of switch-over times and the contribution of work arriving during these switch-over times are negligible. This completes the proof.
Numerical results
In this section we use a numerical example to illustrate the properties of a gated system. Consider a symmetric system with N = 4 queues, λ i = 1, E[B i ] = ρ i , E[B , and E[S The mean and standard deviation of the cycle lengths of this system are plotted in Fig. 3 . We see that the figures look very similar to the globally gated case in Fig. 1. Fig. 4 shows the correlation between cycle 1 and various other cycles, where the first cycle is distributed as an average cycle. These figures also look similar to the globally gated case in Fig. 2 . Recall that the correlation between cycle 1 and 2 was equal to ρ in the globally gated system, Fig. 4(a) shows that this is not the case for the gated system, however, the difference is small.
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Appendix A. Proofs
Proof of Lemma 1. We prove Lemma 1 by induction. First we show that the lemma holds for i = 2:
n+1 (z) + ζ (1) n+1 (z)) = ζ (3) n (z).
Both equalities follow from the definition of ζ , given in Eq. (4). Now assume that (5) is true for all k ≤ i. We have for k = i+1:
The first and the last equality use the definition of ζ , and for the second equality, the induction hypotheses is used. This completes the proof.
Proof of Lemma 2. We prove Lemma 2 using induction. First we show that the lemma holds for n = x, because then x − n = 0, providing
x (z) + 0.
