Abstract: This study presents an information-theoretic approach for adaptive identification of an unknown Wiener system. A two-criterion identification scheme is proposed, in which the adaptive system comprises a linear finite-impulse response filter trained by maximum mutual information (MaxMI) criterion and a polynomial non-linearity learned by traditional mean square error criterion. The authors show that under certain conditions, the optimum solution matches the true system exactly. Further, the authors develop a stochastic gradient-based algorithm, that is, stochastic mutual information gradient -normalised least mean square algorithm, to implement the proposed identification scheme. Monte-Carlo simulation results demonstrate the noticeable performance improvement of this new algorithm in comparison with some other algorithms.
Introduction
The criterion function (or cost function) plays a central role in the stochastic gradient adaptation algorithm, because it governs the optimal solution as well as the convergence behaviour and the steady-state performance of the algorithm. Traditionally, the cost function is usually restricted to the norm or mixed-norm of the adaptation error [1 -5] . The mean square error (MSE) is a typical example of this class of cost functions. With the basic finite-impulse response (FIR) filter structure, MSE criterion yields the well-known Wiener solution and the least mean square (LMS) algorithm [1, 2] .
Recently, the information-theoretic quantities, such as the error entropy, KL-divergence, mutual information and so on, have been applied as more advanced alternatives to the conventional error criteria in adaptive system training [6 -13] . Unlike the MSE criterion which contains only the first and second moment of the probability density function (PDF), the information-theoretic costs are explicit functions of the PDFs and embrace all the high-order statistical properties defined in the distributions. The informationtheoretic measures are also concave in their arguments and hence, are very suitable for the optimisation objectives [14, 15] .
In [12] , we proposed the maximum mutual information (MaxMI) criterion as an information-theoretic objective for adaptive filtering scenario. Under MaxMI criterion, the adaptation scheme is designed to maximise the mutual information between the output of the adaptive system and the desired signal. We showed that with FIR filter structure and under Gaussian assumption, the MaxMI criterion produces a scaled Wiener solution with scaling factor g.
Simulation studies have demonstrated the robustness of this new criterion with respect to various measure distortions. In the present paper, the authors continue the study on MaxMI criterion and use it to identify the non-linear Wiener system [16 -20] , which comprises a linear filter H(z) followed by a zero-memory non-linear function (see Fig. 1 ). This work differs from [12] in two significant ways: (i) the non-linear function (as the distortion function in [12] ) also needs to be identified and (ii) the additive noise occurs at the output (not the input) of the non-linear subsystem. Therefore the adaptation algorithm of this paper is required to learn the parameters of both the linear and non-linear parts of the Wiener model with noisy system output.
The organisation of this paper is as follows. In Section 2, we revisit the idea of using the MaxMI criterion in system identification problem and present some important properties. In Section 3, we use the MaxMI criterion to identify the Wiener system, and propose a two-criterion identification scheme. In Section 4, we develop a stochastic gradient-based algorithm to implement the proposed identification scheme. In Section 5, we perform MonteCarlo simulations to demonstrate the satisfactory performance of the proposed method. Finally, in Section 6, we give the conclusion.
MaxMI criterion
Consider the system identification scheme in Fig. 2 , in which x(k) is the common input to the unknown system and model; y(k) is the intrinsic (noiseless) output of the unknown system; n(k) is the additive noise, and z(k) is the noisy output measurement; and further,ŷ(k) denotes the output of the model.
Denote I(z(k);ŷ(k)) the mutual information between the noisy system output z(k) and the model outputŷ(k). Under MaxMI criterion, the identification procedure is to determine a model M such that the mutual information I(z(k);ŷ(k)) is maximised. That is, the optimum model M opt is given by
where M denotes the model set (collection of all candidate models), p z ( . ), pˆy(·) and p zŷ (·) denote, respectively, the PDFs of z(k),ŷ(k) and (z(k),ŷ(k)).
The MaxMI criterion provides a fresh insight into system identification. Roughly speaking, the noisy measurement z(k) represents the output of an information source and is transmitted over an information channel, that is, the identifier (including the model set and search algorithm), and the model outputŷ(k) represents the channel output. Then the identification problem can be regarded as the information transmitting problem, and the goal of the identification is to maximise the information transmission capacity (measured by I(z(k);ŷ(k))) over all possible identifiers.
In the following, we present some important properties of the MaxMI criterion, although some of them can be found in [12] .
Property 1: MaxMI criterion is equivalent to minimising the error's conditional entropy, that is arg max
where e(k) = z(k) −ŷ(k) is the error signal.
Proof: See Appendix. A Property 2: If the noise n(k) is independent of the input signal x(k), maximising the mutual information I(z(k);ŷ(k)) will be equivalent to maximising a lower bound of the intrinsic (noiseless) mutual information I(y(k);ŷ(k)).
Proof: See Appendix. A Remark 1: Property 2 implies that MaxMI criterion is robust to disturbance noises.
Property 3:
If the noisy measurement z(k) is distorted by a function c( . ), the maximisation of the distorted mutual information I(c(z(k));ŷ(k)) will be equivalent to maximising a lower bound of the undistorted mutual information I(z(k);ŷ(k)).
Proof: This property is a direct consequence of the data processing inequality (DPI) [14] , which states that for any random variables X and Y, and any measurable function c( . )
In (3), if function c( . ) is invertible, the equality will hold. In this case we have arg max
That is, the invertible distortion does not change the optimum solution of MaxMI.
Remark 2: Property 3 suggests that the MaxMI criterion is also robust to measurement distortions.
The next property states that under certain condition, MaxMI criterion is equivalent to maximising the correlation coefficient.
where r(z(k);ŷ(k)) denotes the correlation coefficient between z(k) andŷ(k).
Proof: For the case in which z(k) andŷ(k) are jointly Gaussian distributed, the mutual information I(z(k);ŷ(k)) can be calculated as [14] 
As the logarithmic function is monotonically increasing, we reach easily to the conclusion. MaxMI criterion is related to the well-known MSE criterion. This is stated as follows. A
Consider now the special case where the model is represented by a FIR filter in which the outputŷ(k) is given bŷ
where
T is the weight vector, System has the cascade structure and consists of a discrete-time linear filter followed by a zero-memory non-linearity
T is the input (regressor) vector. Then, we have the following results.
Property 6: For the case of FIR model, and under the assumption that z(k) andŷ(k) are jointly Gaussian distributed, the optimum weight vector will be
, and in particular, if g ¼ 1, the MSE E[e 2 (k)] will attain the lower bound as in Property 5.
Proof: See Appendix. A
Identification of Wiener system with MaxMI criterion
In this section, we use MaxMI criterion to identify the Wiener system. The proposed identification scheme is shown in Fig. 3 , in which the linear and non-linear parts of the unknown system are denoted by H W * (z) and f A * (·), respectively, where W * and A * represent the system parameter vectors. The adaptive Wiener model consists of an m-tap linear FIR filterĤ W k (z) followed by a p-order
whereû(k) andŷ(k) denote the outputs of FIR filter and polynomial non-linearity, respectively; W k and X k denote the m-dimensional FIR weight vector and corresponding input vector;
T is the ( p + 1)-dimensional polynomial coefficient vector and
T is the polynomial basis vector.
With MaxMI criterion, one straightforward approach is to adjust both the FIR weights (W k ) and polynomial coefficients (A k ) so as to maximise the mutual information I(z(k);ŷ(k)). However, this method cannot learn the polynomial coefficients since according to DPI, the mutual information satisfies
which suggests
It follows that the polynomial coefficient vector A cannot be uniquely identified, because for any
To identify the parameters of both the linear and non-linear parts of the Wiener model, we propose a two-criterion identification scheme (see Fig. 3 ). Specifically, the linear FIR filter is identified by using MaxMI criterion, and the polynomial non-linearity is learned by MSE criterion. Similar two-step scheme for Wiener system identification has been proposed in [19, 20] . The key difference between our work and [19, 20] is the identification criteria involved. In [19, 20] , the linear and non-linear subsystems are both identified using MSE criterion. As demonstrated in the simulation section, our approach may achieve a significant performance improvement over other methods.
During the adaptation procedure, the non-linear polynomialf A (·) may be non-invertible. This will affect the maximisation of I(z(k);ŷ(k)), since non-invertible mapping always decreases the mutual information. To avoid this problem, we prefer using I(z(k);û(k)) instead of I(z(k);ŷ(k)) as the adaptation cost (see Fig. 3 , the dashed line). Now we examine the optimum solutions of the proposed identification method. In the rest of the paper, we use mutual information I(z(k);û(k)) as the MaxMI objective. The optimum FIR weights and polynomial coefficients are
For general case, it is hard to find the closed-form expressions for W opt and A opt . In the following theorem, we consider the case in which the unknown Wiener system has the same structure as the assumed Wiener model.
Theorem 1:
For Wiener system identification scheme of Fig. 3 , in which H W * (z) andĤ W (z) are both m-tap FIR filter, and f A * (·) andf A (·) are both p-order polynomial nonlinearity, if the non-linear function f A * (·) is invertible, and the additive noise {n(k)} is independent of the input signal{x(k)}, the optimum solution of (12) will be
where g [ R, g = 0 and G g is expressed as
Fig . 3 Identification scheme of Wiener system: linear FIR filter is identified using MaxMI criterion and polynomial non-linearity is trained using minimum MSE criterion Proof: Since x(k) and n(k) are mutually independent, we have
where (a) follows from the fact that the entropy of the sum of two independent random variables is no less than the entropy of individual variable. In (15), the equality holds if and only if conditioned on u(k), y(k) is a deterministic variable, that is, y(k) is a function ofû(k). This implies that the mutual information I(z(k);û(k)) will achieve its maximum value (H(z(k)) 2 H(n(k))) if and only if there exists a function f( . ) such that y(k) = w(û(k)), that is
As the non-linear function f A * (·) is assumed to be invertible, we have
where f (18) and hence
which implies c(1)W T opt = W * T . Let g ¼ 1/c(1) = 0, we obtain the optimum FIR weight W opt = gW * . Now the optimum polynomial coefficients can be easily determined. By independence assumption, we have
with equality if and only if y(k) −ŷ(k) ; 0. This means the MSE cost will attain its minimum value (E[n(k)]
2 ) if and only if the intrinsic error ( e(k) = y(k) −ŷ(k)) remains zero. Therefore
Then we obtain
g , where G g is given by (14) . This completes the proof. A Remark 3: Theorem 1 indicates that for identification scheme of Fig. 3 , under certain conditions the optimum solution will match the true system exactly (with zero intrinsic error).
There is a free parameter g in the solution; however, its specific value has no substantial effect on the cascaded model.
Remark 4:
Literature [20] gives the similar results about the optimum solution under single MSE criterion. In [20] , the linear FIR subsystem is estimated up to a scaling factor which equals the derivative of the non-linear function around a bias point. Although both approaches may yield the optimum solutions with zero intrinsic error, their performance surfaces (and hence the convergence behaviours) are quite different. This will be confirmed by simulation studies in Section 5.
Stochastic gradient algorithm
The two-criterion identification scheme of Fig. 3 can be implemented in two manners. The first is the sequential identification scheme, in which the MaxMI criterion is first used to learn the linear FIR filter. At the end of the first adaptation phase, the tap-weights are frozen, and then the MSE criterion is used to estimate the polynomial coefficients. The second adaptation scheme simultaneously trains both the linear and non-linear parts of the Wiener model. Obviously, the second scheme is more suitable for online identification. Hence in this work we focus only on the simultaneous scheme. We propose the following stochastic gradient-based algorithm
where ∇ W I(z(k);û(k)) denotes the stochastic (instantaneous) gradient of mutual information I(z(k);û(k)); . denotes the Euclidean norm; h 1 and h 2 are the step sizes (or learning rates). According to [12] , the stochastic mutual information gradient (SMIG) ∇ W I(z(k);û(k)) can be estimated aŝ
wherep zû (·) andpˆu(·) denote the kernel density estimates (KDEs) of the PDFs of (z(k),û(k)) andû(k), respectively. In this work, the PDFs are estimated based on Gaussian kernels. The practical advantages of Gaussian kernels are that the resulting density estimates are differentiable and are strictly positive everywhere. With Gaussian kernels, the KDEs and their derivatives can be calculated aŝ
where L is the sliding data length, h 1 and h 2 are the kernel widths, and
The second part (a2) of the algorithm (22) scales the FIR weight vector to a unit vector. The purpose of scaling the weight vector is to constrain the output energy of the FIR filter, and to avoid 'very large values' of the scale factor g in the optimum solution. As mutual information is scaling invariant, the scaling (a2) does not influence the search of the optimum solution. For any random variables X and Y, the mutual information satisfies I(X;Y ) ¼I(aX;bY), ∀a = 0 and b = 0. However, it certainly affects the value of g in the optimum solution. In fact, if the algorithm converges to the optimum solution, we have lim
That is, the scale factor g equals either 1/ W * or 21/ W * , which is no longer a free parameter.
The third part (a3) of the algorithm (22) is actually the normalised LMS (NLMS) algorithm, which minimises the MSE cost with step size scaled by the energy of polynomial regression signalÛ k . The NLMS is more suitable for the non-linear subsystem identification than the standard LMS algorithm, because during the adaptation, the polynomial regression signals are usually non-stationary.
In this paper, we refer to the algorithm (22) as the SMIG -NLMS algorithm. A summary of this algorithm is given in Fig. 4 .
In practical application, we must choose suitable learning parameters including the kernel widths {h 1 , h 2 } and step sizes {h 1 ,h 2 }. The choice of kernel width is very important, since it controls the degree of smoothness of the estimated PDFs. Up to now there have been some useful tips on the choice of kernel width, among which the Silverman's rule [21] is commonly used in practice. The role of the step size remains in principle the same as the learning rate in traditional adaptive filtering algorithms. Specifically, it controls the compromise between convergence time and misadjustment, that is, increasing the step size decreases convergence time but increases misadjustment. In general, choosing step sizes requires experience and experiments.
Simulation results
This section presents Monte-Carlo simulation results to demonstrate the convergence and steady-state performance of MaxMI criterion in comparison with the widely used MSE criterion and the recently proposed minimum error entropy (MEE) criterion [6] [7] [8] [9] [10] [11] . For fair comparison, we employ the same identification scheme in which the linear subsystem is identified by stochastic gradient algorithms using, respectively, MaxMI, MSE and MEE criteria, whereas the non-linear subsystem is trained by NLMS algorithm. Specifically, for the MaxMI criterion, the identification algorithm is the SMIG -NLMS algorithm; for the MSE and MEE criteria, the algorithms are
and ∇ WĤ (e 1 (k)) stands for the stochastic information gradient (SIG) with respect to W, calculated as [6] 
where K h ( . ) denotes the kernel with width h. In the following we refer to (27) and (28) as LMS -NLMS and SIG -NLMS algorithms, respectively. Note that the LMS -NLMS algorithm is actually the normalised version of the algorithms developed in [19, 20] .
Owing to the 'scaling' property of the linear and non-linear portions, the expression of Wiener system is not unique. In order to evaluate how close the estimated Wiener model and the true system are, we introduce the following measures 
where G 21 is
(c) Intrinsic error power (IEP)
In practice, the IEP is evaluated using the sample mean instead of expectation value. Among the three performance measures, the angles u(W k , W * ) and u(A k , A * ) quantify the subsystems (linear FIR and non-linear polynomial) identification performance, while the IEP quantifies the overall performance.
We first consider the case in which the FIR weights and polynomial coefficients of the identified Wiener system are W 
Subsystems performance
The average convergence curves of the angles u(W k , W * ) and u(A k , A * ) over 1000 independent Monte-Carlo simulation runs are shown in Figs. 5 and 6. It is evident that the SMIG -NLMS algorithm achieves the smallest angles (mismatches) in both linear and non-linear subsystems during the steady-state phase. More detailed statistical results of the subsystems training are presented in Figs. 7 and 8, in which the histograms of the angles u(W k , W * ) and u(A k , A * ) at the final iteration are plotted. The inset plots in Figs. 7 and 8 give the summary of the mean and spread of the histograms. We observe again that the SMIG -NLMS algorithm outperforms both the LMS -NLMS and SIG -NLMS algorithms in terms of the angles between the estimated and the true parameter vectors. 
Overall performance
The overall performance of the identification can be measured by the IEP. Fig. 9 illustrates the convergence curves of the IEP over 1000 Monte-Carlo runs. It is easy to see that the SMIG -NLMS algorithm has the smallest IEP during the steady-state phase. Further, we plot in Fig. 10 the probability density functions of the steady-state intrinsic errors. As expected, the SMIG-NLMS algorithm produces the largest and most concentrated peak centred at the zero intrinsic error, and hence achieves the best accuracy in identification.
In the previous simulations, the unknown Wiener system has the same structure as the assumed model. In order to show how the proposed algorithm performs when the real system is different from the assumed model (i.e. the unmatched case), we conduct another simulation with the same setup, this time assuming the linear and non-linear part of the unknown system as 
where (a) follows from the fact that the model M has no effect on the entropy H(z(k)). H(z(k)) − H( e(k)|ŷ(k)) = {H(z(k)) − H(y(k))} + {H(y(k)) − H( e(k)|ŷ(k))} = {H(z(k)) − H(y(k))} + {H(y(k)) − H(y(k) −ŷ(k)|ŷ(k))} = {H(z(k)) − H(y(k))} + {H(y(k)) − H(y(k)|ŷ(k))} = {H(z(k)) − H(y(k))} + I(y(k);ŷ(k))
where (b) follows from the independence condition and the fact that the entropy of the sum of two independent random variables is no less than the entropy of individual variable. It follows easily that I(y(k);ŷ(k)) ≥ I(z(k);ŷ(k)) − {H(z(k)) − H(y(k))} (38) which completes the proof. A
Proof of Property 5:
According to information theory [14] , the rate distortion function for a Gaussian source X N(m, s 2 ) with MSE distortion is
