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Resumen
En este artículo se presenta un sistema auto-
mático para la caracterización de imágenes fa-
ciales empleando técnicas de procesamiento
digital de imágenes. El trabajo se orientó a la
extracción de seis características del complejo
facial, relacionadas con los ojos y la boca. Se
discuten las etapas del sistema, como son: ad-
quisición de la imagen facial, detección del ros-
tro en la escena, extracción de características
faciales e interpretación de las características.
Se emplearon técnicas de tratamiento de la in-
formación de color, de proyecciones integra-
les, y de análisis de bordes y esquinas. El siste-
ma fue probado empleando 1320 imágenes
de 660 sujetos, los cuales poseen características
físicas diferentes, tales como el color de la piel,
el color de los ojos, bocas y ojos grandes, en-
tre otras.
Palabras clave: Adquisición de imágenes
faciales, antropometría facial, caracterización
facial, segmentación.
Automatic characterization of
face images
Abstract
It’s proposed an automatic system for the
face images characterization using digital
images processing techniques. The work was
oriented to the extraction of six features of
the face complex, related to the eyes and the
mouth. The stages of the system are discussed,
they are: face image acquisition, face detection
in the scene, face features extraction and
features interpretation. Processing of color
data, integral projections, and edges and
corners analysis techniques were used. The
system was tested using 1320 images from
660 subjects, with different physical
characteristics, such as the skin color, the eyes
color and the mouths and eyes size.
Key words: Face images acquisition, face
anthropometry, face features, segmentation.
1. Introducción
La detección e interpretación de rostros y
expresiones faciales en una escena es una tarea
fácilmente realizada por un humano en base a
diferentes criterios subjetivos. Por otro lado,
desde el punto de vista computacional, el de-
sarrollo de un sistema automático de análisis
facial envuelve diferentes tareas, como la ad-
quisición de la imagen facial, detección del ros-
tro en la escena, extracción de características
faciales, las cuales constituyen el proceso de
caracterización, el que a su vez precede la eta-
pa de clasificación y reconocimiento.
A través de la adquisición de la imagen fa-
cial, se obtiene la fotografía (análoga o digital)
del rostro del sujeto a analizar. Los elementos
empleados y su respectiva disposición en la
escena afectan la calidad de la imagen, por lo
cual esta es una de las etapas que más trabajo
requiere, ya que de sus condiciones y resulta-
dos depende el costo computacional y la efi-
ciencia de las etapas subsiguientes, como lo son
el preprocesamiento, la segmentación y la ca-
racterización.
La detección facial permite resolver dos ta-
reas fundamentales, la existencia de un rostro
en la imagen, y si esta existe, su posición exac-
ta; ha sido un problema que se ha aproximado
de manera holística (detección del rostro como
una unidad completa) y de manera analítica
(detección del rostro a partir del establecimiento
de algunas características) [1]. Dentro de la pri-
mera aproximación, se tiene el modelo de dis-
tribución de puntos [2], y un análisis del
histograma [3], los cuales emplean la informa-
ción de bordes y de color, respectivamente.
Para la segunda aproximación, se tiene, entre
otros, un trabajo basado en la distribución de
brillo a partir de la información de una cáma-
ra CCD [4] y un método de ajuste de patrones
difusos basado en lógica difusa [5]. Para el
desarrollo de este trabajo se emplea un méto-
do holístico y analítico, el cual realiza la detec-
ción facial en función del tratamiento de la
imagen de color a través de una técnica de
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compensación de iluminación y transforma-
ción no lineal al espacio de color YC
b
C
r
, y una
segmentación de regiones [6]. Para este caso,
se interpreta como detección facial, la localiza-
ción del rostro en la escena, y la localización
del área de los ojos y de la boca.
La extracción automática de características
faciales, ha sido un problema que se ha abor-
dado desde dos puntos de vista, el método
basado en plantillas (contornos activos, mo-
delos deformables) y el método basado en
características (ojos, cejas, boca, nariz) [1]. Se
encuentran diversos trabajos basados en análi-
sis de componentes principales [7], en mode-
los de distribución de puntos [2] y en técnicas
de normalización geométrica [8]. En este tra-
bajo, se emplea el segundo método, en el cual
se emplean el detector de bordes y esquinas
SUSAN [9] [10], y la técnica de proyecciones
integrales [11], para la extracción de caracterís-
ticas de ojos y boca, respectivamente.
En aplicaciones médicas, el estudio de anoma-
lías faciales en niños se realiza comparando sus
medidas con datos promedio obtenidos den-
tro de la población a la cual pertenece el sujeto,
las cuales deben presentar índices de normali-
dad. En la ciudad de Manizales - Colombia, la
determinación de anomalías en la población in-
fantil debe ceñirse a datos obtenidos en estu-
dios extranjeros, llevando esto a diagnósticos
incorrectos, por lo cual surge la necesidad de
establecer las medidas de los niños entre 5 y 10
años a través de un sistema automático de ex-
tracción de características faciales, permitiendo
analizar un mayor número de sujetos y eliminar
las variaciones indeseadas que afectan el criterio
de evaluación del experto.
La determinación de las diferentes medidas
faciales se realiza en función de los diferentes
puntos característicos del rostro, por lo cual se
tiene como objetivo fundamental la localiza-
ción de las comisuras internas y externas de los
ojos, el centro de las pupilas de los ojos y las
comisuras de la boca.
Este artículo está organizado de la siguiente
manera: La sección 2 presenta la definición de
antropometría facial. La sección 3 presenta el
procesamiento digital de la imagen facial, a tra-
vés de la adquisición, detección y extracción
de características. La sección 4 presenta los re-
sultados del trabajo y finalmente la sección 5
presenta las conclusiones.
2. Antropometría facial
La antropometría facial es la medida de la
superficie de la cabeza y de la cara. La evalua-
ción antropométrica facial está basada en la
determinación de zonas particulares del sujeto,
para el caso más concreto, los puntos caracte-
rísticos del rostro, definidos en términos de las
características visibles o palpables del comple-
jo facial. Un conjunto de medidas entre dichos
puntos es obtenido empleando procedimien-
tos e instrumentos de medida exactos [13] [14].
En las seis regiones del complejo facial (ca-
beza, cara, ojos, nariz, labios, boca y orejas), se
han descrito 150 medidas lineales y angulares y
155 índices de proporción [15]. Para el esta-
blecimiento de dichas medidas se tienen las lí-
neas de referencia vertical, horizontal, lateral y
angular. Las medidas obtenidas en este trabajo
se encuentran en la Figura 1. En este trabajo, a
diferencia de [20], nos concentraremos no sólo
en el análisis de las características de la boca,
sino también de los ojos.
Figura 1. Distancia interpupilar (m1). Abertura palpebral
(m2). Distancia entre comisuras internas de los ojos (m3).
Distancia entre comisuras externas de los ojos (m4).
Ancho de la boca en reposo (m5) (Tomado de [15]).
3. Procesamiento de
la imagen facial
Dentro de las tareas más desafiantes para el
análisis de formas visuales y para el reconoci-
miento de objetos están el entendimiento de
cómo las personas procesan y reconocen el
rostro de los demás, y el desarrollo de los co-
rrespondientes modelos computacionales para
su reconocimiento automático. Un sistema au-
tomático de reconocimiento facial envuelve
tareas básicas de procesamiento de la imagen,
como lo son, detección de un patrón como
un rostro, extracción de características, y reco-
nocimiento y verificación facial [8].
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3.1. Adquisición de la imagen facial
Aunque en el modelado de la formación de
la imagen de color (fotografía), los principales
factores involucrados son la distribución es-
pectral de potencia (SPD), las sensibilidades
espectrales de la cámara y las reflectancias de
las superficies, existen otros factores que pue-
den tener un efecto esencial: escena y geome-
tría de adquisición, alrededores, iluminación (in-
tensidad, calidad y dirección de la luz), ajustes
de la cámara, tipo de cámara y otros factores
no ideales de esta como la exposición (enfo-
que, abertura) [19].
El procedimiento implementado para la ad-
quisición de las imágenes faciales de este trabajo
se realizó bajo condiciones controladas emplean-
do una cámara digital Cybershot Sony DSC-
F717, un conjunto de luces artificiales con sus res-
pectivos reflectores y difusores ubicados en un
espacio completamente oscuro, con el objetivo
de tener total control sobre la iluminación del
sujeto y así resaltar las características de interés.
Dentro de la configuración de la geometría
de la escena, el sujeto a fotografiar está senta-
do en una silla fija, en posición frontal a la cá-
mara fotográfica con una separación de 2 m
aproximadamente.
Junto a él se encuentra el patrón de medida. La
distancia que lo separa del fondo negro es de
aproximadamente 1 m, con el fin de evitar som-
bras indeseadas, las cuales pueden ser generadas
por las luces artificiales. Está rodeado de tres fo-
cos de luces artificiales dispuestas de tal manera
que la iluminación sea simétrica y completamente
distribuida. En la Figura 2 se puede observar una
fotografía de la escena de adquisición.
imágenes faciales, puesto que permite aislarlo
en una imagen compuesta disminuyendo el
costo computacional. En este trabajo se em-
plea la técnica de compensación de ilumina-
ción y transformación no lineal del espacio de
color YC
b
C
r
 planteado en [6], la cual es una
aproximación holística y analítica, empleada en
imágenes de color que presentan variaciones
en sus condiciones de iluminación.
El algoritmo primero estima y corrige el
color basado en una técnica de compensación
de iluminación. Las componentes corregidas
de rojo, azul y verde son transformadas de
manera no lineal al espacio de color YC
b
C
r
.
Los píxeles de tono de piel son detectados
usando un modelo de piel elíptico en el espa-
cio transformado. Los píxeles de tono de piel
detectados son segmentados a través de un
análisis de conectividad de las regiones de la
imagen. El módulo de detección de caracte-
rísticas localiza las regiones de los ojos y de la
boca, construyendo sus mapas característicos
en función de la información de luminancia y
crominancia de la imagen.
3.2.1. Compensación de iluminación
Las diferencias en las condiciones de ilumina-
ción de la imagen son compensadas emplean-
do la técnica de “blanco de referencia”, para la
cual se realiza una observación de los píxeles
que poseen el 5% del valor máximo de
luminancia. Si el número de dichos píxeles su-
pera un umbral (>100), estos son establecidos
como los píxeles de referencia. A continuación,
las componentes R, G y B de la imagen son
transformadas linealmente de tal forma que el
valor promedio del valor en escala de grises de
dichos píxeles sea escalado linealmente a 255.
3.2.2. Modelado del color de la piel
Para modelar el color de la piel se realiza
una transformación no lineal al espacio de co-
lor YC
b
C
r
, el cual concentra la mayor parte de
la información en la crominancia y no en la
luminancia, y permite determinar un cluster
compacto de la piel. Para detectar el color de
la piel en la imagen se emplea el modelo elíp-
tico establecido a partir de la observación de
un conjunto de imágenes faciales de prueba, el
cual se puede observar en la Figura 3.
Figura 2. Escena de adquisición de imágenes.
3.2. Detección facial
La detección del rostro es una de las tareas
fundamentales en el procesamiento digital de
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3.2.4.Mapa de los ojos
Se construyen dos mapas de los ojos sepa-
rados, uno a partir de la componente de
crominancia, y el otro de la componente de
luminancia, los cuales son finalmente combi-
nados en un único mapa de los ojos. El mapa
basado en el croma, trabaja bajo la observación
que alrededor de los ojos se encuentran valo-
res de Cb altos y de Cr bajos y está establecidopor la Ecuación 2, donde ( )2~rC , Cr2 y Cr /Cbestán normalizados al rango [0, 255] y
rC
~  es el
negativo de Cr (Cr - 255).
Figura 3. Proyección en CbCr del espacio de colortransformado, en el cual el modelo elíptico del
color de la piel está sobrecargado en su cluster
(puntos rojos) (Tomado de [6]).
3.2.3. Mapa de la boca
El color de la región de la boca posee mayor
efecto de la componente roja, y menor influencia
de la componente verde, en comparación con
otras regiones faciales. Razón por la cual la com-
ponente Cr es mayor que la componente Cb. Deigual manera, la boca presenta una baja respuesta
en la característica Cr /Cb, y de forma contrariaen Cr2 . Con base a estos criterios, el mapa de laboca es construido mediante las expresiones de
la Ecuación 1, donde Cr2 y Cr /Cb están norma-lizados al rango [0, 255], y h es el número de
píxeles dentro de la región facial (RF).
(1)
(2)
implementan operadores morfológicos en es-
cala de grises (dilatación y erosión) para
enfatizarlos en la componente luma. Se emplea
un elemento estructurante hemisférico [16]
para construir el mapa de los ojos de luma,
descrito en la Ecuación 3.
(3)
El mapa del croma es combinado con el
mapa del luma mediante una operación de
multiplicación (AND) con el fin de obtener el
mapa de ojos resultante, el cual es normaliza-
do, dilatado, y segmentado para resaltar am-
bos ojos y eliminar otras áreas faciales.
3.3. Extracción de características faciales
Después de detectar la presencia de un ros-
tro en la escena observada, el siguiente paso es
extraer la información de este. Tanto la repre-
sentación facial, como el tipo de imágenes de
entrada afectan el método de aproximación
para la extracción de características faciales.
3.3.1. Extracción de características de la boca
La búsqueda de las características labiales para
la determinación de las medidas de la boca se
basa en la técnica de proyecciones integrales
[17] [18].
Para determinar la posición vertical de la lí-
nea entre los labios, se aplica la proyección in-
tegral horizontal (Ph) de la Ecuación 4, en laimagen en escala de grises de la región de la
boca, y se realiza una búsqueda de su mínimo
global. Las fronteras horizontales de los labios
son establecidas con base a la proyección ver-
tical (Pv) de la Ecuación 5, de la imagen debordes horizontales, alrededor de la posición
estimada de la línea de los labios. Las fronteras
izquierda y derecha de los labios, pueden ser
localizadas, donde Pv exceda un cierto umbralT o caiga debajo de este, respectivamente. El
umbral es escogido como el promedio de la
proyección Pv. Las posiciones verticales de lascomisuras de los labios son encontradas reali-
zando la búsqueda de los píxeles más oscuros
alrededor de las columnas de las regiones de
las fronteras previamente establecidas.
Los ojos usualmente contienen, píxeles tan-
to oscuros, como brillantes, por lo cual, se
(4)
(5)
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Figura 5. Detección facial. (a) Tono de piel blanco.
(b) Tono de piel moreno. (c) Tono de piel oscuro.
de píxeles abarcados por la distancia entre los
centros de masa de dos cuadrados del patrón
(medida previamente conocida y correspon-
diente a un valor de 40 mm.). A partir de este
valor estándar se puede establecer la relación
lineal entre píxeles y milímetros, para así obte-
ner la medida en tamaño real de cada una de
las regiones del complejo facial.
3.3.2. Extracción de características de los ojos
La extracción de características de los ojos
se divide en dos módulos fundamentales, la
localización del iris, y la localización de las
comisuras de los ojos.
3.3.2.1 Localización del iris
La localización del iris del ojo se realiza a
partir de un detector de círculos en la imagen.
Este detector de círculos emplea la informa-
ción de la imagen de bordes SUSAN I
e
(x,y)
[10], en la cual se obtiene como mayor área
circular aquella comprendida por el iris del ojo.
El algoritmo de detección del iris se basa en
tres principios básicos [8]:
• La localización del ojo es conocida.
• El iris es aproximadamente circular.
• El iris está descrito por las coordenadas de
su centro y su radio, los cuales son deter-
minados a partir de la expresión de la Ecua-
ción 6, donde r ∈ [r
min
, r
max
], y [x
0
,y
0
]
∈ I
e
(x,y).
(6)
 ( ) ⎟
⎠
⎞
⎜
⎝
⎛
++= ∑
θ
θθ )sin,cos(,,
0000 max ryrxIryx e
r
3.3.2.2 Localización de las comisuras
Inicialmente se debe estimar una región de
búsqueda de los extremos interiores y exterio-
res del ojo, para lo cual se emplea el detector de
esquinas SUSAN [10]. Alrededor de los párpa-
dos del ojo, se encuentran las pestañas, las cua-
les pueden agregar información espuria, contri-
buyendo a una mala detección de una esquina o
borde en la imagen del ojo, por lo cual, se le
debe aplicar un suavizado. La localización de
las comisuras de los ojos es establecida a partir
de la búsqueda de los mínimos alrededor de
cada una las regiones estimadas [9]
3.4. Determinación de las medidas faciales
Las medidas faciales son determinadas a
partir de la distancia euclidea tomada entre dos
puntos característicos de la región del com-
plejo facial a analizar. Se tiene como caracterís-
tica principal, el hecho que las imágenes adqui-
ridas en la base de datos, no están en tamaño
real, por lo cual se debe realizar una calibra-
ción del sistema partiendo del patrón de me-
dida, el cual se muestra en la Figura 4. Dicha
calibración se realiza estableciendo la cantidad
Figura 4. Patrón de medida para la calibración del sistema.
(a) Patrón de medida. (b) Imagen adquirida.
4. Resultados
Los diferentes algoritmos de detección y
extracción de características fueron probados
empleando 1320 imágenes de 660 sujetos cla-
sificados de acuerdo a la edad y el género, los
cuales poseen características físicas diferentes,
tales como el color de la piel, el color de los
ojos, bocas y ojos grandes, entre otras.
Para la detección facial, la segmentación del
color de la piel se obtiene de manera eficiente
gracias a la robustez del modelo elíptico esta-
blecido en [6], el cual es aplicable a cualquier
tono de piel. Sin embargo, la detección de la
región de la boca y los ojos, depende amplia-
mente de los brillos y sobre-iluminaciones del
rostro, conllevando a una detección de falsos
negativos en la escena. En la Figura 5, se pue-
den observar algunos rostros detectados de
acuerdo al tono del color de la piel.
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Algunos resultados para la localización de los
puntos característicos se pueden observar en
las Figura 6.
externa e interna del ojo izquierdo. p4 y p5:
Comisuras interna y externa del ojo derecho.
p6 y p7: Comisuras de la boca.
En las imágenes faciales adquiridas el sujeto
puede poseer algún tipo de rotación, lo que
ocasiona que la ubicación exacta de la línea de
los labios no sea encontrada, sin embargo, se
determina una región de búsqueda alrededor
de su posición vertical, para ubicar las esquinas
de la boca. Para localizar de manera más exac-
ta cada uno de los queilión, se realiza una bús-
queda de mínimos en la imagen, sin embargo
este procedimiento depende directamente de
la condición de la boca en la escena y del color
de la piel. Es posible que el algoritmo caiga en
un mínimo local, cuando la boca está abierta,
lo cual se compensa realizando una búsqueda
adicional del interior de esta hacia afuera. En el
caso de sujetos con color de piel oscura o con
lunares o sombras marcadas alrededor de la
boca, el algoritmo establece un mínimo global
en dichos puntos produciendo un error en la
localización como se muestra en la Tabla I, para
los puntos p6 y p7.
La localización de los diferentes puntos de
los ojos depende directamente de la informa-
ción obtenida de sus bordes y esquinas, proce-
sadas empleando el operador SUSAN. Para la
detección del iris, y subsecuentemente el cen-
tro de la pupila, se toma como región inicial
de búsqueda, la luz reflejada por el flash em-
pleado durante la adquisición, ya que esto ase-
gura que es la región con valor de intensidad
de 255 en la imagen en escala de grises y coin-
cide de manera aproximada con la pupila.
Cada píxel blanco encontrado es asumido
como centro para la búsqueda del círculo, lo
cual prácticamente asegura la detección satis-
factoria del iris, obteniendo niveles de error
bajos en comparación con el etiquetado ma-
nual de las imágenes como se muestra en la
Tabla I, para los puntos p0 y p1.
Después de encontrar el iris, y con base a la
información de esquinas se realiza la búsqueda
de las comisuras de cada ojo, sin embargo este
proceso es altamente dependiente de las pes-
tañas que lo rodean y el color de la piel del
sujeto de análisis. Para disminuir el efecto de
las pestañas, se realiza un suavizado de la ima-
gen, el cual es un procedimiento que está esta-
Figura 6. Extracción de características faciales de
acuerdo al tono de piel. (a) Tono de piel blanco. (b)
Tono de piel moreno. (c) Tono de piel oscuro.
El error para la localización de puntos es
establecido como la distancia euclidea existen-
te entre el punto manual y el punto automático
en las coordenadas x e y. Se obtiene el error
promedio en píxeles, para lo cual se tiene en
cuenta que, con base al patrón de calibración
de medidas, 1 píxel corresponde a 0.128 mm.
La técnica de proyecciones integrales es bas-
tante eficiente para la localización de las
comisuras de la boca, presentando un bajo
error como se puede observar en la Tabla I.
La localización de las comisuras de los ojos
depende directamente de la presencia de las
pestañas alrededor de los ojos, presentando un
alto error, principalmente en el caso de las
comisuras externas.
p g
Punto 
Error medio 
(cm) 
Error cuadrático 
medio (cm) 
p0.x 0.345 0.016 
p0.y 0.310 0.015 
p1.x 0.314 0.015 
p1.y 0.325 0.024 
p3.x 1.149 0.060 
p2.y 0.931 0.044 
p3.x 0.667 0.041 
p3.y 1.075 0.066 
p4.x 0.550 0.035 
p4.y 1.006 0.063 
p5.x 2.775 0.627 
p5.y 1.004 0.065 
p6.x 0.728 0.073 
p6.y 0.251 0.016 
p7.x 0.915 0.053 
p7.y 0.233 0.018 
Tabla I. Desempeño del algoritmo de detección facial
La notación en la columna punto de la Tabla
I, corresponde a: p0 y p1: Centros pupila de
los ojos izquierdo y derecho. p2 y p3: Comisuras
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Tabla III. Confiabilidad de error
para los puntos característicos
Tabla III 
Confiabilidad de error para los puntos 
característicos  
Punto 
Rango de error 
(cm) 
Confiabilidad del 
sistema (%) 
p0.x 0 – 0.109 96,443 
p0.y 0 – 0.089 92,885 
p1.x 0 – 0.077 90,118 
p1.y 0 – 0.128 98,814 
p3.x 0 – 0.391 94,862 
p2.y 0 – 0.268 93,281 
p3.x 0 – 0.203 91,304 
p3.y 0 – 0.409 94,071 
p4.x 0 – 0.169 91,304 
p4.y 0 – 0.383 95,652 
p5.x 0 – 0.911 97,628 
p5.y 0 – 0.318 93,281 
p6.x 0 – 0.479 98,419 
p6.y 0 – 0.073 90,118 
p7.x 0 – 0.257 90,514 
p7.y 0 – 0.081 92,095 
blecido a través de la manipulación de umbra-
les que pueden tener efectos que beneficien o
perjudiquen la localización de las esquinas de
los ojos. Se presenta un error menor en la lo-
calización de las comisuras internas (p3 y p4),
dado que es de manera general una zona que
no posee pestañas. Caso contrario al de las
comisuras externas (p2 y p5), lugar en el que se
encuentra la mayor cantidad de pestañas y es
difícil establecer las verdaderas esquinas a tra-
vés del detector, obteniendo un error bastante
considerable (Tabla I).
Los errores en centímetros de las medidas,
obtenidas a partir de los puntos característicos
localizados de manera automática, se pueden
observar en la Tabla II. La notación en la co-
lumna medida corresponde a: Med1: distancia
interpupilar. Med21 y Med22: ancho de la aber-
tura palpebral izquierda y derecha. Med3: dis-
tancia entre comisuras externas de los ojos.
Med4: distancia entre comisuras internas de los
ojos. Med5: ancho de la boca.
resultado tenga un rango de error determina-
do, la cual puede observarse en la Tabla III. Para
el Punto en el eje de las abscisas correspondien-
te al centro de la pupila del ojo izquierdo (P0.x),
hay una confiabilidad del sistema del 96.44%
para equivocarse entre 0 y 0.109 cm.
Tabla II. Error en las medidas de ojos y boca
Medida Error medio (cm) 
med1 0.900 
med21 1.603 
med22 2.587 
Med3 4.146 
Med4 1.169 
Med5 2.131 
Figura 7. Error en la localización de puntos teniendo
equivalencia en las medidas.
El mayor error se presenta en la medida co-
rrespondiente a la distancia entre las comisuras
externas y la anchura palpebral derecha, las cua-
les se justifican de acuerdo a los errores en milí-
metros mencionados en la Tabla II.
La evaluación de la extracción de característi-
cas faciales se realiza comparando la localización
de puntos y las medidas obtenidas de manera
automática con aquellas obtenidas a través del
etiquetado manual de 250 imágenes. Sin embar-
go, el error obtenido para las medidas del rostro
no da una clara información de la eficiencia de
los algoritmos de localización de puntos, ya que
puede existir un desplazamiento en los puntos
cuya distancia euclidea coincida con la medida
real como se muestra en la Figura 7.
Dadas las condiciones de trabajo del sistema
y los errores promedio obtenidos, tanto en las
medidas como en la localización de puntos, se
halló la confiabilidad (en porcentaje), de que el
5. Conclusiones
En el procesamiento digital de las imágenes
adquiridas, las condiciones de iluminación de
la escena y el tono de la piel son los factores
más importantes que determinan el desempe-
ño de los algoritmos de detección y extracción
de características faciales. Las técnicas emplea-
das, basadas en la información de color, las pro-
yecciones integrales, los detectores de bordes y
esquinas y la búsqueda de mínimos, son
invariantes a la rotación y traslación del rostro
en la escena. Sin embargo, dependen directa-
mente de si los ojos o la boca se encuentran
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abiertos o cerrados. Desde el punto de vista al-
gorítmico la presencia de las pestañas en los ojos
afecta la detección de bordes y esquinas de la
región de los ojos, ya que, adhieren informa-
ción espuria que introduce un error en la deter-
minación de la región de búsqueda de mínimos,
la cual a su vez depende altamente de la presen-
cia de sombras, manchas y lunares, los cuales se
pueden convertir en mínimos globales que ge-
neran una localización incorrecta de los puntos
característicos.
El planteamiento de la confiabilidad de caer en
un rango de error permite establecer si el desem-
peño del sistema se acopla a determinada aplica-
ción, por ejemplo, si se requiere un sistema que
permita una variación en la localización entre 0 y
10mm, los resultados presentados muestran que
este trabajo está a punto y tendría un alto desem-
peño. Sin embargo, para aplicaciones de alta pre-
cisión, específicamente para trabajos en cirugía
plástica, se deben realizar ciertos ajustes y mejo-
ras a los diferentes algoritmos.
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