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We consider the coupling of the radiative heat transfer equations and the energy equation for the tem-
perature T of a compressible ﬂuid within the ﬁnite segment [0,L]. Using the technique of upper and lower
sequences associated to integro-parabolic equations, we establish the existence and uniqueness of a clas-
sical solution T, 0 6K 6 T(x, t) 6K+ <1with corresponding radiative intensity I(x,X,m, t). The boundary
is considered to be semi-reﬂexive with reﬂection coefﬁcient q, 0 6 q(l) 6 1. The existence of the solution
for the coupled system does not depend on any additional hypotheses besides that the total absorption
coefﬁcient is bounded and that the ratio between the coefﬁcients of scattering and total absorption is uni-
formly bounded. As well we present numerical results for the coupled evolutive problem. Using the oper-
ational representation encountered in the course of establishing the existence theory, we derive vector
Green’s functions for the transport equation which allow us to solve numerically the coupled system.
 2010 Elsevier Ltd. Open access under the Elsevier OA license.1. Introduction
The nonlinear coupling between the temperature and the radi-
ative intensity has been extensively studied in the literature. Appli-
cations range from the modeling of gas turbine chambers (see
Frank et al., 2004) to the cooling of glass in annealing process
(see Larsen et al., 2002).
The evolution of the temperature of a compressible ﬂuid inside
a convex region Dwith conductive, convective and radiative effects
is modeled by the following simpliﬁed dimensionless equation (see
Frank et al. (2004) for further details):
@T
@t
þ u  rT r  k0rT ¼
Z 1
m0
Z
S2
j0
e2
I  Bðm; TÞð ÞdXdm
eX  rI þ r0 þ j0ð ÞI ¼ 1
4p
r0
Z
S2
I dXþ k0Bðm; TÞ
ð1Þ
Here the function B(m,T) is the (dimensionless) Planck radiation
function given by
Bðm; TÞ ¼ g21
m3ref
Iref
2hpm3
c2
exp
hpmmref
kBTTref
 
 1
 1
The constants kB, hp and c stand respectively for the Boltzmann con-
stant, the Planck’s constant and the speed of light in the vacuum
and g1 is the reﬂective index of the internal medium. k0 is the heat
diffusivity and u is the velocity ﬁeld, both of which are assumed tofax: +55 (51) 3308 7301.
gmail.com (F.S. de Azevedo),
n@ufrgs.br (M. Thompson),
Elsevier OA license.be known and sufﬁciently regular. The boundary of the opaque part
of the radiative spectrum is denoted by m0 and e represents a dimen-
sionless parameter describing the distance from an optically thick
medium, e ¼ 1Xref kref , where Xref and kref are reference length scale
and reference absorption rate respectively. Tref, Iref and mref are pre-
scribed reference values for the temperature, intensity of radiation
and frequency. The reference values for time and absorption are
then given by
tref ¼ cvjref x2ref
Tref
Irefmref
and kref ¼ Irefmrefjref Tref
Here cv is the volumetric speciﬁc heat capacity. The coefﬁcients j0,
r0 and k0 depend only on the frequency m. j0 is strict positive, r0 is
nonnegative and k0 = r0 + j0 6 kmax. We also assume a uniformity
hypothesis on the ratio between the scattering factor and the total
absorption factor given by
sup
mPm0
r0
k0
¼ cr < 1 ð2Þ
The initial condition is given by
Tðx;0Þ ¼ T0ðxÞ 2 CaðDÞ
where Ca(D) is the Banach space of the a-Hölder continuous func-
tions on D induced by the modiﬁed but equivalent norm given by
kqkCa ¼: C1 qb cCa þ kqkC0 ð3Þ
Here C1 is a positive constant and bqca is the seminorm of q in Ca(D)
deﬁned as
qb ca :¼ sup
x–y
jqðyÞ  qðxÞj
jy xja
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kqkC0 :¼ sup
y2D
jqðyÞj ð4Þ
We assume that T0(x) is positive. The boundary conditions are given
by
ek0
@T
@g
¼ hðTb  TÞ þ asp g2g1
 2 Z m0
0
Bðm; TbÞ  Bðm; TÞ½ dm ð5Þ
together with
IðXÞ ¼ qðlÞIðX0Þ þ ð1 qðlÞÞBðm; TbðxÞÞ; g X < 0 ð6Þ
In (5), Tb is the temperature on the boundary, a and h are positive
constants and g2 is the reﬂective index of the external medium.
The angle of reﬂection is given by X0 =X  2(g X)g and l is
deﬁned as l =X  g, where g is the outward normal vector.
The existence and uniqueness of a solution of the system given
by (1)–(6) was established in Thompson and Vilhena (2008) under
somewhat restrictive conditions on the coefﬁcient q and on the
relation between j0 and r0. Here we proceed independently of that
analysis, looking exclusively at the one-dimensional version of
(1)–(6), given by
@T
@t
þ uy @T
@y
 @
@y
k0
@T
@y
 
¼ 2p
Z 1
m0
Z 1
1
j0
e2
I  Bðm; TÞð Þdl0 dm
el @I
@y
þ r0 þ k0 I ¼ 1
2
r0
Z 1
1
I dl0 þ j0Bðm; TÞ
ð7Þ
for t > 0 and y 2 (0,L). The boundary conditions for l > 0 are given
by
Ið0;lÞ ¼ q0ðlÞIð0;lÞ þ ð1 q0ðlÞÞBðm; Tbð0ÞÞ
IðL;lÞ ¼ qLðlÞIðL;lÞ þ ð1 qLðlÞÞBðm; TbðLÞÞ ð8Þ
and
 ek0 @T
@y
¼ hðTbð0Þ  TÞ þ asp g2g1
 2 Z m0
0
Bðm; Tbð0ÞÞ  Bðm; TÞ½ dm
ek0
@T
@y
¼ hðTbðLÞ  TÞ þ asp g2g1
 2 Z m0
0
Bðm; TbðLÞÞ  Bðm; TÞ½ dm ð9Þ2. Existence theory of transport equation
In this section, we establish the theory of existence of a solution
for the one-dimensional transport equation given by
el @I
@y
þ k0I ¼ r
0
2
Z 1
1
I dl0 þ SðyÞ ð10Þ
where S(y) is a source term, the Eq. (10) being subject to the
semireﬂective boundary conditions:
Ið0;lÞ ¼ q0ðlÞIð0;lÞ þ ð1 q0ðlÞÞB0; l > 0
IðL;lÞ ¼ qLðlÞIðL;lÞ þ ð1 qLðlÞÞBL; l > 0 ð11Þ
For simplicity of notation, we omit the dependence on m in the
variable I. We show that the mean intensity 12
R 1
1 Iðy;lÞ may be
represented as
1
2
Z 1
1
Iðy;lÞ ¼ SgSðyÞ þ SbB ð12Þwhere B = (B0,BL), SbB is a Ca[0,L] function and Sg is a bounded oper-
ator in the spaces C0[0,L], Ca[0,L] and L2[0,L]. We begin our analysis
by setting qðyÞ ¼ r02
R 1
1 Idl
0 þ SðyÞ so that
el @I
@y
þ k0I ¼ qðyÞ
whose solution is given by the method of ray tracing (see Modest,
2003) by
Iðy;lÞ ¼ Ið0;lÞek
0y
le þ 1
l
Z y
0
qðsÞek
0 ðsyÞ
l or
Iðy;lÞ ¼ IðL;lÞek
0 ðLyÞ
le  1
l
Z L
y
qðsÞek
0 ðsyÞ
l
ð13Þ
We note that both of these expressions are equivalent and symmet-
rical. Applying the boundary condition we have that the following
equations are valid for l > 0:
Ið0;lÞ  IðL;lÞq0e
k0L
le ¼ q0
le
Z L
0
qðsÞek
0s
ledsþ ð1 q0ÞB0
 Ið0;lÞqLe
k0L
le þ IðL;lÞ
¼ qL
le
Z L
0
qðsÞek
0 ðsLÞ
le dsþ ð1 qLÞBL
These equations form a linear system in I(0,l) and I(L,l) whose
solution is given by
Ið0;lÞ ¼ ð1 q0ÞB0 þ e
k0Lleq0ð1 qLÞBL
1 q0qLe
2k0L
le
þ
q0
le
R L
0 qðsÞ qLe
k0 ðs2LÞ
le þ ek
0 s
le
 	
ds
1 q0qLe
2k0L
le
and
IðL;lÞ ¼ ð1 qLÞBL þ qLe
k0Lle ð1 q0ÞB0
1 q0qLe
2k0L
le
þ
qL
le
R L
0 qðsÞ e
k0 ðsLÞ
le þ q0e
k0 ðsþLÞ
le
 	
ds
1 q0qLe
2k0L
le
:
We note that 1 q0qLe
2k0L
le P 1 e2k0Le > 0, so that the expressions
are well deﬁned. Hence, we may write
1
2
Z 1
1
Iðy;lÞdl ¼ Lgqþ LbB ð14Þ
using (13), where the operator Lg :¼ Lþg þ Lg and Lþg and Lg are given
by
Lþg q ¼
1
2
Z 1
0
q0
le
Z L
0
qðsÞqLe
k0 ðsyþ2LÞle þ ek
0 ðsþy2LÞ
le
1 q0qLe
2k0L
le
dsþ 1
le
Z L
y
qðsÞek
0 ðsyÞ
le ds
24 35dl
Lg q ¼
1
2
Z 1
0
qL
le
Z L
0
qðsÞq0e
k0 ðsy2LÞ
le þ ek
0 ðsþyÞ
le
1 q0qLe
2k0L
le
dsþ 1
le
Z y
0
qðsÞek
0 ðsyÞ
le ds
24 35dl
ð15Þ
and Lb is given by
LbB ¼ 12
Z 1
0
e
k0L
leqLð1 q0ÞB0 þ ð1 qLÞBL
1 q0qLe
2k0L
le
e
k0 ðLyÞ
le dl
þ 1
2
Z 1
0
e
k0L
leq0ð1 qLÞBL þ ð1 q0ÞB0
1 q0qLe
2k0L
le
e
k0y
ledl ð16Þ
In order to estimate the norm of Lg as an operator in C0[0,L], we as-
sume jqj 6 q1 and calculate:
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 6 1
2
Z 1
0
q0
le
Z L
0
qLe
k0 ðsyþ2LÞle þ ek
0 ðsþy2LÞ
le
1 q0qLe
2k0L
le
dsþ 1
le
Z L
y
e
k0 ðsyÞ
le ds
24 35dl
¼ 1
2k0
Z 1
0
q0qL
e
k0 ðyþ2LÞ
le  ek
0 ðyþ3LÞ
le
1 q0qLe
2k0 L
le
þ q0
e
k0 ðyLÞ
le  ek
0 ðy2LÞ
le
1 q0qLe
2k0 L
le
þ 1 ek
0 ðLyÞ
le
24 35dl
Hence jLþg qj 6 12k0 ð1 fAÞ with
fA :¼
Z 1
0
ð1 q0Þe
k0 ðyLÞ
le þ q0ð1 qLÞe
k0 ðy2LÞ
le
1 q0qLe
2k0L
le
dl
Analogously, we see that
jLg qj 6
1
2k0
1 fBð Þ
where
fB :¼
Z 1
0
qLð1 q0Þe
k0 ðyLÞ
le þ ð1 qLÞe
k0y
le
1 q0qLe
2k0L
le
dl
The norm of Lg in C0[0,L] is given by
kLgkC0 6
1
k0
1 1
2
inf
0<y<L
ðfA þ fBÞ
 
6 1
k0
ð1 f Þ
We note that since q0 and qL are not greater than 1, it is easy to see
that fAP 0 and fBP 0 which implies fP 0.
In order to establish the existence theory of the coupled system,
we need estimates in the space Ca, whose norm is given by (3) and
admits the following form in the segment [0,L]:
kqkCa ¼ C1 sup
06x<y6L
jqðyÞ  qðxÞj
jy xja þ kqkC0 :
Now we ﬁx a positive value of C1 satisfying
C1 <
1
2C
1
cr
 1
 
ð17Þ
where the constant C depends on kmax, e and a and is deﬁned by
C :¼ sup
0<x<y<1;mPm0
R 1
0 e
k0xle  ek
0y
le
 	
ðy xÞa 6 supz>0;mPm0
1 R 10 ek0zle
za
6 sup
z>0
1 R 10 ekmaxzle
za
The reason for this restriction on C1 will become clear during the
analysis. We note that we have used here the fact that cr < 1 and
k0 < kmax. Fixing x < y and with jq(y)j 6 q1 we calculate
jðLgqÞðyÞ  ðLgqÞðxÞj 6 12 ðDþ Eþ F þ GÞ
where
D ¼
Z 1
0
q0 e
k0 ðLyÞle  ek
0 ðLxÞ
le



 



le 1 q0qLe
2k0L
le
 	 þ Z L
0
qðsÞ qLe
k0 ðsþLÞ
le þ ek
0 ðsLÞ
le
 	
ds




 



dl
6 q1
k0
Z 1
0
e
k0 ðLyÞ
le  ek
0 ðLxÞ
le



 


 q0 qLek
02L
le þ 1þ qLe
k0L
le  ek
0L
le
 	
1 q0qLe
2k0L
le
 	
24 35dl
¼ q1
k0
Z 1
0
e
k0 ðLyÞ
le  ek
0 ðLxÞ
le



 


1 q0qLe2k0Lle  ð1 q0Þ  ð1 qLÞek0Lle
1 q0qLe
2k0L
le
dl
6 q1
k0
Cjx yjaE ¼
Z 1
0
1
le
Z Ly
0
qðr þ yÞek
0r
ledr




  1le
Z Lx
0
qðr þ xÞek
0 r
ledr




dl
6
Z 1
0
1
le
Z Lx
0
qðr þ yÞ  qðr þ xÞj jek
0 r
ledr

þ q1
le
Z Ly
Lx
jqðr þ xÞjek
0r
ledr

dl
6
Z 1
0
1
le
Z Lx
0
qb cCa y xj jae
k0 r
ledr

þ q1
le
Z Ly
Lx
e
k0 r
ledr

dl
¼ 1
2k0
qb cCa y xj ja
Z 1
0
1 ek
0 ðLxÞ
le
 	
dl

þ q1
Z 1
0
e
k0 ðLxÞ
le  ek
0 ðLyÞ
le
 	
dl

6 1
k0
qb cCa y xj ja þ Cq1 x yj ja
  ¼ x yj ja
k0
qb cCa þ Cq1ð Þ
F :¼
Z 1
0
qL e
k0 ðLyÞle  ek
0 ðLxÞ
le



 



le 1 q0qLe
2k0L
le
 	 Z L
0
qðsÞ q0e
k0 ðsþLÞ
le þ ek
0 ðsLÞ
le
 	
ds




 



dl
6 q1
k0
Cjx yja
G :¼
Z 1
0
1
le
Z y
0
qðy rÞek
0 r
ledr




  1le
Z x
0
qðx rÞek
0r
ledr




dl
6 x yj j
a
k0
qb cCa þ Ckqkð Þ
The norm of Lg as an operator in Ca([0,L]) is estimated as follows:
kLgqkCa ¼ C1 sup
jðLgqÞðyÞ  ðLgqÞðxÞj
jy xja þ kðLgqÞðyÞkC0
6 1
k0
C1 qb cCa þ 2C1CkqkC0 þ kqkC0
 
6 ð2C1C þ 1Þ
k0
C1
ð2C1C þ 1Þ qb cCa þ kqkC0
 
6 ð2C1C þ 1Þ
k0
C1 qb cCa þ kqkC0
  ¼ ð2C1C þ 1Þ
k0
kqkCa
Using (2) and (17), we have
kLgkCa 6
2C1C þ 1
k0
<
1
k0cr
6 1r0 ð18Þ
We now rewrite (14) in the form
1
2
Z 1
1
Idl ¼ Lg r0 12
Z 1
1
Idl
 
þ LgSðyÞ þ LbB
which is equivalent to
1
2
Z 1
1
Idl ¼ 1 r0Lg
 1 LgSðyÞ þ LbB 
The inverse is well deﬁned since (18) implies r0kLgkCa < 1. The
representation (12) is then justiﬁed by deﬁning the operators Sg
and Sb by
Sg :¼ 1 r0Lg
 1Lg and Sb :¼ 1 r0Lg 1Lb ð19ÞRemark 1 (Actual radius of convergence). We observe that the
theory carried out in this section depends on the existence of the
inverse (1  r0Lg)1. This inverse always exists in a Banach space X
provided r0kLgkX < 1 given its series representation:
1 r0Lg
 1 ¼ 1þX1
k¼1
r0kLkg ð20Þ
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solutions for the one-dimensional neutron transport equation given
by (10) with boundary condition given by (11) in the space of
continuous function C0, then the restriction we have to impose to
guarantee the convergence of the series in (20) is given by the
Cauchy–Hadamard theorem:
r0 lim sup
k!1
Lkg
 1=k
C0
¼ r0rðLgÞ < 1
where r(Lg) stands for the spectral radius of Lg and coincides with
the limit limk!1kLkgk1=kC0 . Therefore the conditions derived in this sec-
tion are sufﬁcient but not necessary. Indeed, the calculation of the
criticality conditions for a slab is a classical problem in neutron
transport theory and may be used as benchmark for numerical
methods applied to the transport equation. See also the discussion
on sub Section 4. A rough estimate can be obtained by the condition
r0
k0
ð1 f Þ < 1
where f is half the value of the inﬁmum of fA + fB, permitting super-
criticality. In the special case of q0(l) = qL(l) = q(l), fA + fB reaches
its minimum at y = L/2:
f :¼
Z 1
0
ð1 qÞek
0L
2le þ qð1 qÞe3k
0L
2le
1 q2e2k0Lle
dl ¼
Z 1
0
ð1 qÞek
0L
2le
1 qek0Lle
dlRemark 2. We also remark that Lg may be written as
Lgu :¼
Z L
0
kðx; yÞuðxÞdx ð21Þ
where the kernel k(x,y) may be obtained from (15) and (16). Since
k(x,y) = k(y,x), Lg is a self-adjoint operator in L2(0,L) whose norm
kLgkL2 may be estimated by the Schur lemma:
kLgkL2 6 sup
0<y<L
Z L
0
kðx; yÞdx ¼ kLgkC0
Hence an existence theory for the transport equation in the Lebes-
gue space L2 also follows in the same conditions discussed in Re-
mark 1.Remark 3 (Positivity preserving property). The integral representa-
tion given by (21) with k(x,y)P 0 implies that the operator Lg has
the positivity preserving property, i.e. if u(y)P 0 for all y 2 [0,L]
then so (Lu)(y)P 0.
The series representation (20) implies that the operator Sg
preserves positivity as well.3. Existence theory of the coupled system
In this section we look again at the coupled system (7). Using
the operational notation (12) developed in the last section, we
want to establish the existence of a solution for the following inte-
gro-differential equation:
@T
@t
þ u  rT r  k0rT ¼
Z 1
m0
j0
e2
Iðy; mÞ  4pBðm; TÞð Þdm ð22Þ
where
Iðy; mÞ ¼ 2p
Z 1
1
Iðy;l; mÞdl
together with the positive initial condition
Tðx;0Þ ¼ T0ðxÞ 2 CaðDÞand the boundary conditions are given by
ek0
@T
@g
¼ hðTb  TÞ þ asp g2g1
 2 Z m0
0
Bðm; TbÞ  Bðm; TÞ½ dm
Deﬁne
bT ¼min inf
y2D
fT0ðy; eÞg; inf
y2@D
fTbðyÞg
 
and bI ¼ Bðm; bT Þ
as well as the following recursive relations:
@Tk
@t
 @
@y
k0
@Tk
@y
 !
þ u @T
k
@y
þ cTk ¼ cTk1
þ 1
e2
Z 1
m0
j0 Ik1  4pBðm; Tk1Þ
 	
dm
el @I
k
@y
þ k0Ik ¼ r
0
4p
Ik þ j0Bðm; Tk1Þ;
ð23Þ
where
c :¼ maxbT6T6eT @f ðTÞ@T
 
; f ðTÞ :¼ 4p
e2
Z 1
m0
j0Bðm; TÞdm
together with the boundary and initial conditions:
ek0
@Tk
@g
þ hTk þ asp g2g1
 2 Z m0
0
Bðm; TkÞdm ¼ hTbþ
asp
g2
g1
 2 Z m0
0
Bðm; TbÞdm
Tkðy;0Þ ¼ T0ðy; eÞ
IkðlÞ  q0IkðlÞ ¼ ð1 q0ÞBðm; Tbð0ÞÞ
IkðlÞ  qLIkðlÞ ¼ ð1 qLÞBðm; TbðLÞÞ
ð24Þ
Observe that we may start this iteration with T0 ¼ bT and I0 ¼ bI
and construct a monotonic increasing sequence of subsolutions.
Analogously we construct a monotonic decreasing sequence of
supersolutions by putting T0 ¼ eT and I0 ¼ eI , where
eT ¼max sup
y2D
fT0ðy; eÞg; sup
y2@D
fTbðyÞg
( )
and eI ¼ Bðm; eT Þ
We may then apply the techniques indicated in Chapters 2 and
4 of Pao (1992) in order to establish the following theorem:
Theorem 1. For each s > 0, positive initial condition T0(y) 2 Ca([0,L])
and positive boundary conditions T0 and TL, there exists a unique
solution ðTðy; tÞ; Iðy; t;l; mÞÞ, bT 6 T 6 eT , Bðm; bT Þ 6 T 6 Bðm; eT Þ,
T 2 C0ðD ½0; sÞ, T 2 C1;2ðD ð0; sÞÞ, where I ¼ 4pðSgBðm; TÞþ
SbBðm; TbÞÞ and I is given by (13).4. Numerical simulations
In this section, we present a discretization of the operators Sg
and Lg in a ﬁnite dimensional space and represent them as matri-
ces. Using this representation, solving the transport equation turns
to be an inexpensive problem of matrix–vector multiplication.
We compare the results we obtain with a solution found in the
literature. Unfortunately most of results which we found in the lit-
erature were given for q = 0. We chose to compare our results for
the k0 = r0 since it represents the most singular case for the calcu-
lation of the inverse (1  r0Lg)1 which is needed in problems of
radiative heat transfer theory.
Finally we discretize the coupled system and present numerical
results to illustrate the method.
Table 1
Comparison between the values calculated for
R 1
1 Iðy;lÞdl when k0 = r0 =  = 1.0, the
source is given by S(y) = y2 + y, the boundary condition is B0 = BL = 0 and q = 0 with
the results published by Vargas et al. (2007).
y LTS300 N = 100 N = 200 N = 400 N = 800 N = 1600
0.0 0.335952 0.335875 0.335928 0.335942 0.335946 0.335947
0.05 0.398459 0.398382 0.398441 0.398456 0.39846 0.398461
0.1 0.452925 0.452842 0.452905 0.452921 0.452925 0.452926
0.15 0.502992 0.502904 0.502971 0.502988 0.502992 0.502994
0.2 0.548165 0.548071 0.548142 0.54816 0.548165 0.548166
0.25 0.587762 0.587629 0.587702 0.587721 0.587726 0.587727
0.3 0.621014 0.620913 0.620989 0.621009 0.621014 0.621015
0.35 0.647477 0.647373 0.647452 0.647471 0.647477 0.647478
0.4 0.666684 0.666579 0.666659 0.666679 0.666684 0.666685
0.45 0.678336 0.678224 0.678305 0.678325 0.67833 0.678332
0.5 0.682233 0.682126 0.682207 0.682228 0.682233 0.682234
Table 2
Comparison between the values calculated for
R 1
1 Iðy;lÞdl when k0 = r0 =  = 1.0, the
source is given by S(y) = 1/8, the boundary condition is B0 = BL = 1/8 and q = 0 with the
results and exact solution published in Vargas et al. (2007).
y Exact LTS300 N = 200 N = 400 N = 800 N = 1600
0.0 0.516842 0.516841 0.516829 0.516838 0.516841 0.516841
0.1 0.600637 0.600634 0.600626 0.600634 0.600636 0.600637
0.2 0.647999 0.647997 0.647988 0.647996 0.647998 0.647999
0.3 0.678718 0.678715 0.678707 0.678715 0.678717 0.678718
0.4 0.696308 0.696303 0.696297 0.696305 0.696307 0.696308
0.5 0.702056 0.702053 0.702045 0.702053 0.702055 0.702055
Table 4
Comparison between the values calculated for the critical value of r0/k0 and the
solution published by Atalay (1996) and Naz and Loyalka (2008) when q ranges
between 0 and 0.99 and L = 0.2.
q = 0 q = 0.25 q = 0.50 q = .75 q = 0.99
N = 400 3.83032 2.95952 2.23566 1.60333 1.02491
N = 800 3.83031 2.95951 2.23566 1.60333 1.02491
Atalay 3.81843 2.94902 2.23324 1.60373 1.02503
Table 5
Comparison between the values calculated for the critical value of r0/k0 and the
solution published by Atalay (1996) and Naz and Loyalka (2008) when q ranges
between 0 and 0.99 and L = 2.0.
q = 0 q = 0.25 q = 0.50 q = .75 q = 0.99
N = 400 1.27711 1.20373 1.13254 1.06444 1.00250
N = 800 1.27710 1.20373 1.13254 1.06444 1.00250
Naz and Loyalka 1.27710 – – – –
Atalay/ 1.27704 1.20396 1.13287 1.06469 1.00252
Table 6
Comparison between the values calculated for the critical value of r0/k0 and the
solution published by Atalay (1996) and Naz and Loyalka (2008) when q ranges
between 0 and 0.99 and L = 20.0.
q = 0 q = 0.25 q = 0.50 q = .75 q = 0.99
N = 400 1.00714 1.00658 1.00568 1.00398 1.00025
N = 800 1.00713 1.00658 1.00567 1.00397 1.00025
Naz and Loyalka 1.00714 – – – –
Atalay 1.00714 1.00658 1.00568 1.00398 1.00117
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In order to construct a discretized version of Sg and Sb, we ﬁrst
represent a continuous function q : ½0; L ! R as a continuous
piecewise linear function given by
~qðyÞ ¼ sjþ1  y
hs
qðsjÞ þ y sjhs qðsjþ1Þ; sj 6 y 6 sjþ1 ð25Þ
where fsjgNþ1j¼1 is a uniform mesh consisting of N subintervals whose
extreme points are given by sj = (j  1)hs with hs ¼ LN. We deﬁne the
interpolation operator IN: C0[0,L]? C0[0,L] mapping q(s) to ~qðsÞ in
(25). The range of IN on C0[0,L] is the N + 1-dimensional space of
ﬁrst order ﬁnite elements, which will denote C0Nð½0; LÞÞ. Since
INq? q for each q 2 C0([0,L]), i.e, IN converges to the identity in
the strong topology, it is natural to approximate Lg by L
N
g :¼ INLgIN .
Due to the natural isomorphism uN between C0Nð½0; LÞÞ and RNþ1
given by
uN : C
0
Nð½0; LÞÞ $ RNþ1
qðyÞ $ qðs0Þ; . . . ; qðsNÞ; qðsNþ1Þ½ T ;
we represent LNg by the matrix
W0 :¼ uNLNgu1N ¼ uNINLgINu1N ¼: wij
 Nþ1
i;j¼1:Table 3
Comparison between the values calculated for the critical value of r0/k0 when q = 0 with t
L Naz and Loyalka N = 100 N = 20
1.0 1.615379 1.615471 1.6154
2.0 1.277102 1.277187 1.2771
4.0 1.108468 1.108551 1.1084
6.0 1.058296 1.058377 1.0583
8.0 1.036402 1.036483 1.0364
10.0 1.024879 1.024959 1.0249
12.0 1.018072 1.018152 1.0180
16.0 1.010766 1.010845 1.0107
20.0 1.007136 1.007214 1.0071where the entries wij are calculated using the integral representa-
tion (21) of Lg
wi;1 ¼
Z s2
s1
kðs; yiÞds
1
hs
Z s2
s1
skðs; yiÞds
wi;j ¼
Z sjþ1
sj
kðs; yiÞds
1
hs
Z sjþ1
sj
ðs sjÞkðs; yiÞds
þ 1
hs
Z sj
sj1
ðs sj1Þkðs; yiÞds if 2 6 i 6 N
wi;Nþ1 ¼ 1hs
Z sNþ1
sN
ðs sNÞkðs; yiÞds ð26Þ
here we used yi: = si for 0 6 i 6 N + 1.
The operator LNb ¼ INLbIN is obtained directly from (16) and its
associated (N + 1)  2 matrix V0 :¼ ðv ijÞNþ1;2i¼1;j¼1 ¼ /NLNb/1N :
v i;1 ¼ 12
Z 1
0
e
k0 ð2LyiÞ
le qLð1 q0Þ þ e
k0yi
le ð1 q0Þ
1 q0qLe
2k0L
le
dl
v i;2 ¼ 12
Z 1
0
e
k0 ðyiLÞ
le q0ð1 qLÞ þ e
k0 ðLyiÞ
le ð1 qLÞ
1 q0qLe
2k0L
le
dlhe benchmark results published by Naz and Loyalka (2008).
0 N = 400 N = 800 N = 1600
03 1.615385 1.615380 1.615379
25 1.277108 1.277103 1.277102
90 1.108474 1.108469 1.108468
17 1.058301 1.058297 1.058296
23 1.036407 1.036403 1.036402
00 1.024885 1.024881 1.024880
93 1.018078 1.018074 1.018073
87 1.010772 1.010768 1.010767
56 1.007141 1.007137 1.007136
Table 7
Absorption cross-sections of an eight-band model for glass (Larsen et al., 2002),
originally from ITWM, Kaiserlautern.
Band mj1 (1/s) mj (1/s) k0 (1/m)
0 0 42,827,494 Opaque
1 42,827,494 49,965,410 7136,06
2 49,965,410 54,507,720 567,32
3 54,507,720 66,620,546 267,98
4 66,620,546 74,948,115 27,98
5 74,948,115 85,654,988 15,45
6 85,654,988 99,930,819 7,7
7 99,930,819 1,498,962,290 0,5
8 1,498,962,290 1 0,4
Fig. 1. Proﬁle of temperature at several instants evolving fr
Fig. 2. Proﬁle of temperature at several instants evolving from T(y,0) = 1000 K toward
T(L, t) = 1000 K for r0 = 0.
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0
r approximating the operators Sg and Sb are
obtained respectively from (19):
W 0r :¼ 1 r0W0ð Þ1W0 and V 0r :¼ 1 r0W0ð Þ1V0:
Note that this notation is consistent when r0 = 0.
Once the matrices W 0r and V
0
r have been constructed, they are
used as vector Green’s functions for the transport equation, allow-
ing us to solve the unknown I with a matrix–vector multiplication.
Remark 4. We note that since the kernel k(x,y) may be written as
k(x,y) = k1(x + y) + k2(x  y), the actual number of deﬁnite integrals
to evaluate the coefﬁcients of the matrix in (26) grows only linearlyom T(y,0) = 1000 K towards T(y,1) = 300 K for r0 = 0.5.
s the stationary solution given by the boundary temperatures T(0, t) = 300 K and
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analytically, we only need to integrate numerically on the variable
l.
In order to validate our numerical scheme, we compared the
solution we obtained for the uncoupled heat transfer problem with
those obtained by Vargas et al. (2007) using the LTSN method with
N = 300. Error bounds for the LTSNmethodwere given by Pazos et al.
(2002). The pointwise comparison is given in Tables 1 and 2. The
integrals involved in (26) were performed by an adaptative quadra-
ture scheme, which ran with a relative tolerance of 1012. Numeri-
cal experiments show that the round-off error introduced by this
quadrature is not relevant compared to the truncation error.
Taking a closer look at Table 2, we observe a very good agree-
ment between the results obtained and the exact ones. When we
prescribe an accuracy of ﬁve or six signiﬁcant digits, we observeFig. 3. Proﬁle of temperature at several instants evolving from T(y,0) = 1000 K toward
T(L, t) = 1000 K for r0 = 0.3.
Fig. 4. Proﬁle of temperature at several instants evolving from T(y,0) = 1000 K toward
T(L, t) = 1000 K for r0 = 0.6.a better ﬁt with the exact values than those reported by Vargas
et al. (2007) using the LTSN method.
We also calculate the maximum value of the ratio k0/r0 for
which the transport Eq. (10) admits a ﬁnite solution. This value
is obtained from the spectral radius of the operator Lg, as ob-
served in Remark 1. This value is easy to estimate numerically
using the spectral radius of the matrix W0. In Tables 3–6 we com-
pare our results with those the Naz and Loyalka (2008) and Atalay
(1996).Remark 5 (Conditioning of (1  r0W)1). SincekWkL2 6 kLgkC0 , the
conditioning number is bounded by 11r0kLgkC0
. We note that this
value is bounded even when r0 ? k0 provided q(l )X 1 (see
Remark 1). Observe the contrast with the situation for the LTSNs the stationary solution given by the boundary temperatures T(0, t) = 300 K and
s the stationary solution given by the boundary temperatures T(0, t) = 300 K and
Fig. 5. Proﬁle of temperature at several instants evolving from T(y,0) = 1000 K towards the stationary solution given by the boundary temperatures T(0, t) = 300 K and
T(L, t) = 1000 K for r0 = 0.9.
Fig. 6. Evolution in time of the temperature for several points on the grid. This graph shows the convergence from T(y,0) = 1000 K towards the stationary solution given by
the boundary temperatures T(0, t) = 300 K and T(L, t) = 1000 K for r0 = 0.
1122 F.S. de Azevedo et al. / Annals of Nuclear Energy 38 (2011) 1115–1124method as commented in Vargas et al. (2007) (see there the end of
the introduction), where two eigenvalues coalesce to 1 as r 0/
k0 ? 1. We attribute this difference to the fact the LTSN method
formulates the problem on the whole line before solving the
boundary conditions, while the method we have used considers
the boundary condition from the beginning, thereby producing
lower eigenvalues.4.2. Coupled system
We illustrate the functioning of our method by presenting some
numerical results for the simulation of the evolution of the temper-
ature in a eight-band model for glass.
In order to discretize the parabolic problem, we have used the
Crank–Nicolson method:Tnþ1j  Tnj
ht
 1
2
k0ðjþ1Þ  k0ðj1Þ
2hs
Tnþ1jþ1  Tnþ1j1
2hs
 k0ðjÞ
2
Tnþ1jþ1  2Tnþ1j þ Tnþ1j1
h2s
 1
2
k0ðjþ1Þ  k0ðj1Þ
2hs
Tnjþ1  Tnj1
2hs
 k0ðjÞ
2
Tnjþ1  2Tnj þ Tnj1
h2s
þ uj
Tnjþ1  Tnj1
2hs
¼ 4p
2
Z 1
m0
j0 ðW 0r  1ÞBðm; TnÞ
 
j þ V 0rBðm; TbÞ
 
jdm;
with 2 6 j 6 N, where 1 is identity matrix,
Bðm; TnÞ ¼ Bðm; Tn1Þ Bðm; Tn2Þ    Bðm; TnNþ1Þ
 T
and
Bðm; TbÞ ¼ Bðm; Tbð0ÞÞ Bðm; TbðLÞÞ½ T :
mFig. 7. Proﬁle of temperature at several instants evolving from T(y,0) = 2000 K towards the stationary solution given by the boundary temperatures T(0, t) = 1700 K and
T(L, t) = 1000 K for r0 = 0. Here h = 10 W/m2 K.
Fig. 8. Proﬁle of temperature for the stationary solutions when the external left
boundary temperature is kept constant at 1000 K and the external right boundary
temperature varies between 300 K and 1000 K with r0 = 0.
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Raphson linearization:
 ek0ð1Þ T
nþ1
2  Tnþ11
hs
¼ hTbð0Þ  hTnþ11
þ K
Z m0
0
Bðm; Tbð0ÞÞ  B m; Tlin1
 	
 Tnþ11  Tlin1
 	 @B
@T
ðm; Tlin1 Þ
 
dm
ek0ðNþ1Þ
Tnþ1Nþ1  Tnþ1N
hs
¼ hTbðLÞ  hTnþ1Nþ1
þ K
Z m0
0
Bðm; TbðLÞÞ  B m; TlinNþ1
 	
 Tnþ1Nþ1  TlinNþ1
 	 @B
@T
m; TlinNþ1
 	 
d
where K ¼ aspðg2g1 Þ
2 and Tlin1 and T
lin
Nþ1 begin with T
n
1 and T
n
Nþ1, respec-
tively, and the linear coupled system is resolved using the Thomas
algorithm (TDMA) until
jTnþ1Nþ1T
lin
Nþ1 j
Tnþ1Nþ1
and jT
nþ1
1 T
lin
1 j
Tnþ11
have satisﬁed a
prespeciﬁed tolerance.
4.3. Numerical investigations
In our numerical experiments, we consider the evolution of
temperature in a slab of glass with parameters given by g1 =
1.46, Cm = 900 J/Kg K, qm = 2200 Kg/m3, cv = Cmqm, k0 = 1.1 W/mK,
h = 1.0 W/m2K, mref = Tref = Iref =  = 1, tref = 1.92  106, k(m) is eight-
band model as given in Table 7.
Further, in these simulations we chose q(l) to satisfy Fresnel’s
equation
qðlÞ ¼
1
2
tan2ðh1h2Þ
tan2ðh1þh2Þ þ
sin2ðh1h2Þ
sin2ðh1þh2Þ
h i
; h < hc
1; hP hc
(
where cos h1 ¼ l, sin hc ¼ g2g1 and h2 is given by Snell’s law
g1 sin h1 ¼ g2 sin h2
The value of as is given by
as ¼ 2g21
Z 1
0
ð1 qðlÞÞldl:
The discretization parameters were ht = 105, hs = 0.005 (200
intervals).
We solve the coupled problem for several combinations of ini-
tial and boundary conditions and we show the results in the graphsFigs. 1–7. Fig. 1 shows the evolution of the temperature starting
from a initial uniform temperature T = 1000 K converging towards
the stationary condition T = 300 K when the external boundary
temperatures are kept at T = 300 K. Figs. 2–5 show the evolution
of the temperature starting from a initial uniform temperature
T = 1000 K converging towards the stationary condition when the
external boundary temperatures are kept at T = 300 K on left and
T = 1000 K on the right for r = 0, r = 0.3,r = 0.6 and r = 0.9, respec-
tively. Fig. 6 depicts the same solution of Fig. 2 describing the evo-
lution over time of the temperature sampled at six equidistant
points in the grid. Fig. 7 shows the evolution of the temperature
starting from a initial uniform temperature T = 2000 K converging
towards the stationary condition when the external boundary tem-
peratures are kept at T = 1700 K on left and T = 1000 K on the right
for r = 0. The Figs. 8–10 show the proﬁles of the temperature for
several boundary conditions in the stationary regime. The bound-
ary conditions in Fig. 8 are given by T(0, t) = 300 K as T(L, t) ranges
between 300 K and 1000 K at intervals of 100 K. On the other hand,
the boundary conditions in Fig. 9 are given by T(L, t) = 1000 K as
Fig. 10. Proﬁle of temperature for the stationary solutions when the difference
between the external boundary temperatures external is kept constant at 400 K and
left external temperature ranges over 300 K, 400 K, 500 K and 600 K and r0 = 0.
Fig. 9. Proﬁle of temperature for the stationary solutions when the external right
boundary temperature is kept constant and the external left boundary temperature
varies between 1000 K and 1700 K with r0 = 0.
1124 F.S. de Azevedo et al. / Annals of Nuclear Energy 38 (2011) 1115–1124T(0, t) ranges between 1000 K and 1700 K at intervals of 100 K. The
boundary conditions in Fig. 10 are 300–700 K, 400–800 K, 500–
900 K and 600–1000 K for left and right boundary, respectively.
Note the nonlinear effect of radiation in graphs Figs. 8–10: the
solution approaches a straight line when the temperature is low
and assumes a skewed curvature when the radiation is inﬂuential
at high temperatures.
5. Conclusions
In this paper, we establish the existence of classical solutions to
the one-dimensional problem of heat transfer in presence ofradiation, convection and conduction. This result does not depend
on non-physical conditions upon the coefﬁcients j0, r0 and k0, as
was the case for the three-dimensional problem studied in Thomp-
son and Vilhena (2008), where the existence theory relies on small
values for the parameters cr and q. We note that this analysis is va-
lid even when q(l) identical to the unity. This is a relevant feature
once the applications of radiative transfer equations to model glass
manufacturing and annealing do require that the parameter q = 1
when the phenomenon of total reﬂection takes place. Wemust also
emphasize that the coefﬁcients j0, r0 and k0 are allowed to have a
continuous or sectional continuous dependence on m. In fact, the
only hypothesis required by our analysis is the boundedness and
measurability of this parameter. It follow that our analysis is suit-
able for any multi-band model.
From the analysis of existence of solution for reported problem,
we discuss a new approach to solve the radiative transport equa-
tion in a slab geometry deriving vector Green’s functions which
allows us to construct an efﬁcient algorithm for solving the
coupled equations.
This method has two great advantages. Firstly, since the matri-
ces W 0r and V
0
r act as vector Green’s functions for the transport
equation, we may solve it inexpensively as a matrix multiplication.
Furthermore, since these matrices need to be calculated only once
(for each set of parameters), an accurate method of quadrature
may be applied in order to obtain the coefﬁcients of W0 and V0
without compromising the overall performance of the algorithm.
Finally, we consider that the proposed solution method, is a
promising approach to solve the transport equation for neutral
particles. With this motivation, we shall focus our attention in a
forthcoming paper on the development of this method including
error bounds and applications.
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