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Abstract
This paper discusses Hyers–Ulam stability for functional equations in single variable, including
the forms of linear functional equation, nonlinear functional equation and iterative equation. Survey-
ing many known and related results, we clarify the relations between Hyers–Ulam stability and other
senses of stability such as iterative stability, continuous dependence and robust stability, which are
used for functional equations. Applying results of nonlinear functional equations we give the Hyers–
Ulam stability of Böttcher’s equation. We also prove a general result of Hyers–Ulam stability for
iterative equations.
 2003 Published by Elsevier Inc.
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1. Introduction
Hyers–Ulam stability is a basic sense of stability for functional equations. Usually the
functional equation
E1(ϕ)=E2(ϕ) (1.1)
is said to have the Hyers–Ulam stability if for an approximate solution ϕs such that∣∣E1(ϕs)(x)−E2(ϕs)(x)∣∣ δ (1.2)
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R.P. Agarwal et al. / J. Math. Anal. Appl. 288 (2003) 852–869 853for some fixed constant δ  0 there exists a solution ϕ of Eq. (1.1) such that∣∣ϕ(x)− ϕs(x)∣∣ ε (1.3)
for some positive constant ε. Sometimes we call ϕs a δ-approximate solution of Eq. (1.1)
and ϕ is ε-close to ϕs .
Such an idea of stability was given in 1940 by Ulam [30] for Cauchy equation
ϕ(x + y)= ϕ(x)+ ϕ(y)
and his problem was solved by Hyers [9] in 1941. Later, the Hyers–Ulam stability was
studied extensively (see, e.g., [2,20,23,26]). This concept is also generalized in [7,8,16,24].
As in [17] we say Eq. (1.1) has the generalized Hyers–Ulam–Rassias stability if for an
approximate solution ϕs such that∣∣E1(ϕs)(x)−E2(ϕs)(x)∣∣ψ(x) (1.4)
for some fixed function ψ(x) there exists a solution ϕ of Eq. (1.1) such that∣∣ϕ(x)− ϕs(x)∣∣Φ(x) (1.5)
for some fixed function Φ(x). We say Eq. (1.1) has the stability in the sense of Ger if for
an approximate solution ϕs such that∣∣∣∣E1(ϕs)(x)E2(ϕs)(x) − 1
∣∣∣∣ψ(x) (1.6)
for some fixed function ψ(x) there exists a solution ϕ of Eq. (1.1) such that
α(x) ϕ(x)
ϕs(x)
 β(x) (1.7)
for some fixed functions α(x) and β(x).
Most of known results on stability of functional equations are given for those equations
in several variables. Hyers surveyed the stability of isometries in [10] and later, jointly with
Rassias, the stability of homomorphisms in [11]. Another survey on Hyers–Ulam stability
of functional equations in several variables is given by Forti [6]. In contrast, there are much
less results of stability for functional equations in single variable and so far no surveys on
single variable ones are found. To promote investigation in stability of functional equations
in single variable, this paper provides such a survey, including linear functional equations,
nonlinear functional equations and iterative equations. We clarify the relations between
Hyers–Ulam stability and other senses of stability such as iterative stability, continuous
dependence and robust stability, which are used for functional equations. Applying results
of nonlinear functional equations we give the Hyers–Ulam stability of Böttcher’s equation.
Hyers–Ulam stability is also discussed for a general form of iterative equations which
include the polynomial-like iterative equation with variable coefficients.
2. Linear equations: iterative stability
Of the most importance is the linear functional equation (see [18])
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(
f (x)
)= g(x)ϕ(x)+ h(x), (2.8)
where f,g,h are given functions on an interval I and ϕ is unknown. When h(x)≡ 0 this
equation, i.e.,
ϕ
(
f (x)
)= g(x)ϕ(x), (2.9)
is called homogeneous linear equation.
In 1970 Brydak [3] introduced a concept of stability for the linear equation (2.8), which
was referred to as iterative stability later by Turdza [28]. Not working at Eq. (2.8) directly,
he discussed its equivalent form
ϕ
(
f n(x)
)=Gn(x)ϕ(x)−Gn(x) n−1∑
i=0
h
(
f i(x)
)
/Gi+1(x), n= 1,2, . . . ,
where f i(x) is the ith iterate of f and
Gn(x) :=
n−1∏
i=0
g
(
f i(x)
)
, ∀x ∈ I, (2.10)
as given in [18]. Equation (2.8) is said to be iteratively stable on the interval I with respect
to a class C of functions if there exists a constant K > 0 such that for each positive number
ε and each function ϕs ∈ C which satisfies the inequalities∣∣∣∣∣ϕs(f n(x))−Gn(x)ϕs(x)−Gn(x)
n−1∑
i=0
h
(
f i(x)
)
/Gi+1(x)
∣∣∣∣∣ ε, n= 1,2, . . . ,
(2.11)
for all x ∈ I there exists a solution ϕ ∈ C of (2.8) on I such that |ϕ(x)− ϕs(x)|Kε for
all x ∈ I . Obviously, the first inequality in (2.11) (i.e., the inequality of n= 1) is what the
Hyers–Ulam stability requires for (2.8). Therefore, iteratively stability for Eq. (2.8) can be
regarded as a weak notion of Hyers–Ulam stability.
Consider (2.8) on I , which can be any finite or infinite interval. In the case that I is
infinite we require, instead of continuity of solutions at −∞ (or ∞), the existence of a
finite limit of the solutions under discussion at −∞ (or ∞). Suppose
(H1) g,h are continuous on an interval I and g(x) = 0 for all x ∈ I ;
(H2) f is strictly increasing and continuous on I , and there exists a point ξ ∈ I such that
(f (x)−x)(ξ−x) > 0 and (f (x)−ξ)(ξ−x) < 0 for all x ∈ I\{ξ} (i.e., ξ is a unique
attractive fixed point of f ).
Theorem 1 [3]. Suppose that (H1) and (H2) hold and that Eq. (2.8) has a continuous
solution. If the case
(A) The limit G(x)= limn→∞Gn(x) exists and is continuous for all x ∈ I , and G(x) = 0
for x ∈ I
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the class C(I) of continuous functions.
Theorem 2 [3]. Suppose that (H1) and (H2) hold and the case
(B) There exists an interval J ⊂ I such that Gn(x)→ 0 uniformly in J as n→∞
occurs. If there exists a point x0 ∈ I such that the interval I0 = [f (x0), x0] (or I0 =
[x0, f (x0)]) is contained in J , then Eq. (2.8) is iteratively stable in the interval [ξ, x0]
(or in the interval [x0, ξ ]), provided that Eq. (2.8) has a continuous solution in I .
As f (x0) < x0, only the interval [ξ, x0], which on the left-hand side of x0, is discussed
in Brydak’s theorem of “iteratively stable.” The right-hand side of x0 is investigated fur-
ther by Turdza [28]. Consider Eq. (2.8) on I = (a, b), where a, b may take −∞ or ∞.
If a =−∞, for example, functions f,g,h are assumed additionally to be convergent
x→−∞. In his definition of iterative stability, condition (2.11) is replaced with the in-
equalities∣∣ϕs(f n(x))− Snϕs(f n(x))∣∣ ε, n= 1,2, . . . , ∀x ∈ I, (2.12)
where Sϕ(x) := g(f−1(x))ϕ(f−1(x))+ h(f−1(x)). Actually, his definition is equivalent
to Brydak’s because we can prove inductively that
Snϕ
(
f n(x)
)=Gn(x)ϕ(x)+Gn(x) n−1∑
i=0
h(f i(x))
Gi+1(x)
, n= 1,2, . . . .
Under the same hypotheses (H1) and (H2) he proved the following result in case (B).
Theorem 3. Equation (2.8) is iteratively stable in every interval [x0, b) (ξ < x0 < b) if
either (i) f r(b) < x0 for some integer r > 0, or (ii) g(x)  1 in a neighborhood (x1, b]
of b.
Furthermore, Choczewski et al. [5] obtained the following results under the hypothesis
(H) I = |0,A|, where 0 < A ∞ and |0,A| stands for any of the four intervals with
the ends 0 and A. f : I → I is a continuous and strictly increasing function and 0 <
f (x) < x in I\{0}. g : I → R is continuous in I , g(x) = 0 in I\{0}. h : I → R is also
continuous in I .
Theorem 4. Suppose that (H) holds and that there exists a continuous solution of (2.8)
on I . If Eq. (2.9) is Hyers–Ulam stable (respectively, iteratively stable) on I , then the
same is true for Eq. (2.8).
Let (H0) stand for (H) in the case that h= 0. In case (B) there always exists an open set,
say U ⊂ I , which is maximal for almost uniform convergence of Gn to zero.
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C1,C2,C3, an interval I0 := [f (x0), x0] ⊂ I\{0} and a point x1  x0 such that for every
positive integer n we have C1  |Gn(x)| in I\(U ∪ 0), |Gn(x)|  C2 in I0 ∩ U and
|Gn(f−n(x))| C3 for x ∈ [x1,A], then Eq. (2.9) is iteratively stable in I .
Theorem 4 gives a relation between the inhomogeneous equation (2.8) and the homo-
geneous (2.9) on their stability. Theorem 4 together with Theorem 5 tells when Eq. (2.8) is
iteratively stable in the class C(I).
Turdza also generalizes those results to Banach spaces. Suppose
(H′) I is the interval [0, b), where 0 < b ∞, K is the field of real or complex numbers,
Y is a Banach space over K , the functions f : I → I , g : I → K and h : I → Y are
continuous, and ϕ : I → Y . Furthermore, 0 < f (x) < x for x ∈ (0, b), f (0)= 0, f is
strictly increasing in I , g(x) = 0 for x ∈ I .
For the sequence Gn defined in (2.10), there are actually three possible cases:
(A′) There is a continuous function D : I → K , D(x) = 0 for x ∈ I , such that
limn→∞Gn(x)=D(x) for x ∈ I ;
(B′) There is an interval J ⊂ I such that limn→∞Gn(x)= 0 uniformly in J ;
(C′) Neither (A′) nor (B′) is fulfilled.
In [29] Turdza proved the following
Theorem 6. Assume that hypothesis (H′) is fulfilled and that case (A′) occurs. If there
exists a continuous solution of Eq. (2.8) on I and the function 1/D(x) is bounded, then
Eq. (2.8) is iteratively stable in I in the class of functions continuous on I . If moreover the
series limn→∞
∑n
i=1 |Gn(x)/Gi(x)| is bounded, then Eq. (2.8) is Hyers–Ulam stable in
the class of functions continuous on I .
The result on Hyers–Ulam stability in this theorem is not complete. In fact, since
D(x) = 0 and both 1/D(x) and limn→∞∑ni=1 |Gn(x)/Gi(x)| are bounded, we have
lim
n→∞
n∑
i=1
1
|Gi(x)| = limn→∞
∑n
i=1 |Gn(x)|/|Gi(x)|
|Gn(x)|
= limn→∞
∑n
i=1 |Gn(x)|/|Gi(x)|
|D(x)| ,
implying that
∑∞
i=1 1/|Gi(x)| converges. It follows that limi→∞ 1/|Gi(x)| = 0, or equiva-
lently that limi→∞Gi(x)=∞, a contradiction to the assumption of case (A′). This implies
that the assumptions in Theorem 6 are incompatible.
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In 1991 Baker [1] discussed Hyers–Ulam stability for linear equations of the form
ϕ(x)= g(x)ϕ(f (x))+ h(x). (3.13)
His result is proved by applying the contraction principle.
Theorem 7. Let S be a nonempty set andE be a real (or complex) Banach space. Consider
f :S → S, h :S → E, g :S → R (or C) with |g(x)|  λ for all x ∈ S and 0  λ < 1.
Suppose that ϕs :S→E satisfies∥∥ϕs(x)− g(x)ϕs(f (x))− h(x)∥∥ δ for all x ∈ S, (3.14)
where δ > 0 is a constant. Then there exists a unique function ϕ :S → E which satisfies
Eq. (3.13) and∥∥ϕ(x)− ϕs(x)∥∥ δ/(1− λ), ∀x ∈ S. (3.15)
Moreover, he also proved a similar result on Hyers–Ulam stability for Eq. (3.13) when
E is a Banach algebra.
Theorem 7 is applicable to linear equations of the form (2.8) if g(x) = 0, but it requires
either that ‖g(x)‖ r for all x ∈ S for a certain constant r > 1, as reduced to
ϕ(x)= (g(x))−1ϕ(f (x))− (g(x))−1h(x), (3.16)
or that f :S → S is homeomorphic and |g(x)|  λ for all x ∈ S for a certain constant
0 λ < 1, as reduced to
ϕ(x)= g(f−1(x))ϕ(f−1(x))+ h(f−1(x)). (3.17)
For homogeneous equation (2.9) in some special forms, without those requirements
for (3.16) and (3.17), results on Hyers–Ulam stability are obtained by constructing con-
vergent sequences. More concretely, the Hyers–Ulam stability and the generalized Hyers–
Ulam–Rassias stability for equation
ϕ(x +p)= kϕ(x) (3.18)
were discussed by Lee and Jun [19]. The three senses of the Hyers–Ulam stability men-
tioned in (1.2)–(1.7) were discussed by Jung [12–14] for the gamma functional equation
ϕ(x + 1)= xϕ(x), x ∈ (0,+∞). (3.19)
Later Kim [15] generalized Jung’s results to the generalized gamma functional equation
ϕ(x +p)= g(x)ϕ(x) (3.20)
and obtained the following results.
Theorem 8. If function ϕs : (0,∞)→R satisfies the inequality |ϕs(x+p)− g(x)ϕs(x)|
δ, for all x > n0, and the function g : (0,∞)→ (0,∞) satisfies that γ (x) :=∑∞j=0∏ji=0 1/
g(x + pi), is bound for all x > n0, then there exists a unique solution ϕ : (0,∞)→ R of
Eq. (3.20) such that |ϕ(x)− ϕs(x)| γ (x)δ for all x > n0.
858 R.P. Agarwal et al. / J. Math. Anal. Appl. 288 (2003) 852–869Theorem 9. If function ϕs : (0,∞)→R satisfies the inequality |ϕs(x+p)− g(x)ϕs(x)|
φ(x) for all x > n0 and the functions g and φ : (0,∞)→ (0,∞) satisfy that Φ(x) :=∑∞
j=0 φ(x + pj)
∏j
i=0 1/g(x +pi) < ∞ for all x ∈ (0,∞), then there exists a unique
solution ϕ : (0,∞)→R of Eq. (3.20) such that |ϕ(x)− ϕs(x)|Φ(x) for all x > n0.
Theorem 10. If function ϕs : (0,∞)→ (0,∞) satisfies the inequality∣∣∣∣ϕs(x + p)g(x)ϕs(x) − 1
∣∣∣∣ψ(x), ∀x > n0,
and the functions g : (0,∞) → (0,∞) and ψ : (0,∞) → (0,1) satisfy that γ (x) :=∑∞
j=0
∏j
i=0 1/g(x +pi) is bound for all x > n0 and that both α(x) :=
∑∞
i=0 log(1 −
ψ(x + pi)) and β(x) :=∑∞i=0 log(1+ψ(x + pi)) are bounded for all x > n0, then there
exists a unique solution ϕ : (0,∞)→ (0,∞) of Eq. (3.20) such that eα(x)  ϕ(x)/ϕs(x)
eβ(x) for all x > n0.
In Theorems 8–10 the most important thing is convergence of series γ (x), Φ(x), α(x)
and β(x) and it is discussed further in [17]. Observe the series ∑∞j=0∏ji=0 1/g(x + pi) in
Theorem 8, for example, which is convergent if lim infk→∞ g(x + pk) > 1. However, the
condition of the limit is weaker than the requirement for (3.16), i.e., |g(x)| r > 1, ∀x ∈
(0,+∞). In this sense, Baker’s conditions are weakened in Jung’s results and in Kim’s.
Recently, using the same method as in Jung’s works and Kim’s, Tiberiu [27] investigates
the Hyers–Ulam–Rassias stability for the general linear equation (2.8) and the stability in
the sense of Ger for Eq. (2.9). Let K be either the field R of real numbers or the field C of
complex numbers, R+ the set of all nonnegative real numbers and R∗+ the set of all positive
real numbers.
Theorem 11. Let X be a Banach space over the field K and S a nonempty set. Let f :S→
S, h :S→X, g :S→ K\{0} and ψ :S→R+ be given functions such that
Φ(x) :=
∞∑
k=0
ψ(f k(x))∏k
j=0 |g(f j (x))|
<∞ (3.21)
for all x ∈ S. If a function ϕs :S→X satisfies∥∥ϕs(f (x))− g(x)ϕs(x)− h(x)∥∥ψ(x) (3.22)
for all x ∈ S, then there exists a unique function ϕ :S →X such that ϕ satisfies Eq. (2.8)
and ‖ϕ(x)− ϕs(x)‖Φ(x) for all x ∈ S .
Theorem 12. Let S be a nonempty set and let f :S → S, g :S → R∗+, and ψ :S →]0,1[
be given functions such that
α(x) :=
+∞∏
j=0
[
1−ψ(f j (x))]> 0 and β(x) := +∞∏
j=0
[
1+ψ(f j (x))]<∞ (3.23)
for all x ∈ S. If a function ϕs :S→ R∗+ satisfies
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∣∣∣∣ ϕs(f (x))g(x)ϕs(x) − 1
∣∣∣∣ψ(x) (3.24)
for all x ∈ S, then there exists a unique function ϕ :S→ R∗+ such that ϕ satisfies Eq. (2.9)
and α(x) ϕ(x)/ϕs(x) β(x) for all x ∈ S .
To be checked easily, condition (3.21) in Theorem 11 can be simplified as
lim inf
j→∞
ψ(f j−1(x))
ψ(f j (x))
∣∣g(f j (x))∣∣> 1, ∀x ∈ S. (3.25)
Similarly, condition (3.23) in Theorem 12 can be simplified as
∞∑
j=0
ψ
(
f j (x)
)
<+∞, ∀x ∈ S. (3.26)
4. On nonlinear equations
The Hyers–Ulam stability of the nonlinear functional equation
ϕ(x)= F (x,ϕ(f (x))) (4.27)
was discussed by Baker [1] in 1991.
Theorem 13. Let S be a nonempty set and (X,d) be a complete metric space. Let f :S→
S, F :S ×X→X and 0 λ < 1. Suppose that
d
(
F(x,u),F (x, v)
)
 λd(u, v), ∀x ∈ S, ∀u,v ∈X, (4.28)
and that ϕs :S→X,δ > 0 such that
d
(
ϕs(x),F
(
x,ϕs
(
f (x)
)))
 δ, ∀x ∈ S. (4.29)
Then there is a unique function ϕ :S → X such that ϕ(x)= F(x,ϕ(f (x))) for all x ∈ S
and
d
(
ϕ(x),ϕs(x)
)
 δ
1− λ, ∀x ∈ S. (4.30)
Proof. Let Y = {a :S → X | sup{d(a(x),ϕs(x)) | x ∈ S} < +∞}. For a, b ∈ Y define
ρ(a, b)= sup{d(a(x), b(x)) | x ∈ S}. Then ϕs ∈ Y , ρ is a metric on Y , and convergence
with respect to ρ means uniform convergence on S with respect to d . Moreover, the com-
pleteness of X with respect to d implies the completeness of Y with respect to ρ.
For a ∈ Y define T (a) :S→X by
T (a)(x)= F (x, a(f (x))), ∀x ∈ S.
Then T maps Y into Y . If a, b ∈ Y then for all x ∈ S,
d
(
T (a)(x), T (b)(x)
)= d(F (x, a(f (x))),F (x, b(f (x))))
 λd
(
a
(
f (x)
)
, b
(
f (x)
))
 λρ(a, b), (4.31)
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ρ
(
T (a), T (b)
)
 λρ(a, b), ∀a, b ∈ Y.
According to the well-known proof of Banach’s fixed point theorem, there exists a
unique ϕ in Y such that ϕ = T (ϕ) and
ρ(ϕ,ϕs) ρ
(
ϕ,T (ϕs)
)+ ρ(T (ϕs), ϕs)
 ρ
(
T (ϕ),T (ϕs)
)+ δ  λρ(ϕ,ϕs)+ δ,
so that ρ(ϕ,ϕs)  δ/(1− λ). That is, there exists a unique solution ϕ of Eq. (4.27) such
that inequality (4.30) hold. ✷
An interesting example of nonlinear equation is Böttcher’s equation
ϕ
(
f (x)
)= ϕ(x)p (p = 1) (4.32)
which was proved by Brydak [4] to be iteratively stable if p > 1 is a given number and
f : I = (0, a)→ R (0 < a ∞) is a continuous function such that 0 < f (x) < x , ∀x ∈ I ,
and limx→0 f (x)/xp converges to a positive number. Applying Theorem 13, we can further
give the Hyers–Ulam stability of the equation.
Theorem 14. Suppose that (i) f : R → R, p > 1 and ϕs : R →[1,+∞) satisfies∣∣ϕs(x)− ϕs(f (x))1/p∣∣ δ, ∀x ∈ R, (4.33)
for a constant δ > 0, or that (ii) f : R → R is homeomorphic, 0 < p < 1, and ϕs : R →
[1,+∞) satisfies∣∣ϕs(f (x))− ϕs(x)p∣∣ δ, ∀x ∈R, (4.34)
for a constant δ > 0. Then there is a unique solution ϕ : R → [1,+∞) of Eq. (4.32) such
that |ϕ(x)− ϕs(x)|max{1/|p− 1|,p/|p− 1|}δ for all x ∈ R.
Proof. In case p > 1, consider the equivalent form of Eq. (4.32)
ϕ(x)= ϕ(f (x))1/p. (4.35)
Regard [1,+∞) as a complete metric space and let F(x,u)= u1/p where x ∈ R, u 1.
Then F maps R× [1,+∞) into [1,+∞). By the mean value theorem,
∣∣F(x,u)− F(x, v)∣∣= |u1/p − v1/p| 1
p
|u− v|, ∀x ∈R, ∀u,v  1,
since p > 1. Thus, the Hyers–Ulam stability of (4.35) is implied by Theorem 13 and the
result of part (i) is proved.
In case 0 <p < 1, inequality (4.34) implies that∣∣ϕs(x)− ϕs(f−1(x))p∣∣ δ, ∀x ∈R, (4.36)
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R× [1,+∞) into [1,+∞). By the mean value theorem,∣∣F(x,u)− F(x, v)∣∣= |up − vp | p|u− v|, ∀x ∈ R, ∀u,v  1,
since 0 < p < 1. By inequality (4.36) and Theorem 13, there exists a unique solution
ϕ : R →[1,+∞) of equation ϕ(x)= ϕ(f−1(x))p such that |ϕ(x)−ϕs(x)| δ/(1− p) for
all x ∈ R. That is, if 0 < p < 1 and inequality (4.34) hold, there exists a unique solution
ϕ : R → [1,+∞) of Eq. (4.32) satisfying inequality |ϕ(x) − ϕs(x)|  δ/(1− p) for all
x ∈R. ✷
5. On iterative equations
Consider the iterative equation
G
(
ϕ(x),ϕ2(x), . . . , ϕn(x)
)= F(x), (5.37)
i.e., a functional equation with iterates of the unknown function, where x ∈ I = [a, b]
and a, b are constants satisfies a  b, F : I → I is given, ϕ : I → I is unknown and ϕi
denotes the ith iterate of ϕ, i.e., ϕ0(x)= x and ϕi+1(x) = ϕ(ϕi(x)) for all x ∈ I and all
i = 0,1,2, . . . . Existence of continuous solutions is given in [25].
The Hyers–Ulam stability of Eq. (5.37) was discussed by Xu and Zhang [32] under the
following hypotheses:
(H1) G : In = I × · · · × I → I is continuous, G(a, . . . , a)= a,G(b, . . . , b)= b;
(H2) There exist constants Bi  0 (i = 1, . . . , n) such that for yi, zi ∈ I (i = 1, . . . , n)
∣∣G(y1, . . . , yn)−G(z1, . . . , zn)∣∣ n∑
i=1
Bi |yi − zi |; (5.38)
(H3) There exist constants C1 > 0, Ci  0 (i = 2, . . . , n) such that
G(y1, . . . , yn)−G(z1, . . . , zn) C1(y1 − z1)−
n∑
i=2
Ci |yi − zi | (5.39)
for all yi, zi ∈ I , i = 1, . . . , n, with y1  z1.
Theorem 15. Suppose that hypotheses (H1)–(H3) hold and that F : I → I is a Lipschitzian
mapping fixing the end-points of I with Lip(F )  M0 for positive constant M0. If ϕs :
I → I is a Lipschitzian mapping fixing end-points of I with Lip(ϕs)M such that∣∣F(x)−G(ϕs(x), . . . , ϕns (x))∣∣ δ, ∀x ∈ I, (5.40)
for a constant δ > 0, then there exists a unique continuous solution ϕ : I → I of Eq. (5.37)
such that |ϕ(x)− ϕs(x)| γ δ for all x ∈ I , where
γ =
(
C1 −
n∑
i=2
CiM
i−1 −max
{
n∑
i=2
Ci
i−2∑
j=0
Mj,
n∑
i=2
Bi
i−2∑
j=0
Mj
})−1
,
provided C1 >
∑n
i=2 CiMi−1 +max {M0/M,
∑n
i=2 Ci
∑i−2 Mj,∑ni=2 Bi∑i−2 Mj }.j=0 j=0
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λ1ϕ(x)+ λ2ϕ2(x)+ · · · + λnϕn(x)= F(x), (5.41)
studied in [33,34]. In order to cope with the equation where λj ’s are functions of x (i.e.,
the so-called problem of variable coefficients [36]), we will generalize Theorem 15 to the
general form of iterative equations
G
(
x,ϕ(x),ϕ2(x), . . . , ϕn(x)
)= F(x), x ∈ I = [a, b]. (5.42)
Existence of solutions is referred to [31,36].
Consider the same hypotheses (H1) and (H2) for G : In+1 → I , renamed by (H1′)
and (H2′) respectively, and the hypothesis
(H3′) There exist constants C1 > 0, Ci  0, i = 0,2,3, . . . , n, such that
G(y0, y1, . . . , yn)−G(z0, z1, . . . , zn) C1(y1 − z1)−
n∑
i=0, i =1
Ci |yi − zi |
(5.43)
for yi, zi ∈ I (i = 0,1, . . . , n) with y1  z1.
Let C(I) consist of all continuous functions on I = [a, b], C+(I) := {ϕ ∈ C(I): a = ϕ(a)
ϕ(x) ϕ(b)= b} and
C(I ;m,M) :=
{
ϕ ∈ C(I): m ϕ(x2)− ϕ(x1)
x2 − x1 M, ∀x1, x2 ∈ I, x1 = x2
}
,
where m,M are constants such that mM . Let C+(I ;m,M) := C(I ;m,M)∩ C+(I).
Theorem 16. Suppose that hypotheses (H1′)–(H3′) hold and that F ∈ C+(I ;m0,M0),
where 0 <m0 M0. If ϕs ∈ C+(I ;m,M), where 0 <mM , such that∣∣F(x)−G(x,ϕs(x),ϕ2s (x), . . . , ϕns (x))∣∣ δ, ∀x ∈ I, (5.44)
for a constant δ > 0, then there exists a unique continuous solution ϕ ∈ C+(I ;m,M) of
Eq. (5.42) such that∣∣ϕ(x)− ϕs(x)∣∣ γ δ, ∀x ∈ I, (5.45)
where
γ =
(
C1 −max
{
C0
m
+
n∑
i=2
Ci
i−2∑
j=0
Mj,
B0
m
+
n∑
i=2
Bi
i−2∑
j=0
Mj
}
− C0
m
−
n∑
i=2
CiM
i−1
)−1
,
provided
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m0
m
− B0
m
−
n∑
i=2
BiM
i−1, (5.46)
C1 > max
{
M0
M
,
C0
m
+
n∑
i=2
Ci
i−2∑
j=0
Mj,
B0
m
+
n∑
i=2
Bi
i−2∑
j=0
Mj
}
+ C0
m
+
n∑
i=2
CiM
i−1. (5.47)
This theorem implies that Eq. (5.42) possesses Hyers–Ulam stability if constants Bj ’s
and Cj ’s in (H2′) and (H3′) satisfy (5.46) and (5.47). Our requirements (H2′) and (H3′) are
much weaker than the corresponding ones in [25] and [31]. Actually, ours (H2′) and (H3′)
allow G not to be monotone. For example, G(y0, y1, y2) = (21/20)y1 − (1/20)y0y22 ,∀y0, y1, y2 ∈ I = [0,1]. More concretely, the iterative equation
21
20
ϕ(x)− 1
20
x
(
ϕ2(x)
)2 = F(x), x ∈ I = [0,1], (5.48)
with F(x) = (3/2)x as 0  x  1/3 and (3/4)x + 1/4 as 1/3 < x  1, is Hyers–Ulam
stable. In fact, take G(y0, y1, y2) = (21/20)y1 − (1/20)y0y22 . Obviously, G(0,0,0)= 0,
G(1,1,1)= 1,
∣∣G(y0, y1, y2)−G(z0, z1, z2)∣∣ 120 |y0 − z0| + 2120 |y1 − z1| + 110 |y2 − z2|
for yi, zi ∈ I , i = 1,2, and for y1  z1,
G(y1, y2)−G(z1, z2) 2120 (y1 − z1)−
1
20
|y0 − z0| − 110 |y2 − z2|,
which verify the hypotheses (H1′)–(H3′) with constants B0 = C0 = 1/20, B1 = C1 =
21/20 and B2 = C2 = 1/10. Consider the stability in the class C+(I ;1/2,2). Since
F ∈ C+(I ;3/4,3/2), we can check that conditions (5.46) and (5.47) are satisfied. By The-
orem 16, Eq. (5.48) is Hyers–Ulam stable in the class of functions.
It is worthy mentioning that the Hyers–Ulam stability is different concept from con-
tinuous dependence as discussed for Eqs. (5.37), (5.41) and (5.42) in [25,31,33,36]. Even
though the stronger conditions in [25,31] corresponding to (H1′)–(H3′) hold, continuous
dependence implies the difference between solutions ϕ1, ϕ2 in C+(I ;m,M) is arbitrarily
small if the given functions F1,F2 are sufficiently close to each other in C+(I ;m0,M0).
However, for the Hyers–Ulam stability, the approximate solution φs may not be a solu-
tion of Eq. (5.37) (or (5.42)) for a given function Fs in C+(I ;m0,M0) although φs ∈
C+(I ;m,M). Theorem 16 implies that there exists a solution ϕ ∈ C+(I ;m,M) near ϕs in
C+(I ;m,M) no matter whether ϕs satisfies G(ϕs(x),ϕ2s (x), . . . , ϕns (x)) ∈ C+(I ;m0,M0)
or not.
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Lemma 1. Suppose that ϕ ∈ C+(I ;m,M), where 0 < m M . If the reals Cj (j = 0,2,
. . . , n) satisfy that C1 >C0/m+∑ni=2 CiMi−1, then Lϕ, defined by
Lϕ(x)=G(ϕ−1(x), x,ϕ(x), . . . , ϕn−1(x)), (6.49)
is an orientation-preserving homeomorphism from I onto itself, and
(Lϕ)−1 ∈ C+
(
I ; 1
B1 +B0/m+∑ni=2 BiMi−1 ,
1
C1 −C0/m−∑ni=2 CiMi−1
)
.
(6.50)
Proof. Since m > 0 we see ϕ is invertible, ϕ−1 ∈ C+(I ;M−1,m−1) and ϕi ∈ C+(I ;
mi,Mi) by lemmas in [36]. Then Lϕ(a)= a, Lϕ(b)= b by hypothesis (H1′). Let
ξ := C1 − C0
m
−
n∑
i=2
CiM
i−1, ξ˜ := B1 + B0
m
+
n∑
i=2
BiM
i−1. (6.51)
Obviously, ξ  ξ˜ because for any y ′1, y ′′1 , yi,∈ I (i = 0,2, . . . , n) with y ′1 > y ′′1 ,
C1(y
′
1 − y ′′1 )G(y0, y ′1, y2, . . . , yn)−G(y0, y ′′1 , y2, . . . , yn) B1(y ′1 − y ′′1 )
by (H3′) and (H2′), which implies C1  B1. Then, for any x1, x2 ∈ I with x2 > x1,
Lϕ(x2)−Lϕ(x1)
 C1(x2 − x1)−C0
∣∣ϕ−1(x2)− ϕ−1(x1)∣∣− n∑
i=2
Ci
∣∣ϕi−1(x2)− ϕi−1(x1)∣∣
 C1(x2 − x1)− C0
m
(x2 − x1)−
n∑
i=2
CiM
i−1(x2 − x1)
 ξ(x2 − x1) > 0 (6.52)
because of (5.47). Similarly,
Lϕ(x2)−Lϕ(x1)
 B1(x2 − x1)+B0
∣∣ϕ−1(x2)− ϕ−1(x1)∣∣+ n∑
i=2
Bi
∣∣ϕi−1(x2)− ϕi−1(x1)∣∣
 B1(x2 − x1)+ B0
m
(x2 − x1)+
n∑
i=2
BiM
i−1(x2 − x1)
 ξ˜ (x2 − x1). (6.53)
Hence Lϕ ∈ C+(I ; ξ, ξ˜ ), andLϕ is an orientation-preserving homeomorphism from I onto
itself. Obviously, (Lϕ)−1 ∈ C+(I ; ξ˜−1, ξ−1). ✷
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pose that the reals Bj and Cj (j = 0,1, . . . , n) satisfy that B1  m0/m − B0/m −∑n
i=2 BiMi−1 andC1 M0/M+C0/m+
∑n
i=2 CiMi−1. Then for each ϕ0 ∈ C+(I ;m,M)
the sequence (ϕk) is well defined by
ϕk := (Lϕk−1)−1 ◦F (6.54)
and
Lϕk−1(x) :=G
(
ϕ−1k−1(x), x,ϕk−1(x), . . . , ϕ
n−1
k−1 (x)
) (6.55)
and satisfies ϕk ∈ C+(I ;m,M), k = 1,2, . . . .
Proof. Let Lϕ0(x) := G(ϕ−10 (x), x,ϕ0(x), . . . , ϕn−10 (x)). By Lemma 1, Lϕ0(x) is well-
defined mapping I onto itself homeomorphically, and satisfies (Lϕ0)−1 ∈ C+(I ; ξ˜−1, ξ−1),
where ξ, ξ˜ are defined in (6.51). Thus ϕ1(x) := (Lϕ0)−1 ◦ F(x) is meaningful. Moreover,
ϕ1 ∈ C+(I ;m0/ξ˜ ,M0/ξ) ⊂ C+(I ;m,M) by lemmas in [36] and the assumptions (5.46)
and (5.47) on Bj ,Cj , j = 0,1, . . . , n. Further assume that results in Lemma 2 are true
for the integer k. By Lemma 1, Lϕk(x) :=G(ϕ−1k (x), x,ϕk(x), . . . , ϕn−1k (x)) is also well-
defined mapping I onto itself homeomorphically, and satisfies (Lϕk)−1 ∈ C+(I ; ξ˜−1, ξ−1).
Thus ϕk+1(x) := (Lϕk)−1 ◦ F(x) is meaningful and ϕk+1 ∈ C+(I ;m0/ξ˜ ,M0/ξ) ⊂
C+(I ;m,M). Thus, Lemma 2 is proved by induction. ✷
Proof of Theorem 16. For simplicity, let ξ, ξ˜ remain as in (6.51) and
η := max
{
C0
m
+
n∑
i=2
Ci
i−2∑
j=0
Mj,
B0
m
+
n∑
i=2
Bi
i−2∑
j=0
Mj
}
. (6.56)
Take ϕ0 = ϕs . Then a sequence (ϕk) is constructed as in Lemma 2 successively. Lemmas 1
and 2 imply that ϕk ∈ C+(I ;m,M), Lϕk is an orientation-preserving homeomorphism
from I onto itself and (Lϕk)−1 ∈ C+(I ; ξ˜−1, ξ−1). Now we claim
‖F −Lϕk−1 ◦ ϕk−1‖
(
η
ξ
)k−1
δ, (6.57)
‖ϕk − ϕk−1‖ 1
ξ
(
η
ξ
)k−1
δ, (6.58)
where ‖ · ‖ denotes the supremum norm on I .
Inequalities (6.57) and (6.58) are obvious for k = 1. Assume they are true for the inte-
ger k. By lemmas in [35] (or [36]) and (H3′),
F(x)−Lϕk ◦ ϕk(x)=G
(
ϕ−1k−1 ◦ ϕk(x),ϕk(x),ϕk−1 ◦ ϕk(x), . . . , ϕn−1k−1 ◦ ϕk(x)
)
−G(x,ϕk(x),ϕ2k (x), . . . , ϕnk (x))
−C0
∥∥ϕ−1k−1 − ϕ−1k ∥∥−
n∑
Ci
∥∥ϕi−1k−1 − ϕi−1k ∥∥i=2
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(
C0
m
+
n∑
i=2
Ci
i−2∑
j=0
Mj
)
‖ϕk−1 − ϕk‖. (6.59)
Similarly, by (H2′),
F(x)−Lϕk ◦ ϕk(x) B0
∥∥ϕ−1k−1 − ϕ−1k ∥∥+
n∑
i=2
Bi
∥∥ϕi−1k−1 − ϕi−1k ∥∥

(
B0
m
+
n∑
i=2
Bi
i−2∑
j=0
Mj
)
‖ϕk−1 − ϕk‖. (6.60)
It follows that
‖F −Lϕk ◦ ϕk‖
max
{
C0
m
+
n∑
i=2
Ci
i−2∑
j=0
Mj,
B0
m
+
n∑
i=2
Bi
i−2∑
j=0
Mj
}
‖ϕk−1 − ϕk‖
 η
(
1
ξ
(
η
ξ
)k−1
δ
)
=
(
η
ξ
)k
δ, (6.61)
by (6.58). Moreover,
‖ϕk+1 − ϕk‖ =
∥∥(Lϕk)−1 ◦ F − (Lϕk)−1 ◦ (Lϕk) ◦ ϕk∥∥
 1
ξ
∥∥F − (Lϕk) ◦ ϕk∥∥ 1
ξ
(
η
ξ
)k
δ, (6.62)
by (6.61). Thus (6.57) and (6.58) are proved by induction.
For any positive integers k and l with k > l,
‖ϕk − ϕl‖ ‖ϕk − ϕk−1‖+ ‖ϕk−1 − ϕk−2‖ + · · · + ‖ϕl+1 − ϕl‖
 1
ξ
(
η
ξ
)k−1
δ + 1
ξ
(
η
ξ
)k−2
δ + · · · + 1
ξ
(
η
ξ
)l
δ
=
(
δ
ξ
)
(η/ξ)l − (η/ξ)k
1− (η/ξ) , (6.63)
by (6.58), where ξ > η by (5.47). It follows that ‖ϕk − ϕl‖→ 0 as k, l→+∞. Therefore,
being a Cauchy sequence, {ϕk} converges uniformly in the Banach space C(I). Let ϕ =
limk→+∞ ϕk . Clearly, ϕ ∈ C+(I ;m,M). Furthermore, by (6.57),
‖F −Lϕ ◦ ϕ‖ = lim
k→+∞‖F −Lϕk ◦ ϕk‖ limk→+∞
(
η
ξ
)k
δ = 0, (6.64)
i.e., ϕ is a solution of Eq. (5.42). By (6.58),
‖ϕ − ϕs‖ = lim
k→+∞‖ϕk − ϕ0‖
 lim
{‖ϕk − ϕk−1‖+ |ϕk−1 − ϕk−2‖+ · · · + |ϕ1 − ϕ0‖}
k→+∞
R.P. Agarwal et al. / J. Math. Anal. Appl. 288 (2003) 852–869 867 lim
k→+∞
{
1
ξ
(
η
ξ
)k−1
δ+ 1
ξ
(
η
ξ
)k−2
δ+ · · · + 1
ξ
δ
}
= 1
ξ − ηδ. (6.65)
This proves (5.45).
For an indirect proof of uniqueness, we assume that there exists another solution φ
( = ϕ) of Eq. (5.42) in C+(I ;m,M) such that |φ(x) − ϕs(x)|  ε, where ε is a positive
constant and only depends on δ. Then
‖ϕ − φ‖ = ∥∥(Lϕ)−1 ◦ F − (Lφ)−1 ◦F∥∥
 ξ−1‖Lϕ −Lφ‖ ξ−1
n∑
i=0
Bi‖ϕi−1 − φi−1‖
 ξ−1
(
B0
m
+
n∑
i=2
Bi
i−2∑
j=0
Mj
)
‖ϕ − φ‖,
by Lemma 1 and (H2′), where lemmas in [35] (or [36]) are applied. It follows that(
1−
(
C1 − C0
m
−
n∑
i=2
CiM
i−1
)−1(
B0
m
+
n∑
i=2
Bi
i−2∑
j=0
Mj
))
‖ϕ − φ‖ 0.
It implies a contradiction that ϕ ≡ φ by (5.47). ✷
7. Some remarks
Being a subject in the field of functional equations, Hyers–Ulam stability is also applica-
ble to differential equations, although few results (see [21,22]) are given for differential
equations. Consider the differential equation
dϕ(x)
dx
= f (x,ϕ(x)) (7.66)
in general. The Hyers–Ulam stability of (7.66) means that if ϕs is a δ-approximate solution,
i.e., |dϕs(x)/dx − f (x,ϕs(x))| δ for all x ∈ I , then there exists a solution ϕ of (7.66)
such that |ϕ(x)− ϕs(x)|  ε, where ε > 0 depends only on δ. It is related to but weaker
than the concept of robust stability. The latter one concerns behaviors of Eq. (7.66) near
a given solution ϕ. Without loss of generality we suppose that the solution ϕ ≡ 0 and
f (x,0)≡ 0. We say the solution ϕ ≡ 0 of Eq. (7.66) is robust if for any small ε > 0 there
exist constants δ1(ε) > 0, δ2(ε) > 0 such that, for continuous function g(x, y) and initial
data y0 with ‖g‖< δ1 and |y0| δ2, the solution y(x, x0, y0) of the disturbed equation
dy
dx
= f (x, y)+ g(x, y) (7.67)
satisfies |y(x, x0, y0)|< ε for all x  x0.
For the differential equation
ϕ′(x)= λϕ(x), (7.68)
868 R.P. Agarwal et al. / J. Math. Anal. Appl. 288 (2003) 852–869the real case and complex case are investigated by Miura et al. in [21] and [22], respec-
tively. Consider a differentiable map ϕs from an open interval I to a uniformly closed
linear subspace A of C(X), the Banach space of all complex-valued bounded continuous
functions (equipped with the supremum norm ‖ · ‖∞) on a topological space X. Let ; be a
nonnegative real number, and λ a complex number with Reλ = 0. It is proved in [22] that
ϕs can be approximated by the solution ϕ to the A-valued differential equation (7.68) if
‖ϕ′s(x)− λϕs(x)‖∞  ; holds for every x ∈ I .
References
[1] J.A. Baker, The stability of certain functional equations, Proc. Amer. Math. Soc. 112 (1991) 729–732.
[2] C. Borelli, On Hyers–Ulam stability of Hosszú’s functional equation, Result. Math. 26 (1994) 221–224.
[3] D. Brydak, On the stability of the functional equation ϕ[f (x)] = g(x)ϕ(x) + F(x), Proc. Amer. Math.
Soc. 26 (1970) 455–460.
[4] D. Brydak, Iterative stability of the Böttcher equation, in: Stability of Mappings of Hyers–Ulam Type, in:
Hadronic Press Collect. Orig. Artic., Hadronic Press, Palm Harbor, FL, 1994, pp. 15–18.
[5] B. Choczewski, E. Turdza, R. Wegrzyk, On the stability of a linear functional equation, Rocznik Nauk.-
Dydakt. Prace Mat. IX 69 (1979) 15–21.
[6] G.L. Forti, Hyers–Ulam stability of functional equations in several variables, Aequationes Math. 50 (1995)
143–190.
[7] P. Gaˇvruta, A generalization of the Hyers–Ulam–Rassias stability of approximately additive mappings,
J. Math. Anal. Appl. 184 (1994) 431–436.
[8] R. Ger, P. ˘Semrl, The stability of the exponential equation, Proc. Amer. Math. Soc. 124 (1996) 779–787.
[9] D.H. Hyers, On the stability of the linear functional equation, Proc. Nat. Acad. Sci. USA 27 (1941) 222–224.
[10] D.H. Hyers, The stability of homomorphisms and related topics. In global analysis–analysis on manifolds,
Teubner-Texte Math. 57 (1983) 140–153.
[11] D.H. Hyers, Th.M. Rassias, Approximate homomorphisms, Aequationes Math. 44 (1992) 125–153.
[12] S.-M. Jung, On the stability of gamma functional equation, Result. Math. 33 (1998) 306–309.
[13] S.-M. Jung, On the modified Hyers–Ulam–Rassias stability of the functional equation for gamma function,
Mathematica 39 (1997) 233–237.
[14] S.-M. Jung, On a general Hyers-Ulam stability of gamma functional equation, Bull. Korean Math. Soc. 34
(1997) 437–446.
[15] G.H. Kim, On the stability of generalized gamma functional equation, Internat. J. Math. Math. Sci. 23 (2000)
513–520.
[16] G.H. Kim, On the stability of functional equations with square-symmetric operation, Math. Inequal. Appl. 4
(2001) 257–266.
[17] G.H. Kim, B. Xu, W. Zhang, Notes on stability of the generalized gamma functional equation, Internat. J.
Math. Math. Sci. 32 (2002) 57–63.
[18] M. Kuczma, B. Choczewski, R. Ger, Iterative Functional Equations, in: Encyclopedia Math. Appl., Vol. 32,
Cambridge Univ. Press, 1990.
[19] S.H. Lee, K.W. Jun, The stability of the equation f (x + p) = kf (x), Bull. Korean Math. Soc. 35 (1998)
653–658.
[20] Y.H. Lee, K.W. Jun, A generalization of the Hyers–Ulam–Rassias stability of Jensen’s equation, J. Math.
Anal. Appl. 238 (1999) 305–315.
[21] T. Miura, S. Takahasi, H. Choda, On the Hyers–Ulam stability of real continuous function valued differen-
tiable map, Tokyo J. Math. 24 (2001) 467–476.
[22] T. Miura, On the Hyers–Ulam stability of a differentiable map, Sci. Math. Japan 55 (2002) 17–24.
[23] K. Nikodem, The stability of the Pexider equations, Ann. Math. Sil. 5 (1991) 91–93.
[24] T.M. Rassias, On the stability of the linear mapping in Banach spaces, Proc. Amer. Math. Soc. 72 (1978)
297–300.
R.P. Agarwal et al. / J. Math. Anal. Appl. 288 (2003) 852–869 869[25] J. Si, Continuous solutions for the iterative equation G(f (x),f n1(x), . . . , f nk (x)), Chinese J. Math. Res.
Exp. 15 (1995) 149–150 (in Chinese).
[26] L. Székelyhidi, The stability of the sine and cosine functional equations, Proc. Amer. Math. Soc. 110 (1990)
109–115.
[27] T. Tiberiu, On the stability of a general gamma-type functional equation, Publ. Math. Debrecen 60 (2002)
47–61.
[28] E. Turdza, On the stability of the functional equation φ[f (x)] = g(x)φ(x) + F(x), Proc. Amer. Math.
Soc. 30 (1971) 484–486.
[29] E. Turdza, The stability of an iterative linear equation, in: International Series of Numerical Mathematics,
Vol. 71, Birkhäuser, Basel, 1984, pp. 277–285.
[30] S.M. Ulam, Problems in Modern Mathematics, Wiley, New York, 1964.
[31] X. Wang, J. Si, Differentiable solutions of an iterative functional equation, Aequationes Math. 61 (2001)
79–96.
[32] B. Xu, W. Zhang, Hyers–Ulam stability for a nonlinear iterative equation, Colloq. Math. 93 (2002) 1–9.
[33] W. Zhang, Discussion on the iterated equation ∑ni=1 λif i (x)= F(x), Chinese Sci. Bull. 32 (1987) 1444–
1451.
[34] W. Zhang, Stability of the solution of the iterated equation ∑ni=1 λif i (x)= F(x), Acta Math. Sci. 8 (1988)
421–424.
[35] W. Zhang, Discussion on the differentiable solutions of the iterated equation ∑ni=1 λif i (x)= F(x), Non-
linear Anal. 15 (1990) 387–398.
[36] W. Zhang, J.A. Baker, Continuous solutions for a polynomial-like iterative equation with variable coeffi-
cients, Ann. Polon. Math. 73 (2000) 29–36.
