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Artificial neural network is the first widely used as a technique of machine
learning. However, artificial neural network has many problems, such as over-
fitting, the ability of generalization is not strong, easy to fall into local minimum, t
the number of the nodes of the hidden layer is difficult to choose. These problems
have hindered the further development of the artificial neural network.
Affected by the thoughts of Random Forest, this paper presents a new approach
of the combination of random BP neural networks. The new approach is that while
training the single BP neural network, the training samples are randomly selected
by the method of Bagging, and the number of the nodes of the hidden layer is
randomly selected within the certain range by a new empirical formula. The final
output of the combination of neural network discriminates the test sample by a
simple voting method for classification, and predicts the value of the test sample
by a simple average method for regression. The introduction of two randomness
increases the random differences between individual BP neural network.
Compared with the traditional combination of BP neural networks, the
experiments show that the algorithm of this paper has the similar results of
classification and regression. However, the training time is considerably less than
the traditional methods. Furthermore, some additional features, such as OOB
accuracy, the importance of input variables,the confidence of  forecast results and
proximate matrix, are also given. These are available for the deeper applications.
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