Sensitivity analysis is an important concept to analyze the influences of parameters in a system, an equation or a collection of data. The methods used for sensitivity analysis are divided into deterministic and statistical techniques. Generally, deterministic techniques analyze fixed points of a model whilst stochastic techniques analyze a range of values. Deterministic methods fail in analyze the entire range of input values and stochastic methods generate outcomes with random errors. In this manuscript, we are interested in stochastic methods, mainly in variance-based techniques such as Variance and Sobol indices, since this class of techniques is largely used on literature. The objective of this manuscript is to present an analytical solution for variance based sensitive analysis. As a result of this research, two small programs were developed in Javascript named as AVaN Pack (Analysis of Variance through Numerical solution). These programs allow users to find the contribution of each individual parameter in any function by means of a mathematical solution, instead of sampling-based ones.
is that due to the fact that this class of technique analyzes deterministic points (local analysis) it fails in analyze the global scope of a complex function.
Statistic approaches, on the other hand, consist of creating a set of data series through the generation of random values to be passed as parameters to function f (X). With the data series, it's possible to generate statistics such as the Correlation of Pearson between each parameter and the function output. The main advantage of this concept is that it can analyze the range of values of each parameter. The problem with this concept is due to its random nature, since it generates results with random error, what can decreases the overall quality of the analysis, as discussed in [1] .
Besides the problems presented on both concepts of sensitivity analysis, for complex multi-variable functions f (X), both concepts can fail to analyze certain regions of function f . For deterministic analysis, the person responsible for planning the analyzes can empirically choose values that cover only some regions of f . For statistic concept, the random nature of analyzes can bypass some regions of function f , even with a great number of samples.
To solve the problems presented, we propose a method to solve statistical sensitivity analysis of continuous functions through analytical solution. In this paper, our proposal focuses on the variance-based class of statistic techniques such as the indices of Sobol and Variance, since they are largely studied on literature [2] [10] .
As a result of this research, we have developed two scripts, coded in Javascript, that can find the contributions of parameters in a continuous function through of numerical solution. To this set of scripts, we have given the name of AVaN Pack (Analysis of Variance through Numerical solution).
This work is organized as following: section 2 presents the method used for analytically solve the Variance and the Sobol indices; section 3 presents and discusses a practical example commonly used on literature comparing the results produced by the proposed method with those obtained on [2] ; section 4 presents the scripts of AVaN Pack; and section 5 presents the considerations and future works.
Analytically solving the indices of Variance and Sobol
Let f (X) be a function and X = x 0 , x 1 , x 2 , ..., x n an array of input parameters. S i is the first level sensitivity contribution of parameter x i over f (X) (named as "First Order index") that, in analysis of variance, can be obtained by [2] :
where V ar(f (x i )) corresponds to the variance of function f (X) by varying the parameter x i and keeping the other parameters unchanged, and V ar(f (X)) is the variance of function f (X).
The method used for calculating the Sobol index So i is different from S i since it considers the variance decomposition of f (X) [3] . So, the index So i is defined as:
with
Equations 1 and 2 represent the first order indices of both analyses of variance and Sobol techniques. For the other orders we have:
and
In general, several authors have used sampling techniques to analyze functions using variance based methods in order to determine the variances of Equations 1, 2, 4 and 5. To solve the variance of any function analytically, the following expression can be used:
The expected value E[f (x)] of a function can be obtained as:
where ϕ(x) is the Probability Distribution Function of f (x). It is not trivial and some times impossible to find the Probability Distribution Function of complex equations. So, we can use the mathematical Expected Value of a function denoted by:
The problem of Equation 8 is that to obtain the expected value of f (x) is necessary a range of values. However, as all studies of the sensitivity analysis are performed under a range of values, the solution presented in Equation 8 is feasible to our problem. So, to compute the term E[f (x) 2 ], we can use the following expression:
Based on Equations 6 to 9 we can find the variance of a function f (x). But, these equations just calculate the first dimension variance, and to find the first order contribution we need the n dimension variance of f (X); in other words, we need to find V ar(f (X)). So, we can make use of the Fubini's Theorem for any integrable and continuous equation to find this answer: 
So, from property presented in Equation (10) we have:
Thus, from Equations 6, 8, 9 and 11 we can calculate the indices presented in Equations 1, 2, 4 and 5.
The First Order Percentage Contribution
The problem of calculating V ar(f (x)) and V (Y ) is the number of integrations that are required, since computationally, these values are generally only obtained through numerical solutions. But, to compute the first order indices for equation f (X) we can consider these indices in percentage terms. So, we can write the percentage variance indices as:
Substituting the indices S i by Equation 1 we have:
As V ar(f (X)) is fixed and behaves as a constant in Equation 13, we have:
Finally, the percentage index of variance is defined by Equation 15:
Following the same idea for Sobol indices formula, we can derive the percentage contribution of Sobol method as follow:
The Equations 15 and 16 represent the first order contribution of parameters of f (X) both for the variance analysis and for the Sobol analysis and can be efficiently calculated, since, we do not have to calculate n integrals to find V ar(f (X)). It's important to mention that S % i and So % i do not represent the index of variance neither the Sobol index of f (X). It represents just the individual percentage contribution of parameter x i for variance and Sobol sensitivity techniques.
Practical Example
To demonstrate the use of the analytical solution proposed in this manuscript for both Variance and Sobol indices, we reproduce the experiment presented in [2] by extracting the variance indices of Ishigami Function:
Variance indices
To obtain the percentage first order variance of Equation 20 we need to calculate the Expected Value presented in Equation 6 , considering that the range used in [2] is (−π/10, π/10) for x, y and z. So, the integrations for functions V ar(f (x)), V ar(f (y)) and V ar(f (z)) are:
where:
E[Y (x) 2 ] = (π/10 − (−π/10)) −1 π/10 −π/10 (sin(x) + 7(sin(y)) 2 + 0.1(z 4 )sin(x)) 2 dx = 4900π(cos(4y) − 4cos(2y)) − 5 10 − 2 √ 5(z 4 + 10) 2 + 4π(z 8 + 20z 4 + 2775) 4000(π/10 − (−π/10)) and E[Y (x)] 2 = (π/10 − (−π/10)) −1
For the variances of Y (y) and Y (z) we have:
As we are interested in first-order influences, we need to define the values assumed to unchanged variables on equations, since in [2] authors did not present these values explicitly. So, In this manuscript, we have fixed the values of x, y and z in 0, since it is the median value of the range −π/10 and π/10
After solving Equations 21, 22 and 23, we have obtained the following values: V ar(Y (x)) = 0.0322554, V ar(Y (y)) = 0.0400963 and V ar(Y (z)) = 0. From the variances, we can obtain the percentage contribution using Equation 15 obtaining the following results: S % x = 44.58%, S % y = 55.41% and S % z = 0%.
Sobol indices
Now, we are interested in obtaining the first order Sobol indices of Ishigami Function presented in Equation 20. In order to obtain the Sobol index So % i , we have to follow a simple process: To calculate V ar xi (E −xi [f (X)|x i ]) we have to find E[f (X)] fixing x i and varying the other parameters; after, we obtain the variance, by varying only x i . When using the sampling method, it is necessary to choose a random value to x i then obtain the Expected Value of f (X) by varying the others x −i parameters; this process must be repeated until we have the desired number of E[f (X)], then, we extract the variance of these Expected Values [2] .
For analytical solution, the process is more intuitive: we just need to obtain the E −xi [f (X)|x i ] equation and then, obtain its variance over x i using Equations 6, 8, 9 and 11. So, the Sobol percentage indices of Equation 20 are calculated as follow:
Calculating the other parameters, we have:
and finally for z, we have:
−π/10 π/10 −π/10
In summary, the V ar
Example Results
Results obtained from Sections 3.1 and 3.2 are similar and may be used to demonstrate the influences of parameters x, y, z. Table 1 depicts a summary of examples presented and compare these results with those extracted from [2] .
As it's possible to see in Table 1 , the results for variance and Sobol indices analytically computed have a difference of just 0.01%. This difference can be explained by the precision of integrations values. Comparing with results presented on [2] we can see the differences between the analytical solutions and the sampling-based solutions, mainly if we compare the Sobol sampling-based results. These differences can be explained by the nature of the analysis, since, the analysis presented in [2] has been performed by sampling methods, that by nature have a random error. 
AVaN Pack
In this section, we present the main features of AVaN Pack 1 . This package is composed by two scripts (Variance Script and Sobol Script) that compute the sensitivity contribution of a function through a numerical solution. We decided to split the contribution of this manuscript into two programs to increase the code readability, since, these solutions are complex. Variance and Sobol scripts are small programs developed in Javascript (JS). These programs can find the individual percentage contributions of parameters of one equation. We have chosen JS to code these programs for some reasons:
• JS is possibly the most used programming language throughout the world;
• The pure and old JS code can be executed practically in every smart device, provided it supports a web browser;
• Users don't need of any further structure such as servers or frameworks to execute a JS code, only the text source file;
• JS is a flexible language and codes can easily be modified and extended;
• With JS eval function, it's possible to convert symbolic equations into JS native functions;
So, two single-file codes have been developed to compute variance-based sensitivity analysis of any solvable and integrable equation. To keep these programs as simple as possible, we do not add any JS library or framework such as JQuery or Angular in our programs. With this, we can ensure that this program can execute even in old browsers, once they give support to JSON objects.
Following, we present the main features of each program.
Variance Script
The variance script has a simple user interface composed by two HTML text areas and one button as showed in Figure  1 . The first text area is used for parameter descriptions, the second one is used for the equation input. Parameters must be defined in JSON format. This decision allowed us to keep the program as simple as possible, decreasing the number of HTML elements and codes that should be necessary to treat these elements. Parameters inserted in the first text area must be described following 4 JSON parameters:
• "param" -represents the name of the parameter;
• "min" -contains the minimum value assumed for this parameter;
• "max" -contains the maximum value;
• "fixed" -The fixed value for these parameters.
For equation sin(x) + cos(y) the text inserted into the first text area must be: {"param" : "x", "min" : "1", "max" : "10", "f ixed" : "5"}&{"param" : "y", "min" : "2", "max" : "5", "f ixed" : "3"}. Note that we have used "&" to separate each parameter. The equation must be inputted into the second text area using the JS math format. In this case, users must write their equations as if they were programming in Javascript. For example, let's suppose that an user wants to analyze equation sin(x) + e cos(y+x) . Hence, the text that must be inputted into the second text area is: M ath.sin(x) + M ath.exp(M ath.cos(y + x)). The variable delta stores the partial heights of each trapezium that composes the integration. The value 0.00001 represents the granularity of the process and, with this value, we guarantee the existence of 100000 trapeziums per integration. We assume that the numerical integration imposes an error to results, but, we argue that different from the sampling-based solution, the error produced is not random, actually, this is a precision error.
With the method of integration defined, it is necessary to define the method to compose the JS functions. As we can see in numericalIntegration() function, parameter f is a single-parameter function, and contains the equation passed by the user. But, as a sensitivity analysis is made over an equation that has a set of parameters, define one single parameter function is unfeasible. So, to solve this problem, we used the flexibility of JS to create a set of texts that contain the partial functions for integration. After, we make use of code eval() in order to turn these partial functions into JS functions. The definition of these function has been split into two phases: in the first, we need to create a multi-parameter function to execute the user equation; in the second phase, we define single parameter functions that will be used for numerical integration. The code used to create the first function is showed as following: To find the variance of f (x) we need to calculate f (x) 2 , thus we have to create a second function to be used to compute
This second function is defined as the following: After this process, we obtain the analytical variances of parameters, and by using the Equation 15, we can obtain the first order percentage influences.
Sobol Script
The user interface of Sobol script is similar to that showed in Figure 1 .
As Sobol analysis is different from variance analysis, the Sobol Script was designed to accommodate these differences. First, in Sobol analysis, it is necessary to perform multiple variable integrations, which increases the overall complexity of any solution. Second, to solve these integrations numerically it's necessary to use multiple loops, what increase the computational complexity. With this in mind, the first step necessary to compute the Sobol indices is to calculate the value of E −xi [f (X)|x i ]. This expected value is computed by function nMinusXiAverageIntegration() that is showed as follow: Function nMinusXiAverageIntegration() receives 4 arguments: The first is a literal that contains the equation that must be analyzed; the second is an object that receives the name and the value of x i ; X is an array of objects representing the other parameters of equation, and delta_base is a float number that represents the granularity of our integration. The variable delta_X is an array that contains the heights of parameters of the array X and delta_inc_X is an array of numbers used for controlling the process of integration.
The following code shows the process of defining the literal functions used on analyzes. Variable transBaseFun has the base function of the integration, which computes the equation passed as parameters. The first argument of _basefun is x i , the other arguments are inserted into the function according to the sequence of array X.
If the equation passed as argument is x + y + z then the resultant funtion is "_basefun(y,x,z){return x+y+x;};". Note that, in this case, the variable y is the x i in this process.
Function _basefun contains only the analyzed equation. To make the multiple integrations, we need another function that makes the sums necessary for the trapezoidal integration. This second function is assembled as follow: Once we have the two functions _basefun and _intFun, the next step is to compute the expected value E −xi [f (X)|x i ] through the following piece of code: Since for computing an n-variable numerical integration we need of n loops, in Sobol Script, to adapt the algorithm for any number of parameters, we have decided to create a bigger single loop. This loop will have (1/delta_base) n iterations, that is the same complexity of having n loops. After calculating the sum of trapeziums, we need to update the values of delta_inc_X array. As delta_inc_X[i] has a value between X[i].min and X[i].max, this value must be incremented until it reaches the maximum value of parameter X[i]. Once delta_inc_X[i] reaches its maximum value, the program resets it and increment delta_inc_X[i+1]. So, in the above piece of code, delta_inc_X[0] is incremented in every iteration, and always which this variable reaches its maximum value, the code scrolls through the array to update the other parameters. Then, after computing the main sum, the function nMinusXiAverageIntegration returns the ratio between the sum result and the product of maximum and minimum values of parameters, this ratio represents the multi-variable expected value.
Once we have computed E −xi [f (X)|x i ] it's necessary to compute V ar xi (E −xi [f (X)|x i ]). The process to compute V ar xi for symbolic integration is known, we need to calculate the resultant equation E −xi [f (X)|x i ] and then integrate it to obtain the variance. However, for numerical integration it cannot be done, since it's not possible to integrate a multi-variable function in parts. Then, the following piece of code shows the solution. In this solution, we basically scroll through the minimum and maximum values in delta_xi steps, compute the expected value of −x i parameters and then, sum these expected values to obtain
Note that the value of x i is defined as j + delta_xi/2.0, it's because, for this integration, we have used the rectangle rule. This measure allowed us to reduce the complexity of our solution, since, to compute the trapezoidal rule we need to call nMinusXiAverageIntegration() twice for each value of x i . The code "areaMomento += delta_xi * Math.pow(partialInteg, 2)" represents the partial calculation of E xi [E −xi [f (x)|x i ] 2 ] as presented in Equation 9 . Finally, all variances are stored into array V. From V, it's possible to compute the Sobol percentage indices of user equation. The complexity of Sobol script is O(n) = n × (delta_base −n ) for delta_base < 1 and n the number of parameters.
Experiments
The objective of this section is to compare the outcomes of Variance and Sobol scripts with results presented in Table  1 . The object of analysis is the Ishigami Function presented on Equation 20. The JS format of Ishigami Function is presented as following: M ath.sin(x) + 7 * M ath.pow(M ath.sin(y), 2) + 0.1 * (M ath.pow(z, 4)) * M ath.sin(x).
The above text is set into the second text area of both programs. The parameters in JSON format are described as following:
Variance Script {"param":"x","min":"-0.31415926535897932384626433", "max":"0.31415926535897932384626433","fixed":"0.0"} & {"param":"y","min":"-0.31415926535897932384626433", "max":"0.31415926535897932384626433","fixed":"0.0"} & {"param":"z","min":"-0.31415926535897932384626433", "max":"0.31415926535897932384626433","fixed":"0.0"} Sobol Script {"param":"x","min":"-0.31415926535897932384626433", "max":"0.31415926535897932384626433"} & {"param":"y","min":"-0.31415926535897932384626433", "max":"0.31415926535897932384626433"} & {"param":"z","min":"-0.31415926535897932384626433", "max":"0.31415926535897932384626433"} The values of delta and delta_base for both Variance Script and Sobol Script, has been set as 0.00001 and 0.001, respectively. The reason for setting delta_base with a greater value then delta is the complexity of Sobol Script code. Table 2 shows a summary of experiments. As it's possible to observe, both programs have produced exactly the same results when compared with the mathematical results. It's important to mention that the precision error imposed by the numerical integration can't be observed in results presented in Table 2 because of the decimal places of percentage format. Note that the fact of both programs produced results similar to the mathematical solution for this particular values of delta and delta_base doesn't mean that these results will repeat for any experiment performed on AVaN Pack. So, whenever questions remain about the outcomes, it will be necessary to decrease the values of delta or delta_base. 
