Abstract. In robotic radiosurgery, a photon beam source, moved by a robot arm, is used to ablate tumors. The accuracy of the treatment can be improved by predicting respiratory motion to compensate for system delay. We consider a wavelet-based multiscale autoregressive prediction method. The algorithm is extended by introducing a new exponential averaging parameter and the use of the Moore-Penrose pseudo inverse to cope with long-term signal dependencies and system matrix irregularity, respectively. In test cases, this new algorithm outperforms normalized LMS predictors by as much as 50%. With real patient data, we achieve an improvement of around 5 to 10%.
Introduction
To successfully ablate tumors in the body stem using radiosurgery, it is necessary to move the beam source to compensate for the motion of internal organs. This is achieved by recording the motion of the body surface and drawing conclusions about the tumor position [1] , [2] . While this method significantly increases the targeting accuracy, the system delay arising from data acquisition and processing and positioning of the treatment beam results in a systematic error. This error can be decreased by predicting the time series of human respiration [3] . We propose to use the wavelet-based multiscale autoregression prediction method introduced in [4] and extend it by introducing an averaging parameter to capture long-term signal dependencies.
Prediction Algorithms
Let y be the signal we want to predict. Since the respiration time series can be approximated by sinusoidal models, we assume an autoregressive (AR) property: T .
Definition 1. Let y be a uniformly sampled signal. We say that y is an AR(M )-process if there is an integer
If breathing motion was perfectly sinusoidal and the values of the weights were known, it would be possible to exactly predict the time series. Since real data is not perfect, we cannot expect to obtain perfect prediction. At best, we can model the current, underlying sinusoidals and automatically adapt the weights to compensate for changes in breathing behavior.
The LMS Algorithm
One way of learning the weights of an AR(M )-process is the LMS algorithm [5] , which has been used for a long time in time series prediction and signal analysis.
y n is the measured signal at step n, w n the corresponding weight vector and u n is the signal history used in step n to computeŷ n+k , the prediction for step n+k. For stationary signals, the LMS algorithm is known to perfectly adapt to the system if the learning parameter μ is chosen properly. Difficulties arise from the fact that in the update term for the weight vector w large signal values lead to a larger correction term, i.e. when provided with two differently scaled versions of a signal, the algorithm produces different results. This problem is somewhat alleviated by using a normalized LMS algorithm (nLMS).
The nLMS Algorithms
To improve the convergence properties of the LMS algorithm (i.e. to make it independent from scaling and increase the rate of convergence), normalized LMS algorithms are used (see [6] ).
Here, the error correction term f p,n is defined as follows:
In our case, we only considered the special case of p = 2 (i.e. normalization with respect to the Euclidean norm), whence the algorithm reduces to the following:
To avoid division by zero, a small parameter α (typically 10 −4 ) is introduced in the denominator of the error term f 2,n (Equation 4). Further improvements are possible by preprocessing the signal. This is done with the wavelet based LMS algorithm.
The wLMS Algorithm
Renaud, Starck and Murtagh in [4] propose to predict an autoregressive signal using itsá trous wavelet decomposition. It is computed in a sequential way (Equation 5); therefore, on-line processing of the signal is possible.
Computing this decomposition up level J, we get J + 1 bands representing the signal: W 1 , . . . , W J , the wavelet scales, and c J , the smoothed signal, such that
Hence, it is possible to separately predict the individual bands. This is done by selecting regression depths a j for each level W j and a J+1 for the band c J . Assuming the AR(2 aj )-property on the individual bands and knowledge of the weight vectors w j , we get the multiscale autoregression (MAR) forecasting formula:
Here, the vectorsW n,j andc n,j take the role of the vector u n (the signal history). However, the correct values for the weight vectors w j are not known and need to be adaptively learned. This is done by least mean squares fitting to the last M signal steps, completing the description of the wLMS algorithm:
We extend this approach: Since the matrix of the normal equation used in (7) might not be regular, we have improved the algorithm to cope with irregularity. This is done by replacing (B T B) −1 B T by the Moore-Penrose pseudo inverse of B. This does not alter the results whenever the rank of B is maximal, it only improves numerical stability. Obviously, for each point in time there is a maximum number of past observations which influence the prediction. However, it is possible that information not contained in the signal history (the vectorsW n,j andc n,j ) still influences the future of the time series. To include this information in the prediction, we introduce an exponential averaging parameter μ and modify the method as follows:
Here, the symbol + denotes the Moore-Penrose pseudo inverse of a matrix. Small values of μ correspond to a prediction with high confidence in the past while large values correspond to high confidence in recent observations. Note that with the introduction of μ there is no explicit signal history length and that setting μ = 1 will yield the results of the original MAR algorithm.
Experiments
The algorithms presented above were applied to several simulated and real respiratory signals to compare their performance. For prediction tests, the algorithms were allowed to stabilize on the first 2,000 sampling points and the prediction result was evaluated on the remaining data, both in absolute numbers [μm] and as a percentage of the nRMS error of the delayed curve.
Simulated Data
Sinusoidal signals were used to simulate breathing data. The signals are shown in Figure 1 . Part (e) was generated from two breathing cycles recorded during a CyberKnife R treatment session. This raw data was then smoothed and repeated. All signals are sampled at 40 Hz and have a length of 10,000 sampling points. In a second step, to simulate real-world data, the signals from For the wLMS algorithm, M was set to 2 and J was set to 7. The values of the a j were automatically determined: theá trous wavelet decomposition of the first 2,000 points was computed and then the coefficients were set according to Equation 9.
In case of the uncorrupted signals, for both the LMS and the nLMS 2 algorithms, M was set to 6; in case of the noisy signals, M was set to 8. Furthermore, to take advantage of the noise filtering ability of the wLMS algorithm, the coefficients Table 1 . The computations with a prediction horizon of 5 time steps were repeated on the signals corrupted by noise. The predicted curves were compared to the uncorrupted signals. Noise amplitude at level 1 is lower than at level 2 and so on (see Table 2 ). Thirdly, the computations for the wLMS algorithm were repeated after setting coefficients a 1 through a 4 to zero (See Table 3 ). In all but four cases the wLMS algorithm was able to outperform the nLMS 2 algorithm by up to 50%. As a drawback, we see that discarding the first four bands of the wavelet coefficients can lead to a loss of information, since high-frequency parts of the real signal can be present in these bands. This can be seen in Table 3 : the nRMS value for noise level 1 of signal (e), in italics, has increased in comparison to the value in Table 2 .
Real Data
The algorithms were also tested on breathing signals of three patients treated with the CyberKnife R system. The signals all have a length of 30,000 sampling points at a rate of approximately 26 Hz, Figure 2 . In this test, a grid search for the optimal values of M and μ was performed; the prediction horizon was set to five time steps. The wLMS coefficients a were selected according to Equation 9. The results Table 4 . Furthermore, a certain amount of smoothing is permitted, since the real data is inevitably corrupted by measurement noise. Hence, we repeated our computation of the prediction obtained using the wLMS algorithm for two cases: coefficients a 1 and a 2 set to zero and coefficients a 1 through a 4 set to zero. These results are shown in Table 5 . As with the simulated data, the wLMS algorithm again outperforms the nLMS 2 algorithm which, in turn, yields better results than the LMS algorithm. It also becomes clear that this improvement is not as pronounced as for the simulated signals: it lies around 5 to 10%. Furthermore, the smoothing does not lead to further improvement. Unfortunately, we do not know the signal uncorrupted by measurement noise and thus can only compare the predicted signal to the noisy signal. As a result, there is hardly any change in the nRMS error. The predicted signal, however, becomes much smoother and hence is more suitable for determining correlation between chest and tumor motion. Summarizing, smoothing does not noticeably degrade and actually improves the results, whence using it in prediction seems reasonable. Although the improvement was not huge when working with real world data, it is now clear that selecting the correct parameters for LMS-based algorithms is crucial. To underline this, consider Figure 3 . Here, the relative nRMS error of the three algorithms are shown as a function of μ and M . Obviously, selecting μ and M for the LMS and the nLMS 2 algorithms is very difficult: a slightly off-optimum value can lead to complete breakdown of the prediction. On the other hand, working with the wLMS algorithm is by far easier. All our results show that the optimal value for M is 2 -for both simulated and real signals. 
Conclusions
The presented extension of the wavelet-based MAR algorithm leads to improved results compared with the LMS and the nLMS 2 algorithms for both simulated and real signals. For real data, the improvement is less pronounced. However, we have shown that, for the wLMS algorithm, selecting the correct parameters is by far easier. Therefore, the use of the wLMS algorithm in prediction of human respiration is a viable alternative to the nLMS 2 algorithm.
