Gene regulatory networks (GRNs) are complex control systems that deal with the interaction of genes, which eventually control cellular processes at the protein level. The investigation of GRN provides huge information on cellular processes and gene functions and at last contributes to knowledge in genetics and in turn quality of life. By understanding the dynamics of these networks using correct and representative methods and models, potentially cover the way for curing diseases, improving diagnostic procedures and producing drug designs with greater impact.
INTRODUCTION
Microarray technology makes possible to monitor the expression levels of thousands of genes simultaneously under some condition. Microarray technology is used in research issues such as gene selections and prediction of gene regulatory networks (GRNs) from microarray datasets. The problem of gene selection is to select the group of genes which are most significant, while the problem of GRN prediction is to recreate a GRN for a living organism [1] from a microarray dataset. The GRN of a living organism can be inferred from its microarray dataset. Many methods have been proposed for predicting GRNs based on different techniques such as Boolean Networks [2] , Perti Nets [3] , Dynamic Bayesian Networks [4] , and we also have other approaches which are based on soft computing approaches such as genetic programming [5] , Fuzzy Rules [6] .
Many methods are proposed to predict GRNs based on above techniques. In this paper we propose a novel hybrid method which is based on particle swarm optimization (PSO) and genetic algorithm (GA) to predict GRNs. The proposed method also uses TDMI and TDCLR to find the direction between different pairs of genes.
The remainder of this paper is organized as follows. Section 2 gives introduction to the related methods which are used in the proposed work. Section 3 introduces the proposed method to predict the GRNs. Section 4 reports the experimental results and Section 5 concludes this paper and provides future scopes. In Section 6 we have references.
RELATED WORK 2.1 Mutual Information (MI) and Time Delay Mutual Information (TDMI)
The Mutual information (MI) measures the amount of information that can be obtained about one random variable by observing another one i.e. it measures the dependence between two variables. If the two variables are independent then MI between them is zero and if the two are strongly dependent then MI between them is large [7] . The mutual information between two random variables X and Y is calculated using the given formula:
Where, p(x, y) is the joint probability of x and y, p 1 (x) and p 2 (y) are the marginal probabilities of x and y respectively, I(X; Y) is the Mutual Information score between variable x and y [8] . The value obtained by above formula is always non negative. If we want to represent the MI in terms of entropies then it can be defined as:
I(X, Y) = H(X) + H(Y) -H(X,Y)
Mutual Information (MI) performs extremely well in detecting both linear and nonlinear relationships [9] . But due to the fact that MI is a symmetric measure, it does not indicate the direction of information flow between pair of nodes in the network. So, we have TDMI which is extension of the concept of MI that allows measuring the direction of an information flow between pair of nodes. TDMI works by adding some time delay in one of the variable and then find mutual information (TDMI) using ‫݊݅ݐܽݑݍܧ‬ 1 and 2. Where, ߬ denotes time delay, X(t) and Y(t) at (t= 1,…,T) are time series of random variable X,Y at T discrete points. TDMI represents the mutual information as a function of time delay is used as a measure information transmission between two time series. Since TDMI XY and TDMI YX are not symmetric, the difference between them denotes the net vary of information which may be interpreted as the information flow between them [10] .
The information flow between two random variables can be measured using the above equations, but it can also be represented as: ) of random sequence values in which the X-values are shifted one time-step into the future [11] .
If the value of ‫ܫ‬ሺܺ ே → ܻ ே ሻ is positive then it denotes information flows from ܺ → ܻ; so, there will be a directed edge between X and Y; and if its value is negative it means information flows from ܻ → ܺ. so directed edge will be present between Y and X.
CLR and Time Delayed CLR
The CLR algorithm is an extension of the relevance network (RELNET) approach. The relevance networks approach is used to infer a network in which pair of genes {X; Y} is linked by an edge if the mutual information (MI) between them is larger than some set threshold. The complexity of the relevance network approach is O(n 2 ) since all pair wise interactions are considered [12] . CLR algorithm applies an adaptive background correction step to eliminate false connections and indirect influences which involved the computation of Z scores [8] . If we replace the concept of mutual information (MI) with time delayed mutual information (TDMI) in the above computation then we have time delayed CLR [14] .
Particle Swarm Optimization (PSO)
The particle swarm optimization (PSO) is a parallel evolutionary computation technique developed by Kennedy and Eberhart in year 1995 inspired by the coordinated motion of birds living in groups [15] . In PSO a number of particles are placed in the search space of some problem or function, and each evaluates the objective function at its current location. The change in direction and velocity of each individual particle is the effect of cognitive, social and stochastic influences. The next iteration takes place after all particles have been moved. Eventually the swarm as a whole like a flock of birds collectively foraging for food is likely to move close to an optimum of the fitness function. Each individual in the particle swarm is composed of three D-dimensional vectors, where D is the dimensionality of the search space. These are the current position ‫ݔ‬ ప ሬሬሬԦ, the previous best position ‫‬ ప ሬሬሬԦ and the velocity ‫ݒ‬ ప ሬሬሬԦ [16] . The position of particle i in D dimension is given by the vector ‫ݔ‬ ప ሬሬሬԦ = (x i1 , x i2 , ..., x iD ) and its velocity is given by the vector ‫ݒ‬ ప ሬሬሬԦ= (v i1 , v i2 , ..., v iD ). Let ‫‬ ప ሬሬሬԦ = (p i1 , p i2 ,……, p iD ) denote the best coordinate of particle i and ‫‬ ሬሬሬሬԦ = (p g1 , p g2 ,….., p gD ) denote the best coordinate of particle g in the search space. To migrate, the velocity and the coordinate of particle i at dimension d, where 1 ≤ d ≤ D, are updated according to equation (4) and (5), respectively
where, w denotes an inertia weight; Rand( ) denotes a random number between 0 and 1; c 1 and c 2 are two constants [17] .
PROPOSED METHOD
The block diagram of proposed method TDCLR using PSO and GA is given in Figure1. The proposed method has considered two types of regulatory interactions: activation and inhibition. These types of regulatory interactions can be found using TDMI and TDCLR. The steps of the proposed method are as follows:
Step
Preprocessing of dataset
The essential task of preprocessing of dataset is done by constructing the table of candidate gene pairs from time series gene expression data. For example, suppose a dataset of 6 genes named as {MBP1; CLN1; FAR1; CLN3; CDC53; SIC1} is taken. The candidate genes pair is shown in Table 1 . The total number of candidate gene pairs for n genes dataset is given by ! ሺሺିଶሻ!ଶ!ሻ that's why candidate gene pairs for 6 genes is 15;
The purpose of constructing the gene pair is to build the fundamental gene regulatory networks i.e. GRN with two nodes and afterwards these networks can be merged into a final GRN. Step 2. Calculate TDMI and TDCLR matrices
In this step, TDMI matrix is generated which is then used to create TDCLR. In this paper, time delay is taken as ߬ = 1 to compute these matrices. TDCLR measures the dependence between two variables and give the direction of an information flow between pair of nodes. For example consider two genes as MBP1 and CLN1 with the given expression as shown in Figure  2 . The TDMI is calculated using ‫݊݅ݐܽݑݍܧ‬ 1 and 2 and the self edges are not considered in our work so value of diagonal element is zero. The computed TDMI matrix for MBP1 and is greater than TDMI ( CLN1, MBP1). Therefore, the information will flow from MBP1 to CLN1 or we can say that MBP1 activates the CLN1.
Figure 2. Gene Expression Sequences of MBP1 and CLN1
The size of TDMI considering n genes is equal to ݊ × ݊. TDCLR matrix is calculated using TDMI. In work done, values which are greater than mean of TDCLR is considered so, there are some entries in the matrix which represents the best edges between different pair of genes.
Step 3. Calculating the fitness value
The fitness value of each candidate gene pairs is calculated after the dataset is transformed by PSO and GA. TDMI and TDCLR are used to determine the types of regulatory relationships between the different candidate gene pairs.
Equation 3
can also be used to find the type of regulatory relation between gene X and gene Y, if the value of ‫ܫ‬ሺܺ ே → ܻ ே ሻ is positive it means X activates Y and negative means X represses Y. After determining the type of regulatory relation, the expression levels of genes are discretized into -1, 0, 1. The pair of threshold is required to discretize the gene expression.
These threshold values are used as follow [18] ; to discretize the gene expressions.
Where, X ij denotes the gene category of gene i at time j; ge ij denotes the gene expression level of gene i at time j; ߠ ଵ and ߠ ଶ are thresholds to discretize the gene expression levels.
However, it is difficult to find proper thresholds for a candidate GRN. In our proposed method, PSO is used to find the thresholds (ߠ ଵ and ߠ ଶ ) for each candidate GRN to classify the expression levels of all the genes. While working with PSO different parameters are initialized according to Table 2 . 
Number of iterations 30
Where, G i1 and G i2 are the two genes of candidate gene pair whose gene pair id is i; R(G i1 ,G i2 ) and R(G i2 ,G i1 ) will be defined in the next steps of the proposed method.
Consider the gene pair MBP1 and CLN1 as shown in Figure 2 , the discretized gene expression for the pair is shown in Table 3 based upon thresholds ߠ ଵ = −0.3500 and ߠ ଶ = 0.1375 which are calculated by PSO for the given gene pair . Where ܲሺ‫ܩ‬ ଵ = 1ሻ denotes the probability that the discretized expression of G i1 in sequence pair (G i1 , G i2 ) is 1 i.e. it is the ratio of number of 1's of G i1 in (G i1 , G i2 ) to number of time points and ܲሺ‫ܩ‬ ଵ = 1 ∩ ‫ܩ‬ ଶ = 1ሻ denotes the probability that the discretized expressions of G i1 and G i2 are both equal to 1 at the same time point in sequence pair (G i1 , G i2 ). Similarly ܲሺ‫ܩ‬ ଶ = 1ሻ denotes the probability that the discretized expression of G i2 in sequence pair (G i2 , G i1 ) is 1 i.e. it is the ratio of number of 1's of G i2 in (G i2 , G i1 ). Table 3 is the example to illustrate the formulae. In Table 3 , probability P (Gene1=1) = 2/11.In this way we can find every term of the formulae and then finally the R-value of every candidate gene pairs. Having calculated the R values of all the gene pairs, the fitness value of the candidate GRN with n gene pairs can be calculated according to :
In the proposed work, trimmed mean is used as the fitness function instead of arithmetic mean to remove the effects of outliers. To calculate the trimmed mean of the R values of a candidate GRN, we discard the first and the last 5% of the R values before calculating the fitness value. In Figure 3 shows all steps to find the fitness value of candidate gene pairs.
Figure 3. Steps to find the fitness value of candidate gene pairs
The calculated fitness values are introduced in genetic algorithm (GA) to optimize them where different operations are carried out such as elitist strategy, selection, crossover and mutation. First, the elitist strategy is used to ensure that the fitness value of the best chromosome in the next generation would not be less than that of the current generation. Second, the selection operation is used to select chromosomes with better fitness values to form the new population of the current generation. Third, single point crossover and uniform mutation operations are performed on the new population to generate the next generation.
Step 4. Repeat the genetic algorithm (GA)
The genetic algorithm (GA) is repeated to find the different candidate gene pairs which have the fittest value of all candidate gene pairs. Repeating the genetic algorithm (GA) prevents it from trapping into local optimum and helps to find important gene pairs as it would occur more frequently in the set of candidate gene pairs, we choose these genes pairs to predict the final GRN. The direction of regulatory relation between two genes (G 1 and G 2 ) in the final GRN is determined using TDMI and TDCLR.
Performance evaluation
In this step, the performance of TDCLR with the proposed method i.e. TDCLR using GA/PSO is compared. The performance is evaluated using two parameters: sensitivity and specificity. Sensitivity and specificity can be calculated using the given formulas:
EXPERIMENTS AND RESULTS

Dataset
In this paper, the performance of our proposed method is tested by taking the microarray dataset of Saccharomyces cerevisiae from an online database Saccharomyces Genome Database. The approach is used to predict the sub network of GRN of yeast. The sub network contains 5 genes with 5 regulators (edges). To predict the GRN of sub network, the expressions of the genes which appear in the corresponding sub-network is chosen from S. cerevisiae dataset. In the proposed work 313 experimental time points for each gene is considered.
Performance measure
Here we have considered sensitivity and specificity as two performance measures for our proposed approach.
Analysis and performance comparison
In this section we report the performance of our proposed method. Since the sub network contains 5 genes given as {CLB5; BCK2; CDH1; CLB2; CLB1} so the size of candidate gene pair is 10 which is represented in the 
The output of the proposed method and that of TDCLR is 
CONCLUSION AND FUTURE SCOPES
Microarray technology is the most powerful technique for studying gene expressions in bioinformatics. done, TDCLR is used which is based upon Mutual information approach is most useful for prediction of GRN which contain large number of genes. The important benefit is that the information flow between the pairs of gene can be predicted and it also applies an adaptive background correction step to eliminate false connections and indirect influences which involved the computation of Z scores. Using TDCLR the type of regulatory relations between different pair of gene can be found. In the work done, proposed method is hybridised with PSO/GA with TDCLR which are used to check the fitness of every edge predicted by TDCLR. Where PSO is used for The performance measure graph of both methods
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