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We present results from a controlled numerical experiment investigating the effect of stellar den-
sity gas on the coalescence of binary black holes (BBHs) and the resulting gravitational waves
(GWs). This investigation is motivated by the proposed stellar core fragmentation scenario for
BBH formation and the associated possibility of an electromagnetic counterpart to a BBH GW
event. We employ full numerical relativity coupled with general-relativistic hydrodynamics and set
up a 30+30M BBH (motivated by GW150914) inside gas with realistic stellar densities. Our results
show that at densities ρ & 106 − 107 g cm−3 dynamical friction between the BHs and gas changes
the coalescence dynamics and the GW signal in an unmistakable way. We show that for GW150914,
LIGO observations appear to rule out BBH coalescence inside stellar gas of ρ & 107 g cm−3. Typical
densities in the collapsing cores of massive stars are in excess of this density. This excludes the
fragmentation scenario for the formation of GW150914.
PACS numbers: 04.25.D-, 04.25.dg, 04.30.Db
Introduction. With the recent detection of the first
gravitational wave (GW) events by LIGO [1], the era
of GW Astronomy has begun. An extensive multi-
wavelength network of astronomical observatories is fol-
lowing up each candidate GW event with the hope of
catching an electromagnetic (EM) counterpart. This is
very well motivated for GWs from neutron star (NS)
mergers (e.g., [2]), but for observed GWs from the merger
of stellar-mass binary black holes (BBHs), no EM coun-
terpart is expected (e.g., [3]).
However, the first observed BBH GW event,
GW150914 [4], was possibly connected with a γ-ray event
seen by the Fermi satellite [5] (though note it was not ob-
served by other γ-ray satellites [6, 7]). If directly related,
this would be a totally unexpected EM counterpart to
what was believed to be a BBH merger in pure vacuum.
To explain such an EM counterpart, Loeb [8] proposed
that the coalescing BHs formed via dynamical fragmen-
tation in a very massive star undergoing gravitational
collapse. This scenario is tentatively supported by the
simulations of [9], who found BBH formation by dynam-
ical fragmentation in pair-unstable supermassive primor-
dial stars. The result of Loeb’s scenario would be a BBH
system embedded in high-density stellar gas whose co-
alescence could drive outflows giving rise to the γ-ray
transient observed by Fermi.
There are arguments from stellar evolution [10] sug-
gesting it may be difficult to obtain collapsing stellar
cores permitting dynamical fragmentation. However, this
possibility is not conclusively ruled out by theory.
In this Letter, we consider the scenario in which a BBH
was formed inside a collapsing massive star and conduct
the first numerical relativity simulations of BBH merg-
ers in the presence of gas with densities comparable to
those in the cores of collapsing massive stars. The re-
sults of our simulations show that the GWs observed
from GW150914 are inconsistent with this event hav-
ing taken place inside a collapsing massive star, ruling
out the dynamical fragmentation scenario.
Methods and Initial Data. We employ the open-
source Einstein Toolkit and evolve Einstein’s equa-
tions in the BSSN formalism [11, 12] with fourth-order
finite differences and adaptive mesh refinement (AMR).
We include general-relativistic (GR) hydrodynamics in
the finite-volume approach with piecewise parabolic re-
construction at cell interfaces and the Marquina flux for-
mula for intercell fluxes [13]. Inside the BH apparent
horizons, we correct unphysical states using the meth-
ods detailed in [14, 15]. Spacetime and hydrodynamics
evolution are coupled in a fourth-order Runge-Kutta in-
tegrator.
For generality, we describe our setup in G = c = 1
units and measure quantities in terms of the ADM mass
M . We employ BBH puncture initial data and carry
out a vacuum simulation (model G0) and four simu-
lations in which we embed the BBH system in gas of
constant density ρ0 = {10−10, 10−9, 10−8, 10−7}M−2 ini-
tially at rest, labeled G1–G4 in the order shown. We use
TwoPunctures [16, 17] to solve for constraint satisfying
quasi-circular initial data, taking into account the gas,
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2and placing the two equal-mass, non-spinning punctures
at a coordinate separation of 11.6M . In the vacuum
case, this corresponds to 8 orbits to merger. We em-
ploy a Γ-law equation of state P = (Γ − 1)ρ for the
gas. We set Γ = 4/3 and obtain the initial  by as-
suming a gas dominated by relativistic degenerate elec-
trons (e.g., [18]). We smoothly reduce ρ to an atmo-
sphere value of 10−16M−2 outside of 80M by applying
X(R) = 0.5[1 + tanh([R− 80M ]/15M)].
We employ 7 levels of AMR with the outer bound-
ary placed at 320M . The punctures are covered with a
finest grid of ∆x = 0.0195M , which corresponds to ap-
proximately 45 grid points across each apparent horizon
after an initial gauge adjustment. The fine grid has a
linear extent of 3M to provide high resolution for the
gas dynamics near the horizons. It is embedded in 5
coarser AMR levels tracking the punctures’ orbital mo-
tion. The outermost two levels are fixed. We extract
GWs at R = 120M where ∆x = 0.625M using the
Newman-Penrose Ψ4 formalism [19, 20]. We obtain the
GW strain via fixed-frequency integration [21].
Rescaled to a BBH mass of M = 60M for compari-
son with GW150914, each puncture has an approximate
initial mass of 30M, the initial separation is 1030 km,
with gas densities ρ0 = 1.72×{104, 105, 106, 107} g cm−3.
The typical central density in a presupernova star is
109 − 1010 g cm−3. At a radius of 1000 km it is in the
range 107 − 109 g cm−3, depending on stellar mass (e.g.,
[22]). We choose 107 g cm−3 as the highest simulated den-
sity since it is a reasonable and arguably low value for
the density of outer stellar core material left surrounding
the BBH formed in dynamical fragmentation. With the
above choices, the total gas mass on the computational
grid is ∼13.8 [M/(60M)][ρ0/(1.72× 107 g cm−3)]M.
We provide a convergence study and analysis details
in the Supplemental Material to this Letter.
Dynamics. In Fig. 1, we show orbital-plane snapshots
of the rest-mass density at various times in model G3’s
coalescence. In cgs units and for the M = 60M case,
its merger time is ∼ 390 ms (we define merger time based
on the peak amplitude of the (2, 2) GW mode). That is
∼ 142 ms faster than the pure-vacuum case G0.
The density colormaps in Fig. 1 reveal that soon after
the start of the simulation, an ellipsoidal high-density
structure surrounds the BHs. The central high-density
band visually connecting the BHs is due to the gravita-
tional focusing of gas into this region, where acceleration
toward one BH is partially cancelled by the other. This
feature was also observed in BBH mergers in very low-
density gas (e.g., [15, 23] and references therein).
The ellipsoidal stucture surrounding the BBH in Fig. 1
forms because each BH accelerates the surrounding gas,
dragging it along in its gravitational wake. The asso-
ciated drag force, closely related to dynamical friction
(e.g., [24–29]), converts orbital energy into kinetic energy
and internal energy of the gas (through compression and
-500
-250
0
250
500
y
[k
m
]
-500
-250
0
250
500
y
[k
m
]
-500 -250 0 250 500
x [km]
-500
-250
0
250
500
y
[k
m
]
-500 -250 0 250 500
x [km]
6.5 7.0 7.5 8.0 8.5 9.0 9.5 10.0
log10
(
ρ [g cm−3]
)
FIG. 1: BBH inspiral evolution and orbital plane density
slices of the G3 model (ρ0 ∼ 106 g cm−3). The top-left
frame shows the orbital tracks followed by the BBH in the
subsequent frames. The top-right frame shows the emer-
gence of a high-density gas bar due to gravitational focusing
of gas between the BHs. We choose representative isocon-
tours at ρ = 107.2 and 107.6 g cm−3 to visualize the forma-
tion of ellipsoidal density structures surrounding the BBH.
Initially, the orbital separation a decreases slowly. Gas ac-
cumulates around the BBH pushing the isocontours to larger
radii (center-left frame). Once a is decreasing rapidly, the con-
tours contract and circularize (center-right frame, bottom-left
frame). The bottom-right frame shows the final merged BH
evolving toward steady-state Bondi-Hoyle accretion.
shocks). This process is what rapidly robs the BBH of
its orbital energy and angular momentum. It leads to
an accelerated decline of the orbital separation and an
earlier merger compared to the vacuum case G0.
The BHs accrete gas during coalescence, but even in
the high-density G4 case, the total mass accreted by each
BH is only ∼4% of its initial mass. The effect of the grad-
3TABLE I: Model Summary. ρ0 is the initial gas density, tmerge
the merger time, and MZDHP and M150914 are the GW mis-
matches with the vacuum waveform for Advanced LIGO de-
sign noise and noise at the time of GW150914, respectively.
For GW150914, a mismatch M & 0.0017 becomes noticable.
Model ρ0 (M/60M)−2 tmerge MZDHP M150914
[g cm−3] [ms]
G0 Vacuum 0 510 0 0
G1 1.72× 104 508 8× 10−5 3× 10−5
G2 1.72× 105 490 0.0058 0.0016
G3 1.72× 106 369 0.1882 0.0665
G4 1.72× 107 186 0.3718 0.2386
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FIG. 2: BBH coordinate separation a as a function of time
until common horizon formation. All simulations start from
the same separation of 1030 km (assuming a total BBH mass
of 60M). As ρ0 increases across models G1–G4, dynamical
friction dissipates orbital energy resulting in earlier mergers.
ually changing mass on the coalescence is much smaller
than that of dynamical friction.
In Tab. I, we summarize key properties, including the
merger times, for all simulated models. The top panel
of Fig. 2 shows the BBH coordinate separation a as a
function of simulation time. With increasing gas den-
sity, the merger is driven to earlier times. Model G1
(ρ0 ∼ 104 g cm−3) is only very mildly affected, merg-
ing some ∆t ∼ 2 ms earlier than the vacuum case G0.
∆t is ∼ 20 ms, ∼ 142 ms, and ∼ 324 ms, for models
G2, G3, and G4, respectively, which have 10, 100, and
1000 times higher density than model G1. The effect of
the gas on the coalescence time is thus roughly linear
in density for the lower-density cases. This is qualita-
tively reproduced by a simple Newtonian point-particle
model including GW (∂a/∂t ∝ a−3) and dynamical fric-
tion (∂a/∂t ∝ a5/2) [24] terms for orbital evolution. At
high density, i.e. going from G3 to G4, dynamical fric-
tion is so strong that it is no longer a linear perturbation
to the GW-dominated inspiral. The point-particle model
shows that in G1–G3, the dynamical friction term is al-
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FIG. 3: Real part of the (2, 2) GW strain, observed face-on
from a distance of 0.5 Gpc for a total BBH mass of 60M. We
compare models G1–G4 with G0 vacuum plotted in gray in
each panel. All GWs start with f ∼ 26 Hz. Increasing density
leads to faster chirps. The ringdown frequency is ∼ 296 Hz
for G0 vacuum, decreasing by only ∼ 10% for G4.
ways subdominant. In G4, it initially dominates over the
GW term, but quickly decreases in relevance as the orbit
shrinks and GW-driven evolution takes over.
Gravitational Waves. In Fig. 3, we present h22+ , the
real part of the l = 2,m = 2 GW mode. The low den-
sity in model G1 has a negligible effect and its waveform
is essentially identical to vacuum GWs. As the density
increases from G1 to G4, merger occurs progressively ear-
lier. This leads to dramatic changes in the emitted GW
train and creates an unmistakable GW signature: (1)
Since all models start at the same separation, the initial
GW frequency is f0 ∼26 Hz for all models. (2) Dynami-
cal friction shortens the inspiral, leading to a faster sweep
(“chirp”) of the GWs through frequency space. (3) The
faster chirp is not due to a substantial increase of the
BBH mass. Hence, merger and ringdown GW emission
is at frequencies that change only mildly with ρ0. Model
4G0 has a final BH mass of ∼57.6M, a dimensionless
spin a? = 0.69, and we find a ringdown GW frequency
of ∼296 Hz. The highest-density model G4 produces a
merged BH of ∼64.8M and a? = 0.65, consistent (see,
e.g., [30]) with its ringdown GW frequency of ∼265 Hz.
Analysis and Observational Consequences. We
compute the GW mismatch M(hi, hj) (see [21, 31] and
Supplemental Material) for each waveform G1–G4 with
the G0 vacuum case. GW mismatch takes into ac-
count the detector noise spectrum and we consider fre-
quencies in the interval [26, 3000] Hz. We employ Ad-
vanced LIGO design noise [32] (MZDHP) and the noise
around GW150914 [4] (M150914). M is in [0, 1] and
M = 0 means hi and hj are identical. For an obser-
vation with signal-to-noise ratio %, an M & 1/%2 leads
to observational inconsistencies (see [33] and Supplemen-
tal Material). GW150914 was observed with % ∼ 24, so
M & 0.0017 will become noticable.
We summarize MZDHP and M150914 for all models in
Tab. I. The results forM150914 show that for GW150914,
densities ρ0 . 104 g cm−3 (G1) are indistiguishable from
vacuum. Model G2 (ρ0 ∼ 105 g cm−3) is marginally dis-
tinguishable. The situation is very different for models
G3 and G4 withM150914 ∼0.07 and ∼0.24, respectively.
These results show that stellar densities ρ0 & 106 g cm−3
lead to highly significant inconsistencies with vacuum.
An additional possibility is that the G1–G4 wave-
forms could have lower mismatch with vacuum wave-
forms of BBHs with different parameters. We explore
this with a 7-dimensional numerical relativity surrogate
GW model [34, 35], covering BBH mass ratio q (up to
q = 2) and six spin components (up to effective spin
χeff = (M1a
∗
1 + M2a
∗
2)/M = 0.8), assuming zero eccen-
tricity. We vary parameters to minimize M150914 and
find 0.011 and 0.061, for model G3 and G4, respectively.
For G3, the minimum M150914 is at M = 70.6M,
q ' 1.0, and effective spin χeff ' 0.17. For G4, we
find M = 75.3M, q ' 1.6, and χeff ' −0.47. Even
with the reduction in M150914, ρ0 & 107 g cm−3 leads to
observable differences with any waveform covered by the
surrogate model.
Having established that an equal mass, non-spinning
BBH merger in stellar-density gas with ρ0 & 107 g cm−3
is inconsistent with GW150914 and all BBH waveforms
from our surrogate model, there remains the following
crucial question: Are there BBH parameter choices that
could make a merger in gas appear just like GW150914?
We argue that the answer is ’No’: The observational
BBH parameter space encompasses total mass, mass ra-
tio, eccentricity, and six spin components. (i) BBHs of
lower M inspiral to higher frequencies and have more cy-
cles from ∼26 Hz to merger. Using the surrogate, we find
that M = 43.7M extends the G0 case by ∼324 ms, the
difference in merger times between G0 and G4. However,
its time-frequency evolution and ring-down frequency
(∼400 Hz) are substantially different from GW150914,
leading to large mismatch. (ii) Dynamical fragmenta-
tion in our scenario leads to near-equal-mass fragments
(e.g., [9]). We consider q = 2 as an extreme limit. In the
vacuum case, it extends the inspiral by ∼38 ms [35], in-
sufficient to compensate for the gas effect. (iii) High BH
spin causes “orbital hangup.” The effect is largest for
equal spins aligned with the orbital angular momentum.
Using our surrogate and the SpEC waveforms [36], we
find that for a∗ = 0.99 (a∗ = 0.4), inspiral is prolonged
by 177 ms (71 ms). The effect is linear in a∗. To explore
the effect of spin in the stellar-density G4 case, we carry
out a simulation with a∗ = 0.4 for both BHs. We find
that merger is delayed by ∼17.2 ms. Extrapolating to
a∗ = 0.99 from the vacuum case, spin could extend the
G4 inspiral by at most ∼39 ms. This is insufficient to
mimic GW150914.
Discussion and Conclusions. Fragmentation of a
massive star’s core into clumps that collapse further to
NSs or BHs is an interesting scenario for the formation of
NS binaries and BBHs (e.g., [9, 37–39]). While perhaps
unlikely (e.g., [10, 40]), this scenario has not previously
been ruled out observationally. As proposed by Loeb [8],
it would endow a BBH merger with the gas necessary to
produce an EM counterpart. Dai et al. [27] suggested,
but did not show, that the gas surrounding the BBH
could have observable consequences in the emitted GWs.
We employed numerical relativity coupled with GR hy-
drodynamics for a controlled experiment into the effects
of stellar-density gas on BBH mergers. Scaled to a total
system mass of 60M (consistent with GW150914), our
results show that dynamical friction between the BHs and
gas at stellar densities ρ0 &106 − 107 g cm−3 profoundly
affects the coalescence dynamics, drastically shortening
the time to merger. This modifies the resulting GW sig-
nal in an unmistakable way, leading to differences with
vacuum waveforms that can be observed by LIGO.
Our analysis furthermore suggests that it is not possi-
ble to choose BBH parameters that would yield a wave-
form in stellar-density gas resembling GW150914[41].
Thus we conclude that it is highly unlikely that
GW150914 was formed through dynamical fragmentation
in a massive star and Loebs scenario [8] is ruled out by
the GW observation alone.
Future work should address the limitations of our work:
We assumed the gas to be non-magnetized and initially
at rest, but angular momentum and magnetic fields can
have dynamical impact. We employed a constant den-
sity, but real stars have radially varying density. Finally,
we used a Γ-law equation of state, ignoring microphysics
such as electron capture, neutrinos, and nuclear dissocia-
tion, which all may have effects on the gas dynamics. In
our analysis, we did not consider GW detector calibration
uncertainties of ∼10% [4]. This should affect all wave-
forms equally and is unlikely to alter our conclusions.
We provide waveforms and additional visualizations
of our simulations at https://stellarcollapse.org/
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SUPPLEMENTAL MATERIAL
ANALYSIS DETAILS
Gravitational Wave Mismatch Calculation. The
mismatch between two observed waveforms h1(t) and
h2(t) is defined as one minus the maximum overlap
O(h1, h2),
M(h1, h2) = 1−max
{χi}
O(h1, h2) , (1)
where the overlap is given by
O(h1, h2) = 〈h
1|h2〉√〈h1|h1〉〈h2|h2〉 . (2)
Here, 〈·|·〉 is a detector-noise weighted inner product and
optimization is carried out over a set {χi} of parameters
impacting the overlap (e.g., shifts in waveform phases,
polarization angles, arrival times) [31].
In the simplest case, we can choose 〈·|·〉 as the
frequency-domain noise weighted inner product [43],
〈a|b〉f = 4Re
∫ ∞
0
a˜(f)b˜∗(f)
Sn(f)
df . (3)
Here, Sn(f) is the detector noise power spectral density
and a˜(f) is the Fourier transform of a(t).
The real gravitational wave signal h(t) observed by a
single detector is given by
h(t) = F+h+ + F×h× , (4)
where F+ and F× are the detector antenna pattern func-
tions that depend on the sky location of the source and
polarization basis (see, e.g., [44]).
We now consider two scenarios: (1) A best case in
which both h+ and h× are measured by two optimally
oriented GW detectors at Advanced LIGO design sensi-
tivity (“ZDHP” for zero-detuning, high-power [32]). (2)
The realistic scenario of the two Advanced LIGO inter-
ferometers with the sensitivity at the time of GW150914.
For both cases, we need the two-detector inner product
for two detectors α and β, which is defined [44] as the
sum of the single-detector contributions,
〈h1|h2〉2det = 〈h1,α|h2,α〉s + 〈h1,β |h2,β〉s . (5)
Here, h1,α is waveform 1 as seen by detector α through
Eq. 4 and so forth. The single-detector inner product
〈·, ·〉s used is that given by Eq. 3 with the exception
that we integrate over some frequency interval defined
by [fmin, fmax]. In practice, we obtain the necessary
Fourier transforms by using the Fast Fourier Transform
algorithm after tapering the ends of the time domain sig-
nal and padding with zeros for all waveforms to have the
same length in the time domain.
For scenario (1), we follow [34] and define an optimal
two-detector Oopt overlap by choosing detectors oriented
so that one detector is maximally sensitive to h+ (and
insensitive to h×) while the opposite is true for the other
detector. We then have
〈h1|h2〉opt = 〈h1+|h2+〉s + 〈h1×|h2×〉s , (6)
with Sn(|f |) in Eq. 3 chosen as the Advanced LIGO
ZDHP noise power spectral density. Oopt is then given
by Eq. 2 with 〈·|·〉opt and the mismatch is obtained as
MZDHP = 1 − maxOopt. We optimize over time shifts
and polarization angle shifts of the waveforms. Since we
consider only the (2, 2) GW mode, we simply assume a
face-on direction of GW propagation, and orbital phase
shifts are identical to polarization phase shifts. See [34]
for further details.
For scenario (2), we use the inner product of Eq. 5 with
the Advanced LIGO Hanford and Livingston antenna
patterns [45] for GW150914 and the parameters given in
[41]. We employ the actual Hanford and Livingston noise
power spectral densities at the time of GW150914 pro-
vided at https://losc.ligo.org/events/GW150914/.
We obtain MGW150914 = 1 − maxOGW150914 for the
(2, 2) GW mode by optimizing over time shifts, polar-
ization angle shifts, and orbital phase shifts. We neglect
contributions from other GW modes.
Reduction in Log-Likelihood due to Mismatch.
In GW parameter estimation, the posterior probability of
a BBH parameter vector ~ϑ is determined from the prior
and likelihood. The GW likelihood function (e.g., [46])
is given by
L(d|~ϑ) ∝ exp
[
−1
2
〈
hM(~ϑ)− d|hM(~ϑ)− d
〉]
. (7)
Here, d = hGR + n is the data observed in the detectors
consisting of the GR signal (we use “GR” as a synonym
for “true”) and detector noise n. hM is the template
waveform generated by some waveform model.
6The log-likelihood is then
logL = C−
[
1
2
〈
hM|hM〉+ 1
2
〈hGR|hGR〉
+
1
2
〈n|n〉 − 〈n|hM − hGR〉 − 〈hM|hGR〉
]
,
(8)
where C is a constant of proportionality.
Suppose that hM is different from the true signal,
hM = (1 + 1)h
GR + 2h
⊥ , (9)
where 〈h⊥|hGR〉 = 0. Here 1 and 2 are numbers and we
consider the limit 1,2  1. Any hM can be decomposed
in this way. The log-likelihood becomes
logL = logL0 − 1
2
21〈hGR|hGR〉 −
1
2
22〈h⊥|h⊥〉
+1〈n|hGR〉+ 2〈n|h⊥〉 ,
(10)
where logL0 is the log-likelihood when hM = hGR. The
expected reduction in the log-likelihood is then
E[δ logL] = 1
2
21〈hGR|hGR〉+
1
2
22〈h⊥|h⊥〉 . (11)
We now allow a small bias in the distance to the source
by rescaling hM by (1 + 1)
−1 with which we obtain the
convenient expression
E[δ logL] = 1
2
22〈h⊥|h⊥〉+O(3) . (12)
The mismatch between hGR and hM is
M(hGR, hM) = 1− 〈h
GR|hM〉√〈hGR|hGR〉〈hM|hM〉 (13)
=
1
2
2
〈h⊥|h⊥〉
〈hGR|hGR〉 +O(
3) , (14)
where optimization over phase shifts, time shifts, etc. is
implicit.
The signal-to-noise ratio % is given by %2 = 〈hGR|hGR〉.
With this, we find
E[δ logL] ≈ %2M . (15)
The posterior probability will be affected by a factor
of Euler’s number e when δ logL = 1, which can be con-
sidered a mild observational inconsistency. Hence, the
mismatch M will begin to have an effect on GW data
analysis when
M & 1
%2
. (16)
NUMERICAL CONVERGENCE
We carry out additional simulations at coarse-grid res-
olutions ∆x1 = 1.00M and ∆x3 = 1.60M , in addition
to our standard-resolution simulations of ∆x2 = 1.25M .
For our convergence analysis, we choose the vacuum (G0)
and the highest density (G4) as two extremes of the sim-
ulations we carry out. We focus our analysis on the grav-
itational waveforms since these are the most important
output of our simulations.
In Fig. 4, we show numerical convergence in the
Newman-Penrose scalar ψ4 between the different resolu-
tions for the G0 vacuum simulation. We consider phase
and amplitude differences separately. The amplitude is
defined as
A(t) =
√
Re[ψ4(t)]2 + Im[ψ4(t)]2 , (17)
while the phase is defined as
φ(t) = tan−1
(
Im[ψ4(t)]
Re[ψ4(t)]
)
, (18)
where Re[ψ4] and Im[ψ4] are the real and imaginary parts
of ψ4, respectively. Our numerical scheme is fourth-order,
hence, we expect fourth-order convergence and a self-
convergence factor of
Qs =
∆xn3 −∆xn2
∆xn2 −∆xn1
= 0.3505 , (19)
where n is the order of convergence. In Fig. 4, we
rescale the differences between highest resolution and
second-highest (i.e. standard) resolution by 1/Qs. These
rescaled curves lie essentially on top of the curves for the
differences between second-highest and lowest resolution,
demonstrating approximate fourth-order convergence.
In Fig. 5 we perform the same analysis for the highest-
density simulation G4. In this case, the hydrodynamics
plays an important role in driving the coalescence. If our
finite-volume implementation dominates the numerical
error, we expect second-order convergence when the flow
is smooth. However, soon after the start of the simula-
tion, steep density gradients and shocks develop for which
our numerical scheme (as any high-resolution shock cap-
turing scheme) is only first-order convergent. Hence, we
can only expect first-order convergence. We compute
a first-order self-convergence factor Qs = 0.7143, with
1/Qs = 2.85. Figure 5 shows that we obtain roughly
first-order convergence in GW amplitude and phase.
In order to clarify how numerical resolution effects the
main results of our paper, we have calculate mismatches
between various resolutions for the G0 and G4 cases. For
the G0 case we find the mismatches to be 1.6 × 10−3
between high and medium resolution, 2.9 × 10−3 be-
tween medium and low resolution, and 3.5 × 10−3 be-
tween high and low resolution. For the G4 case the mis-
matches are 3.5×10−5 between high and medium resolu-
tion, 1.0×10−4 between medium and low resolution, and
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∆
φ
FIG. 4: Fourth-order convergence for the G0 vacuum simula-
tion. The dashed line at 0M corresponds to merger, which we
define as the maximum of the h22 amplitude, and the time is
given relative to merger. Top: Amplitude differences between
our lowest (∆x3), standard (∆x2), and highest-resolution
(∆x1) simulations. We scale the differences using the self-
convergence factor 1/Qs = 2.85 corresponding to fourth-order
convergence for this choice of resolutions. Bottom: Phase an-
gle differences also exhibiting fourth-order convergence.
2.3× 10−4 between high and low resolution. Comparing
these results with the mismatches listed in Table 1 (in
the main paper), we conclude that our main conclusions
are independent of numerical resolution.
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