I A S S IS T

Editor's Notes
The theme of the IASSIST 2002 conference in Storrs, CT was "Accelerating Access Collaboration and Dessimination". The conference consisted of many good ("best ever") and well attended workshops, streams, discussions, panels, and presentations. Many of the PowerPoint presentation are already available for viewing at the IASSIST website www.iassistdata.org. On the web-site you can take a look under Multimedia Presentations from the IASSIST 2002 conference. If your presentation is not available you should contact the collector Lisa Neidert (lisan@umich.edu). Papers from the conference are scheduled to appear in this and coming issues of the IASSIST Quarterly. You can contact the editor (kbr@sam.sdu.dk).
This issue Vol. 25-4 of the IASSIST Quarterly contains three papers from the 2002 conference: September 11th has affected nearly everybody, everywhere. Shortly after the acts the National Opinion Research Center (NORC) lauched the "National Tragedy Study". The intention was to replicate the "Kennedy Assassination Study" carried out forty years earlier. For the session on "The New Frontier for Archives" Tom W. Smith and Michael Forstrom from National Opinion Research Center and University of Chicago had prepared a paper with the title "In Praise of Data Archives: Finding and Recovering the 1963 Kennedy Assassination Study". The paper explains that this task cannot be said to have been easy. This is a detailed description of a search for documentation and data for a single study. Luckily the needle in the haystack was retrieved, but again technology raised new difficulties, in this metaphor the problem was now the missing sewing machine. The conclusion is as the title says "praise for data archives", if data and documentation had been properly stored at a data archive the similar task could have been routine and not an experiment in data excavation and the task could have been carried out in confidence of a positive outcome.
From the session on "eXtreme Intelligence: Pushing Expert Systems to Their Limits" Robert Wozniak from the Minnesota Population Center explores in his paper "Emerging from the Quagmire: Building Expert Systems Technologies for the Social Sciences" the latest technology for the discovery and access to social science data. Utilization of the web has moved the extraction expertise from the professional to the user and leaving the user in a quagmire. By taking advantage of the current technology and by utilizing domain knowledge both the novice and the expert will be assisted. The paper uses NHGIS National Historical Geographic Information System and its terabyte of United States summary census data as an example. The system is an expert system and is capable of deducing that a requested variable does not exist at the required geographical level and will expand to the next level to fulfil the request.
In the session called "Make It Faster, Make It Bigger: Developments in Data Delivery Systems" Micah Altman from Harvard University presented the paper "Open Source Software for Libraries: from Greenstone to Virtual Data Center and Beyond". The paper provides an introduction to Open Source Software (OSS) and looks into questions like what are the advantages and disadvantages of OSS and which are most useful in the library environment. Among the advantages are cost and fast respondance to bugs and thus evolution of the software. The risk of using OSS could be the stagnation of software and a lesser degree of usability. For the data library or archive OSS can be of significance as it can be recompiled and ported to new hardware and operating systems which is important if the digital objects are requiring specific software. (Often the archive will try to store the objects in formats that are readable or transformable into other existing and even coming software packages). The paper also directly reviews some OSS packages for library use as well as gives addresses to these and other resources.
Three papers from three sessions at the recent conference. Do have a good read of this issue of the IASSIST Quarterly.
Karsten Boye Rasmussen, August 2002
Introduction: The Growth of Open Source Software Open Source Software (OSS) has grown tremendously in scope and popularity over the last several years, and is now in widespread use. OSS has a long history of supporting technology infrastructure -the fundamental tasks of managing host names and addresses, sending information across the Internet, delivering web pages, and relaying electronic mail are all primarily based on OSS, and have been for many years. Some of the most well-known technology businesses, like Amazon and Yahoo, are based on OSS, and other technology companies like IBM have made heavy investments (OʼReilly 1999; Sandred 2001, chap. 11; Lerner and Tirole 2002, secs. 1 and 3) . Last year, the OSS operating system Linux was used on one third of all servers (making it the second most popular server operating system)), and its use is expected to continue to grow rapidly (Broersma 2002).
OSS is not limited to basic infrastructure. There are tens of thousands of OSS projects providing everything from games to statistical packages to digital photography editing. Directories of OSS projects, such as Gnu (<http://www.gnu.org/>) and Sourceforge (<http:// www.sourceforge.net/>) now list over 50,000 projects, and the numbers continue to grow.
The growth of OSS has gained the attention of research librarians (Frumkin 2002) and created new opportunities for libraries. We might well ask, What distinguishes OSS from commercial software? What are the advantages and disadvantages of OSS software? Out of the thousands of packages available, which are most useful in a library environment?
In this essay, I first discuss the primary features of OSS, and where these features particularly benefit libraries. I also provide capsule summaries of OSS projects and resources that may be of particular interest to the library community.
What is Open Source Software?
Open Source Softwareʼs distinguishing feature is the broad rights it awards the consumer. Usage of software, as intellectual property, is restricted by copyright law and patent law.
2 Both commercial software and OSS award the consumer certain rights to use it. Most commercial software licenses give the consumer only limited use-rights -such as the right for a single user to run the software on a single system for a limited period. In contrast, OSS provides broad rights to use, modify, and distribute the software.
Although the exact details of the rights will vary by license, all OSS provides a number of broad rights (see Perens 1999 and the Open Source Initiative definition at: <http://www.opensource.org/docs/ definition.php>). These rights fall into three broad categories:
1. Rights to use without discrimination. Unlike commercial software (and even some ʻacademically licensedʼ software), OSS may be used for any purpose, by anyone, at any time. For example, the same OSS used to run an academic website can also be used to run an e-commerce business. There are no annual license fees, restrictions on the numbers of users or systems, restrictions for non-commercial use, restriction to a particular country, expiration dates, or other artificial limits on use.
Full rights to create derived works.
OSS not only permits one to use the software, but permits one to create new software from it.
a.
Source Code Availability. The source code for the software is made on the same terms as the binaries used to run it.
b.
Free modification and redistribution. Consumers not only have the right to examine the source, but to freely modify and redistribute modified (or unmodified) copies.
c.
Integrity of authorship. OSS may require that previous authors be acknowledged, and that modifications be clearly labeled, and separately packaged and named from the original software when redistributed. This maintains the integrity of software. All major open source licenses honor these rights, including the Gnu General Public License (GPL), Apple Public Source License, W3C license, Mozilla license, and BSD license. Although OSS offers broad rights, users of both OSS and commercial software user may still be under some restrictions: § Government restrictions (such as the U.S. export controls on encryption software) may prevent the distribution of software, although the license allows it. § Software (both commercial and non-commercial) that runs afoul of commercial patents may be restricted by the patent holder --regardless of the license between the consumer and the author.
Open
In addition, some open source licenses (most famously the GPL) prohibit the merging of open source and commercial softwareThis limits the ability of the consumer to intermingle open source and commercial source code in the same piece of software, but does not otherwise limit the combined distribution and use of commercial and open source software. Still, in practice, even under the most restrictive of current OSS licenses, OSS products can still be sold (as long as the source is also made available for free), and one is free to sell documentation, support, installation and other services for OSS.
Advantages and Disadvantages of OSS General Advantages and Disadvantages
Many librarians are now considering OSS because of its low purchase costs. Unlike commercial software, there are no initial purchase fees, licensing fees, or upgrade fees. Furthermore, OSS is generally not tied to proprietary hardware, so the hardware costs associated with OSS tend to be lower. Other direct costs for OSS are often lower than those for comparable commercial software. Since the original supplier of the software has no monopoly on the information, the market for support and maintenance of OSS is more competitive than that for commercial software with comparable user bases. Thus support and maintenance costs are often lower (Kenwood 2001).
Many advocates
3 of OSS development argue that it leads to faster software development and more reliable software. Raymond (1999, 39) argues that successful OSS projects update their software quickly and frequently, paying close attention to usersʼ bug reports and responding rapidly. Moreover, bugs are fixed quickly because of the exposure OSS provides; that is, "given enough eyeballs, all bugs are shallow" (p. 41). The Open Source Initiative (<http: //www.opensource.org/>) states this particularly clearly: "When programmers can read, redistribute, and modify the source code for a piece of software, the software evolves. People improve it, people adapt it, people fix bugs. And this can happen at a speed that, if one is used to the slow pace of conventional software development, seems astonishing."
A recent Mitre study offers some support for these practical claims, finding that OSS often has advantages in reliability, frequency of bug fixes, extensibility and support (Kenwood 2001) .
OSS comes with a number of risks as well. First, when considering any software for long-term use, one must consider longevity, and OSS is no exception. OSS projects may fragment into incompatible versions or stagnate (particularly after losing a lead developer). One should consider the size of the user base and the number and activity level of the developers before incorporating software into long term plans. It is important to note, however, that commercial software suffers similar risks, and that the relative longevity of commercial versus OSS software is an open question (Lerner and Tirole 2002) . OSS offers the opportunity for users to continue to contribute to a project even after the original developers leave. In contrast, development of commercial software (especially specialized software) is frequently abandoned completely when a business goes out of business or is acquired, or even when the business creates a new product.
Second, OSS is often not as user-friendly as commercial counterparts. Many open source projects (with notable exceptions, such as Gnome, Greenstone, and the Virtual Data Center) are not cognizant of usability (Hovater 2002) , and the incentives for producing OSS, while emphasizing utility, may de-emphasize user-interface development (Lerner and Tirole 2002) .
Library-Specific Advantages of OSS
In addition to these general advantages, there are a number of reasons that libraries, in particular, may prefer to use OSS over commercial software: preservation, privacy and auditing, community resources, and open standards.
As librarians, we are sometimes the stewards of unique collections. The preservation of digital objects is currently intimately tied to software that presents those objects. Complete preservation of complex digital objects, especially, is likely to require preservation of the software needed to use those objects (Granger 2000) . Since commercial software is usually distributed only as a binary that will run only on a single hardware platform (and often only under a single version of a particular operating system), commercial software is very difficult to preserve over the long run without developing hardware emulation (and possibly Operating System ʻemulationʼ as well). OSS, in contrast, can often be recompiled, or at least ported, to new hardware and operating systems.
Librarians have a strong tradition of defending the privacy of users. Increasing numbers of commercial packages, by both major and minor vendors, quietly collect information on the systems and habits of people who use them. Whether as part of ʻadware,ʼ ʻspyware,ʼ ʻliveʼ updates, or digital rights management, these applications send usage information back to the vendor (Millman 2001) . Furthermore, similar features are increasingly added by vendors in order to ʻtransparentlyʼ (and in many cases, silently) install new software on the clientʼs system, or to disable software that is the subject of payment or intellectual property disputes. Although this behavior can be limited with placement of network firewalls, it can be challenging to audit commercial software for this type of behavior. In contrast, OSS is easily audited. Moreover, since the source code is available, it is relatively easy for a community of users to check for and disable ʻspywareʼ and other remote reporting and installation functions.
Scholarly Standards and Exchange
Both the library and the academic community have a history of sharing information and of using open standards. For example, both citations and cataloging, two of the mainstays of librarianship and academics, are based upon standards that are fundamentally open. The use of OSS ensures that all software standards, both explicit and implicit, will continue to be open to inspection, and allows others to build upon previous work done in the community. As Lessig (1999) 
An Overview of Stand-Alone Solutions for Libraries
There are several packages that aim to offer stand-alone catalogs or complete digital library solutions: Greenstone, Koha, RIB, Sitesearch (which is, unfortunately, not really open source) and the Virtual Data Center. In this section, I draw thumbnail sketches of each. In the next section, I discuss other software tools and resources that are likely to be useful to librarians who wish to construct their own library applications or digital libraries.
Greenstone
Greenstone is a package for creating, managing and distributing collections of documents. It runs on Linux, Unix and Windows platforms. Collections created through Greenstone can be used on-line or distributed on CD-ROM. Among the features it provides are multi-lingual interface support, full-text and fielded searching, browsable indexes, customized formatting, metadata extraction and a Z39.50 client.
Greenstone was developed as part of the New Zealand Digital Library Project, run by the Department of Computer Science, University of Waikato, New Zealand. The software is in its first major production release, and is actively maintained and updated (through Sourceforge). It is available from < http://www .greenstone.org >.
Koha
The Koha system is a full catalogue, OPAC, management, and acquisitions package. It does not, however, support document distribution and indexing. It runs on Linux and is accessed primarily through a webbased interface. Among the features it provides are simple and fielded searches, reading lists, acquisitions management (including budgets and pricing information), circulation management, and patron management.
Koha was made in New Zealand by the Horowhenua Library Trust and Katipo Communications Ltd. The software is in its first major production release, and is actively maintained and updated (through Sourceforge). It is available from <http: //www.koha.org/>.
RIB
Repository in a Box (RIB) is a software package for creating web-browsable metadata collections. It runs on Linux, Unix and Windows. Collections created through RIB are accessed through the web, and can be configured to interoperate with other similar remote RIB collections. Among the features RIB provides are searching, browsable indexes, repository federation, and a user-friendly Java-based management GUI.
RIB was created by the RIB Development Team at the University of Tennessee under direction by the National HPCC Software Exchange (NHSE). The software is mature (in its second full production release) and seems to be actively maintained, although updates are infrequent. It is used in a number of NASA, DOE, DOD and NSF research centers. It is available from <http://www.nhse.org/RIB/>.
Sitesearch
Sitesearch is an enhanced OPAC and distributed catalog search system. It runs on both Unix and Windows but is not documented to run on Linux. Among the features it provides are cross-catalog searching over world wide web and Z39.50 sources, Z39.50 Client and Server, interoperability hooks for interlibrary loan and document delivery services, relatively advanced search history and result set handling, and MARC support.
Sitesearch was developed by OCLC. The software is mature, and has been actively maintained, although the maintenance model is being changed. It is available from <http://www.sitesearch.oclc.org/>.
Sitesearch offers many of the benefits of OSS within an academic library environment, but, unfortunately, Sitesearch is not fully open source. The license under which it is distributed by OCLC prohibits commercial use, and may limit the availability of third-party support. This license is incompatible with many popular OSS licenses, which would hinder integration of Sitesearch with other OSS solutions.
Virtual Data Center
The Virtual Data Center (VDC) software is a comprehensive, open-source digital library system. The VDC software provides a complete system for the management and dissemination of federated collections of quantitative data. It runs on Linux. Collections created through VDC are accessed through the web, and can be distributed across multiple servers, or virtually include selected parts of other data archives.
Among the features it provides are simple and fielded searching (at all levels of granularity -collection, study and data), data and documentation delivery, data extraction (variable and row selection), data format conversion (Data Documentation Initiative, SAS, SPSS, Stata, Splus, CSV), on-line data analysis (descriptive statistics, exploratory data analysis graphs, crosstabs), archival format and filesystem-independent storage, Open Archives Initiative service, Z39.50 service, persistent naming, distributed operation, distributed virtual collections, metadata harvesting, federated authentication and authorization, and on-line GUI management tools.(See Figure 5) VDC was developed by the Harvard-MIT Data Center and Harvard University Library as part of the Digital Libraries Initiative, sponsored by the National Science Foundation and other agencies. The software is in beta release, and is actively maintained and updated (through Sourceforge). It is available from < http://thedata.org >.
Other Resources for OSS in Libraries
The preceding projects provide stand-alone OSS catalogs or complete digital libraries. In addition to these, there are a host of open source resources that are useful to libraries, including website toolkits, indexing engines, databases, and clients, servers and software libraries for specialized technologies such as Z39.50, USMARC, and Ariel.
OSS Meta-sites. These sites provide directories of opensource projects. §
The "Open Source Software for Libraries" (< http://www.oss4lib.org/ >) uniquely specializes in library applications, and is particularly useful. § Sourceforge (< http://sourceforge.net/ >), Freshmeat (< http://freshmeat.net >), and The Free Software Foundation (FSF; < http://gnu.org/ >) provide huge catalogs of open source projects. FSF is the oldest OSS site, and hosts thousands of projects. Sourceforge hosts nearly 50,000 OSS projects. § "The Impoverished Social Scientistʼs Guide to Free Statistical Software and Resources" (< http: //data.fas.harvard.edu/micah_altman/socsci.shtm l>) is a collection of pointers to OSS tools for data analysis and manipulation collected by the author. §
The "FreeGIS Site" (< http://www.freegis.org/ >) is a collection of pointers to free GIS tools and toolkits. § A large collection of searching, harvesting and indexing tools is cataloged at < http://www.searchtools.com/ tools/tools-opensource.html >.
Specific tools and toolkits.
A number of tools and toolkits may be of specific interest to libraries that are building their own tools, or who wish to supplement current tools. Full-text searching of material in web-based catalogs can be provided by using indexers such as Swish-e or HT://dig. More structured catalogs can be built using XML and XML databases such as DbXML, Xindice, or Cheshire, or using SQL databases such as Postgressql or MySql. Information portals can easily be built with toolkits such as Slash and Jetspeed.
4 Finding aids, pathfinders, and other dynamic, organized web applications can be built with open source application servers such as Zope and Gist.
Conclusions
For the last several years, Open Source Software has dominated the infrastructure of Internet and web services. OSS continues to grow in this and other areas, and there are now over 50,000 open source software applications available for instant download. Among these are a number of high-quality packages that provide stand-alone digital library and OPAC functionality, as well as a host of other applications and toolkits that would be of great use in the development or enhancement of library services.
The most popular Open Source Software projects produce software that is quite often more stable, secure, auditable, and extensible than commercial alternatives. Using OSS also makes the preservation of digital objects easier and less risky. Moreover, using OSS guarantees that the standards and protocols used in the library will always be open to examination, and helps the library community to build upon previous successes. 2 To a much lesser extent, some pieces of software may additionally be governed by trademark law.
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3 Some advocates, most notably Richard Stallman of the Free Software Foundation, argue for OSS on ethical grounds. For Stallman, free software is a "stark moral choice" (Stallman 1999, 55) , and restrictions on the distribution of information in general, and software in particular are harmful to society. (See <http://www.gnu.org/ philosophy/why-free.html>.) 4 The Scout toolkit, which was released in beta as this article was going to press, also looks promising because of its attention to metadata. 
Preface
On the morning of September 11 th America had the tragic misfortune of being the target of the largest terrorist attack in history. Four hijacked airlines were crashed into the twin towers of the World Trade Center, the Pentagon, and a field in rural Pennsylvania. In the span of a few minutes more than 3,000 people were killed. Upon learning about these terrorist attacks, I recalled the study that the National Opinion Research Center (NORC) had carried out in 1963 in the days following President Kennedyʼs assassination. For the first time in the intervening four decades, I felt that the Kennedy Assassination Study (KAS) should be replicated. I consulted with my NORC colleague, Ken Rasinski, and we decided to launch the National Tragedy Study (NTS). In the course of less than two days, we secured NORCʼs commitment to conduct the NTS; raised funds from the National Science Foundation, the Robert Wood Johnson Foundation, and the Russell Sage Foundation; and settled on the sample design and questionnaire content. By Thursday September 13th we were conducting interviews. The NTS drew heavily from KAS, allowing comparisons of these two great national tragedies, and from NORCʼs General Social Surveys (GSSs), providing for more proximate pre-and post-September 11th comparisons.
Hunting for the Kennedy Assassination Study (KAS) Data
To select items from KAS to be included in NTS, we turned to NORCʼs librarian, Patty Cloud and NORCʼs archivist, Michael Forstrom. They immediately pulled the extensive hardcopy files on SRS-350, as KAS was formally known.
1
These files had been prepared by NORCʼs long-time librarian , Patrick Bova. They consisted of 1) codebooks that contained copies of the original questionnaire, coding/data processing instructions and deck/column location information, marginals, and certain select data tabulations; 2) drafts and final versions of papers and articles based on KAS; 3) data processing memos, especially about creating work decks for cross tabulating data stored on different decks; 4) correspondence about the study after collection; and 5) miscellaneous related material. With this complete documentation in hand the NTS content was quickly finalized.
In Praise of Data Archives: Finding and Recovering the 1963 Kennedy Assassination Study
With the NTS launched, we now turned to finding the machine-readable, case-level records for KAS. Cloud and Forstrom searched the Access master list of NORC tapes and found no reference to SRS-350, Kennedy, or any other term that connected a tape with KAS.
Tom W. Smith, co-PI of the GSS and NTS, recalled that the GSS had in the mid-1970s collected copies of various NORC and non-NORC studies as part of the Social Change Project (SCP). He searched the GSS archives and found a tape and related printouts from 1975 with data from KAS. With assistance from the Fay Booker, data librarian from Social Science Research Computing at the University of Chicago, the data were recovered from this old tape. Unfortunately, as was typical when SCP acquired data from earlier NORC studies, it only contained a sub-set, consisting only of most demographics, the 10 affect-balance scale items, and a scattering of miscellaneous items.
2 None of the assassinationspecific items had been extracted and saved.
Smith also checked with the major data archives where NORC typically archived data -the Roper Center, University of Connecticut, and the Interuniversity Consortium for Political and Social Research, University of Michigan, and confirmed that NORC had not sent them the data. He also followed up a lead in an early NORC bibliography (Allswang and Bova, 1964 ) that the International Data Library at the Survey Research Center, University of California -Berkeley had the KAS codebook and questionnaire. They too did not have the data.
So the search turned to finding the punched cards, the original machine-readable medium for the data. Cloud and Forstrom consulted records of both on-and off-site records storage. There are about 4,000 cubic feet of records stored at NORCʼs headquarters and upwards of 20,000 cubic feet at a remote site, OʼHare Records and Retention Center. Based both on the storage records and frequent past access to the on-site stored material, there was no indication that any punched cards were stored at NORCʼs headquarters.
4
Cloud and Forstrom also did not find any punched cards indicated by the Access database listing of 3,669 boxes in the off-site records storage. Based on this Cloud therefore reported on September 14th that "the likelihood of our finding cards is virtually nil." Smith then contacted Bova who indicated the next day that the cards should still be in storage. So Forstrom next consulted hard-copy inventories of the material of bulk storage.
5 These inventories from 1997-1999 identified 37 skids of boxes (about 15-20 boxes per skid) as well as bays of filing cabinets. The inventories included no references to KAS, but the contents of some skids and cabinets were either cursory or unidentified, so one couldnʼt rule out the punched cards being there.
On September 17th Bova then supplemented his earlier comments that the cards should be in remote storage with a listing of storage records, including barcode numbers for the KAS material from NORCʼs previous off-site storage facility, before the holdings were transferred to the OʼHare site. This documentation encouraged us to search on, but unfortunately these earlier control numbers did not match anything in the Access database.
By September 24th it was decided that if the punched cards were in off-site storage, they had to be in the unidentified, bulk-storage material. From September 26th to October 11th, Cloud and Forstrom spent 4-5 days at the OʼHare facility going through 37 skids of boxes and the collection of around 50 filing cabinets. No KAS material was found.
At this point, Cloud and Forstrom wondered if the KAS punched cards could be in boxes in records storage, but not listed among the contents of boxes, if they had been discarded, or if they had been among a set of records lost during the a move to the OʼHare facility. Finding the cards under any of these situations seemed unlikely, so Smith pursued another line of inquiry. From the hard-copy KAS files the names of two individuals who had been sent data in the early 1970s were obtained and from a NORC bibliography (Bova and Worley, 1991 ) the names of another two non-NORC researchers who had published an article using the data in the 1960s were obtained. The two authors were tracked down and indicated that one had had the data, but abandoned them many years earlier. The two data orderers were being traced when this line was then abandoned after a breakthrough.
On October 20th, Forstrom received from accounting a question about a late fee attached to an OʼHare records storage invoice. This inquiry led Forstrom to examine the invoices from OʼHare more closely. They listed 8,348 boxes in general, records storage, but the Access database documented only 3,669 boxes. Thus, there were 4,679 undocumented boxes in NORCʼs general, records-storage holdings at OʼHare.
Forstrom contacted NORCʼs former records manager, Connie Schumacher, and she indicated that there was a drawer in the NORC libraryʼs old card catalog that listed at least some of the OʼHare holdings and that Bova had a printed index to punched cards. Cloud also found a 1987 memo that referred to holdings of punched cards for about "60 studies in 700 boxes."
These records allowed the old, record-control numbers to be matched to barcodes and locations at OʼHare. OʼHare was contacted on October 24-25th and asked to pull 11 boxes designated as KAS punched cards.
6 On October 26th Forstrom picked up ten boxes from OʼHare, but found that they had pulled one incorrect box. The final box was then retrieved by Forstrom on October 29. After six weeks of effort we had the KAS data.
Dealing with Multiple-Punched Cards
We now had to convert the cards to a current, machinereadable medium. There were three challenges. First, we had to know how to interpret the data. Second, we had to read the cards. Third, we had to convert the multiplepunched data 7 to single-punched data. The first task was made possible by the detailed codebook that Bova had prepared in 1964 . We knew what data were in each column and that there were 3 decks per case. Next, we had to find the right cards. Smith examined the 11 boxes and determined that they consisted of a single copy of cards in deck 2, multiple copies of cards in decks 1 and 3, and several boxes of work decks used in the early analysis. Thus, we quickly knew what to read and how to interpret the data. The second and third task depended on finding someone who could read cards and translate or spread multiplepunched data. NORC, like most organizations, had given up using cards about 25 years ago and no longer had a card reader. We searched for an organization that could read cards and convert multiple-punches. After considering several possibilities, we settled on November 9th on the National Data Conversion Institute (NDCI) in New York City, a firm that NORC was already using for old, seven and nine-track tape conversions. Since there was only a unique copy of deck 2, we were very concerned about shipping the cards to NDCI. We arranged for Isabel Guzman, a NORC administrative assistant, to fly two boxes of cards to New York as carry-ons on November 16th. On November 12th American Flight 587 crashed taking off from LaGuardia, but Guzman still was willing to fly to New York and delivered to NDCI on November 16th. NDCI originally thought the conversion would take only a week or two, but complications soon developed. First, although the 38 year-old cards were in excellent condition, they had problems reading them because of the age of their card reader. They discovered that they "had to refurb our punched card equipment, it had been sitting around so long it got a little rusty." It took them until the end of December to send a test file of deck three data. The file sent was corrupted, but this fortunately had nothing to do with the original data on the cards. An uncorrupted deck 3 test file was sent on January 9th. This file revealed that they did not fully understand multiple-punched data and that such data needed to be spread. Smith was familiar with spreading multiple-punched data from the 1970s and was able explain to NDCI what needed to be done. Over the next three weeks, NDCI sent various versions of the three decks separately which Smith checked against the original documentation and marginals. Various data interpretation issues were ironed out and a problem with new variable names being too long was resolved. On January 28th, a merged SPSS file with all three decks combined into one record per case was received that Smith verified as matching the original file.
At this point the KAS data had been fully recovered, but the SPSS file was very crude and not user friendly: 1) variables had names that referred to their original column locations rather than meaningful mnemonics, 2) there were no value or variable descriptors, missing values, or other data definition information, 3) some variables had long alpha values where short numerics were needed, and 4) other reformatting was need. After close examination of the data and the original documentation, a final SPSS system file with detailed labels was finished and the data set was archived at the Roper Center.
Lessons
NORC is to be praised for its thorough documentation of the 1963 KAS and for preserving that documentation and the data for 38 years. But NORC is not a data archive and it merely stored the information. As a result, the study itself did not appear on any readily accessible listing of NORC surveys. It was only because Smith had worked with the data on the SCP in the mid-1970s that KAS came to light after the September 11th terrorist attacks. Even within NORC many stored records are not well indexed and it took persistent efforts, the assistance of two ex-employees, and a bit of serendipity to unearth the data. Moreover, once recovered we had data on a medium that was so antiquated that it took four months of extensive efforts to convert it to a modern, user-friendly format.
The lessons from the KAS experience are simple, but important. Survey data must be sent to survey archives like the Roper Center and ICPSR where the documentation and data will be preserved, backed-up, periodically updated as technologies change, indexed, and made routinely and easily accessible to researchers. Failure to archive studies is poor science and a disservice to other contemporary researchers and those in the future. SCP was mainly interested in identifying studies that included items that had been adopted by the GSS to study trends from these baseline studies to the GSS.
3
The OʼHare storage is equivalent to the contents of about 17 three-bedroom houses. On-site storage consists mostly of more recent material.
5
NORC has two types of storage: records storage contains bar-coded boxes with some indication of the contents and exact location of each box. Bulk storage consists of boxes and filing cabinets that are not bar-coded, whose content is less precisely known, and which are stored by skid (for boxes) or by bay (for filing cabinets), and not by individual box or filing cabinet. The Access database covered the former, but not the latter. Records storage was itself divided into general, records storage and two project specific holdings. Only the general holdings were relevant in this case.
6
Punched cards are stored in corrugated cardboard boxes approximately 3.5 inches tall by 8 inches wide by 21.5 inches deep. They were stored as separate, stand-alone records and not placed in larger storage boxes.
7
NORC, like many other organizations, multiple-punched data to reduce the number of columns that data took up in order to save space which was very important when data appeared on punched cards and computing storage and analysis were very limited. For example, the study number (350) was entered in the 80th column of each deck. That is, the 3, 5, and 0 punches were all punched in column 80. This had to be converted into three, three-column fields with 350 for all cases. Another example was a code-allthat-apply question in which codes 0-9, x, and y in column 28 in deck 2 each stood for a different reason for Oswald killing Kennedy and people could mention as many reasons as they thought applied. Data from this one column had to be spread into 12 columns, which represented each of the 12 reasons as separate variables.
By Robert Wozniak *
With the acceptance of processable metadata and the exploding growth of todayʼs online data storage capacity, current stateless, largely context-free http-or cgidriven extraction interfaces are quickly proving inadequate for traversing the vast amounts of online social science information. This paper explores ways of taking advantage of the latest technology for the discovery and access to ever-growing amounts of social science data as they are explored for the development of the NHGIS project at the Minnesota Population Center at the University of Minnesota.
Before the web, people could only go to experts who understood the data they were interested in. They described what they were after, using what terminology they were capable of, and left it to professionals to translate their request into a language the data extraction system understood. Putting an extraction process on the web, while relieving the burden on the professional, has simply shifted the burden of expertise onto the user. Without the guidance of a domain expert, users are only able to rely on the informational content displayed on their computer screen. Users risk spending their time scouring through a quagmire of documentation (sometimes with little context) and overwhelmed by seemingly inexhaustive and often times irrelevant lists and options.
Domain experts understand the ontology of their domain and can effectively draw the necessary (even common sense) inferences and deductions from a userʼs request to make a data extraction. It is this intellectual property that is missing in the vast majority of current online data extraction systems. Difficult hit-or-miss keyword searches and large selection lists are the norm today. But as data grows in size, comprehension and complexity, this approach becomes a hindrance. It is of paramount importance that organizations and domain experts take advantage of current technology and incorporate as much domain knowledge as possible within their search systems. Such advances will accommodate an ever-broadening user base confronted with an ever-growing amount of social science data.
Tomorrowʼs web-based solutions offer the means of democratizing access to data as well as interactively assisting users in understanding social science data and methodologies. Leveraging the development of the DDI, rule-based grammars for middle-tier processing, and xslt-driven interface and documentation generation, the web can be used as a pedagogic device to assist both novice and expert users in compiling meaningful social sciences data in a highly dynamic, personalized and intuitive way. This democratizes access in the best possible way: first, by accommodating both novice and expert level usage; and second, by offering the means by which the novice can expand and improve upon their knowledge of social sciences and quantitative research to become, should they so choose, a domain expert themselves. NHGIS is the Minnesota Population Centerʼs first step towards making this next generation of web-enabled technology a reality.
The National Historical Geographic Information System (NHGIS) Overview
The NHGIS will make accessible the aggregate U.S. census data for all available census years between 1790 and 2000. Thereʼs over a terabyte of data with over 300,000 variables for these years, all of which we propose to make accessible online, with real time data views and downloading, to students, policy analysts, journalists and academic researchers. Simplifying access to this complex data so that these users will not need specialized training to make use of it is of crucial importance.
The United States summary census data are the primary source of statistical information about growth and change of the American population. The great bulk of these data exist in machine-readable form, but they are largely inaccessible. The over a terabyte of data covering the period 1790 through 2000 exist or are in preparation, but they are scattered across dozens of archives and stored in incompatible formats on CD-ROM, magnetic tape, or paper. Only a small fraction of these data are available on the Internet, and even those offer only primitive documentation and extraction tools. Moreover, census summary data cannot be effectively exploited without clear definitions of each geographic unit, but high-quality electronic boundary files exist only for the 1990 census year.
Technological change presents an unprecedented opportunity to make these data readily available for social science Emerging From the Quagmire: Building Expert Systems technologies for the Social Sciences research. Bringing the complete census within reach of social scientists will unlock the potential of two centuries of data collection, and will stimulate research in economics, history, sociology, geography and other fields.
The project consists of three major components: data and documentation, mapping, and data access.
• The data and documentation component gathers all extant machine-readable census summary data; fills holes in the surviving machine-readable data through data entry of paper census tabulations; harmonizes the formats and documentation of all files; and produces standardized electronic documentation according to the recently developed Data Documentation Initiative (DDI) specification.
• The mapping component creates consistent historical electronic boundary files for tracts, minor civil divisions, counties and larger geographic units.
• The data access component creates a powerful but user-friendly web-based browser and extraction system, based on the new DDI metadata standard. The system provides public access free of charge to both documentation and data, and presents results in the form of tables or maps.
This project was in part conceived as an online tool to relieve the burden of data archivists at the Machine Readable Data Center of MN (Minnesota) from conducting a request for an extraction of the aggregate census data in person or over the phone. As a result the situation lends itself to a traditional Expert System development scenario. But it does so without requiring the construction of such a system for the whole of social sciences, nor the whole of that part of the social sciences that lends itself to quantitative research. The restriction of work to well-defined domains within the social sciences as well as the availability of expertise in these domains, make this kind of approach to problems, like those faced with projects like the NHGIS, possible.
In general, Expert Systems software performs tasks otherwise performed by a human. In particular, for the NHGIS project, the software will function as a component of an online data extraction engine that encapsulates higher level knowledge about the domain of U.S. aggregate census data for the purposes of efficient exact as well as approximate data discovery over large data sets. The NHGIS middle-tier is designed to abstract out, make explicit, distribute and leverage expertise of its domain as opposed to automating manual procedures via the traditional development of algorithms. This is one of the key differences between knowledge-based systems like the NHGIS compared to current conventional data extraction engines.
What behooves one to build such a system?
The decline in the cost of data storage during the last five years, as well as the exploding growth and availability of the Internet, make it both possible to maintain the entire body of machine readable census data online as well as dramatically slashing the cost of access to that data for the end user. But while the storage and the port of access to this data improve, the mode of access, the underlying data discovery mechanisms employed for this access, must necessarily evolve to improve accessibility to this enormous data store for an ever-widening user base.
As the thirst for social science data as well as the storage capacity for this data grow hand in hand, we are faced with the peculiar problem of effectively attaching a drinking straw to a fire hydrant. As a result, brute force and algorithmic methods of pruning search space for discovering data may prove too inefficient or otherwise cumbersome. This situation is more complicated due to the symbolic nature of the metadata as opposed to the ordered or quantifiable nature of data most algorithms apply.
But itʼs not simply a question of methods we employ but also a question of how these methods are structured. Current methods are procedural in the sense that they are hardwired into the process logic of the middle-tier. As such they donʼt lend themselves as easily to the old ʻPlug and Playʼ type scenario where rules can be manipulated at a higher level, untangled with the inner plumbing of a systemʼs process logic, then dropped in and out of the process logic as necessary. They necessitate the work of programmers who translate the higher-level business logic of some expertise into lower level machine code that is then hand woven into the fabric of systems process logic. It is in this sense that the business logic of many systems can be considered "hardwired". This affects the dynamics of a system, such as its ability to grow, shrink, and adapt.
Systems of the size and complexity of the NHGIS could benefit from a modular design of the middle-tier that accommodates the quick prototyping of the business logic of the system in a non-procedural way. This necessitates the ability to easily add, modify and delete or disable business rules, which, in turn, require tools for the construction of these rules that accommodate usage by domain experts in addition to their systemsʼ programmers. For example, we would like the ability to allow our domain experts to say:
"Actually this kind of data for this geography in 1960 doesnʼt exist, the system need not concern itself with this data at this level, in fact it need not concern itself with this class of data, at this level and all levels beneath it for all years until 1980." They would then be able to use a tool to prototype a rule that states just that and drop it into the system for further testing. This declarative approach to rule specification are what expert systems technologies allow as a short cut that can reduce both time and cost. That is, we can ignore the procedural aspects of such a rule, the reinvention of the loop, since an expert system framework takes care of that for us, allowing us to concentrate on the logic of the problem as opposed to the logic of the underlying implementation. In other words, the logic of the middle-tier more closely models the logic of the expert that defines that middle-tier. This approach also encourages tighter development and test cycles, allowing one to develop the systemʼs intellectual infrastructure incrementally in the same manner the knowledge that governs a search is obtained incrementally through experience by domain experts.
With over a terabyte of data, 300,000+ variables, real time, online data viewing and downloading and a commitment to accessibility for users of all experience levels, this ability to keep the logic that governs search and presentation of this data in an explicit, higher level form is essential to the middle-tier component not only for its maintainability and modifiability over time but also the testing of its correctness, completeness, and consistency during development.
The NHGIS Knowledge Base
While rules govern the procedure of search over the data, a knowledge base represents the structure and content of that data and is precisely what a rule base depends on for satisfying some search criteria. The NHGIS Knowledge Base describes what entities exist in the data, it describes what these entities are, their properties and attributes as well as relevant relations that exist among them. In other words, the knowledge base consists of a high level, machine computable specification of what domain the NHGIS project ranges over. It deals with defining characteristics of identity and partial identity, it makes explicit a conceptual containment of terms into set theoretic and taxonomic structures, it defines a termʼs attributes or properties, it makes these relationships computable, effectively producing the means by which we can impart semantics to these terms and definitions. In some respects the knowledge base is like an online thesaurus.
Information of this sort exists in any extraction system at some level but the relationships between entities in these systems are implicit in either the layout of the metadata or hardwired in the procedural code that uses that metadata. The knowledge base, on the other hand, makes these relationships explicit and computable for the extraction process. By making the relationships explicit, the system gets closer to the semantics of the metadata, since it uses the semantic relations to prune search space, build interfaces or morph a search criteria, etc.
These semantic relations, for the purposes of the NHGIS project, borrow from lexicography, set theory, and philosophy and include:
Synonymy
In general, a definition of synonymy states that for two words, if a property exists such that the substitution of one word for another does not change the meaning of the sentence in which that substitution occurs, then the words can be considered synonymous. For NHGIS, we define synonymy as the property that exists between variables where the substitution of one for the other does not change the data for which those variables refer. This property is especially important for questions of comparability of variables across time.
Hyponymy and Hypernymy
The relationships of Hyponymy and Hypernomy classify entities into a hierarchical categorization of classes and instances, they denote in set theoretic terms to what set an object belongs and the attributes it may therefore inherit. For instance, the variable "poverty status" belongs to the set "population characteristic" and may therefore inherit much of its identity from the definition of the term "population characteristic". In this example, "poverty status" is a hyponym of "population characteristic" and "population characteristic" is a hypernym of the variable "poverty status". We can use these relationships to broaden the search to include terms of the same class as terms in the input, to assist the dynamic construction of interfaces, and in the translation of input.
Meronymy
This is a part/whole relationship that decomposes an entity into its component parts or the "stuff" from which that entity is made. In the knowledge base we take apart composite entities much like a car mechanic takes apart the engine of a car. While some of these entities are not exhaustively decomposable into a numerable set of atoms, like a car engine can be completely dismantled, many are, and it is the composition of these atomic elements of an entity that often times define that entity itself. For example, the "United States of America" is composed of a numerable set of states, which in turn are composed of a numerable set of counties, etc. until you reach an atomic building block from which the composition of higher level entities are composed. In some cases, like the entity "the United States of America", this composition comprises its functional definition.
Decomposition may occur along many lines for some entities in an ontology, but for the purposes of the NHGIS, those lines are often times evident if not already defined. For example, the U.S. Census Bureauʼs hierarchical decomposition of geography for the 1990 summary files describes this kind of relationship (figure 1).
Figure 1
We can use this relationship to help determine variable availability for different geographies. For instance, if "income" and "education" variables are not available at the block level the system could use a proximity rule to expand the search to include the next geographic level up (or down) and deduce that these variables exist at that level instead. The system could then offer this result to the user with an explanation as to why it reached that conclusion.
Other lexicographic relationships we are exploring for use in the NHGIS Knowledge Base include: Antonymy Similarity Polysemy
Origins of the NHGIS Knowledge Base and the Knowledge Acquisition Bottleneck What keeps the development of an ontological knowledge base feasible, how can it be done and employed with a system as practical as an online data extraction system? How do you not get bogged down acquiring the knowledge for the ontology? I want to close with a few words addressing whatʼs called the "Knowledge Acquisition Bottleneck" and how we propose to handle it for NHGIS. While many papers and talks have been given to address this problem, only a couple of points are mentioned here as they pertain to the project.
• Most if not all of the ontology for our project, as well as much of the rules that govern that ontology, already exist in the Census Bureauʼs technical documentation for the summary tape files and other forms of metadata.
• Much of this metadata can be parsed and put into the ontology automatically with scripts and software. The problem then becomes one of devising a clever parsing scheme to handle a document as opposed to mining deeply ingrained, non-systematized intelligence from domain experts.
These two facts go a long way to alleviating the knowledge acquisition problem and are something that many knowledge engineers do not have the opportunity to leverage. In fact, given the insurmountable complexities inherent in knowledge acquisition, the absence of this metadata would have been cause enough for us to reconsider.
Building a rule-based ontological knowledge base for any domain cannot be considered a trivial task but nor can the development of a middle-tier business logic for a project as large and complex as the NHGIS. We think, however, that our approach best models the intellectual infrastructure we need to incorporate into the NHGIS to successfully mine its data. The addition of this better model in turn solves some of the complexity of the development of the middle-tier since it allows for shorter-term quick prototyping as well as longer-term ease of maintenance and extendibility. In the end, it is our hope that this approach will prove beneficial not only to the NHGIS project but to the development of tomorrowʼs webbased solutions for the Social Sciences in toto. * Paper presented at the IASSIST Conference, Storrs, CT, June, 2002. Robert Wozniak, Minnesota Population Center, wozniak@pop.umn.edu.
