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Stated choice surveys have established themselves as the preferred approach for value of travel 
time elicitation with the help of choice models. However, major differences exist in the 
approach used across regions and contexts. In Europe (particularly Northern Europe), value of 
travel time is often estimated in large national studies, which continue to rely extensively on 
simple time-money trade-offs. On the other hand, studies in Australia and South America in 
particular tend to have a more local focus and follow the notion that more complex setups are 
preferable. The European studies however are also those where the results are actually used in 
cost-benefit analysis (CBA) and data from European studies have formed a testbed for many 
advanced model specifications. The present paper aims to provide a critical appraisal of the use 
of simple time-money trade-offs, drawing from our experience in recent European studies. We 
highlight a number of issues, in terms of differences in valuations across formats as well as a 
lack of clarity on how respondents actually interpret travel time in these simple time-money 
trade-offs. 
Keywords: value of time; time-money trade-offs; stated choice 
1. Introduction 
Monetary valuations of travel time (VTT) form one of the main inputs into the appraisal of new 
transport infrastructure and policy schemes, and their robust estimation is therefore of 
considerable societal, financial and environmental importance. The need to derive robust 
estimates has also motivated important developments in the theory and practice of modelling 
choices and willingness to pay, developments that extend beyond the context of value of travel 
time to more general valuation (De Borger and Fosgerau, 2008; Fosgerau, 2006, 2007; 




While early studies (tracing back to Beesley, 1965 and Daly and Zachary, 1975) were based 
on real-world observation of travellers choosing between modes, the estimation of VTT has for 
the last three decades generally been performed via the analysis of Stated Choice (SC) data. 
While revealed preference (RP) data, including in the form of new big data sources, is gradually 
making a return in VTT work (e.g. Brownstone et al., 2005; Bwambale et al., 2019), such data 
is similarly beset by difficulties (e.g. see Varela et al., 2018), and especially large scale national 
VTT studies are likely to keep a strong focus on hypothetical data for a while yet.  
At least in Northern Europe, and the UK in particular, where national value of time studies are 
popular, the analysis of simple time-cost trade-offs has been prioritised. These countries (UK, 
Denmark, The Netherlands, Sweden and Norway) account between them for a very large share 
of national VTT studies, and are also the key countries where VTT estimates are used 
extensively in cost-benefit analysis (CBA). However, in other parts of the world, more 
complicated trading exercises have been preferred in national VTT studies, notably in 
Switzerland (Axhausen et al., 2008) and Germany (Ehreke et al., 2015). The same applies to 
large numbers of more regional or even local VTT studies in Australia and South America. 
While an important argument in favour of simple trade-offs in applied work has been that other 
approaches are too complex or complicated, the counter-argument in academic work has been 
that what really matters is relevance (cf. Hensher, 2006). With the continuing reliance on 
simple trade-offs in some national studies, the issue therefore arises as to which approach 
should be adopted, especially if different results are obtained with different methods. 
Although there is a geographic divide in terms of the type of approaches used, we argue that 
the credibility of the simple money-time trade-offs is relevant for a world-wide audience also 
because these experiments have been used as a testbed for developing many advanced 
modelling approaches, especially in terms of heterogeneity, such as in the work of Fosgerau 
(2006) and Fosgerau & Bierlaire (2007). Such experiments have also been used extensively in 
understanding that the data must support a sufficient range of the distribution to be able to 
estimate the mean of the VTT distribution and the sensitivity of the result with respect to 
distributional assumptions (Fosgerau, 2007; Börjesson et al., 2012). With simple time-money 
trade-offs, this is possible. However, if the experiments themselves are not (behaviourally) 
reliable, then this casts some doubt on this benefit. 
This paper discusses the theoretical and behavioural implications as well as empirical evidence 
and finds that there are indications that simple time-cost trade-offs give significantly different 
results and this could lead to the conclusion that they are less satisfactory than more complex 
exercises in obtaining the required values. It is worth noting that our discussion specifically 
excludes the scenario where there is a choice between a free road and a faster toll road (or 
managed express lane). Such scenarios have been studied extensively in the United States and 
present travellers with a real time-money trade-off (see e.g. Brownstone and Small, 2005, Hess 
et al., 2011, Hossan et al., 2016, Lam and Small, 2005, and Small et al., 2005). However, they 
are not commonly used for national studies, which seek to establish a reliable long-term 
measure of VTT for appraisal rather than a journey specific one. In addition, valuations from 
toll road studies are often very corridor specific, are restricted to specific countries and can be 




Before proceeding with our paper, it is worth briefly mentioning the history of these simple 
time-money trade-offs and provide some reasons for the resulting inertia in terms of methods. 
It was the 1987 national study of the value of travel time in the UK (MVA et al., 1987) that 
marked the acceptance of stated preference (SP), including SC, for use in important transport 
policy work. The argument in the 1987 study was that SC appeared to give acceptable error 
margins for VTT estimates with sample sizes that were feasible for the budgets available, while 
error margins from the revealed preference data available at that time were excessive. This 
study proved influential for example for the 1990 study for The Netherlands (Hague Consulting 
Group, 1990) and the following study for the UK (Accent and Hague Consulting Group, 1996). 
Perhaps unfortunately, a standard methodology was thus established and it then proved difficult 
for the civil services commissioning these important studies to deviate from the standard. For 
example, the subsequent Netherlands study (Hague Consulting Group, 1998) and the Swedish 
(Algers et al., 1995) and Norwegian (Ramjerdi et al., 2010) studies adopted very similar 
methods. In each case a simple binary time-money trade-off, sometimes presented as a route 
choice, formed a key component of the survey and analysis. Moreover, once repeated studies 
had been undertaken in a particular country, interest focussed on the change in VTT from the 
previous study, so that it was again very attractive for civil services to be able to compare 
results from a consistent methodology. 
The above studies generally (though not always) also included scenarios other than simple 
time-money trade-offs, for example looking at the valuation of reliability or the valuation of 
travel time in different conditions of travel. However, the key appraisal values have been based 
on simple time-money trade-offs and results from other games (e.g. valuation of reliability) 
have come from separate (rather than joint) models and have been used simply as multipliers 
of the VTT measures from the time-money trade-offs, thus implicitly making the assumption 
that the base VTT is the same across formats. 
As mentioned earlier, the use of simple time-money trade-offs in European national VTT 
studies differs substantially from the approach used elsewhere. Indeed, notably in Australian 
work (see e.g. Hensher & Rose, 2007), the argument has been put forward that it is preferable 
to present respondents with a single type of scenario (rather than different sets of choices across 
games) where this includes all attributes that may be relevant in the choice, and to allow 
respondents to focus on what really matters to them (see e.g. Hensher, 2006). Including all 
attributes together in a single experiment also has the statistical benefit that the parameters for 
all attributes are estimated on the basis of the full data. 
Simple time-money trade-offs have often been the topic of heated discussions at conferences, 
with criticism notably from Australia and South America, but continue to be used in some 
national studies in Europe. In this paper, we revisit this issue on the basis of our own personal 
experience, going back to the 1970s for Daly and the early 2000s for Hess & Börjesson, having 
contributed to a number of national studies that have relied on simple time-money trade-offs, 
as well as to more complicated valuation studies. This gives us a strong position to re-evaluate 
the reliability of this approach without simply attacking the work done by others. We revisit 
the pros and cons of the different approaches, and present new empirical evidence. In doing so, 




offs, namely that of consistency of results across different formats of experiments (e.g. time-
money vs time-money-reliability) presented to the same respondent. If differences arise across 
separate survey formats in the valuation for the same journey component, for example the VTT, 
then the question arises which of these should be used. Furthermore, if valuations for different 
journey characteristics (e.g. value of time vs value of reliability) are obtained from different 
survey components, and if any common valuations (typically the VTT) are not consistent 
across components, then this raises doubts about the wisdom of combining results from 
different components. Our discussions focus solely on the setup of the choice tasks in terms of 
the attributes included (i.e. simply time-money vs more attributes) rather than the number of 
alternatives, which is a different discussion in itself.  
The remainder of this paper is organised as follows. Section 2 presents some a priori 
considerations, while Section 3 explores the issues in more detail in the context of the recent 
British study. Section 4 presents additional evidence from other studies, before we summarise 
our findings in Section 5. 
2. A priori considerations 
We discuss the characteristics of simple time-money trade-offs under five headings, namely a) 
considerations of micro-economic theory, b) survey design considerations, c) behavioural 
considerations, d) modelling implications, and e) interpretation. 
2.1. Considerations of micro-economic theory 
The value of travel time depends on three factors: the resource value of time (or opportunity 
value, the utility that could be attained if the travel time was used for some other activity), the 
direct utility of travel time (compared to some reference activity), and the marginal utility of 
money (DeSerpa, 1971; Jara-Díaz & Guevara, 2003; Jara-Díaz, 2007), with VTT =resource  value of time−direct utility of travel timemarginal utility of money .  The direct utility of travel time is influenced by 
factors such as the comfort and productivity or pleasure gained on the trip. The resource value 
of time should increase the less available time the traveller has, and hence should vary 
depending on socio-economic status. The marginal utility of money is clearly related to income.  
The resource value of time depends on the traveller’s time-use pattern and scheduling function, 
which may vary between trip contexts. A higher resource value of time is probably the main 
reason for higher value of time for commuting than other trip purposes. To capture the resource 
value of time in stated choice scenarios, the experiments are generally related to a reference 
trip that the respondent has recently undertaken. Respondents are asked to respond to the choice 
scenario in the context of this reference trip and its related time-use pattern.  We cannot 
disentangle the resource value of time from the direct utility of time. However, in all 
estimations, we model the variations in resource value of time across respondents by 
controlling for socio-economic variables such as trip purpose, travel time, family situation, 
employment, household size and obligations, and income, to name just a few. There are studies 
explicitly taking the daily time scheduling adaptation process into account for variations in the 





Although the respondents are instructed to have the context of a specific trip in mind when 
making their choices, it is possible that the hypothetical setting implies that they pay less 
attention to the impacts of their choices on the time availability for other activities. Aside from 
investigating the possibilities of revealed preference data, an interesting area for future work 
would be to test the differences in VTT that would arise from surveys looking not at a single 
trip but explicitly at the scheduling for an entire day. Even then, respondents may pay too little 
attention to the resource time of other days.  
Assuming that the respondents follow the instructions and make the choices in the context of 
the reference trip, the VTT estimates produced from simple time-money trade-offs reflect the 
direct utility of travel time in the reference trip, including modal effects, but also reflect the 
resource value of time in this trip.1 The differences in direct utility of time across modes and 
journey circumstances (e.g. purpose) can therefore only be explored by using an experiment in 
which the trip context and/or mode varies for a given traveller and reference trip (for which the 
resource value of time stays constant). Changing the mode of course leads to a requirement for 
a hypothetical leap of faith by the respondent which may impact data quality. Modal effects 
can clearly also be captured by looking at a mode choice experiment as opposed to separate 
route choice experiments with different modes but the dominance of specific modes may then 
impact on the data quality. 
Assuming a representative sample, the overall results can then be used as values of time 
(including the direct value of time and the resource value of time components) in current 
conditions. However, their use would prevent us from studying changes in the VTT as a result 
of changes in the direct utility that would arise from changes in travel conditions (e.g. a change 
in highway congestion or public transport crowding), as these conditions do not change across 
choice tasks or alternatives in simple time-money trade-offs. For this purpose, data is needed 
from experiments that explicitly incorporate a quality-of-travel dimension. 
In this section, we have stayed within the bounds of micro-economic theory which is what the 
appraisal frameworks are based on. However, there are of course many behavioural 
considerations that would imply departures from the pure microeconomic model. This includes 
numerous topics from behavioural economics, including for example the presence of different 
mental accounts (cf. Thaler, 1999), both for different types of costs and for money spent on 
journeys of different length and purpose. It would violate the microeconomic framework to let 
the sensitivity to different types of costs vary for a single individual. It would however not 
violate the microeconomic framework to let the sensitivity to travel time and different travel 
time components vary for an individual. The sensitivity to travel time is related to the wage 
rate (for travellers that can choose working hours freely), but also to the time constraints which 
vary across trips, and the direct utility of travel time which may also vary across trips 
(depending on the comfort etc). Hence, the departures from the micro-economic framework 
can be reduced by attributing the different values of time not to different cost sensitivities, but 
                                                 
1 For instance, the differences in the VTT across modes arise from differences in the direct utility of time in the 
reference trip, due to differences in comfort and productivity of the travel time. However, the modal differences 
in the VTT arise also from self-selection, i.e. travellers with high resource value of time will tend to choose faster 




to different time constraints and differences in the direct utility of time. Another key issue is 
that of reference dependence. Demand functions of classical microeconomics, which describe 
consumer behaviour over a period and for a range of prices, are incompatible with reference 
dependence.  However, reference dependence is established in many simple money - time trade 
off SP studies (De Borger and Fosgerau 2008; Hultkrantz and Mortazavi 2001; Börjesson and 
Eliasson 2014; Bates and Whelan 2001; Hjorth and Fosgerau 2011; Cantillo et al., 2006; Daly 
et al. 2014) and this is the context we are describing2.  This could reflect real short-term 
preferences, because loss aversion and reference dependence are well established real 
preferences. However, they only exist in the short-term in relation to a well-defined reference 
point. In stated choice experiments based around a recently made trip, to increase realism, the 
reference point is strongly emphasised and the respondents are explicitly asked to reschedule a 
trip of a day with an already set schedule  This is very different even from the context of a day 
some months or weeks ahead, for which scheduling is usually more flexible and the reference 
point less well-defined. Such reference-dependence would not reflect the population’s long-
term stable preferences, since the reference points and even the population change over time. 
Welfare economic analysis relies on long-term stable preference in the aggregate population. 
That is, even if preferences change as people grow old, and in fact the population itself changes, 
the preferences need to be stable at the aggregate level and not subject to short-term reference 
points.  
2.2. Survey design considerations 
In terms of survey design, an initial argument for simple time-money trade-offs might have 
been a greater ability to ensure that the choices presented were all meaningful (i.e. avoiding 
complete dominance, where one option is both cheaper and faster, or quasi-dominance, where 
for example one option is marginally faster but very much more expensive) and also covered 
the full spectrum of trade-offs (in terms of sign and size effects, i.e. looking at both increases 
and decreases in time and cost, and also changes of different amounts). While this argument 
would indeed have had some validity in the 1980s, experimental design techniques have 
evolved dramatically since, with algorithms and software that enable analysts to construct 
informative choice tasks with multiple attributes leading to data with good statistical properties. 
There remain advantages and disadvantages for either a simple or a complex approach at the 
design stage. Simple time-money trade-offs can give greater control over the specific value of 
time trade-offs presented (as they are the only attributes). On the other hand, designs with more 
attributes and alternatives will lead to richer datasets (given the larger number of possible 
combinations) and also have more flexibility in terms of dealing with dominance. Indeed, they 
can present trade-offs where one alternative is slower and more expensive but has advantages 
for some other characteristic. It is important to note that such scenarios will still contribute to 
an analyst’s ability to understand trade-offs between time and cost. Indeed, the majority of 
model implementations do not work in trade-offs between cost and time, but in differences in 
overall utility. Even if an alternative is slower and more expensive, the size of the actual 
differences will matter.  
                                                 




2.3. Behavioural considerations 
An initial key argument for simple time-money trade-offs has been that of reduced respondent 
burden, which was a common concern in the early days of SC surveys. In choice modelling, 
the issue has been investigated across different areas of application for example by Hensher 
(2004, 2006).  
There is also much discussion in the experimental and psychology literature about response 
burden. Fischhoff (2013) concludes that dealing with many attributes is cognitively and 
analytically cumbersome. Hence, presenting complex choices at random induces a risk that the 
respondent only focuses on a single aspect or spend less effort on some aspects to reduce the 
cognitive demands (Lichtenstein et al., 1978). In psychology, Jacoby et al. (1974)  claimed to 
have found the existence of "information overload” in experiments with too many attributes. 
Staelin and Payne (1976) however do not find a declining accuracy in responses as the number 
of attributes increases. Malhotra (1982) finds that decision accuracy decreased when the 
number of attributes increased from 5 to 15 and even further to 25 (thus very far from two 
attributes). Bell at al. (1977) argue that two-attribute games might be useful, since the cognitive 
limitations of decision makers otherwise often force them to disregard information, even if it 
is relevant. Moreover, Keller and Staelin (1987) find that more information quantity does 
reduce decision effectiveness - but more information quality increases decision effectiveness 
(enriching the choice context). Wilson and Scholler (1991) advise against including all possible 
attributes in all decisions, because this forces subjects to think too much about their reasons for 
different choices, biasing the outcome. On the other hand, inspired by Hammond and Adelman 
(1976), Lichtenstein et al. (1978) reason that reducing the number of attributes destroys the 
respondents’ intuition. They argue that respondents’ cognitive processes work best in the 
context of past experiences and therefore are context dependent. Hence, attempts to evaluate a 
complex choice on the basis of a limited number of the attributes is likely to produce spurious 
outcomes.  In summary, the exact number of attributes that is optimal is not clear from this 
literature. However, it is in most cases probably more than two. The lessons from such work 
are arguably too generic for the present paper, not least as the choices in a transport setting are 
often very familiar to respondents, which already decreases the a priori burden. The debate in 
academia about very complex surveys is ongoing, but here our focus is on VTT and the contrast 
between very simple and somewhat more complex games, and therefore this issue is not of 
central concern in the present paper. 
The concerns about response burden in value of time surveys goes back to a time when most 
surveys were conducted on paper or via telephone survey. However, important improvements 
have been made and the move to computer or web-based surveys allows a customised survey 
environment where for instance explicit times can be calculated rather than showing “10 
minutes more” etc3. Web-based surveys are also likely to reduce response error compared to 
telephone surveys (cf. Börjesson & Algers, 2011).  
                                                 
3 This is of course different from saying that web-based surveys themselves have lower burden than paper-based 




Choice modellers have engaged extensively with the issue of survey complexity in wide 
ranging empirical tests. Much of this work is influenced by the study of Hensher (2004) who 
showed variations in WTP measures as a function of design dimensionality. In related work, 
Caussade et al. (2005) show that the variance of the error term in choice models seems to indeed 
increase with the number of attributes presented – this however simply means that there is more 
scope for other factors to influence choices, including heterogeneity in sensitivities for more 
attributes and/or differences in interpretation, and does not necessarily lead to biased estimates 
or different choice behaviour. More recent evidence (Chintakayala et al., 2010) suggests that 
increases in error only occur with more than 6 attributes and in fact suggests that overly 
simplistic scenarios may lead to behaviour that is more difficult to model (i.e. more 
randomness). Other work has shown how analysts can allow for the fact that some respondents 
may focus on a subset of the attributes only, i.e. filtering out information not relevant to them 
(e.g. Hensher, 2008). In this context, Hess (2014) also suggests little or no difference in 
willingness-to-pay (WTP) measures when additional attributes are included in the SC 
scenarios, which could point towards simpler surveys being acceptable. 
However, the insights from these studies for the present paper are somewhat limited – Caussade 
et al (2015) used different respondents for different treatments, while in Hess (2014), the full 
set of attributes was used for a respondent prior to focussing on a subset only, so directionality 
effects may exist. In typical European VTT studies, the simple experiment tends to be given 
first, and the directionality may thus be different.  
Strongly related to the point about respondent burden is the argument that in studies primarily 
(or solely) interested in estimating the VTT, the inclusion of other attributes in the experimental 
setup may simply act as a distraction, for both the modeller and the respondent. We return to 
the modelling implications later on, and for now focus solely on the behavioural effect. The 
argument that a simple time-money trade-off leads to an ‘unpolluted’ measure of the VTT can 
quite reasonably be undermined by a counter-argument that this setup in fact leaves more space 
for interpretation open to the respondent, and hence an increase in noise and potentially also 
bias. If respondents simply “struggle” to make the choices in the absence of other important 
information, then this will lead to increased error variance in the models. More seriously, 
respondents may enhance the information, for example inferring that a faster journey is less 
reliable (e.g. a faster route might be more popular and thus prone to accidents or congestion) 
or that a cheaper train is less comfortable. Such unobservable (to the analyst) effects may lead 
to bias in the estimates that are of interest, a point we return to in Section 2.44.  
This point about missing information has directly led to the view by e.g. Hensher (2006) that 
what really matters is relevance. In other words, analysts should see possible increases in 
respondent burden, and/or the possibility of a respondent ignoring some of the presented 
attributes, as a lesser evil than the possibility of a respondent enhancing the presented 
information in an unobservable manner. As always, there are two sides to this argument and 
we should acknowledge that this may also be study specific. 
                                                 
4 Although less studied in the literature, it is conceivable that there is also an impact on the statistical accuracy of 




The focus on just time and money may also have two additional implications. Firstly, a key 
motivation for using hypothetical choice settings rather than transfer price (i.e. contingent 
valuation) approaches is a recognition that the latter may lead respondents to purposefully bias 
their answers up or down depending on their vested interests. A simple time-money framework 
moves away from such direct elicitation, but is arguably still so transparent as to make it clear 
to respondents that they are being asked (albeit not directly) to give monetary valuations of 
travel time. Secondly, in real life contexts, respondents pay for improvements along a number 
of different dimensions (e.g. time, reliability, safety). To focus on just one in isolation can be 
imagined to either overstate the value (all the money can be spent on just travel time) or 
understate the value (an increase in cost is more visible in a two-attribute context).  
Research in choice modelling has in recent years also focussed extensively on a number of 
behavioural effects, in particular non-linearity in preferences, and asymmetric preference 
formation around reference points (e.g. Hess et al., 2008; de Borger & Fosgerau, 2008), 
anchoring, lexicographic choice, inconsistent behaviour and non-trading (e.g. Hess et al., 2010) 
and heteroskedasticity (see discussions in Hess et al., 2017). These effects have been studied 
extensively in both simple and more complex trade-offs, but the question remains whether or 
not they are more prevalent in one or the other. This would lead to the conclusion that these 
effects are at least to some extent influenced by the experimental setup.  
Non-trading and lexicographic choices especially have received extensive attention in stated 
preference work. To put this work into context, it should be noted that any real-world non-
trading will be due to the fact that a given traveller is observed over a set of trips that present 
only limited incentive or reason to change behaviour. If there were indeed travellers who would 
never change their behaviour, independent of the incentive provided to them, then analysing 
their behaviour using random utility models or computing value of time measures for them 
would be meaningless as their VTT would be either zero or close to infinity. Neither scenario 
is in our view very likely. In stated choice surveys, it is of course not immediately clear whether 
a respondent does not trade because of a lack of engagement with the survey or because the 
incentives presented are too small. The former would be a cause for concern about survey 
validity while the latter is to be expected but may impact on the estimation of distributions of 
VTT. It is in this context that the work of Börjesson et al. (2012) is highly relevant. They 
showed that in the Swedish study, extending the ranges of the trade-offs presented to 
respondents led to reductions in the rates of apparent non-trading, providing some reassurance 
that respondents do indeed engage with the format. On the other hand, presenting respondents 
with excessively wide ranges just to encourage trading may lead to choice scenarios that are so 
far removed from a real world setting as to have other detrimental effects. Care is thus needed 
– do we want to extend ranges just to ensure respondents are trading or do we want to present 
only realistic trade-offs which might mean non-trading is reasonable? 
Anchoring and apparent inconsistent behaviour present two additional issues. We readily 
acknowledge that real world behaviour may well be anchored to past experiences. Similarly, 
behaviour may change across days in such a way as to appear “inconsistent” (e.g. accepting to 
pay for a faster journey on one day that implies a VTT of at least 𝑣1 while on another day 




stated preference surveys are “instantaneous panels” where a given respondent is told to make 
a sequence of independent choices, all relating to the same journey. There is in that case little 
behavioural justification for finding evidence of anchoring or inconsistency other than seeing 
these as survey artefacts. 
Our final point, and one that has motivated the most criticism of simple time-money trade-offs, 
is that of consistency with real world choice settings, often under the broad term of “realism”. 
In the introduction to this paper, we made the point that it is rare for a traveller to face a real-
world choice between options that are distinguished only by one being faster but more 
expensive and the other being slower but cheaper. While time-money trading may arise in a 
public transport context, it will often (though not always) involve a mode choice (e.g. expensive 
but fast train vs cheap but slow bus) or different sub-modes (e.g. high speed vs conventional 
rail), thus bringing in implicit issues of comfort, reliability and status as well as the simple time 
and money differences. SP studies have looked at both between and within mode choices for 
public transport. The core interest in many appraisal studies is on car, with the obvious real 
world context where a faster journey costs more arising in the case of toll roads. However, as 
already mentioned in the introduction, not only are toll roads rare or non-existent in many 
countries, but they are also too area specific to be suitable for national value of time studies, 
and are potentially subject to strategic bias. They have as a result largely been ignored in the 
experiments leading to national VTT measures. Studies have instead attempted to address the 
realism issue by not talking about route choice but a choice between different hypothetical 
contexts. Whether a respondent can be expected to make such a leap of faith is open to question. 
The effects of the issues mentioned above are difficult to establish in empirical evidence given 
the latent nature of the behavioural processes that drive the results but also the fact that the data 
in different settings typically comes from different respondents. Our paper thus specifically 
focusses on comparisons where the same respondents provide data in more than one type of 
stated choice setting. 
2.4. Modelling implications 
The modelling implications of the number of attributes in an SC experiment fall into two broad 
categories, namely the role of presented and omitted attributes, and the detection and modelling 
of behavioural phenomena in the model.  
The standard approach for estimating value of time measures is based in random utility theory. 
In general terms, the utility function for alternative i as faced by individual n in choice situation 
t can be written as: 𝑉𝑖𝑛𝑡 = ∑ 𝑓𝑘(𝑥𝑘𝑖𝑛𝑡, 𝛽𝑘𝑛)𝐾𝑘=1 + 𝜀𝑖𝑛𝑡       (1) 
In this specification, 𝑥𝑘𝑖𝑛𝑡  is known to the analyst, while 𝛽𝑘𝑛 is unknown, but estimated from 
the data. If some of the attributes in 𝑥𝑖𝑛𝑡 =< 𝑥1𝑖𝑛𝑡, … , 𝑥𝑘𝑖𝑛𝑡 > do not influence behaviour, the 
associated parameters will become close to zero. Testing whether the inclusion of additional 




A completely different rationale applies to omitted attributes. Let 𝑜𝑖𝑛𝑡 =< 𝑜1𝑖𝑛𝑡, … , 𝑜𝐿𝑖𝑛𝑡 > be 
a set of omitted attributes, which, for the decision maker, have a set of influences on behaviour 
represented through 𝜆𝑛. We can then write: 𝜀𝑖𝑛𝑡~ ∑ 𝑔𝑙(𝑜𝑙𝑖𝑛𝑡, 𝜆𝑙𝑛)𝐿𝑙=1         (2) 
Unlike in Equation (1), both 𝑜𝑖𝑛𝑡 and 𝜆𝑛 in Equation (2) are unknown to the analyst, where this 
includes not just the values but also the existence of individual elements thereof.  
A key assumption in random utility models in this specification is that, aside from 
independence, the error terms, 𝜀𝑖𝑛𝑡, are distributed identically across alternatives and across 
choice scenarios. Respondents in surveys are commonly instructed to assume that any omitted 
characteristics are the same across all the presented alternatives. If this instruction is adhered 
to, then the above requirement would be satisfied. If however, respondents make assumptions 
about omitted attributes on the basis of the presented attributes, then we end up in a situation 
where: 𝑣𝑎𝑟(𝜖𝑖𝑛𝑡) ≠ 𝑣𝑎𝑟(𝜖𝑗𝑛𝑡), ∀(𝑖, 𝑗)       (3) 
and/or: 𝑐𝑜𝑣(𝑉𝑗𝑛𝑡, 𝜖𝑗𝑛𝑡) ≠ 0, ∀𝑗.        (4) 
Either of these issues can arise if the respondent attempts to infer additional information about 
a utility on the basis of the presented attributes, such as a faster journey being less reliable, for 
example. This creates correlation between observed and unobserved attributes, leading to 
endogeneity and potential bias in the estimates of 𝛽. It also creates heteroskedasticity across 
alternatives. While both issues can potentially be addressed empirically, they would necessitate 
additional information about how the respondents interpret the scenarios,  lead to a requirement 
for a more complex modelling framework, and rely on further assumptions by the analyst about 
the processes taking place in 𝜖𝑗𝑛𝑡. 
Since the original development of choice models, there has been an interest in capturing the 
full richness of behavioural phenomena, be it heterogeneity across individual decision makers 
or the detection or modelling of specific behavioural traits. With both of these, the presence of 
just two attributes (and two alternatives) of course greatly simplifies the task faced by an 
analyst, and this can be seen as a key reason for the use of time-money trade-offs in a number 
of methodological studies in choice modelling, notably in work looking at ever more flexible 
treatments of inter-respondent heterogeneity (see e.g. Fosgerau, 2006, 2007; Fosgerau & 
Bierlaire, 2007).  
With simple binary time-money trade-offs, a number of behavioural phenomena can also be 
detected directly by observing the data. Examples of this include apparent lexicographic, non-
trading or inconsistent behaviour. The direct inspection of such issues becomes significantly 
more complicated in the case of more than two attributes (or more than two alternatives), or in 
the presence of non-linearity and asymmetry, and it is generally no longer possible to assign a 
single label to the observed behaviour. With simple binary time-money trade-offs, it also 
becomes possible to graphically inspect the data by plotting indifference curves (Fosgerau 




non-linearity/asymmetry in preferences. The ability to detect such phenomena directly in the 
data is of course an advantage that facilitates analysis and can help an analyst choose an 
appropriate model structure, but this should in no way mean that we no longer care about other 
possible disadvantages. 
When it comes to the actual modelling of the behavioural phenomena, the presence of more 
than two attributes clearly complicates matters. When attempting a flexible specification of 
heterogeneity across decision makers with more complex datasets, there are clear increases in 
computational complexity and data requirements. In addition, the number of parameters to be 
estimated rises rapidly when seeking to capture correlation between individual randomly 
distributed sensitivities. With a simple time-money trade-off, an analyst is also able to 
determine a boundary VTT in each choice task, and this can be used not only to study anchoring 
effects but can also be beneficial in understanding random heterogeneity (c.f. Börjesson et al., 
2012). However, once again, the study of these phenomena is also possible in the case of more 
than two attributes, as we highlight in the empirical section below. On the other hand, 
restricting the data to just time-money trade-offs (and in particular in a binary setting) also 
greatly limits the richness of the resulting data, given that there is less scope for variability and 
a lower dimensionality of the data. This can raise questions about the ability to reliably estimate 
models with distributed parameters.  
2.5. Interpretation  
The first issue arising in the interpretation of results from simple time-money trade-offs is the 
question of what type of time is valued. There is a risk that if the travel conditions are not stated 
explicitly for each alternative, it is not clear what conditions of travel (e.g. congestion, 
crowding) the respondent has in mind when valuing the time, and this would in turn influence 
the direct utility of the value of time.  
In the interest of accurately capturing the resource value of time component of the VTT by 
making the respondents’ time and money budget concrete, surveys often ask respondents to 
make choices as if they were in the context of a current or recent reference journey. The usual 
assumption is then that the VTT component reflecting the direct value of time coming out of 
time-money trade-offs reflects conditions similar or equal to those experienced on that 
reference journey. However, because the travel conditions are not explicitly stated it is far from 
certain whether this is the case. For example, a respondent may consider a difference in time 
between presented car options as necessarily involving a difference in congestion. If, as we 
hypothesised earlier, it is the case that respondents may enhance the information presented to 
them, by for example imagining that a faster journey is less reliable, then this is again likely to 
lead to issues with interpretation when focussing solely on changes in travel time and cost. This 
would then create the kinds of issues discussed in Section 2.4 and potentially lead to biased 
estimates of the VTT. The absence of such biases is an assumption that has in our opinion not 
been questioned sufficiently thus far.  
It is on the other hand also possible that explicitly describing some of the travel conditions in 
the experiment gives rise to a focus effect related to the stated travel conditions, when in a real 




journey decision. Empirical testing may not lead to conclusive findings, but we make some 
attempts later on in this paper.  
The argument can be extended further to the cost attribute if one is willing to entertain the 
notion that respondents have different sensitivities to different cost components. This is 
problematic in itself since different sensitivities to different cost components are not micro-
economically consistent. However, such results are supported by much empirical evidence 
from surveys with multiple cost attributes such as parking, toll and fuel costs for cars, for 
example (see for instance Vrtic et al., 2007).  
In the earlier section on behavioural effects, we have already alluded to the question whether 
phenomena such as reference dependence and non-linearity (commonly referred to as sign and 
size effects) are real world effects or survey artefacts. Namely, if we observe in empirical work 
based on stated choice data that a respondent reacts more strongly to increases in time than to 
decreases (compared to a reference point) and that the sensitivity to a larger change is smaller 
per unit of time than the sensitivity to a smaller change, then would the same hold for real 
world behaviour by that respondent?  
Reference dependence is of course clearly also a real-world phenomenon. Our question is 
simply whether what is picked up from data on hypothetical choices is the same as what 
happens in reality. A particular concern is that sign and size effects operate primarily in the 
short term, manifesting themselves only while there exists a well-defined reference point. In 
particular, value of time experiments implicitly require respondents to consider how to 
reschedule a reference trip to accommodate a travel time change in the short run, which is likely 
to increase reference dependence (Börjesson and Fosgerau, 2015). In the long run, e.g. the time 
horizon of a transport investment, there is however no stable reference point. Of course, in 
almost all cases, studies are required to produce a uniform VTT for appraisal that is independent 
of sign and size effects (cf. Daly et al., 2014), because in the long run there is no reference 
point (clearly implying that no WTP-WTA gap exists), among other important reasons.5 
Moreover, long-term stability of preferences is a fundamental assumption in welfare 
economics. This means that findings of substantial sign and size effects are problematic. An 
important question is thus again whether sign and size effects are stronger or weaker in simpler 
or more complex trade-off contexts, a point we address in our comparisons later on.  
3. New evidence from the 2014/2015 GB national VTT study 
The recently completed national VTT study for Great Britain provides a useful testbed for the 
points discussed above. The study presented people using car, bus, rail or other public transport 
                                                 
5 A relevant question is what “long-term” means in different policy contexts. In the context of infrastructure 
investment, the time horizon of many decades ahead is so long term that one must assume that the reference point 
of the travellers has shifted and indeed the population of travellers has changed substantially. However, also for 
policies that can be implemented in shorter time such as congestion pricing evidence indicates that the reference 
point still shifts considerably. Evidence from the introduction of the Stockholm congestion charges show that 
even 6 months or a year is enough to substantially shift the reference point. The Stockholm system was abolished 
7 months after the introduction, but the traffic levels did not return to their initial level suggesting a shift of 
reference points (Börjesson et al., 2010). Moreover, Peers and Börjesson (2018), comparing SP survey questions 
regarding trips the same day and SP survey questions regarding trips months ahead, show that the reference point 




(e.g. tram or London underground) with different types of SC games. Full details of the 
experimental setup and the modelling work conducted are given in Arup et al. (2015), with 
detailed discussions also in Hess et al. (2017).  
For each of 11 purpose-mode combinations, multiple binary SC experiments involved different 
unlabelled trade-offs described by: time/money (SP1), time/money/reliability (SP2), and 
time/money/quality (SP3), where quality implied variation in either congestion or crowding. 
The SP2 and SP3 scenarios thus involved additional attributes compared to SP1, where the 
presentation varied across modes and between SP2 and SP3, as discussed in detail in Arup et 
al. (2015). To provide additional background, Figure 1 to Figure 4 present example choice 
scenarios from this study for car and rail. 
Respondents received all three games, with 5 choices per game; this decision was made with a 
view to enabling us to make comparisons across games; the modelling used the data from all 
three games simultaneously. If data from different experiments comes from different people, it 
is likely that at least part of the variation stems from heterogeneity in preferences across people 
rather than across experimental settings. For the same reason, the GB study as far as possible 
made use of consistent modelling approaches across the different experiments.  
As we mentioned in the introduction, a key argument behind the continued reliance on simple 
time-money trade-offs in many European studies has been that of continuity and comparability. 
This already hints at some underlying concerns that the values obtained with different 
experimental setups may vary (see also Widlert, 1994), and it is thus very surprising that only 
limited effort has gone into studying how the valuations obtained from the same respondents 
differ across contexts, something that is very different from studying differences in valuations 
across studies using different setups for different respondents. Our work described below 
addresses this issue. 
In what follows, we focus on the key segment of commuters. Due to space considerations, we 
can only give a brief account of the actual work undertaken, and the focus here is on some key 
results. For in-depth discussion of the methods and model specifications, see Hess et al. (2017).  
 
 






Figure 2: Example SP2 task for car travellers from 2014/2015 GB study 
 
 
Figure 3: Example SP3 task for car travellers from 2014/2015 GB study 
 
Figure 4: Example SP3 task for rail travellers from 2014/2015 GB study 
3.1. Apparent non-trading behaviour 
We first look at the rates of apparent time and cost non-traders across games, i.e. respondents 
who always choose the fastest (time) or cheapest (cost) option across the five choice tasks in a 
given experiment. We use the term ‘apparent’ as it is not clear whether a respondent really does 
not trade (and hence does not engage with the choice task) or whether their preferences are 
such that the incentive to move away from either the cheapest or fastest are not strong enough 
in the scenarios presented to them. Similarly, a respondent might in fact use a heuristic to never 
accept a cost above a certain amount or a journey taking longer than a given amount of time, 
and the scenarios presented might thus impose the choice. Whatever the reason for such 




the case of random coefficients models, with extreme values being used to accommodate this 
behaviour, leading to long tails for the estimated distributions. 
Alongside game-specific rates, we also present the p-value for a χ2 test for equality between 
the rates in the three games. Finally, we present the non-trading rates across the full set of 15 
choices, which are then of course lower because a respondent would have to be a non-trader in 
each of the three games.  
From the results in Table 1, an interesting picture emerges. We first observe that, across all 
four segments and across both time and cost non-trading, the χ2 test rejects the null hypothesis 
of equality in the rates of non-trading across the three games.  
For car commuters, we see that the rates of both time and cost non-trading clearly decrease in 
SP2 compared to SP1, and then again in SP3 compared to SP2. This is in line with having two 
attributes in SP1 (time & cost), three attributes in SP2 (time, cost and a measure of variability 
in time), and four attributes in SP3 (time across three conditions and cost). 
The picture for other modes is slightly more complex. For time non-trading, we see that, except 
for other public transport (PT), the rate of non-trading is highest in SP1, while, except for other 
PT, SP2 and SP3 are similar. For cost non-trading, the rates in SP2 (which has more attributes) 
are lower than in SP1 across the three modes, but the SP3 rates are essentially the same as the 
SP1 rates. While this might seem counter-intuitive at first, it should be noted that SP3 here is 
a crowding game which presents only time and cost for each alternative, albeit that for time, a 
level of crowding is given. What we thus see is that the level of complexity of SP3 is very 
similar to that of SP1, and that the rate of those respondents who do not move away from the 
cheaper of the two options is not impacted by the additional information on crowding.  
Overall, we find that Table 1 shows some evidence of higher rates of non-trading in simpler 
games, and this is confirmed by statistical tests. A formal comparison of the trade-off ranges is 
not possible given the inclusion of additional attributes in SP2 and SP3. However, the ranges 
for the attributes were the same across the games, and this would thus mean that the possible 
utility differences between the alternatives in SP2 and SP3 cover a wider range than in SP1 
given the presence of additional attributes, increasing the changes of trading. The actual ranges 
used were chosen such as to not lead to unreasonably small or large values for the attributes 



















SP1 14.85% 10.19% 6.84% 8% 
SP2 12.82% 4.55% 7.84% 2.86% 
SP31 10.87% 5.52% 0.53% 2.92% 
χ2 test p-value 0.02 2.7∙10-6 1.1∙10-6 0.01 
over three 
experiments 






SP1 17.57% 19.16% 13.86% 22% 
SP2 11.06% 9.06% 5.17% 12% 
SP31 8.34% 19.45% 12.44% 22.22% 
χ2 test p-value 7.6∙10-10 1.2∙10-11 1.5∙10-4 0.01 
over three 
experiments 
2.04% 2.27% 1.06% 3.51% 
1) crowding games only for rail, other PT and bus in SP3 
3.2. Differences in base valuations across games 
The GB study used a joint model for all three SP experiments, but allowing for differences 
across the three formats, both in the underlying VTT and in the size and sign effects. We return 
to the latter in Section 3.3. In terms of allowing for differences in the base valuation across the 
three games, a joint VTT is used and multipliers are estimated for the different games. A base 
is required, where SP1 was chosen as the base in the GB study, with multipliers estimated for 
the valuations in the other games. These multipliers are shown in Table 2, each time 
accompanied by a test of significance against the base value of 1, which would imply no 
difference from the SP1 valuation. The following observations can be made: 
 Except for other PT, the valuation for mean/expected travel time in SP2 is significantly 
higher than the SP1 valuation. 
 For the crowding experiments (SP3), we see that for rail and other PT, the SP1 value is 
between the lowest and highest crowding values, and is significantly different from 
both. However, for bus, the SP1 valuation is not significantly different from the SP3 
valuation at the lowest crowding level. 
 For the congestion experiments (SP3), we see that for car, the SP1 value is not 
significantly different from the light congestion value, and is significantly higher/lower 
than the free-flow/heavy congestion values. However, for bus, there is no difference 
across congestion levels. 
While the findings for SP3 are reassuring in that the SP1 values tend to fall between the best 
and worst conditions, the findings for SP2 are of greater concern. They indicate that, in the 
presence of the additional travel time reliability attribute, the valuation for travel time is higher, 
and statistically significantly so, than that for SP1 for three out of the four modes. The reasons 
for this are of course unclear. However, a reasonable hypothesis is that in the absence of journey 
quality information, there is greater focus on cost in SP1, leading to lower valuations. In SP3, 






Table 2: Multipliers for non-SP1 valuations for commuters in GB study 
  est. 




SP2 time multiplier 1.60 4.05 
SP3 free-flow multiplier 0.70 -2.26 
SP3 light congestion multiplier 0.98 -0.14 
SP3 heavy congestion multiplier 1.86 2.98 
ra
il
 SP2 time multiplier 1.24 2.58 
SP3 lowest crowding multiplier 0.70 -3.07 




SP2 time multiplier 1.47 2.15 
SP3 lowest crowding multiplier 0.94 -0.34 
SP3 highest crowding multiplier 2.36 3.75 
SP3 free flow multiplier 1.09 0.36 
SP3 slowed down multiplier 1.54 1.50 







SP2 time multiplier 1.12 1.27 
SP3 lowest crowding multiplier 0.78 -2.46 
SP3 highest crowding multiplier 1.40 2.74 
 
3.3. Behavioural response to sizes and signs of differences from reference 
values 
A key emphasis in the modelling work conducted for the GB study was the modelling of sign 
and size effects, i.e. allowing for differences in how respondents react to increases and 
decreases from a reference value (for time or for cost) and also in how the marginal sensitivity 
depends on the size of the shift presented. The specific approach used for this relies on the 
framework developed by de Borger and Fosgerau (2008), hereafter referred to as dBF, which 
provides all the flexibility we require.  
In the dBF framework6, we define a function that gives the value 𝑣(∆𝑥) of a change ∆𝑥 relative 
to the reference value 𝑥0 of a given attribute, as: 𝑣(∆𝑥) = 𝑆(∆𝑥) ⋅ exp(𝜂 𝑆(∆𝑥)) ⋅ |Δ𝑥|1−𝛽−𝛾𝑆(∆𝑥)     (5) 
with ∆𝑥 = 𝑥 − 𝑥0 
where: 
 𝑆(∆𝑥) is the sign function, defined for ∆𝑥 ≠ 0 by 𝑆(∆𝑥) = ∆𝑥 ⁄ (|∆𝑥|); for 
convenience we set 𝑆(0) =0. 
 𝜂 captures sign effects by giving the difference of gain value and loss value from an 
‘underlying’ value. It is explicitly assumed by dBF that gains and losses exactly bracket 
                                                 
6 This approach is highly advanced and we can only give a brief overview here. Additional detail and interpretation 




this underlying value. It is expected that 𝜂 > 0, so that the value of losses (increases in ∆𝑥) is greater than the value of gains. 
 𝛽 captures size effect by allowing the impact of gains and losses to be non-linear, where, 
with 𝛽 > 0, the marginal value of changes decreases as the change increases, i.e. the 
value is ‘damped’. Generally we anticipate that 𝛽 should be larger for cost than for 
time, so that VTT increases as the changes increase, while small time savings have 
lower monetary value. 
 𝛾 allows the non-linearity (size effect) of value to be different for gains and losses. 
The 2014/2015 study allowed for sign and size differences in all three games, with the three 
parameters (𝜂, 𝛽 and 𝛾) estimated for both time and cost. After extensive exploratory work (cf. 
Hess et al., 2017), the models were all specified with a multiplicative error structure, where for 
SP1, a log-WTP space specification was found to be preferable to a simple 𝑈 = 𝑉 ⋅ 𝜀 
specification7. All models also allowed for random heterogeneity in the VTT across 
respondents, using log-uniform distributions. 
The presence of these additional terms complicates the VTT calculation, which is now no 
longer the simple ratio of time and cost coefficients. The value functions 𝑣 (in equation 5) are 
defined to have arguments and values denominated in cost units. Thus the cost value of a cost 
change ∆𝑐 is given by 𝑣(∆𝑐), while the cost value of a time change 𝑡 is given by 𝑣(𝜃∆𝑡), where 𝜃 is the ‘underlying’ value of time. 
A simple way to see the derivation of VTT (and other WTP measures) is to think of the values 
of ∆𝑐 and ∆𝑡 that would maintain indifference with the base situation in which ∆𝑡 = ∆𝑐 = 0 
and the total value is of course zero. Thus when we have a specific value ∆𝑡′, and we have 
estimated the parameters of the value functions 𝑣, we can find the indifference value ∆𝑐′ such 
that 𝑣(∆𝑐′) + 𝑣(𝜃∆𝑡′) = 0. The average willingness to pay per unit of time is then ∆𝑐′/∆𝑡′.  
As discussed in detail in Hess et al. (2017), the actual VTT is then given by  𝑉𝑇𝑇 = |∆𝑐| |∆𝑡|⁄ = 𝜃𝜅|∆𝑡|𝜅−1,       (6) 
where 𝜅 = 1−𝛽𝑡1−𝛽𝑐, and ∆𝑐 is chosen such that 𝑣(∆𝑐) = −𝑣(𝜃∆𝑡). 
While 𝜂 and 𝛾 present interesting behavioural insights, they drop out of the calculation of the 
VTT. The same is not true for the size effects represented by 𝛽. Only when 𝛽𝑐 = 𝛽𝑡 are we in 
the situation where the VTT is independent of ∆𝑡, as the time and cost damping cancel out, i.e. 
we get that 𝜅 = 1. However, in general the 𝛽 values will not be equal and VTT is not equal to 𝜃 but depends on the size of the time shift.  
The most important impact of the dBF parameters in the VTT context is thus the fact that the 
VTT is no longer independent of the size of time shift considered if 𝜅 (given by 1−𝛽𝑡1−𝛽𝑐) is 
different from 1 in Equation (6).  
Table 2 presents the values for 𝛽 and resulting values for 𝜅 across all mode-purpose 
combinations, excluding bus for which no size effects were observed, which can likely be 
linked to the fact that bus journeys are shorter. For other modes, we see that all 3 values for 𝜅 
                                                 
7 We have no reason to believe that this difference explains the differences we report below, and the results 
obtained with 𝑈 = 𝑉 ⋅ 𝜀 on SP1 were broadly comparable, but with lower fit. Similarly, the differences we report 





are different from 1 for SP1, while this reduces to 2 for SP2 and 1 for SP3. Table 2 also reports 
significance levels for the differences in 𝜅 between the three different SP games for each 
segment. These calculations incorporate the correlations between the individual estimates. For 
comparisons where for one game, 𝜅 collapses to 1, the significance level for the difference 
(against 0) is of course the same as the significance level of a test against 1 for the 𝜅 which did 
not collapse to 1. We see that 𝜅𝑆𝑃1 is significantly larger than 𝜅𝑆𝑃2 and 𝜅𝑆𝑃3 at the 95% level 
or above for car and other PT, and is not significantly lower than either 𝜅𝑆𝑃2 or 𝜅𝑆𝑃3 for rail.  
These results provide at least some suggestion that the incidence of size effects is greater for 
SP1 (i.e. simple time-money trade-offs) than for other games. It is also insightful to note that 
Hess et al. (2017) highlight differences across games in the incidence of significant estimates 
for 𝜂, i.e. showing the presence of asymmetries in the sensitivities to gains and losses. No 
effects were observed for bus. Looking at car, rail and other PT (tram, underground etc.), we 
note that, out of the 18 possible 𝜂 parameters (time and cost for three purposes and three 
modes), they found significant gain-loss asymmetry in 6 cases for SP1, 5 cases for SP2 and 
only 1 case for SP3.  
Overall, these results provide some indication of differences across games in the role of 
reference formation, and may point to an influence of the experimental setup. Independently 
of whether these are real or experimental phenomena, the presence of these effects, especially 
size effects, poses significant issues in appraisal, and this could be seen as a disadvantage of 
simple time-money trade-offs such as SP1. We return to this point in Section 3.4 when we look 
at the implied VTT measures. In addition, returning to the earlier points about consistency with 
micro-economic frameworks, reduced reference dependence in the more complex scenarios 




Table 3: 𝜷 and 𝜿 values for commuter models for 2014/2015 GB study 










βt,SP1 -0.40 -3.64 -0.21 -3.31 0  
βt,SP2 -0.16 -2.84 0  0  
βt,SP3 0  -0.24 -2.51 0  
βc,SP1 0  0  0.14 2.55 
βc,SP2 0  0.25 3.78 0  
βc,SP3 0  0  0  









(1) 𝜅𝑆𝑃1 1.40 3.64 1.21 3.31 1.16 2.19 𝜅𝑆𝑃2 1.16 2.84 1.33 2.84 1 - 𝜅𝑆𝑃3 1 - 1.24 2.51 1 - 









(0) 𝜅𝑆𝑃1- 𝜅𝑆𝑃2 0.24 2.47 -0.12 -0.77 0.16 2.19 𝜅𝑆𝑃1- 𝜅𝑆𝑃3 0.40 3.64 -0.03 -0.27 0.16 2.19 𝜅𝑆𝑃2- 𝜅𝑆𝑃3 0.16 2.84 0.09 0.54 - - 
3.4. Values for appraisal 
We next compare the core VTT measures across the three games for each mode after expansion 
to national values (cf. Arup et al., 2015; Hess et al., 2017), again focussing on commuters only. 
The results for this comparison are shown in separate panels for the four modes in Figure 5. 
Noting that values for 𝜅 that are different from 1 arise for car, rail and other PT, the VTT 
measures are shown for different values of Δ𝑡 (cf. Equation (6)). This complication does not 
arise for bus.  
Looking first at car, we note the absence of size effects for SP3, and hence the flat profiles for 
the VTT in the three conditions. We also include in Figure 5 a value weighted according to 
average conditions in the UK. With 𝜅𝑆𝑃1=1.4 and 𝜅𝑆𝑃2=1.16, we note increasing VTT for SP1 
and SP2 (but less so for the latter) with increasing Δ𝑡, where for low values of Δ𝑡, the SP1 
value is below that for free flow conditions, while with high Δ𝑡, it is close to that in heavy 
congestion.  
As discussed at length in Hess et al. (2017), the presence of these size effects and their impact 
on the VTT leads to the difficult situation in which the analyst needs to make a choice for a 
value of Δ𝑡. This has impacts on the overall VTT measures and on the relative values across 




this measure, i.e. Δt, does not refer to the size of a time reduction achieved by a specific 
transport policy; the reference points against which travellers will compare their travel 
conditions in the future are of course unknown at present. Rather, it is quite likely the case that 
the reference dependence effects uncovered in the models are in large part short-term stated 
preference effects. The choice of a value however remains arbitrary and it is of course not 
satisfactory that such a decision by an analyst will lead to substantially different VTT results. 
While we are not denying the possible existence of these effects in real life behaviour, the 
differences across experiments suggests a certain influence by the design itself and enhances 
our view that choice contexts that do not lead to significant size effects greatly simplify the use 
of results.  
With the value of Δ𝑡 = 10 chosen in the UK appraisal framework, the VTT from SP1 is above 
the SP3 values weighted to average conditions, while that from SP2 is close to that for high 
congestion in SP3. This highlights the earlier points about the difficulty faced in interpreting 
values from simple time-money trade-offs, but also extends it to time-money-reliability trade-
offs where the type of time being valued is not explicitly described. 
Looking next at rail, we have relatively similar values for 𝜅 across the three games, and thus 
similar non-linearities. We present the simple VTT from SP1 and SP2, along with the VTT in 
the lowest and highest crowding conditions (out of 10 conditions) from SP3, and a value 
weighted to average rail crowding in the UK. We note that the value from SP1 is again below 
that for SP2 (except for very low Δ𝑡), while it is also below that for average crowding 
conditions. 
For bus commuters, no size effects were observed and we thus present a single value for each 
component. We again observe a higher value for SP2 than for SP1, and note that the value for 
SP1 is below the value for free flow time in SP3, and below the values weighted to either traffic 
or crowding conditions (noting that some bus users received a crowding game as SP3 while 
others received a congestion game as SP3). 
Finally, for other PT, size effects are only observed in SP1, and this shows that the value for 
SP1 rises with Δ𝑡, going from below that in the lowest crowding conditions, to exceeding 
average conditions with a value of Δ𝑡 of below 5, while, at the value of Δ𝑡 = 10 used in 
appraisal, the value from SP1 equals that from SP2 and exceeds that in average conditions. 
Across the four modes (and similar results arise with other purposes), we can reach a number 
of conclusions: 
 the VTT from SP2 is generally higher than that from SP1, suggesting that, in the 
presence of reliability information, respondents place a lower sensitivity on cost than 
in the absence of reliability information; 
 there is no evidence to suggest that the VTT from SP1 corresponds in any way to the 
values from SP3 weighted to average conditions; and 
 the presence of size effects significantly complicates the picture, leading to further 
issues in choosing values for appraisal, and differences across modes in the relationship 




Of course, some difference between SP1 and SP2 could be expected given that the valuations 
from SP1 relate to a deterministic change in the travel time while the values from SP2 relate to 
a change in the mean travel time across journeys affected by variability. In reality, time varies 
across trips, so looking at the mean time makes more sense than the time for a single trip as the 
actual outcome is not known before the journey, only the distributions of outcomes may be 
known to some extent. The same cannot be said when comparing SP1 and SP3 which both 
relate to certain times but still give different results. Overall, this discussion adds empirical 
evidence to our earlier concerns about what the VTT from SP1, i.e. the simple time-money 
trade-off, “means”.  
A simple interpretation could be that the type of time being valued in a simple time-money 
trade-off is representative of the conditions experienced by the respondent on the reference 
journey; i.e. if this journey was in heavy congestion, then the direct utility of the time 
component of the VTT off would relate to time spent in heavy congestion. The 2014/2015 
study attempted to explain differences across different respondents in their valuations by 
linking them to conditions on the reference journey. For example, for rail travellers, the study 
tested whether respondents who had reported high levels of crowding for their reference 
journey had higher VTT in SP1 than those who had reported low levels of crowding. Similar 
tests were made for car travellers, trying to relate the SP1 valuations to the level of congestion 
experienced on their reference trip. The car results are more reliable as the congestion 
information was captured using the same metrics as those presented in the SC scenarios, which 
was not the case for crowding. 
Overall, these attempts were not successful8, i.e. we did not find that the VTT was higher for 
respondents who had experienced “worse” conditions on their reference journey. A number of 
reasons are possible for this. Foremost is that the respondents fail to place the hypothetical 
scenarios within the context of their real-world trip and the conditions experienced on that trip. 
Additionally, it is of course possible that self-selection is at play and that those respondents 
who travel on more crowded trains in real life are less sensitive to crowding than other 
respondents, with a similar argument for those people who drive during congested times. Either 
way, the finding for SP1 means that we do not learn anything about how valuations differ 
across different travel conditions from simple time-money trade-offs. Such information can 
only be obtained by understanding how the same respondent, considering the same reference 
trip (so that the resource value of time stays constant), reacts to different journey conditions. 
Taking a value estimated from a simple time-money trade-off may of course tell us the average 
VTT across travellers in current journey conditions (providing the sample is representative) 
but we cannot learn anything about how that behaviour might change if journey conditions are 
changed. 
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4. Evidence from other studies 
To provide some additional evidence, we now also briefly summarise results from two other 
national VTT studies, commissioned by the central governments of the countries concerned, 
and using similar survey approaches to those described above. In particular, they both included 
a simple time-money trade-off, and the recommended values are always based on that trade-
off. The studies all predate the recent British study and our involvement in them was also 
smaller. These two factors reduce the amount of detail available to us and provided here but 
brief summaries are included to highlight again that differences across the formats can arise. 
We do not provide the same level of detail about survey methods and modelling approaches 
and instead refer the reader to the official reports which are cited below. We do not include the 
recent Netherlands study (Significance et al., 2013) as the data from the simple time-money 
trade-offs in that study was merged with the data from more complex games and no differences 
in sensitivities were allowed for in the final joint models. Similarly, we do not include the 1994 
UK study (AHCG, 1996; ITS and Bates, 2003) as the two experiments included in the analysis 
were both time-money trade-offs, albeit that, in one game, the cost included tolls.  
4.1. Danish study (2004 data) 
In this ‘DATIV’ study, data was collected in four stated preference exercises which related to 
a specific journey made by the respondent (Fosgerau et al., 2007). We again compare the results 
for a simple time-money trade-off to those from a game involving both in-vehicle and out-of-
vehicle components. For car drivers, the components were walking time to/from a car park, 
searching time for a parking space, free-flow driving and congested driving time, while, for 
public transport users, the experiment covered in-vehicle time, headway, access/egress time, 
interchange times as well as cost. 
The study introduced the modelling concept of working in log-WTP space for the time-money 
trade-offs and a multiplicative specification for the more complex game, as also done in the 
recent GB study. The dBF approach was used to allow for sign and size effects in the time-
money trade-offs. However, reference effects were limited to the influence of sign, i.e. no 
asymmetric size effects. In both experiments, the central VTT value was assumed to be 
randomly distributed in the population. As in the GB study, the presence of size effects meant 
that a decision on Δ𝑡 was required, and a value of 10 minutes was used, which is of course 




Table 4: DATIV values of travel time mean values, all purposes (not working) 2003 







Bus Metro S-Train Train 
VTT from time-
money trade-offs 
78 52 30 62 35 54 














Note: error margins are not given in the published report.  
Although the pattern of VTT in the more complex trade-offs for car driver is unusual, as longer 
journeys usually have a higher VTT, and the Metro values are contrary to the general trend, it 
is clear that the more complex trade-offs generally yield a somewhat higher VTT than the 
simple time-money trade-offs. Since error margins are not quoted in the reports, we are unable 
to say whether this effect is statistically significant.  
4.2 The Norwegian Study (2009 data) 
In the Norwegian 2009 VTT study (Ramjerdi et al. 2010), each respondent received 3 choice 
experiments. First, all respondents received 9 choice tasks from a simple time-money trade-
off, followed by two sets of 6 choices involving an additional attribute related to either quality 
or reliability. The values are summarised in Table 5 and, although the models used differed 





Table 5: Values of time (mean values, 2009 NOK per hour) 
  Car Rail Bus Air PT 
VTT from time-money 
trade-offs 
Long-distance 148 97 75 192  
Short-distance 84    54 
VTT from congestion game Long-distance  157     
Short-distance 47      
VTT from seat availability 
game 
Long-distance       
Short-distance     36  
VTT from mean variance 
game 
Long-distance  255  268  150  522   
Short-distance 128     67  
VTT from scheduling model 
game9 















   31/45  
Note: error margins are not given in the study report. 
 
5. Conclusions 
This paper has sought to provide a critical assessment of the continued reliance on simple time-
money trade-offs in many national VTT studies in Europe, when such approaches are routinely 
criticised elsewhere as being too abstract and potentially prone to bias.  
The aim behind this paper was in no way to invalidate the large amount of high quality 
methodological work in choice modelling that has made use of such data in recent years, but 
rather to question its reliability for producing values for appraisal. In this context, we 
specifically ask the question whether the fact that such approaches have been used many times 
in the past is a valid justification for continuing to rely on them. 
Our initial discussions focussed on complexity. Complex scenarios can provide respondents 
with a setting that is more in line with their real-life experiences, where a journey is described 
by many attributes. An argument against complex scenarios has been that respondents cannot 
process them in surveys, while an argument against simple scenarios has been that when facing 
scenarios with only a few attributes, the response to them may be different from that in real life 
settings. Overall, the academic evidence suggests that a) respondents can deal with moderately 
complex choice scenarios, b) the valuations from more complex scenarios are reliable and c) 
that analysts can accommodate differences in how respondents relate to these more complex 
environments. While it is true that the identifying (in the data) and mathematically representing 
(in the models) complex behavioural phenomena can apparently be easier with simpler data 
setups, this alone should not be a reason to limit the complexity of the scenarios presented. 
Our personal suggestion would then be for applied work used to guide national policy to move 
towards more complex games, or at the very least to not see simpler approaches as somehow 
preferable. Of course, this opens up a new question, namely how many additional attributes 
                                                 
9 The first is the value of travel time relative to time spent at home. The second VTT is the value of travel time 




should be included, and what they should be. This can be informed to some extent by focus 
groups and by gaining a better understanding of which attributes matter for which travellers in 
making their decisions. Where budgets allow, the inclusion of simpler games for comparison 
can of course be considered, but this then reduces sample size for the individual games (and 
increases standard errors) and opens up new issues in terms of which values to use when the 
results are different. 
While concerns about the “realism” of simple time-money trade-offs remain especially for car 
travel (a quicker route would generally be cheaper), there is of course scope for mitigating this 
in the survey description. The same cannot be said in relation to concerns about interpretation 
of such trade-offs by respondents in the absence of a clear definition of the type of time being 
valued. Empirical support for this point was provided by the results from the recent GB study. 
In conjunction with results from a number of other recent studies, we can conclude that the 
VTT from simple time-money trade-offs tend to be lower (sometimes substantially lower) than 
those from other settings, maybe suggesting that with just two attributes, respondents focus 
more on cost. This would also be consistent with the findings in Hensher (2004). But in some 
of the studies, the value from the simple time-money trade-offs is higher for some of the modes. 
Of course, we do not know what value is “right”, and one could of course argue that rather 
than the value from simple time-money trade-offs being too low, that from more complex 
surveys is too high (or vice versa). We do not have an a priori truth and our decision on which 
value should be used needs to be guided by which one we trust more and which seems more 
reliable. In this context, a number of other considerations should be taken into account.  
Firstly, it is clear that with simple time-money trade-offs, we risk producing a VTT measure 
that relates to travel conditions which we do not know, and which are subject to unknown 
interpretations by the respondents. For example, if a scenario is proposed where the driving 
time is longer than at present, it might be reasonable for a respondent to think this was the result 
of increased congestion. It also seems likely that the variation in that value across respondents 
does not reflect the variation in experienced real-world conditions across respondents, as 
highlighted in the findings in the GB study. Even if we could link the valuations back to 
experienced real-world conditions, issues with self-selection remain, and we learn nothing 
about how the same person would react in different conditions. This creates issues in terms of 
recognising differences in the direct utility of travel time (cf. Section 2.1)10. Of course, an 
inability to link the VTT to travel conditions makes it impossible to forecast changes in the 
VTT as a function of travel conditions. 
                                                 
10 In other evidence for this, it is worth noting that the 2008 Swedish VTT study used a method resembling the 
one used by Ortúzar (2007) to value the perceived security when accessing PT. Respondents were presented with 
two binary stated choice experiments, differing in the dimensions of in-vehicle travel time, walk time and wait 
time. In the first experiment, the respondents were asked to have a recently made PT trip in mind. In the second 
experiment, one of four different physical walking environments was attached to each choice task, presented by 
coloured drawings. The walking time weights were found to be consistently higher in the second experiment than 
in the first, even for the nicest and most secure walking environment. This could be due to an over-focus effect 
on the walking time in the second experiment. However, it is also a support of the conclusion from the UK study, 
indicating that we cannot learn about the how the value of time depends on travel conditions unless we explicitly 




Secondly, the results from the most recent UK study also suggest that there is potentially 
increased reference dependence and non-linearity in data from simple time-money trade-offs. 
While these effects are behaviourally interesting, they lead to great complications in using the 
outputs in appraisal. Even if they are real-world effects arising from the framing of the 
experiment around a short-term setting, and not artefacts from the hypothetical setting, they 
are a severe problem since welfare analysis relies on long-term stable preferences. Of course, 
in this context, and notwithstanding data quality issues, there are benefits to the renewed 
interest in Revealed Preference data. One potential advantage of real world data is that it may 
be less susceptible to willingness-to-accept(WTA) / willingness-to-pay (WTP) disparities than 
is the case for Stated Preference data (cf. Sugden, 2009). 
Finally, an important point we touched on in the introduction is that appraisal is of course 
interested not just in the monetary valuation of travel time but also numerous other journey 
components. If the VTT is obtained from simple time-money trade-offs and then combined 
with other measures (e.g. value of crowding) from more complex settings, then there is a 
significant risk that the different values are not compatible with each other. Significant issues 
with fungibility may arise (cf. Hess et al., 2012) and there might be benefits by instead 
combining all components into one survey.  
As an example, assume that the VTT from a simple time-money trade-off is £10/hr, while the 
VTT from a game also incorporating interchanges is £15/hr and that this game shows that one 
interchange is valued in the same way as 15 additional minutes in time. If the appraisal 
framework is then based on the simple time-money trade-off and uses the VTT of £10/hr, 
should interchanges be valued at £2.50 or £3.75? The appraisal team for the recent British study 
(Arup et al., 2015) essentially used the former approach – multipliers for different crowding 
levels for example were obtained by comparing the VTT for different levels of crowding in 
SP2 but then applied to the VTT from SP1, disregarding the differences that clearly emerge 
between SP1 and SP3 as shown in panel b) of Figure 5. All the other concerns expressed in this 
paper aside, this may well be the strongest argument for including all components of interest 
in a single experiment. Including all attributes together in a single experiment also has the 
statistical benefit that the parameters for all attributes are estimated on the basis of the full data. 
Of course, the question remains what the set of “all components” is and an analyst can likely 
never be sure to have included all that are relevant while still balancing this against the need to 
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