Parameter estimation is of fundamental importance in areas from atomic spectroscopy and atomic clocks to gravitational wave-detection. Entangled probes provide a significant precision gain over classical strategies in the absence of noise. However, recent results seem to indicate that any small amount of realistic noise restricts the advantage of quantum strategies to an improvement by at most a multiplicative constant. Here we identify a relevant scenario in which one can overcome this restriction and attain super-classical precision scaling even in the presence of uncorrelated noise. We show that precision can be significantly enhanced when the noise is concentrated along some spatial direction, while the Hamiltonian governing the evolution which depends on the parameter to be estimated can be engineered to point along a different direction. In the case of perpendicular orientation, we find super-classical scaling and identify a state which achieves the optimum.
Parameter estimation is of fundamental importance in areas from atomic spectroscopy and atomic clocks to gravitational wave-detection. Entangled probes provide a significant precision gain over classical strategies in the absence of noise. However, recent results seem to indicate that any small amount of realistic noise restricts the advantage of quantum strategies to an improvement by at most a multiplicative constant. Here we identify a relevant scenario in which one can overcome this restriction and attain super-classical precision scaling even in the presence of uncorrelated noise. We show that precision can be significantly enhanced when the noise is concentrated along some spatial direction, while the Hamiltonian governing the evolution which depends on the parameter to be estimated can be engineered to point along a different direction. In the case of perpendicular orientation, we find super-classical scaling and identify a state which achieves the optimum.
Estimation of an unknown parameter is essential across disciplines from atomic spectroscopy and clocks [1] [2] [3] to gravitational wave-detection [4] . It is typically achieved by letting a probe, e.g. light, interact with the system under investigation, picking up information about the desired parameter. As seen in Fig. 1 , a metrology protocol can be understood in four main steps [5, 6] : i) preparation of the probe, ii) interaction with the system, iii) readout of the probe, and iv) construction of an estimate of the unknown parameter from the results. Steps (i)-(iii) may be repeated many times before the final construction of the estimate.
FIG. 1.
General metrology protocol where a known probe state evolves according to a physical evolution depending on an unknown parameter ω. After sufficient amount of data is collected an estimate for the parameter is constructed.
The estimate uncertainty will depend on the available resources, here the probe size N and the total time T available for the experiment (other choices are possible [7] ). By the central limit theorem, for N uncorrelated particles, the best uncertainty scales as 1/ √ νN , where ν = T /t is the number of evolve-and-measure rounds. This bound is known as the shot-noise or standard quantum limit (SQL). By making use of quantum phenomena, a metrology protocol may surpass the SQL, reaching instead the limits imposed by the quantum uncertainty relations. For probes of non-interacting particles, the best possible scaling compatible with these relations is 1/( √ νN ), known as the Heisenberg limit. Without noise, the Heisenberg limit can be attained using entangled input states, e.g. Greenberger-HorneZeilinger (GHZ) states for atomic spectroscopy [8] . In the presence of noise however, the picture is much less clear, as the optimal strategy depends strongly on the model of decoherence considered. Nevertheless, the SQL has been significantly surpassed in experiments of optical magnetometry [9, 10] , which proved that some sources of noise can be effectively counterbalanced [11, 12] . However, unless one can keep improving the interaction strength or readout efficiency with probe size, e.g. increasing the optical depth with the atom number in atomic vapours, destructive effects of uncorrelated noise are bound to dominate at high N . In this regime of fixed noise (independent of the particle number), a number of no-go results exist, demonstrating that for most types of noisy channels acting independently on each probe particle, an infinitesimally small amount of decoherence limits any quantum improvement over the SQL to at most a constant factor [1, [13] [14] [15] [16] [17] [18] . In particular, any noisy evolution described by N full rank channels, i.e. channels for which no subspace of the probe state space is free of decoherence, belongs to this class [15] [16] [17] [18] . This is arguably the most likely evolution in experiments, suggesting that the precision is always bound to scale classically for large enough N .
Here, for a frequency estimation task undergoing uncorrelated noise and for a configuration where the Hamiltonian and the noise have preferred spatial directions transversal to each other, we show that the restriction to SQL-like scaling can be surpassed. This is achieved by optimising the duration t of the evolve-and-measure rounds. As N increases, the quantum channel describing the single-particle evolution varies due to this optimization. This allows circumventing the conditions of previous no-go results which were derived assuming a fixed form of the N single-particle channels [15] [16] [17] [18] . Although t-optimisation has been considered previously and was not sufficient on its own [1, 14] , we demonstrate that in combination with directionality of the noise it enables beating the SQL. The corresponding channel is full rank, yet we find that a GHZ-state input attains a precision scaling asymptotically as 1/N 5/6 . This is found numerically and confirmed by a semi-analytical argument. We further demonstrate numerically that this scaling is optimal by identifying an upper bound on the precision which is saturated by the GHZ state. We also analyse deviations from perfectly directional noise. The asymptotic scaling is then again restricted to SQL-like. However, for small deviations, we observe a much higher precision gain than for parallel noise. Note that here the noise is purely Markovian. Exploting non-Markovianity can also lead to improved precision scaling, as previously shown [19] .
Model for noisy frequency estimation-We consider a Hamiltonian H = ω 2 N k=1 σ k z , where σ k z is a Pauli operator acting on the k'th spin-1/2 particle (qubit), and ω is an unknown frequency to be estimated. To account for noise, we model the evolution by a master equation of Lindblad form
Here, H (ρ) = −i [H, ρ] describes unitary evolution and the Liouvillian L(ρ) describes noise. We consider uncorrelated noise, such that L = k L k and for a single qubit we have
where γ is the overall noise strength and α x,y,z ≥ 0 with α x +α y +α z = 1. For α z = 1 this describes the situation considered by Huelga et al. [1] , namely dephasing along the direction of the unitary, while α x = 1 corresponds to dephasing transversal to the unitary. The latter model resembles the magnetometry setup of [10] , in which the estimated magnetic field is directed perpendicularly to the dominant dephasing dictating the spin decoherence time and the spin relaxation is ignored. For α x = α y = α z = 1/3 we have an isotropic depolarizing channel. The uncertainty δω in the estimate of ω can be expressed in terms of the quantum Fisher information [20] (QFI) F(ρ ω ) of the probe state ρ ω after evolution. According to the quantum Cramér-Rao inequality [21] 
a bound achievable asymptotically for ν 1 [22, 23] . One can explicitly solve the master equation (1), obtaining a map for the corresponding channel (see Appendix A for details). Applying the map to a given input, one obtains ρ ω , and the QFI is computed through the diagonalization of this state. Alternatively, bounds on the QFI can be computed from the Kraus representation of the channel [14, 15] . We write F N = F(ρ ω ) for probes of N particles.
For a general input state, it is a difficult task to compute the QFI, as the size of ρ ω grows exponentially with N . However, for a GHZ state,
Cut through the space of all valid qubit maps. The identity channel I[ ] = is at the top, and (extremal) unitary channels Uωt are at the circumference. One can think of phase ωt as increasing along the angular direction and decoherence γt along the radial direction. The spirals represent trajectories of channels for parallel E z ω (t) and transversal E x ω (t) noise, approaching the completely mixing channel at the disk centre. Arrows are separated by fixed time steps. We see that E x ω (t) loses coherence slower, being always closer to the boundary, and also has larger angular 'speed' |dE x ω /dω|. The classical simulation method [15] provides a geometric bound on estimation precision based on the distance to the boundary:
For asymptotic N , the bound is determined by the behaviour for small t at the start of the spirals. We get z (t) 2 = 2γ/t+O(1) and
the calculation simplifies dramatically (see Appendix B), and we are then able to optimise F N /t (and hence δω) for large N . To obtain results valid for general inputs, we resort to bounds on the precision. A first indication that performance is better under transversal than parallel noise is given by the geometric classical simulation (CS) method [15] (see Fig. 2 ). We obtain tighter bounds by adapting the finite-N channel extension (CE) method of Kolodynski et al. [24] to allow for optimization over t (see Appendix C). As for previous asymptotic methods [14, 15] without t-optimization, we cannot apriori guarantee our bound to be saturable. However, for parallel noise (α z = 1), our bound is known to be tight in the asymptotic N limit both with [25] and without [24] t-optimisation. As we find below, the bound is also tight for transversal noise. Parallel noise-To understand the role of noise we compare parallel and perpendicular noise, as well as noise which is directional but not fully concentrated on any of the axes. We start by parallel dephasing, which has been studied before [1] .
For a single qubit, the QFI for an optimal input state is given by F opt 1 = e −2tγ t 2 . In the noiseless case (γ = 0), as expected, the longer the probe state is allowed to evolve, the more information can be extracted about the parameter. In the noisy case, after a time 1/2γ the dephasing process wins over the unitary evolution and the extractable information is degraded. For a classical strategy using N independent qubits, this is the optimal time and the SQL for parallel noise is
It has been proven [14] that when quantum strategies are allowed, the precision is instead bounded by
The tighter bound coincides with the finite-N CE method [24] for this channel and asymptotically reduces to the weaker bound. Optimising, we find t (6) is dictated by the small-time behaviour of c z (γ, t), which is fully determined by the CS method [15] , i.e. by the geometrical location of the channel in the convex set of all quantum qubit maps (see Fig. 2 ):
Using (5) and (6) we see that the asymptotic scaling is SQL-like and that quantum strategies provide only a constant factor improvement of √ e, as found earlier [1, 14] . Thus, for purely parallel dephasing, optimising t leads only to a minor improvement of precision. The asymptotic scaling imposed by (6) is shown in Fig. 3(a) .
The asymptotic SQL-like scaling is known to be saturable with spin squeezed states [24, 25] . For comparison with transversal noise, we note that a GHZ input state gives no improvement over the SQL (5) . A GHZ strategy is thus useless for parallel noise.
Transversal noise-We now turn our attention to perfectly transversal noise. While we do not have an analytical expression, we can efficiently compute the finite-N CE bound and determine the optimal evolve-and-measure duration t opt x for each N numerically (see Fig. 3(a) ). Without optimisation the asymptotic scaling is still restricted to SQL-like, as indeed it must be since transversal noise corresponds to a full rank channel [15] [16] [17] [18] . However, unlike for parallel noise, the asymptotic quantum improvement factor is not bounded by the geometry of the set of qubit maps (see Fig. 2 ). In consequence, at short times, the asymptotic SQL factor c x (γ, t) from the CS method is
and, as opposed to (7), c x (γ, t) → 0, as t → 0. Optimising the finite-N CE bound over t for each N , we find that super-classical scaling is maintained (verified numerically up to N = 10 8 for γ/ω between 0.001 and 100) and follows an asymptotic behaviour very well described by
For large N , t opt x → 0, since otherwise the restriction to SQL-like scaling applies. From our numerics we obtain that t opt x = (3/γω 2 N ) 1/3 and
Thus, at the level of bounds, the t-optimised quantum strategies provide a scaling rather than a constant factor improvement over classical schemes for transversal noise.
To confirm this scaling, as we have not yet demonstrated that the bound is tight, we examine a specific strategy based on a GHZ state. For given N , we can analytically compute the QFI corresponding to a GHZ input (see Appendix B). The expression becomes cumbersome with larger N , but we can numerically determine t opt x and the minimum δω, for values of N up to several thousands. The result is shown in Fig. 3(a) . Clearly, for the displayed values of γ/ω, the GHZ state is optimal. What is more, the GHZ strategy shows no sign of returning to SQL-like scaling for large N (verified for N up to 5000 and γ/ω between 0.001 and 10). Note that t opt x → 0 with increasing N . If we expand the QFI for GHZ inputs to first order in t, we find that
. As a semi-analytical check, substituting the numerically obtained t opt x = (3/γω 2 N ) 1/3 , one recovers the scaling behaviour of the CE bound. Based on this strong numerical and semi-analytical evidence, we conjecture that the finite-N CE bound is indeed tight for sufficiently large N , and that the asymptotic scaling is super-classical as predicted by (9) .
Intermediate noise-In a realistic implementation of a setup with transversal noise, most likely there will be deviations from perfect directionality. To account for such imperfections, in the following we consider deviations along the z axis, such that α x = 1 − and α z = (we note however that similar conclusions hold for more general deviations, i.e. taking also α y = 0 [26] ). Once there is some z-noise, the asymptotic scaling must return to SQL-like. If this were not the case, then by starting with a bit of z-noise and adding x-noise until α x dominates, one could recover super-classical scaling. Hence, for large enough N , the precision would be improved by adding noise, which is clearly unphysical. Nevertheless, super-linear scaling can still persist over a large region of N .
Following this reasoning, the asymptotic bound must be of the form
with c xz (γ, ) ≥ c z ( γ, 0) = 2 γ. In fact, we expect that equality must hold. This is because t opt xz → 0 for asymptotic N , but for very short times non-commutativity effects seize to apply and our model is equivalent to a process in which unitary evolution and noise along each axis are applied sequentially in any order. Equality is confirmed by the numerical results in Fig. 3(b) , where we see that the CE bound attains the asymptotic scaling 2γ /N . The same argument applies to the GHZ-state strategy. In this case, we can see explicitly what happens at short times. Expanding up to second order in t we have F N /t = N 2 t − (2N − 1)(1 − ) + 4N 2 N γt 2 /2. For large N , the expression reduces to the case of pure parallel noise with an effective noise strenght of γ and asymptotically the precision scales as 2 γe/N . Thus, for > 0 the GHZ state no longer saturates the bound. In Fig. 3(b) we explore the transition from super-classical to asymptotic SQL-like scaling for both the bound and the GHZ state. Intuitively, we expect that the transition point N xz (γ, ) to SQL-like behaviour increases smoothly to infinity for → 0. Indeed, from (9), (10) and (11) we can estimate N xz as the intersection of the super-classical and asymptotic SQL-like asymptotes, N xz (γ, ) ∼ 3ω/(8γ 3/2 ). Beyond N xz (γ, ), no significant gain is obtained by increasing initial entanglement, i.e. increasing the size of the entangled probe or using copies of disentangled probes of the same size leads to the same improvement in precision.
Finally, we remark that while t opt tends to zero for large N , in practice t may be bounded from below by a finite resolution t min . In this case, one can optimise t for N 's up to the point where t opt = t min and obtain the 1/N 5/6 scaling of Fig. 3(a) in this region. Beyond this point, one sets t = t min , and the precision becomes restricted to SQL-like. Thus, the effect of t min > 0 for transversal noise, despite its different nature, has similar consequences to the effect of > 0. Both lead to nonzero asymptotic constant factors, c x (γ, t) and c xz (γ, ) respectively, which can approach zero when t min → 0 or → 0. More generally, when both > 0 and t min > 0, the ultimate precision is limited by the bound (6) with c z (γ , t min ).
Conclusions-Although recent results have shown that realistic noise prevents quantum metrology strategies from outperforming their classical counterparts by more than a constant factor, when the noise is independent of the probe size, it is nevertheless possible to observe scaling beyond the standard quantum limit in the presence of uncorrelated noise. Adapting the classical simulation and finite-N channel extension methods [15, 24] , we have shown that optimising the duration of evolve-and-measure rounds significantly enhances the precision. In particular, we have considered a unitary evolution with a well defined direction, and noise with a preferential direction transversal to the unitary. In this setting we have analysed a frequency estimation protocol and showed that the GHZ state achieves maximal precision in the presence of noise, providing a precision scaling of 1/N 5/6 . Furthermore, we have demonstrated that although the asymptotic scaling returns to SQL-like when the noise deviates from being perfectly transversal, the constant factor improvement of the precision can be significantly enhanced for small deviations.
We believe, our work opens an avenue towards useful quantum metrology protocols in realistic, noisy settings. In particular, we expect our model to capture the essential features of anisotropic noise occuring e.g. in quantum magnetometry [9, 10] . Our results indicate a gap in scaling between the SQL and the attainable precision when the geometry of the noise is accounted for, and we hope to stimulate further research as there is ample room for particular measurement schemes to achieve precisions inside this gap.
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Appendix B: GHZ input 
while the anti-diagonal terms fulfill m = m i = N −m, and hence
(B2) Each m-term has a degeneracy of N m . Using this parametrisation, the diagonalization of the 2 N × 2 N density matrix is reduced to the diagonalization of N/2 + 1 different 2 × 2 density matrices ( · denotes the floor function) (see for instance [28] ).
Appendix C: Details on the channel extension method for finite N The channel extension (CE) method [15, 24] uses the fact that allowing the channel to act trivially on an extended space can only increase the precision of estimation. Hence, for N independent channels acting on an input state ρ
As a result of this extension of the input state space from N to 2N particles, another upper bound on the QFI can be obtained from (C1), which does not involve any input state optimisation [16] . For any input state
where we have made the dependence on the evolution time (which fixes the channels) explicit. The · denotes the operator norm and
The minimization in (C2) is performed over all locally equivalent Kraus representations of E ω [15] . These are generated by all r × r Hermitian matrices h(t), so thatK(t) = K(t) andK(t) = K(t)−ih(t)K(t), where K(t) is a column vector containing any starting {K i (t)} r i=1 as its elements and [h K] i = j h ij K j . We construct matrices
with 1 1 d representing a d × d identity matrix, and λ a/b being some real parameters. One can then see that the minimisation problem of (C2) is equivalent to a semidefinite programming task. This is because the positive semi-definiteness of A(t) and B(t) corresponds respectively to the conditions
so that (C2) can be rewritten as
{N λ a + N (N − 1)λ b } subject to: A(t) ≥ 0, B(t) ≥ 0.
This construction has been introduced in [24] as the finite-N CE method, proving that an upper bound on F N (t) can be efficiently computed for any N . Its asymptotic version, which leads to a weaker bound, has been described in [15] and corresponds to adding a further constraint on h(t), namely that β K (t) = 0, so that λ b = 0 and the second term in (C6) vanishes. However, in our present analysis we need to be more careful, as the toptimisation results in t depending N . For fixed t the asymptotic method of Ref. [15] directly applies, so that, taking β K (t) = 0, from the first term of (C2) we obtain the asymptotic constant factor improvements for our model. To allow for optimisation over the evolve-and-measure round duration t, we adapt (C6) and maximise the bound
over t, where λ min a/b (t) correspond to the optimal λ a/b in (C6) obtained after performing the SDP minimization over h(t) for given t. After finding the optimal t = t opt (N ) for each N in (C7), we arrive at the bound applied in the paper.
Note that, as the second term in (C7) depends on N through both λ min b and t opt , it is not true that in the limit N → ∞ it is optimal to set λ b = 0 as in the asymptotic CE method [15] . For transversal noise, based on numerical results we determine the short-times asymptotic SQL constant factor to be c x (γ, t) = γω 2 6 t 2 +O(t 3 ) which improves the analytically computed geometrical bound of eq. (8) in the main text. However, if one substitutes in this formula the t opt (N ) from the finite-N CE method (given above eq. (10) in the main text), one would arrive at a non-saturable asymptotic bound below the correct one (given by eq. (10)) by a factor of 3. This fact emphasizes the applicability of the finite-N CE method.
For the purpose of computing the t-optimised, finite-N CE bound we have implemented a semi-definite program using the CVX package for Matlab [29] .
