Meliorating a priori stochastic model of Kalman filer (KF) is always challenging. To address this challenge, this paper simultaneously estimates and corrects the variance components for all of the process noise and measurement matrix (Q & R) by a posteriori variance-covariance components estimation (VCE) algorithm, which makes the most of the process noise residuals and measurement residuals and measurement redundancy contribution. Unsurprisingly, in the conventional error states-based integration mechanization, the stochastic model tuning is not easy for IMU because of the error measurements between the observables from inertial sensors and other aiding sensors. This research utilizes an unconventional multi-sensor integration strategy, in which a 3D kinematic trajectory model is deployed as the main part of system equation and the systematic errors of each IMU and the measurements of all sensors are individually modelled. Furthermore, the weights of measurements from each inertial sensor are defined on the basis of the posterior variances, so that we could properly distribute the function of each measurement in the fusion algorithm. A real dataset involving GPS and multiple IMUs is processed to validate the proposed posteriori VCE algorithm by applying the unconventional integration strategy.
I. INTRODUCTION
Owing to the escalated use of vehicles on the road, several advanced vehicular technologies have been developed to assist the drivers to create a safe, comfortable and effortless driving environment [1] . The foremost requirement for all of these safety and assistance systems is an accurate knowledge of the vehicular states (including vehicle position, vehicle velocity, vehicle acceleration, and vehicle attitude, etc.) at all times [2] . High precision sensors can certainly obtain the very accurate vehicular states, but their high prices prevent them from being used in general-priced vehicles. Developing affordable sensors is the main research trend for driving applications. At the same time, the sensor should The associate editor coordinating the review of this manuscript and approving it for publication was Liangtian Wan . offer continuous and high-update-rate observations under all circumstances for driving applications. So considering the cost-efficiency and high sampling frequency, low-cost inertial measurement unit (IMU) is a good option and could autonomously provide navigation information. Furthermore, IMU mostly contains gyroscope, accelerometer, and magnetometer for all three axes which can offer sufficient navigation information about a sudden acceleration, angular, and heading change [3] . However, the accuracy of sensors decreases with the price reduction and the performance is seriously affected by accumulated bias, drift, and sensor noises [4] . While an automotive grade gyroscope typically gives drift performance of 1 • /hour, a MEMS gyroscope has a typical performance of 70 • /hour [2] . Plainly, low precision is one of the most critical obstacles in the development of low-cost IMU, which limits its applications such as navigation and guidance [5] . An approach to designing sensors for systems requiring better performance than the one with a single low-accuracy IMU may offer, is to fuse the measurements of multiple low-accuracy IMUs to achieve advantage complementarity [6] , [7] . This ''wisdom of the crowd'' design also has, in addition to the improved measurement performance, the benefit of making it possible for sensor fault detection and diagnosis, thereby increasing the integrity and reliability of system [6] .
The Global Positioning System (GPS) is by far the most widely used high-precision localization method. However, it is further constrained by the non-availability of location during signal outage in dense urban areas [8] . Additionally, for determining sudden acceleration and brake, the GPS shows a very limited success due to the insufficient update rate. Though both of low-cost IMU and GPS have their merits and demerits, they are complementary. All things considered, one preferable approach is to integrate multiple low-cost IMUs and one GPS receiver for kinematic positioning and navigation in mass-market automotive applications [9] , [10] .
The optimal filter design is the key of combining multiple sensors for accuracy improvement, the adoption of Kalman filter has become widespread. However, the limitations of the KF-based IMU/GPS integration approach are the necessity of stochastic modelling of sensor errors, which is difficult to be determined especially for low-accuracy accelerometers and gyroscopes, and the requirement for accurate priori information of the VC (variance-covariance) matrices of the noises associated with both low-cost IMU and GPS [11] .
Conventionally, the Kalman filter based on integration mechanization usually adopts the inertial navigation mechanization to estimate the error states and sensor systematic errors through error measurements on the basis of the aiding sensors [12] - [14] . Its strong dependence on the a-priori inertial error model may limit the use of low-cost IMU, because their time-variant noise model could be highly sensitive to the dynamic excitations and the temperature [15] . At the same time, the direct Kalman filter, which can accurately reflect the evolution of the real state, has also been occasionally discussed and applied [16] - [18] . However, these system models used in Kalman filter are all based on the a-priori inertial error model. That is to say, in any case there is no essential difference as the IMU measurements are only applied in free inertial navigation calculation and thus no measurement updates are performed in Kalman filtering between adjacent measurement epochs [12] . The severe drift of low-cost IMU systematic errors occurring during GPS outages can easily result in an intolerable free inertial navigation solution between two aiding measurement updates [15] . How to realize a better utilization of measurements from IMU in Kalman filtering, especially with low-cost IMU, becomes a topic. An unconventional Kalman filter has already been developed by Wang et al. [12] and Qian et al. [19] , specifically 1) utilizes a realistic three-dimensional (3D) kinematic trajectory model as the central system model, so that the influences of the time-variant errors of low-cost IMU on inertial navigation solution are alleviated essentially; 2) allows the measurements of all sensors, IMU included, directly and independently participating in measurement updates of Kalman filtering, so that the heavy dependence of the inertial navigation mechanization on the IMU measurements in the conventional integration strategy is released [12] , [15] . The unconventionality mainly embodies in: 1) it implements the direct estimation of the whole-value states (navigational parameters) via sensor measurements instead of the error states via error measurements; 2) since the raw observables (specific forces and angular rates) of IMU directly participate in measurement updates as the raw outputs from sensors (such as GPS) do, there is no necessary to make a distinction between the aiding sensors and the core sensors, thus the true multi-sensor integration is implemented.
This research applies the unconventional KF for multiple low-cost IMUs and GPS integrated system. The first advantage how the low-cost IMU arrays are fused in this research is to enable the direct use of measurements for individual IMUs and separately model their systematic errors in Kalman filtering, in contrast to most existing approaches working under the supposition of ''the common-mode errors of different sensors of the same design'' (the supposition means the IMUs of the same design share the same error model) [20] . In this research, measurements and systematic errors of these IMU arrays are individually modelled in Kalman filtering, instead of adopting a set of common shared states for all IMUs. Besides, the effect of the noises of IMU raw outputs could be markedly reduced because both the raw data and systematic errors participate in Kalman filtering updates. Moreover, we have free choice for multiple low-cost IMUs and need not stick to the ones of the same design or from the same vendor.
The second advantage existing in the unconventional KF is that there is no need to construct error measurements so that not only the posteriori variance components for process noise vector but also those for all of the measurements could be estimated to improve the KF stochastic model. As we all know, if the VC matrices Q and R of the process noise vector and measurement vector are known in the system and measurement model, the Kalman filter produces an optimal solution [21] . Actually, the a-priori VC matrices Q and R are unknown or artificially approximated, which may generate unreliable results or cause the Kalman filter to diverge [22] . We commonly give the two VC matrices by means of empirical analysis on the system and measurement errors, but this method may not represent the true Q and R. With this unconventional strategy, it is easy to use the collected measurements to continuously estimate the VC components so that the actual noise matrices Q and R can be applied to Kalman filtering updates.
Among all kinds of VCE algorithms based on different estimation principles and distribution assumptions, the estimator after Helmert is probably the most popular algorithm, but usually associated with the considerable amount of computation and complicated theoretical derivation [23] - [25] . Different simplified and approximate algorithms were presented for specific practical applications. Probably the most commonly used practical approach is a simplification of the rigorous Helmert algorithm theoretically, presented by Förstner in 1979 [23] . This method performs well if enough redundant measurements are available, and greatly reduces the computational complexity. Gopaul and Wang (2010) proposed an alternate way to estimate the VC components by taking advantages of the process noise residuals, measurement residuals, and measurement redundancy contribution [21] . We found that this algorithm for KF could be applied not only to the variance components of independent process noises but also to those of independent measurements, which is especially suitable for the unconventional multi-sensor integration system. More specifically, the redundant measurements from all of the low-cost IMUs could be weighed by the individual posteriori variances, so that their respective proportions are determined to reasonably distribute the function of each measurement. With this in mind, this manuscript combines the two existing algorithms from Förstner and Gopaul, and proposes an improved VCE algorithm. The present contribution for the new VCE algorithm focuses on 1) further simplification based on the measurement redundancy contribution together with the measurement and process noise residuals and 2) weight calculation for measurements of all sensors by using the posteriori variance components. The VCE algorithm proposed in this manuscript is computationally efficient and easy to implement, and even conducive to a better structure in the Kalman fusion filtering, improving the reliability and practicability of the multiple low-cost IMUs and GPS integrated navigation system.
Overall, this research boldly attempts to apply the unconventional multi-sensor integration strategy to the navigation of general-priced vehicles. Making full use of the advantage of this strategy, this research realizes individual modelling for the systematic errors of each IMU and the measurements of all sensors. As the core research, an improved posteriori variance-covariance components estimation algorithm with simplicity and weight calculation is proposed to meliorate the stochastic model of Kalman filer. This algorithm is incorporated into Kalman filter calculation and update processes, and the success of the proposed posteriori VCE algorithm is demonstrated by parameter estimation.
In the following, the general motion model is described in Section II. The formulation of the unconventional multi-sensor Kalman filter is presented in Section III. An improved algorithm of variance-covariance estimation in Kalman filtering is proposed in Section IV. The data processing results from road tests demonstrate the performance of the improved VC estimation algorithm under the unconventional KF. The corresponding numerical results along with analysis are provided in Section V. Conclusions and remarks are given in Section VI.
II. THE SYSTEM MOTION MODEL
The general system motion model contains 3 parts: 1) the 3D kinematic trajectory; 2) the attitudes; and 3) the angular rate.
A. THREE-DIMENSIONAL KINEMATIC TRAJECTORY MODEL
In order to naturally regulate the trajectories and smooth rotation dynamics over a specific limited time interval for a moving rigid body, the basic trajectory parameters should be considered in the local navigation frame (S n ), i.e., the position r n nb of the IMU center, the velocity v n nb , the acceleration a n nb , and the jerk j n nb . In essence, v n nb is the derivative of r n nb , and also it is transformed from its opposite number v b nb in the body frame (S b ). Likewise, a n nb and j n nb are the derivatives of v n nb and a n nb respectively. According to the vector dynamics [26] , directly give the trajectory parameters as beloẇ
wherein, r n nb , v n nb , a n nb , j n nb , ω n nb are the position, velocity, acceleration, jerk, and angular rate vectors in S n , respectively. v b nb , a b nb , j b nb are the velocity, acceleration, and jerk vectors in
B. ATTITUDE ANGLE MODEL
Typically, Euler angles (i.e., pitch, roll, and heading) between S b and S n are selected to demonstrate the rotating properties of 3D object. The differential equations of Euler angles are given in matrix form as [27]  Ṗ γ ψ (4) wherein, P, γ , ψ are pitch, roll, and heading, respectively. ω b nb is the angular rate in S b , and ω b nbx , ω b nby , ω b nbz are the components of ω b nb in three axes.
C. ANGULAR RATE MODEL
To a normally running vehicle with a smooth steering within a small time interval, three components of ω b nb are reasonably treated as independent. In a general way, ω b nbx and ω b nby are both modelled as zero-mean processes by the first-order Markov model, and ω b nbz is modelled as a nonzero mean random process with random disturbance. More concretely, the zero-mean Singer motion model is adopted to describe the dynamic variation of ω b nbx and ω b nby in the system model, and the modified Singer model is used to express the dynamics of ω b nbz [28] - [30] . Fig. 1 illustrates the unconventional integration mechanism in this research, and three low-cost IMUs and one GPS receiver are integrated to be processed. In a general way, the state and measurement vector ought to be arranged for the system Kalman filter. In this research, the whole-value-state which describes the kinetic characteristic of vehicle is one part of the state vector. And the systematic errors of each IMU are all modelled individually in the Kalman filter, instead of assuming ''the common-mode errors of different sensors of the same design''. Therefore, the systematic-error is the other part. As for the measurement vector, the raw observables from GPS and three IMUs are considered.
III. THE FORMULATION OF THE UNCONVENTIONAL KALMAN FILTER

A. THE STATE VECTOR IN KALMAN FILTER
The state vector of the being constructed multi-sensor integration Kalman filter contains 51 components (seventeen 3 × 1 physical vectors):
with the position vector expressed by triaxial coordinates in earth-fixed coordinate system r = ( X Y Z ) T , the body velocity vector
nby a b nbz ) T , the attitude θ = ( P γ ψ ) T and the body angular rate vec- 
B. THE DISCRETIZATION OF THE SYSTEM MODEL
On the basis of the differential model in Section II, the discrete system model for KF could be summarized after omitting the higher order terms in Taylor series expansion. The discrete system equations can be given as below
where t = t k+1 − t k is the time interval. T x , T y , T z are the time correlation coefficients of the first-order Markov model. w ωx , w ωy , w ωz are the independent white noises for triaxial angular rates. w bg , w sg , w ba , and w sa are the white noise vectors for the biases and scale factor errors of gyroscopes and accelerometers, subscripts 1, 2, and 3 are sequence numbers of the IMUs. j b nb is treated as process noise for the position vector, velocity vector, and acceleration vector.ω b nb is the angular acceleration as process noise for the velocity vector, acceleration vector, and attitude vector. C n b is the DCM. C 3×3 is the coefficient matrix as in (4) . C e n , position cosine matrix, can be obtained through the position information:
wherein, ϕ and λ are latitude and longitude respectively, and calculated by the coordinate components of the position vector r in S e . In addition, it can be seen that 1) the system equations can act as the dynamic constraints for the navigation parameters, for example assuming that v b nbz = 0 and/or v b nbx = 0; 2) the prediction for the body acceleration a b nb and body angular rate ω b nb in the system model can be used as a rigorous reference to check on the performance of IMU without increasing the complexity of filtering structure.
C. THE MEASUREMENT MODEL OF IMU
Generally, the IMU raw outputs include specific forces from three orthogonal accelerometers and angular rates from three VOLUME 7, 2019 orthogonal gyroscopes [31] . We should derive three groups of measurement equations because there are three IMUs in the integration system. Fig. 2 shows the structure diagram of IMUs, wherein Fig. 2(a) is the general view of vehicle and Fig. 2(b) is the partial enlarged details.
The measurement equations for low-cost IMUs could be simplified depending on specific needs [12] , [15] . Considering the IMUs can not be located at the same point on the body, the measurements from different IMUs must be transformed to the same reference frame so as to perform the fusion algorithm [32] . Here the central one (IMU1) is selected as reference. Three groups of measurement equations for angular rate and specific force are respectively derived as below based on the particular structure:
where, g n is the local gravity vector in S n . ω b nb , a b nb are the rotation rate and acceleration vectors of S b with respect to S n . S g , S a are 3 × 3 scale factor error matrices for gyros and accelerometers. b g , b a are the same meanings as mentioned in Subsection III-A. g , a are Gaussian white noises for angular rate vector and specific force vector. The lever arm parameters of the remaining IMUs relative to the central one are r 2 = [−0.5, 0, 0] T and r 3 = [0.5, 0, 0] T .
D. THE MEASUREMENT MODEL OF GPS
In this study, not only the raw observables of IMUs but also the ones of GPS participate in measurement updates. GPS, as another sensor distinct from IMU but the equal status in the system, offers two types of observables (carrier phase and pseudorange) [33] . But only pseudorange is adopted to complete the specific navigation task. The pseudorange observation equation is generally given as
wherein, j = 1, 2, . . . , n denotes the j − th satellite. 2 is the distance between satellite j and receiver A, wherein (X j , Y j , Z j ) is the geocentric coordinate of satellite j and calculated by the relevant parameters provided in the satellite navigation message. c is the light speed. δt A , δt j are the clock errors of receiver and satellite, respectively. d j A−trop , d j A−ion are the delays of tropospheric and ionospheric. ε PR j A is the random noise.
IV. AN IMPROVED ALGORITHM OF VARIANCE COVARIANCE ESTIMATION IN KALMAN FILTERING
Since a great number of measurement epochs would be available to offer sufficient redundant measurements, a simplified algorithm of variance-covariance estimation will be introduced in Kalman filtering. The crux is still to calculate the measurement residuals and the redundancy contribution.
A. THE KALMAN FILTER
On the basis of the system model proposed above, the KF is further structured straightforwardly. The state equations (5) - (15) and measurement equations (16) - (20) are separately generalized by the discrete nonlinear system models as below
wherein, X k is the state vector as determined in Subsection III-A. f () and h() are nonlinear mathematical functions, and they are constructed from equations (5) - (15) and (16) - (20) respectively. W k−1 is the process noise vector. k−1 is the coefficient matrix. k is the measurement noise vector. Specifically, W k−1 and k−1 are given as 
are the angular rate and specific force by weighting the measurements of three IMUs at epoch k, as follows:
wherein, P ωj(k−1) and P fj(k−1) are the weights of the angular rate and specific force from a certain IMU, at epoch k − 1 respectively. α 1(k−1) : α 2(k−1) : α 3(k−1) is the weight ratio of angular rate information at epoch k − 1. β 1(k−1) : β 2(k−1) : β 3(k−1) is the weight ratio of specific force information at epoch k − 1. Both of them are specifically mentioned in Subsection V-B. For the convenience of this research, a linearized system with state-space representation is considered and the system model at any time instant k could be written as
where A(k − 1) and C(k) are the Jacobian matrices of the nonlinear system models ( (21) and (22)), see Appendix for specific expressions. B(k − 1) is the coefficient matrix, with B(k −1) = k−1 . Assuming that the random vectors w(k −1) and (k) obey Gaussian distributions with zero mean: w(k − 1) ∼ N(0, Q(k − 1)) and (k) ∼ N(0, R(k)) with Q(k − 1) and R(k) positive definite. We can straightforwardly derive the optimal estimatex(k) of x(k) in the sense of unbiasedness and minimum variance as in Table 1 .
B. AN ALTERNATE PROSPECT OF KALMAN FILTER
There are various error resources in Kalman filter. It would be quite helpful to the performance evaluation if these error resources could be analyzed on their own. To this end, we divide the system innovation vector into 3 independent groups of residuals: the residuals of the measurement and process noise vectors, and the residuals of the predicted state vector excluding the effect of process noise [21] .
Therefore, let us study the stochastic information in KF in a novel way. Since the stochastic information is always associated with the optimal estimationx(k) of x(k) at k, three independent groups of stochastic information may exist as follows:
a. The measurement noise (k); b. The system noise w(k − 1); c. The noise on the predictedx(k/k −1) generated byx(k − 1) through the propagation of { (1), (2) · · · , (k − 1)} and {w(0), w(1) · · · , w(k − 2)}.
Normally, ''b'' and ''c'' will be together considered in x(k/k −1). Actually, the three different error resources should be separately analyzed. Defining the independent (pseudo-)observation groups as:
with their variance-covariance matrices
We can reformulate the system model through the following observation residual equations [21] , [34] :
where, l x (k), l w (k), and l z (k) are (pseudo-)measurement vectors. Usually, w 0 (k) = 0. By using the least squares principle to (25) -(33), the identicalx(k) could be obtained for x(k) as in Table 1 . The alternate formulation directly makes the measurement residuals available at each epoch as follows, which will be conducive to error analysis in Kalman filter [35] , [36] :
where
The variance matrices for (34) -(36) are
Evidently, all the measurement residual vectors are the functions of the system innovation d(k). We can characterize the residuals as uncorrelated sequences:
C. THE REDUNDANCY CONTRIBUTION IN KALMAN FILTERING
Let's assume that Q(k − 1) and R(k) are diagonal, the redundancy index for each of the measurement components in z(k) and w(k − 1) could be shown as
] ii (46) However, the total redundancy index of l x (k) cannot be resolved into its individuals because their components are correlated generally.
For the independent observation groups (25) - (27) , their individual redundancy indices are
here, ''tr'' represents trace. And it can be proved:
where r(k) is the number of the total redundancy at epoch k. p(k) is the dimension of the real measurement vector z(k).
D. THE SIMPLIFIED ALGORITHM OF VARIANCE COMPONENT ESTIMATION
Let's begin with a generic linearized model:
wherein, L is the n × 1 observation vector. ν is the n × 1 residual of L. x is the t × 1 parameter vector with a known approximate vector x (0) and the corresponding correction vector δx. F(x) is the nonlinear function of x. B, as the design matrix, is comprised of the partial derivatives of F(x) with respect to x at x (0) . L is normally distributed with its expectation vectorL and variance matrix D LL , denoted by L ∼ N(L, D LL ). In practical terms, D LL is given as
wherein, σ 2 0 is the variance of unit weight and P is the weight matrix of L.
The least-squares solution of (51) is
with its variance matrix
The model given above only deals with the variance of unit weight σ 2 0 because P is specified as known by using the available stochastic information about the measurements. However, the available stochastic information is limited and the choice of P needs to be improved. Fortunately, the variances for individual measurements or the variance components for independent measurement groups can be estimated posteriorly based on the measurement residuals in addition to achieving the least-squares solution of the parameters [34] .
The Helmert method is probably the most popular variance component estimation algorithm. The m types of observations are considered as the n i × 1 vector L i for i = 1, 2, . . . , m. Equation (51) is partitioned as below
with the partitioned variance matrix
where σ 2 0i (i = 1, 2, . . . , m) is the variance factor and P i is the weight matrix of L i . Equation (59) shows that L 1 , . . . , L i , . . . , L m correspond to different variances. The purpose of the variance component estimation is to calculate the variance factors σ 2 0i and adaptively or iteratively adjust the measurement weights or variances using the available measurements [34] . They could be estimated from the equation as below
for i, j = 1, . . . , m. It is inconvenient to solve the inverse of the m-dimensional square coefficient matrix in (60). Accordingly, some simplified formulas have been developed. Förstner developed a very popular simplification based on the measurement redundancy contribution [23] . On the basis of Förstner's simplification, an improved simplified algorithm is provided in the following for the further development of this research.
By applying the error propagation law to the least squares solution of (58) and (59), we can obtain the variance matrix of the residual vector ν i as below
wherein Q ν i ν i is the cofactor matrix. The expected value of the weighted sum of squared residuals from group i is
where n i is equal to the number of the total measurements in group i. And the following equation is satisfied: Herewith r i is the redundant index of L i and equals the redundancy contribution made by L i to the linearized system (51). Then the estimated variance factor σ 2 0i is Obviously compared with some classical or extended VCE algorithms (Förstner, 1979; Koch, 1986; Yu, 1996; Wang, 2010) , the above deduced VCE algorithm is simpler and more practical. Furthermore, it is easy to apply (67) because there is no extra computations since the measurement redundancy contribution is usually demanded in data processing for reliability analysis or outlier detection. To get reliable results, ordinarily all VCE algorithms require sufficient redundant measurements, so does (67). Meanwhile, with the measurement residuals in Subsection IV-B and the redundancy contribution in Subsection IV-C, an improved VCE algorithm applicable to this research is provided as:
For z(k), simplify its individual variance factors at epoch k asσ
And then, estimate the individual accumulative variance factor from the past k epochs aŝ
wherein, ν z i z i (k) is the i − th element of ν l z l z (k) at epoch k, see (36) . Similarly, simplify the individual variance factors for w(k− 1) at epoch k aŝ
wherein, ν w i w i (k) is the i − th element of ν l w l w (k) at epoch k, see (35) . Equations (69) and (71) indicate that the variance components of the matrix R and Q could be accumulatively estimated by using the residuals from all the past epochs, thus greatly improving the quality of estimation. This algorithm supposes that R(k) and Q(k − 1) are diagonal matrices.
V. ROAD TEST AND RESULTS
The proposed improved VCE algorithm based on unconventional integrated navigation strategy is adopted to process the navigation data from multiple low-cost IMUs and GPS integrated system on a land vehicle. To demonstrate the benefits of the individual modeling for systematic errors and measurements, choosing different low-cost IMUs from different vendors is the best choice. Several road tests were performed by our ground-based vehicle navigation system with a Harxon Mini Survey Antenna GPS500 and three IMUs (FOS/05M, ADIS16405BMLZ, and STIM300), as shown in Fig. 3(a) .
The experimental results are given in this section from one of our road tests. The used dataset was collected in Harbin, P.R.China, of which an 8-minute data fragment of the data source was selected for demonstration purpose. Fig. 4(a) reveals the environment where the measurements were made. As can be seen from Fig. 4(a) , the test environment was chosen on the urban highway, with the Songhua River and buildings around. Fig. 4(b) and Fig. 4(c) depict the trajectory and velocity profile of the test vehicle.
In order to obtain the ground truth as the reference, we equipped a high grade Fibre Optic Gyroscope (FOG) INS (gyroscope: constant drift less 0.01 • /h, random noise less 0.001 • /h; accelerometer: constant bias less 100µg, random noise less 10µg) developed by our research group on the test vehicle, as shown in Fig. 3(a) . Hence, the benchmark for attitude, velocity, and position can be provided by fusing the measurements of the high grade INS and the GPS.
A. FURTHER INSIGHTS OF THE UNCONVENTIONAL INTEGRATION MECHANISM
The distinctions between the conventional integration mechanism (left side) and the unconventional counterpart (right side) are shown in Fig. 5 . The acceleration vector and angular rate vector are only regarded as input of the mechanization in the conventional error state-based Kalman filter, while the realistic measurements of IMU directly participate in measurement update process in the unconventional Kalman filter. These extra measurements make the measurement redundancies in the unconventional Kalman filter for the body acceleration vector a b nb and angular rate vector ω b nb are evidently better than those in the conventional Kalman filter. Therefore, the accuracy of a b nb and ω b nb in the unconventional KF for multiple low-cost IMUs and GPS integrated system will be undoubtedly improved because they are not only predicted but also measured.
To better illustrate this matter, Fig. 6 and Fig. 7 show the comparisons between the raw IMU outputs and filtered signals. As can be seen from Fig. 6 , the overall variation of the IMU raw angular rates is slightly larger than that of the filtered angular rates. However, it is apparent from Fig. 7 that the overall fluctuation of the filtered accelerations is significantly lower than that of the IMU raw specific forces. The improvement is due to the introduction of the novel system model in the unconventional KF. What is worth mentioning, the raw output of the accelerometer in vertical direction includes gravity acceleration while the corresponding filtered acceleration does not. That is why there is a large difference (about 10m/s 2 ) between the raw and filtered acceleration values along the Down-axis in Fig. 7 , here we only compare the fluctuating ranges of the two curves. 
B. THE WEIGHT RATIO OF IMU MEASUREMENT INFORMATION
The measurements from multisource sensors generally have different accuracies. In the system, the weight ratio of measurements of the same type from each IMU could be calculated by using the method of variance component estimation and reasonably applied to the fusion-filtering. Straightforwardly, we use the ratio of variance at epoch k − 1 to give the weight ratio at epoch k − 1 and apply it to the fusion-filtering at epoch k.
Linear motion and circular motion are two main motion forms for a ground-based vehicle. Tangential acceleration and normal angular rate are two parameters that can reflect the apparent fluctuations during the two motions. To determine the weight ratio of IMU observables of the same type, the angular rate ω z in Z -axis and the specific force f y in Y -axis are selected from the outputs of the three IMUs. Fig. 8 depicts three-group variances of ω z , as identified at the 4th minute, with the variance ratio 6.144:6.520:4.455. Thus the weight ratio of angular rate information from the three IMUs is α 1 : α 2 : α 3 = 1.064:1:1.464 by conversion. Fig. 9 shows three-group variances of f y , with the variance ratio 5.987:4.788:2.918 at the 4th minute. Thus the weight ratio of specific force information from the three IMUs is β 1 : β 2 : β 3 = 0.8:1:1.641. Similarly, the weight ratio could be computed at each epoch and used in measurement updates. Fig. 10 -Fig. 13 exhibit the solution accuracy comparisons for kinematic trajectory parameters and attitude with or without the proposed improved VCE algorithm. Without using the VCE algorithm, the VC matrices Q and R of the process noise vector and the measurement vector are constants, which are given beforehand by empirical analysis on the system sensors. We can see that the estimations of kinematic trajectory parameters and attitude using the proposed VCE algorithm are more accurate and reliable than those without using VCE. The overall 3D position accuracy using the improved VCE algorithm is under 5m, which has a great improvement compared with the accuracy (10m) without using VCE. The estimation errors for velocity state vector in the three axial directions of body frame using the improved VCE algorithm are within −0.05 ∼ 0.15m/s, ±0.5m/s, and ±0.5m/s, respectively. The velocity error in the direction of travel is obviously reduced compared with that without using VCE. The estimation errors for acceleration state vector in the three axial directions of body frame are around ±0.5m/s 2 , ±1m/s 2 , and ±2m/s 2 , respectively. The stability of acceleration estimation is apparently enhanced by using the improved VCE algorithm. The accuracies for attitude (pitch, roll, and heading) are within ±2 • , ±0.4 • , and ±2 • , correspondingly. It is to be observed that the pitch angle has an apparent fluctuation during 3-4.5min. The trajectory curve in Fig. 4(b) illustrates that the vehicle experienced ups and downs in the test duration, which could affect the estimation of attitude angles (especially for pitch angle). It also indicates that the attitude estimation model still needs improvement so that it could be applied to more complex motion forms.
C. VERIFICATION FOR THE IMPROVED VCE ALGORITHM
D. IMU SYSTEMATIC ERROR ESTIMATION
The proposed VCE algorithm improves the KF stochastic model so that the IMU systematic errors, i.e. biases and scale factor errors of gyroscopes and accelerometers, could be more accurately estimated. As an example, this manuscript shows the systematic errors of IMU1 (the central IMU), as illustrated in Fig. 14 and Fig. 15 .
VI. CONCLUSION
This research fuses the information from one GPS receiver and three low-cost IMUs by applying the unconventional multi-sensor integration strategy based on kinematic trajectory model. The proposed posteriori variance-covariance components estimation algorithm does not require much computation and is easy to implement for this research. It can simultaneously estimate the measurement variance matrix R and the process noise variance matrix Q in real time, and reflect the realistic multi-source measurement information
and process noise. The measurement weights of each IMU are acquired by the posteriori variances and applied to Kalman filtering, achieving a better structure in the fusion algorithm. Furthermore, the systematic errors and measurements of each IMU are individually modelled in Kalman filtering, realizing the real-time estimation of them. The processing results of the experimental data have demonstrated the success of the proposed posteriori VCE algorithm with the improved solution performance and reliability.
However, there are still some deficiencies in this research work. Especially, 1) the accumulative variance component estimation approach is probably insufficient for estimating the noise in the GPS pseudoranges when the vehicle suddenly enters an urban canyon after moving into an open area, because the noise in the pseudoranges would suddenly increase. To address this situation, the possible future improvement would be introducing multi-suboptimal fading factors into the state prediction covariance matrix of the filtering algorithm so as to realize real-time adjustment. 2) This manuscript assumes that the measurements and process noise factors are uncorrelated, i.e. the VC matrices R and Q are diagonal. The components of process noise and even measurement noise are unlikely to be that way in practice. Considering the computational efficiency, we would first verify the correlation between different noise sources, then establish an effective covariance component estimation model by using the available measurement residuals, and finally selectively estimate the non-diagonal elements in R and Q matrices according to the verification results.
