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Resum 
 
Degut al constant augment en la producció  de continguts multimèdia en 
l’actualitat, s’ha creat la necessitat de generar eines per facilitar la seva gestió. 
Aquest treball té com a objectiu principal la descripció de continguts 
audiovisuals de manera automàtica. Està enfocat a l’anàlisi d’esdeveniments 
esportius, concretament al futbol. Es volen aconseguir anotacions com cap a 
on tendeix a anar la jugada o moments destacats per la realització. 
 
El treball està organitzat en cinc capítols: Els dos primers són els més teòrics, 
dedicats a l’estudi de l’estat de la tecnologia per la descripció de continguts. El 
tercer és on s’obtenen i s’analitzen els resultats experimentals. El quart és 
l’apartat de desenvolupament, s’implementen els descriptors escollits. En el 
cinquè es fa un breu resum del treball sencer i es discuteix sobre els objectius 
assolits i les futures línies de treball.  
 
En el primer capítol es busquen els descriptors més adients per analitzar 
esdeveniments futbolístics. Se centra en l’estudi de l’estàndard MPEG-7. Es fa 
una breu introducció de la seva necessitat actual, més tard es defineixen les 
seves parts i finalment s’analitzen els descriptors visuals i es decideix que els 
descriptors visuals de moviment són els que s’adeqüen més a les nostres 
necessitats. 
 
En el segon capítol es focalitza en els descriptors visuals de moviment. Es 
mostra com quantificar el moviment d’una seqüència d’imatges, es defineix el 
concepte vector de moviment. A més a més, es descriuen els diversos tipus de 
vectors de moviment existents: Motion Field i Optical Flow. 
 
En el tercer capítol es realitza un estat de l’art en llibreries de processat d’ 
imatge i descodificació de vídeo. Es cerca la implementació de la manera més 
eficient dels vectors de moviment. S’estudien tant els vectors obtinguts com la 
velocitat amb la que s’han aconseguit.  
 
En el quart capítol finalment es desenvolupen els descriptors de moviment 
triats amb les llibreries anteriorment seleccionades i s’anoten els resultats 
seguint les pautes descrites per l’estàndard MPEG-7. 
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Overview 
 
 
Due to the constant increase in the production of multimedia content, the need 
to build tools to facilitate their management has arisen. The main aim of this 
work is to find a way of describing audiovisual content automatically. The 
analysis is focused on sports events, especially football. Annotations like where 
the play tends to go or what the production highlights is what is looked for. 
 
The work is organized into five chapters: The first two are the most theoretical 
ones, devoted to the study of the current state of the technology for the content 
description. The third chapter is where the experimental results are obtained 
and analyzed. The fourth is the development section, where the chosen 
descriptors are implemented. The fifth is a short summary of the whole study, a 
discussion of the achievements and the future lines of work. 
 
The first chapter covers the search for the most appropriate descriptors to 
analyze football events. It focuses on the study of the MPEG-7. It begins with 
an introduction of the present need for these descriptors, followed by the 
definition of its most important parts and finally the visual descriptors are 
analyzed. Subsequently we decided that the visual motion descriptors are the 
most suitable to our goals. 
 
The second chapter focuses on the visual motion descriptors themselves. It 
explains how to quantify the movement of a sequence of images, defining the 
concept of motion vector. Furthermore the existing types of motion vectors are 
described: Motion Field and Optical Flow. 
 
The third chapter sets a state of the art in libraries of image processing and 
video decoding. It seeks the most efficient implementation of motion vectors. 
Both the motion vectors obtained and the speed at which they have been 
achieved are studied. 
 
Finally, in the fourth chapter the chosen motion descriptors are developed with 
the libraries previously selected and the annotations are written following the 
guidelines described by the MPEG-7. 
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INTRODUCCIÓ 
 
En una era on la producció de vídeo digital és a l’ordre del dia, es necessiten 
eines per automatitzar i facilitar la seva gestió.  
 
Actualment, pàgines web com YouTube emmagatzemen 48 hores de vídeo al 
minut i cadenes de televisió cada cop disposen de més canals. Tot aquest 
material audiovisual s’ha de classificar de la millor manera possible per tal 
d’agilitzar la seva cerca a posteriori.  
 
Avui en dia la tècnica més usual per catalogar un vídeo és  assignar-lo en una 
categoria específica i adjudicar-li un conjunt de paraules clau. Per exemple, un 
partit de futbol aniria a la secció d’esports i les paraules clau podrien ser 
―Barça-Madrid‖, ―5-0‖, ―Xavi‖, ―Villa‖, ―Pedro‖ i ―Jeffren‖. Aquest estil de 
classificació resumeix de manera molt efectiva les dades més importants dels 
continguts multimèdia, però escasseja en definir característiques més 
específiques del minut a minut com, seguint aquest exemple, podria ser saber 
quan ha succeït un gol, una falta, un penalti, etc. Amb aquesta informació es 
podrien realitzar cerques en les bases de dades de manera molt més refinada. 
Però l’obtenció d’aquestes dades a través d’una màquina és complexa i 
requereix d’una investigació prèvia de la informació bàsica que es pot 
aconseguir a partir d’un contingut audiovisual i aquesta és la motivació d’aquest 
estudi. 
 
En aquest treball s’analitzaran continguts multimèdia a través del processat de 
la senyal de vídeo. L’objectiu principal és descriure atributs visuals de baix 
nivell que proporcionin informació característica d’esdeveniments esportius, 
especialment de futbol. Per fer-ho s’investigaran quines són les maneres 
existents per descriure un vídeo i se’n seleccionarà aquella que es cregui més 
adequada als nostres objectius. Aquest és un estudi preliminar i no s’aspira a 
poder identificar un esdeveniment d’alt nivell semàntic com l’autor d’un gol o 
d’una falta, sinó que es cerca descriure conceptes més bàsics com a cap a on 
tendeix a  anar una jugada o la detecció de diferents tipus de plans.  
 
Com a objectiu secundari es pretén realitzar els càlculs matemàtics per l’anàlisi 
dels continguts audiovisuals de la manera més òptima possible, és per això que 
s’han provat diverses llibreries de programació i s’han valorat tant els resultats 
obtinguts com els costos computacionals de cada una. 
 
En aquest estudi s’ha intentat adquirir una visió global dels diferents factors 
intervinents i aprofundir en aquells més adients per complir els nostres 
objectius. 
 
El treball s’ha organitzat en cinc capítols. El dos primers se centren en la part 
teòrica, el tercer en la part experimental, el quart en la part d’implementació i el 
cinquè en l’anàlisi de totes les parts en conjunt i en la discussió de futures línies 
de treball. 
 
 
  
Tot seguit es resumeix de manera concisa el fil conductor d’aquest treball a 
través dels quatre primers capítols: 
 
El primer capítol està basat en la recerca dels descriptors més adequats per 
analitzar esdeveniments futbolístics. Per fer-ho s’ha centrat en un estàndard de 
referencia ja existent com és MPEG-7. A l’inici es fa una breu introducció de 
l’estàndard, més endavant es parla de l’abast que vol aconseguir, més tard es 
descriuen les seves parts principals i per acabar s’analitzen els descriptors 
visuals i es determina que els descriptors de moviment són els més qualificats 
per a les nostres necessitats. 
 
El segon capítol se centra en els descriptors visuals de moviment. S’assenyala 
com estimar el moviment d’una seqüència d’imatges, es detallen les 
interpretacions realitzades sobre com es desplaça un píxel a través del temps i 
mitjançant aquesta explicació es defineix el concepte vector de moviment. En 
aquest punt s’especifiquen diverses tècniques per tal d’obtenir aquests vectors, 
i per fer-ho es diferencien els vectors de moviment de Motion Field amb els 
d’Optical Flow. 
 
El tercer capítol es focalitza en l’obtenció del moviment de la manera més 
òptima. A l’inici s’estudia el format de vídeo que es tracta. Més endavant es 
realitza  un resum de l’estat de l’art en llibreries de processat d’imatge i 
descodificació de vídeo, es busca aconseguir els vectors de moviment de la 
manera més eficient. S’estudia tant la informació proporcionada pels vectors 
adquirits com el temps computacional que s’ha tardat per la seva obtenció. 
 
El quart capítol és el de desenvolupament. Es defineixen els descriptors de 
moviment triats i s’implementen amb les llibreries anteriorment seleccionades. 
S’especifica l’anotació realitzada de cada descriptor seguint les pautes de 
l’estàndard MPEG-7. 
 
Addicionalment s’han realitzat una sèrie d’annexes per tal d’aprofundir en 
diversos aspectes del treball.  
 
El primer annex és sobre la llibreria de processat d’imatge OpenCV. 
 
El segon annex és sobre un descriptor de moviment propi enfocat a un altre 
àmbit esportiu com és el de la F1, demostrant d’aquesta manera que els 
descriptors de moviment poden ser efectius en altres camps. 
 
El tercer annex és sobre el software desenvolupat per l’extracció automàtica 
dels descriptors de moviment. Es descriuen les llibreries que s’han utilitzat per 
implementar-lo i es detalla el seu funcionament a nivell d’usuari. 
 
Cal destacar que els vídeos tractats en aquest treball han estat  proporcionats 
per Televisió de Catalunya.  
 
A més a més, referent a l’impacte ambiental d’aquest estudi, no s’ha trobat cap 
element a destacar a part del consum elèctric a l’hora de programar i realitzar 
els processos computacionals. 
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1. COM ES DESCRIU UN VÍDEO? 
 
1.1. Visió general del procés 
 
La descripció de continguts audiovisuals consisteix en associar unes 
metadades als continguts propis de l’àudio i del vídeo que ens proporcionin 
informació (normalment textual) sobre les característiques i continguts dels 
senyals audiovisuals. Per poder interactuar entre diferents eines o aplicacions 
informàtiques és interessant que aquestes anotacions estiguin regulades per 
estàndards. Probablement l’estàndard més conegut en aquest àmbit és 
l’estàndard ID3 per anotar temes musicals. Però el nostre objectiu es descriure 
continguts visuals, és per això que s’ha empleat l’estàndard MPEG-7, un 
estàndard que pretén estandarditzar contingut audiovisual d’una manera molt 
flexible. 
 
A l’apartat 1.2.1. es farà una breu introducció d’aquest estàndard i dels seus 
orígens, més endavant,  en el 1.2.2, es parlarà de l’abast que vol aconseguir, 
què és el que vol estandarditzar i tot seguit en el 1.2.3. es resumiran totes les 
seves parts. Un cop fet això, el 1.2.4., es centrarà en els descriptors visuals i en 
el 1.2.5. s’analitzarà quins són els més adients pel nostre objectiu. 
 
1.2. MPEG-7 
 
1.2.1. Introducció 
 
En una era on la producció de contingut multimèdia és més fàcil que mai i va en 
augment, sorgeix la necessitat de generar eines capaces de descriure aquests 
continguts de manera automàtica per tal de millorar la seva gestió. D’aquí neix 
l’estàndard MPEG-7, per la descripció de contingut audiovisual. 
 
El Moving Picture Experts Group (MPEG) és un grup de l’organització ISO/IEC 
encarregat del desenvolupament d’estàndards internacionals. Conegut 
originàriament pels seus estàndards de compressió, descompressió i 
processament de vídeo i àudio. Ha desenvolupat els següents estàndards: 
 
- MPEG-1: Estàndard inicial de compressió d’àudio i vídeo. Dissenyat 
principalment per emmagatzemar contingut audiovisual en un CD. Inclou 
el conegut MPEG-1 Audio Layer III (MP3). 
 
- MPEG-2: Estàndard enfocat a la difusió de vídeo i àudio de qualitat a 
través de la TV. Utilitzat per les operadores de televisió per satèl·lit i 
cable i adaptat pels DVD de vídeo. 
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- MPEG-4: Estàndard de compressió avançat que suporta ―objectes‖ de 
vídeo/àudio, contingut en 3D, codificació a baixa velocitat de transmissió 
de dades i gestió de drets digitals. 
 
- MPEG-7: Estàndard per la descripció de continguts audiovisuals. Busca 
descriure i enllaçar els elements audiovisuals i trobar i seleccionar la 
informació que l’usuari necessita. 
 
- MPEG-21: Estàndard per la distribució de continguts per mitjans 
audiovisuals. L’objectiu és la definició del terme ―objecte digital‖ per tal 
d’identificar els serveis que se li han d’oferir a l’usuari. 
 
Els primers estàndards d’MPEG tractaven de representar el contingut 
audiovisual en bits de la manera més eficient possible. Però en MPEG-7 la 
seva filosofia va canviar, era el moment de codificar ―bits que parlessin dels 
bits‖ [4], és a dir, dades que descrivissin la informació, metadades. 
 
1.2.2. Abast 
 
La tecnologia i els estàndards envelleixen i es tornen obsolets en poc temps. 
Per evitar això, un dels punts que s’ha tingut en compte a l’hora d’escollir 
MPEG-7 ha estat la seva flexibilitat. MPEG-7 especifica només les normes 
fonamentals per assolir els seus objectius [1] i fa que aquestes siguin flexibles.  
D’aquesta manera s’afavoreix la interoperabilitat entre l’estàndard i el seu ús. 
 
Com es pot veure en la Fig. 1.1, l’abast de l’estàndard és especificar el format 
de la descripció – sintaxis i semàntica – i la seva descodificació. Elements que 
no estan estandarditzats són les tècniques d’extracció i codificació i el seu 
―consum‖ ( la manera en que s’utilitzin els descriptors).  
 
 
 
Fig. 1.1 Abast de l’MPEG-7 
 
 
Com a conseqüència d’això, es poden extreure els descriptors de la manera 
més adient per l’usuari, fet que s’adequa a un dels objectius principals d’aquest 
treball, realitzar el processat d’imatge de la manera més òptima tenint en 
compte els formats de vídeo dels que es disposa.  
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1.2.3. Organització de l’estàndard 
 
Per poder generar els descriptors visuals de manera compatible amb 
l’estàndard, s’han estudiat tots els continguts de MPEG-7 de manera global. 
L’estàndard està estructurat en 10 parts [2]. Les primeres 5 són les eines 
referents a la tecnologia pròpiament d’MPEG-7 mentre que la resta són parts 
de suport. Es llisten a continuació: 
 
Part 1 – Systems: Especifica les eines necessàries per preparar les 
descripcions d’MPEG-7 perquè puguin ser transportades de manera eficient i 
puguin ser emmagatzemades (binarització). A més a més permet la 
sincronització entre contingut i descripcions i defineix les eines relacionades per 
organitzar i protegir els drets intel·lectuals. 
 
Part 2 – Description Definition Language (DLL): Especifica el llenguatge per 
definir nous esquemes de descripció ( i possiblement la creació de nous 
descriptors, part encara no definida). 
 
Part 3 – Visual: Especifica els descriptors i els esquemes de descripció 
encarregant-se exclusivament de la part visual. 
 
Part 4 – Àudio: Especifica els descriptors i els esquemes de descripció 
encarregant-se exclusivament de la part associada al so. 
 
Part 5 – Generic Entities and Multimedia Description Schemes (MDS): 
Especifica els descriptors i els esquemes de descripció encarregant-se 
exclusivament de les parts genèriques ( parts no referents ni al àudio ni al 
vídeo) i els relaciona amb els elements multimèdia. 
 
Part 6 – Refence software: Inclou una implementació del software experimental 
de les parts descrites per MPEG-7. 
 
Part 7 – Conformance testing: Defineix guies i procediments  per comprovar 
que tant descriptors generats, com motors que utilitzin aquests descriptors, 
segueixin l’estàndard. 
 
Part 8 – Extraction and Use of MPEG-7 Descriptions: Dona consells per 
extreure i utilitzar les eines de descripció. 
 
Part 9 – Profiles and levels: Ajunta un conjunt de perfils i procediments de 
referència. 
 
Part 10 – Schema Definition: Ajunta un conjunt d’esquemes de descripció de 
referència. 
 
Un cop totes les seccions s’han descrit breument, s’aprofundirà en la part que 
ens interessa més, la part 3, descriptors visuals. 
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1.2.4. Descriptors Visuals 
 
Els descriptors visuals són descriptors de baix nivell que permeten identificar, 
categoritzar o filtrar imatges o vídeos. Es pot distingir entre els descriptors 
principals de color, textura, forma i moviment, d’entre els descriptors enfocats a 
una aplicació concreta, com poden ser els descriptors de  reconeixement facial. 
A continuació es farà una breu presentació dels descriptors visuals  
principals [1]: 
 
- Descriptors de color: El color és una de les característiques més 
utilitzades per l’obtenció d’imatges i vídeos. Les característiques del 
color són robustes a l’angle de visió, translació o rotació de les regions 
d’interès. L’estàndard actual defineix sis descriptors del color que 
defineixen diferents aspectes del color, com per exemple el color 
dominant, la dispersió espacial del color i l’estructuració del color en 
l’espai. Es pot veure un exemple en la Fig. 1.2. 
 
Fig. 1.2 Descriptors de color [3] 
 
 
- Descriptors de textura: Textura es refereix a patrons visuals que tenen 
propietats homogènies o no, resultat de la presència de múltiples colors 
o intensitats en la imatge. És una propietat de qualsevol superfície 
incloent patrons com el dels núvols, arbres o cabells. Conté informació 
estructural sobre les superfícies i la seva relació amb el medi que les 
envolta. És una eina molt útil quan s’han de buscar textures 
específiques. Es pot observar una sèrie d’exemples en la Fig. 1.3. 
 
 
Fig. 1.3 Descriptors de textura [3] 
 
8  Descriptors de vídeo de baix nivell 
- Descriptors de forma: Descriu les regions i els contorns d’una imatge. 
Aplicacions en les que s’utilitza habitualment són en la recerca de 
caràcters, logos i objectes específics. Exemples de descriptors de forma 
en la Fig. 1.4 
 
 
Fig. 1.4 Descriptors de forma [3] 
 
 
- Descriptors de moviment: Destinat a capturar el moviment essencial 
d’una seqüència de vídeo en descriptors concisos i eficients. Els seus 
descriptors més importants descriuen la sensació de quantitat de 
moviment en una imatge i el moviment causat per les operacions de 
càmera. Es pot apreciar els moviments bàsics realitzats per una càmera 
en la Fig. 1.5. 
 
Fig. 1.5 Descriptors de moviment [3] 
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1.2.5. Anàlisi Descriptors Visuals 
 
Un cop definits els descriptors visuals proporcionats per l’estàndard MPEG-7, 
es va analitzar quin seria el descriptor que donaria una informació més rellevant 
a l’hora de descriure esdeveniments esportius. 
 
Centrant-se en futbol, ràpidament es van seleccionar com a descriptors 
candidats els descriptors de color i els de moviment.  
 
- Per una banda, els descriptors de color podrien proporcionar informació 
de quin tipus de pla es mostra a la imatge. En un pla general la imatge 
està coberta principalment pel camp de futbol i predomina el color verd, 
en canvi quan s’enfoca a un jugador específic o al públic hi ha una 
varietat de colors.  
 
- Per altra banda, els descriptors de moviment descriuen la fluïdesa de la 
seqüència de vídeo, ens podrien informar sobre jugades realitzades i 
esdeveniments característics. L’objectiu no seria identificar una jugada 
exacte, sinó extreure descripcions més a baix nivell com per exemple 
cap a quina direcció tendeix a anar la càmera. A més a més, analitzant 
el moviment es podrien detectar zooms, moments característics del 
partit. 
 
La informació proporcionada pels descriptors de moviment ens va semblar molt 
interessant, la més adequada per descriure esports com el futbol, on hi ha un 
estil de realització que fa que la càmera es bellugui constantment. 
Addicionalment, l’estudi de descriptors de colors ja ha estat molt tractat en la 
literatura i es confia que els descriptors de moviment aportin nous àmbits per 
explorar. Per aquests motius a partir d’aquest moment es va decidir prendre els 
descriptors de moviment com els descriptors de referència pel nostre objectiu. 
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2. DESCRIPTORS VISUALS DE MOVIMENT 
 
2.1. Descriptors visuals de moviment MPEG-7 
 
L’estàndard MPEG-7 descriu 4 descriptors de moviment: Motion Activity, 
Camera Motion, Motion Trajectory i Parametric Motion. Tot seguit es detallarà 
cadascun d’ells: 
 
- Motion Activity: L’ésser humà quan visualitza un vídeo percep cada 
segment com una seqüència lenta, ràpida, o una barreja de les dues. 
Aquest descriptor s’encarrega de capturar aquesta sensació de quantitat 
de moviment. Per exemple, escenes com ―quan es marca un gol en un 
partit de futbol‖  o ―quan hi ha una persecució de cotxes‖ són exemples 
de seqüències amb una quantitat de moviment elevada. Mentre que 
escenes com ―una entrevista de televisió‖ o ―un pla panoràmic d’un 
documental‖ són seqüències lentes. 
 
- Camera Motion: Aquest descriptor suporta totes les operacions que es 
poden realitzar en una càmera com ara translacions, rotacions i canvis 
en la distancia focal. Les vuit operacions bàsiques d’una càmera, es 
poden veure definides en la Fig. 1.5, són el panning (rotació horitzontal), 
tracking (moviment transvers horitzontal), tilting (rotació vertical), 
booming (moviment transvers vertical), zooming (canvi de la distancia 
focal), dollying (translació endavant i endarrere dels eixos òptics), rolling 
(rotació al voltant dels eixos òptics) i finalment el fixed (absència 
d’operació). 
 
- Motion Trajectory: Descriu els desplaçaments d’objectes en el temps. Es 
defineix un objecte en una regió espai-temporal del vídeo i es rastreja un 
punt específic utilitzant models matemàtics. 
 
- Parametric Motion: Representa el moviment d’una regió o de la imatge 
sencera mitjançant models paramètrics de moviment clàssics. 
Implementa 5 models a escollir: Translacional (2 paràmetres), rotacional 
(4 paràmetres), afí (6 paràmetres), perspectiu (8 paràmetres) i quadràtic 
(12 paràmetres). 
 
 
2.2. Com quantificar el moviment d’un vídeo 
 
Un cop definits els descriptors de moviment, es van estudiar els conceptes 
bàsics per entendre com es pot quantificar el moviment d’un vídeo. 
 
Un vídeo és una seqüència d’imatges en les quals els seus píxels es desplacen 
a través del temps. Si s’aconsegueixen relacionar aquests píxels entre imatge i 
imatge, es pot captar quin moviment es crea al llarg del temps. La unitat bàsica 
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que permet descriure aquesta relació és el que s’anomena vector de moviment. 
A continuació es descriurà de manera simple el que és i en l’apartat següent 
2.4. es definiran els tipus que hi ha de forma més detallada. 
 
 
2.2.1. Vectors de moviment 
 
Si s’agafen dues imatges consecutives d’un vídeo i es divideixen en blocs, un 
vector de moviment seria el vector que relaciona els dos blocs més semblants 
entre els dos frames. Es pot veure un exemple en la imatge següent (Fig. 2.1). 
 
 
Fig. 2.1 Vectors de moviment 
 
 
En aquest exemple es pot veure una cara groga que es va movent en un fons 
blanc i el vector de moviment que les relaciona.  
 
Si es vinculessin tots els blocs de les dues imatges, es tindria el moviment  
global de la imatge. Com que això és el que es vol, interessa aconseguir tots 
els vectors de moviment d’una imatge. Per fer-ho existeixen diferents maneres 
que es veuran en el següent apartat.  
 
 
2.3. Tècniques de quantificació del moviment d’un vídeo 
 
Com s’ha vist en la secció anterior per obtenir el moviment d’una seqüència 
d’imatges són necessaris els vectors de moviment. En aquest apartat es 
definiran els dos tipus que existeixen: Optical Flow i Motion Field. 
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2.3.1. Motion Field 
 
Aquest tipus de vectors de moviment fan referència a vectors de velocitat 
associats a un punt o a una regió de la imatge. Són una projecció en 2D del 
camp de velocitats original en 3D. Indiquen com varien els diferents punts o 
regions d’una imatge al llarg del temps del vídeo. Per exemple, en la Fig. 2.2 es 
pot veure com un observador (O), està mirant un objecte Po, que es mou a una 
velocitat Vo, a través d’una imatge on queda projectat com objecte Pi, amb 
velocitat Vi. 
 
Fig. 2.2 Motion Field. [5] 
 
 
Aquests vectors es poden obtenir calculant-los o, depenent del format de 
compressió del vídeo, extraient-los. A continuació es detallarà cada procés. 
 
2.3.1.1. Càlcul de vectors de moviment mitjançant Block Matching 
 
Per calcular el Motion Field s’implementa un algoritme anomenat Block 
Matching. 
 
Aquest algoritme, com es pot veure en la Fig. 2.3, consisteix en [6]  dividir les 
imatges en blocs rectangulars i per un bloc seleccionat intentar trobar un bloc 
similar en la imatge anterior o posterior. És un algoritme d’Sparse Motion ja  
que no intenta relacionar tots els píxels de la imatge, sinó que la divideix en 
blocs. Per cercar cada bloc es defineix una finestra de cerca centrada en la 
posició del bloc a buscar. La suposició que s’assumeix és que el moviment en 
la imatge provoca que la major part dels píxels d’un bloc es mogui  de manera 
consistent en una distancia i direcció específica. 
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La dimensió dels blocs acostuma a ser 16x16 i la de l’àrea de cerca 4 vegades 
la grandària del bloc, és a dir, en el nostre cas, 64x64. Per una banda, com 
més precís es vulgui captar el moviment, més petita ha de ser la grandària dels 
blocs. Per altra banda, com més elevat sigui el moviment, més gran ha de ser 
la finestra de cerca per poder detectar-lo. Lo ideal seria que cada píxel fos un 
bloc i que la imatge sencera fos l’àrea de cerca, però això requeriria un cost 
computacional molt elevat, és per això que cal buscar un compromís adequat 
entre els valors d’aquests paràmetres. 
 
Per buscar el bloc dins la finestra de cerca, s’utilitzen diferents algoritmes com 
Full Search, Three Step Search, Simple and Efficient Search, Four Step 
Search, Diamond Search, Spiral Search...El més simple és el Full Search, on 
es compara el bloc a buscar amb tots els blocs compresos dins la finestra de 
cerca, però a la vegada també és el que requereix un cost computacional més 
elevat, és per això que s’han desenvolupat altres estratègies de cerca, per 
millorar la rapidesa i així fer-ho de manera més optimitzada. La resta 
d’algoritmes de cerca estan explicats de manera detallada en les referencies 
[6][9]. 
 
 
Fig. 2.3 Algoritme de Block Matching 
 
 
Mentre es busca el bloc, es va comparant la similitud que hi ha d’un bloc a un 
altre, per mesurar aquesta distancia existeixen diferents tècniques, les més 
empleades són les següents: 
 
- La diferència mitjana absoluta: 
 
 (2.1) 
 
 
- La diferència mitjana quadràtica: 
 
   (2.2) 
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On: 
o F(i,j) és el bloc del frame anterior. 
o G(i+dx,j+dy) és el bloc del frame actual. 
o M i N són les dimensions del bloc. 
o (dx, dy) són les variables que indiquen la posició del bloc escollit 
dins l’àrea de cerca. 
 
S’acostuma a utilitzar la diferència mitjana absoluta degut a que pels ordinadors 
realitzar el valor absolut és una operació trivial, fet que redueix el cost 
computacional. 
 
Un cop empleat l’algoritme de cerca complert, s’escull aquell bloc que disposi 
de la diferència mínima respecte l’original i es traça el vector de moviment a 
partir del punt central de cada bloc. El procés es repeteix per fins a relacionar 
tots els blocs de la imatge. 
 
2.3.1.2. Extracció de vectors de moviment en flux de vídeo comprimits 
 
A l’hora de comprimir un vídeo, certs estàndards utilitzen una tècnica que 
s’anomena compensació de moviment. Tècnica que implementa l’algoritme 
Block Matching, procés que genera vectors de moviment. Entenent com 
funciona la compensació de moviment es podrà comprendre com extreure els 
vectors de moviment del flux de certs vídeos comprimits. 
 
Si ens fixem en la Fig. 2.4 veurem que entre dues imatges consecutives d’un 
vídeo, la diferència és mínima, semblen iguals. 
 
 
Fig. 2.4 Compensació de moviment 
 
 
Hi ha el que se’n diu redundància temporal, informació que es repeteix en el 
temps. Això els compressors de vídeo ho aprofiten i en comptes de guardar les 
dues imatges senceres el que fan és aplicar el procés anomenat compensació 
de moviment. 
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Per exemple, aquests són els passos de manera concreta i simplificada que es 
segueixen per implementar-lo en MPEG-2: 
 
- Es divideix el frame en blocs de 16x16. 
- Es realitza Block Matching a cada bloc. 
- Es guarden els vectors de moviment generats amb el seus frames de 
referència corresponents. 
- Es computa la diferència entre el blocs buscats i els de referència. 
- Es comprimeixen les diferències fent la transformada cosinus discreta 
(DCT). 
 
El procés de compensació de moviment és utilitzat pels estàndards  
MPEG-1/2/4 entre d’altres. 
 
 
2.3.2. Optical Flow 
 
Un altre estil de vectors de moviment són els que es poden obtenir mitjançant 
l’anomenat Optical Flow. Definits com [7] una estimació del Motion Field que es 
pot aconseguir amb la derivada de primer ordre del patró de brillantor de la 
imatge. Es pot veure un exemple en la Fig. 2.5 on una esfera està rotant sobre 
si mateixa. 
 
 
Fig. 2.5 Optical Flow [5] 
 
Per exemple, suposem un vídeo en blanc i negre. El vídeo seria una seqüència 
d’imatges que varien en el temps i cada imatge seria una matriu d’intensitats de 
lluminositat. Si es calculen els gradients d’aquestes intensitats en funció de la 
seva posició en l'espai de la imatge i s’observa com varien al llarg del temps, és 
a dir, intensitats (x, y, t), s’aconsegueix l’anomenat Optical Flow. 
 
2.3.2.1. Càlcul de vectors de moviment Optical Flow 
 
A l’hora de calcular l’Optical Flow s’assumeixen una sèrie de conceptes [8] 
(veure Fig. 2.6): 
 
- Brightness constancy: Un píxel procedent d’un objecte de la imatge no 
canvia d’intensitat mentre es mou de frame a frame. 
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- Temporal persistence: El moviment entre frames canvia lentament en el 
temps. Això significa que els increments temporals són tan ràpids en 
comparació al moviment de la imatge que el moviment dels objectes és 
relativament petit entre frame i frame. 
 
- Spatial coherence: Els punts veïns en una escena pertanyen a la 
mateixa superfície, tenen moviments semblants i es projecten en punts 
propers del pla de la imatge. 
 
 
 
Fig. 2.6 Suposicions Optical Flow [8] 
 
 
Els algoritmes més coneguts per calcular l’Optical Flow són els de: 
 
- Horn-Schunck: Algoritme iteratiu enfocat al Dense Motion, ja que vol 
rastrejar tots els punts de la imatge. 
 
- Lucas-Kanade: Algoritme iteratiu enfocat al Sparse Motion, ja que pot 
rastrejar només punts característics que se li hi indiquin. 
 
 
En aquest apartat s’han vist diferents tècniques per quantificar el moviment 
d’una seqüència d’imatges. El nostre objectiu idealment seria vincular tots els 
píxels de cada imatge en temps, implementant un algoritme de Dense Motion 
com el de Horn-Schunck, però això requereix un càlcul computacional molt 
elevat i és per això que ens centrem en algoritmes simplificats de Sparse 
Motion, que ens permetin realitzar una estimació del moviment global, com el 
de Block Matching de Motion Field o el de Lucas-Kanade de Optical Flow. 
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3. OBTENCIÓ DEL MOVIMENT  
 
Un cop definit com es pot captar el moviment i les maneres existents per fer-ho, 
en aquest capítol s’investigarà quines són les eines de programació més 
adients per la seva obtenció. 
 
Primer es parlarà dels formats de vídeo dels que es disposa en l’apartat 3.1, 
més tard s’analitzarà un conjunt de llibreries de processat d’imatge i vídeo en 
l’apartat 3.2 i  a continuació es traurà conclusions de quines són les més 
adients pel nostre cas en l’apartat 3.2.3. En aquest punt, es mostraran els 
resultats experimentals del treball, a l’inici es farà una presa de contacte amb 
Matlab en l’apartat 3.3, després es programarà de forma eficient amb les 
llibreres escollides, en els apartats 3.4 i 3.5, i per acabar es farà una 
comparativa observant els resultats obtinguts i se n’extraurà conclusions en 
l’apartat 3.6. 
 
3.1. Format de vídeo a tractar 
 
Aquest treball està enfocat a esdeveniments esportius, i concretament als 
events de vídeo proporcionats per Televisió de Catalunya. És per això que un 
factor que s’ha tingut molt en compte ha estat el perfil de vídeo a tractar. 
 
El format dels vídeos és el següent: 
 
- Còdec: DVCPRO25 
- Resolució: 720x576 
- FPS: 25 
- Bitrate: 25 Mbits/s 
 
El seu ratio de compressió és 5:1, comprimeix a partir de la transformada 
cosinus discreta (DCT) i no utilitza la redundància temporal del vídeo, tècnica 
de compressió explicada en l’apartat 2.4.1.2 
 
Per descodificar aquest format existeixen diversos descompressors fets per 
vàries companyies com per exemple Matrox1, Adobe i Pinnacle2. 
S’implementen a través de marcs de desenvolupament multimèdia, que són els 
encarregats de cridar-los i gestionar la informació processada. 
 
A partir d’aquestes dades es va realitzar un estat de l’art sobre les llibreries de 
d’imatge i vídeo que s’adequaven millor tant pel nostre perfil de vídeo, com pel 
nostre objectiu d’obtenció de vectors de moviment. 
 
 
 
 
                                            
1
 Empresa canadenca dedicada a desenvolupar xips gràfics i components per ordinador. 
2
 Empresa americana que manufactura tant hardware com software de vídeo digital. 
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3.2. Estat de l’art en llibreries d’imatge i vídeo 
 
En aquest apartat s’ha buscat i analitzat un conjunt de llibreries d’imatge i vídeo 
per tal d’assolir tres objectius concrets. Per una banda es busca localitzar 
llibreries de processat de la imatge que a partir de les seves funcions ens 
facilitin l’obtenció dels vectors de moviment. Per altra banda, també es pretén 
trobar llibreries de descodificació de vídeo que ens proporcionin un frame, de la 
manera més òptima possible, tenint en compte el format de vídeo del que es 
disposa. Finalment, es vol trobar una llibreria que permeti extreure els vectors 
de moviment d’un vídeo que utilitzi compensació de moviment. 
 
Per assolir els objectius, primer es descriuran les llibreries de processat de la 
imatge, més tard es detallaran les de descodificació del vídeo i per acabar 
s’escolliran les llibreries més convenients analitzant les proves fetes i extraient-
ne conclusions. 
 
Les llibreries que s’han investigat són les següents: 
 
- Llibreries processat d’imatge. 
o CImg 
o Integration Vision Toolkit (IVT) 
o VXL 
o OpenCV 
 
- Llibreries descodificació de vídeo. 
o Video for Windows (VFW) 
o DirectShow 
o GStreamer 
o FFMPEG 
o VideoMan 
 
3.2.1. Llibreries processat d’imatge 
 
De cada llibreria es farà un breu resum i s’analitzarà quines funcions ens 
proporciona. Per tal de facilitar la comparativa, s’ha intentat seguir la mateixa 
estructura per cada descripció i utilitzar la mateixa nomenclatura per les 
funcions. 
 
3.2.1.1. CImg 
 
El nom CImg representa Cool Image. És una llibreria de codi lliure de processat 
d’imatge genèrica escrita en C++. És multi-plataforma i està distribuïda sota la 
llicencia CeCILL-C3 que permet el desenvolupament d’aplicacions comercials. 
                                            
3
 CEA CNRS INRIA Logiciel Libre és una llicència de software lliure francesa adaptada tant de 
manera internacional com a la legalitat francesa. 
 http://www.cecill.info/licences/Licence_CeCILL-C_V1-en.txt 
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És una llibreria dissenyada per realitzar operacions simples amb imatges de 
manera efectiva. Ofereix les següents col·leccions de funcions: 
 
- Carregar i guardar imatges (I/O). 
- Processament de la imatge bàsic (Transformacions de color, pintat de 
formes geomètriques a la imatge, enfocar/desenfocar, afegir soroll...). 
- Operacions matemàtiques.(Càlculs amb matrius, vectors, transformades, 
optimizadors de funcions...). 
- Representació de les imatges a través d’un GUI4. 
 
 
3.2.1.2. IVT 
 
El nom IVT representa Integration Vision Toolkit. És una llibreria de codi lliure 
desenvolupada pel Karlsruhe Institute of Technology (KIT). Està escrita en C++,  
distribuïda sota la llicencia BSD5 i és multi-plataforma. Les seves llibreries han 
estat optimitzades per l’empresa Keyetech6. Disposa dels següents conjunts 
funcions: 
 
- Carregar i guardar imatges (I/O). 
- Processament de la imatge bàsic. (Transformacions de color, pintat de 
formes geomètriques a la imatge, enfocar/desenfocar, afegir soroll...). 
- Calibrat de càmeres. (Preparacions per gravar amb una o amb dues 
càmeres). 
- Classificadors. (Algoritmes per segmentar i classificar dades com el de 
k-means o expectation-maximization (EM) ). 
- Processament d’imatges en 3D.  
- Representació de les imatges a través d’un GUI. 
- Captura i manipulació de vídeo.  
- Operacions matemàtiques. (Càlculs de matrius, vectors, transformades, 
optimizadors de funcions...). 
- Algoritmes de tracking. (Funcions de rastreig del moviment de la imatge 
o d’objectes en concret). 
- Computació de característiques locals. (Algoritmes pel càlcul de píxels o 
conjunts de píxels amb característiques concretes com podrien ser els 
contorns de la imatge). 
- Multithreading. (Algoritmes preparats per funcionar amb dos o més 
processadors en paral·lel). 
 
 
                                            
4
   Graphical User Interface. Interfície gràfica que permet visualitzar imatges per representar 
informació i realitzar operacions d’interacció amb l’usuari. 
5  Berkeley Source Distribution és una llicència que permet la implementació de software 
comercial i d’investigació sempre que s’especifiqui l’autor del codi original. 
http://www.linfo.org/bsdlicense.html 
6
 Keyetech ofereix tecnologies per la visió per ordinador, en particular per la 
robòtica i l'automatització en la indústria, així com en la investigació. 
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3.2.1.3. VXL 
 
El nom VXL representa Vision-something-Library, la idea és canviar la lletra ―X‖ 
per la lletra inicial de cada llibreria que implementa. Per exemple la llibreria de 
geometria es diu VGL, la numèrica VNL, etc. És una llibreria de codi lliure, 
multi-plataforma, escrita en C++. Disposa de copyright però es permet utilitzar-
la en aplicacions comercials. La llibreria és desenvolupada per un conjunt 
d’universitats com la Universitat de Manchester o la Universitat de d’Òxford. 
Les seves funcions s’engloben en: 
 
- Carregar i guardar imatges (I/O). 
- Processament de la imatge bàsic. (Transformacions de color, pintat de 
formes geomètriques a la imatge, enfocar/desenfocar, afegir soroll...). 
- Calibrat de càmeres. (Preparacions per gravar amb una o amb dues 
càmeres). 
- Classificadors. 
- Processament d’imatges en 3D.  
- Representació de les imatges a través d’un GUI. 
- Captura i manipulació de vídeo. 
- Operacions matemàtiques. (Càlculs de matrius, vectors, transformades, 
optimizadors de funcions...). 
- Algoritmes de tracking. (Funcions de rastreig del moviment de la imatge 
o d’objectes en concret). 
- Diferents sistemes de coordenades. ( coordenades cartesianes en 2D o 
en 3D, coordenades polars, coordenades geogràfiques...) 
- Estimadors robusts. (Algoritmes per pronosticar informació com el de 
Kalman).  
 
3.2.1.4. OpenCV 
 
El nom OpenCV representa Open Source Computer Vision Library. És una 
llibreria de codi lliure inicialment desenvolupada per Intel. Està distribuïda sota 
la llicència BSD, és multi-plataforma i escrita en C i C++. És utilitzada per grans 
empreses com IBM, Microsoft, Intel, SONY, Siemens, Google, Yahoo i centres 
d’investigació com Stanford, MIT, CMU, Cambridge i INRIA. Disposa de una 
gran varietat de cúmuls de funcions com: 
 
- Carregar i guardar imatges (I/O). 
- Processament de la imatge bàsic. (Transformacions de color, pintat de 
formes geomètriques a la imatge, enfocar/desenfocar, afegir soroll...). 
- Calibrat de càmeres. (Preparacions per gravar amb una o amb dues 
càmeres). 
- Classificadors. 
- Processament d’imatges en 3D.  
- Representació de les imatges a través d’un GUI. 
- Captura i manipulació de vídeo. 
- Operacions matemàtiques. (Càlculs de matrius, vectors, transformades, 
optimizadors de funcions...). 
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- Algoritmes de tracking. (Funcions de rastreig del moviment de la imatge 
o d’objectes en concret). 
- Diferents sistemes de coordenades. ( coordenades cartesianes en 2D o 
en 3D, coordenades polars, coordenades geogràfiques...) 
- Estimadors robusts. (Algoritmes per pronosticar informació com el de 
Kalman).  
- Computació de característiques locals. (Algoritmes pel càlcul de píxels o 
conjunts de píxels amb característiques concretes com podrien ser els 
contorns de la imatge). 
- Sistemes de reconeixement facial, de gestos i d’objectes en general. 
- Eines estadístiques per l’aprenentatge de màquines.( Models estadístics, 
arbres de decisió, arbres d’aleatorietat, xarxes neurals...) 
 
S’ha profunditzat més en OpenCV en l’annex 1. 
 
3.2.2. Llibreries descodificació de vídeo  
 
En l’apartat anterior l’objectiu era buscar funcions que ens facilitessin l’obtenció 
de vectors de moviment, en canvi, en aquest, com que totes les llibreries 
ofereixen la funció descodificar, es cerca la que ho faci de manera més òptima 
amb el perfil de vídeos dels que es disposa i la que faciliti l’extracció dels 
vectors de moviment. Dit això, en aquest apartat es descriurà cada llibreria i els 
anàlisis i conclusions es trobaran en la secció següent. 
 
3.2.2.1. Video for Windows (VFW) 
 
És el primer framework multimèdia creat per Windows. Proporciona funcions 
que permeten a una aplicació processar dades de vídeo. VFW es va introduir 
en Windows de 16 bits al 1992. Va aportar el conegut contenidor Audio Video 
Interleave (AVI). La seva API està escrita en C i és propietat de Microsoft, sols 
es pot executar en el seu sistema operatiu. Moltes de les seves 
característiques han estat substituïdes per el seu successor DirectShow. Tot i 
ser antic, molts programadors de software lliure segueixen implementant-lo 
degut a la seva versatilitat a l’hora de tractar el vídeo. 
 
3.2.2.2. DirectShow 
 
Framework multimèdia que neix al 1997 per substituir VFW. Originàriament 
creat per tal de reproduir els vídeos amb codificació MPEG-1. La seva API està 
escrita en C++ i és propietat de Microsoft, fet que limita la seva utilització al seu 
sistema operatiu. És considerada com una de les llibreries de desenvolupament 
de Microsoft més complexes a l’hora de programar. El seu successor és el 
framework Media Foundation incorporat en Windows Vista i Windows Seven, 
però no s’ha trobat cap implementació en cap llibreria de processat d’imatge i 
és per això que no s’ha estudiat. 
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3.2.2.3. GStreamer 
 
És un framework multimèdia de codi obert multi-plataforma. Utilitzat 
principalment en Linux amb l’entorn de d’escriptori GNOME7. Està escrit en C i 
es distribueix sota la llicència LGPL8.  
 
3.2.2.4. FFMPEG 
 
El seu nom indica Fast Forward MPEG. Són un conjunt de llibreries de software 
lliure capaces de codificar, descodificar i transportar video i audio. Està escrita 
en C i sota la llicència LGPL. La seva llibreria principal s’anomena libavcodec i 
és l’encarregada de la codificació i la descodificació. 
 
3.2.2.5. VideoMan 
 
És una llibreria de codi lliure escrita en C++ que ajuda a desenvolupar 
aplicacions que interaccionin amb vídeos. Està dissenyada per un espanyol 
sota llicència LGPL i és relativament nova. S’ha estudiat per vincular  
frameworks com DirectShow amb OpenCV. 
 
 
3.2.3. Anàlisis i conclusions 
 
El primer que es va estudiar van ser les llibreries de processat de la imatge. El 
nostre objectiu és l’obtenció de vectors de moviment i aquests es calculen 
mitjançant algoritmes de tracking. Les llibreries que ens proporcionaven 
aquests algoritmes són IVT, VXL i OpenCV. Tenint en compte això, es va 
aprofundir en les funcions específiques de tracking que oferia cada llibreria en 
concret. Les 3 proporcionaven algoritmes d’Optical Flow però l’única que 
disposava de l’algoritme de Block Matching era OpenCV. Com a conseqüència 
d’això, de l’elevat número de documentacions existents a la xarxa i de les 
seves optimitzacions a nivell de CPU proveïdes per Intel, la llibreria de 
processat de la imatge escollida va ser OpenCV. 
 
Era el torn de descodificar el vídeo. Aquesta part es divideix en dos blocs, el 
primer analitza com descodificar els vídeos pel procés de càlcul d’OpenCV i el 
segon estudia quina llibreria ens permet fer l’extracció dels vectors de la 
compensació de moviment. 
 
Per una banda, per operar amb les llibreries d’OpenCV primer es necessita 
descodificar el vídeo. OpenCV proporciona mètodes directes per obrir vídeos 
amb VFW o FFMPEG i mètodes alternatius per fer-ho amb DirectShow i 
                                            
7
 GNU Network Object Model Environment és un entorn d’escritor per sistemes operatius Unix. 
8
 GNU Lesser General Public Licens és una llicència de software lliure destacada principalment 
per la permissivitat que ofereix a l’hora de modificar el codi.  
http://www.gnu.org/licenses/lgpl.html
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GStreamer. Al principi es van realitzar proves de temps descodificant el vídeo 
amb VFW i FFMPEG. Les mesures eren casi idèntiques, s’obtenia una velocitat 
màxima de 100 FPS, velocitat molt lenta tenint en compte que sols s’efectuava 
el procés de descodificació. És per això que es va decidir implementar un 
senzill filtre amb DirectShow vinculant-lo amb OpenCV mitjançant VideoMan. 
Va ser una feina dura i els resultats no van millorar.  
 
Fetes aquestes proves i observant els resultats obtinguts ens vam adonar d’una 
característica curiosa, tots els resultats ens mostraven uns temps semblants de 
descodificació. És a dir, que per molts frameworks multimèdia que provéssim, 
el temps de descodificació sempre era semblant, fet que ens demostrava que el 
problema era independent del framework i venia d’un nivell inferior. La 
conclusió que es va extreure va ser que ―la culpa‖ del temps de descompressió 
era dels còdecs, del descompressor pròpiament dit.  
 
Cada framework integra els seus còdecs propis i a part utilitza els instal·lats per 
l’usuari. En aquest moment es van provar tota mena de còdecs que 
descodifiquessin DVCPRO25. Els únics còdecs que reproduïen el vídeo de 
manera correcte eren els proporcionats per les companyies Matrox i Adobe. Es 
van provar els dos i el que descodificava de la  manera més eficient era el 
proporcionat per Matrox, el que s’utilitzava inicialment. La conclusió final a la 
que es va arribar va ser que DVCPRO25 és un còdec professional que 
acostuma a ser descodificat mitjançant hardware, que degut al seu elevat 
bitrate de 25Mb/s es necessiten buffers de memòria que siguin molt eficients 
(100 FPS equivalen a 300MB/s) i que els còdecs desenvolupats per 
descodificar-lo en un ordinador convencional no estan lo suficientment 
optimitzats. Resumint,  el framework a utilitzar era independent, s’havia 
d’utilitzar OpenCV implementant el còdec de Matrox i ens havíem d’adaptar a la 
velocitat de 100 FPS a l’hora de descodificar el vídeo. 
 
Per altra banda,  es necessitava una llibreria per poder extreure els vectors de 
moviment d’un vídeo que implementés la compensació de moviment. La 
llibreria a escollir  havia d’oferir accés a les variables internes del 
descodificador. És a dir, es requeria d’una llibreria que desenvolupés el seu 
descodificador en codi lliure, per tal de que es pogués analitzar i localitzar on 
s’emmagatzemaven els vectors de moviment. La única llibreria que complia els 
nostres requisits era FFMPEG amb la seva llibreria de descodificació 
libavcodec. 
 
 
 
3.3. Desenvolupament base en Matlab 
 
Per iniciar la presa de contacte pràctica amb els vectors de moviment, es va 
programar l’algoritme de Block Matching per l’obtenció del Motion Field amb un 
entorn de fàcil desenvolupament com és Matlab.  
 
El procés de l’algoritme és pot observar en la figura següent (Fig. 3.1). 
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Carregar Frame 
Previ (F.P.)
Carregar Frame 
Actual (F.A.)
Seleccionar canal 
verd
Seleccionar canal 
verd
F.A. llest per 
operar
F.P. llest per 
operar
Escollir bloc a 
buscar
Definir finestra de 
cerca
Calcular diferència 
mitjana absoluta 
per tots els blocs
Guardar resultats 
en array
Localitzar valor 
mínim en array
Traçar i guardar 
vector de 
moviment
Bloc final?
No
Sí
Inici Full 
Search
Final Full 
Search
Final de procés
 
 
Fig. 3.1 Algoritme Block Matching Matlab 
 
 
Un cop programat l’algoritme, es van realitzar una sèrie de proves amb 
escenes de futbol específiques. Es volia comprovar si es podia detectar cap a 
on tendia el moviment de la jugada. Es van analitzar dues escenes, una amb 
un moviment cap a la dreta i una altra amb un moviment cap a l’esquerra. Per 
cada una es van obtenir tots els vectors de moviment i se’n van determinar els 
angles. Més tard, per separar el desplaçament horitzontal del vertical es va 
calcular el sinus i el cosinus dels angles aconseguits. Per acabar, es va mostrar 
per pantalla la informació adquirida, es van representar les dades horitzontals i 
verticals mitjançant histogrames . 
 
 
Es van utilitzar blocs de 16x16 i finestres de cerca de 32x32. 
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Tot seguit es mostren els resultats obtinguts pels diferents casos: 
 
CAS 1:  
 
- Moviment cap a l’esquerra (Fig. 3.2): 
 
 
 
Fig. 3.2 Frames CAS 1 moviment cap a l’esquerra 
 
 
 
- Histogrames de resultats: (Fig. 3.3) 
 
 
 
Fig. 3.3 Histograma CAS 1 moviment cap a l’esquerra 
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CAS 2:  
 
- Moviment cap a la dreta (Fig. 3.4): 
 
 
Fig. 3.4 Frames CAS 2 moviment cap a la dreta 
 
 
- Histogrames de resultats (Fig. 3.5): 
 
 
Fig. 3.5 Histogrames CAS 2 moviment cap a la dreta 
 
 
Com es pot veure, són uns resultats molt bons, en els dos casos els 
histogrames mostren un desplaçament clar cap a una direcció en l’eix de les X i 
en l’eix de les Y. El sentit en l’eix de les X és l’oposat a la direcció del moviment 
de la seqüència, això és degut a que sempre es busca la imatge actual en la 
imatge anterior. L’eix de les Y tendeix a zero perquè el desplaçament és nul. 
 
Aquestes proves demostraven que analitzant el moviment de escenes de futbol 
se’n podia detectar cap a on tendia a anar la jugada amb fiabilitat. Malgrat els 
bons resultats, els càlculs en Matlab eren molt lents, degut a ser un llenguatge 
interpretat. Era el moment de programar amb llenguatges compilats de baix 
nivell com són C i C++ amb les llibreries prèviament escollides. 
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3.4. Càlculs en OpenCV 
 
OpenCV proporciona funcions d’alt nivell per calcular vectors de moviment. Se 
n’ha implementat dues, una de Motion Field  (Block Matching) i l’altre d’Optical 
Flow (Lucas-Kanade). S’ha detallat els paràmetres de cada funció i se n’han 
analitzat els resultats obtinguts i els costos computacionals. Totes les proves 
s’han realitzat amb un portàtil amb processador Intel Core2Duo T7500 2.2 GHz. 
 
3.4.1. Block Matching 
 
Algoritme que busca blocs d’una imatge en una altra definint una àrea de cerca 
al voltant de cada un (procés detallat a l’apartat 2.3.1.1.). La funció 
encarregada de realitzar l’operació en OpenCV es diu cvCalcOpticalFlowBM. 
Malgrat que en el seu nom s’indiqui Optical Flow, els vectors que calcula són 
els que nosaltres hem definit com Motion Field. Implementa l’algoritme de Block 
Matching comparant blocs amb l’estil de cerca Spiral Search [9], aquest el que 
fa és identificar 9 punts dels extrems i del centre  de la finestra de cerca i 
escollint el valor més semblant va iterant repetint el procés per regions més 
reduïdes fins a convergir amb el bloc amb la menor distancia respecte l’original. 
 
Els paràmetres de la funció són els següents:  
 
- prev: És la imatge del frame previ. 
- curr: És la imatge del frame actual. 
- block_size: És la grandària del bloc. 
- shift_size: És el salt entre bloc i bloc a escollir en la imatge actual per 
comparar amb la imatge prèvia. 
- max_range: Les dimensions de l’àrea de cerca. 
- use_previous: Si és 1 s’utilitzen les posicions anteriors de velx i vely per 
iniciar la cerca següent. 
- velx: Imatge on es guarden els vectors resultats en l’eix de les X. 
- vely: Imatge on es guarden els vectors resultats en l’eix de les Y. 
 
Per una banda, les imatges d’entrada prev i curr han de ser monocanals i tenir 
una profunditat de 8 bits. Per altra banda, les imatges de sortida velx i vely han 
de ser monocanals també però de 32 bits. 
 
Es van realitzar una sèrie de proves alterant les dimensions dels blocs i de la 
finestra de cerca. D’aquesta manera es va observar com es comportava la 
funció amb diferents moviments d’escenes de futbol. A la vegada es va calcular 
el cost computacional en cada prova. Per visualitzar els resultats obtinguts es 
va adaptar un algoritme [10] de la Universitat d’Stanford per mostrar els vectors 
per pantalla. 
 
Per moviments lents les dimensions de la finestra de cerca poden ser petites 
(16x16) i els vectors adquirits són nets (veure Fig. 3.6). 
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Fig. 3.6 Block Matching moviments lents 
 
Per moviments ràpids les dimensions de l’àrea de cerca han d’augmentar 
(32x32). Els resultats són vectors nets però hi ha més soroll (veure Fig. 3.7). 
 
 
Fig. 3.7 Block Matching moviments ràpids 
 
S’han provat dues resolucions, els resultats computacionals es poden veure en 
la  Taula 3.1. en format de frames per segon (FPS). Les abreviatures BS i WS 
simbolitzen la grandària del bloc i les dimensions de la finestra. S’han suposat 
sempre formes quadrades, és a dir, BS=16 significa grandària de 16x16. 
 
Taula 3.1. Velocitat BM variant BS i WS. 
Resolució 
BS=16 
WS=16 
BS=32 
WS=16 
BS=32 
WS=32 
720x576 1.4 FPS 1.75 FPS 0.5 FPS 
360x288 7.6 FPS 9 FPS 2.4 FPS 
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La velocitat del procés augmenta quan es fa l’àrea més gran degut a que s’han 
de fer més operacions. Addicionalment s’ha obtingut el número de vectors de 
moviment a calcular  dividint les dimensions de la imatge a partir de la 
grandària de bloc, per això com més gran sigui el bloc, a la vegada hi ha menys 
vectors i la computació és més ràpida. 
 
Per altra banda la qualitat dels vectors aconseguits en les proves realitzades és 
bona, detallen el comportament del moviment de la imatge de manera 
satisfactòria menys en els desplaçaments més sobtats i ràpids on l’algoritme es 
perd. Tot i així, la velocitat de computació és massa lenta. Era el moment de 
provar l’algoritme de Lucas-Kanade. 
 
3.4.2. Lucas- Kanade 
 
La funció encarregada de realitzar aquesta funció es diu 
cvCalcOpticalFlowPyrLK. Implementa l’algoritme de Lucas-Kanade de manera 
piramidal, és a dir, primer calcula els valors per una imatge reduïda i després 
va augmentant la resolució i refinant els resultats obtinguts (veure Fig. 3.8) 
 
 
Fig. 3.8 Mètode piramidal Lucas-Kanade [9] 
 
L’algoritme de Lucas-Kanade és un càlcul iteratiu que intenta resoldre les 
equacions [7]  d’Optical Flow mitjançant el criteri de mínims quadrats. És un 
algoritme de Sparse Motion, és a dir, no segueix el moviment sencer de la 
imatge, sinó que rastreja sols punts concrets que se li indiquin. Ens interessa 
seguir aquells punts que destaquin més a la imatge per tal de que siguin fàcils 
d’identificar i a la vegada de rastrejar. Aquests punts són cantonades i textures 
poc homogènies, regions de la imatge amb gradients elevats o variats. OpenCV 
disposa d’una funció d’alt nivell que justament calcula aquests punts, 
s’anomena cvGoodFeaturesToTrack. 
 
Un cop feta la introducció de l’algoritme, descrivim els paràmetres: 
 
- imgA: És la imatge prèvia. 
- imgB: Ës la imatge actual. 
- pyrA: És una imatge temporal per realitzar la piràmide. 
- pyrB: És una imatge temporal per realitzar la piràmide. 
- featuresA: Són les posicions dels punts característics a buscar. 
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- featuresB: Són les posicions dels punts característics a trobats. 
- count: Són el número de punts a buscar. 
- winSize: Grossor de finestra per evitar el problema d’apertura [7]. 
- level: Número de nivells de la piràmide. 
- status: Array que Indica el número de punts trobats. 
- track_errror: Array opcional que marca la diferència entre el punt trobat i 
l’original. 
- criteria: Definex els criteris perquè l’algoritme iteratiu pari. 
- flags: Especifica diferents comportaments interns de l’algoritme. 
 
Tant les imatges A i B com les piramidals han de ser monocanals de 8 bits de 
profunditat. 
 
Per fer les proves es va seguir un perfil de la Universitat d’Stanford [10] que 
rastreja 400 punts, amb una piràmide de 5 nivells i un número màxim de 20 
iteracions per punt a buscar. Es poden veure els resultats a la Fig. 3.9 i 3.10. 
 
 
Fig. 3.9 Lucas-Kanade moviments lents 
 
 
Fig. 3.10 Lucas-Kanade moviments ràpid 
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Com es pot veure els punts rastrejats són punts que destaquen com les línies 
blanques, els logos de les samarretes, els jugadors en si, punts blancs de la 
gespa...Analitzant l’Optical Flow de la Fig. 3.9, es pot veure que tot hi haver 
vectors sorollosos, es pot apreciar el moviment de la seqüència, en canvi, en la 
Fig. 3.10, es fa impossible, rastreja punts tan diferents que el moviment global 
de la imatge es perd. Es per això que aquest sistema es va descartar, no 
sempre ens proporcionava el moviment de la jugada. 
 
Tot i així, el rastreig de les línies ens va semblar interessant per un futur i es 
van calcular els temps de processat. Es poden veure els resultats en la Taula 
3.2. 
 
Taula 3.2. Velocitat LK rastrejant 400 punts. 
Resolució Velocitat 
720x576 13 FPS 
360x288 22 FPS 
 
 
3.5. Codificació i extracció amb FFMPEG 
 
Després de fer les proves amb OpenCV i no aconseguir uns resultats massa 
satisfactoris en termes de velocitat de càlcul, es va provar d’obtenir els vectors 
de moviment a partir del flux de vídeos comprimits amb compensació de 
moviment. 
 
Com s’havia descrit anteriorment en l’apartat 3.1, el format de vídeo a tractar no 
disposa de compensació de moviment. És per això que prèviament es va 
decidir de transcodificar els vídeos. Es van utilitzar els binaris d’FFMPEG, 
llibreria anteriorment escollida, compatible amb tota mena de plataformes. 
  
En aquest apartat es discutirà quina codificació és la més adequada per 
extreure els vectors de moviment que ens interessen, i s’analitzarà com s’han 
pogut extreure aquests vectors amb la llibreria libavcodec. 
 
3.5.1. Codificació escollida 
 
Per entendre quina codificació seria la més convenient a utilitzar, es van 
estudiar una sèrie de paràmetres que intervenen en el procés de compensació 
de moviment, es va analitzar quin tipus de Motion Field es volia aconseguir i es 
van definir conceptes de la compressió general desitjada. Finalment es va 
enllaçar tota la informació i se’n va extreure un perfil de compressió. 
 
Per una banda els paràmetres que influeixen en la compensació de moviment 
són: 
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- Tipus de frame:  
 
A l’hora de fer la relació dels diferents blocs per comprimir la imatge, 
existeixen diferents tipus de frames per escollir de referència: 
  
o Intra (I): Frames que no se’ls hi aplica la compensació de 
moviment. Codificats sols a partir de la seva imatge. 
 
o Predicted (P): Frames codificats fent servir una imatge I o una P 
anteriors.  Conegut com predicció cap endavant. 
 
o Bidireccional (B): Frames codificats fent servir una I o una P 
anterior (predicció  cap endavant) o posterior (predicció cap 
endarrere). 
 
En la següent Fig. 3.11 es pot veure un exemple d’aquests tipus de frames 
amb les relacions que fan servir. 
 
 
Fig. 3.11 Relacions tipus de frames [16] 
 
 
- Estil dels blocs: 
 
Els blocs utilitzats en la compensació de moviment s’anomenen 
macroblocks. De cada un la seva grandària acostuma a ser de 16x16 
(MPEG-1/2), encara que en estàndards de compressió més nous (MPEG-4) 
aquestes dimensions es poden dividir per 2, 8x16 i 16x8,  
o per 4, 8x8  [11]. 
 
 
- Precisió de comparació: 
 
Quan es realitza l’algoritme de Block Matching, en el moment de comparar 
els píxels dels blocs, la precisió de l’operació acostuma a ser de ½ píxel 
(MPEG-1/2) ja que es realitza una interpolació bilinear, tot i així, en 
estàndards de compressió més avançats (MPEG-4), aquesta precisió pot 
arribar a ¼ de píxel interpolant primer amb un filtre FIR i més tard amb un 
de bilinear  [11]. 
 
Per altra banda, les característiques més adients pel Motion Field que es busca 
són: 
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- Vectors de moviments equiespaiats: Es vol disposar dels vectors 
repartits de manera uniforme per tal d’aconseguir la mateixa precisió en 
cada regió de la imatge. Això significa una grandària de bloc constant. 
 
- Referències unidireccionals: Per poder descriure el moviment de manera 
correcta, interessa que tots els vectors provinguin d’un mateix sentit del 
flux de vídeo com els frames P que sols fan referència a frames 
anteriors. S’ha evitar les referències bidireccionals, els frames B. 
 
 
Referent als conceptes de la compressió global, es desitja: 
 
- Baixa complexitat: La compressió s’ha de realitzar de la manera més 
senzilla possible, no es busca una compressió que proporcioni una 
imatge idèntica al vídeo original, sinó l’obtenció dels vectors de 
moviment de manera efectiva. Això significa utilitzar un perfil bàsic de 
compressió que no implementi algoritmes avançats. 
 
- Alta compatibilitat: Com que s’havia de comprimir el vídeo, es va pensar 
en utilitzar un estàndard que fos compatible amb moltes plataformes. 
D’aquesta manera es podrien reutilitzar els vídeos per altres afers com 
per streaming via web. 
 
 
Un cop descrits els paràmetres de la compensació de moviment, les 
característiques desitjades del Motion Field i les observacions a tenir en compte 
en la compressió, es van enllaçar tots els conceptes i se’n va extreure un perfil 
que complís els nostres requeriments.  
 
El perfil escollit és el següent: 
 
- MPEG-4 SP (Simple Profile [13]) : 
 
o Blocs 16x16 ( Vectors de moviment equiespaiats). 
 
o Codificació de frames solament de tipus Intra i Predicted  
(Referència unidireccional). 
 
o Precisió de comparació de ½ de píxel (Baixa complexitat). 
 
o GOP9 dinàmic. (D’aquesta manera quan el compressor detecta 
imatges amb poca variació allarga el GOP i afegeix més frames 
P, que són els que disposen dels vectors de moviment.) 
 
Es va realitzar aquesta compressió amb els binaris d’FFMPEG (alta 
compatibilitat), un exemple de la comanda que s’ha utilitzat és la següent: 
                                            
9
 Group Of Pictures, defineix la manera amb la que s’ordenen els diferents tipus de frames I,P i 
B. Els GOP poden ser estàtics o dinàmics. Un estàtic podria ser IPPPP, cada cinc frames 
s’aniria repetint aquesta seqüència. 
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ffmpeg -i input.avi –vcodec mpeg4 –deinterlace –b 1024k  
–s 360x288 output.avi 
 
Amb aquests paràmetres s’ha comprimit el vídeo amb MPEG4-SP, s’ha 
desentrellaçat, s’ha definit un bitrate de 1024 kbit/s  i s’ha fixat una resolució de 
360x288. 
 
Les velocitats obtingues al comprimir el vídeo es poden veure en la Taula 3.3. 
 
Taula 3.3 Velocitat de codificació 
 
Resolució Velocitat 
720x576 60 FPS 
360x288 90 FPS 
 
 
Com es pot veure són unes velocitats molt satisfactòries tenint en compte els 
temps obtinguts prèviament amb l’algoritme de Block Matching d’OpenCV. A 
més a més, al codificar un vídeo es realitzen moltes més operacions apart del 
Block Matching, és a dir, és una velocitat excepcionalment bona. Aquests 
resultats s’han interpretat que són deguts a que FFMPEG són unes llibreries 
que porten desenvolupant-se des de l’any 2000, que utilitzen moltes 
optimitzacions a nivell de CPU i que implementen multithreading. En el següent 
apartat  s’extreuen els vectors adquirits  i s’analitza la seva qualitat. 
 
 
3.5.2. Extracció amb libavcodec 
 
Amb el vídeo ja comprimit amb compensació de moviment, és el moment 
d’extreure el Motion Field. Per realitzar aquesta tasca s’ha analitzat el 
funcionament de la llibreria libavcodec per descodificar el vídeo. Es vol afegir 
que la documentació existent de la llibreria és molt baixa i que l’aprenentatge 
ha estat a partir de l’anàlisi dels comentaris de codi interns de la llibreria. 
 
Un cop inicialitzat el vídeo, per programar el procés d’extracció s’ha estudiat on 
es guardava la informació descodificada de cada frame. Per fer-ho, la llibreria 
libavcodec implementava l’estructura AVFrame amb els seus corresponents 
paràmetres. Es destaquen les variables d’AVFrame més rellevants que s’han 
utilitzat: 
 
- pict_type: Indica si el tipus de frame és I, P ó B. 
- mb_type: Indica si els blocs són 16x16, 8x16, 16x8 ó 8x8. 
- motion_subsample_log2: Indica la precisió de comparació de píxel. 
- motion_val: És una array on s’emmagatzemen tots els vectors de 
moviment. 
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Tenint en compte aquests paràmetres es va programar un parcejador que 
agafés tots els frames de tipus P, és a dir, frames que disposessin de vectors 
de moviment, i extragués el Motion Field. Es pot veure el procés d’extracció de 
manera resumida en la Fig. 3.12 
 
Inicialitzar el vídeo
Descodificar frame
El frame és de tipus P?
Obtenció Vectors 
de Moviment
NO
SI
 
Fig. 3.12 Procés d’extracció Vectors de Moviment 
 
 
Per visualitzar els vectors obtinguts es va adaptar l’algoritme anterior 
d’OpenCV. Cal destacar que en aquest cas el sentit dels vectors s’ha canviat 
respecte les proves prèvies i ara apunten cap a on es desplaça la imatge. Per 
altra banda, els vectors de color blau són vectors on no s’ha aplicat la 
compensació de moviment, blocs que no s’han trobat i surt més a compte 
recodificar-los des de zero. Es poden veure dues captures en les figures 
següents (Fig. 3.13 i 3.14). 
 
 
Fig. 3.13 Vectors MPEG moviments ràpids 
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Fig. 3.14 Vectors MPEG moviments lents 
 
Com es pot observar ens els moviments lents els vectors aconseguits són nets 
i apunten a una clara direcció de la imatge. En canvi en els moviments ràpids hi 
ha més vectors blaus i sorollosos, però tot i així, el moviment global de la 
seqüència es percep. Les velocitats d’extracció dels vectors es poden veure en 
la Taula 3.4. 
 
Taula 3.4 Velocitat d’extracció vectors de moviment en fitxers MPEG. 
 
Velocitat d’extracció 
720x576 303 FPS 
360x288 833 FPS 
 
 
Són unes velocitats molt bones degut a que els càlculs més importants ja s’han 
realitzat en el procés de codificació. Aquestes velocitats són directament el 
temps empleat en la descodificació del vídeo. Com a conseqüència, el procés 
computacional que ens limita l’obtenció del Motion Field a partir del flux de 
vídeos comprimits amb compensació de moviment, és el procés de 
transcodificació del vídeo, amb els resultats mostrats en la Taula 3.3. 
 
Respecte a la qualitat dels vectors, cal destacar que a diferència dels vectors 
obtinguts amb el Block Matching d’OpenCV, els extrets amb FFMPEG són uns 
vectors força homogenis en conjunt, acostumen a apuntar tots cap a la mateixa 
direcció. Això se suposa que es deu a que l’algoritme intern d’FFMPEG deu ser 
piramidal i a més a més  que pel compressor li deu ser més eficient enviar 
vectors semblants per estalviar espai. Aquest és un factor que valorem ja que 
d’aquesta manera es pot extreure d’una forma molt més neta la tendència del 
desplaçament de la imatge global. 
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3.6. Conclusions obtenció del moviment. 
 
Després de fer diferents proves per l’obtenció dels vectors de moviment es 
resumeixen els resultats obtinguts en la Taula 3.5  i se n’extreu conclusions. 
 
Taula 3.5 Resum de resultats obtenció del moviment. 
Mètodes provats Vectors de Moviment Velocitat de càlcul 
  720x576 360x288 
OpenCV   
Block Matching 
 
Motion Filed 
Satisfactoris 
0.5 FPS 2.4 FPS 
OpenCV 
Lucas-Kanade 
 
Optical Flow 
Descartats 
13 FPS 22 FPS 
FFMPEG 
Compensació de 
moviment 
Motion Filed 
Satisfactoris 
60 FPS 90 FPS 
 
 
El nostre objectiu principal és aconseguir uns vectors de moviment que ens 
indiquin de la millor manera possible cap a on tendeix a desplaçar-se la imatge 
i secundàriament realitzar els càlculs matemàtics de la manera més òptima 
possible.  
 
Com a conseqüència de les nostres necessitats, els resultats ens descartaven  
l’algoritme de Lucas-Kanade perquè hi havia vegades que els punts 
característics rastrejats no ens oferien la informació del moviment desitjada.  
 
Per altra banda, els algoritmes de Block Matching d’OpenCV i la compensació 
de moviment d’FFMPEG si que ens servien per especificar cap a on tendia el 
moviment. Dit això el fet que FFMPEG oferís uns vectors molt més homogenis 
en conjunt i que la seva velocitat d’obtenció fos la millor de les tres proves, 
podent fer els càlculs a velocitats superiors que a temps real (25 FPS), ens va 
fer finalment escollir. 
 
La tècnica implementada per quantificar el moviment d’una seqüència 
d’imatges, seria la compensació de moviment del flux de vídeos comprimits 
amb MPEG-4 SP, mitjançant la compressió amb FFMPEG. 
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4. DESCRIPTORS IMPLEMENTATS 
 
Un cop es disposava dels vectors de moviment, era el moment de processar-
los i extreure’n descriptors. En l’apartat 4.1, s’exposa com s’han calculat  els 
descriptors visuals de moviment Motion Activity i Camera Motion seguint 
l’estàndard d’MPEG-7. A més a més, en l’annex 2, s’ha desenvolupat un 
descriptor de moviment propi, enfocat a F1, un detector de la càmera on-board. 
 
Es destaca que tots els vectors de moviment s’han obtingut a partir dels frames 
predicted (P). Els frames intra (I) no s’han empleat en el processat. 
 
4.1. Descriptors visuals de moviment MPEG-7 
 
Dels descriptors visuals de moviment de l’estàndard MPEG-7, descrits a 
l’apartat 2.1, aquells que es va creure més interessants per descriure 
esdeveniments esportius són el Motion Activity i el Camera Motion, ja que són 
els que aporten la informació més important per caracteritzar el moviment d’una 
seqüència d’imatges. Per anotar cada descriptor, tot seguit es defineix 
l’estructura global de l’XML utilitzat. Més tard es presenta el processat i 
escriptura de cada un en concret.  
 
4.1.1. Estructura XML dels descriptors MPEG-7 
 
Seguint la sintaxis i semàntica d’MPEG-7 [1][2][14] i observant una sèrie 
d’exemples [1][14] s’ha generat una estructura genèrica en XML pels nostres 
descriptors. 
 
L’estructura és la següent (Fig. 4.1) 
 
 
Fig. 4.1 Exemple estructura XML 
Descriptors implementats   39 
On els tags: 
 
- xml: Declaren la versió de l’XML i la codificació dels caràcters. 
 
- Mpeg7: Especifiquen els namespaces de l’XML, on es defineix la versió 
de l’estàndard implementat. 
 
- Description: Especifiquen el tipus de descripció. ContentEntityType és la 
genèrica que descriu un contingut en específic. Hi ha d’altres més 
concretes com SemanticDescriptionType, per detallar que es descriu la 
semàntica, o ModelDescriptionType, per definir que es descriu un model 
de descripció. 
 
- MultimediaContent: Especifiquen el tipus de multimèdia. En el nostre 
cas, vídeo. 
 
- Vídeo: Especifiquen on es localitza la part descrita del vídeo. 
 
- MediaLocator: Especifiquen on es troba el concepte descrit. 
 
- MediaUri: Especifiquen la ruta exacte del fitxer descrit. 
 
- TemporalDecomposition: Especifiquen com s’ha realitzat la descripció en 
temps. En el nostre cas, entre cada segment descrit, no hi ha ―forats 
temporals‖ i no hi ha solapament entre segments. 
 
- VideoSegment: Especifiquen un segment de vídeo descrit. En el nostre 
cas en tenim només 1 i s’identifica com ―shot1_1‖. 
 
- MediaTime: Especifiquen les anotacions de temps descrites. 
 
- MediaTimePoint: Especifiquen l’inici temporal del segment descrit. La 
nomenclatura és T‖hores‖:‖minuts:‖segons‖:‖frames‖F‖FPS‖. Per 
exemple T00:01:22F25 simbolitzaria 1 segon i 22 frames amb un vídeo 
de 25 FPS. 
 
- MediaDuration: Especifiquen la durada temporal del segment descrit.  
La nomenclatura és PT‖hores‖H‖minuts‖M‖segons‖S‖frames‖N‖FPS‖F‖. 
Per exemple PT00H00M24S0N25F simbolitzaria 24 segons en un vídeo 
de 25 FPS. 
 
- VisualDescriptor: Especifica el descriptor visual descrit. Dins d’aquest 
tag és on es col·locaran els descriptors visuals de moviment. 
 
 
Amb l’estructura global de l’XML definida, és el moment de centrar-se en els 
descriptors visuals de moviment. 
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4.1.2. Motion Activity 
 
Descriptor que capta la sensació d’intensitat del moviment. Per fer-ho 
implementa 5 atributs: Intensity of activity, direction of activity, spatial 
distribution of activity, spatial localization of activity i temporal distribution of 
activity. A continuació es realitza una breu descripció de cada atribut, s’explica 
com s’ha calculat i s’indiquen les normes a seguir per implementar-lo seguint 
l’estàndard. Al final de l’apartat es mostra un exemple de l’XML obtingut. 
4.1.2.1 Intensity of Activity 
Expressa la quantitat de moviment del segment del vídeo escollit. És l’atribut 
més important del Motion Activity, és l’únic obligat a especificar, els altres són 
opcionals. Es calcula la intensitat de cada frame P del segment de vídeo i 
després se’n fa la mitjana. Els càlculs i anotacions en l’XML són els següents: 
- Càlculs: 
o De cada vector de moviment se’n calcula la seva magnitud. 
  √                                                                   
o Es calcula la mitjana de les magnituds. 
     
 
  
∑                                                      
   
   
 
                               
                              
o Amb la mitjana es computa la variància. 
     
 
  
∑       
                                   
   
   
 
                               
                              
o Finalment, es classifica la variància utilitzant els llindars (Fig. 4.2)  
obtinguts d’un ground-thruth de 637 vídeos analitzats per  
MPEG-7. 
  
                        Fig. 4.2 Llindars intensity of activity 
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- Anotacions XML: 
La intensitat s’especifica mitjançant un número, el rang va de [1,5], sent 
1 la sensació mínima de moviment i 5 la màxima. 
 
4.1.2.2 Direction of Activity 
Expressa la direcció global cap a on tendeix a anar el moviment. Es calcula la 
direcció de cada frame P del segment de vídeo i després se’n fa la mitjana. Els 
càlculs i anotacions en l’XML són els següents: 
- Càlculs: 
o Per calcular el vector de moviment mig, de cada vector es sumen 
les parts horitzontals i verticals i es normalitza. 
          [
 
  
∑    
   
   
 
 
  
∑    
   
   
]                                 
                               
                              
o Es calcula l’angle mig a partir dels valors anteriors. 
                                                                         
o Es classifica l’angle mig en una de les 8 parts en les que es 
segmenten els 360º. 
 
- Anotacions XML: 
La direcció s’especifica mitjançant un número. Es divideixen els 360º en 
8 parts i s’indica la direcció en un rang de [0,7]. La part 0 comprèn els 
angles de [337.5º, 22.5º] i la resta de parts es van desplaçant 
consecutivament en 45º. 
 
4.1.2.3 Spatial Distribution of Activity 
Expressa si l’activitat en la imatge està distribuïda a través de moltes regions o 
està centrada en una regió gran concreta. Per fer-ho identifica regions petites, 
mitjanes i grans i anota quantes hi ha de cada. Els càlculs i anotacions en 
l’XML són els següents: 
 
42  Descriptors de vídeo de baix nivell 
- Càlculs: 
o De cada vector de moviment se’n calcula la seva magnitud. 
  √                                                                   
o Es calcula la mitjana de les magnituds. 
     
 
  
∑                                                      
   
   
 
                               
                              
o Es recorren tots els vectors de moviment de manera ordenada 
d’esquerra a dreta i d’amunt a avall i es compara la magnitud 
mitjana amb les magnituds de cada vector. 
 Si la magnitud del vector de moviment és superior a la 
mitjana es descarta. 
 Si la magnitud del vector de moviment és inferior a la 
mitjana s’inicia un comptador. 
 Es compta quants vectors seguits són inferiors a la 
mitjana per tractar d’identificar zones homogènies. 
 Quan hi ha un vector que la seva mitjana és superior 
s’atura el comptador. 
o Si el número comptat és inferior a un terç de 
l’amplada de la imatge, és una regió petita. 
o Si el número comptat està entre un terç i dos 
terços de l’amplada de imatge, és una regió 
mitjana. 
o Si el número és més elevat que dos terços de 
l’amplada de la imatge, és una regió gran. 
 
- Anotacions XML: 
S’anoten el número de regions petites, mitjanes i grans. El número 
màxim de regions s’ha limitat en bits, quan es supera aquest número es 
manté el número màxim. Les petites tenen un rang de 6 bits [0,63] i les 
mitjanes i grans de 5 bits [0,31]. Per exemple, si hi ha 70 regions petites 
s’anotarà 63. 
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4.1.2.4 Spatial Localization of Activity 
Expressa com es reparteix la intensitat de moviment diferenciant entre diverses 
regions de la imatge prèviament definides. Es divideix espacialment la imatge 
en blocs, l’estàndard defineix particions de 2x2, 4x4, 8x8 i 16x16. Nosaltres 
hem implementat les divisions de 2x2 i 4x4 (veure Fig. 4.3). 
 
Fig. 4.3 Divisions Spatial Localization of Activity [14] 
Es calcula el percentatge de moviment de cada regió al llarg del segment de 
vídeo (veure Fig. 4.3) i al final se’n computa la mitjana respecte del número 
total de frames P. Els càlculs i anotacions en l’XML són els següents: 
- Càlculs: 
o De cada vector de moviment se’n calcula la seva magnitud. 
  √                                                                   
o De cada regió es sumen totes les magnituds i es normalitza. 
     
 
 
∑                                                     
 
   
 
                                           
o Es sumen les magnituds de totes les regions. 
  ∑  
                                                               
 
   
 
                      
o Es calcula el percentatge de moviment de cada regió respecte de  
la suma de magnituds. 
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- Anotacions XML: 
S’anoten els percentatges mitjançant un vector de 4 (2x2) ó de 16 (4x4) 
valors. El rang per expressar cada percentatge és de 3 bits [0,7]. 
Sempre, per allargar el marge dinàmic, el percentatge més alt disposarà 
del número 7. 
 
4.1.2.5 Temporal Distribution 
Expressa com es reparteix la intensitat de moviment al llarg del temps del 
segment de vídeo. Per fer-ho divideix el vídeo en 5 parts i anota la intensitat de 
moviment de cada part. Els càlculs i anotacions en l’XML són els següents: 
- Càlculs: 
o De cada vector de moviment se’n calcula la seva magnitud. 
  √                                                                   
o De cada segment temporal es sumen totes les magnituds i es 
normalitza. 
     
 
 
∑                                                     
 
   
 
                                            
o Es sumen les magnituds de tots els segments temporals. 
  ∑  
                                                               
 
   
 
                                 
o Es calcula el percentatge de moviment de cada segment temporal 
respecte de  la suma de magnituds. 
 
- Anotacions XML: 
S’anoten els percentatges mitjançant un vector de 5 valors. El rang per 
expressar cada percentatge és de 6 bits [0,63]. Sempre, per allargar el 
marge dinàmic, el percentatge més alt disposarà del número 63. 
 
Un cop definit tots els descriptors de Motion Activity es pot veure un exemple 
de l’XML resultant a la Fig. 4.4 
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Fig. 4.4 Exemple Motion Activity XML 
 
 
4.1.3. Camera Motion 
 
Descriptor que identifica i anota les operacions realitzades per la càmera que 
ha gravat el vídeo. S’ha implementat per detectar cap a on tendeix a anar la 
jugada i quan succeeixen esdeveniments a destacar (quan es realitzen zooms). 
Per descriure els moviments, s’ha utilitzat l’atribut Fractional Presence. 
 
Per calcular aquest descriptor s’ha investigat quines tècniques existeixen per 
detectar el moviment d’una càmera [15]. El mètode més usual en la literatura és 
parametritzar els vectors de moviment i a partir dels coeficients obtinguts 
identificar-ne l’operació, però aquest és un procés iteratiu que requereix un alt 
cost computacional i els resultats no són sempre satisfactoris. És per això que 
s’han buscat tècniques alternatives i s’ha acabat adaptant un mètode propi a 
partir dels estudis recents de Nguyen, Laurendeau  i Branzan-Albu [15]. Es 
segmenta la imatge en diferents regions i  es correla el moviment de cada regió 
amb una sèrie de patrons preestablerts (veure Fig. 4.5), s’explica el 
procediment en detall a l’apartat 4.1.3.1.Els moviments detectats són el zoom 
in, zoom out, panning left, panning right, tilting up i tilting down.  
 
 
Fig. 4.5 Patrons Camera Motion [15] 
 
A continuació s’explica el mètode implementat de com detectar el moviment 
d’una càmera.  Més tard es descriu breument l’atribut Fractional Presence, es 
detalla com s’ha calculat i s’indiquen les normes a seguir per implementar-lo 
seguint l’estàndard. Al final de l’apartat es mostra un exemple de l’XML 
obtingut. 
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4.1.3.1. Detecció del moviment d’una càmera 
 
Per detectar les operacions realitzades per la càmera, el mètode implementat 
és el següent: 
- Càlculs: 
o Es segmenta la imatge en quatre regions, sense agafar 
cantonades ni parts centrals, per evitar vectors que no interessen. 
f  
Fig. 4.6 Regions Camera Motion 
o Per obtenir el vector de moviment mig de cada regió a partir dels 
vectors de moviment de cada àrea, es sumen les parts 
horitzontals i verticals. El resultat es normalitza. 
          [
 
  
∑    
   
   
 
 
  
∑    
   
   
]                                 
                                         
                                        
o Amb els vectors obtinguts de cada regió es computa l’angle 
diferència amb els vectors patrons preestablerts. Es fa la 
diferència amb les 6 plantilles (Fig. 4.5). 
            
               
√            √         
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o Per aconseguir l’angle diferència total de cada plantilla, es suma 
els angles diferència de cada regió i es normalitza. 
       
 
 
∑                                                         
 
   
 
o Es compara l’angle diferència total de cada plantilla amb un llindar 
preestablert per comprovar la semblança.  
 Si és semblant a una plantilla s’inicia un comptador. 
 Quan arriba un frame P consecutiu que segueix el 
mateix patró augmenta el comptador. 
 Quan arriba un frame P consecutiu que no segueix 
el mateix patró el comptador s’atura. 
o Si el comptador és superior a un llindar 
preestablert s’anota l’operació de la càmera 
realitzada i es reinicia el comptador. 
o Si el comptador és inferior a un llindar 
preestablert, directament es reinicia el 
comptador. 
 
Aquest algoritme s’ha provat sobre un resum de futbol de 2400 frames de 
duració, els resultats aconseguits es poden visualitzar a la Taula 4.1. 
 
Taula 4.1 Proves algoritme Camera Motion 
Operacions de la 
Càmera 
Detectats/ Existents No detectats Falsa alarma 
Pan Left 13/11 0 2 
Pan Right 8/8 0 0 
Tilt Up 2/2 0 0 
Tilt Down 2/3 1 0 
Zoom In 5/7 2 0 
Zoom Out 0/2 2 0 
 
 
Com es pot observar l’algorisme detecta de manera bastant correcte els 
desplaçaments horitzontals i verticals, el problema són els zooms. El que 
succeeix és que els zooms en esdeveniments esportius no són zooms estàtics. 
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Per exemple, les dues falses alarmes del left panning són en veritat els dos 
zoom out, el problema és que es realitza zoom i es mou la càmera a la vegada, 
fet que complica la seva detecció fins i tot mirant visualment els vectors de 
moviment. Un cas semblant passa amb certs zooms in que no s’han detectat, 
encara que aquests visualment si que destaquen. En general s’opina que els 
resultats obtinguts són bastant bons, que els casos de zoom out amb moviment 
són complexes de resoldre i que els de zoom in analitzant més casos se’n 
podria aconseguir una solució. 
 
Tot seguit es passa a descriure l’atribut amb el que s’ha anotat aquest 
descriptor: 
4.1.3.2. Fractional Presence 
 
Expressa el percentatge de temps de cada operació de la càmera respecte el 
temps total del segment de vídeo. Per exemple, si es té un segment de vídeo 
de 100 segons i en ell hi ha un zoom in durant 20 segons, el percentatge del 
zoom in és del 20%. A continuació el càlculs i anotacions en l’XML: 
 
- Càlculs: 
o Es sumen totes les operacions de càmera realitzes en el segment 
de vídeo i es calcula el percentatge de cada una. 
- Anotacions XML: 
S’anoten els percentatges de cada operació directament.  
 
Es pot veure un exemple de l’XML Camera Motion en la Fig. 4.7. 
 
 
Fig. 4.7 Exemple Camera Motion XML 
 
En aquest capítol s’ha descrit la implementació dels descriptors Motion Activity i 
Camera Motion. S’ha detallat els processos de càlcul per la seva obtenció i les 
pautes definides per l’estàndard MPEG-7 per la seva escriptura en un fitxer 
XML. En el descriptor Camera Motion, objectiu del qual es detectar els 
moviments de la càmera de vídeo, s’ha exposat l’algoritme de detecció propi 
implementat i s’han analitzat els resultats adquirits.  
Seguint els passos especificats en aquest apartat, s’ha desenvolupat un 
software per calcular aquests descriptors de manera automàtica (annex 3). 
D’aquesta manera s’assoleixen els objectius d’aquest treball, dissenyant una 
eina capaç d’extreure la quantitat/intensitat de moviment que hi ha en una 
escena esportiva (Motion Activity), cap a quina direcció tendeix a anar a la 
jugada (Camera Motion, desplaçaments) i remarcant moments característics 
que el realitzador de l’event ha volgut destacar (Camera Motion, zooms). 
Conclusions i futures línies de treball   49 
5. CONCLUSIONS I FUTURES LÍNIES DE TREBALL 
 
Els objectius d’aquest treball són la descripció de continguts audiovisuals per 
esdeveniments futbolístics i l’optimització dels càlculs matemàtics a l’hora de 
realitzar aquesta operació. Es creu que aquests objectius s’han assolit 
satisfactòriament amb el desenvolupament dels descriptors Motion Activity i 
Camera Motion, de l’estàndard MPEG-7, realitzant el seu còmput a velocitats 
superiors a  temps real. 
 
Al principi s’ha examinat com es podia descriure un vídeo i per fer-ho s’ha 
basat en les anotacions proporcionades per l’estàndard MPEG-7. S’han 
analitzat diversos descriptors visuals i s’ha decidit que per descriure futbol, un 
esport on la càmera es belluga constantment, els descriptors més encertats són 
els de moviment. 
 
Més endavant s’ha aprofundit en els descriptors de moviment. Es qüestiona 
com es podia quantificar el moviment d’una seqüència d’imatges i s’introdueix 
el concepte de vector de moviment. S’ha distingit entre els vectors de Motion 
Field i els d’Optical Flow i les diferents tècniques existents per obtenir-los. El 
Motion Field es pot calcular amb l’algoritme de Block Matching  o es pot 
extreure del flux de vídeos comprimits amb compensació de moviment. En 
canvi l’Optical Flow s’aconsegueix a través de la computació d’algoritmes com 
el de Horn-Schunck o el de Lucas-Kanade. 
 
Tot seguit s’ha centrat en l’obtenció dels vectors de moviment. Al principi s’ha 
analitzat el format de vídeo a tractar, DVCPRO25. Més tard, s’ha realitzat un 
estat de l’art en llibreries de processat d’imatge i descodificació de vídeo.  
 
Per una banda s’ha escollit OpenCV com a llibreria de processat d’imatge per 
les funcions d’alt nivell que proporciona sobre vectors de moviment. Per altra 
banda s’ha elegit FFMPEG com a llibreria de descodificació degut a que és una 
llibreria de codi lliure i es pot observar les variables internes del descodificador 
per saber on s’emmagatzemaven els vectors de moviment. A més a més s’ha 
aprofitat FFMPEG per la transcodificació dels vídeos a partir del seus binaris. 
 
És a partir d’aquest moment quan s’han iniciat les proves experimentals. Per 
una presa de contacte amb els vectors de moviment s’ha programat l’algoritme 
de Block Matching en Matlab, els resultats obtinguts han estat molt bons, s’ha 
demostrat que amb els vectors calculats es pot detectar el moviment d’una 
jugada de futbol. El problema és que l’algoritme desenvolupat és molt lent, 
degut a que Matlab utilitza un llenguatge de programació interpretat. És per 
això que s’han implementat les llibreries escollides anteriorment, llibreries 
programades en un llenguatge de baix nivell compilat com és C/C++.  
 
Amb OpenCV s’han programat dues rutines, una per calcular el Motion Field 
amb l’algoritme de Block Matching i l’altra per computar l’Optical Flow amb 
l’algoritme de Lucas-Kanade. Els vectors del Block Matching indiquen de 
manera molt fidel el moviment de la imatge però per contra el temps 
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computacionals són molt elevats. Per altra banda l’algoritme de Lucas-Kanade 
és més ràpid ja que sols es rastregen punts característics de la imatge, però no 
ens proporciona la informació esperada del moviment.  
 
Com a conseqüència de no aconseguir els resultats desitjats amb OpenCV s’ha 
provat d’extreure els vectors de moviment de vídeos comprimits amb 
compensació de moviment. Com que s’havien de transcodificar els vídeos 
prèviament perquè el format del que es disposa no implementa la compensació 
de moviment, s’ha definit una codificació específica per tal d’obtenir un Motion 
Field amb unes característiques concretes. La llibreria implementada per 
codificar i descodificar els vídeos és FFMPEG. Primer s’ha codificat els vídeos 
utilitzant els seus binaris i més tard s’ha programat un algoritme d’extracció a 
partir del seu codi font. Els vectors aconseguits són molt nets, tots tendeixen 
cap a una mateixa direcció, sembla que l’algoritme d’FFMPEG realitzi el 
processat de manera piramidal. Addicionalment, els temps obtinguts tant en la 
codificació com en la descodificació es creu que són molt bons, es poden 
computar els càlculs superant la velocitat de temps real. Fetes aquestes 
proves, l’eina més eficient per l’obtenció del moviment, tant pels vectors 
aconseguits com per la seva velocitat, és FFMPEG. 
 
Finalment s’han implementat els descriptors de moviment a partir dels vectors 
calculats. Dels descriptors de moviment descrits per MPEG-7, els que s’han 
cregut més importants per descriure el moviment d’un vídeo han estat els de 
Motion Activity i els de Camera Motion. El primer indica la quantitat de 
moviment, ens informa sobre jugades ràpides o lentes. El segon detecta el 
tipus d’operació realitzat per la càmera, ens aporta si la jugada ha tendit cap a 
una direcció o cap a una altra, i quins moments el realitzador ha volgut destacar 
(zooms). De cada descriptor s’han detallat tant els càlculs realitzats per la seva 
obtenció com les pautes definides per l’estàndard MPEG-7 per la seva 
anotació. 
 
Un cop assolits els objectius de desenvolupar una sèrie de descriptors de 
moviment de vídeo de baix nivell, enfocats a futbol i calculats de manera 
òptima, les línies futures de treball pensades són les següents:  
 
Per una banda s’haurien de provar els descriptors implementats amb una gran 
quantitat i varietat de vídeos d’exemple. En aquest treball les proves només 
s’han realitzat en un vídeo en concret i s’hauria de refinar el programa perquè 
funcionés i s’adaptés de manera correcta amb tota mena de vídeos futbolístics. 
 
Per altra banda es podrien preprocessar els vectors de moviment obtinguts. Es 
podrien eliminar vectors sorollosos per exemple amb algoritmes d’eliminació de 
vectors outliers,  vectors clarament diferenciats de la resta. A més a més, es 
podrien investigar algoritmes de segmentació com el de k-means o el 
d’expectation-maximization (EM) per tal de poder separar el fons de la imatge 
dels jugadors i així poder rastrejar-los amb més facilitat, tasca complexa però 
que es podria intentar de realitzar. 
 
Espero que els descriptors desenvolupats en aquest treball es puguin aplicar 
algun dia en l’anàlisi d’esdeveniments futbolístics. 
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1. OpenCV 
 
1.1. Introducció 
 
Open Source Computer Vision Library (OpenCV) és una llibreria de visió per 
computador de codi lliure inicialment desenvolupada per Intel. És gratuïta tant 
per recerca com per ús comercial, està sota la llicència BSD. Cal afegir que 
està escrita en C i C++ i és multi-plataforma, es pot compilar en Mac OS X, 
Windows i Linux. A més a més hi ha adaptacions per Python, Ruby, Matlab, C# 
i molts altres llenguatges. Va ser dissenyada principalment per realitzar càlculs 
computacionals de manera eficient, enfocada cap al processat d’imatge en 
temps real. Actualment si es vol millorar encara més el seu rendiment es poden 
comprar les llibres Intel’s Integrated Perfomance Primitives (IPP), les quals 
ofereixen rutines optimitzades a baix nivell. OpenCV si troba les llibreries IPP 
instal·lades les utilitza de manera automàtica. 
 
Un dels objectius de OpenCV és proveir una infraestructura simple per la 
computació per visió per tal de que la gent pugui desenvolupar aplicacions 
d’una manera còmode i sofisticada. La llibreria inclou més de 500 funcions que 
engloben operacions de processat d’imatge com: 
 
- Manipulació bàsica d’imatges a baix nivell. 
o Assignar memòria, alliberar memòria, copiar, convertir... 
 
- Imatge i vídeo I/O  
o Importació de fitxers  i calibració de càmeres, exportació de vídeo i 
imatge. 
 
- Manipulació de vectors i matrius i rutines d’àlgebra lineal 
o Producte escalar, autovalors, autovectors... 
 
- Operacions de processat d’imatge bàsic 
o Filtratge, detecció de cantonades, interpolacions, conversió de color, 
operacions morfològiques, histogrames. 
 
- Bàsic GUI 
o Mostrar per pantalla imatges i vídeos. 
 
- Funcions d’alt nivell 
o Algoritmes de reconeixement facial, detecció de moviment... 
 
 
OpenCV és utilitzada per grans empreses com IBM, Microsoft, Intel, SONY, 
Siemens, Google, Yahoo i centres d’investigació com Stanford, MIT, CMU, 
Cambridge i INRIA. 
 
Per posar un exemple, Google implementa OpenCV per realitzar processat 
d’imatge en la seva aplicació Google’s Street View. 
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1.2. Com implementar la llibreria 
 
Per utilitzar OpenCV primer s’ha de baixar la versió compilada per la nostra 
plataforma si està disponible o el codi font i compilar-la nosaltres mateixos. 
Tant els binaris com el codi font es pot trobar en el següent enllaç: 
http://sourceforge.net/projects/opencvlibrary/ 
Per realitzar aquesta documentació  s’ha basat en la versió d'OpenCV 2.1. 
És recomanable instal·lar la llibreria directament a l’arrel del disc dur (per 
exemple C:/OpenCV2.1). 
 
Una vegada estigui instal·lada, per implementar-la al projecte s’han d’afegir les 
següents carpetes a l’entorn de desenvolupament: 
- OpenCV 2.1 
o Include: 
 C:\OpenCV2.1\include\opencv 
o Biblioteca: 
 C:\OpenCV2.1\lib 
 
A més a més, s’han de vincular les següents llibreries al projecte: 
- cv210.lib 
- cxcore210.lib 
- highgui210.lib 
- cvaux210.lib 
 
 
1.3. Com iniciar-se a OpenCV 
 
En aquest apartat es discutirà quina és la documentació recomanada per 
iniciar-se, quin és el fòrum oficial d’Internet i es descriurà la nomenclatura de 
les estructures i funcions. 
 
Es recomanen dues documentacions essencials  d’OpenCV: 
- Documentació oficial de la seva web:  
http://opencv.willowgarage.com/documentation/c/index.html 
 
- Llibre escrit per Gary Bradski  i  Adrian Kaehler al 2008: 
―Learning OpenCV: Computer Vision with the OpenCV Library‖. 
 
Per altra banda, en cas de dubtes o recerca d’exemples, la web a analitzar és 
el seu fòrum oficial als grups de yahoo: 
http://tech.groups.yahoo.com/group/OpenCV/ 
On es poden trobar exemples de codi, imatges de resultats obtinguts i milers de 
preguntes fetes per la comunitat. 
 
A més a més, per introduir-se en el món d’OpenCV és recomanable entendre 
dos conceptes clau de la seva nomenclatura. El nom de les seves estructures 
acostumen a començar amb les lletres ―Cv‖ com per exemple CvSize, 
CvScalar, CvMat...Per contra, el nom de les seves funcions s’inicia amb ―cv‖ 
com per exemple cvCreateImage, cvInvert, cvSize, cvMat...Com s’ha pogut 
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observar a vegades el nom d’una estructura és casi el mateix que el de la seva 
funció, per això és important saber la seva distinció. 
 
 
1.4. Estructures bàsiques 
 
OpenCV implementa un conjunt d’estructures per tractar les imatges. Es 
detallaran les més importants a continuació: 
 
 
1.4.1. IplImage 
 
És l’estructura de dades principal per representar una imatge. La seva 
estructura és pot observar en la Fig. 1.1: 
 
 
Fig. 1.1 Estructura IplImage 
 
S’han anotat comentaris en les parts més importants. Ara es detallaran algunes 
d’elles: 
 
- Depth: Conté informació sobre el tipus de valor dels píxels. Els possibles 
formats són: 
o IPL_DEPTH_8U:   Enters sense signe de 8 bits (unsigned char). 
o IPL_DEPTH_8S:   Enters amb signe de 8 bits (signed char). 
o IPL_DEPTH_16S: Enters de 16 bits amb signe (short int). 
o IPL_DEPTH_32S: Enters amb signe de 32 bits (int) 
o IPL_DEPTH_32F: Números amb punt flotant (float). 
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- nChannels: Indica el número de canals de color de la imatge. Un sol canal 
és una imatge en escala de grisos, mentre que les de color tenen 3 canals o 
4 si disposen d’un canal de transparència. 
 
- widthStep: Conté el número de bytes que hi ha de separació entre píxels. 
Per accedir a la posició d’un píxel de la manera més òptima possible és 
necessari operar amb aquest valor en comptes de amb la resolució de la 
imatge directament.  
 
- imageData: Conté un punter a la primera columna de les dades de la 
imatge. 
 
 
1.4.2. CvMat 
 
Estructura simplificada de l’estructura IpImage implementada principalment per 
realitzar càlculs. La seva estructura és la següent (Fig. 1.2): 
 
 
Fig. 1.2 Estructura CvMat 
 
Com es pot observar és un format molt més lleuger que permet realitzar els 
càlculs de manera més optimitzada. L’element type indica el tipus de valor del 
píxel com el depth de IplImage. 
 
 
1.4.3. CvArr 
 
Un cop definides IplImage i CvMat és molt important entendre aquesta 
estructura. És el que es denomina un ―metatype‖, és a dir, un tipus de dada 
fictícia que s’utilitza de manera genèrica a l’hora de descriure els paràmetres de 
les funcions. CvArr s’implementa per indicar que certa funció accepta arrays de 
més d’un tipus, com poden ser IpIlmage o CvMat. 
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1.4.4. CvPoint i CvPoint2D32f 
 
Defineixen les coordenades de un punt, el primer està enfocat a números 
enters i el segon a números amb coma flotant. La seva estructura és molt 
simple, es pot veure a la Fig. 1.3. 
 
 
Fig. 1.3 Estructures CvPoint i CvPoint2D32f 
 
És una manera d’accedir al píxel d’una imatge, però molt poc eficient. 
 
 
1.4.5. CvSize 
 
Defineix les dimensions d’un rectangle en píxels. La seva estructura és la 
següent (Fig. 1.4): 
 
 
Fig.  1.4 Estructura CvSize 
 
Estructura comunament utilitzada al declarar imatges noves per indicar les 
seves dimensions. 
 
1.5. Funcions bàsiques 
 
En aquest apartat es nombraran les funcions bàsiques d’OpenCV per 
processar imatges. Són les funcions més a baix nivell que ofereix la llibreria i és 
molt important el seu coneixement per tal d’utilitzar de manera correcte 
funcions de més alt nivell. 
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Aquest serà l’esquema de les funcions a tractar: 
 
- Operacions amb imatges 
o Adjudicació i alliberament de la memòria. 
o Lectura i escriptura. 
o Maneres d’accedir al píxel. 
o Conversions de color. 
 
- Operacions en matrius 
o Adjudicació i alliberament de la memòria. 
o Operacions matemàtiques de matrius i vectors. 
 
- Operacions amb vídeos 
o Captura de frames 
o Obtenció/Configuració de la informació d’un frame. 
 
- Bàsics GUI 
o Mostrar imatges per pantalla 
 
 
1.5.1. Operacions amb imatges 
 
1.5.1.1 Adjudicació i alliberament de la memòria 
 
- Adjudicar memòria d’una imatge: 
 
o Funció: 
 IplImage* cvCreateImage(CvSize size, int depth, int channels); 
 
o Exemples: 
 1 canal amb profunditat de byte. 
 IplImage* img1=cvCreateImage(cvSize(640,480),IPL_DEPTH_8U,1);  
 
 3 canals amb profunditat de float. 
 IplImage* img2=cvCreateImage(cvSize(640,480),IPL_DEPTH_32F,3); 
 
 
- Alliberar memòria d’una imatge: 
 
o Funció: 
 void cvReleaseImage(IplImage** img); 
 
o Exemple: 
 cvReleaseImage(&img1); 
 
 
 
 
 
60  Descriptors de vídeo de baix nivell 
- Clonar una imatge: 
 
o Funció: 
 IplImage* cvCloneImage(IplImage* image); 
 
o Exemple: 
            IplImage* img1=cvCreateImage(cvSize(640,480),IPL_DEPTH_8U,1);  
 IplImage* img2; 
 img2=cvCloneImage(img1); 
 
 
1.5.1.2 Lectura i Escriptura 
 
- Llegir d’un fitxer imatge: 
 
o Funció: 
 IplImage* cvLoadImage(char* filename); 
 
o Formats suportats: 
 BMP, DIB, JPEG, JPG, JPE, PNG, PBM, PGM, PPM, SR, RAS, TIFF, 
TIF. 
 
o Exemple: 
 IplImage* img=0;  
 img=cvLoadImage(fileName); 
 
 
- Escriure un fitxer imatge: 
 
o Funció: 
 int cvSaveImage(char* filename, IplImage* img); 
 
o Formats suportats: 
 BMP, DIB, JPEG, JPG, JPE, PNG, PBM, PGM, PPM, SR, RAS, TIFF, 
TIF. El format es determina a partir de l’extensió aplicada en el fitxer. 
 
o Exemple: 
 cvSaveImage(filename,img); 
 
 
1.5.1.3 Maneres d’accedir al píxel 
 
- Accés indirecte: 
 
o Indicacions: 
 Mètode simple, serveix per tot tipus d’imatges, però és ineficient. 
 
o Exemple: 
 CvScalar s; 
 s=cvGet2D(img,i,j); // Obtenció del píxel (i,j) 
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 s.val[0]=111; 
 cvSet2D(img,i,j,s); // Configuració del píxel (i,j) 
 
 
- Accés directe: 
 
o Indicacions: 
Mètode complex, s’ha de variar el mètode depenent de la profunditat   
de la imatge, és el més eficient. 
 
o Exemple: 
 Per un canal amb profunditat de byte:  
IplImage* 
img=cvCreateImage(cvSize(640,480),IPL_DEPTH_8U,1); 
((uchar *)(img->imageData + i*img->widthStep))[j]=111; 
 
 Per multicanal amb profunditat de byte:  
IplImage* 
img=cvCreateImage(cvSize(640,480),IPL_DEPTH_8U,3); 
((uchar *)(img->imageData + i*img->widthStep))[j*img-
>nChannels + 0]=111; // B (Blau) 
((uchar *)(img->imageData + i*img->widthStep))[j*img-
>nChannels + 1]=112; // G (Verd) 
((uchar *)(img->imageData + i*img->widthStep))[j*img-
>nChannels + 2]=113; // R (Vermell) 
 
 Per multicanal amb profunditat de coma flotant. 
IplImage* 
img=cvCreateImage(cvSize(640,480),IPL_DEPTH_32F,3); 
((float *)(img->imageData + i*img->widthStep))[j*img-
>nChannels + 0]=111; // B (Blau) 
((float *)(img->imageData + i*img->widthStep))[j*img-
>nChannels + 1]=112; // G (Verd) 
((float *)(img->imageData + i*img->widthStep))[j*img-
>nChannels + 2]=113; // R (Vermell) 
 
1.5.1.4 Conversions de color 
 
- Conversió entre color-spaces: 
 
o Funció: 
 void cvCvtColor(IplImage*  src, IplImage*  dst, int code); 
 
o Color-spaces: 
 RGB, BGR, GRAY, HSV, YCrCb, XYZ, Lab, Luv, HLS. 
 
o Indicacions: 
El color-space estàndard amb el que treballa OpenCV per defecte és 
BGR. 
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o Exemple: 
 cvCvtColor(img_src,img_dst, CV_BGR2GRAY); 
 
 
1.5.2. Operacions amb matrius 
 
1.5.2.1 Adjudicació i alliberament de la memòria. 
 
- Adjudicar memòria d’una matriu: 
 
o Funció: 
 CvMat* cvCreateMat(int rows, int cols, int type); 
 
o Exemples: 
 Matriu 4x4 amb 1 canal amb profunditat de byte. 
 CvMat* M = cvCreateMat(4,4,CV_8UC1); 
 
 Matriu 4x4 amb 3 canals amb profunditat de float. 
 CvMat* M = cvCreateMat(4,4,CV_32FC3); 
 
 
- Alliberar memòria d’una matriu: 
 
o Funció: 
 void cvReleaseMat(CvMat** M); 
 
o Exemple: 
 cvReleaseMat(&M); 
 
 
- Clonar una matriu: 
 
o Funció: 
 IplImage* cvCloneImage(IplImage* image); 
 
o Exemple: 
            IplImage* img1=cvCreateImage(cvSize(640,480),IPL_DEPTH_8U,1);  
 IplImage* img2; 
 img2=cvCloneImage(img1); 
 
 
1.5.2.2 Operacions matemàtiques amb vectors i matrius 
 
- Operacions amb matrius: 
 
o Suma: 
 cvAdd(Ma, Mb, Mc);         // Ma+Mb   => Mc 
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o Resta: 
 cvSub(Ma, Mb, Mc);         // Ma-Mb   => Mc 
 
o Multiplicació: 
 cvMatMul(Ma, Mb, Mc);    // Ma*Mb   => Mc 
 
o Multiplicació element a element: 
 cvMul(Ma, Mb, Mc);          // Ma.*Mb  -> Mc 
 
o Divisió element a element: 
 cvDiv(Ma, Mb, Mc);          // Ma./Mb  -> Mc 
 
o Matriu transposada: 
 cvTranspose(Ma, Mb);     // transpose(Ma) -> Mb 
 
o Matriu inversa: 
 cvInvert(Ma, Mb);             // inv(Ma) -> Mb 
 
o Determinant: 
 double d = cvDet(Ma);      // det(Ma) -> d 
 
 
- Operacions amb vectors: 
 
o Producte Escalar: 
 double res=cvDotProduct(&Va,&Vb);   // Va . Vb => res 
 
 
o Producte Vectorial: 
 cvCrossProduct(&Va, &Vb, &Vc);       // Va x Vb => Vc 
 
 
1.5.3. Operacions amb vídeos 
 
1.5.1.1. Captura de frames 
 
- Inicialització de captura de fitxer: 
 
o Funció: 
 CvCapture*  cvCaptureFromAVI(char* input_filename); 
 
o Exemple: 
 CvCapture* capture = cvCaptureFromAVI("input.avi"); 
- Obtenció del frame: 
 
o Funció: 
 IplImage* cvQueryFrame(CvCapture* capture); 
 
o Exemple: 
 img=cvQueryFrame(capture); 
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- Alliberament de la captura: 
 
o Funció: 
 Void cvReleaseCapture CvCapture** capture); 
 
o Exemple: 
 cvReleaseCapture(&capture); 
 
 
1.5.1.2. Obtenció / Configuració de la informació d’un frame 
 
- Obtenció de propietats de la captura: 
 
o Altura de la captura: 
int frameH    = (int) cvGetCaptureProperty(capture, 
CV_CAP_PROP_FRAME_HEIGHT); 
 
o Amplada de la captura: 
int frameW    = (int) cvGetCaptureProperty(capture, 
CV_CAP_PROP_FRAME_WIDTH); 
 
o Frames per segon: 
int fps       = (int) cvGetCaptureProperty(capture, 
CV_CAP_PROP_FPS); 
 
o Número de frames total: 
int numFrames = (int) cvGetCaptureProperty(capture,  
CV_CAP_PROP_FRAME_COUNT); 
 
 
- Configurar el primer frame a capturar: 
 
o Funció: 
 void cvSetCaptureProperty(CvCapture* capture, 
CV_CAP_PROP_POS_AVI_RATIO, int framepos); 
 
o Exemple: 
cvSetCaptureProperty(capture, CV_CAP_PROP_POS_AVI_RATIO, 
500); 
 
 
1.5.4. Bàsics GUI 
 
1.5.4.1 Mostrar imatges per pantalla 
 
- Crear una finestra: 
 
o Funció: 
int cvNamedWindow(const char* name, int flags); 
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o Exemple: 
 cvNamedWindow("win1", CV_WINDOW_AUTOSIZE); 
 
 
- Mostrar imatge: 
 
o Funció: 
void cvShowImage(const char* name, const CvArr* image); 
 
o Exemple: 
 cvShowImage("win1",img); 
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2. Descriptor propi de moviment F1 
 
A banda dels descriptors de moviment proveïts per l’estàndard MPEG-7, es va 
pensar algun descriptor propi aprofitant l’obtenció del moviment de la imatge. 
Es va discutir amb varis experts de Televisió de Catalunya per tal d’intentar 
identificar quines característiques els hi interessaria extreure dels vídeos que 
disposaven tenint en compte les eines de les aconseguides. 
 
Com que  anteriorment s’havia centrat en futbol en els descriptors d’MPEG-7, 
es va determinar un enfocat per un cas especial de F1. A continuació es detalla 
la descripció del que es vol adquirir, més tard s’explica el procés per la seva 
obtenció i per acabar es mostra el format XML propi generat. 
 
2.1. Detector de càmera on-board F1  
 
Descriptor encarregat de identificar plans com el que es pot veure en la Fig. 
2.1. Es pot analitzar mitjançant el moviment de la imatge degut a que el cotxe 
es mou amb la càmera i sembla que estigui immòbil, a diferència del fons, que 
es desplaça. 
 
 
Fig. 2.1 Càmera on-board, estil de frame 
 
  
Per detectar el pla, s’ha definit una àrea de la imatge immòbil. Per fer-ho s’ha 
analitzat varies seqüències de càmera on-board observant els vectors de 
moviment. La zona escollida és una regió central  de la imatge amb forma 
trapezoïdal, es pot veure a la Fig. 2.2. 
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Fig. 2.2 Camera on-board, vectors i àrea trapezoïdal. 
 
Els càlculs per identificar el pla són els següents: 
 
- Càlculs:  
 
o Definir l’àrea de cerca trapezoïdal (veure Fig. 2.2). 
 
o Calcular les magnituds dels vectors de moviment compresos dins 
de l’àrea. 
 
  √                                                                   
 
 
o Computar la mitjana d’aquestes magnituds 
 
     
 
  
∑                                                      
   
   
 
                                           
                                          
 
o Contrastar la mitjana d’aquestes magnituds amb un llindar 
preestablert. 
 
 Sí és inferior s’inicia un comptador per frame P. 
 
 Si és superior s’atura el comptador. 
 Si el comptador supera un cert llindar anota que és 
un pla on-board i reinicia el comptador. 
 Si el comptador no supera un cert llindar es reinicia. 
68  Descriptors de vídeo de baix nivell 
Per anotar les dades obtingudes s’ha creat un perfil XML propi, s’analitza tot 
seguit: 
 
- Anotacions XML: 
 
El perfil generat per marcar la detecció d’aquest tipus de pla en el temps 
del vídeo es pot veure a la Fig. 2.3. 
 
 
Fig. 2.3 Exemple Detector Camera On-Board XML. 
 
 
On els tags: 
 
- xml: : Declaren la versió de l’XML i la codificació dels caràcters. 
 
- Descripcio: Especifiquen l’inici de la descripció. 
 
- Ambit: Especifiquen que es situa en el domini d’esports. 
 
- Esport: Especifiquen que es centra en l’esport F1. 
 
- ContingutMultimedia: Especifiquen que el contingut a tractar és de vídeo. 
 
- DescriptorVisual: Especifiquen que el descriptor visual empleat és de 
moviment. 
 
- Event: Especifiquen que l’esdeveniment descrit és CameraOnboard. 
 
- VideoSegment: Especifiquen un segment de pla on-board detectat. 
 
- tcin: Especifiquen l’inici del segment de pla on-board. 
 
- tcout: Especifiquen el final del segment de pla on-board 
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L’algoritme s’ha provat en segments de vídeo reduïts i detecta correctament, tot 
i així, s’han de provar molts més vídeos i anar refinant l’algoritme per tal de 
poder fer la detecció de manera global. 
 
En aquest annex s’ha calculat un descriptor de moviment propi a partir dels 
vectors de moviment. Amb aquest descriptor es podrà anotar quins segments 
d’una cursa de F1 són plans de càmera on-board, per fer-ho s’ha generat un 
perfil XML propi adequat a les nostres necessitats. 
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3. Software Desenvolupat 
 
Per implementar els descriptors de moviment descrits en el capítol 4, es va 
desenvolupar un software anomenat Motion Analyzer. És un programa escrit 
completament en C/C++ que s’alimenta de diferents llibreries per realitzar les 
seves funcions. Degut a que totes les seves llibreries són multi-plataforma, el 
programa també ho és.  
 
Tot seguit es descriu breument cada llibreria escollida i es defineix quina funció 
desenvolupa en el programa. Més tard, es detalla una documentació sobre el 
seu funcionament. 
 
3.1 . Llibreries implementades en el software desenvolupat 
 
- FFMPEG:  
 
Fast Forward MPEG (FFMPEG), són un conjunt de llibreries de codi 
lliure enfocades al tractament d’arxius multimèdia. Està escrita en 
llenguatge C, és multi-plataforma i està sota la llicència LGPL. La seva 
llibreria principal s’anomena libavcodec i és l’encarregada de la 
codificació i la descodificació. 
 
La seva funció en el programa és l’extracció de vectors de moviment del 
flux de vídeo comprimits amb compensació de moviment. 
 
- OpenCV: 
 
Open Source Computer Vision Library (OpenCV), és una llibreria de codi 
lliure enfocada al processament d’imatges per la computació per visió. 
Està escrita en C/C++, és multi-plataforma i està distribuïda sota la 
llicència BSD. Més informació sobre la llibreria en l’annex 1. 
 
La seva funció en el programa és la representació dels vectors de 
moviment en la imatge per facilitar la seva visualització. A més a més, és 
l’encarregada de guardar el vídeo processat en cas necessari. 
 
 
- Libxml2:  
 
Libxml2 és una llibreria de codi lliure de parcejat d’XML. Està escrita en 
C, és multi-plataforma i està distribuïda sota la llicència MIT License10.  
 
La seva funció en el programa és l’escriptura dels descriptors en format 
XML mitjançant el llenguatge XPath11. 
                                            
10
 Llicència de software lliure desenvolupada per el Massachusetts Institute of Technology. Molt 
semblant a la llicència BSD. 
11
 XML Path Language, és un llenguatge que permet crear expressions per recórrer i processar 
un fitxer XML 
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- Qt Nokia:  
 
Qt, pronunciada quiut (cute en anglès), és un marc de treball multi-
plataforma per la creació d’interfícies gràfiques per l’usuari (GUI). Està 
escrita en C++ i és propietat de Nokia. Està distribuïda sota llicència 
LGPL. Facilita plugins per la seva  adaptació en marcs de 
desenvolupament com Eclipse o Visual Studio. 
 
La seva funció en el programa és la de proporcionar una interfície 
amigable per l’usuari a l’hora d’elegir i processar els descriptors de 
moviment desitjats. 
 
 
De manera resumida es pot veure cada llibreria i la funció que desenvolupa en 
la Fig. 3.1. 
 
 
 
Fig. 3.1 Llibreries Motion Analyzer 
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3.2.  Funcionament del software desenvolupat 
 
En aquest apartat es documenta quin funcionament se li pot donar al programa 
des del punt de vista de l’usuari final. La interfície es pot veure en la figura 
següent (Fig. 3.2). 
 
 
Fig. 3.2 Interfície Motion Analyzer 
 
 
Els passos pel seu correcte funcionament són els següents: 
 
- Carregar el vídeo a operar: 
 
o Passos: 
 Arxiu => Obrir video. 
 
o Formats admesos:  
 Està enfocat per operar de manera correcta amb el format 
MPEG-4 perfil Simple Profile (SP), per les raons descrites 
a l’apartat del treball 3.5.1. Tot i així pot processar de 
manera correcte vídeos d’MPEG-2. 
 
- Seleccionar el fragment de vídeo a descriure. 
 
o Passos: 
 Pressionar el botó Play, desplaçar-se amb l’slider i marcar 
amb l’inici i final del segment amb els botons Start Frame i 
Stop Frame. Els números seleccionats es podran 
visualitzar en les dades de processat (veure Fig. 3.3). 
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Fig. 3.3 Interfície Motion Analyzer amb vídeo carregat i segment seleccionat. 
 
 
- Marcar les dades a processar. 
 
o S’han de seleccionar els checkboxes a convenir. Les opcions són 
les següents: 
 
 Mostrar vídeo: Opció que ensenya el vídeo amb els vectors 
de moviment mentre es realitzen els càlculs desitjats. 
 
 Guardar vídeo: Opció que emmagatzema la seqüència 
d’imatges processada amb els vectors de moviment. 
 
 Motion Activity: Opció que calcula el descriptor Motion 
Activity (veure apartat del treball 4.1.2.). 
 
 Camera Motion: Opció que calcula el descriptor Camera 
Motion (veure apartat del treball 4.1.3.). 
 
 F1 Camera Motion: Opció que calcula el descriptor 
Detector Càmera On-Board F1  (veure annex 2). 
 
 
- Iniciar el procés. 
 
o Passos:  
 Pressionar el botó Process. Si s’ha marcat la opció 
―Mostrar Vídeo‖ es podran visualitzar els vectors de 
moviment com es mostra en la Fig. 3.4 
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Fig. 3.4 Interfície Motion Analyzer visualitzant el vídeo mentre processa. 
 
Un cop s’hagin computat els càlculs, el programa avisarà que el processat s’ha 
acabat i generarà els fitxers XML desitjats. 
 
El nom d’arxiu corresponent a cada descriptor és el següent: 
 
- Motion Activity: ―MA_Descriptor.xml‖. 
 
- Camera Motion: ―CM_Descriptor.xml‖. 
 
- F1 Camera On-Board: ―F1_CO_Descriptor.xml‖. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
