Abstract-Unmanned Aerial Vehicles (UAVs) are becoming more prevalent, more capable, and less expensive every day. Advances in battery life and electronic sensors have spurred the development of diverse UAV applications outside their original military domain. For example, Search and Rescue (SAR) operations stand to benefit greatly from modern UAVs since even the simplest commercial models are equipped with highresolution cameras and the ability to stream video to a computer or portable device. As a result, autonomous unmanned systems (terrestrial, marine, and aerial) have begun to be employed for such typical SAR tasks as terrain mapping, task observation, and early supply delivery. However, these systems were developed before recent advances in artificial intelligence such as Google Deepmind's breakthrough with the Deep Q-Network (DQN) technology. Therefore, most of them rely heavily on Greedy or Potential-based heuristics, without the ability to learn. In this research, we investigate a possible approximation (called Partially Observable Markov Decision Processes) for enhancing the performance of autonomous UAVs in SAR by incorporating newly-developed Reinforcement Learning methods. The project utilizes open-source tools such as Microsoft's state-of-the-art UAV simulator AirSim, and Keras, a machine learning framework that can make use of Google's popular tensor library called TensorFlow. The main approach investigated in this research is the Deep Q-Network.
I. INTRODUCTION
Search and Rescue (SAR) personnel are accustomed to reports of overdue persons. When dealing with these incidents three main tasks must be performed: Investigation, Containment, and hasty Search efforts. Initial actions, those taken during the first 8-12 hours after the start of the operation, usually locate the subject. However, when subjects are not located during this early period, search operations can last days, and even weeks [4] . It is easy to see why any effort to improve the efficiency of the initial search effort is critical to a successful SAR operation.
Fortunately, the development of information and communication technologies in recent decades has made new tools available for use in Search and Rescue operations. Of special interest is the deployment of robots -aerial, marine, and land-based -in the aid of SAR teams. In the case of aerial robots, Unmanned Aerial Vehicles (UAVs) are currently used to provide quick birds-eye views and precise cartography. To date, these operations are typically performed under the control of a human operator.
Artificial Intelligence (AI), understood as intelligent behavior shown by a machine, has been undergoing a resurgence in recent years, with algorithms reaching super-human levels of performance at tasks such as classifying images, predicting stock prices and even playing games. These spectacular advances have been led by an AI branch called Machine Learning, systems capable of improving their performance on a task over time; i.e. learning. For example, a system can learn a classification task by presenting the algorithm with a large dataset of example objects and their corresponding labels. Machine learning techniques have been used extensively to create autonomous behaviors.
A form of machine learning called Reinforcement Learning (RL) methods create AIs that learn via interaction with their environment. Similar to the behaviorism learning paradigm, RL algorithms try to find the optimal approach to performing a task by executing actions within an environment and receiving positive and negative rewards for the actions taken in that environment. Formally, the RL problem is described as a Markov Decision Process (MDP) which is a tuple of States, Actions, Rewards, and Transition probabilities. The final goal of RL methods is to create a program capable of maximizing the cumulative reward received while moving through the MDP states until reaching a predefined terminal state. The resulting strategy is referred to as the policy. When RL is used in combination with deep neural networks (Deep Learning) it is called deep reinforcement learning.
It seems reasonable to believe that a fully autonomous UAV could be trained to perform Search operations by taking advantage of deep reinforcement learning methods. Such a system would not be a replacement for tried and true search conducted by UAV operators; however, it could be of help in the coverage of complex terrains where the need for manual navigational control distracts the operator from carefully observing the scene. Unmanned search operations typically employ a human operator who defines a flight path and collects data as the path is traversed. While this approach can be effective, there are certain terrain conditions that are not easy to navigate or properly plan for, which places a large burden on the operator of the UAV.
The goal of this research project was to determine if Deep Reinforcement Learning methods are robust enough to train an artificially intelligent agent to autonomously perform the task of searching. Results demonstrate that our prototype successfully serves as a proof-of-concept in which an agent trained by these methods has indeed learned a search strategy, and that its "success rate" consistently exceeds that observed of an agent taking random actions.
II. BACKGROUND
In [7] the authors document three categories of methods suitable for real-time search of a location: Greedy heuristics, Potential-based heuristics, and Partially Observable Markov Decision Processes (POMDP). In this context a heuristic is a search algorithm function that ranks alternatives at each branching step based on available information, for the purpose of deciding which branch to follow. For example, if the program has as its input a map of the search area partitioned based on the probability of finding a lost person in various regions, that belief map is in effect a heuristic. Unfortunately, these heuristics are often not accurate enough in real-world situations, and require that the search space be known beforehand, suggesting that better approaches are needed. Consequently the authors recognized that POMDPs have significant potential for creating autonomous UAVs, but acknowledged that using this method would be computationally demanding and that the available algorithms were not sufficiently advanced.
Reinforcement Learning [6] can be used to solve a Markov Decision Process (MDP) by implementing two components: an Agent and an Environment (see Figure 1 ). The agent takes actions and receives rewards from the environment, with the two components continuously interacting in a closed loop. Learning takes place as the agent refines its strategy to maximize reward. Formally, the MDP is a decision-making framework consisting of a tuple (S, A(s), R(s), T (s, a, s )) where S is the State space, everywhere an agent might go; A(s) is the Action space, what the decision maker is allowed to perform in a given state s, executing those actions will cause the environment to return a new current state and a reward; R(s) is a reward function, which returns a scalar value representing the goodness of taking an action, this is the driver of the learning process of an RL method; and T (s, a, s ) ∼ P (s |s, a) is the set of Transition probabilities, the probability of ending in state s given that the agent takes action a while being in state s; this is usually referred to as the model. A policy π(s) is a map of states to actions. The core problem of MDPs then is to find an optimal policy π*; that is to find the π(s) that maximizes the cumulative reward of an agent walking the MDP.
The value of a policy Q(s t , a t ) is the function that gives the sum of all the rewards received by following a policy on an environment. The optimal policy is the one the yields the highest value from all possible policies, commonly denoted as Q * (s t , a t ). To find the optimal value function Bellman's equation is used:
In a small finite State space, storing the Q-values in a table for the Q-learning algorithm is feasible; however, high dimensional spaces such as a continuous State or Action space pose a problem both in memory management and in the difficulty of updating the values efficiently to realistically train the agent. Basically, a large State space or Action space could lead to situations in which the RL-driven search for an optimal policy would take infinite time.
To solve the exploding state space problem the use of a universal function approximator such as an Artificial Neural Network, designed to replace stored Q-values, has been proposed. However it is difficult to apply to RL due to the nature of Q-learning -recent experience tends to dominate the training examples in a Q-value network, causing it to "unlearn" the correct outputs of the Q-value. But recent developments in other areas of machine learning (specifically, deep neural nets) provide the means of creating RL algorithms capable of moving beyond the heuristic approach to one based on MDPs.
The first algorithm that successfully incorporated deep learning in RL is known as the Deep-Q Network (DQN) [3] . Q-learning is an RL algorithm that uses value function iteration based on the optimal Bellman equation. The result of the value function for each action is stored and updated in what is known as the Q-table. The main idea behind DQN is to replace the traditional Q-table with a deep neural network that is trained from samples of stored experiences. At its heart DQN proposes three innovations in the RL space. The first is to use convolutional neural network-based architectures to process images obtained from the environment. These deep, specialized neural networks extract different visual features in each layer by applying filters, known as convolutions, to the image. The second innovation is to build a "memory" of select experiences for training the Q-network. Training the network on a subset of states, rather than on all states seen by an agent, helps the network avoid over-fitting. Finally, the inclusion of a target Q-Network is designed to control the loss function used during training. This helps mitigate the risk of unbounded estimated values.
A final enhancement is the incorporation of Hindsight Experience Replay [1] , which adds the concept of an achieved goal to the Q-network architecture. The idea is to associate a reward with intermediate states (e.g. not crashing) so that even if the agent does not succeed in a given episode it is still learning something.
III. IMPLEMENTATION
The experimental environment was constructed using Microsoft's AirSim vehicle simulator [5] , which provides ground truth observations based on its accurate physics simulation of quadcopter UAVs. The AirSim API also includes highlevel vehicle maneuver instructions that enable agent behavior consisting of four simple actions: move forward, turn right or left by thirty degrees, and hover. An overview of the different components of the environment can be seen in Figure 2 . The simulation performed in AirSim executes as a plugin for Unreal Engine [2], a video game engine with photorealistic rendering capabilities. This makes AirSim a very convenient platform on which to train vehicles in various types of visually realistic environments, provided the needed 3D modeling skills are available within the team. Figure 3 shows an example of three different simulated scenes with different levels of complexity, as created in Unreal Engine.
The RL environment communicates with the simulated scene through AirSim's API. Specific to a UAV, the API provides convenient commands similar to those available on commercial autopilots such as take off, move by velocity, move to coordinate, get position, get orientation, get scene image, get depth image, and so on.
While training is taking place two functions of the environment are called:
Step and Reward. The step function is in charge of executing the action selected by the agent, retrieving the image and position/orientation information using the AirSim API, and calling the reward function on the state and action passed by the agent. The environment reward system includes two modes: shaped reward and sparse reward. When shaped reward is in place the agent is rewarded according to the area of the observed image occupied by the target object. Sparse reward mode means that every action other than reaching the goal state rewards the agent with the same negative reward. This system was included to facilitate adding Hindsight Experience Replay to the agent. The agent was developed using Python, which allows for smooth integration with libraries such as TensorFlow and Keras, used to implement the desired deep learning network architectures. The agent receives observations from the environment, consisting of a depth image and collision detection information. An overview of the implemented DQN architecture can be seen in Figure 4 . The DQN network structure is comprised of 3 convolutional layers: the first with 32 filters and the other two with 64 filters. The activation function for all layers is the Rectified Linear Unit (ReLU) and the activation function for the output is Softmax. To include the concept of goal for Hindsight Experience Replay a similar network is placed parallel to the DQN network to receive the goal input. At the end of both convolutional layers a concatenation of the output of both networks is placed before connecting it to a fully-connected layer composed of 512 neurons that precedes the output of the four possible actions: move forward, turn left or right by 30 degrees, or no operation.
The procedure used to implement the agent DQN was based on ideas described in [8] , but was significantly modified to incorporate the concept of Hindsight Experience Replay.
(Source available at https://github.com/jcarcamo/sar-deep-rl)
IV. RESULTS
Training the agent took 96 hours and 25 minutes to complete 10000 episodes on a Windows machine with 16GB of RAM, an Intel Core i-7 4750K and an Nvidia 780 Ti GPU. After training the agent, 100 episodes of evaluation mode were conducted to measure its performance. Trained model performance was then compared against a random agent, i.e. one where all actions taken in the MDP are arbitrary selected.
The training scene for the test case was a small room of 20 by 20 meters, with the target goal being a floating ball on the right side of the room at position (15,15). States where the UAV crashed were considered terminal states. Since the agent did not have its global position it remembered its starting position as (0,0,0). Turning of the UAV was recorded as movement values in the positive or negative direction of the Y-axis. Values less than zero in the X-axis were restricted since the starting position of the UAV was against a wall. The Z-axis was fixed to 1.5 meters.
Selected metrics for the comparison were the average number of decisions made by an agent per episode (Average steps), the average length of time per episode in seconds (Average time), and the percentage of times the agent found the desired target (Success rate). For the trained agent, Average steps taken were 258.54, and Average episode time was 35 seconds. Table  I In general, taking more steps is an indication the agent analyzed its surroundings before taking an action. The success rate of the trained agent is consistently, if modestly, better. The traveled path of both agents was recorded for each evaluation episode. Figure 5 provides a top-down perspective of a sample successful run for each type of agent. Of special interest is the trained agent; it has "learned", when reaching the end of the room, to reverse its path to look in a different direction.
V. CONCLUSION AND FUTURE WORK
The prototype successfully demonstrated the feasibility of using an artificial intelligence to direct unmanned aerial vehicles to search.
However, given the real-time, real-physics nature of a single simulated run, training time simply takes too long, inhibiting the success rate of the intelligent system. Two alternatives could be implemented to address this problem: distributing the training process onto different machines which collaborate to compute a global target network, or spawning multiple agents into the same AirSim application and assigning a processor core to each agent. The reward function, which serves as the truth holder of the learning process, greatly influences agent learning. For this research, a sparse reward was used since the goal was simply to find an object. Shaped reward functions would allow the incorporation of expert knowledge, potentially enhancing agent learning.
Finally, one reason the AirSim package was chosen was smooth integration with the photorealistic capabilities of Unreal Engine. To develop a general-purpose solution an agent would need to be trained on many different environments. This would require both the artistic creation of those environments and substantial additional training time.
