In the computer vision community, the general trend has been to capture and select discriminative features in order to yield significantly better performance. Recent advances in attention mechanism proposed several attention blocks to adaptively recalibrate the feature response. However, most of them overlooked the context information at a multi-scale level. In this paper, we propose a simple yet effective building block for ResNeXt-style backbones, namely discriminative local representation (DLR) module, which allows discriminative local representation learning for multi-scale feature information across multi-parallel branches. Our DLR module contains two sub-modules: channel selective module (CSM) and spatial selective module (SSM). Given an intermediate feature map, the CSM first selectively generates the channel-wise attention maps and recalibrates the response from different branches according to the weight vector calculated by softmax layer. And then, the SSM further captures the spatial discriminative information at different scales respectively and emphasizes the interdependent channel maps. Besides, we place a high-order item during the process of multi-branch fusion and residual connection to enhance the intensity of structure nonlinearity. Various DLR modules can be stacked to a deep convolution network named DLRNet. To validate our DLRNet, we conduct comprehensive experiments on classification benchmarks (i.e. CIFAR10, CIFAR100 and ImageNet-1K), as well as two publicly available fine-grained datasets (i.e. CUB-200-2011 and Stanford Dogs). The experiments show consistent improvement gains over previous baseline models with reasonable overhead, and demonstrate the capability of our proposed method for discriminative local representation.
I. INTRODUCTION
Learning a coarse-to-fine feature representation is essential for vision tasks such as image classification which recognizes the class label for an input sample. In the past few years, great progress has been made on achieving a richer and more exact encoding of the context information to characterize complex boundaries of ever so many classes in a high-dimensional space. Primarily, the existing methods fall into two aspects: (1) Utilizing a more comprehensive context which represent the images or feature maps with aggregated multiscale information. (2) Recalibrating the feature response and
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For a long time, the first aspect took up the mainstream of construction scheme for building powerful convolutional neural network (CNNs). Previously, the pyramidal image representation [1] and pyramidal feature representation [2] , [3] were commonly used by many traditional and modern object detectors. Besides, [4] , [5] combined low-level representations with high-level semantic features, and achieve great performance in object detection and segmentation tasks. Recently, [6] proposed to adaptively adjust the receptive field size of intermediate layers to capture objects within different scales. Second, [7] - [9] and [10] performed rescaling to model the long-range dependencies with global context, and hence leveraged the potential of self-attention mechanism applied VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ FIGURE 1. In daily sense, objects may appear with different scales in a single image. The cross marks with different colors represent optimal distributions of convolutional kernels when the full image is propagated through CNN, and the size of marks is proportional to the optimal size of receptive field. The square transparent backgrounds underneath the cross marks represent the region of contextual information, which is essential for capturing the temporal-spatial relationships. (Best viewed in color).
in vision tasks. However, our empirical study shows that performing discriminative local representation learning for multi-scale feature information is orthogonal and complementary to existing methods. As shown in Figure 1 , the picture frame, vase and sofa are of different sizes. To recognize the small-scale picture frame, a small-size receptive field is suitable for possessing the local information with high resolution. However, when the objects to be detected appear simultaneously in an image with different scales, the restricted receptive fields may prevent the networks from performing well. Besides, different vision tasks require features with different levels, e.g., object detection prefers low-level features and large-size receptive fields for improving localization ability, which is less crucial for image classification. However, we have found that the loss of discriminative local information is inevitable when large convolution filters applied to the intermediate feature maps. To maintain as many useful information as possible from a given image, we take inspiration and guidance from [6] , [11] , [12] and further observe that discriminative local representation can be complementary to multi-scale feature learning and thus can reinforce each other.
Based on this observation, in this paper, we propose a novel building block, called as discriminative local presentation (DLR) module, for both general object classification and fine-grained visual classification tasks, which is illustrated in Figure 2 . Our proposed DLR module consists of general 1×1 convolution, channel selective module (CSM) and spatial selective module (SSM). First, obtaining multi-scale features requires extractors to utilize a series of kernel sizes to capture the objects at different scales. To investigate the speed/accuracy trade-off, we compare the FLOPs and effects of combination of different kernels. Through a rigorous empirical analysis, we conclude that the structure with two scales is preferred. More details are described in Section IV. Second, once the convolutional responses with different scales are obtained, an element-wise summing is conducted to aggregate the transformed features. The CSM selectively generates the channel-wise attention maps and recalibrate the response from different branches according to Within the general framework, we design a modularized instantiation, called the DLR module, which can be integrated into many modern backbone architectures. Our proposed DLRNet consists of a stack of DLR modules within the same topology. For simplicity, ''GAP'' and ''GMP'' denote global average-pooling and global max-pooling. ''CAP'' is average-pooling operation along the channel axis, and ''CMP'' is max-pooling operation along the channel axis. (Best viewed in  color) . the weight vector calculated by softmax layer. Third, the SSM further captures the spatial discriminative information at different scales respectively and emphasizes the interdependent channel maps. Specifically, to enhance the intensity of structure nonlinearity and avoid numerical stability in gradient computation, we place two types of high-order items in the module. One is added to the process of multi-branch fusion and another is added in residual connection.
It is possible to build up a DLR network (DLRNet) by simply replacing the bottleneck structure in ResNeXt-like backbones with our proposed DLR modules. While the template for constructing modules is common, the role it performs varies from layer to layer. To compare the difference between our DLR module and other attention blocks from a visual standpoint, we visualize the class-specific activation map with Grad-CAM [13] approach and observe that DLRNet takes concentration on target object more accurate than other baseline networks. Finally, we validate the consistent improvement gains on image classification on CIFAR [14] and ImageNet [15] datasets, as well as two publicly available fine-grained datasets CUB-200-2011 [16] and Stanford Dogs [17] datasets, indicating that our proposed DLR module a wider applicability. Besides, in most cases, the extra parameters and computation of DLR module is negligible.
The rest of this paper is organized as follows. Section II briefly reviews the related works, primarily discussing the progress of network design and discriminative feature representation. Section III describes our proposed DLR module in detail, and introduces the five DLRNet tweaks. Section IV presents the empirical results and relevant statistics to verify the capability of our proposed DLR module for discriminative local representation. Finally, Section V concludes this study and describes future work of this paper.
II. RELATED WORK A. NETWORK ENGINEERING
Delving into the network engineering has drawn growing attention from a boarder perspective, because well-designed architectures improve the predictive modeling performance in various vision subtasks. Initial work on the detection of deformable objects, such as cats or dogs, was proposed in [18] that deformable parts model (DPM) used the pre-handled feature templates to match the latent objects. Compared with the powerful feature extraction capability of convolutional neural network (CNN), the traditional handcrafted approaches are difficult to extend to more complex categories. From 2012 onward, the availability of server-class GPUs and the rapid development of deep learning approaches contribute to the successful implementation of various CNN architectures.
Generally speaking, for the design criterion of convolution networks, there are three important issues: depth, width and cardinality. By simply stacking a collection of convolutional blocks, the VGGNet [19] promoted a simple, but effective solution for constructing networks. However, with the depth increasing, accuracy gets saturated and then drops rapidly. To address this issue, the ResNet [20] , [21] introduced residual mapping learning to overcome the difficulty of gradient propagation. Reference [22] proposed the wide residual networks (WRNs) where they decrease depth and increase width of residual networks. The Inception network [23] - [26] , a carefully customized multi-branch architecture, is capable of obtaining context information at different scales with a reasonable computational complexity. Subsequently, the ResNeXt [27] exploited the potential of grouped convolutions and showed that increasing the cardinality is more effective than increasing other dimensions.
Other network studies, such as Res2Net [28] , EfficientNet [29] and DetNet [30] , exploited the potential of network from different starting points, which are orthogonal to the three factors mentioned above. In our DLRNet, we take full advantage of the potential of group convolutions and capture multi-scale discriminative inforamtion from multi-parallel structure.
B. DISCRIMINATIVE FEATURE REPRESENTATION
In general, the challenges of discriminative feature representation are mainly two folds, i.e., discriminative feature representation and accurate attention localization. First, inspired by the intuition that loss function plays an important role in CNN training, [31] found that the performance of image classification is simultaneously affected by inter-class separability and intra-compactness of samples, and they proposed the SCNet, which minimizes the softmax loss and the distance between features with the same label. Moreover, to better make full use of the spatio-temporal complementary information from low-resolution observed frames for video super-resolution, a multi-memory CNN (MMCNN) was recently proposed to cascade an optical flow network and an image-reconstruction network [32] . In a similar way, [33] extracted the low-level features and reconstructed a high-resolution image from the basic input and then utilized a transition unit to capture the structure information. The proposed PE-CNN outperformed the state-of-the-art methods in both visual effects and quantitative metrics for satellite imagery super-resolution. Second, previous works primarily focused on object or part annotations, or relied on region proposal method to hypothesize the location of discriminative region, which was heavily involved of human efforts and time-consuming. Reference [34] presented a novel weakly supervised discriminative localization (WSDL) approach for fast fine-grained image classification. It introduced multi-level attention guided localization learning without any annotation, which achieved both the best performance and efficient of prediction. Analogous line of works noted that the discriminative feature representation can boost accurate attention localization, and vice versa. Based on this observation, [12] proposed a multi-attention convolutional neural network (MA-CNN) to classify an image by each individual part which generated by clustering, weighting and pooling from spatially-correlated channels. 
C. QUADRATIC TRANSFORMATION
One of the main goals of convolutional neural networks is to distinguish among hundreds of or thousands of complex class boundaries in a high-dimensional space, hence, effective high-order information is critical for classification performance. In the middle part of the backbone, methods such as [35] using quadratic transformation to model the interaction between pairwise feature information. The second-order response transform (SORT) [36] introduced a novel scheme for aggregating the responses from two branches and multiplication of the responses, thus improving classification performance compared with the plain one. In [37] and [38] , DeepO 2 P and B-CNN were proposed to replace the original global average pooling at the end of the backbone, using global second-order pooling to transmit the final category information, which stimulate the network a better degree of nonlinearity in the latter part. On the basis of DeepO 2 P, the GSoP [39] proposed to utilize a connection across the entire network, aiming to learn more discriminative features by using the second-order statistic of the input image. Our work takes inspiration from [40] and observes that second-order aggregation of features from different sources of CNN is effective at image recognition.
III. DLRNET ARCHITECTURE
In this section, we describe the details of DLR module. Our module consists of general 1×1 convolution, channel selective module (CSM) and spatial selective module (SSM). More specially, we introduce the DLRNet, a novel scheme for selective multi-scale feature learning which is illustrated in Table 1 and Figure 2 , rather than extract features with a cluster of 3×3 kernels as in the bottleneck structure. Previous works [23] - [26] have demonstrated the effectiveness of aggregating features of multiple kernels in image classification. And in practice, as shown in Section IV-A, we observe that the performance gains are influenced by the choice of combination of different kernel sizes. Our empirical analysis shows that DLR module with two scales is preferred. Within this template, we can scale up DLRNet to 50 and 101 layers by repeating the DLR models many times. The networks constructed by this template are shown in Table 1 .
A. CHANNEL SELECTIVE MODULE
As illustrated in Figure 2 , the 1×1 convolution layer (on the left side) first produces a transformed embedding x from previous block, where
Respectively, for input x ∈ R w×h×d , we perform two different transformations as f L and f S :
The f L refers to the grouped convolutional operation with kernel size 5×5. Likewise, f S stands for the same operation with kernel size 3×3. Moreover, since the goal is to decrease the number of parameters without a significant performance penalty as soon as possible, the transformation f L with kernel size 5×5 is replaced with a dilated convolution with a factor of 2. Both f L and f S are accompanied with batch normalization [41] and ReLU activation function. The output feature maps of above two transformations are denoted as U L and U S respectively.
To aggregate the transformed feature maps from two scales, an element-wise summing is conducted to obtain a global representation U:
Most previous recalibratation methods, such as SENet and SKNet, adopted the global average pooling for aggregating spatial informtion. In pratice, we argue that the max pooling operation captures another important cues to generate finer channel-wise attention. Based on this insight, we deploy two types of pooling strategies, including global max pooling (GMP) and global average pooling (GAP) to obtain two different spatial context descriptor m c ∈ R 1×1×d and a c ∈ R 1×1×d .
The GMP and GAP operations are denoted as f gmp and f gap , where
Here c denotes channel index, c ∈ [1, 2, . . . , d], and (i, j) refers to any pixel in given feature map. The two descriptors softly encode global context and local discriminative information in each channel. Further, a multi-layer perceptron (MLP) is performed to fully model the dependencies between extrated global information and the choice of transformation function in certain scale. Before that, to match dimension, an element-wise summing is applied to fuse the output of two pooling operations.
The fusion output s c is then forwarded to a MLP, which composed of one hidden layer, batchnorm layer and activation function.
where δ is the ReLU activation function, β stands for batch normalization (BN) layer, and the 1D sequence to be normalized by BN is the output of first linear layer. W ∈ R v×C is learnable and can be updated during end-to-end training.
Obviously, the size of W is directly related to v and C. We denote number of channels as C and r is ratio of dimensionality increasing and reduction. Note that the CSM with a single average pooling is the same as the SK [6] module, to reduce parameter overhead, we fix r to 16.
For simplicity, we do not change the default setting in [6] and all L equal to 32 in this paper. A softmax layer is adopted to adaptively narrow down the most approapriate streamline for discriminative local representation, and its defintion is as follow:
where a, b denote the scored attention scalars corresponding to the f L and f S . A c ∈ R 1×d is the c-th row of A and a c is c-th element of a, likewise B c and b c . For any c, the following formulas can always be satisfied:
The final outputs of CSM are C 1 and C 2 , which can be calculated by:
In formula (12) , stands for element-wise multiplication between the scalar a c and the original transformed feature map U L ∈ R w×h×d , the same as that in formula (13).
B. SPATIAL SELECTIVE MODULE
In section III-A, the CSM performs multi-scale transformations to input feature, and the global context descriptor generated by aggregating global context is applied to adaptively narrow down the streamline for discriminative local representation. Nevertheless, in other vision task, such as object detection, several objects may appear in a single image simultaneously. Hence, it is quite challenging for CSM, or other similiar approach, e.g., SENet to assign a most suitable kernel size to exactly cover the objects of all sizes, if we only capture the channel-wise relationship.
For this reason, we design an efficient spatial selective module (SSM) to further captures the multi-scale spatial discriminative information along the channel axis, which is shown to be effective in highlighting local informative regions. With negligible overhead, the SSM starts from the notion of extending the attention mechanism along the channel axis. Thereby, the solution space can be reduced to some extent and training solvers is capable of further capturing specific, appropriate feature maps for correlation learning. Since the proposed SSM is a symmetric structure, only one branch of the structure (i.e. C k which is one of the outputs of CSM, k = 1, 2, and the subscript k is omitted for simplifying annotation) will be introduced in this subsection to save space.
In order to compensate for the weakness of channel-wise attention, we simultaneously apply average-pooling and max-pooling operations along the channel axis (denoted as CAP and CMP) to focous on 'where' is the informative part for perceiving. The CAP and CMP operations are denoted as f cap and f cmp , where (15) where u m and u a denote the corresponding spatial attentions that encode rich context informaiton across channels. Those are then concatenated and transformed by subsequent operation to eliminate the aliasing effect. In short, the streamline architecture of SSM is descibed as:
where M s (·) denotes one of the two branches of SSM, f 3×3 represents a convolution operation with a kernel size 3×3, and σ is the sigmoid activation function. The final outputs of SSM are S 1 and S 2 , which can be calculated by: (19) In the previous work, all the multi-branch structures are followed by subsequent operation to aggregate information from different sources. Most connections are fused in a linear manner, which limits the intensity of structure nonlinearity to fit the complex distribution of solution space and contribute to VOLUME 7, 2019 network capacity. Besides, the final refined output, S 1 and S 2 , are equipped with properties of multi-scale discriminative feature learning. Hence, it is essential to apply a novel fusion strategy for effecctive feature ensemble. Inspired by [36] , we observed that the core idea of second-order response transform (SORT) is to append a second-order item (i.e. element-wise product) to the linear fusion connection. The advantages of this modification, as discussed in [36] , are mainly two-folds. First, the high-order item facilitates the multi-branch information propagation. Second, in the back-propagation process, it enables each response branch to adjust its weights according to the state of other response.
Based on this insight, we adopt two types of SORT operations simultaneously. Let α be a set of feature responses generated by last DLR module (as illustrated in Figure 2. ) and assume that S 1 , S 2 and α are of the same dimension. In this case, the exact form of our modified version fusion connection is:
Here, denotes element-wise product and √ . denotes element-wise square-root. In Figure 2 , the SSM is followed by a general 1×1 convolution (accompanied with BN and ReLU) which is denoted as f 1×1 for simplicity. Besides, o S represents the output of our proposed DLR block.
C. DLRNET TWEAKS
To directly show the effectiveness of specific component, we perform five types of model tweaks. The DLRNet tweaks are several minor adjustments to the proposed DLR architecture, such as adjusting the pooling operation in CSM. In general, such a tweak will scarcely change the amount of model parameters, but might induce a non-negligible effect on accuracy. In Figure 3 , most feature operations such as element-wise summing, concatenation, softmax layer and BN are omitted for simplifying notations. In this section, we will use SKNet as a baseline to investigate the effects of model tweaks.
1) DLRNet-A
Based on the original SK block in SKNet, DLRNet-A simply appends CAP and CMP in parallel. This modification enables DLRNet-A to capture richer spatial context information, compared with SK block. This tweak is illustrated in Figure 3b .
2) DLRNet-B
To make full use of the aggregated multi-scale feature responses from CSM, the DLRNet-B further performs the CAP and CMP within two scales, which is shown in Figure 3c . 
3) DLRNet-C
Note that the original SK block do not encode the discriminative local response, and hence the DLRNet-C perform GAP and GMP in parallel to compensate for the weakness. This tweak is illustrated in Figure 3d. 
4) DLRNet-D
Based on the enhanced DLRNet-C, our DLRNet-D further appends CAP and CMP in parallel. This tweak is illustrated in Figure 3e .
5) DLRNet-E
The DLRNet-E, formed the foundation of our proposed DLRNet. Apart from the excellent capability of discriminative local representation, our DLRNet adopts the high-order fusion strategy mentioned in Section III-B. 
IV. EXPERIMENT
In this section, we implement the proposed DLRNet based on PyTorch framework and perform extensive experiments on the standard benchmarks: CIFAR, ImageNet for image classification and CUB-200-2011, Stanford Dogs for fine-grained visual classification. All the deteailed statistics with category number and training/testing splits are listed in Table 2 .
A. IMAGE CLASSIFICATION 1) CLASSIFICATION RESULTS ON CIFAR
On the CIFAR-10 and CIFAR-100 datasets, our implementation and hyper-parameter setting refer to the original ResNeXt-29 introduced in [27] and only replace the 3×3 convolution in bottleneck with our DLR module. Our DLRNet-29 starts with a single 3×3 convolution, followed by 3 stages, and ends with global average pooling as well as an fully-connected layer. The same translation and flipping data augmentation is adopted, as in [20] . The model is trained across 2 RTX 2080Ti GPUs with a mini-batch size of 128, with a weight decay of 5×10 −4 and a momentum of 0.9. The learning rate is initially set to 0.1 for CIFAR 10 and 0.05 for CIFAR 100. All the models are trained for 300 epochs, and the learning rate is divided by 10 at the 150-th and 225-th epoch. The weight initialization strategy is also introduced in [42] . Besides, to prevent overfitting on small-scale datasets, we replace the 3×3 convonlution with dilation rate 2 in CSM with general 1×1 convolution. The ResNeXt-29 (16×32d) is used as the baseline model, and the same template (16×32d) is applied on SKNet-29 and DLRNet-29 for apple-to-apple comparisions. In addition, we evaluate DLRNet-29 with five tweaks. Notably, the DLRNet-29-C surpasses the basline and outperforms other tweaks by a big margin. On CIFAR-10 dataset, containing two types of global pooling operation gives 1% improvement compared with SKNet-29. This result is due to the fact that the sample size of CIFAR dataset is only 32×32. Once applying a large number of nonlinear transformaiton and down-sampling, the information that can be retained is limited. Furthermore, a CNN feature channel often corresponds to a certain type of visual pattern and the number of intermediate feature channels in DLRNet-29 is generally small. Hence, the classification error rises from 3.37% to 3.55%, 3.78%, 3.88% and finally to 3.84% respectively. On CIFAR 100 dataset, we observe a similar trend. This suggests that the effectiveness of DLR module is influenced with resolution of training samples. On this basis, our DLRNet-29 (with high-order fusion) achieve 0.3% accuracy improvement compared with DLRNet-29-C, which is orthogonal to the DLRNet tweaks in Section III-C.
2) CLASSIFICAITION RESULTS ON ImageNet-1K
On the ImageNet-1K dataset, the data augmentation with random cropping to 224×224 pixels and random horizontal flipping is performed. In addition, the input samples are normalized with mean channel subtraction and label smoothing [43] is also applied in the training process. For testing, we apply a single-crop evaluation with the size of 224×224 pixels. And then, the top-1 classification errors on the validation set are reported. Similar to [20] , we construct and train the DLRNet-50 using SGD with weight decay 1×10 −4 , and a mini-batch size of 256 on 8 M40 GPUs. The learning rate is initially set to 0.1, and decreased by the factor of 10 every 30 epochs. All the models are trained for 100 epochs from scratch and using the weight initialization strategy introduced in [42] . The ResNeXt-50 (32×4d) is used as the baseline, and the same template (32×4d) is applied on SKNet-50 and DLRNet-50. Table 4 shows the model size, GFLOPs and top-1 test error on ImageNet dataset. We first compare the SKNet-50 which performs GAP for global representation with DLRNet-50-A that further utilizes the proposed SSM in a single branch, and empirically confirm that DLRNet-50-A has the performance gain of 0.08% over the SKNet-50. In spite of the marginal enhancement, we verify that the proposed SSM can learn effective feature to compensate for SKNet. When extended to two branchs, as illustrated in Figure 3c , the DLRNet-50-B achieve 0.03% performance gains compared with a single branch counterpart. On this basis, DLRNet-50-C/D/E replace the original GAP operation with our proposed CSM respectively. In Table 4 , we observe that DLRNet-50-C/D/E consistently improve performance with an extremely small increase in computational complexity. It is consistent with our initial VOLUME 7, 2019 motivetion to apply discriminative local representation learning for multi-scale information.
Training curves comparisons for different architectures are shown in Figure 4 . Intuitively, we can clearly see that our DLRNet exhibits lowest training and testing error and has greater ability to improve the feature representation power.
In Figure 5 , when compared with other state-of-the-arts models, our proposed DLRNet shows consistent performance improvement under the similar budgets. Surprisingly, our DLRNet-50 ourperforms ResNeXt-101 by above 0.83% accuracy, and almost halves the number of parameters, which is extremely efficient and powerful.
3) HIGH-ORDER FUSION
In SSM, we deploy two different types of high-order items into the DLRNet simultaneously. For comparision, we remove the y S and o S (introduced in Section III-B) and train the counterpart plain nets to verify the efficiency of high-order fusion. In Table 5 , we note that the high-order items further improve classification accuracy by above 0.12% without any extra parameters.
In addition, Table 5 shows the performance difference of ResNet (with SORT) and ResNet (without SORT). However, the improvement is increasing marginal when the network becomes complicated. It is mainly caused by the fact that high-order item is capable of compensating for solution fitting and then increases the nonlinearity of network. Hence, as the network goes complicated, the performance gains are not as siginicant as before.
4) COMPUTATIONAL COMPLEXITY
In Section III, we take the architecture with two branchs (i.e. convolution with kernel size 3×3 and 5×5.) as the default template for our DLR module. In Figure 6 , we compare the different number combination of convolutional operation (with kernel size 3×3, 5×5, 7×7 and soon) and empirical observe that the performance improvement is increasing marginal as the model goes wider. For efficiency, we select the two-branch structure as our scheme.
5) GOING DEEPER WITH DLRNet
As one can see, a general trend of CNN design has been to find larger and deeper networks to achieve better accuracy. In Table 6 , we construct the DLRNet with 101 layers and compare the classification performance of ResNeXt-101, SKNet-101 as well as DLRNet-101. All of them use the sample template (32×4d). The empirical results in Table 6 show that our DLRNet-101 outperforms SKNet-101 by above absolute 0.61% with only extra 0.37 GFLOPs overhead. It thus appear that our proposed DLR module can be integrated with deeper models to achieve better performance. Besides, we also compare our method with ResNeXt-101, the DLRNet-101 outperforms ResNeXt-101 over 1.14%, verify that our DLR module is a simple but effective discriminative local representation method.
B. FINE-GRAINED CLASSIFICATION
Derived from the general category classification task, fine-grained classification task involves classification of instances within a subordinate category. The task is challenging since it requires capability of localizing and capturing the marginal visual differences within subordinate categories. As far as we know, there are two mainstream approachs that are effective for this task: Part-based models and Holistic models. To focus on the local parts and feautures, most part-based models rely on the annotation of parts location. While part-based models based on CNNs are relatively more accurate than holistic models, they are still heavily labor-consuming because part annotations are the necessary conditions for training. However, holistic models directly construct a representation from entire images, which design a general framework for applications in all kinds of domains. Similar architectures that achieve performance improvement in deep architectures have also shown improvement in fine-grained classification, such as ResNet, ResNeXt and SKNet.
In this section, we further provide fine-grained classfication experiments exploring different capability of discriminative feature extracting for state-of-the-art models and our DLRNet. Since the CNNs are capable of generating transferable features for fine-tuning to other domains, we fine-tune our proposed DLRNet on CUB-200-2011 dataset and Standford Dogs dataset. Besides, we perform extensive experiments on ResNet and ResNeXt family to thoroughly evaluate the effectiveness of our DLRNet. To make fair comparision, we conduct all the fine-tune experiments with the same settings and re-implement the results of ResNet and ResNeXt family on both two datasets.
On the CUB-200-2011 dataset, we perform the same data augmentation strategy adopted on ImageNet with random cropping to 224×224 pixels. All the models are trained across 2 RTX 2080Ti GPUs with a mini-batch size of 16 on ResNet, and 32 on the rest models. We start with a learning rate of 0.001 and train ResNet for 150 epochs, the rest models for 300 epochs. For ResNet, the learning rate is divided by 10 at the 75-th and 125-th epoch. For the rest models, learning rate is divided by 10 at the 150-th and 225-th epoch. The hyper-parameters for training networks on Standford Dogs are the same as in CUB-200-2011. Then, we evaluate the above models on following fine-grained datasets and report the classification accuracy in Table 7 and Table 8 .
1) CUB-200-2011
As shown in Table 7 , we compare with two types of baselines based on whether they depend on any annotation VOLUME 7, 2019 except for image-level category label. Even compared with Mask-CNN which uses pre-defined bounding box and parts annotation for training, our proposed DLRNet-50 achieves improvement by 0.3%. Moreover, our DLRNet outperforms other attention-based augmented CNNs approachs such as RA-CNN and MA-CNN. Compared with previous state-of-the-art networks for image classification (i.e. ResNet and ResNeXt), our method can obtain relative accuracy gain with 1.2% at least. Besides, the application of CSM and SSM boosts the discriminate local representation and further improve the accuracy by 0.7% compared with SKNet. 
2) STANFORD DOGS
The classification accuracy (without Anno.) on Stanford Dogs dataset are listed in Table 8 . The RA-CNN takes the full images as input and achieves 87.3% accuracy by combining the features from two scales and three scales. Comparing with the two powerful backbones ResNet-101 and ResNeXt-101, our DLRNet achieves relative accuracy gains by 4.2% and 1.1%, respectively. Even compared with recent approach SKNet, our method still achieves a significant improvement to recognition accuracy of 91.8%, with 1% relative gain. This improvement is mainly benefit from the effectiveness of proposed SSM.
C. VISUALIZATION WITH GRAD-CAM
To intuitively understand the multi-scale feature learning capability of DLRNet, we use the Grad-CAM method to visualize the class activation mapping of several different backbone networks. Since the Grad-CAM method does not require modification for the pretrained model, hence it is commonly used to locate discriminative feature regions for perception. As is shown in Figure 8 , the areas with light colors indicate that the current area has great influence on the classification result. The squeeze-and-excitation (SE) block was introduced in SENet, which faciliates the network to focus on the representative features. Besides, selective kernel (SK) method was proposed in SKNet, which is shown effective on multi-scale information selection. In Figure 8 , the samples are well recognized by SE-ResNet50, SE-ResNeXt-50 and SKNet-50, but there is still room for improvement. However, our DLRNet can adaptively select the appropriate convolution kernel size and further recalibrates feature response.
Finally, our DLRNet performs better than SKNet, which is due to the influence of DLR module.
V. CONCLUSION
In this paper, we propose a selective multi-scale feature learning method for both general and fine-grained recognition, which jointly learns multi-scale channel-wise attention maps and captures the spatial discriminative information at different scales. Besides, our proposed DLRNet is simple but effective and demonstrate state-of-the-art performances on various benchmarks without a significant efficiency penalty. In addition, we conduct comprehensice experiments and empirically validate the effective adaption of DLR module for discriminative local representation.
In the future, we expect to perform researchs on how to integrate the DLR module into lightweight models and how to capture more accurate differences between highly similar samples.
