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Introduction
Current and future forces operating in urban environments need the capability to detect slowmoving personnel inside buildings. To identify moving personnel inside buildings, we consider a time-domain approach that uses a low-frequency, ultrawideband (UWB) radar. A low-frequency, UWB radar is desired since the low-frequency transmit pulse is capable of penetrating through the wall (1) and the UWB corresponds to a high range resolution that gives the capability to better locate the moving target (MT). In previous research (2, 3) , we demonstrated the effectiveness of our time-domain, moving target indication (MTI) approach for detecting moving personnel inside wood and cinderblock structures, moving personnel walking in nonlinear trajectories, and multiple moving personnel walking in linear trajectories.
We consider a time-domain approach to MTI as an alternative to a frequency-domain approach, i.e., Doppler processing, since a very small Doppler shift in backscattered frequency is generated due to (1) the slow motion of the mover and (2) the low frequency needed to penetrate through the wall. Our time-domain processing algorithms are based on the change detection (CD) paradigm, which is inherently similar to clutter cancellation (4). In the CD paradigm, the Synchronous Impulse Reconstructive (SIRE) radar remains stationary and generates a set of images for a region of interest (ROI). Each image in the set is formed every two-thirds of a second. The stationary objects in the building remain in the same location in each image; however, moving personnel will be at different locations. We can therefore detect the moving personnel by subtracting adjacent images in the set, thereby eliminating the stationary objects and identifying the MT signature.
Additional processing is needed to enhance the MT signature and includes a constant false alarm rate (CFAR) algorithm, morphological processing, k-Means clustering, and a tracking algorithm. CFAR and morphological processing are approaches used to eliminate imaging artifacts and potential false alarms due to target multi-bounce effects. The k-Means clustering algorithm is used to identify centroids for given input clusters, where the clusters are produced by the CFAR and morphological processing algorithms. Finally the tracker is used to establish a trajectory of the MT based on the input centroids.
The algorithms in our MTI processing formulation can be implemented in a real-time or nearreal-time system; however, a person-in-the-loop is needed to select input parameters for the kMeans clustering algorithm. Specifically, the number of clusters input into the k-Means routine is unknown and requires manual selection. A critical need exists to automate all aspects of the MTI processing formulation, which requires using an additional processing routine to identify the number of clusters input into the k-Means algorithm. In this report, we investigate two techniques that automatically determine the number of clusters: the knee-point (KP) algorithm and the recursive pixel finding (RPF) algorithm. The KP algorithm is a well-known heuristic approach for determining the number of clusters. The RPF algorithm is analogous to the image processing, pixel labeling procedure. We used both routines to process data collected by our lowfrequency, UWB radar and compared their results.
Synchronous Impulse Reconstruction Radar
The U.S. Army Research Laboratory (ARL) has developed a ground-based SIRE radar (5) to aid in the detection of concealed targets (6) . The SIRE radar is an impulse-based, UWB imaging radar with a bandwidth covering 300 MHz to 3 GHz, a frequency range appropriate for sensing through the wall (STTW) applications (1) . As is illustrated in figure 1 , the SIRE radar employs 2 transmit antennas and 16 receiver antennas mounted in a wooden frame and attached to the top of a Ford Expedition. Two impulse transmitters are located at either end and slightly above the receive array. The transmitters fire in an alternating sequence-the left transmitter followed by the right. Each transmitter launches a sequence of low-power pulses, and reflected energy is integrated within each receive channel to achieve an acceptable signal-to-noise ratio (SNR). The SIRE radar constructs a high-resolution (0.056 m) downrange profile through novel, ARLdeveloped signal-processing techniques (7). We effectively buffer two downrange profiles from each receive channel, and the time required to assemble these profiles represents one frame of data. After buffering the data from one frame, we then collect another pair of downrange profiles from each receive channel for the next frame of data. The downrange swath measured by the radar extends from approximately 10 to 35 m, and the amount of processing time required for downrange profile reconstruction results in a low effective pulse repetition interval (approximately two-thirds of a second). We have leveraged the SIRE radar as part of an overall investigation of MTI phenomenology. 
Moving Target Indication Methodology
In this section, we will discuss our MTI processing formulation. Our approach to MTI is shown in figure 2 . The SIRE radar remains stationary and measures the energy reflected from an area under surveillance, or ROI. The 16 receive channels are processed using a time-domain, backprojection technique developed for synthetic-aperture-radar (SAR) image formation (8) . The SAR image, output of the first block in figure 2 , contains several artifacts making it difficult to identify the MT. A SAR image is generated for each frame of data collected by the SIRE radar, thereby forming a set of SAR images. Note that the SIRE radar processes each frame of data within two-thirds of a second, indicating the capability to extend our MTI processing formulation to a real-time or near-real-time solution. CD is applied to the SAR images, thereby creating a set of difference images. As discussed, the stationary objects in the building remain in the same position/location in each SAR image; however, moving personnel will be at different locations. We can therefore detect the moving personnel by applying CD, which subtracts subsequent SAR images, thereby eliminating the stationary objects and identifying the MT signature. To illustrate the effectiveness of the CD approach, consider the SAR images in figures 3(a) and (b). The SAR images are focused on the same target area at different moments in time, and one person is moving within the target area. As is evident, the SAR images contain several artifacts making it difficult to identify the moving target. The moving target is located by applying CD. The resulting difference image is shown in figure 3 (c). It is clear from the difference image that most of the artifacts due to stationary clutter have been eliminated and the resulting MT signature is identified. Interpretation of the resulting MT signature is still challenging after CD. For example, CD cannot automatically identify the MT signature located in the difference image and the MT signature is only identified through visual inspection of a sequence of difference images. Therefore, it is not possible to implement additional signal processing techniques like classification using a single difference image. Another challenge with CD is that sidelobe artifacts are produced in the difference image, which confuse the true MT location.
A way to improve user interpretation of the resulting difference image is to apply automatic target detection (ATD) algorithms. The ATD algorithms considered are the CFAR algorithm and the morphological processing algorithm. CFAR is a unique approach to eliminating potential false alarms produced by slow-moving targets (9) . The CFAR algorithm performs a test of local contrast that is designed to achieve a constant false alarm rate. It generates a CFAR image of binary pixels for each input difference image. This CFAR image contains clusters of points of interest (POIs) corresponding to either the MT signature or a false alarm. For example, consider the difference image and CFAR image of figure 4. The difference image is input into the CFAR algorithm and a CFAR image is output. The red cluster in the CFAR image corresponds to a group of POIs. This example illustrates that the CFAR algorithm identifies the MT signature and eliminates the sidelobe and other artifacts present in the difference image. The POIs provide us with a list of possible MTs; however, some POIs correspond to false alarms. For example, consider the difference image and CFAR image shown in figure 5 . As illustrated, the difference image contains true MT signatures and false MT signatures, i.e., false alarms. As is shown in the CFAR image, the CFAR algorithm does not eliminate all false alarms. One possible way to reduce the number of false alarms is to input the POIs into a morphological processing algorithm. The morphological processing implements a dilation and erosion procedure (10) . Dilation is used to grow the POI clusters and erosion is used to shrink them. During the dilation process, POI clusters in close proximity, defined as 0.68 m, are connected. Erosion is then implemented to shrink the size of each POI cluster back to its original size. The morphological algorithm generates a morphological image for each input CFAR image.
Before the POIs are input into a tracking algorithm, their number must be reduced. This motivates the need to refine the number of POIs by using a clustering algorithm to identify centroids for each cluster of POIs. The clustering routine used by the MTI processing formulation of figure 2 is the well-known k-Means algorithm (11, 12) . We will discuss the kMeans algorithm in detail in section 4.
The tracker algorithm (13) is another method used to reduce the number of false alarms. The centroids generated by the clustering algorithm serve as inputs to the tracker; so it is possible to have multiple tracker inputs even when a single moving target is present. These centroids may indicate the true position of a MT or false alarms. The tracker estimates the correlation between each centroid and the existing tracks and then associates the existing tracks with the most highly correlated (i.e., most reasonable) centroid. Non-assigned centroids are used to initiate new tracks and outdated tracks are deleted. A Kalman filter determines the present track position and predicts the next measurement.
Clustering Methodologies
In this section we describe the k-Means, KP, and RPF algorithms. The KP and RPF algorithms provide the k-Means algorithm with the number of clusters present in the morphological image. We define a cluster as a group of one or more connected POIs. We signify the total number of 
k-Means Algorithm
The clustering routine used by the MTI processing formulation of figure 2 is the well-known k-Means algorithm (11, 12) . The k-Means algorithm identifies the centroids of the POIs by an iterative procedure. This iterative procedure minimizes the square-error between centroid estimates and their corresponding POIs. It should be noted that the clusters identified by the clustering algorithm are not unique and it is possible that the centroid locations differ for different iterations of the clustering algorithm. A block diagram of the k-Means algorithm is shown in figure 7 . The input morphological image contains a set of M POI vectors defined as
is the 
Next define the set j S of size j m to be the POIs closest to j  . Estimate the error between the mean and nearest POIs using the sum of squares (SOS) error criteria (14): 
where 1  k J is the error for the (k-1) iteration, and  is a threshold value. If the condition defined by equation 5 is satisfied, then the SOS error is minimized, thereby indicating the final centroid estimates represented by the mean vectors. If the condition defined by equation 5 is not satisfied, then an additional iteration is required and each mean vector is updated using its nearest POI:
For example, consider the morphological image in figure 8 . For this example, two mean vectors were randomly generated and indicated by the red diamond and black star. As the k-Means algorithm iterates, several centroids are estimated. Each newly generated estimate corresponds to a smaller SOS error. 
KP Algorithm
The KP algorithm is one approach to automatically determine the number of clusters, T, present in the morphological image. The KP algorithm is a heuristic approach used to determine the optimal number of clusters (15, 16 A heuristic used to identify the number of clusters searches for a large drop in NMSOS error, i.e., the "knee-point" (15, 16) . For example, consider the images shown in figure 9 * . By visual inspection it would appear that two clusters are present in the images (i.e., T=2). The NMSOS errors for each image of figure 9 are plotted in figure 10 , where
. As is shown in figure 10 , a large gap exists between N=1
and N=2, thereby indicating that the predicted number of clusters, Np, is 2. Np=2 correctly corresponds to the true number of clusters, T, in the images. 
RPF Algorithm
Unlike the KP algorithm, the RPF algorithm does not implement the k-Means algorithm or rely on a heuristic to determine the number of clusters. Instead, the RPF algorithm scans the morphological image pixel-by-pixel for a POI. The POI is a binary (1 or 0) value and signifies that a cluster has been identified. The RPF algorithm then recursively scans every pixel of the cluster in a local area and identifies the cluster boundaries. This process is similar to a pixel labeling procedure. In pixel labeling (10), the image is scanned pixel-by-pixel from left-to-right, and top-to-bottom. A pixel is considered an "object" if the pixel equals 1, otherwise it is considered a "hole." All neighboring pixels of an object are examined and if a neighbor is an object, then it is merged with the object to which it is connected. The merged objects form a list that is used to identify all object pixels forming a single cluster.
A flow chart of the RPF algorithm is shown in figures 11 and 12. As is shown in figure 11 , the morphological image I(i,j) is input into the RPF algorithm, where 0 < i < M denotes range and 0 < j < Q denotes cross-range. The RPF algorithm globally scans I(i,j) pixel by pixel from leftto-right and up-to-down. If I(i,j)=0, then the pixel coordinates are updated and the global scanning continues. If I(i,j)=1, then the pixel coordinates (i,j) are compared with a global list, G_list, of pixels. G_list is a list of pixel coordinates corresponding to previously identified pixel objects. If the current pixel at (i,j) is not in G_list, then it is considered a pixel object and m=i, q=j, and (m,q) are input into the function ra().
Knee-Point The function ra() is used to recursively scan the local area for additional pixel objects. The flow chart for the ra() algorithm is shown in figure 12 . The inputs to the function ra() are the current pixel location (m,q) and a local list, L_list, of pixel objects (L_list=<null> for the first call). The function ra() first adds the pixel coordinates (m,q) to L_list. A neighboring pixel is then checked to determine if it is an object pixel. The neighboring pixel is also checked against boundary conditions and L_list. If all conditions are satisfied, ra() is called again with a new pixel coordinate. This procedure continues until the last pixel in the cluster is scanned. ra() then returns L_list and the information from L_list is transferred to G_list. Pixel coordinate information is then updated and the global scan continues.
Experiments
Twelve data sequences of moving personnel were analyzed by the KP and RPF algorithms. This data consists of multiple scenarios (real time with no simulations) of personnel walking inside wood and cinderblock buildings. During data collection the SIRE radar remains stationary and is positioned broadside to the wall and 38° of the broadside angle, which was chosen due to practical considerations (expediting the experiment). The data sequences are described in table 1. "Images" correspond to the number of morphological images in the sequence. "Radar Angle" corresponds to the angle offset of the radar during collection. "Total Clusters" corresponds to the total number of clusters present in the sequence. "1C" to "6C" correspond to the number of morphological images in the sequence containing the specified number of clusters; for example, "6C" corresponds to the number of morphological images containing six clusters. "Description" corresponds to the mover's trajectory during the sequence. "Walk-Sit-Walk" describes a sequence where a person enters the room, sits in a chair, then stands and leaves the room. "OverTake" corresponds to two people walking sequentially (i.e., one followed by the other) away from the radar where one person overtakes the other. "Random" corresponds to a person randomly walking inside the building. "Linear-Away" corresponds to a person walking in a linear direction away from the radar. "Opposite" corresponds to two people walking in opposite directions towards and away from the radar, where the two people cross paths. 96  175  48  30  8  7  3  0  7  Wood  38  Circle  76  76  76  0  0  0  0  0  8  Wood  38  Walk-Sit-Walk  76  87  67  7  2  0  0  0  9  Cinderblock  0  Opposite  12  17  7  5  0  0  0  0  10  Cinderblock  0  Random  36  47  26  9  1  0  0  0  11  Cinderblock  38  Opposite  11  14  8  3  0  0  0  0  12  Cinderblock  38  Random  24  27  21  3  0  0  0  0  Total  609  937  396 134  53  18  6  2 
KP Algorithm
The KP algorithm processed each frame of each data sequence described in table 1 to generate maximum number of clusters present in any morphological image is six. The NMSOS errors generated by the KP algorithm are illustrated in figure 13 , where the NMSOS errors are graphically separated by T, the "true" number of clusters for a given morphological image. Additional statistics of the NMSOS errors were calculated and are shown in table 2, where "mean" corresponds to the mean of the NMSOS error and "std" corresponds to the standard deviation of the NMSOS error. Overlap exists between the NMSOS errors for different T. For example, consider the NMSOS error overlap between T=1 and T=2, as shown in figure 14 . As is illustrated, the blue lines corresponding to T=1 are overlapped onto the red lines corresponding to T=2 and the choice for Np is therefore unknown. This overlap condition signifies an ambiguity for selecting Np when using the KP algorithm. This overlap is better recognized by further examination of the statistics in table 2. We will examine two stds (i.e., the 95 th percentile) of the NMSOS error. For example, when N=2 for T=1, the mean is 0.299, the std is 0.023, two stds are 0.046, and the NMSOS error range is 0.253 to 0.345. The remaining NMSOS error ranges are shown in table 3. The NMSOS error ranges are also illustrated in figure 15 . These results indicate that significant NMSOS error overlap exists for several values of N and the selection of Np is therefore ambiguous. Figure 14 . NMSOS errors for the T=1 (blue lines) and T=2 (red lines) frames. As is illustrated, the blue lines corresponding to T=1 are overlapped onto the red lines corresponding to T=2. figure 16 (c) are very close, indicating that they could be merged. figure 16 (c), and we would expect a significant drop at N>2. Here again, the selection of Np is ambiguous.
Examination of the NMSOS errors of figure 16 (a) and 16(e) indicates a drop at N=2 and N=3, similar to the NMSOS errors associated with T=1 ( figure 13(a) ); however, the corresponding morphological images contain more than one cluster. All images shown in figure 16 confirm that the choice of Np is ambiguous and is due to the overlapping conditions of the NMSOS errors generated by the KP algorithm. Examination of other NMSOS errors and morphological images (other than the ones shown in figure 16 ) further substantiate that the choice of Np is ambiguous. Based on these results, we would conclude that using NMSOS errors, generated by the KP algorithm, to identify Np is insufficient for accurate identification of the true number of clusters present in the morphological images.
RPF Algorithm
The 12 data sequences of table 1 were also input into the RFP algorithm. The RFP algorithm processed the 12 data sequences and correctly identified the number of clusters present in the morphological images. In addition to identifying the number of clusters present in the morphological images, the RFP algorithm generated additional statistics for each T that are shown in table 4. Table 4 shows the mean number of pixels per cluster, mean cross-range cluster length measured in pixels, mean range cluster length measured in pixels, and the mean time to process a morphological image. The mean range cluster length is approximately the same for all T and is small relative to the mean cross-range cluster length. The mean range cluster length is small due to the high range resolution of the SIRE radar. The mean number of pixels per cluster is very large for T=1 and T=6 and is caused by the low cross-range resolution of the radar and the morphological processing algorithm. The morphological processing algorithm will merge false alarms together with the MT signature, resulting in a larger than expected clusters. An example of this effect is shown in figure 17 , where the large clusters are a result of the several merged false alarms and MT signature. The computational complexity of the RPF algorithm was measured by examining the processing time of each morphological image. The mean time to process a morphological image is shown in table 4 and is less than 1 s except when T=6. Additional processing times are illustrated in figure  18 . As is shown in this figure, 11 morphological images had a processing time greater than 1 s. Close examination of these morphological images shows that they contain clusters with a cluster size larger than 2000 pixels, which corresponds to over 2000 recursive function calls. The morphological image that took the longest time to process is shown in figure 17 , where six clusters are present, and two out of the six clusters contain over 3000 pixels. These results indicate that the processing time of the RPF algorithm is dependent on the size of the clusters to be processed.
Merged False Alarms
Merged False Alarms with MT Signature Figure 18 . Processing times of the morphological images using the RPF algorithm.
As was demonstrated, the RPF algorithm is capable of correctly identifying the total number of clusters in the morphological images. It was shown that the computational complexity of the RPF algorithm is small and increases as the cluster size increases. One possible disadvantage of the RPF algorithm is that it does not have the capability to merge clusters in close proximity. For example, examination of figure 16(c) indicates that T=4, but Np=2 is a good choice due to the proximity of the clusters. This merge feature could be easily added to the RPF procedure, but would require a redefinition of what we consider to be a cluster.
Conclusions
In this report, we investigated the KP algorithm and the RPF algorithm to automatically identify the number of clusters to input into the k-Means algorithm. Both algorithms automate our MTI processing formulation and enable this formulation to be implemented in a real-time or near-realtime system. An advantage of the KP algorithm is its capability of merging clusters that are close. This was demonstrated by the example in figure 16(c) , where T=4, but Np=2 is a good choice due to the proximity of the clusters. A disadvantage of the KP algorithm is that it generates overlapping NMSOS for different T. Based on this result, we conclude that using NMSOS errors, generated by the KP algorithm, to identify Np is insufficient for accurate identification of the true number of clusters present in the morphological images. The advantages of the RPF algorithm is its capability of correctly identifying the "true" number of clusters in all morphological images and its low computational complexity. One possible disadvantage of the 
