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Commuting ordinary differential operators with polynomial
coefficients and automorphisms of the first Weyl algebra
Andrey E. Mironov∗ and Alexander B. Zheglov
Abstract
In this paper we study rank two commuting ordinary differential operators with polyno-
mial coefficients and the orbit space of the automorphisms group of the first Weyl algebra
on such operators. We prove that for arbitrary fixed spectral curve of genus one the space of
orbits is infinite. Moreover, we prove in this case that for for any n ≥ 1 there is a pair of self-
adjoint commuting ordinary differential operators of rank two L4 = (∂
2
x
+ V (x))2 +W (x) ,
L6 , where W (x), V (x) are polynomials of degree n and n + 2 . We also prove that there
are hyperelliptic spectral curves with the infinite spaces of orbits.
1 Introduction
The group of automorphisms of the first Weyl algebra A1 = {
∑n
j=0 uj(x)∂
j
x, uj ∈ C[x]} acts on
the set of solutions of the equation
f(X,Y ) =
n∑
j,i=0
αijX
iY j = 0, X, Y ∈ A1, αij ∈ C, (1)
i.e. if X,Y ∈ A1 satisfy (1) and ϕ ∈ Aut(A1) , then ϕ(X), ϕ(Y ) also satisfy (1). The group
Aut(A1) is generated by the following automorphisms
ϕ1(x) = αx+ β∂x, ϕ1(∂x) = γx+ δ∂x, α, β, γ, δ ∈ C, αδ − βγ = 1,
ϕ2(x) = x+ P1(∂x), ϕ2(∂x) = ∂x,
ϕ3(x) = x, ϕ2(∂x) = ∂x + P2(x),
where P1, P2 are arbitrary polynomials (see [1]). So, Aut(A1) consists of tame automorphisms.
A natural and important problem is to describe the orbit space of the group action of Aut(A1) in
the set of solutions of (1). If one describes the orbit space it gives a chance to compare End(A1)
and Aut(A1) (End(A1) consists of endomorphisms ϕ : A1 → A1 , i.e. [ϕ(∂x), ϕ(x)] = 1 ).
Let us recall the Dixmier conjecture: End(A1) = Aut(A1) , or in other words, if differential
operators Ln, Lm with polynomial coefficients satisfy the string equation
[Ln, Lm] = 1,
then Lm, Ln can be obtained from x, ∂x with the help of compositions ϕj above (the general
Dixmier conjecture for An is stably equivalent to the Jacobian conjecture due to [2]). Berest
has proposed the following interesting conjecture:
If the Riemann surface corresponding to the equation f = 0 with generic αij ∈ C has genus
g = 1 then the orbit space is infinite, and if g > 1 then there are only finite number of orbits.
∗The first author was supported by RSF (grant 14-11-00441).
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One can prove that if there are finite number of orbits for some equation (1) then End(A1) =
Aut(A1) .
In this paper we consider the equation
Y 2 = X2g+1 + c2gX
2g + · · ·+ c1X + c0, X, Y ∈ A1, cj ∈ C. (2)
Using Schur’s arguments [3] one can prove that if X,Y ∈ A1 satisfy (2) then XY = Y X .
Our approach to the above problem is based on the Krichever–Novikov theory of commuting
higher rank ordinary differential operators. Let us recall some basic notions and facts related to
commuting differential operators. If Ln =
∑n
j=0 vj(x)∂
j
x , Lm =
∑m
k=0 uk(x)∂
k
x commute then
there is a Burchnall–Chaundy’s polynomial F (z, w) which vanishes the operators, F (Ln, Lm) =
0 .
The spectral curve Γ defined by the equation F = 0 is irreducible and is completed at
infinity with a unique point q . The spectral curve parametrizes common eigenvalues of Ln and
Lm , i.e. if Lnψ = zψ, Lmψ = wψ, then (z, w) ∈ Γ. The dimension of the space of common
eigenfunctions for generic P = (z, w) ∈ Γ is called the rank. Commutative rings of ordinary
differential operators were classified by Krichever [4], [5]. In the case of rank one eigenfunctions
are Baker–Akhiezer functions, found by Krichever. The case of rank l > 1 is very complicated.
In this case the eigenfunctions can not be found explicitly. Operators of rank two corresponding
to elliptic spectral curves were found by Krichever and Novikov [6], operators of fourth order
have the form
LKN =
(
∂2x + u
)2
+ 2cx(℘(γ2)− ℘(γ1))∂x + (cx(℘(γ2)− ℘(γ1)))x − ℘(γ2)− ℘(γ1),
where γ1(x) = γ0 + c(x), γ2(x) = γ0 − c(x),
u(x) = −
1
4c2x
+
1
4
c2xx
c2x
+ 2Φ(γ1, γ2)cx −
cxxx
2cx
+ c2x(Φc(γ0 + c, γ0 − c)− Φ
2(γ1, γ2)),
Φ(γ1, γ2) = ζ(γ2 − γ1) + ζ(γ1)− ζ(γ2),
ζ(z), ℘(z) are the Weierstrass functions, c(x) is an arbitrary smooth function, γ0 is a constant.
The operator LKN commutes with a six order differential operator L˜KN .
Let us formulate our main results.
Theorem 1.1. For arbitrary integer m > 0 and arbitrary spectral curve Γ given by the equation
w2 = z3 + c2z
2 + c1z + c0 there are polynomials
Vm = αm+2x
m+2 + . . .+ α0, Wm = βmx
m + . . .+ β0, αm+2 6= 0, βm 6= 0
such that the operator
L4,m = (∂
2
x + Vm(x))
2 +Wm(x)
commutes with a six order operator L6,m . The spectral curve of L4,m, L6,m coincides with Γ .
At m = 1 we have
L4,1 = (∂
2
x + α3x
3 + α2x
2 + α1x+ α0)
2 + 2α3x, α3 6= 0.
At α3 = 1, α1 = α2 = 0 the operators L4,1, L6,1 coincide with the Dixmier operators [1]. The
example of Dixmier was the first example of commutative subalgebra in A1 . It is an interesting
problem how to obtain L4,m, L6,m from LKN , L˜KN ? At m = 1 the answer is given in the
Grinevich’s theorem [7]:
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• Operator LKN corresponding to the curve w
2 = 4z3 + g2z + g3 has rational coefficients
if and only if
c(x) =
∫
∞
q(x)
dt√
4t3 + g2t+ g3
,
where q(x) is a rational function. If γ0 = 0 and q(x) = x , then LKN coincides with
L4,1 .
Theorem 1.1 allows to prove the following theorem.
Theorem 1.2. The set of orbits of the group Aut(A1) in the space of solutions of arbitrary
equation
Y 2 = X3 + c2X
2 + c1X + c0, X, Y ∈ A1, cj ∈ C
is infinite.
Commuting operators of rank two of order 4 and 4g + 2 corresponding to hyperelliptic
spectral curves of genus g were studied in [8]. With the help of methods of [8] one can construct
rank 2 operators at g > 1 . For example
L
♯
4 = (∂
2
x + α3x
3 + α2x
2 + α1x+ α0)
2 + g(g + 1)α3x, α3 6= 0
commutes with an operator L
♯
4g+2 [8]. Mokhov [9] proved that if one apply elements of Aut(A1)
to L
♯
4, L
♯
4g+2 then one can obtains operators of rank l = 2k and l = 3k , where k is a positive
integer. For example if we apply the automorphism ϕ(x) = ∂x, ϕ(∂x) = −x to L
♯
4, L
♯
4g+2 we
obtain rank 3 operators. Herewith
ϕ(L
♯
4) = (α3∂
3
x + α2∂
2
x + α1∂x + α0 + x
2)2 + g(g + 1)α3∂x.
Another important example constructed in [10] is the following. The operator
L♮4 = (∂
2
x + α1 coshx+ α0)
2 + α1g(g + 1) cosh x, α1 6= 0
commutes with L
♮
4g+2 . Using L
♮
4, L
♮
4g+2 Mokhov constructed examples of operators of arbitrary
rank l > 1 [11] (we discuss this construction in section 2). Let Γ♮ be a spectral curve of L♮4, L
♮
4g+2
given by the equation
w2 = z2g+1 + c♮2gz
2g + · · ·+ c♮1z + c
♮
0. (3)
Coefficients c♮j can be found with the help of a recurrent formula (see Lemma 1 bellow). Probably
for all g the curve Γ♮ is not singular for general set of parameters α0, α1 . For small g using
Lemma 1 one can check this by direct calculation.
Theorem 1.3. The set of orbits of the group Aut(A1) in the space of solutions of the equation
Y 2 = X2g+1 + c♮2gX
2g + · · ·+ c♮1X + c
♮
0, X, Y ∈ A1
is infinite.
It would be interesting to check the Berest conjecture at g > 1 for generic equation (1)
having a nonconstant solution in A1 .
Remark 1.1. The group Aut(A1) acts on the set of rings of commuting differential operators
with affine spectral curves considered in Theorems 1.2 and 1.3. One can prove that the space of
orbits is also infinite.
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2 Method of deformation of Tyurin parameters
Every ring A of commuting ordinary differential operators is isomorphic to a ring of meromor-
phic functions on spectral curve Γ with a pole in some point q ∈ Γ (we consider in this section
the case when Γ is nonsingular, i.e. Γ is a Riemann surface). For a meromorphic function
f(P ) , P ∈ Γ with pole in q of order n we have Lfψ(x, P ) = f(P )ψ(x, P ) where Lf ∈ A is
a differential operator of order ln , l is the rank of commuting operators, ψ = (ψ1, . . . , ψl) is a
vector Baker–Akhiezer function. Function ψ can be reconstructed from the following spectral
data (see [4])
{Γ, q, k−1, γ1, . . . , γlg, α1, . . . , αlg, ω1(x), . . . , ωl−1(x)}.
Hire k−1 is a local parameter near q , g is the genus of Γ , γj ∈ Γ , αj = (αj,1, . . . , αj,l−1)
is a vector, ωj(x) is a smooth function. The set (γ, α) is called the Tyurin parameters. This
parameters define a semi-stable holomorphic rank l vector bundle on Γ of degree lg with
holomorphic sections η1, . . . , ηl . The points γ1, . . . , γlg are points of their linear dependence of
the sections
ηl(γj) =
l−1∑
i=1
αj,iηi(γj).
The vector-function ψ is defined by the following properties.
1. In the neighbourhood of q it has the form
ψ(x, P ) =
(
∞∑
s=0
ξs(x)k
−s
)
Φ(x, k),
where ξ0 = (1, 0, . . . , 0), ξi(x) = (ξ
1
i (x), . . . , ξ
l
i(x)) , the matrix Φ satisfies the equation
dΦ
dx
= AΦ, A =


0 1 0 . . . 0 0
0 0 1 . . . 0 0
. . . . . . . . . . . . . . . . . .
0 0 0 . . . 0 1
k + ω1 ω2 ω3 . . . ωl−1 0

 .
2. The components of ψ are meromorphic functions on Γ\{q} with the simple poles γ1, . . . , γlg ,
and
Resγiψj = αi,jResγiψl, 1 ≤ i ≤ lg, 1 ≤ j ≤ l − 1.
The main difficulty to construct operators of rank l > 1 is the fact that the Baker–Akhiezer
function is not found explicitly. In the recent paper [12] were shown that the class of Baker–
Akhiezer functions contains some known special functions.
Let us recall the method of deformation of Tyurin parameters [6]. The main idea of this
method is to study the linear differential operator which vanishes the common eigenfunctions.
The common eigenfunctions of commuting differential operators of rank l satisfy the linear
differential equation of order l
ψ(l)(x, P ) = χ0(x, P )ψ(x, P ) + · · · + χl−1(x, P )ψ
(l−1)(x, P ).
The coefficients χi are rational functions on Γ with the simple poles P1(x), . . . , Plg(x) ∈ Γ ,
and with the following expansions in the neighbourhood of q
χ0(x, P ) = k + g0(x) +O(k
−1), χj(x, P ) = gj(x) +O(k
−1), 0 < j < l − 1,
χl−1(x, P ) = O(k
−1).
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Let k − γi(x) be a local parameter near Pi(x) . Then
χj =
ci,j(x)
k − γi(x)
+ di,j(x) +O(k − γi(x)).
Functions cij(x), dij(x) satisfy the following equations (see [4]).
ci,l−1(x) = −γ
′
i(x), (4)
di,0(x) = αi,0(x)αi,l−2(x) + αi,0(x)di,l−1(x)− α
′
i,0(x), (5)
di,j(x) = αi,j(x)αi,l−2(x)− αi,j−1(x) + αi,j(x)di,l−1(x)− α
′
i,j(x), j ≥ 1, (6)
where αi,j(x) =
ci,j(x)
ci,l−1(x)
, 0 ≤ j ≤ l − 1, 1 ≤ i ≤ lg. To find χi one should solve the equations
(4)–(6). Using χi one can find coefficients of the operators. At g = 1 , l = 2 Krichever and
Novikov [6] solved these equations and found the operators LKN . Operators of Krichever–
Novikov and it applications were studied in [13]–[19] Operators of rank 3 corresponding to
elliptic spectral curves were found by Mokhov [20]. In [21]–[24] some examples of operators of
rank 2,3 corresponding to spectral curves of genus 2–4 were constructed.
In [8] commuting operators of rank two of order 4 and 4g+2 corresponding to hyperelliptic
spectral curves were studied
L4ψ = zψ, L4g+2ψ = wψ, w
2 = Fg(z) = z
2g+1 + c2gz
2g + · · · + c0.
Common eigenfunctions of L4 and L4g+2 satisfy the second order differential equation
ψ′′ − χ1(x, P )ψ
′ − χ0(x, P )ψ = 0, P = (z, w) ∈ Γ,
where χ0(x, P ), χ1(x, P ) are rational functions on Γ satisfying equations (4)–(6).
Theorem 2 ([8]) The operator L4 is formally self-adjoint if and only if
χ1(x, P ) = χ1(x, σ(P )),
where σ is the hyperelliptic involution on Γ .
Theorem 3 ([8]) If L4 is formally self-adjoint, i.e. L4 = (∂
2
x + V (x))
2 +W (x), then
χ0 = −
1
2
Qxx
Q
+
w
Q
− V, χ1 =
Qx
Q
,
where Q = zg +ag−1(x)z
g−1+ · · ·+a0(x), a0(x), . . . , ag−1(x) are some functions. The function
Q satisfies the equation
4Fg(z) = 4(z −W )Q
2 − 4V (Qx)
2 + (Qxx)
2 − 2QxQxxx + 2Q(2VxQx + 4V Qxx + ∂
4
xQ). (7)
From Theorem 3 it follows
Corollary 1 The function Q satisfies the linear equation
∂5xQ+ 4V Qxxx + 6VxQxx + 2(2z − 2W + Vxx)Qx − 2WxQ = 0. (8)
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Corollary 2 If g = 1 then
V =
−16F1(
1
2 (−c2 −W )) +W
2
xx − 2WxWxxx
4W 2x
, (9)
where F1 defines the spectral curve w
2 = F1(x) = z
3 + c2z
2 + c1z + c0.
With the help of Theorem 3 many examples of rank 2 operators were recently constructed
(see [25]–[27]).
Let us consider commuting operators L♮4, L
♮
4g+2 [10]. These operators do not commute with
operators of odd orders [28], hence these operators are operators of true rank 2. The polynomial
Q for L♮4, L
♮
4g+2 has the form (see [10])
Q(x, z) = Ag(z) cosh
g x+ · · ·+A1(z) cosh x+A0(z),
where
As =
1
8(2s + 1)α1(g(g + 1)− s(s+ 1))
(
4As+5
(s+ 5)!
s!
− 8As+3
(s+ 3)!
s!
(2α0 + s
2 + 4s + 5)−
−8As+2
(s+ 2)!
s!
(2s+ 3)α1 + 4As+1(s + 1)((s + 1)
2(4α0 + (s + 1)
2 + 4z)
)
, 0 ≤ s < g, (10)
we assume that As = 0 at s < 0 and s > g , Ag is a constant.
Lemma 1 ([8]) The spectral curve Γ♮ of L♮4, L
♮
4g+2 is given by the equation
w2 = Fg(z) =
1
4
(
4A20z − 4A0A1α1 − 16A2(α0 + 1) + 48A4) + 4α0A
2
1 + 4A
2
2 − 2A1(6A3 −A1)
)
,
where Aj(z) are defined in (10).
Examples:
1) g = 1
F1(z) = z
3 + (
1
2
− 2α0)z
2 +
1
16
(1− 8α0 + 16α
2
0 − 16α
2
1)z +
α21
4
.
2) g = 2 , let for simplicity of formulas α0 = 0
F2(z) = z
5+
17
2
z4+
1
16
(321−336α21)z
3+
1
4
(34−531α21)z
2+(1−189α21+108α
4
1)z+24α
2
1+513α
4
1.
The spectral curves defined by the above equations are not singular for the general parameters.
Mokhov [11] found a remarkable change of variable
x = ln(y +
√
y2 − 1)r, r = ±1,±2, . . . ,
which reduces the operators L♮4, L
♮
4g+2 to the operators with polynomial coefficients. In partic-
ular, L♮4 in new variable y gets the form
L♮4 = ((1− y
2)∂2y − 3y∂y + aTr(y) + b)
2 − ar2g(g + 1)Tr(y), a 6= 0,
b is arbitrary constant, Tr(y) is the Chebyshev polynomial of degree |r| . Recall that
T0(y) = 1, T1(y) = y, Tr(y) = 2yTr−1(y)− Tr−2(y), T−r(y) = Tr(y).
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Chebyshev polynomials are commuting polynomials, i.e.
Tn(Tm(y)) = Tm(Tn(y)) = Tn+m(y).
If one applies the automorphism
ϕ(y) = −∂y, ϕ(∂y) = y, ϕ ∈ Aut(A1)
to the operators L♮4, L
♮
4g+2 written in y variable, then one gets operators of orders 2r, (2g+1)r
of rank r [11] and
ϕ(L♮4) = (aTr(∂y)− y
2∂2y − 3y∂y + y
2 + b)2 − arg(g + 1)Tr(∂y).
3 Proof of Theorems 1.1–1.3
3.1 Proof of theorem 1.1
Let us rewrite (9) in the form
4W 2xV = −16F1(
1
2
(c2 −W )) +W
2
xx − 2WxWxxx, (11)
Note that from (11) it follows
− 4F ′1(
1
2
(−c2 −W )) + 2VxWx + 4V Wxx +Wxxxx = 0. (12)
Further we assume that V,W are polynomials
V = αnx
n + . . .+ α0, W = βmx
m + . . .+ β0, αn 6= 0, βm 6= 0. (13)
Equation (11) is equivalent to the system of equations: equation (12) and the equation on free
terms of (11) which is
α0β
2
1 = −4F1(
1
2
(c2 − β0)) + β
2
2 − 3β1β3. (14)
Let us prove the following important proposition.
Proposition 3.1. For any m > 0 there exists a solution of the equation (11) of the form (13),
where n = m+ 2 .
Proof. Equation (12) is equivalent to a system of 2m+1 equations in 2m+4 variables αi, βj .
Note that all equations have degree 2 and the set of their solutions consists of points in C2m+4
(with coordinates αi, βj ) which lie in the intersection of 2m+1 quadrics defined by these equa-
tions. By [29, Ch.1,Th.7.2] the intersection X of these quadrics in P2m+4 (with homogeneous
coordinates αi, βj , u ) is non-empty and each its irreducible component has dimension greater
or equal to 3. By the same reason the intersection of X with the hyperplane Z = {u = 0} at
infinity is non-empty and each its irreducible component has dimension greater or equal to 2.
To prove the proposition it is sufficient to prove that for any fixed m > 0 there is a two-
dimensional irreducible component of X ∩ Z . From this fact we can conclude that affine part
of the intersection of quadrics is non-empty.
The homogeneous parts of our equations in P2m+4 not depending on u can be easily written:
these are exactly the coefficients at xi of the sum
4V Wxx + 2VxWx − 3W
2. (15)
7
Let us introduce the following notations:
VxWx =
m+n−2∑
i=0
bix
i, V Wxx =
m+n−2∑
i=0
cix
i, W 2 =
m+n−2∑
i=0
dix
i.
Then the intersection X ∩ Z is given by the equations
4ci + 2bi − 3di = 0, i = 0, . . . , 2m. (16)
Note that the coefficients bi, ci, di can be written in the following form:
di =
i∑
k=0
βi−kβk, bi =
i∑
k=0
Bk,iαi−k+1βk+1, ci =
i∑
k=0
Ck,iαi−kβk+2, (17)
where Bk,i = (k + 1)(i − k + 1), Ck,i = (k + 1)(k + 2) are positive integers, and we set αj ≡ 0
if j > n , βj ≡ 0 if j > m .
The next observation is: equations (16), (17) always have a solution of the form
P = (αn 6= 0 : βm 6= 0 : 0 : . . . : 0)
for any m > 0 . Indeed, if α0 = . . . = αn−1 = β0 = . . . = βm−1 = 0 , then only 2m -th equa-
tion from (16) remains to be non-trivial, and this equation becomes a quadratic homogeneous
equation linear in αn and quadratic in βm :
(2Bm−1,2m + 4Cm−2,2m)αnβm − 3β
2
m = 0.
Thus, we can set βm = 1 where from αn = 3/(2Bm−1,2m + 4Cm−2,2m) .
Let us prove that for any fixed m > 0 any irreducible component of X ∩ Z containing P
has dimension 2.
If m = 1 then there are only 3 equations in (16)
4C0,0α0β2 + 2B0,0α1β2 − 3β
2
0 = 0,
4(C0,1α1β2 + C1,2α0β3) + 2(B0,1α2β1 +B1,1α1β2)− 6β0β1 = 0,
4(C0,2α2β2 +C1,2α1β3 + C2,2α0β4) + 2(B0,2α3β1 +B1,2α2β2 +B2,2α1β3)− 3(2β0β2 + β
2
1) = 0,
and their Jacobi matrix at P has the following form:
 ∗ 2B0,0β1 0 0 ∗ ∗∗ ∗ 2B0,1β1 0 ∗ ∗
∗ ∗ ∗ 2B0,2β1 ∗ ∗

 ,
where the first columns denote derivations with respect to α0, . . . , α3 , and the last two columns
denote derivations with respect to β0, β1 . The rank of the matrix is 3, so, these equations define
a smooth variety in the neighbourhood of the point P of dimension two.
For generic m the point P might not be regular. Nevertheless, any irreducible component
containing P has a dense subset of smooth points. At any such point Q the Jacobi matrix J
can be written in the following form. It can be divided in two blocks: one consists of m + 1
columns (derivations of equations with respect to β0, . . . , βm ), and another one consists of n+1
columns (derivations of equations with respect to αn, . . . , α0 ). We shall describe only essential
columns for us.
The columns of the first block are (to save the space we shall write them as rows):
2-nd column: (j0,0α1, (j0,1α2 − 6β0), (j0,2α3 − 6β1), . . . , (j0,n−1αn − 6βm), 0, . . . , 0)
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3-d column: (j1,0α0, j1,1α1, (j1,2α2 − 6β0), . . . , (j1,nαn − 6βm), 0, . . . , 0)
4-th column: (0, j2,1α0, j2,2α1, (j2,3α2 − 6β0), . . . , (j2,n+1αn − 6βm), 0, . . . , 0)
5-th column: (0, 0, j3,2α0, j3,3α1, (j3,4α2 − 6β0), . . . , (j3,n+2αn − 6βm), 0, . . . , 0)
. . . . . . . . .
(m+1)-th column: (0, . . . , 0, jm−1,m−2α0, jm−1,m−1α1, (jm−1,mα2−6β0), . . . , (jm−1,2mαn−6βm));
the columns of the second block are:
1-st column: (0, . . . , 0, j0,m+1β1, j1,m+2β2, . . . , jm−1,2mβm)
2-nd column: (0, . . . , 0, j0,mβ1, j1,m+1β2, . . . , jm−1,2m−1βm, 0)
3-d column: (0, . . . , 0, j0,m−1β1, j1,mβ2, . . . , jm−1,2m−2βm, 0, 0)
. . . . . . . . .
n-th column: (j0,0β1, j1,1β2, . . . , jm−1,m−1βm, 0, . . . , 0)
(n+1)-th column: (j1,0β2, . . . , jm−1,m−2βm, 0, . . . , 0),
where the numbers jk,l are defined as
jk,l = 2Bk,l + 4Ck−1,l,
where we assume Bk,l = 0 if k > l and Ck,l = 0 if k < 0 .
Without loss of generality we can assume that the point Q belongs to a sufficiently small
neighbourhood of the point P (in the complex topology), such that, for fixed numbers jk,l ,
the modules of all terms of the matrix J , except the terms containing βm = 1 and αn , are
comparable with some 0 < ǫ≪ 1 (i.e. they are < ǫ but > ǫ2 ). We call such terms comparable
with ǫ .
We have the following possibilities now. If there is a smooth point Q such that its coordinate
α0 6= 0 or α1 6= 0 , then the rank of the matrix J is 2m+1 , i.e. the dimension of the component
is two. Indeed, we can first apply the Gauss elimination algorithm to kill all terms of the right
part of the matrix lying over terms containing βm . We can choose ǫ small enough such that the
terms of the left part of J will change, but the top non-zero elements of the first m− 2 rows
will remain non-zero and comparable with ǫ , and all elements over them will be comparable
with ǫ2 . Applying again the Gauss elimination algorithm we can kill all elements in the columns
except these top non-zero elements, thus obtaining 2m + 1 linearly independent rows in the
matrix J .
Note that the case α0 = 0 , α1 6= 0 (i.e. α0 = 0 for all smooth points) is in fact impossible:
in this case the whole component belongs to the hyperplane α0 = 0 . But then the dimension of
the component must be 1, a contradiction.
Now we claim that there exists a smooth point such that α0 6= 0 or α1 6= 0 . Indeed, if there
are no such smooth points, then the whole component belongs to the intersection of hyperplanes
α0 = α1 = 0 (cf. [29, Ch.1,ex.1.6]). Note that in this case from 0-th equation in (16) it follows
β0 = 0 , and from the 1 -st equation it follows α2β1 = 0 .
Let’s show first that α2 = β1 = 0 . If there is a smooth point in the component with
α2 6= 0 , then the Jacobi matrix of our system restricted to the 2m -dimensional intersection of
hyperplanes α0 = α1 = β0 = 0 reduces to the following matrix.
The columns of the first block are (to save the space we will again write them as rows):
1-st column: (j0,1α2, (j0,2α3 − 6β1), . . . , (j0,n−1αn − 6βm), 0, . . . , 0)
2-nd column: (0, j1,2α2, (j1,3α3 − 6β1), . . . , (j1,nαn − 6βm), 0, . . . , 0)
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3-d column: (0, 0, j2,3α2, . . . , (j2,n+1αn − 6βm), 0, . . . , 0)
. . . . . . . . . . . .
m-th column: (0, . . . , 0, jm−1,mα2, . . . , (jm−1,2mαn − 6βm));
the columns of the second block are:
1-st column: (0, . . . , 0, j0,m+1β1, j1,m+2β2, . . . , jm−1,2mβm)
2-nd column: (0, . . . , 0, j0,mβ1, j1,m+1β2, . . . , jm−1,2m−1βm, 0)
3-d column: (0, . . . , 0, j0,m−1β1, j1,mβ2, . . . , jm−1,2m−2βm, 0, 0)
. . . . . . . . .
(n-1)-th column: (j0,1β1, . . . , jm−1,mβm, 0, . . . , 0),
where the m columns of the first block denote derivations with respect to β1, . . . , βm , and the
n− 1 columns of the second block denote derivations with respect to αn, . . . , α2 .
Since β1 must be equal to zero, we can apply the same arguments as above and obtain that
the rank of this matrix is 2m . But this is impossible, because the dimension of the component
is not less than two.
If the whole component belongs to the intersection Y = {α0 = α1 = α2 = β0 = 0} , but there
are smooth points with β1 6= 0 , then the 2 -th equation in (16) reduces to 2B0,2α3β1−3β
2
1 = 0 ,
where from we see that α3 = 3β1/(2B0,2) 6= 0 . In this case analogously to the previous case the
matrix J reduces to the following matrix.
The columns of the first block are:
1-st column: ((j0,2α3 − 6β1), . . . , (j0,n−1αn − 6βm), 0, . . . , 0)
2-nd column: (0, (j1,3α3 − 6β1), . . . , (j1,nαn − 6βm), 0, . . . , 0)
. . . . . . . . . . . .
m-th column: (0, . . . , 0, (jm−1,m+1α3 − 6β1), . . . , (jm−1,2mαn − 6βm));
the columns of the second block are:
1-st column: (0, . . . , 0, j0,m+1β1, j1,m+2β2, . . . , jm−1,2mβm)
2-nd column: (0, . . . , 0, j0,mβ1, j1,m+1β2, . . . , jm−1,2m−1βm, 0)
3-d column: (0, . . . , 0, j0,m−1β1, j1,mβ2, . . . , jm−1,2m−2βm, 0, 0)
. . . . . . . . .
(n-2)-th column: (j0,2β1, . . . , jm−1,m+1βm, 0, . . . , 0),
where the m columns of the first block denote derivations with respect to β1, . . . , βm , and the
n− 1 columns of the second block denote derivations with respect to αn, . . . , α3 .
Now the situation differs from the first main case. If we apply the Gauss elimination algorithm
to kill all terms of the right part of the matrix lying over terms containing βm , we can destroy
the top non-zero terms. So, we must control the changes of these terms modulo ǫ2 . Fortunately,
it is not difficult: the term jm−1−k,n−1−kα3 − 6β1 , where 0 ≤ k ≤ m − 1 , will be changed to
the term
jm−1−k,n−1−kα3 − 6β1 −
j0,m+1−k
jm−1,2m−k
(jm−1−k,2m−kαn − 6)β1 =
(−1 +m)2m
(
2 + 5m+ 2m2
)
+ 2k2
(
−1 +m3
)
+ k
(
4 +m−m3 − 4m4
)
m3
.
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As it can be easily checked, the numerator can be equal to zero only for k > m− 1 . Thus, the
rank of J is equal to 2m− 1 = dimY , a contradiction.
Now we can use the induction: suppose we have proved that the whole component belongs
to the intersection Y = {α0 = . . . = αl−1 = 0 = β0 = . . . = βl−2} . Then the 2(l − 1) − 1 -th
equation in (16) implies αlβl−1 = 0 . If there is a smooth point with αl 6= 0 , then we can apply
the arguments from the first main case to show that the matrix J has the maximal rank equal
to the dimension of Y , a contradiction. If there is a smooth point with βl−1 6= 0 , then from
2(l − 1) -th equation we get
αl+1 =
3
jl−2,2(l−1)
βl−1,
and, analogously to the case α2 = 0 , β1 6= 0 , we can control the changes of the top non-zero
terms (jm−1−k,m−1−k+lαl+1 − 6βl−1) , l ≤ m . They will be changed to the terms
jm−1−k,m−1−k+lαl+1 − 6βl−1 −
jl−2,m−1−k+l
jm−1,2m−k
(jm−1−k,2m−kαn − 6)βl−1 =
1
(−1 + l)2m3
(−1+ l−m)(−4k−2k2+12kl+4k2l−12kl2−2k2l2+4kl3−2m+5km+2k2m+6lm
−10klm− 2k2lm− 6l2m+ 5kl2m+ 2l3m+
3m2 − 5km2 − 2k2m2 − 6lm2 + 5klm2 + 3l2m2 + 3m3 + 4km3 − 3lm3 − 2m4).
The last expression is equal to zero only for k = −2 + 2l +m > m or
k = m
−1 + 2l − l2 +m− lm+ 2m2
2 (1− 2l + l2 −m+ lm+m2)
.
But the last expression can not be integer. Indeed, the great common divisor of m and(
1− 2l + l2 −m+ lm+m2
)
must divide also the numerator, i.e. the doubled fraction must
be integer. On the other hand, it is clear that the fraction is positive and less than one. It also
easy to check that it can not be equal to 1/2 .
At the end we obtain that the whole component belongs to the intersection Y = {α0 =
. . . = αm = 0 = β0 = . . . = βm−1} with dimY = 2 . Then from (2m − 1) -th equation we
obtain αm+1 ≡ 0 , i.e. the component lies in Y ∩ {αm+1 = 0} , whose dimension is one, a
contradiction.
Let us prove Theorem 1.1 The intersection X ′ (in P2m+4 ) of X from proposition 3.1 and
the cubic defined by (14) is again non-empty, and each its irreducible component has dimension
greater or equal to 2; the intersection X ′ ∩ Z with Z is non-empty and each its irreducible
component has dimension greater or equal to 1. The homogeneous part of (14) not depending
on u is
α0β
2
1 + β
3
0/2. (18)
It also has a solution of the form P from proposition 3.1.
To prove Theorem 1.1 it is sufficient to prove that for any fixed m > 0 any irreducible
component of X ′ ∩ Z containing P has dimension 1.
Note that if α0 6= 0 , then either β1 or β0 is not equal to 0. Indeed, if β0 = β1 = 0 , then
from 0-th equation it follows that β2 = 0 , from 1-st equation it follows that β3 = 0 and, by
iteration, βm = 0 , a contradiction.
Let Q be a smooth point on some irreducible component of X ′ ∩ Z as in the proof of
proposition 3.1. Consider the new Jacobi matrix with the first row consisting of partial derivatives
of the equation (18):
(3β20 , 2α0β1, 0, . . . , 0, β
2
1 ).
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If α0 6= 0 , then it’s easy to see that this row and all other rows of the old matrix J are linearly
independent, i.e. the dimension of the component is one.
If α0 = 0 , we can literally repeat the arguments from the proof of proposition 3.1. Indeed,
as we have already seen, in this case even an irreducible component of X ∩ Z would be of
dimension less or equal to 1. Theorem 1.1 is proved.
3.2 Proof of Theorems 1.2, 1.3
According to Theorem 1.1 an arbitrary equation
Y 2 = X3 + c2X
2 + c1X + c0, X, Y ∈ A1
has infinitely many solutions of the form L4,m = (∂
2
x+Vm(x))
2+Wm(x), L6,m, and the equation
Y 2 = X2g+1 + c♮2gX
2g + · · ·+ c♮1X + c
♮
0, X, Y ∈ A1
also has infinitely many solutions of the form ϕ♮(L♮4), ϕ
♮(L♮4g+2), where
L(r) = ϕ♮(L♮4) = ((1 − y
2)∂2y − 3y∂y + aTr(y) + b)
2 − ar2g(g + 1)Tr(y),
Tr(y) is the Chebyshev polynomial of degree |r| (see section 2). To prove Theorem 1.2 and
Theorem 1.3 it is enough to prove that at r > 10 and r 6= r1
ϕ(L4,r) 6= L4,r1 , ϕ(L(r)) 6= L(r1),
for arbitrary ϕ ∈ Aut(A1) . This facts follow from the following lemma.
Lemma 3.1. Consider a family of operators of order four with polynomial coefficients
L(r) = (a(x)∂2x + b(x)∂x + cr(x))
2 + dr(x), r ∈ N,
where a(x), b(x) are polynomials of fixed degree such that
dega(x) > degb(x), degcr(x) = r, r ≥ degdr(x).
If r > dega(x) + 8 , then
ϕ(L(r)) 6= L(r1)
at r 6= r1 for arbitrary ϕ ∈ Aut(A1) .
Here we assume that degb(x) = −∞ if b(x) = 0 .
Proof. Let us assume that there is ϕ ∈ Aut(A1) such that at r > dega(x) + 8 we have
ϕ(L(r)) = L(r1) for some r 6= r1 . Let
ϕ(x) = qn(x)∂
n
x + · · ·+ q0(x), ϕ(∂x) = pm(x)∂
m
x + · · ·+ p0(x),
where qj, ps are some polynomials. First consider the case n = 0 . If n = 0 , then m = 1
otherwise the operator ϕ(L(r)) has order greater than four. Further,
ϕ(a(x)∂2x + b(x)∂x) = a(q0(x))(p1(x)∂x + p0(x))
2 + b(q0(x))(p1(x)∂x + p0(x)) =
a(q0(x))p
2
1(x)∂
2
x + a(q0(x))(p1(x)p
′
1(x) + p0(x) + b(q0(x))p1(x))∂x+
+a(q0(x))p0(x) + b(q0(x)) + b(q0(x))p0(x).
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From our assumption it follows that
a(q0(x))p
2
1(x) = a(x), a(q0(x))(p1(x)p
′
1(x) + p0(x)) + b(q0(x))p1(x) = b(x).
Hence from the first identity we get that p1(x) is a constant and q0(x) is a linear function.
From the second identity we get that p0(x) is a constant, otherwise the degree of the left hand
side is greater than the degree of the right hand side. Thus
ϕ(x) = s1x+ s2, ϕ(∂x) = s3∂x + s4, sj ∈ C.
From this we obtain ϕ(L(r)) 6= L(r1).
Let us consider the general case n 6= 0 . We have the following identities for orders of
differential operators
ordϕ(a(x)∂2x) = ndega(x) + 2m, ordϕ(b(x)∂x) = ndegb(x) +m, ordϕ(cr(x)) = rn.
Let us note that
ordϕ(a(x)∂2x) = ordϕ(cr(x)),
for otherwise, since ordϕ(a(x)∂2x) > ordϕ(b(x)∂x) we have
ordϕ(a(x)∂2x + b(x)∂x + cr(x)) = ordϕ(a(x)∂
2
x + cr(x)) = max{rn, n deg a(x) + 2m} ≥ r,
and therefore ordϕ(L(r)) ≥ 2r > 4, a contradiction. Thus,
ndega(x) + 2m = rn. (19)
By direct calculations one can check that
ad(−x)3(L(r)) = [[[L(r), x], x], x] = 24a2(x)∂x + 12a(x)b(x) + 12a(x)a
′(x),
hence
ordϕ(ad(−x)3(L(r))) = 2ndega(x) +m.
On the other hand,
ϕ(ad(−x)3(L(r))) = ad(−ϕ(x))3(ϕ(L(r))).
We have
ord[ϕ(L(r)), ϕ(x)] ≤ n+ 3, ord[[ϕ(L(r)), ϕ(x)], ϕ(x)] ≤ 2n+ 2,
ord[[[ϕ(L(r)), ϕ(x)], ϕ(x)], ϕ(x)] ≤ 3n+ 1.
Thus, using (19) and our assumption r > dega(x) + 8 , we get
3n+1 ≥ ord[ad(−ϕ(x))3(ϕ(L(r)))] = 2ndega(x)+m = n(r+3dega(x))/2 >
n
2
(8+4dega(x)) =
4n+ 2ndega(x).
We get a contradiction.
Hence Theorems 1.2 and 1.3 are proved.
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