Abstract. Let f : (C d+1 , 0) → (C, 0) be a germ of complex analytic function such that its zero level defines an irreducible germ of quasi-ordinary hypersurface (S, 0) ⊂ (C d+1 , 0). We describe the motivic Igusa zeta function, the motivic Milnor fibre and the Hodge-Steenbrink spectrum of f at 0 in terms of topological invariants of (S, 0) ⊂ (C d+1 , 0).
Introduction
An equidimensional germ (S, 0) of complex analytic variety of dimension d is quasi-ordinary (q.o.) if there exists a finite map π : (S, 0) → (C d , 0) which is unramified outside a normal crossing divisor of (C d , 0). Q.o. surface singularities originated in the classical Jung's method to parametrize and resolve surface singularities (see [22] ) and are related to the classification of singularities by Zariski's dimensionality type (see [27] ). In addition to the applications to equisingularity problems, the class of q.o. singularities is also of interest to test and study various open questions and conjectures for singularities in general, particularly in the hypersurface case. In many cases the results use the fractional power series parametrizations of q.o. singularities. The parametrizations allow explicit computations combining analytic, topological and combinatorial arguments (see for instance [26, 15, 33, 28, 3] ).
It is natural to investigate new invariants of singularities arising in the development of motivic integration, such as the motivic Igusa zeta functions for the class of q.o. singularities with the hope to extend the methods or results to wider classes (for instance using Jung's approach).
Denef and Loeser have introduced several (topological, naive motivic Igusa and motivic Igusa) zeta functions associated to a germ f : (C d+1 , x) → (C, 0) of complex analytic function. All these zeta functions are inspired by the Igusa zeta function in the p-adic setting and admit an expression in terms of an embedded resolution of singularities (or log-resolution) of f . The monodromy conjecture predicts a relation between the poles of these zeta functions and the eigenvalues of the local monodromy of f at points of f (x 1 , . . . , x d+1 ) = 0 (see [5, 6, 8] ).
Let us consider, for instance, the motivic Igusa zeta function Z(f, T ) x of f . It is known to be a rational function with respect to the indeterminate T with coefficients in certain Grothendieck ring of varieties. Furthermore, it determines some classical invariants of the Milnor fiber of f at x (see [9, 6, 8, 21] ). Its definition can be given in terms of certain jet spaces.
The set L n (C d+1 ) x (resp. L(C d+1 ) x ) of n-jets of arcs (resp. of arcs) in C d+1 consists of ϕ ∈ (C[t]/(t n+1 ) d+1 (resp. ϕ ∈ C[[t]]) such that ϕ(0) = x. If n ≥ 1 the set
enjoys a natural action of the group µ n of n-th roots of unity. This set defines a class in the monodromic Grothendieck ring Kμ 0 (Var C ) (see its definition in Section 1). The motivic Igusa zeta function Z(f, T ) x is the generating series
where L denotes the class of the affine line A 1 C with the trivial µ n -action. The motivic Milnor fiber of f at x is defined as a certain limit
Denef and Loeser have proven that S f,x and F x have the same Hodge characteristic. Hence S f,x determines the Hodge-Steenbrink spectrum of f at x (see [6] and Section 1).
In this paper we give formulas for these invariants when f = 0 defines an irreducible germ (S, 0) of quasi-ordinary hypersurface singularity at 0 ∈ C d+1 . The germ (S, 0) is parametrized by a q.o. branch, a fractional power series ζ(x 1/n 1 , . . . , x 1/n d ), for some integer n. The q.o. branch has a finite set of characteristic monomials, generalizing the notion of characteristic pairs of plane branches (see [1, 26] ). These monomials classify the embedded topology of the germ (S, 0) ⊂ (C d+1 , 0) (see [26, 15] ). The semiroots of f are auxiliary functions f i : (C d+1 , 0) → (C, 0), i = 0, . . . , g such that the hypersurface germ with equation f i = 0, is a q.o. hypersurface parametrized by a suitable truncation of ζ (see [18, 33] ). Embedded resolutions of (S, 0) are built in [17] , as a composition of local toric modifications in terms of the characteristic monomials. The functions x 1 , . . . , x d , f 0 , . . . , f g−1 , f g = f define suitable local coordinates at intermediate points in these resolutions. See Sections 2 and 4.
We begin by studying the order of contact of an arc ϕ in C d+1 with ϕ(0) = 0, with the (d + g + 1)-tuple of functions F := (x 1 , . . . , x d , f 0 , . . . , f g ), i.e., we study the values of ord t (F • ϕ) := (ord t (x 1 • ϕ), . . . , ord t (x d • ϕ), ord t (f 0 • ϕ), . . . , ord t (f g • ϕ)).
If the arc ϕ does not factor through the hypersurface V of equation . We characterize these orders as certain integral points in the support of a fan Θ, consisting of cones in R d+g+1 of dimension ≤ d + 1 (see Theorem 6.11). This fan is determined explicitely in terms of the characteristic monomials. It coincides essentially with the one given in [17] Section 5.4 in connection with the combinatorial description of the toric embedded resolution. The fan Θ can be seen as the tropical set associated to the embedding of (C d+1 , 0) in (C d+g+1 , 0) defined by this sequence of functions. The second key step is to determine the motivic measure µ(H k,1 ) of the set
We reach this goal by applying the change of variables formula for motivic integrals to a toric embedded resolution of (S, 0). Since H k,1 has a natural action of the group of k d+g+1 -th roots of unity, this measure is an element of the monodromic Grothendieck ring Kμ 0 (Var C )[L −1 ]. Taking into account that the set X n,1 is a disjoint union of sets of the form H k,1 we get that:
(see Proposition 8.1). The main result provides formulas for the motivic Igusa zeta function, the motivic naive Igusa zeta function, the topological zeta function and the motivic Milnor fiber of a q.o. germ f : (C d+1 , 0) → (C, 0) in terms of the characteristic monomials (see Theorem 3.7). As an application we obtain a formula for the Hodge-Steenbrink spectrum of f at 0 (see Corollary 3.11) and also formulas for a finite set of candidate poles of the topological zeta function Z(f, s) 0 (see Corollary 3.17). We deduce that these invariants are determined by the embedded topological type of the q.o. hypersurface (S, 0). Our results generalize those obtained when d = 1 by Guibert [20] , Schrauwen, Steenbrink and Stevens [38] Saito [36] , and Artal et al. [3] .
The naive motivic zeta function of a germ of complex analytic function defining a q.o. hypersurface, not necessarily irreducible, was studied by Artal Bartolo, Cassou-Nogués, Luengo and Melle-Hernández in [3] to prove the monodromy conjecture for this class of singularities. In Section 9 we compare the method of Newton maps used in [3] and the toric resolutions of [17] , with the help of quotients of C d+1 by finite abelian groups. We point out in Example 10.1 the phenomenon of false reducibility, discovered in [19] , which may appear when using Newton maps. This phenomenon, in the case d ≥ 2, leads to inaccurate formulas for the zeta functions in [3] . However, we check that the set of candidate poles which arise by our method coincides with the one given in [3] . See Remarks 3.10, 3.18 and 9. 16 .
An application to the description of the log-canonical threshold for this class of singularities will be given elsewhere. In the case d = 1, see for instance [4].
Invariants of singularities and motivic integration
In this section we recall the definitions of the invariants we study in this paper.
The arc space of an algebraic variety. Let us denote by Var C the category of complex algebraic varieties, i.e., reduced and separated schemes of finite type over the complex field C. If 0 = ϕ ∈ C[[t]] we denote by ord t (ϕ) (resp. ac(ϕ) the order (resp. angular coefficient ) of the series 0 = ϕ ∈ C [[t] ], that is, if ϕ = t n u, where u is a unit in C[ [t] ], then ord t (ϕ) = n and ac(ϕ) = u(0) ∈ C * . If n ≥ 0 the space L n (X) of arcs modulo t n+1 on a complex algebraic variety X has also the structure of algebraic variety over C. The canonical morphisms π n ′ n : L n ′ (X) → L n (X), n ′ > n induced by truncation define a projective system. The arc space L(X) of X is the projective limit of L n (X). We consider the spaces L n (X) and L(X) with their reduced structures. The arc space L(X) is a separated scheme over C but it is not of finite type in general. If X is an affine variety given by the equations f i (x 1 , . . . , x d ) = 0, i ∈ I then the C-rational points of L n (X) (resp. of L(X)) are d-tuplas ϕ = (ϕ 1 , ϕ 2 , . . . ,
If the variety X is smooth the maps π n are surjective and the maps π 
. We denote by µ n the algebraic group of n-roots of unity, i.e., µ n = Spec(C[x]/(x n − 1)) for n ≥ 1. The groups µ n , n ≥ 1, together with the morphisms µ nd → µ n given by x → x d form a projective system. We denote byμ its projective limit. A good µ n -action on a complex algebraic variety X is a group action µ n × X → X such that it is a morphism of algebraic varieties over C and each orbit is contained in an open affine subvariety of X. A goodμ-action is a group actionμ × X → X which factors through a good µ n -action for some n.
The monodromic Grothendieck ring Kμ 0 (Var C ) of algebraic varieties over C is the abelian group on the symbols [X,μ] where X an algebraic variety with a goodμ-action, with the relations 
Another example is the following:
m ] be a quasi-homogeneous Laurent polynomial, i.e., there exists integers D and w 1 , . . . , w m such that f (t w1 x 1 , . . . , t
defines a quasi-homogeneous hypersurface V in the torus (C * ) m , which is endowed with the µ Daction given by α · (
Motivic integration. Let X be a complex algebraic variety of pure dimension. A subset
n (C) for some n and some constructible subset C ⊂ L n (X). A subset A ⊂ L(X) is stable if for some m ∈ N the set π m (A) is constructible, A = π −1 m π m (A) and the morphism π n+1 (A) → π n (A) is a piecewise locally trivial fibration with fibre A dim X C , for n > m. If X is smooth any cylinder is stable (see [7] ).
We denote byM C the completion of M C with respect to the filtration F m M C , with m ∈ Z, where F m M C is the subgroup of M C generated by elements [S]L −i with S ∈ Var C and i − dim S ≥ m.
Denef and Loeser have introduced a class of measurable subsets of L(X), containing the stable subsets, together with a measure µ X (A) ∈M C , for any measurable set A ⊂ L(X), see [10, Appendix] . This motivic measure have the following properties:
If A ⊂ L(X) is a measurable set, and α : A → Z ∪ {∞} is a function, then L −α is integrable on A if the fibres of α are measurable, α −1 (∞) has measure zero and the motivic integral 
where ord t J π (y), for any y ∈ L(Y ), denotes the order of the Jacobian of π at y.
Remark 1.4. If the sets of arcs considered in Proposition 1.2 and Theorem 1.3 are equipped with a goodμ-action then these results hold replacing M C (resp.M C ) by Mμ C (resp. byMμ C ), where
andMμ C is the completion of Mμ C with respect to the filtration introduced above.
Hodge characteristic and spectrum. A Hodge structure is a finite dimensional vector space over Q, equipped with a bigrading H ⊗C = ⊕ p,q∈Z H p,q such that H p,q is the complex conjugate of H q,p and each weight m summand ⊕ p+q=m H p,q is defined over Q. Let HS (resp. HS mon ) be the abelian category of Hodge structures (resp. equipped in addition with a quasi-unipotent endomorphism). The elements of the Grothendieck ring K 0 (HS) (resp. K 0 (HS mon )) are formal differences of isomorphic classes of Hodge structures (resp. equipped with a quasi-unipotent endomorphism). The product is induced by the tensor product of representatives.
A mixed Hodge structucture is a finite dimensional vector space V with a finite increasing filtration W • V , such that the associated graded vector space Gr The Hodge characteristic of a complex algebraic variety X is χ h (X)
is invertible in K 0 (HS) we get by additivity that χ h extends to a ring homomorphism χ h : M C → K 0 (HS). If in addition X is equipped with a good µ n -action then χ h (X) can be seen as an element of K 0 (HS mon ) and we get in this way a ring homomorphism
called the monodromic Hodge characteristic. We refer to [32, 34] 
is a group homomorphism.
In the following Lemmas we recall some elementary properties of the map Sp. See [40, 41] for more properties and applications of this map.
Let Q n,r (t) denote the polynomial
. We expand the polynomial Q n,r (t) = α c α t α and define the polynomials Q < n,r (t) := α<1 c α t α and Q > n,r (t) := α>1 c α t α .
Lemma 1.5. We have the following properties: (i) If X is a complex algebraic variety, endowed with a goodμ-action, then the equality
If gcd(n, r) = 1 and e > 1 the following equality holds
Proof. Claim (i) can be seen as a consequence of (2.1.2) in [35] . For (ii), (iii) and (iv) we refer to Lemma 3.4.2 and Lemma 3.4.3 of [20] . Notation 1.6. We denote the polynomial Sp([µ r ]) by P r (see Lemma 1.5). We set also
Corollary 1.7. We have the following identities:
Proof. Let n, r, e ∈ Z >0 d . The polynomial f = y n − x r is quasi-homogeneuos with weights w x = n, w y = r and degree D = nr. The identity
holds in Kμ 0 (Var C ) and follows from the partition of
The µ D -action introduced in Example 1.1 is compatible with this partition. Then the identities hold by Lemma 1.5.
The Milnor fiber and the Hodge-Steenbrink spectrum. Let f : C d+1 → C be a non constant morphism. Suppose that f (x) = 0. Take 0 < δ << ǫ < 1 and denote by B(x, ǫ) the open ball of radius ǫ centered at 0 ∈ C d+1 , by D δ the open disk of radius δ centered at x ∈ C and D * δ := D δ \ {0}. If ǫ and δ are small enough
carry a natural mixed Hodge structure which is compatible with the monodromy operator M f,x (see [40] for isolated singularities and [30] for the general case). The Hodge characteristic of the Milnor fiber is defined as
Following [35, 6, 8] we introduce the Hodge-Steenbrink spectrum Sp ′ (f, x) of f at x as: Definition 1.8. We set
where ι :
Remark 1.9. There are several normalizations for the Hodge-Steenbrink spectrum in the literature. We have followed those of Saito [35] .
and [20] the polynomial Sp ′ (f, x) is denoted by hsp(f, x). In the paper [40] the Hodge-Steenbrink spectrum of f at x is defined to be the polynomial Sp(f, x), while in [41, 32, 42] the Hodge-Steenbrink spectrum of f at x differs of the polynomial Sp(f, x) by multiplication by t (see [24] ). If f has an isolated singular point at x we have that
Motivic Igusa zeta function of a function at a point. Let f : C d+1 → C be a non constant morphism such that f (x) = 0. For each natural n, we set
The set X n is a locally closed subvariety of L n (C d+1 ) x . We also consider the morphism
There is a natural action of C * on X n given by a · ϕ(t) = ϕ(at). Since ac(f )(a · ϕ) = a n ac(f )(ϕ), the morphism ac(f ) is a locally trivial fibration. We denote by X n,1 the fibre ac(f ) −1 (1) . The previous C * -action on X n restricts to a µ n -action on X n,1 . 
(ii) The motivic Igusa zeta function of f at x is
] generated by 1 and by finite products of terms
−1 with e ∈ Z and i ∈ Z >0 . Denef and Loeser gave formulas for Z naive (f, T ) x and Z(f, T ) x in terms data associated to an embedded resolution of singularities of f (see [9] Theorem 2.4, [6] Theorem 2.2.1). In particular they proved that
The topological zeta function of f at x is a rational function Z top (f, s) ∈ Q(s) defined by Denef and Loeser in [5] in terms of an embedded resolution of f . The motivic zeta function 
Proof. It follows easily from Lemma 1.12.
Definition 1.14. [9, 6] The motivic Milnor fiber of f at the point x is defined as
The motivic Milnor fiber S f,x can be seen as a motivic incarnation of the classic Milnor fibre F x of f at x. For instance S f,x and F x have the same Hodge characteristic. Theorem 1.15 (Denef and Loeser [9, 6] ). The following equality holds in K 0 (HS mon ):
Corollary 1.16. We have the equality 
We abuse of notation denoting the projection (1) also by π. The Jung-Abhyankar theorem guarantees that the roots of a q.o. polynomial f , called q.o. branches, are fractional power series in the ring C{x 1/m }, for some integer m ≥ 1 (see [1] ). In this paper we suppose that the germ (S, 0) is analytically irreducible, that is, the polynomial f is irreducible in C{x 1 , . . . ,
. We set also α < β if α ≤ β and α = β. The notation α β means that the relation α ≤ β does not hold. In Q d ⊔ {∞} we set that α < ∞.
Let ζ be a root of f with expansion:
There exist unique vectors
≥0 such that λ 1 ≤ · · · ≤ λ g and the three conditions below hold. We set the notations λ 0 = 0, λ g+1 = ∞, and introduce the lattices
(i) We have that c λj = 0 for j = 1, . . . , g.
(ii) If c λ = 0 then the vector λ belongs to the lattice M j , where j is the unique integer such that λ j ≤ λ and λ j+1 λ. (iii) For j = 1, . . . , g, the vector λ j does not belong to M j−1 . If ζ ∈ C{x 1/m } is a fractional power series satisfying the three conditions above then ζ is a q.o. branch. . . , g, are strictly greater than 0 by Lemma 2.2. We set also n 0 = 1, e 0 = n 1 · · · n g and e j := e 0 /(n 1 . . . n j ) for j = 1, . . . , g. By convenience we denote by M the lattice M g and by N its dual lattice. Lipman proved that if the q.o. branch ζ is not normalized then there is a normalized q.o. branch ζ ′ parametrizing the same germ and gave inversion formulas relating the characteristic monomials of ζ and ζ ′ (see [15] , Appendix). Lipman and Gau studied q.o. singularities from a topological point of view. They proved that the characteristic exponents of a normalized q.o. branch ζ parametrizing (S, 0), classify the embedded topological type of the hypersurface germ (S, 0) ⊂ (C d+1 , 0) (see [15, 26] ).
Lemma 2.7. If ζ is a q.o. branch of the form (2) then the series ζ j−1 := λ λj c λ x λ is a q.o. branch with characteristic exponents λ 1 , . . . , λ j−1 for j = 0, . . . , g.
Proof. This is consequence of Lemma 2.2.
Definition 2.8. The q.o. branch ζ j parametrizes the q.o. hypersurface (S j , 0). We denote by
By convenience we also denote ζ also by ζ g , hence f = f g and S = S g . Definition 2.9. The elements of M defined by:
together with the semigroup Γ :
is a (j − 1)-th semi-root of (S, 0) if it is parametrized by a q.o. branch τ with j − 1 characteristic exponents and such that f |y=τ = x e0γj · u j , where u j is a unit in C{x 1/e0 }, for j = 1, . . . , g.
By Lemma 2.10 the germs (S j , 0), for j = 0, . . . , g are semi-roots of (S, 0). The semi-roots play an important role in the definition of the toric embedded resolution of the germ (S, 0) below.
Lemma 2.12. The order of γ j + M j−1 in the finite abelian group M j /M j−1 is equal to n j , for j = 1, . . . , g. We have the inequality
Definition 2.13. We denote by r j the integral length of the vector n j γ j in the lattice M j−1 , for j = 1, . . . , g.
The integer r j is the greatest common divisor of the coordinates of the vector n j γ j in terms of a basis of the lattice M j−1 .
Lemma 2.14. We have that gcd(r j , n j ) = 1 for j = 1, . . . , g.
Proof. This follows from the first statement of Lemma 2.12.
Lemma 2.15. Set λ 0 := 0 ∈ M . We have the equality
Proof. We proceed by induction in j. For j = 0 we have that e 0 λ 1 = e 0 γ 1 because λ 1 = γ 1 . Suppose that it is true for j. We deduce the result from the equalities: Remark 2.18. We have that 0
Notation 2.19. We denote by ǫ 1 , . . . , ǫ d+g+1 the canonical basis of the lattice Z d+g+1 . We consider the cone ρ embedded as
The following cones in R d+g+1 are d-dimensional and simplicial
We denote by ν
the primitive integral vector in the edge of the cone ρ j defined by the vector
. We introduce also the following cones of dimension d + 1
for j = 1, . . . , g, and
We introduce a fan Θ in R d+g+1 associated to the q.o. polynomial f . This fan appears in [17, Section 5.4 ], in connexion with the definition of a toric embedded resolution of the q.o.
Definition 2.20. We set Θ j := {σ
. . , g and Θ g+1 := {σ g+1 }. The set Θ consisting of the faces of the cones in ∪ g+1 j=1 Θ j , is a fan associated to the q.o. polynomial f .
Definition 2.21. The following functions are linear forms on
is a primitive integral vector generating an edge of some cone θ ∈ Θ j for some
such that the i-th coordinate of the characteristic exponent λ j is equal to zero.
Proof. Let us check that ξ j (k) ≥ 0. The claim is obvious for j = 1 because the definition of ξ 1 (k). If j > 1 and k ∈ ρ j then we get that k d+i+1 ≥ n i k d+i for 1 ≤ i ≤ j − 1 and k d+i+1 = n i k d+i for j ≤ i ≤ g because of the definition of ρ j and Lemma 2.12. In this case we get that
, that is, the vector ν ∈ N 0 is orthogonal to γ j . Since ν defines an edge of ρ it follows that k = ǫ i for some 1 ≤ i ≤ d such that the i-th coordinate of γ j is equal to zero. Then the conclusion follows by relations (3).
Statement of main results
In this section we introduce the main results of the paper. We recall first some basic facts on generating functions. The generating function of a set A ⊂ Z m is the formal power series u∈A x u .
Lemma 3.1. 
, where v runs through the set of primitive integral vectors in the edges of the cone θ and P θ is a polynomial with integral coefficients and exponents in θ ∩ Z m . If in addition the cone θ is simplicial, we denote by v 1 , . . . , v r ∈ Z m the primitive integral vectors in the edges of θ and by D θ the set
Lemma 3.2. With the hypothesis and notations of Lemma 3.1 we assume in addition that the cone θ is simplicial of dimension r. We consider two Z-linear maps κ, ι : Z m → Z such that for any primitive integral vector in an edge of the cone θ we have ι(v) ≥ 0 and if ι(v) = 0 then κ(v) = 1. We denote byG θ the image of G θ by the monomial map
and by r 0 the number of rays
The result follows from Lemma 1.12.
Let θ ⊂ R m be a rational simplicial cone of dimension r. We denote by v 1 , . . . , v r ∈ Z m the primitive vectors generating the edges of the cone θ and by
Zv i is a sublattice of finite index mult(θ) of Z(θ ∩ Z m ). Notice that mult(θ) is equal to the cardinality of the set D θ introduced in Lemma 3.2.
, where v runs through the primitive vectors defining the edges of θ. If θ ∈ Θ j is not simplicial then θ = σ − j and we set
Notation 3.4. We use the notations introduced in Lemma 3.1. Let θ be a cone in Θ j , for some j = 1, . . . , g + 1. We denote byP θ the image of P θ by the monomial mapping
We define the rational function
where v run through the primitive integral vectors in the edges of θ.
Remark 3.5. The rational function S θ is well defined. By Lemma 2.22 for any vector v as above we have that (ξ j (v), η(v)) = (0, 0). 
Remark 3.8. For d = 1 we recover a reformulation of results of Guibert (see [20] Corollary 3.11. With the hypothesis of Theorem 3.7 the Hodge-Steenbrink spectrum of f at 0 is determined by the characteristic exponents. We have the formula:
Proof. It follows by using the formula for the motivic Milnor fiber in Theorem 3.7, Notation 1.6, Lemma 1.5 and Corollary 1.7.
By Corollary 3.11 the Hodge-Steenbrink spectrum of an irreducible q.o. polynomial f is determined by the embedded topological type of the germ of singularity defined by f = 0. Remark 3.14. If d ≥ 3 the Seifert form on the middle homology of the Milnor fiber of an hypersurface singularity F : (C d+1 , 0) → (C, 0) defining an isolated singularity at the origin determines the topological type of the singularity (see [12] , Theorem 3.1). However, there are examples of germs f i : (C 2 , 0) → (C, 0) defining non-irreducible germs at the origin such that they have isomorphic integral Seifert form but the germs defined by f 1 = 0 and f 2 = 0 have different embedded topology and different spectrum (see [11] ). The germs
4 , i = 1, 2, have isomorphic Seifert forms (see [37] ). It follows that the germs F i = 0 at 0 ∈ C 4 have the same embedded topological type, meanwhile the application of Thom Sebastiani Theorem for the spectrum implies that F 1 and F 2 have different spectrum at 0 (see [8] Theorem 5.1 or [42] ). In this example the topological zeta functions of F i at 0, i = 1, 2, are also different (see [2] 
are verified iff i ′ = i , and in addition we have that λ j+1,i > λ j,i if j < g.
Example 3. 16 . If {x i = 0} ∩ S is the unique coordinate hyperplane section of (S, 0) which is not contained in the singular locus of (S, 0) but it is contained in the critical locus of the quasiordinary projection π, then ν
is a special vector. This is a consequence of the characterization of the singular locus of a q.o. hypersurface (see [26, Therorem 7 .3]). 
Notice that if ν
= ǫ i then it does not contribute to a pole of these zeta functions.
Remark 3.18. We prove Corollary 3.17 in Section 9. We can use Corollary 3.17, Remark 9.16 and the arguments from [3, Chapter 6] to complete the proof of the monodromy conjecture in this case. The argument consists of showing that the candidate poles are related with monodromy eigenvalues associated to the restriction of f to suitable plane sections of C d+1 in a neighbourhood of 0.
In order to prove these results we use an embedded resolution Π ′ :
. This resolution is a composition of toric modifications which we recall in Section 5 following [17] . We remark a relation between the denominators of the zeta functions in Corollary 3.17 and certain exceptional divisors of the modification Π ′ .
Remark 3.19. For any 1
These facts are consequence of Remarks 7.4 and 7.5 below.
Some notions on toric geometry and Newton polyhedra
In this section we introduce the notations and basic results of toric geometry which we use in this paper (see [14, 13, 23, 31] ).
If N ∼ = Z d is a lattice we denote by N R the vector space spanned by N over the field R. In what follows a cone mean a rational convex polyhedral cone: the set of non negative linear combinations of vectors v 1 , . . . , v r ∈ N . The cone τ is strictly convex if it contains no lines, in such case we denote by 0 the 0-dimensional face of τ . The dimension of τ is the dimension the linear span of τ in N R . The relation θ ≤ τ (resp. θ < τ ) denotes that θ is a face of τ (resp. θ = τ is a face of τ ). The cone τ is simplicial the number of edges of τ is equal to the dimension of τ . The cone τ is regular if it is generated by a sequence of vectors v 1 , . . . , v r which is contained in a basis of the lattice N .
We denote by M the dual lattice, i.e., M = Hom(N, Z) and by , : N × M → Z the duality pairing between the lattices N and M . The dual cone τ ∨ (resp. orthogonal cone τ ⊥ ) of τ is the set {w ∈ M R | u, w ≥ 0, (resp. u, w = 0) ∀u ∈ τ }. We denote the relative interior of the cone τ by
• τ (or also by int(τ ) when it is more convenient for typographical reasons). A fan Σ is a family of strictly convex cones in N R such that for any σ, σ ′ ∈ Σ we have σ ∩ σ ′ ∈ Σ and if τ ≤ σ then τ ∈ Σ. The support of the fan Σ is the set |Σ| := τ ∈Σ τ ⊂ N R . We say that a fan Σ ′ is a subdivision of the fan Σ if both fans have the same support and if every cone of Σ ′ is contained in a cone of Σ. The fan Σ ′ is a regular subdivision of Σ if all the cones in Σ ′ are regular and θ ∈ Σ ′ for any regular cone θ ∈ Σ. Every fan admits a regular subdivision. Let σ be an strictly convex cone rational for the lattice N . By Gordan's Lemma the semigroup σ ∨ ∩M is finitely generated. We denote by C[σ
M is an open dense subset of Z σ , which acts on Z σ and the action extends the action of the torus on itself by multiplication. There is a one to one correspondence between the faces τ of σ and the orbits orb τ of the torus action on Z σ , which reverses the inclusions of their closures.
The affine varieties Z σ corresponding to cones in a fan Σ glue up to define a toric variety Z Σ . A subdivision Σ ′ of the fan Σ defines a toric modification φ :
′ is a regular subdivision of Σ then the modification φ is a resolution of singularities of Z Σ .
If θ is d-dimensional strictly convex cone then its orbit orb θ is reduced to a closed point called the origin 0 of the toric variety Z θ . We denote by C[[θ ∨ ∩M ]] the ring of formal power series with exponents in τ ∨ ∩ M . This ring is the completion with respect to the maximal ideal of the ring
is the convex hull of the Minkowski sum {δ | c δ = 0} + θ ∨ . The support function of the polyhedron N (ψ) is the piecewise linear function
A vector ν ∈ θ defines the face ′ by:
, that is, the coneσ − 1 (resp.σ + 1 ) corresponds to the vertex (0, e 0 ) (resp. (e 0 λ 1 , 0)) of N (f ). The polynomial f is of the form,
where c 1 ∈ C * and the terms which are not written lie above the edge E 1 .
Remark 5.2. We choose the notationσ We describe the transformation of the hypersurface (S, 0) under the toric modification
We have the following properties:
We have an isomorphism of semigroupsρ 
Proof. The first assertion is well-known. The statement (ii) is consequence of (ii) in Lemma 5.3. The assertion (iv) is consequence of the isomorphism of semigroups in Lemma 5.3 (iv). The statement (iii) is consequence of (iv) and (ii). The assertion (v) is deduced from (iv).
The modification Π 1 is an isomorphism over the torus we can factorize
where the terms which are not written vanish on orb(ρ 1 ). The strict transform of (S, 0) by Π 1 is a hypersurface germ (
The intersection S counted with multiplicity e 1 . We get that the strict transform S
1 of the semi-root S 1 intersects the orbit orb(ρ 1 ) at the point o 1 with multiplicity one. It follows that the function
can be taken as a local coordinate at o 1 , replacing w 1 − c 1 . By Lemma 5.4 (iii) the strict transform S
1 is analytically isomorphic to the germ of toric variety Z ρ,N1 at the origin. Taking into account the isomorphism of Lemma 5.4 (iv) we get. 
The restriction of π 1|S ( which has characteristic exponents λ 2 − λ 1 , . . . , λ j − λ 1 and characteristic integers n 2 , . . . , n g , with respect to the reference cone ρ ∨ and reference lattice M 1 .
(ii) The germ (S
If g > 1 it follows from Propositions 5.5 and 5.7 that the germ (S
j , o 1 ) is defined by the vanishing of
The germ (S 
j , for j = 2, . . . , g. We can expand f
1 } in such a way that its Newton polyhedron N (f (1) ) ⊂ (M 1 ) R × R has a unique compact edge E 2 with vertices (e 1 (λ 2 − λ 1 ), 0) and (0, e 1 ). This expansion of f (1) is of the form,
where c 2 ∈ C * and the terms which are not written lie above the edge E 2 . The polyhedron N (f (1) ) defines a subdivision Σ 2 of ρ ′ with only two cones of dimension d + 1. These cones arē σ + 2 (resp.σ − 2 ), which corresponds to the vertex (e 1 (λ 2 − λ 1 ), 0) (resp. (0, e 1 )) of the polyhedron N (f (1) ). With respect to these new coordinates we consider the toric modification Π 2 : Z 3 → Z 2 , induced by the subdivision Σ 2 . We set w 2 := y
where the terms which are not written vanish on orb(ρ 2 ). The strict transform S (2) , defined then by the vanishing of
, is a germ at the point o 2 ∈ orb(ρ 2 ) given by w 2 − c 2 = 0.
Then, we iterate this procedure, obtaining for 2 < j ≤ g a sequence of local toric modifications Π j−1 : Z j → Z j−1 , which are described by replacing the index 1 by j − 1 and the index 2 by j above. The toric modification Π j−1 is defined in terms of the fan Σ j−1 which subdivides the cone ρ ′ , with respect to the lattice N ′ j−1 = N j−1 × Z, into conesσ + j ,σ + j andρ j for j = 1, . . . , g. We denote by Σ g+1 the fan of faces of the cone ρ ′ , with lattice N ′ g . Lemma 5.8. We have the following equalities for 1 ≤ j ≤ g,
Proof. This is consecuence of the decompositions (8), (9) and (11) at levels 2, . . . , j, together with Lemma 2.15.
Remark 5.9. The strict transform (S (g) , o g ) of (S, 0) by the composition Π 1 •· · ·•Π g is isomorphic to the germ of toric variety (Z ρ,N , 0), with N = N g . This germ is the normalization of (S, 0) (see [17] ).
Remark 5.10. We define the lattice homomorphism φ j :
. By Lemma 5.3 and induction we get that the restriction of the dual homomorphism φ * j : N j → N ′ j−1 defines an isomorphism of semigroups
. . , g. This isomorphism induces a glueing of the conesρ j ∈ Σ j andρ j−1 ∈ Σ j−1 , which preserves the lattice points. As a consequence of this isomorphism we deduce that the germ (Z j , o j ) is analytically isomorphic to the germ of normal toric variety (Z ρ ′ ,N ′ j , 0).
Remark 5.11. Glueing the fans Σ j , j = 1, . . . , g + 1 along the identifications (13), defines a conic polyhedral complex with integral structureΘ associated to the q.o. hypersurface (S, 0) (see [17] ).
The theory of toroidal embeddings, introduced by Kempf et al. in [23] Chapter II, is a generalization of the theory of toric varieties. A toroidal embedding is a pair (V, U ), where V is a normal variety and U is an open smooth subvariety. In addition, the local algebra of V at any point v ∈ V is formally analytically isomorphic to the local algebra of an affine toric variety Z with torus T , in such a way that the ideal of V \ U corresponds to the ideal of Z \ T . The toroidal embedding is called without self-intersection if the irreducible components of V − U are normal. In that case the toroidal embedding can be attached to a conic polyhedral complex with integral structure, a collection Ξ of abstract rational polyhedral cones with certain glueing conditions. Their cells are in one to one correspondence with the strata of the stratification of V associated to (V, U ). A finite rational polyhedral subdivision Ξ ′ of Ξ induces a modification V ′ → V . This modification defines an isomorphism U ′ → U over U , for some open subset U ′ ⊂ V ′ , in such a way that the pair (V ′ , U ′ ) is also a toroidal embedding. In particular, if Ξ ′ is a regular subdivision of Ξ then the map V ′ → V is a resolution of singularities of V . In the case studied here, the pair (Z g , U ) consisting of the normal variety Z g and the complement U ⊂ Z g of the strict transform of the hypersurface
d+1 by the modification Π 1 • · · · • Π g , defines a toroidal embedding without self-intersection. Its conic polyhedral complex isΘ and this complex is isomorphic, by an isomorphism which preserves the integral structure, to the fan Θ of Definition 2.20 (see [17] ). Figure 1 represents the projectivization of the conic polyhedral complexΘ associated to a q.o. surface with two characteristic monomials. The letters f j (resp. x i ) label the vertices associated to the strict transforms of f i = 0 (resp. x i = 0) by the modification Π 1 • Π 2 . 
is obtained by composition of Π with the modification associated to a regular subdivisionΘ ′ of the conic polyhedral complexΘ.
Contact of the arcs with the sequence of semi-roots
We consider the irreducible q.o. polynomial f ∈ C{x 1 , . . . , x d }[y] together with its semi-roots f 0 , . . . , f g = f .
Notation 6.1. We set
We denote by (V, 0) ⊂ (C d+1 , 0) the hypersurface germ defined by
.
In this section we deal with the problem of determining which are the vectors k ∈ Z d+g+1 such that k = ord t (F • ϕ), for some ϕ ∈ H. For this purpose it is useful to pass by a coordinate free approach to deal with arcs in toric varieties.
Description of arcs in toric varieties. Let N be a lattice of rank d and θ ⊂ N R be a d-dimensional rational strictly convex cone. We denote by O the origin of the toric variety Z θ . An arc ψ ∈ L(T N ) defines a group homomorphism 
is a group homomorphism, i.e., an arc in the torus T N . (iv) The homomorphisms ord t (ϕ) and u(ϕ) determine the arc ϕ. Proof. By the valuative criterion of properness there is a unique arc ϕ ′ ∈ L(Z Σ ) lifting ϕ. The map π Σ is a proper modification which is the identity on the torus, hence equality (15) holds. The statement on the origin of the arc follows analogously as Remark 6.3 (ii).
The order of contact of arcs in H with the sequence F . Now we apply the above notions to the case of an arc ϕ ∈ H.
As in Section 5 we assume that y = f 0 . If π denotes the projection (1) we get that π • ϕ is an arc in L(C d ) 0 with generic point in the torus T N0 of C d = Z ρ,N0 . Setting ν := ord(π • ϕ) ∈ N 0 we deduce that (16) ord ( Proposition 6.5. The following conditions are equivalent:
Proof. We show first the equivalence (i) ⇔ (ii). If ϕ (15) and Remark 6.3. Now we deal with the equivalence (ii) ⇔ (iii). The condition ord(ϕ) ∈ int(ρ 1 ) is equivalent to ϕ (1) (0) ∈ orb(ρ 1 ). If ord(ϕ) ∈ int(ρ 1 ) then we get that (f 1 ) |ord(ϕ) = y n1 − c n1 λ1 x λ1 . Since
we deduce that the constant term of the series y 1 • ϕ (1) is equal to
This ends the proof of the equivalence between (ii) and (iii). If ϕ ∈ H then the series y 1 • ϕ (1) is nonzero. Hence ϕ (1) can be seen as an arc with generic point in the torus T N ′ 1 , associated to the toric structure of the germ (Z 1 , o 1 ) (see Lemma 5.4) . By the valuative criterion of properness there is a unique lifting
. Notice also that y 2 • ϕ (2) = 0 by (12) and the definition of H. By iterating this argument, using that ϕ ∈ H, there exists a unique lifting of
. . , g. We get different notions of orders of the lifted arcs which depend on the various toric structures appearing at toric resolution. Notation 6.6. We denote by ord
, the group homomorphisms introduced in Definition 6.2, with respect to the toric structure of the germ (Z i , o i ) (see Remark 5.10). By convenience, we denote also ϕ by ϕ (0) and ord(ϕ), ac(ϕ) in (16) by ord (0) (ϕ (0) ), ac (0) (ϕ (0) ) respectively. Sometimes y 0 also denotes f 0 .
Proposition 6.7. Suppose that ϕ (i) (0) = o i for i = 1, . . . , j − 1. The following conditions are equivalent:
Proof. The proof follows by induction using the same arguments as in Proposition 6.5. Notice that if ord t (y j • ϕ (j) ) > 0 then the inequalities ord t (y i • ϕ (i) ) > 0 hold for 0 ≤ i < j. We introduce the depth of an arc ϕ ∈ H, with respect to the modification Π of Theorem 5.12.
Definition 6.8. If ord t (y g • ϕ (g) ) > 0 we define depth(ϕ) := g + 1. Otherwise, there exists a unique 1 ≤ j ≤ g such that ord t (y j • ϕ (j) ) = 0 and ord t (y j−1 • ϕ (j−1) ) > 0, and then we set depth(ϕ) = j.
If ϕ ∈ H is an arc of depth j then ϕ (i) ∈ L(Z i ) is an arc with origin at o i , for i = 0, . . . , j − 1.
Proposition 6.9. If ϕ ∈ H is an arc of depth j > 1 and if ν = ord(π • ϕ) then we have
Proof. This is consequence of Proposition 6.7 and the definitions.
Lemma 6.10. If ϕ ∈ H is an arc of depth j ≥ 1 with ν = ord(π • ϕ), then, we have that
Proof The assertion follows by Proposition 6.9 and induction. We get ν ∈ N i using that
Theorem 6.11. We have the following equalities:
Proof. It is enough to prove the equality (18). We assume first that j < g + 1. If ϕ ∈ H and depth(ϕ) = j < g + 1 then there is a unique coneθ ∈ {ρ j ,σ
We prove first that ord t (F • ϕ) belongs to the the cone θ ∈ {ρ j , σ + j , σ − j } = Θ j . Suppose that θ =ρ j . By Proposition 6.9 we have that ord (j−1) (ϕ (j−1) ) = (ν, r) with r = ν, λ j − λ j−1 . By Formula (12) we get,
for i = 1, . . . , j − 1, hence, taking orders we obtain:
from Proposition 6.9. By construction, if ord t (y j • ϕ (j) ) = 0 then it follows that ord t (f
• ϕ (j) ) = 0 and then
We have shown that ord t (F • ϕ) is an integral point in the relative interior of the cone ρ j ∈ Θ j .
Conversely, we prove that any point
• ρ ∩N 0 we have the equalities k d+i = ν, γ i , for i = 1, . . . j, and k d+j+l = n j+1 · · · n j+l−1 ν, n j γ j , for l = 1, . . . g − j + 1. Since the vectors e 1 , . . . , e d , γ 1 , . . . , γ j span the lattice M j , the formulas above show that ν belongs to N j . We get also that k d+j − n j k d+j−1 = ν, λ j − λ j−1 > 0 and (ν, k d+j − n j k d+j−1 ) ∈ ρ j ∩ N and such that
verifies that ϕ := Π 1 • · · · • Π j−1 • ψ belongs to H, ϕ (j−1) = ψ and ord t (F • ϕ) = k. Now we consider the case when ord (j−1) (ϕ (j−1) ) = (ν, r) belongs to the interior ofσ ± j . By the previous arguments we get (21) ord t (f i • ϕ) = ν, γ i+1 , for i = 0, . . . , j − 2, and ord t (f j−1 • ϕ) = ν, n j−1 γ j−1 + r, where r = ord t (y j−1 • ϕ (j−1) ). We deduce the formula
We obtain from the definitions and the formulas (21), (22), (23) and (24) that ord t (F • ϕ) belongs to int(σ
We prove similarly that all the points in the sets int(σ
The proof in the case of j = g + 1 andθ = σ g+1 is analogous. We end this section with some auxiliary results.
Lemma 6.12. The map
Proof. This is consequence of the proof of Theorem 6.11.
Lemma 6.13. We fix an integer 1 ≤ j ≤ g. The linear map
. We denote byPθ the image of the polynomial Pθ by the monomial map (5) and by Sθ the rational function defined by replacing θ byθ in Formula (6). The following equality holds:
Proof. The assertion about the map Υ j is consequence of the proof of Theorem 6.11. The formula (25) holds because S σ 
7. Computation of the motivic measure of H k,1
In this section we compute the motivic measure of the set
by using the change of variables formula for motivic integrals (see Theorem 1.3). We assume in this section that k is fixed and that H k is non-empty, hence by Theorem 6.11, there exists a unique j ∈ {1, . . . , g + 1} and a unique cone θ ∈ Θ j such that vector k belongs to
We fix a regular subdivisionΘ ′ of the conic polyhedral complexΘ associated to the toric resolution of singularities, that is, a sequence Σ −1) ). We can always chose a regular subdivisionΘ ′ such that Figure 2) .
The cone τ i is generated by a basis a 
d+1 . The toric morphism π τi is written in this coordinates as:
(27)
where (a 
Remark 7.1. We abuse of notation and denote by the same letter the lifting ϕ (i) of ϕ by the maps π τ1 • · · · • π τi and Π 1 • · · · • Π i . This causes no confusion since our analysis depends only on the group homomorphisms ord (i) (ϕ (i) ) and ac (i) (ϕ (i) ) of Notation 6.6. These homomorphisms coincide with those defined after taking the regular subdivisions by Lemma 6.4. Proposition 7.2. With the previous notations if ϕ ∈ H k is of depth j then
Proof. We have that the critical locus of the morphism π τ1 • · · · • π τj−1 is defined by
From the expression (27) we get that
If ϕ ∈ H k our hipothesis guarantee that ord t (x
Composing with ϕ (i) at both sides of (29) and taking orders provides the equality:
By definition of the lifting by the toric morphisms we get that
We apply this observation when we take orders after composing both sides of (28) with ϕ (j−1) . By using (30) we get that ord t (Jac(
By Proposition 6.9 and equality (19) we deduce that ord t (
Remark 7.3. If φ is a regular function on a smooth algebraic variety Z and E is an irreducible divisor on E then the order of vanishing of φ along E coincides with the order of φ • α, where α is a curvette at E, that is, α(0) ∈ E and α is a smooth arc transversal to E.
Remark 7.4. With the notations and hypothesis of Proposition 7.2 assume in addition that ord (j−1) (ϕ (j−1) ) is one element of the basis a
d+1 . Then we deduce that (32) ord
Notice that such a vector, say ord
, corresponds to an irreducible divisor E, which is defined on the chart
is a curvette at E. We abuse of notation and denote also by E the strict transform of the divisor E in Z ′ , where we recall that Π ′ : Z ′ → C d+1 is the toric embedded resolution of (S, 0) ⊂ (C d+1 , 0) (see Theorem 5.12). The order of vanishing of Jac(Π ′ ) (resp of Π ′ • f ) along the divisor E is equal to ξ j (k) − 1 (resp η(k)). This follows from Formula (32) and Theorem 6.11, by using that these orders of vanishing along E coincide with that of Jac(
Remark 7.5. We apply remark 7.4 when k = ν Recall the notations introduced in Definitions 2.13 and 3.6.
we have the following formula for the motivic measure of the set H k,1 :
Proof. We deal first with the case when the arcs in H k are of depth one. The set H k,1 is stable for l ≥ max{k 1 , . . . , k d+1 }, thus the motivic measure of µ(H k,1 ) is equal to (33) µ
Now we compute the class [π l (H k,1 )] ∈ Kμ 0 (Var C ). If ϕ ∈ H k,1 we have the expansions
The coefficients c i,1 , . . . , c i,l−ki , for i = 1, . . . , d+1, are free and contribute to the class
ki . The angular coefficients ac(x i • ϕ) determine the point ac(ϕ) ∈ T N0 . Since ϕ ∈ H k,1 is of depth one, the equality ac(f • ϕ) = f |ord(ϕ) (ac(ϕ)) holds. It follows that the angular coefficients contribute to the class [π l (H k,1 )] with the factor [{ac(ϕ) ∈ T N ′ 0 | f |ord(ϕ) (ac(ϕ)) = 1}]. The result in this case follows by formula (7) and Definition 3.6. Now we assume that the arcs in H k are of depth 1 < j ≤ g + 1. We set
We apply the change of variables formula for motivic integrals to the transformation Ψ :
By Proposition 7.2 we get that
).
Then the set H
is stable for
where the right-hand side of this formula is independent of the choice of ϕ ∈ H k,1 . It follows that the motivic measure of µ(H
) is equal to
The non-angular coefficients of the the expansions of the arc ϕ (j−1) with respect to the coordinates
It remains to compute the contribution of the angular coefficients. We assume first that j ≤ g. By (12) we get that (f
where
for some c = 0 and where the other terms have exponents outside the compact edge of the Newton polyhedron. By Proposition 6.7 the vector ord (j−1) (ϕ (j−1) ) belongs toρ j hence we
Since ϕ is of depth j we get that y j • ϕ (j) is a series with non zero constant term. By (12) we have that (
. By Proposition 6.5 we obtain the equality ac(f )] with the factor defined by the class of (37)
In Lemma 7.7 below we prove that this class is equal to
In this case the contribution of the angular coefficients to the class [π l (H
)] is (L − 1) d . Summarizing this discussion, by (36) we obtain that (38) [π l (H
and by (35) we get, µ(H
. Then, the result follows by (34) and (33).
Lemma 7.7. With hypothesis and notations of Proposition 7.6 and its proof, the class of (37) in (37) ) ej = 1, for some c = 0. We have that e j−2 γ j−1 = e j n j−1 n j γ j−1 , hence by (3) we obtain (39) n j−1 n j γ j−1 + n j (λ j − λ j−1 ) = n j γ j .
We make first the change of coordinates in the torus defined by y j−1 = x −nj−1γj−1 u d+1 . By (39) the set (37) 
= 1}) and we are done.
The proofs of the main results
We apply first the results of the previous sections to give a formula for the motivic zeta function of a q.o. polynomial in terms of the characteristic data. The following Proposition is crucial (see Definition 2.21).
) 0 the preimage of X n,1 under π n . The sets Z n,1 are stable at level n and thus µ(
n . For any integer n ≥ 0 the sets Z n,1 and Z n,1 ∩ H have the same motivic measure since their difference is a subset of arcs contained in a hypersurface (see Lemma 1.2). By Theorem 6.11 we have the partition
This partition may be non-finite. The result follows by using the properties of the motivic measure (see Proposition 1.2).
Proof. The functions S θ from Theorem 3.7 are rational functions in Mμ C [[T ]] sr of degree 0 with respect to T . If 1 ≤ j ≤ g the number of primitive vectors v ∈ Z d+g+1 generating an edge of ρ j such that v d+g+1 = 0 is equal to the number d − ℓ j of coordinates of λ j which are zero (see Lemma 2.22) . In the case of the cone σ + j this number is equal to d + 1 − ℓ j because we have to consider the edge spanned by ǫ d+j . Then we apply Lemma 3.2.
In the case of the cone σ − j we use Lemma 6.13. It follows by Lemma 3.
, since the last coordinate of the primitive vector Υ j (0, 1) ∈ Z d+g+1 is nonzero. Then the assertion follows by equality (25) .
We use the notations introduced in Section 3.
Proof of Theorem 3.7. We deal first with the formula for the motivic zeta function. It is enough to compute the sum of the auxiliary series
θ ∈ Θ j and 1 ≤ j ≤ g + 1 (see Proposition 8.1). By Proposition 7.6 we get that
. By Lemma 3.1 and Notation 3.4 we deduce that
and then the conclusion follows.
The formula for the motivic Milnor fiber appears now as a consequence of the formula for the motivic zeta function from Lemma 8.2 and Definition 3.6.
We prove now the formula for the naive motivic zeta function. We consider the sets
. By arguing as in Proposition 8.1 we get the formula
If θ ∈ Θ j the class of the set
This allows us to prove that the motivic measure of
following the argument of Proposition 7.6. To prove the formula for the topological zeta function we need Proposition 1.11.
By definition, using notations Lemma 3.1 and Definition 2.21, if v 1 , . . . , v d+1 ∈ Z d+g+1 are the primitive vectors generating the rays of θ we get the formula:
By applying χ top to (41) provides the term
We deduce similarly that if θ = ρ j for 1 ≤ j ≤ g then the result of applying χ top to (41) is equal to −J ρj (f, s). The negative sign appears when applying χ top to the term (L − 2) of c(ρ j ). Finally, we study the case of θ = σ − j for 1 ≤ j ≤ g, which may be not simplicial in general. We use Lemma 6.13. By (25) we have that
By Lemma 6.13 we get that mult(ρ ′ ) = mult(ρ j−1 ), mult(σ
. By Lemma 6.13 we have the equalities ξ j (Υ j (0, 1)) = 1 and η(Υ j (0, 1)) = n j . . . n g . Taking into account these observations we deduce that:
where the factor (1 + n j · · · n g s) −1 corresponds to the vector Υ j (0, 1). Notice also that χ top ((L− 1)
d+1 Sρ j ) = 0. See Notation 3.3. 
through the primitive vectors generating the edges of θ i , for i = 1, . . . , l. Compare also with Lemma 5.1.1 [5] .
Comparison with the method of Newton maps
The method of Newton maps allows to describe the parametrization of a q.o. hypersurface singularity. It has been used by Artal et al.
[3] to study the poles of the motivic zeta function of a quasi-ordinary hypersurface singularity. We describe this method in geometric terms through the toric embedded resolution (see [17] ). For simplicity in the exposition we restrict ourselves
The following maps are defined in terms of the characteristic exponents for j = 1, . . . , g, with respect to suitable choices of coordinates.
given by:
We express the Newton map N j in terms of the restriction of the map Π j to the chart Zρ j ,N ′ j−1
. We denote this restriction also by Π j . By Lemma 5.3 and Remark 5.10 the coordinate ring of
which is an unramified covering of degree n j . This map also appears in [17] Section 3.2.1.
Proposition 9.5. The Newton map N 1 is equal to the composite
Proof. By using the formula (43) the relation y = (x
. Then apply that w 1 = z n1 1 . It follows that then composite map above is defined by the homomorphism of semigroups
Then the result follows from the definitions. We deduce some consequences of Proposition 9.5 and the results stated in Section 5. We know that the strict transform S (1) of S by the modification Π 1 is a germ at the point o 1 ∈ {0} × C * ⊂ Z ρ,N1 × C * . It follows that the fiber of o 1 by ψ 1 consists of n 1 different points. Let us fix one point o
. The preimage by κ 1 × Id of the point o ′ 1 has only one point which we denote byõ 1 . We get that the germ of the strict transformS (1) of (S, 0) by the Newton map N 1 at the pointõ 1 coincides with the germ atõ 1 of the preimage of (S (1) , o 1 ) by the map ψ 1 • (κ 1 × Id). The germs defined in this way by picking different points in the fiber ψ −1 (o 1 ) are isomorphic. Proposition 9.5 also implies that the germ (S (1) ,õ 1 ) is invariant by the action of the group G 1 . The germ (S 1 , o 1 ) is a t.q.o. singularity (see Remark 5.6). We deduce that (S (1) ,õ 1 ) is a germ of q.o. hypersurface singularity. If g = 1 then Proposition 9.5 implies that (S (1) ,õ 1 ) is smooth and the partial toric resolution procedure and the Newton map procedure end after one step.
Assume that g > 1. We take a local coordinateỹ 1 atõ 1 , which defines the germ (S
1 ,õ 1 ), that is, the strict transform of the semi-root (S 1 , 0). Notice that (S (1) 1 ,õ 1 ) is invariant by the action of G 1 . Notice that the germ (Z ρ,Ñ1 × C * ,õ 1 ) is isomorphic to (C d+1 , 0) with coordinates
d ,ỹ 1 . In Section 5 we proved also that the germ (Z ρ,N1 × C * , o 1 ) is isomorphic to (Z ρ,N1 × C, 0) with the coordinates given by y 1 and x γ for γ ∈ ρ ∨ ∩ M 1 . From Proposition 9.5, we deduce that the Newton polyhedron of the series defining the strict transform (S (1) ,õ 1 ) with respect to the coordinates x
1 , . . . , x
d ,ỹ 1 coincides with the Newton polyhedron of the series f (1) ∈ C{ρ ∨ ∩ M 1 }{y 1 } defining the strict transform (S (1) , o 1 ). It follows that both polyhedra define the same dual subdivision Σ 2 . By Lemma 9.2 the primitive integral vectors in edges of the coneρ 2 ∈ Σ 2 are the same for the latticesÑ 1 × Z and N 1 × Z. The Newton map N 2 is defined in terms of these primitive vectors. We deduce, as in Proposition 9.5, that
If g > 2 we iterate this procedure as in Section 5. We can extend these notions to the level 1 < j < g. At the level j − 1 we choose one pointõ j−1 in the fiber (ψ j−1 • (κ j−1 × Id)) −1 (o j−1 ). Then the Newton map N j : Z ρ,Ñj × C * → Z ρ,Ñj−1 × C can be also defined in terms of the Newton polyhedron of the strict transform of f at the pointõ j−1 , with respect to the coordinates x The interplay between the Newton maps and the toric resolution is summarized by: = 0. These formulas follow easily by induction using the definition of the Newton maps (see [3] ). The terms 1 − L −a T A for (A, a) ∈ CP (f, ω) form a set of candidate poles of the zeta function Z naive (f, T ) as computed in [3] .
In order to compare with our results we consider the cone ρ embedded in
i ) is primitive for the lattice Z d+g+1 and defines an edge of the cone ρ j .
Lemma 9.11. We have that B
We prove these equalities by induction on j. If j = 1 they hold by the definitions. Assume that j > 1 and that the result holds for j − 1.
We deal first with the equality for B (j)
i . We argue as in the proof of Theorem 6.11. The vector ν (j) i = ord t F •ϕ for some arc ϕ of depth j. By Lemma 9.2 and (44) we get η(ν
we deduce using (3) that
We deal with the equality for b (j) i in a similar way. We have that ξ j (ν Proof. The equality of these two lists is consequence of Lemma 9.11. We use also that ǫ d+g+1 ∈ σ g+1 verifies that η(ǫ d+g+1 ) = 1, ξ g+1 (ǫ d+g+1 ) = 1.
We discuss now some properties related with special vectors (see Definition 3.15).
Remark 9.13. By Definition 3.15 the vector ν Definition 9.14. The local contribution LC j at level j to the naive motivic zeta function is
where if j = g one must replace σ We denote by Θ ′ the minimal subdivision of the fan Θ which contains the cones τ i ) = (n j − 1)n j+1 · · · n g and also ξ j (ǫ i ) = 1 and η(ǫ i ) = 0. It is easy to see thatv (j) i (resp. e i ) together with the elements of a basis of the lattice φ * j (N j ) are part of a basis of Z d+g+1 hence we obtain that
We can decompose then the local contribution as a sum LC j = (L − 1) d+1 (S σ − j+1 i=j+2 n j+1 · · · n i−1 ǫ d+i . Hence ξ j+1 (Υ j+1 (0, 1)) = 1 and η(Υ j+1 (0, 1)) = n j+1 · · · n g . By Lemma 6.13 we deduce that S Υj+1(ρ ′ ) = S ρj L −1 T n j+1 ···ng 1−L −1 T n j+1 ···ng . By these observations and the equality (25) it is enough to check that .
Finally, notice that the greatest common divisor of the terms 1 − L −(nj +1) T nj···ng and 1 − L −nj T (nj−1)nj+1···ng (resp. of 1 − L −(nj +1) T nj···ng and 1 − L −1 T nj+1···ng ) is equal to one. The proof in the case j = g follows by a similar argument.
Proof of Corollary 3.17. We use the formula for the naive motivic zeta function of Theorem 3.7. By definition if 1 ≤ i ≤ d there exists at most one integer 1 ≤ j ≤ g such that ν l ) = (n r + 1, n r · · · n g ) are linearly independent, hence the greatest common divisor of 1 − L −nj −1 T nj···ng and 1−L −n l −1 T n l ···ng is equal to one. These conditions guarantee that we can apply Proposition 9.15 any time we have special vectors.
Then the proof for the topological zeta function follows by applying Proposition 1.11.
Remark 9. 16 . By the results obtained in this section it is easy to see that the set of strongly candidate poles for the motivic zeta function introduced in [3] is equal to
non-special} ∪ {(1, 1)}.
The set SCP (f, w) of candidate poles coincides with the one we get from Corollary 3.17. This implies that the arguments in the proof of the monodromy conjecture in [3] Chapter 6, are not affected by the inaccuracy of the formulas for the zeta functions in [3] (see Remarks 3.10 and 3.18).
Example
Example 10.1. The q.o. polynomial f = (z 2 −xy 3 ) 4 −x 4 y 13 is and has characteristic exponents λ 1 = (1/2, 3/2) and λ 2 = (1/2, 7/4). The generators of the semigroup are γ 1 = (1/2, 3/2) and γ 2 = (1, 13/4). We have that n 1 = 2 and n 2 = 4, ℓ 1 = ℓ 2 = 2 and r 1 = r 2 = 1. The conic integral complex Θ associated to f is represented by the Figure 3 . We have that The motivic Milnor fibre is
The Hodge-Steenbrink spectrum is hsp(f, 0) = (1+s)(3+8s)(11+52s) because it has integral lenght two. The disagreement with our formula appears since the Newton map N 1 is not birational and the strict transform of f by the Newton map is not irreducible (see Remark 9.9). 
