influence on the SP response for unsaturated conditions. We propose to explain this specific SP response in terms of the behaviour of not only rock/water interface but also water/air interfaces created during desaturation processes.
Introduction
Electrical methods such as electrical resistivity tomography are used to identify geological strata and deformation zones (Yeung & Akhtar, 2008; Henry et al., 2003) , and also for determining aquifer properties to predict the potential of groundwater resources (Adiat et al., 2013) . However, the self-potential method is more appropriate for characterizing groundwater resources and identifying contamination. Among the geophysical methods, the self-potential method is the only one that is directly sensitive to hydrological fluxes (Fournier, 1989; ?; Maineult et al., 2004; Jouniaux et al., 2009 ) and solute transport (Maineult et al., 2005) . The shape and depth of buried structures can be inferred from self-potential anomalies (Abdelrahman et al., 2009) , although it is difficult to detect streaming potentials generated at depth (Pinettes et al., 2002) .
Some applications have been developed for the self-potential anomaly mapping of a copper mine and for geothermal fields (Sindirgi et al., 2008; Jouniaux & Ishido, 2012) . Electrokinetics has been used to detect contaminant leachates (Canton et al., 2010) , and to detect electrical disturbances induced by magmatic intrusions (Onizawa et al., 2009; Mauri et al., 2010) . Selfpotential observations have been proposed as an approach to estimate hydraulic diffusivity (Maineult et al., 2008) and permeability (Jouniaux, 2011) . These observations are interpreted as resulting from electrokinetic coupling, which also leads to seismoelectric conversion effects (Gao & Hu, 2010; ?; Strahser et al., 2011; ?; ?; ?) . Self-potential observations have been interpreted by direct modelling (?? Jouniaux et al., 1999; Pain et al., 2005; Sheffer & Oldenburg, 2007) , in the wavelet domain to identify the location and intensity of the source of groundwater flows (Moreau et al., 1997; Gibert & Pessel, 2001; Sailhac et al., 2004; Saracco et al., 2007; Mauri et al., 2010; Warden et al., 2012) , as well as by using Particle Swarm Optimization (FernandezMartinez et al., 2010) . These models require a good understanding of the streaming potential coefficient (Ahmad, 1964; ?; Jouniaux et al., 1994; Guichet et al., 2006) and the electrical resistivity (Bekri et al., 2003; Jouniaux et al., 2006) .
The coupling between hydraulic and electric fluxes is expressed through the total electrical current density J e , which is written as,
where P is the total water pressure [Pa] , V is the electrical potential [V] , σ r is the bulk electrical conductivity [S.m −1 ], and L ek is the electrokinetic coupling [A.Pa −1 .m −1 ].
The streaming current density J s is given by,
with C the streaming potential coefficient [V.Pa −1 ].
The streaming current density can also be defined as follow,
where Q is the excess charge density [C.m −3 ] per volume of water transported by the fluid flow at velocity u.
At the pore scale, the interaction between the rock and the fluid is described by the electrical double layer (EDL), where ions on the mineral surface are balanced by counterions adsorbed in the Stern Layer, as well as by counterions occurring in excess in the diffuse layer. The excess charge is the amount of counterions that can be mobilized by the flow, and corresponds to the excess countercharge density within the diffuse layer (Davis et al., 1978; Hunter, 1981) . The measured streaming potential at the macroscale depends on this excess countercharge density transported by the fluid flow. The present study aims to interpret some streaming-potential measurements performed during drainage experiments carried out in sand. The measurements are presented in the results section, after a brief description of the experimental setup. An interpretation of the singular behaviour of the streaming potential is then proposed using a new expression describing the SP response for unsaturated conditions. This expression is based on a hypothesis involving pressure dynamics and fluid flow behaviours.
We propose a model taking into account water pressure dynamics and fluid flow to explain the streaming potential coefficient observed by Allègre et al. (2010) . We recall that the only continuous SP recordings for unsaturated conditions, that actually include both water-saturation and water pressure measurements, and different fluid velocities, have been published by Allègre et al. (2010) . Linde et al. (2007) provided streaming potential measurements performed during a drainage experiment. In that study, the water-saturations were not monitored, nor the SPC was analysed as a function of saturation. Interestingly, by computing the hydrodynamic conditions of that experiment, i.e., water pressures and saturations as a function of time (all relevant parameters being provided in the original text), one can easily conclude that this study investigates water saturations in the range of 0.85-1. This is really quite narrow interval comparing to the lowest water saturation reached during Allègre et al. (2010 ) experiment, around 0.3-0.35. Vinogradov & Jackson (2011 published SP data acquired during multiphase flow (e.g., water/air or water/oil) imbibition and drainage experiments, by using brine/undecane and brine/nitrogen combinations. They did not continuously measure the streaming potentials, and provided isolated measurements of the water-saturation in the limited range of 0.2-0.5. One measurement at full saturation was also provided for a brine/nitrogen drainage experiment, but there is a lack of measurements for saturations ranging between 0.5 and 1. It is therefore difficult to conclude whether the SPC behaviour is monotonic or non-monotonic in that case. Moreover, the water/nitrogen interfaces may certainly behave differently from the water/air interfaces, because of different fluid electrical properties. Mboh et al. (2012) measured streaming potential and water pressures during drainage experiments, they did not provide any water-content measurements, and they reported streaming potentials as a function of time. The data were pre-processed: "The signal were shifted to zero voltage at the end of the experiment while ensuring that the signals at the beginning of drainage corresponded to values directly determined based on the voltage coupling coefficient at saturation." The second part of this statement is obvious, since the SPC value at saturation needs to verify the Helmholtz-Smoluchowski equation, as it does in the present work. Unfortunately, we argue that the first part of the statement leads misinterpreting the data. Forcing the data to be zero at the end of the experiment means that the authors made the assumption that the measurements are wrong for later stage of the experiment. They consequently added to the measurements an "artificial" behaviour directly coming from the SPC model they chose, i.e., the model from Linde et al. (2007) .
Instead of oversimplifying the problem, we propose a velocity-dependent SPC, by including a term depending on the pressure dynamics. This is physically meaningful to try to explain a behaviour depending on the flow velocity by a term related to the pressure since the fluid velocity and the pressure are closely related.
The non-monotonous behaviour of air/water interfaces created during the flow was highlighted, as it was measured and modelled by studies published in the literature.
We argue the latter are part of the underlaying mechanism responsible for the unexpected behaviour of the SPC observed here, and think that their contribution should be taken into account in addition to rock/water interfaces one.
Experimental Dataset

Experimental Apparatus
The experimental setup was presented in detail by Allègre et al. (2010) . It consists of a Plexiglass column 1.3 m in height and 10 cm in diameter (Fig. ??) . Streaming potentials were measured using non-polarizing silver-silver chloride electrodes. Each electrode rod was placed in a porous ceramic cup filled with deionized water. These cups remained saturated down to an applied pressure of less than 0.1 MPa, ensuring a good electrode/sand electrical contact, providing measurable SPs even at low saturations. Each SP difference was measured between one electrode and the reference (electrode #1) located at the column base. A pressure transducer was located in the centre of each dipole, formed by two consecutive electrodes. Water content and water pressure measurements were combined, at the same locations, to monitor the water flow dynamics. The water-content probes were calibrated using a scale-down of the column with the same geometry, and covering a large range of water contents. The associated uncertainties on water content were estimated at 5%. Preliminary tests were performed to ensure that streaming-potentials were correctly measured, as described in detail by Allègre et al. (2010) .
Stability of the electrodes
It was recently argued by Jougnot & Linde (2013) that electrode effects (e.g., contact, leakage, drift) could be responsible for significant variations in the SP measurements. For instance, Sprunt et al. (1994) 
Hydrodynamic and Electrokinetic Measurements
SP differences, water pressure and water content were measured during two drainage experiments. The sandpack was drained applying a constant pressure at the column base as a boundary condition (see reservoir R1 in Fig. ??) . When drainage ceased, the top half of the column was unsaturated. The hydrodynamic measurements allowed us solve the Richards equation (eq.4) (e.g., Lehmann & Ackerer, 1998) ,
where θ(h) is the water content, depending on the pressure head h The measured pressure head h i and water content θ i are computed at each location i by esti-mating the hydrodynamic parameters of the Mualem (1976) permeability model:
and the Brooks & Corey (1964) retention model:
where S e is the effective water saturation, θ the volumetric water content [m 3 .m S r is the residual water saturation. The hydrodynamic parameter h a is the air entry pressure (Brooks & Corey, 1964) , λ takes into account the pore size distribution, and K s is the hydraulic
The parameter L is usually taken as L = 0.5 (e.g., Mualem, 1976 ).
The computed water pressures (expressed in metres of head), are used to obtain the total water pressure differences as follows:
, where ρ w is the fluid density [kg.m −3 ], and g is the acceleration due to gravity [m.s −2 ]. The ∆P values are computed for each dipole. We note that, during this type of drainage experiment, the fluid flow is not constant, and decreases with decreasing water saturation. Each SP dipole is submitted to a specific fluid flow dynamic regime, i.e., for a given water saturation, the fluid velocity varies according to the dipole location.
Streaming potential coefficient
SP coefficients (SPC) are inferred from the measured ∆V i and computed ∆P i values using the following relation, which defines C as the ratio between the electrical potential difference ∆V
[V] and the total pressure difference ∆P [Pa] causing the fluid motion, (Overbeek, 1952) :
The relevant parameters influencing the SPC are the fluid relative permittivity ǫ f , the fluid viscosity η f , the fluid conductivity σ f and the zeta potential, itself depending on rock, fluid composition, and pH.
This implies that the total electrical current is zero, which means that there are no sources of current in the medium (i.e., ∇ · J e = 0). Allègre et al. (2012) showed that the contributions of secondary sources, coming from both electrical conductivity and SPC contrasts are quite low for the current experiments, and that therefore eq. (7) could be used for these specific drainage conditions. The coefficients are normalized using C sat , yielding the relative SP coefficient C r , and also using their measured minimum value C min . During the drainage phase, the normalized SPC first increases with decreasing water saturation (Fig. 2 ).
The SPC values reach a maximum located at around S e = 0.7, and then decrease. The maximum value of the relative SPC may rise to more than forty times the measured C sat , and varies from one dipole to another (Fig. ?? ). This unexpected behaviour was first reported by Allègre et al. (2010) .
The minimum value C min is measured (corresponding to the maximum value of the normalised SPC) and is different according to the fluid flow of the drainage. We consider this is a physically meaning measurement, so that we, of course, did not put to zero this value. We did not want to oversimplify the problem, and instead developed a model which can take into account the effect of the fluid flow in the drainage.
Few experimental results on streaming potential coefficient are reported in the literature for unsaturated conditions. The first experimental study on SP dependence on water content was carried out by Guichet et al (2003) . These authors measured the SP associated with a drainage experiment performed by injecting inert gas into a column filled with Fontainebleau sand. They inferred SP coefficients and proposed that this parameter decreases linearly with decreasing effective water saturation, via:
Recently, Vinogradov & Jackson (2011) measured a fall in the streaming potential with decreasing brine saturation during drainage and imbibition experiments in sandstones.
Perrier & Morat (2000) suggested (assuming Archie's law is valid) that the SPC could depend on a relative permeability model:
where k r is the relative permeability defined as: k r (S w ) = (S w − 0.1/0.9) 2 , and n is the second Archie exponent (Archie, 1942) . Jackson (2008) proposed a similar expression, using a model involving a bundle of capillary tubes, assuming that the excess charge transported by the flow is independent of saturation. Revil et al. (2007) proposed a similar behaviour including a different exponent for the water saturation, assuming that the excess charge density transported by the flow scales inversely with water saturation, which can be written as:
with k r is the relative permeability in the model of Mualem (1976) taking L = 1 (see eq. 5).
Using a model with a bundle of capillary tubes, Jackson (2010) showed (assuming that Archie's law is valid) that:
where Q r is the relative excess charge density: Q r (S w ) = Q(S w )/Q(S w = 1). It was first proposed that the excess countercharge density scales inversely with water saturation . Subsequently, Jackson (2008 Jackson ( , 2010 showed that this parameter depends on the pore-scale distribution of fluid and charge, and that it does not scale inversely with the water saturation. This latter author showed that the relative excess countercharge density increases with decreasing water saturation in water-wet models, because water is first emptied from the large capillaries. As a result, the water progressively occupies a larger amount of small capillaries.
All these models describe a monotonous decrease of the SPC from C sat to zero with decreasing saturation. It has been shown that the relative SPC C r (i.e., normalized to C sat ) could be higher than 1, taking into account the specific flow and electrolyte properties (Jackson, 2010) . 
where β and γ s are two fitted parameters. Allègre et al. (2012) showed that experimental results from Allègre et al. (2010) could not be predicted by existing models (Fig. ?? ).
Equation 12 depends on the relative excess charge density Q r (S w ), whose behaviour is still poorly understood for unsaturated conditions. This parameter is not measured, and is not consistently described as a function of the water-saturation on a theoretical basis. Some assumptions were proposed though. Therefore, we would have end up with an ad-hoc assumption to fit our observations. Instead, the approach developped in this work is based on measurements. We argue that it is physically meaningful to describe the SPC behaviour as a function the flow velocity through pressure dynamics, since the fluid velocity and the pressure are closely related. The following sections provide some physical interpretation of this specific dataset based on an empirical modelling. The proposed relation is based on the dynamics of water pressure measurements, particularly on its first time derivative. A static component, intended to describe the SP up to the effective saturation S e = 0.7, is combined with a dynamic component taking into account the SPC behaviour in the range S e = [0.7; 1]. This conceptual relationship is introduced in the next section, which presents the hypothesis related to two specific flow regimes.
Distribution of fluid flow
The origin of a dynamic effect can be qualitatively understood by analysing the fluid flow distribution, and its heterogeneity, during the experiment. In the case of drainage of a poorly viscous fluid displacing a highly viscous fluid, the viscosity contrast tends to destabilize the initially flat fluid/air interface. At sufficient flow rate, this can lead to viscous fingering, i.e.
localized flow at the scale of the setup (e.g., Saffman & Taylor, 1958; Lenormand et al., 1988; Lenormand, 1989; Løvoll et al., 2004; Toussaint et al., 2005; Løvoll et al., 2010; Toussaint et al., 2012) . This feature can be classified by the capillary number Ca, corresponding to the ratio of the viscous to interfacial forces at the pore scale, which is defined as, to stabilize the flow, and to flatten the front. This tendency can be characterized by the Bond number Bo, which is the ratio of gravitational forces over surface tension at the pore scale. It can be expressed as:
In cases where the capillary number is lower than the Bond number, the fluid flow is stable.
However, when the capillary number is larger than the Bond number, the fluid flow is unstable, leading to localized fluid flow such as fingers. In transparent cells initially saturated with a viscous fluid in an artificial porous medium, fingers of air are observed to grow from the initial air/liquid interface. The water saturation decreases with increasing surface of the air/water interfaces per unit volume, since the air can penetrate through large pore constrictions from the boundary (e.g., Løvoll et al., 2004; Tallakstad et al., 2009a,b; Løvoll et al., 2010; Toussaint et al., 2012) . This is observed in unstable situations (i.e., negligible gravitational effects) (e.g., Tallakstad et al., 2009b; Toussaint et al., 2012) , and in stable situations as well, when the invasion process is stabilized by gravity and destabilized by viscosity (e.g., Méheust et al., 2002) . This should hold true in the situation described here: the water saturation close to the column top should 3 Empirical modelling
The water pressure dynamics
The approach presented here, based on the observations of Allègre et al. (2010) , consists of using the measured water pressure differences, particularly their dynamics, to predict the behaviour of the relative SP coefficient C r . It appears that the behaviour of the first time derivative of total water pressures ∂∆P/∂t (Fig. ??) , is non-monotonous during drainage experiments (Fig.   ?? ). The time corresponding to the maximum of ∂∆P/∂t matches the time corresponding to the maximum of the relative SP coefficient C r . The similarity between the measured SP, ∆P , ∂∆P/∆t, and C r is shown for one dipole in Fig. ? ?. The dynamic of ∂∆P/∂t is assumed to be responsible for, or at least involved in the behaviour of the SP response. We propose that this behaviour is related to a transient or dynamic effect.
We would like to emphasize that ∂∆P /∂t is non-monotonic during a given duration.
The term ∂∆P /∂t is zero after 10 hrs for exp. #2, but remains significantly high for longer experiment as during exp. #1. In such a case as exp. #2, the duration over which the ∆P remains important is too short, and the dynamic component is not significant anymore. In other terms, the characteristic time is a key parameter.
This dynamic effect is expected to have a major influence only at the beginning of the experiment, i.e. when the magnitude of ∂∆P/∆t is significant (Fig. ??) . A critical time t c , corresponding to ∂ 2 ∆P/∆t 2 = 0, defines the a priori static domain (for t > t c ) and the dynamic domain (for t < t c ). These two domains are assumed to be related to different flow regimes.
We note that, although other studies have investigated the SP response during similar drainage experiments, Linde et al. (2007) did not investigate the streaming potential coefficient, whereas the interpretation of Mboh et al. (2012) indicates a monotonous behaviour of the streaming potential coefficient as a function of the water-content. In further research outside the scope of the present study, it would be appropriate to apply our modelling to these observations and compare the results with our experimental drainage, knowing that the results will be affected by the durations and the fluid fluxes of the experiments.
Static model
The static model is defined by,
where ∆V is the computed SP [V], and n s is a dimensionless exponent. This model predicts a non-monotonous behaviour for C(S e ). The equation (16) is expected to model the SP signals mainly in the range up to S e = 0.7, which corresponds to the static regime (i.e for t > t c , fig.   ? ?). The parameters C min [V.Pa −1 ] and ns are fitted parameters. Note that if water saturation is equal to unity, the limit of (16) is ∆V = C sat ∆P , which is the definition of the SP coefficient at saturation. This is an important statement, because C sat is a reference parameter physically well-known for saturated conditions.
Global model
An additional term, called the dynamic component, can then be introduced into equation (16).
This term depends on the first time derivative of ∆P :
where t is time [h], n d is a dimensionless exponent and τ is a characteristic time [h]. This component is designed to describe the SP response for 0.7 < S e < 1 (Fig. ??b) . The parameter τ should be understood as the duration over which the dynamic term acts as the main contribution.
The global model represented by equation (17) can be written in terms of SPC as follows:
Methods
For the two drainage experiments, the inversion process is carried out in two steps.
• First, equation (16) is used to fit the data from the a priori static domain (see Fig. ? ?), leading to an a priori estimation of C min and n s .
• The first estimation of C min and n s is then used as an a priori model for the second optimization, and equation 16 is applied to fit the data over the whole range of saturation.
At this step, all the parameters (C min , n s , n d and τ ) are estimated.
The optimization is performed using an interior-reflective Newton method algorithm, which is implemented in a least-squares sense corresponding to the following objective function:
where ∆V i and ∆V i represent the measured and computed SP difference at each saturation S i e , and p is the parameter vector. The parameter vector is defined as p = (n s , C min ) in the case of the first minimization process (i.e., using eq. 16), and as p = (n s , C min , n d , τ ) during the second minimization.
The parameters n s , n d and τ are common to all dipoles, whereas C min is a "local" parameter depending on a given dipole (Table 1 ). The flow conditions of any given drainage experiment are not steady, so the same hydrodynamic conditions (in particular, the water velocity) do not apply to each dipole with decreasing water saturation. This is due to the decrease in hydraulic conductivity K(S e ) with decreasing saturation. This results in very different flow velocity behaviours for each dipole (Fig. ?? ). For instance, at the level of dipole (10,9), the flow velocity is around 8×10 −8 m.s −1 when water saturation starts to decrease. At the same saturation, the flow velocity observed at the level of dipole (7,6) is almost three times lower. In other terms, the initial condition set for flow velocity is very different for each dipole. We argue that these variations of flow conditions justify considering a specific value of C min for each dipole. The maximum velocity in the second experiment is up to two orders of magnitude higher than in the first experiment, and is of relatively short term. This second experiment is selected for the modelling because of its different hydrodynamic conditions, in order to investigate the influence of fluid flow on the SP response. Only dipoles located in the unsaturated part of the column are considered here, the other dipoles being in the saturated part during the whole experiment. In the case of experiment #1, the parameters C 10,9
min , C 8,7
min , and C
7,6
min are used for dipoles (10,9), (8,7) and (7,6), respectively, while C 10,9 min , C
9,8
8,7
min are used for experiment #2.
Using the procedure described above, the n s and C min parameters of eq. (16) are adjusted to minimize eq. (19). We note that the sampled data show a uniform distribution according to
The parameter values so obtained are reported in Table 1 . The associated relative uncertainties are derived from standard deviations, which are determined from the covariance matrix (computed for the set of parameters yielding the best fit). This matrix is also used to compute the correlation coefficient matrices for the two experiments (Table 2) .
Results
Streaming potential modelling
The static model (eq.16) fails to account for the behaviour of SP data for dipoles (8,7) and (7,6) ( Fig. ? ?b-c dashed lines) for exp. #1. The computed residuals support this observation (Fig. ? ?e and f). Although the results for dipole (10,9) are quite acceptable, equation (16) cannot describe the rapid drop of SP at the onset of drainage (between ≃ 20 to 40 hours), which corresponds to the part of the normalized SP coefficient associated with 0.7 < S e < 1 (Fig. ??b) . The SP signals are not well reproduced by eq. (16) at the beginning of the second experiment for the three dipoles, but the fit is acceptable at the end of the recordings (Fig. ? ?d, e, f).
Equation (17) provides a much better fit with observations than equation (15), since the computed residuals become insignificant ( Fig. ??a, b, c ). It appears that the dynamic component is required to model the SP values measured during the first experiment. We can back up this observation by comparing the static and the dynamic contributions (Fig. ??) . At the beginning of the drainage phase, the dynamic contribution exceeds the static contribution for dipoles (10, 9) and (8,7) ( Fig. ??a-b) . The two components are equivalent in the case of dipole (7,6) ( Fig. ??c) .
The fit is also improved by using eq. 16 for exp. #2, but not to the same extent as for exp. #1.
Although the residuals are lower, this expression is also unable to predict the measurements at the onset of drainage. In this case, the dynamic component is no longer predominant compared to the static component ( Fig. ??d, e, f) .
To confirm the influence of the dynamic component, we carried out another test with eq. (16).
In this case, no a priori static or dynamic domains are defined, and the static model fits the observations over the whole range of saturation conditions. It appears that eq. (16) can predict SP associated with dipoles (10,9) and (8,7) better than the dynamic model for experiment #2 (Fig.   ?? ). This suggests that the dynamic component could be negligible in the case of experiment #2.
Reliability of parameters
In absolute terms, the residuals obtained with equation (17) are much smaller than with equation (16) (Fig. ??) . The improvement is particularly significant for 0.7 < S e < 1, which corresponds to t=20-40 h, t=45-65 h and t=60-80 h, for dipoles (10,9), (8,7) and (7,6) respectively. The dynamic component is larger (in absolute terms) than the static component at the beginning of the experiment #1 for dipoles (10,9) and (8,7) ( Fig. ??a-b) , and is significant for dipole (7,6).
We may conclude that the dynamic component is needed to describe the SP response in this case, when SP decreases for S e ranging from 1 to 0.7. The existing models do not predict such a behaviour.
The best fit parameters obtained with equations 16 and 17 are reported in (16) is used to fit the SP measurements of experiment #2 (Fig. 8) , this yields lower corresponding uncertainties on estimated values of C min (Table 2) .
A posteriori analysis
We argue that the significantly lower flow velocity in the case of experiment #1 justifies the addition of a dynamic component. To illustrate this point, we can derive the parameter α d from eq. 18, as follows:
This parameter defines the limit of influence of the dynamic component, such that α d << 1, which means that the dynamic component can be omitted, and that eq.17 reduces to eq. 16.
Using the best fit parameters, we can estimate values of α d by solving eq. 20 (Fig. ??) . The a posteriori analysis of α d shows that the influence of the dynamic component occurs for a very short time during experiment #2, and the variation of this parameter displays a highly impulsive behaviour ( Fig. ??b) . On the contrary, the characteristic time is longer in the case of experiment #1. Particularly in the case of dipole (7,6), it seems that the dynamic component is acting over a duration of 50 hours (with α d =0.25 - Fig. ??a) . The dynamic component seems to be irrelevant in the case of experiments with a higher flow velocity, such as in experiment #2. Moreover, it appears that the duration of influence of the dynamic contribution is different for each dipole,
ranging from approximately 30 to 50 hrs in the case of experiment #1 (with α d =0.25 - Fig.   ? ?a).
A posteriori SP coefficients are computed using eq. 18 with best fit parameters (Fig. ?? ). The dynamic model leads to a non-monotonous behaviour of the unsaturated SP coefficient, as observed in the experiments. We can see that the model produces a better fit with the signals from experiment #1 than from experiment #2, the former showing the slowest water flow. This result also shows that different C min values depending on the dipole are needed to reproduce the experimental SP coefficients.
Discussion
The variation of measured SP coefficients (Fig. ??) suggests that the excess countercharge density has a more complex behaviour than could be explained simply by scaling inversely or monotonously with respect to water-saturation. One should consider that the streaming current depends on the amount of charges mobilized during a flow. Consequently, we argue that the rock/water interfaces are not the unique contribution to the amount of charges in motion during the flow, but that the water/air interfaces also contribute to the signal. The excess countercharge density depends on the electrical characteristics of the rock/water interface and it has been shown that the matrix/water interfacial area decreases monotonously with decreasing water-saturation (Fig. ?? ) (Culligan et al., 2006) . However the excess countercharge density should also depend on the water/air interfaces in the case of multi-phase flow (water/air/rock). The non-monotonous variation of excess charge density with water-saturation is enhanced at low fluid velocity, since the |C min | values are higher for low velocities compared with high velocities (e.g., Fig. ?? ). This behaviour is so far only poorly understood, and we propose that the water/air interfaces, and their mobility, play a key role in controlling the variation of streaming potential.
Distribution of fluid flow
It is noteworthy that the surface-to-volume ratio of the water/air interface is expressed as a non-monotonous function of water saturation, which passes through a maximum at a given finite saturation. This maximum usually corresponds to the maximum macroscopic cohesion of a material, which occurs when capillary bridges are most abundant between neighbouring grains (e.g., Scheel et al., 2008) . This phenomenon is found to occur in sand at saturations above 0.2 and also below 0.8 ( Fig. ??a) . At the end of the experiments presented here, the water saturation decreases from 1, below the most advanced air finger, falling to a value of less than 0.2 (from bottom to top). In the terminology of Mitarai & Nori (2006) , this corresponds to a state of water/air interfaces described as water-saturated close to the bottom, which is overlain by a capillary zone, then a funicular zone, and finally a pendular zone on top ( Fig. ??a) .
Hence, we expect the surface-to-volume ratio of the air/water interface to pass through a maximum, i.e. to have a higher value in the lower part of the column (still above the fully saturated zone), and a lower value at the top. The surface-area of interfaces gradually increases with time, rising from the initial conditions and then decreasing towards the top of the column (where water droplets snap off, thus separating isolated wet clusters), within the pendular regime.
Moreover, at velocities close to K s (as Ca = Bo), we can observe initial high downward mobility of interfaces (e.g., Løvoll et al., 2010) . This is followed by a gradual decrease of the speed of the interfaces, down to an equilibrium where the capillary forces compensate for the height of the water column in the drained column, when Ca = 0, i.e. ρ w g(z b − z d ) = γ/a. Hence, during the drainage of the sand column, water/air interfaces are less abundant at the top of the column than further down, and the water/air interfaces are more mobile at the top than towards the bottom.
Non-monotonous behaviour of the unsaturated SP coefficient
We argue that the behaviour of the unsaturated SPC is related to the surface-area of the water/air interfaces, since it displays a non-monotonous behaviour as a function of water saturation.
This quantity affects the cohesion of the material: the larger the surface-area of the interfaces, the larger the cohesive stress of the material. It has been shown that the cohesive stress first increases with decreasing water saturation (capillary regime), then reaches a maximum value (within the funicular regime), and finally decreases with further decreasing saturation (e.g., Mitarai & Nori, 2006) (Fig ??a) . During the drainage experiments presented here, the upper dipoles first undergo a capillary phase followed by a funicular phase. The uppermost 10 cm of sand may be subject to a pendular regime (see Fig. ? ?b).
During the drainage phase, the surface-area of the water/air interfaces first rises to a maximum, and finally decreases. This behaviour has been observed during drainage ( Fig. ? ? (Culligan et al., 2004) , and also modelled by Reeves & Celia (1996); Berkowitz & Hansen (2001) (Fig. ? ? The interfaces developed under such conditions are negatively charged, the associated zeta potential being negative and ranging from −65 mV to −35 mV in distilled water (e.g., Graciaa et al., 1995; Takahashi, 2005) . For a water electrical conductivity of 10 −2 S/m (equivalent to NaCl concentration of 10 −3 mol/l) and for pH=7, the zeta potential ranges from −30 mV to −40 mV (e.g., Yang et al., 2001; Creux et al., 2007) . We can note that sand/water interfaces are also negatively charged, the associated zeta potential being equal to −20 mV. When relative motion occurs at the shear plane of the air/water interface, this results in a streaming current density identical in sign to the current classically created at water/grain interfaces. On the contrary, if the water/air interfaces are dragged, and there is no relative motion, no additional streaming current will occur.
Since both sand/water and water/air interfaces are negatively charged, the surface-area of the water/air interfaces increases with the streaming current density J s , and the excess charge density Q v also increases (see eq. 3). The streaming current density increases at the beginning of the drainage experiment, because there is an increase in the surface of water/air interfaces.
Then, J s decreases as the surface of the interfaces decreases. Allègre et al. (2012) modelled the behaviour of the total current density, showing that it should first increase and then decrease during the drainage phase of experiment #1. We argue that the variation in the surface of negatively charged water/air interfaces (as the sand/water interfaces) during the drainage phase induces an increase and then a decrease of the total current density. This results in an increase of the streaming potential coefficient (in absolute terms), rising to a maximum value (|C min |), followed by a decline (Fig. ? ? and ??) As shown in Fig.? ? the SPC can increase of about 10 to 40 when water saturation decreases. Such an increase is possible if the amount of water/air interfaces is increased in sufficient amount, which can be the case (Fig. ??, Fig. ?? )..
Singularity of the coefficient C min
Variable values of C min are measured according to the dipole. As mentioned previously, the water velocity is different for each dipole, particularly at the beginning of the drainage experiments.
This coefficient is significantly higher for dipoles located at the top of the column (e.g., the dipole 10, 9), than for dipoles located at lower levels (e.g., the dipole 7, 6 - Fig. ? ?).
The surface of water/air interfaces is smaller at the top of the column than at the bottom, these interfaces being more mobile at the top. At the same time, lower amplitudes of C min are observed for the upper dipoles. Although the surface of interfaces increases at the beginning of the experiment, its expansion is limited (compared to the lower dipoles). As a result, the increase of the streaming current (linked to the surface of the water/air interfaces) is also limited, yielding lower C min values. Moreover, the mobility of the water/air interfaces tends to decrease the streaming current compared to stabilized water/air interfaces (e.g., Xie et al., 2010) . When the water/air interfaces are mobile, relative motion can no longer occur between water and air to create streaming potential. Consequently, no additional contribution to the total current density is observed in this specific case.
This mechanism is reversed for dipoles lower in the column, for which large C min values are measured. The surface of the water/air interfaces is increased (compared with dipoles lower in the column), and the increase of streaming current is not limited, so the C min value is higher in this case. In addition, since the water/air interfaces are less mobile, relative motion can easily occur, leading to an increase of the streaming current (e.g., Xie et al., 2010) .
In summary, there is a relation between the peak SP and the relative motion at the shear plane of the air/water interface. When the fluid velocity is large enough, those interfaces are dragged, and there is no relative motion. The increase of the streaming current is therefore reduced. However, when these interfaces are less mobile, relative motion can easily occur, leading to an increase in the streaming current (Xie et al. (2010) ).
Why a 'dynamic' component is needed?
We find that the dynamic component is needed to predict SP measurements from experiment #1, which is characterized by a lower flow velocity. During such a "slow" long-term experiment, water/air interfaces are mobile at the beginning, but are rapidly trapped. Therefore, the term (∂∆P/∂t)/∆P can attain some high values, because ∆P is low and the rate of change of ∆P is high. The greater the distance of the considered dipole far from the top of the column, the lower the associated flow velocity, and the higher the measured C min . When the term α d is significant compared to unity, the dynamic term cannot be neglected. The value of the characteristic time τ is roughly equal to the time during which α d > 0.25, which corresponds to τ in experiment #1,
ranging from approximately 30 to 50 hrs. For the slower drainage experiment, τ is long, which justifies the use of the dynamic component ( Fig. ??a) . On the contrary, for the rapid drainage phase, τ is relatively short, and the dynamic component becomes negligible (Fig. ??b) .
Conclusions
We can describe the particular dependence of SP on water content through a model including a dynamic component. We show that the dynamics of the driving pressure can have a large effect on the SP response, which represents a new concept in electrokinetic studies. This kind of dynamic behaviour has not been observed before, in spite of the large number of studies on the electrokinetic properties of saturated samples, because the experiments were generally performed using short run durations under steady-state conditions. For fully saturated media, our model shows that the additional terms tend to zero while still accounting for the dynamic component. At the scale of the investigated dipole (about 10 cm), the dynamic contribution is important if the fluid velocity is low, leading to non-monotonous behaviour of the streaming potential associated with high values of |C min |. If the fluid velocity is higher, the non-monotonous behaviour almost vanishes and its maximum amplitude is reduced. In this case, the dynamic pressure component is negligible.
We propose that the behaviour of the unsaturated streaming potential coefficient is related to the behaviour of the water/air interfaces. During the drainage phase, the surface-area of the water/air interfaces first increases, rising to a maximum, and then decreases, as shown by the cohesive stress behaviour. Since both water/air and water/sand interfaces are negatively charged, this results in an increase of the total electrical current density, followed by a decrease. Therefore, the streaming potential coefficient (which is negative) decreases to a maximum, and finally increases. The minimum value of the SP coefficient depends on the mobility of the water/air interfaces, and consequently, it depends on the flow conditions. Further experiments are needed covering a wide range of flow velocities to investigate this non-monotonous variation of the SP coefficient. 
