The sensitivity of a case study bow-echo simulation to eight different microphysical schemes in the Weather Research and Forecasting model was tested, with a focus on graupel parameter characteristics. The graupel parameter in one scheme was modified to have a larger mean size and faster fall speed to represent hail (''hail like''). The goal of the study was to measure the sensitivity of five parameters that are important to operational forecasters to graupel properties: timing of bowing development, system speed, wind gusts, system areal coverage, and accumulated precipitation.
Introduction
Increased computational power has led to the operational use of convection-resolving models. Within these models, bulk microphysical parameterization schemes are used to successfully predict hydrometeor and precipitation distributions within convective systems of multiple organizational types such as squall lines and supercells (Molthan et al. 2008; Luo et al. 2010; Hong et al. 2010) . However, it has similarly been noted that simple modifications of these microphysical parameterizations can cause large differences in the resultant convective simulation (Nicholls 1987; Tao and Simpson 1989; Fovell and Ogura 1988; Szeto and Cho 1994; Yang and Houze 1995; Gilmore et al. 2004b; van den Heever and Cotton 2004; Cohen and McCaul 2006; Luo et al. 2010) . Aspects of convection important to forecasting, such as the organization, intensity, and areal coverage of the convection, as well as the system speed, are particularly sensitive to such modifications.
For example, the inclusion of ice as a microphysics class produced a more realistic stratiform precipitation region in both size and intensity in multiple squall-line simulations (Nicholls 1987; Tao and Simpson 1989; Fovell and Ogura 1988; Szeto and Cho 1994) . The squall-line cold pool was much stronger due to additional cooling by melting, thereby producing more intense convection and a faster system (Fovell and Ogura 1988; Szeto and Cho 1994) . Replacing the graupel class with a hail class in other squall-line simulations resulted in a much smaller stratiform region due to faster particle fall speeds (Yang and Houze 1995; Luo et al. 2010; Morrison and Milbrandt 2011; Bryan and Morrison 2012) . The faster fall speeds also meant less time for melting and evaporation, and thus reduced cooling rates and a weaker cold pool, and correspondingly slower system (Szeto et al. 1988; Szeto and Cho 1994; Adams-Selin et al. 2013) .
Supercell simulations have been similarly affected. Use of graupel instead of hail in idealized supercell simulations resulted in stronger updrafts due to more latent heat release from increased deposition and accretion rates of the smaller, more numerous graupel particles (Gilmore et al. 2004b) ; the stronger updrafts resulted in more intense convection. Increasing the mean size of the hail class resulted in less collection and less evaporation and hence warmer cold pools (van den Heever and Cotton 2004; Cohen and McCaul 2006) . These systems had a slower propagation speed.
Total accumulated precipitation is also strongly affected by the characteristics of the microphysics scheme utilized. Johnson et al. (2011) found that for short-term forecasts (less than 12 h) changes in the microphysical parameterization scheme affected the simulated hourly accumulated precipitation more than either the boundary layer parameterization or model dynamic core. Precipitation seems particularly sensitive to changes to the graupel (or hail, depending on the scheme) class characteristics; changes to this parameter produced the largest resultant variations in total precipitation in previous studies (Gilmore et al. 2004b; van Weverberg et al. 2011a ). Fovell and Ogura (1988) noted that at least in 2D simulations, melting graupel/hail was the largest source of rainwater.
When microphysics schemes with graupel only were used in squall-line simulations, a significant decrease in precipitation efficiency and accumulation resulted in comparison to simulations with only hail (McCumber et al. 1991; Luo et al. 2010; Morrison and Milbrandt 2011; Bryan and Morrison 2012) . The total precipitation coverage, however, increased in area, in both squall-line and supercell simulations (van den Heever and Cotton 2004; Gilmore et al. 2004b; van Weverberg et al. 2011b) . This result was highlighted even more with microphysics schemes that do not have graupel as a frozen precipitation class; slow snowflake terminal velocities resulted in very widespread, light rainfall (Liu and Moncrieff 2007) . Use of a microphysics scheme that explicitly predicted dual moments of the graupel size distribution (e.g., mixing ratio and total number concentration) allowed the scheme to reduce the concentration of small hydrometeors during the simulation, thereby essentially increasing their mean size (van Weverberg et al. 2012; Bryan and Morrison 2012) . Similarly to the processes discussed previously, this resulted in less evaporation, higher precipitation efficiency, and increased precipitation accumulation.
Finally, microphysics scheme changes also affect the convective organization, particularly the transition of a linear system to a bow echo. The effect of changes in the mean graupel hydrometeor size in idealized bowecho simulations was examined by Adams-Selin et al. (2013) . As in earlier studies, a decrease in the mean graupel size led to increased evaporation and melting rates. This subsequently increased the strength and depth of the cold pool, and strengthened the midlevel pressure gradient and rear-to-front system flow. Due to the increased mobility of the smaller graupel hydrometeors, peak cooling rates also shifted rearward within the system. These effects combined to aid the descent of the rear-to-front flow to the surface farther behind the convective line, further tilting the convective updraft rearward and allowing bowing to promptly develop.
Thus, it is known that changes in the frozen hydrometeor characteristics of the microphysics scheme will affect the timing of new bowing development within idealized simulation, and, therefore, probably affect typical accompanying features such as surface wind gusts as well. Naturally, other features of the system, such as accumulated precipitation, stratiform/convective area coverage, and system speed will also be affected by these same changes, as was observed in squall lines and supercells in the studies discussed above.
Many of these previous studies were idealized simulations. Those that did focus on case study simulations were primarily interested in either longer-term statistical verification (Jankov et al. 2005; Liu and Moncrieff 2007; Schwartz et al. 2010) or the individual dynamics occurring within that particular case study (McCumber et al. 1991; Luo et al. 2010; van Weverberg et al. 2011a) . Little research has focused on the sensitivity of operationally forecasted fields to these microphysical variations, particularly in comparison to observations. The goal of this work is to quantify the variability of five different forecasting parameters related to new bowing development that can be expected from changes to the microphysics scheme-specifically, the graupel parameter. The five parameters are 1) timing of new bowing, 2) maximum 10-m wind gust speed, 3) system propagation speed, 4) convective and stratiform areal coverage, and 5) total accumulated precipitation. The graupel parameter was chosen because of its large effect on microphysical cooling rates, as already noted in previous studies. To achieve this goal, a variety of microphysics schemes and parameter settings within the Weather Research and Forecasting (WRF) model were used to simulate a case study of a bow echo that occurred over Oklahoma, with comparison to observations to aid in the quantification.
Section 2 describes the experiment and model design, as well as the specific microphysical variations. A review of the case study being simulated is presented in section 3. Section 4 discusses the sensitivity of the five operational parameters to microphysical changes, and section 5 provides the conclusions.
Methodology

a. Model setup
The Advanced Research core of the Weather Research and Forecasting (WRF-ARW) model, version 3.2.1 (Skamarock et al. 2008) , was used in this study to simulate an isolated bow echo case over Oklahoma on 13 March 2003. This model was chosen as its ability to simulate case studies of mesoscale phenomena is well known. It is widely used in operational forecasting [e.g., High Resolution Rapid Refresh model, Alexander et al. (2011) ; National Centers for Environmental Prediction (NCEP) Short Range Ensemble Forecast (SREF) system, Du et al. (2009)] , and its design easily allows microphysics modifications. This specific case was selected as it initiated and dissipated entirely within the confines of the Oklahoma Mesonet, allowing use of that dataset to better observe the system. Additionally, Adams-Selin and Johnson (2010) analyzed in detail surface observations of this system as it initiated bowing.
The initial and lateral boundary conditions for this simulation were provided by the National Centers for Environmental Prediction (NCEP) Global Forecast System Final Analysis (GFL FNL) dataset, at 18 3 18 horizontal and 6-h temporal resolution. The NCEP Eta Model analysis and the North American Regional Reanalysis datasets were also used, but the GFL FNL data produced results closest to the observations. The model was initialized at 1200 UTC on 12 March 2003, and run for 36 h to 0000 UTC 14 March 2003. A horizontal grid spacing of 3 km was used; the domain is shown in Fig. 1 . This resolution was selected as it is typical of current operational model resolutions (Kain et al. 2008 ). Model differences created by changes in microphysics schemes will vary at different resolutions (Bryan and Morrison 2012) ; thus, to inform the forecaster of expected differences, a typical operational resolution should be used.
The 35 vertical levels were stretched, with increasing resolution in the lower levels. Parameterization schemes other than microphysics include the Mellor-YamadaJanji c boundary layer scheme (Janji c 1994), the Noah land surface model (Ek et al. 2003) , the Rapid Radiative Transfer Model longwave radiation scheme (Mlawer et al. 1997) , and the Goddard shortwave radiation scheme (Tao et al. 2003) . No convective parameterization was used, as typically grid spacing of 4 km or lower is considered convective permitting (Weisman et al. 1997) . Positive-definite moisture transport was selected to avoid the positive precipitation bias associated with non-positive-definite schemes (Skamarock and Weisman 2009 ). This combination, in addition to the set of microphysics schemes, was chosen after considerable experimentation as it produced the most realistic convective systems when compared to observations. Additionally, this configuration is very similar to that currently used by the High Resolution Rapid Refresh (HRRR) model [Alexander et al. (2011) ; only difference is use of the six-layer land surface model instead of the Noah], the U.S. Air Force Weather Agency's WRF model (http:// www.meted.ucar.edu/nwp/pcu2; only difference is the use of the Yonsei University boundary layer scheme), and the National Severe Storms Laboratory experimental high-resolution WRF (use of Dudhia shortwave radiation instead of Goddard; http://www.nssl.noaa.gov/wrf).
b. Microphysics and experiment design
Sensitivity tests were conducted using eight microphysics schemes available within WRF: Kessler (Kessler 1969 ), Ferrier (Ferrier et al. 2002 , WRF single-moment five-class (WSM5; Hong et al. 2004) , WRF doublemoment five-class (WDM5; Lim and Hong 2010), Lin (Lin et al. 1983) , WRF single-moment six-class (WSM6; Hong and Lim 2006) , WRF double-moment six-class (WDM6; Lim and Hong 2010) , and Morrison (Morrison et al. 2009 ). These specific schemes were chosen because they include a wide range of predicted frozen hydrometeor classes and highly diverse graupel distribution characteristics, particularly in terms of the distribution intercept parameter, slope, hydrometeor density, and fall speed.
Variations in the graupel distribution intercept and slope change the mean hydrometeor size; in singlemoment schemes, an increase in mixing ratio directly increases the mean size. Larger hydrometeors have a smaller surface area-to-volume ratio, which will decrease melting and evaporation rates (van den Heever and Cotton 2004; Cohen and McCaul 2006) . Changes in hydrometeor density and fall speed both affect the speed at which the graupel hydrometeors leave the system. Larger, denser, and hence faster falling particles increase the downward precipitation flux (Gilmore et al. 2004b ) but also allow less time for melting and evaporation. Cooling rates are correspondingly decreased as these hydrometeors fall below the melting level (van den Heever and Cotton 2004; Cohen and McCaul 2006; Adams-Selin et al. 2013) . The combined effect of these two modifications (surface area-to-volume ratio and fall speed) on cooling will hereafter be referred to as the mean size effect. Removal of the graupel class or even all frozen classes altogether also significantly modifies the microphysical structure of the storm, by transferring mass into other hydrometeor classes that have different characteristics.
A full description of each of the schemes, its number of classes, and graupel intercept parameter, slope, density, and fall speed is provided in Table 1 . The various graupel hydrometeor distributions and fall speeds for each scheme with a graupel class are shown in Figs. 2a and 2b, respectively. The Kessler scheme has no frozen hydrometeor classes, and is the least complex scheme used. The Morrison scheme is the most complex, and has four double-moment classes where both hydrometeor mixing ratio and total number concentration are prognostic variables. The WDM5 and WDM6 schemes include double-moment rain and cloud water distributions and cloud condensation nuclei (CCN) as a prognostic variable, allowing CCN concentration to be depleted and replenished in interaction with cloud droplets.
Within the Morrison scheme the choice can be made to switch the sixth class from graupel to hail; here, it was left as graupel. Bryan and Morrison (2012) have already examined the effect of switching this parameter in simulations of idealized squall lines. They found that simulations with a graupel class developed a wider convective line with weaker reflectivities; the hail simulation convective line was narrower with stronger reflectivities. As the Morrison graupel class is double moment, the slope and intercept of its distribution can vary, but within two bounds (Table 1 ; Morrison et al. 2009 ). The distributions and fall speeds of the large and small bounds are both displayed in Figs. 2a and 2b.
Additional graupel sensitivity tests were conducted by varying the graupel distribution characteristics within WSM6, as in Adams-Selin et al. (2013) . In that study, the graupel intercept, fall speed, and density parameters were varied to make the mean graupel hydrometeor larger, denser, faster falling, and more hail like; smaller, lighter, slower falling, and more ''graupel like''; or between the two or ''mid.'' The parameter values used in that study were also used here and are detailed in Table 1 . This study will further elucidate the effects that can be expected from these variations, specifically within operational contexts with a focus on accumulated precipitation, system areal coverage and speed, wind gusts, and timing of new bowing.
c. Convective-stratiform area determination
The simulated radar reflectivity algorithm from Stoelinga (2005) was used for reflectivity calculations. The same reflectivity algorithm was used for all simulations. The goal of this study is not to evaluate simulated radar reflectivity algorithms, but instead to compare the effects microphysics scheme modifications have on the resulting reflectivity values. Using different algorithms would allow microphysics changes to ''hide'' behind different reflectivity algorithms. On a more practical level, customized reflectivity algorithms were not available at the time of the study for all the microphysics schemes tested; as these are now available within WRF version 3.4.1, further future study is suggested in this regard.
Composite radar reflectivity was computed by selecting the maximum reflectivity value anywhere in the column. A threshold of 40 dBZ was selected for division of composite radar reflectivity returns into stratiform (between 15 and 40 dBZ, inclusive) or convective (greater than 40 dBZ) as in Steiner et al. (1995) . [The full convective-stratiform division algorithm given in Steiner et al. (1995) was tested in this case, but the results incorrectly classified some of the stratiform region as convective, unlike the simple threshold method.] The lower threshold of 15 dBZ was selected to filter out clutter returns in the observational data. While this division is not exact, it will still allow for comparison between the observed and simulated values.
For model-simulated data, one grid point has an area of 9 km 2 . For observed radar data, the Oklahoma City (Norman), Oklahoma (KTLX), Weather Surveillance Radar-1988 Doppler (WSR-88D) long-range composite radar reflectivity was downloaded from the National Climatic Data Center (NCDC). The National Oceanic ; n G (D 
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and Atmospheric Administration (NOAA) Weather and Climate Toolkit was utilized to import the data and regrid it to approximately 100-m resolution using nearestneighbor interpolation. Following this, nearest-neighbor interpolation was used again to reproject the data onto a grid of 3-km horizontal resolution. This method of interpretation was selected after multiple trials as it produced the gridded results closest in appearance to the observations. The number of observed and simulated convective and stratiform grid points could then be directly compared.
Case review
Fifteen-minute resolution WSI National Operational Weather Radar (NOWrad) mosaic base reflectivity data were obtained from the National Center for Atmospheric Research/Mesoscale and Microscale Meteorology Division's (NCAR/MMM) archive online (http:// www.mmm.ucar.edu/imagearchive/WSI). A description of WSI NOWrad data can be found online as well (http://www.mmm.ucar.edu/imagearchive/WSI/docs/ NOWradDescriptionWSICorp.txt). Oklahoma Mesonet data, available every 5 min from over 110 stations across Oklahoma, were utilized to examine all other atmospheric fields.
Initiation of convection first occurred in north-central Oklahoma at 0215 UTC (not shown) within a southwestnortheast-oriented pressure trough and collocated thermal ridge (Adams-Selin and Johnson 2010). A similarly aligned convective line approximately 250 km in length formed by 0315 UTC (Fig. 3a) . The system moved to the southeast at a speed of approximately 11 m s
21
. A trailing stratiform precipitation region appeared at 0500 UTC ( Fig. 3b) , and began to develop rearward. At 0600 UTC (Fig. 3c) , the center of the convective line bowed out and its speed increased to approximately 18 m s
; stratiform precipitation filled in behind the line as it bowed. Strong 10-m wind gusts, some as high as 20 m s
, developed at this point in association with the bowing convective line.
A secondary reflectivity maximum formed in the stratiform region at 0700 UTC, separated from the convective line by a transition zone. The bow echo continued to increase in size until 0730 UTC (Fig. 3d) , at which point it started to dissipate. The cold pool and gust front associated with the decaying convective line and stratiform precipitation continued to propagate southeastward over the next 4 h. The precipitation eventually reformed into another mesoscale convective system in Louisiana.
Results from sensitivity tests
All of the simulations initialized a single convective cell over south-central Oklahoma, approximately 100 min 
later and 250 km southwest of the actual, linear, convective initiation (not shown). The location, type, and timing of the initiated convection are largely a function of the dataset used to provide the initial conditions and the planetary boundary layer parameterization and only indirectly a function of the microphysics scheme. Thus, this study will focus on the characteristics of the simulated convection after its initiation. All simulations produced a bow echo over southcentral Oklahoma somewhat faster than was observed (Table 2) , making it clear that ice microphysics are not required to successfully simulate a bow echo, as was also shown in Weisman (1993) . However, the simulations differ in significant details that have important forecasting implications. The convection produced in northeast Oklahoma corresponds to but is somewhat displaced from the observed convection in central Arkansas, and will not be discussed.
Five specific phenomena associated with this convective system that have an operational impact will be examined: time of bowing initiation, maximum 10-m wind gust speed, system speed, the respective areas of the convective and stratiform regions, and precipitation accumulation. Each of these will be discussed individually in the following subsections for all sensitivity test simulations.
Several microphysical parameters associated with each convective system are of importance to all five of these phenomena. Minimum surface buoyancy within the convective cold pool of the observed and simulated convection is shown later (Fig. 5 ) and will be discussed throughout the section. Buoyancy was calculated using
where g is gravitational acceleration, u is potential temperature, q y is water vapor mixing ratio, and the bars designate environmental conditions. Values were measured at 1.5 m above ground in the Oklahoma Mesonet and 2 m in the model. Precipitation loading due to liquid and frozen hydrometeors was not included, as those measurements were not available from the Oklahoma Mesonet. Observed environmental values were an average of measurements at the Tahlequah, (TAHL), Oklahoma City West (WEST) Pryor (PRYO), and Jay (JAYX) stations in extreme eastern Oklahoma (shown as black dots in Fig. 3a) . Simulated environmental conditions were mean values calculated over a 225 km 2 box in far north-central Texas shown in Fig. 4l ; a different location was required due to the extraneous convection in northeast Oklahoma produced in each simulation. Table 2 displays the time of bowing initiation in each simulation, and the actual time bowing developed. These times were determined subjectively by evaluating when the radius of curvature of the convective line began decreasing with time (as defined by Klimowski et al. 2004) . As convection was initiated in the model 100 min later than was observed, most of the simulated systems bowed too quickly relative to the initiation. The simulated reflectivity at time of peak updraft velocity after bowing initiation in each simulation, when the bow echoes are mature, is shown in Fig. 4 . The surface potential temperature field at the time of bowing is shown as an inset in each subfigure in Fig. 4 , indicating the cold FIG. 4 . Composite reflectivity, from the KTLX radar at (a) 0555 UTC and (b)-(k) model simulated at the time of maximum system updraft speed after initial bowing development. Times are given in each subfigure. Insets in each subfigure display surface potential temperature (color fill, K) at the time of bowing initiation (see Table 2 for times of bowing initiation) and the 15-dBZ simulated reflectivity contour. (l) The small black box shows the region used to calculate ''environmental'' conditions in the simulations.
a. Time of bowing initiation
pool-driven nature of each convective system. In absolute time, the majority of the simulations initiated bowing after the observed system; this fits with the simulated convection initiating later than the actual convection. The systems in the graupel-like and mid WSM6 configurations, and the WDM6 simulation, began bowing first at 0545 UTC. These configurations have smaller, more numerous graupel-like hydrometeors; hence, the graupel mean size effect results in increased microphysical cooling particularly early in the convective systems' lifetimes ( Fig. 6a) , and a deeper, more negatively buoyant cold pool (Fig. 5) . Figure 6 displays the mean microphysical cooling and warming rates over the subset of the domain shown in Fig. 4 but not including the extraneous convection in northeast Oklahoma. The cold pool buoyancy can be seen in Fig. 5 : the mid, graupel-like, and WDM6 cold pools all developed quickly and by 0545 UTC, the time of bowing in each case, had become quite cold. The Kessler system, whose cold pool also quickly cooled due to strong initial cooling rates (Fig. 6a) , bowed comparatively early as well, about 15 min later.
The mid system reached a buoyancy minimum the earliest among all of the simulations, even faster than the WDM6 and graupel-like systems (Fig. 5) . Maximum graupel size and fall speed over the domain subset are shown in Fig. 7 . The faster fall speed of the mid graupel hydrometeors (Fig. 7b ) allowed them to fall below the melting level first and, subsequently, melt and evaporate. While the mean cooling rates in the mid simulation were not as large as those of the graupel-like simulation (Fig. 6a) , the convection and associated cooling in the mid simulation (Fig. 4j ) covered less area, lowering the overall mean cooling rate. Figure 8 displays vertical cross sections of microphysical cooling rates through the newly developed bowing segment at the time of bowing initiation (Table 2) . Cooling rates within the mid and graupel-like systems at the time of bowing in each were approximately equal (Figs. 8i and 8j) , although the peak cooling rates in the mid system were closer to the surface.
Once the smaller graupel-like hydrometeors fell in larger numbers below the melting level later in the simulation, the mean size effect ensured large magnitudinal cooling rates (Fig. 6a) and a more negatively buoyant cold pool (Fig. 5) , particularly in the WDM6 simulation. The difference in buoyancy observed between the WDM6 and graupel-like simulations will be discussed further in the next two sections. The largest magnitude cooling rates in the simulations without graupel, such as the WSM5, WDM5, and Ferrier, occur even later than those with small graupel (Fig. 6a) ; additional time was needed for appreciable amounts of slowly falling snow to fall below the melting level. Once this occurred, however, the mean size effect ensured large cooling rates (Fig. 6a and Figs. 8c, 8d , and 8f) and bowing development shortly thereafter (Table 2 ). Figure 9 presents hydrometeor mixing ratios through vertical cross sections of the newly developed bowing segment, at the time of bowing initiation ( Table 2 ). The increased mobility and rearward advection of the smaller graupel-like hydrometeors is evident in Figs. 9g- Meanwhile, the hail-like and Lin systems did not bow until over 90 min later than the graupel-like system, at 0730 and 0715 UTC, respectively. The time period between convective initiation and bowing in the observed system and these simulations was most similar, although the convective line in these simulations contained reflectivities that were approximately 10 dBZ less than observed (Figs. 4a, 4c, and 4k) . The large graupel hydrometeors in these simulations resulted in reduced cooling rates through the mean size effect (Figs. 6a, 8b , and 8j) and a weaker cold pool (visible in Fig. 5 ). The decreased mobility and rearward advection of the larger hail particles (Figs. 9b and 9j ) ensured the peak cooling and associated downdrafts remained closer to the convective updraft. In the case of the ''hail-like system,'' the convection was quite weak and the bowing segment small and short lived.
The Morrison scheme system also bowed comparatively late. Because of the double-moment nature of its classes, the rain intercept parameter was allowed to decrease in the stratiform region, resulting in decreased concentrations of small raindrops compared to a singlemoment scheme (Figs. 10a and 10c ) and decreased evaporation rates as well ( Fig. 9e ; Morrison et al. 2009 ). The small size and slow fall speed of the graupel hydrometeors in this simulation (Fig. 7) required some time to pass before graupel fell below the melting levels in large quantities and contributed to the microphysical cooling rates. Delayed cooling, evident in Figs. 5 and 6a, resulted in later bowing development as in Adams-Selin et al. (2013) .
One notable difference between this study and that of Adams-Selin et al. (2013) was in the interval between the graupel-like and hail-like simulation bowing initiation times. In that study the interval was approximately 20 min; here, the simulations differed by 105 min. The difference between minimum buoyancy values at time of bowing in the graupel-like and hail-like simulations was 0.08 m s 22 in this study, and 0.03 m s 22 in the idealized simulations of Adams-Selin et al. (2013) . That study also found that the cold pool of the graupel-like system was significantly deeper. It is possible that the convective initiation method used in the idealized simulations in that study aided in simulating a much stronger hail-like system than the hail-like case study system simulated here. Thus, without a strong initiation mechanism, the role played by microphysics in affecting the timing of new bowing development was even larger.
b. 10-m wind gust speeds
It is known from van den Heever and Cotton (2004) that a decrease in the mean size of the largest frozen hydrometeor in supercell simulations results in stronger low-level downdrafts due to the increased microphysical cooling in the same location. Adams-Selin et al. (2013) found that variations in microphysical cooling can affect the descent of the rear-to-front flow within the system, as well as the timing of new bowing development. Thus, it is not unreasonable to expect surface wind gusts to vary as a result of microphysics modifications as well.
Within each simulation the maximum 10-m wind speed was calculated at every 20-s model time step and output at intervals of 5 min. Figure 11 displays this maximum wind speed from the simulations, and 10-m wind gust speed from Oklahoma Mesonet observations, at 
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the same times as in Fig. 4 . Thirty minutes after bowing was generally when wind speeds were most intense (see Table 2 for times of bowing initiation). Figure 12 displays the maximum 10-m wind speed associated with each simulated system or case observed via the mesonet. It is obvious from both of these figures that most of the simulated systems produced significantly stronger winds than were observed, particularly early in the convective lifetime. One possibility is that the observations slightly underestimated the true 10-m wind gust speed because the relatively coarse mesonet resolution (approximately 30-50 km) was unable to completely sample the highly spatially variant convective winds, compared to the higher resolution of the model (3 km). It is also possible that the model vertical resolution did not adequately resolve winds at 10 m, instead interpolating these from a higher level. However, comparison among the simulated values is still instructive. It is evident that the simulations with a large mean graupel size and fall speed (hail-like WSM6 configuration; Fig. 7 ) had weaker wind gusts (Figs. 11k and 12 ) than those with a smaller mean graupel size or slower fall speed (graupel like and WDM6; Figs. 11h, 11i, and 12). These smaller graupel simulations contain systems that from van den Heever and Cotton (2004) would be expected to have stronger low-level downdrafts. Increased latent cooling due to the mean size effect is evident in Figs. 8g and 8h . Increased low-level downdrafts appeared to aid in the intensification of the 10-m wind gusts associated with these simulated systems.
Early in the simulations, before bowing development, the Lin, Kessler, and mid simulations produced strong Table 2 ) for all eight simulations. The thin dashed black line is the melting level; the thick black contours are simulated reflectivity at 20, 40, and 50 dBZ. Cross sections are taken directly through the bowing segment at right angles to the convective line.
surface winds (Fig. 12 ), but these had become weaker at the time of bowing and after (Figs. 11b, 11c , and 11j). The fast fall speeds of the graupel hydrometeors in these schemes (Fig. 7) and resulting increased downward precipitation flux led to strong low-level downdrafts shortly after graupel formation aloft (or, in the case of the Kessler scheme, large raindrops). The graupel (or large raindrops) fell out quickly, which is evident in the smaller mass of the hydrometeors aloft in these simulations at the times of Figs. 9a, 9b, and 9j, resulting in reduced precipitation flux and low-level downdrafts. Between 0600 and 0800 UTC, the time period when each system peaked in maturity as measured by updraft speed (not shown), simulations with different microphysical schemes produced peak maximum 10-m wind gust speeds varying from 16. ) at time of new bowing development for all eight simulations. Thin dashed black line is the melting level; thick black lines are the potential temperature contours of the cold pool (2 K). Cross-section location as in Fig. 8 . the values; percentage increases by dividing by the smaller value.) The variation in peak maximum wind speed due solely to graupel changes was almost as large, 53% (graupel-like peak wind speed during this time period was 27.8 m s 21 ). As the threshold wind gust speed in National Weather Service severe thunderstorm warning criteria is approximately 26 m s
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, the variation from 16.1 to 30.5 m s 21 has important practical forecasting implications. Thus, in addition to the already recognized model factors of initialization environment and boundary layer parameterization that significantly affect system wind gust simulation (Johnson et al. 2011) , the choice of the model microphysics scheme is not insignificant.
c. System speed
System speed was determined within the simulations by evaluating the time of arrival of the convective line at Oklahoma Mesonet stations in Vanoss (VANO) and Lane (LANE) (displayed as black dots on Fig. 3a) . All of the simulations produced convection that propagated in one direction, approximately a straight line between these two stations. Table 3 displays the arrival times of these simulated systems, and the calculated system speed between them. Station VANO was selected as it was approximately the point by which all the simulated systems had developed convection on its leading edge. Station LANE was selected as at that point none of the systems had yet begun to dissipate.
Based on gravity current theory, the propagation speed of a mesoscale convective system depends on the depth and strength of its cold pool (Charba 1974) . The more intense the cold pool, the faster the system speed. Because all simulations in this study were initialized with the same environmental conditions, the difference in system speed can be almost entirely explained by the cold pool. Unfortunately, cold pool depth could not be measured with the Oklahoma Mesonet data, but cold pool buoyancy was available and will be discussed below.
The slowest systems were the hail-like WSM6 configuration, Kessler, and Lin simulations (Table 3 ). The slow speed of the Kessler simulation was unsurprising, as without ice there was no additional cooling by melting or sublimation (Figs. 6a and 8a ) to add to the strength of the cold pool, consistent with results found by Nicholls (1987) and Tao and Simpson (1989) for squall lines. While initially cooling quickly, the Kessler system slowed its cooling after 0445 UTC, resulting in a slow mean system speed (Figs. 5 and 6a ). Through the mean size effect, the hail-like WSM6 system had reduced microphysical cooling (Fig. 6a) , resulting in a warmer cold pool (Fig. 5 ) and slower system speed; fast graupel fall speeds in the Lin system produced the same result (Figs. 6a and 5) .
The slower comparative speeds of the WSM5 and Ferrier simulations were at first glance unexpected. Because of the lack of a graupel class in these schemes, much larger amounts of snow were produced (Figs. 9c  and 9d ). The small size and slow fall speed of these hydrometeors should result in large microphysical cooling rates; this was eventually the case (Figs. 6a and 5) . However, as mentioned earlier, the snow fell so slowly it took some time before significant concentrations fell below the melting level, echoing the results in Adams- Selin et al. (2013) . After significant amounts of snow began melting the ''no graupel'' systems moved faster, but as this occurred later in the system's life cycle, the overall system speed was still relatively slow. To evaluate this hypothesis, system speed was also calculated from LANE to the mesonet station in Hugo (HUGO, 34.038N, 95.548W; southernmost black dot in Fig. 3a) ; the WSM5 and Ferrier systems had each increased in speed relative to the other systems (not shown).
The mid WSM6 configuration and Morrison systems were in the middle of the distribution and closest to the observed system speed. While the cold pool associated with the mid system was very cold initially (Fig. 5) , it warmed as cooling rates lessened (Fig. 6a) as more of the graupel fell out of the storm (Fig. 9i) . As mentioned earlier, the graupel in the Morrison simulation was small and slow falling (Fig. 7) . Thus, while largemagnitude cooling rates were eventually simulated (Fig. 8e ), they were delayed (Fig. 6a) , and the cold pool was relatively warmer (Fig. 5) . Thus, a moderate system speed was expected and observed. The graupel-like WSM6 configuration, WDM5, and WDM6 systems were the fastest of all the simulations. The fast speed and strong cold pool (Fig. 5) of the graupel-like configuration were expected because of the mean size effect and large cooling rates (Fig. 6a) . However, the fast speeds and strong cold pools (Fig. 5 ) of the two double-moment schemes (WDM5 and WDM6) systems were surprising. The double-moment nature of the rainwater distribution in WDM5 and WDM6 would typically be expected to moderate evaporation and cooling. In Morrison et al. (2009) and Bryan and Morrison (2012) , the double-moment schemes used in the studies produced slower systems than the single-moment schemes. Lower concentrations of smaller rainwater hydrometeors in the stratiform region reduced evaporation and melting.
However, in studies comparing the WSM6 and WDM6 schemes, the WDM6 produced larger mass and concentrations of rain everywhere in that simulated system, not just the stratiform region (Lim and Hong 2010) . Large mixing ratios (Figs. 9f and 9g) and concentrations (Fig. 10b ) of rainwater were evident throughout the WDM5 and WDM6 systems in this study. Similar to the Lim and Hong (2010) results, enhanced snow and graupel melting processes produced the additional rainwater mass (Figs. 8f and 8g), and aided in creating a more intense cold pool (Fig. 5 ) and, hence, faster system speeds. Furthermore, in the double-moment schemes used in the Morrison et al. (2009) and Bryan and Morrison (2012) study, the graupel distribution was also double moment. In the WDM6 scheme, the graupel distribution is still single moment with a relatively small mean size (Fig. 7a) , and thus stronger cooling occurred through the mean size effect (Fig. 6a) . The WSM6 and WDM6 configurations in the 2010 Hazardous Weather Testbed Spring Experiment produced similarly intense cold pools and faster systems speeds, as measured by the south-and eastward displacement of forecast precipitation compared to the observations (Clark et al. 2012) . The microphysics changes produced variations in system speed of 27%; changes in graupel characteristics within the WSM6 scheme produced an 18% variation. Furthermore, the times of arrival of the systems at the first selected station, before the systems reached maturity, deviated even more than the changes in system speed and could account for up to a 90-min difference. This would seem to indicate that the microphysics factors were also influential in the early stages of the systems' lifetimes, while still unorganized.
d. Convective-stratiform areal coverage Figure 13 displays the observed and simulated areas of stratiform (Figs. 13a and 13b) and convective (Fig. 13c ) precipitation, calculated as described in section 2c. Areal coverage from the spurious convection in northeast Oklahoma is not included in this calculation. It is obvious from Figs. 4 and 13 that all of the simulated systems were both smaller (particularly in terms of stratiform coverage) and initiated later than the actual system. The smaller stratiform coverage area was partially due to the choice of the reflectivity algorithm. Use of an algorithm with a fixed snow intercept, instead of a variable one as used, increased the stratiform-convective ratio; unfortunately, it also introduced regions of spurious stratiform precipitation in southeast Oklahoma. The relations of the simulated areas to each other were relatively unchanged by the different reflectivity algorithms, however.
The smaller total stratiform and convective coverage area is partially due to the simulations initiating convection approximately an hour later than was observed, meaning the simulated convection had not had as much time to develop. In addition, the simulated systems originally initiated as an individual cell, and only later organized into the larger, linear systems seen in Fig. 4 . It is also already known that the underestimation of the convective-stratiform region size ratio is a common problem when simulating convection (Luo et al. 2010) . However, even noting all of these differences, it is still instructive to compare the trends of the observed and simulated precipitation areas.
The size of the stratiform region associated with each simulated system largely depends upon the size of the hydrometeors and the strength and positive buoyancy of the front-to-rear flow within the system (Fovell and Ogura 1988; Rotunno et al. 1988, Szeto and Cho 1994; Yang and Houze 1995; Luo et al. 2010) . Smaller hydrometeors can be transported more easily by the system airflow, but can also be evaporated or sublimated more easily. A balance must be struck among these processes to produce a large stratiform region. Furthermore, more positively buoyant air in the stratiform region can act to create more hydrometeors, and more easily hold them aloft. FIG. 12 . Maximum 10-m wind speed within simulated or observed systems (using OK Mesonet), calculated as described in Fig. 11 . Subjective comparison of the simulated bow echoes (Fig. 4) shows that the WDM5 scheme produced the largest stratiform region, although it was still smaller than the observed area. Without a graupel class, large amounts of snow were produced that were easily transported a great distance from the convective line, creating a very large stratiform shield. Additionally, both of the WDM5 and WDM6 schemes produced larger amounts of rainwater throughout the entire convective system than did any other scheme (Figs. 9f and 9g ). Lim and Hong (2010) found a similar result when evaluating the effects of adding CCN as a prognostic variable, suggesting a link between prognostic CCN and the simulated system area. In the WDM5 simulation the additional freezing rainwater was added to the stratiform shield as snow (Fig. 9f) , but in the WDM6 simulation this additional rainwater became graupel (Fig. 9g) , producing reflectivities of convective intensity and adding to the convective area coverage (Fig. 13c) .
Four other microphysics schemes (WSM5, Ferrier, and the graupel-like and mid configurations) all produced relatively similar stratiform shield sizes, and the hail-like, Lin, and Kessler systems had the smallest stratiform regions. In the Kessler simulation, with no frozen hydrometeors, the raindrops quickly became very large and were not advected large distances from the convective line [ Fig. 9a ; similarly observed by Nicholls (1987) , Tao and Simpson (1989) , and Fovell and Ogura (1988) for squall lines]. In addition, with the lack of warming produced in association with freezing and deposition (Fig. 6b) , the system updrafts and overall front-to-rear flow were not as strong (not shown), again resulting in hydrometeors not being advected as far from the convective line (similar to Szeto and Cho 1994) .
The hail-like and Lin system graupel fall speeds were faster (Fig. 7b) , so the hydrometeors were not advected rearward a significant distance (Figs. 9b and 9j ). Evaluation of the Lin scheme by Luo et al. (2010) noted that the short graupel residence times yielded decreased condensate loading and therefore a convective updraft that peaked at higher levels aloft. The peak divergence and front-to-rear flow were therefore at higher levels as well: heights containing less ice and less buoyant air, resulting in weaker stratiform updrafts and less deposition aloft (Fig. 6b) .
All of the simulations contained convective areas that were much closer to observed than the stratiform areas were, albeit lagged in time (Fig. 13c) . The WDM5, WDM6, and Morrison schemes generally had the largest convective regions. For the WDM5 and WDM6 simulations, slightly smaller cloud droplet and large raindrop mixing ratios are evident in Figs. 9f and 9g ; large raindrop concentrations were noted as well (Fig.  10b) . Lim and Hong (2010) noted similar variations. The prognostic CCN and double-moment cloud water distributions in those schemes allowed CCN concentrations, and therefore cloud droplet concentrations, to decrease in the convective line. Increased autoconversion rates resulted, although that increase depended on the number of CCN available.
By 0900 UTC, the convective area in the WDM6 scheme in particular was 13 293 km 2 , approximately 4500 km 2 larger than that of the graupel-like simulation (8874 km 2 ). This variation was not as large as that resulting from graupel characteristics changes (a difference in 7263 km 2 between the graupel-like and hail-like simulations at 0900 UTC), but is still sizable and indicates that the effect of prognostic CCN and a doublemoment cloud water class on convective area size is not insignificant. However, full consideration of CCN FIG. 13. Area (31000 km 2 ) of (a),(b) stratiform (zoomed in) and (c) convective precipitation, either observed (via KTLX radar) or simulated, over the course of the system's life cycle. Convective precipitation was assumed to have reflectivity values of 40 dBZ or larger; stratiform precipitation is greater than 15 dBZ but less than 40 dBZ. Additional discussion of these calculations is provided in section 2c.
and cloud water effects is beyond the scope of this study. The Kessler system quickly developed a convective region; the simulated raindrops were not scavenged by ice crystals and grew in size rapidly (not shown). The convective region in the hail-like configuration was slowest to develop; the weak cold pool (Fig. 5 ) resulted in the system organizing only with difficulty. The WSM5, WDM5, and Ferrier schemes peaked in convective area later than the other graupel-inclusive schemes. The convective regions of those systems intensified and grew larger after additional cooling by melting and evaporation (Fig. 6a) was added, as the snow aloft finally fell below the melting layer in significant amounts.
The difference between peak values of stratiform region coverage in the WDM5 and the hail-like schemes, the simulations containing the largest (18 324 km 2 ) and smallest maximum areal values (5679 km 2 ), respectively, was 12 645 km 2 , or a percent difference of 105%. Given the deficiencies in simulations of stratiform regions documented in the literature (Rutledge and Houze 1987; Nicholls 1987; Szeto et al. 1988; Tao and Simpson 1989; Tao et al. 1993; Szeto and Cho 1994; Chin 1994; Gallus and Johnson 1995; Bryan and Morrison 2012) , large variations in the stratiform region are unsurprising.
Peak convective region sizes differed by 13 392 km 2 , or 150%; the peak graupel-like and hail-like convective coverage differed by 7920 km 2 , or 127%. Thus, it is clear that the area covered by simulated reflectivity returns is heavily dependent on the selected microphysics scheme. Microphysics scheme characteristics of variables other than graupel parameters had a larger effect here than on the other forecasting parameters: specifically, explicit prediction of cloud condensation nuclei concentration, a double-moment cloud water class, and the lack of ice as a variable. These effects are also more far reaching than just reflectivity values; cloud cover and ice or liquid water content changes also have significant radiation and surface water budget implications.
e. Accumulated precipitation Figure 14 displays the total accumulated system precipitation of each simulation, as well as the observed values taken from the Oklahoma Mesonet and the NCEP/Environmental Modeling Center (EMC) 4-km stage IV gridded analysis. The stage IV analysis was included due to the relatively large resolution of the Oklahoma Mesonet gauge network. Every simulation produced extraneous convection over northeast Oklahoma and southeastern Arkansas, which corresponded to observed convection over central Arkansas. Table 4 provides domain-mean accumulation totals, and the percentage of the domain area with total precipitation larger than 4 mm. Here, as in the wind gust calculations, ''domain'' was the domain subset shown in Fig. 4 , with northeast Oklahoma excluded to remove the extraneous convection. The domain mean and area coverage of the precipitation were underforecast in all simulations, largely because the simulated systems initiated as smaller, cellular convection, as opposed to larger, linear convection.
It is obvious from Fig. 14 that 1) the choice of the microphysics scheme configuration had an enormous effect on the resulting accumulated precipitation and 2) many of the simulations significantly overforecasted peak precipitation totals, although they underestimated the areal coverage. Regarding the overforecasting of peak totals, this was very likely due to the relatively large, yet currently used operationally, horizontal resolution of 3 km. Bryan and Morrison (2012) noted that as horizontal resolution decreases, more turbulence is explicitly resolved. Additionally, a larger number of smaller clouds is produced as opposed to a few large clouds, increasing the total cloud surface area. Both of these processes act to increase cloud water evaporation rates, and decrease precipitation efficiency accordingly. Thus, the schemes that produced lower precipitation totals should not necessarily be considered as having done a ''better'' job; if simulation resolution was decreased, those schemes could begin underpredicting.
Accumulated precipitation point maxima in each simulation vary from 36 mm in the WSM5 simulation to 237 mm in the hail-like simulation (Fig. 14) , compared to the observed maximum accumulation of 53 mm. This is a 558% increase from a simulation without graupel to a simulation with hail-like graupel at current operational model resolutions. Mean precipitation over the domain subset (Table 4) ranged from 1.32 (WDM5) to 4.80 (hail like) mm, a 264% increase. Areal coverage of accumulations greater than 4 mm varied from approximately 39 900 km 2 (or 12% of the domain subset, WDM5) to 54 100 km 2 (or 17% of the domain subset, graupel like), a variation of 30%. This has serious implications for warm-season quantitative precipitation forecasting (QPF), and suggests that forecasters should be aware of which microphysics scheme with its associated biases is being used to generate a precipitation forecast.
Microphysics configurations containing large, fastfalling, more hail-like graupel hydrometeors, such as the mid and hail-like configurations, produced the largest peak and domain mean precipitation accumulations due to the mean size effect (Table 4 ; Figs. 14j and 14k) . The fast fall speeds of the Lin scheme (Fig. 7b ) also resulted in larger accumulated precipitation amounts (Fig. 14c) . The areal coverage of this precipitation was smaller in these three schemes (Table 4) , however, due to the faster graupel fall speeds (Fig. 7b) . These simple changes in the graupel hydrometeor intercept parameter and fall speed alone accounted for almost all of the variation in accumulated precipitation. For example, the double-moment nature of the WDM5 and WDM6 rain distributions appeared to have little effect, in both peak and mean precipitation totals (Table 4 ). The larger amount of rainwater produced in these simulations (Figs. 9f and 9g ) was balanced by increased evaporation (Figs. 8f and 8g ) due to small mean graupel sizes (Fig. 7a) and increased raindrop concentrations (Fig. 10b) .
The double-moment Morrison scheme (Fig. 14f ) also did not produce more accumulated precipitation than the single-moment configurations. In Morrison et al. (2009 ), van Weverberg et al. (2012 , and Bryan and Morrison (2012) , the double-moment Morrison scheme simulation did produce more precipitation than the simulation with a modified single-moment Morrison scheme. In those studies, the double-moment simulation allowed the concentrations of small rain hydrometeors to decrease in the stratiform region, yielding less evaporation and more precipitation. In this study, the smaller graupel size and slower fall speed in the Morrison scheme (Fig. 7) allowed more time for melting and evaporation (Fig. 8e) , counteracting the decreased evaporation rates due to smaller concentrations of small raindrops (Fig. 10a) did allow the system to produce a large precipitation area (Table 4) .
The large values of accumulated precipitation produced by the Kessler scheme agree with the study by Gilmore et al. (2004a) . In that study, the increased Kessler rainfall totals were a result of the faster raindrop production rate by cloud droplet accretion and autoconversion. These increased raindrop production rates are a unique feature of the Kessler scheme. In the Gilmore et al. (2004a) study a comparison simulation was run using the Lin scheme with only liquid; that simulation produced approximately 40% less precipitation than the simulation using the Lin scheme that included ice. Thus, removal of ice alone would not act to increase precipitation.
In summary, the size of the graupel hydrometeors played the largest role in modifying precipitation totals in these sensitivity tests, more so than the single-or double-moment nature of the graupel or rain classes. Peak precipitation totals differed by a factor of almost 150% due to these variations; domain-mean totals by 114%.
Conclusions
The 13 March 2003 bow echo mesoscale convective system over Oklahoma was simulated using the Advanced Research Weather Research and Forecasting model (WRF-ARW v3.2.1). Eight different microphysics schemes were utilized to examine and quantify the differences produced by these variations within the case study simulations, specifically regarding the graupel hydrometeor class (or lack thereof). The Kessler, Ferrier, WRF single-moment five-class, WRF double-moment fiveclass, Lin, WRF double-moment six-class, and Morrison schemes were used unaltered from the standard WRF settings. Three different configurations of the WRF single-moment six-class scheme were employed, modifying the graupel hydrometeor distribution intercept and density to make the hydrometeor class more graupel like or hail like.
Five operational forecasting parameters were selected to examine the resultant effects of changes to the graupel parameter on a bow echo simulation: time of initiation of bowing, 10-m wind gust speed, system speed, convective and stratiform area coverage, and total accumulated precipitation. Significant variations were observed in all of these parameters depending on the microphysical parameterization used. The schemes with smaller, more numerous, and slower-falling graupel hydrometeors produced much larger microphysical cooling rates, due to the increased surface area-to-volume ratio of the hydrometeors, and the increased time allowed for sublimation, melting, and evaporation from the slower fall speeds.
The time of bowing initiation was strongly affected. The largest impact was from the graupel-hail modifications: the graupel-like system bowed 105 min earlier than the hail-like system. As noted in Adams-Selin et al. (2013) , the increased cooling associated with the graupellike graupel hydrometeor resulted in faster development of bowing. In general, systems with smaller, lighter graupel hydrometeors also had stronger 10-m wind gusts (73% stronger), due to the increased lowlevel downdrafts from higher microphysical cooling rates. Peak wind gusts ranged from 16.1 to 30.5 m s 21 ;
this interval includes the National Weather Service severe thunderstorm wind gust criterion of 26 m s
21
. The increased cooling rates also resulted in faster system speeds (a difference of 27%).
Systems with heavier, less numerous, and faster-falling graupel (or hail like) hydrometeors had a much higher precipitation efficiency, producing peak accumulated precipitation values over 6 times larger than those in systems simulated using schemes with smaller, slowerfalling, more graupel-like hydrometeors. Accumulated precipitation was by far the parameter most sensitive to graupel variations examined in this study. Changing the graupel parameter to be more graupel like or hail like had a larger effect than even switching between single-and double-moment rain or graupel distributions, or removing graupel altogether. This is particularly important when considering that the graupel intercept and fall speed parameters in current microphysics schemes are selected largely arbitrarily due to the lack of observed data and suggests that a field program or other detailed observations of these parameters is warranted. The total size of the convective and stratiform regions also varied significantly in relation to changes in the microphysics scheme. The difference between the largest and smallest peak simulated stratiform region areas was 105%; between convective areas, it was 150%. However, the change in convective areas was also partially due to the inclusion of cloud condensation nuclei as a prognostic variable and double-moment rain and cloud water classes. Among the modified WSM6 configurations designed to test graupel sensitivity specifically, peak stratiform (convective) region sizes varied by 65% (127%).
Thus, it is clear that simple modifications to how graupel is represented within a microphysics scheme used to simulate a case study can have substantial effects on the resulting convective system. This has serious implications for operational forecasting and suggests that forecasters should be aware of which microphysical parameterization-and its associated biases-is being used to produce the model forecast being evaluated. Multiphysics ensembles should also be constructed in a way that incorporates complementary biases. For example, the WDM6 scheme has a graupel parameter with a generally small mean size and therefore strong cold pools. If that scheme is included in an ensemble, a microphysics scheme with a double-moment graupel distribution that allows for a large mean graupel size should also be included, for balance.
This work focused on effects of variations in the graupel hydrometeor class. However, it is obvious that there are multiple other factors within these microphysics schemes that affect operational parameters. Differences caused by changes in the raindrop distribution and concentration, through both single-and double-moment schemes and the introduction of prognostic cloud condensation nuclei, should be more fully examined. This is particularly needed within the ongoing work to couple microphysics schemes with the WRF chemistry model (WRF/Chem; Ward and Cotton 2011). Quantified variations and comparison to observations of many of the recent idealized hail-graupel comparison studies (Morrison and Milbrandt 2011; van Weverberg et al. 2012) would also be useful, especially the modifications of the graupel class from single to double moment, in light of the strong sensitivity to graupel changes the forecasting parameters had in this study. Finally, this case study was of a unique convective mode: other case study comparisons of different convective modes or nonconvective precipitation would also be instructive.
