











































見落とし率 (FN率)で 16.53%の改善効果を確認した. これらの結果から,ツイート中
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パス」(BCCWJ: Balanced Corpus of Contemporary Written Japanese) [4]を構築してい
る. 11ジャンルには,インターネット上で使われる口語に近い書き言葉を収集す







情報学研究所 (NII) 提供版 ver2.1」(以下「Yahoo! 知恵袋データ」と略す)を使用
した. Yahoo! 知恵袋データには,期間 2004/4/1 2009/4/7の質問 16,257,413件と回






4 質問タイトル Hzと Bitについて教えてください。
5 質問本文 CPUには、Hzという単位と Bitという単位があります。…
6 質問者 ID e21c239239317d4c5242919d029e142c3cc47463
7 付随回答の回答数 2
8 質問のステータス 27
9 質問投稿日 2009/3/31 23:59:55
10-25 質問解決日,投票制になった日,役に立つ質問に選択されてるかどうか,質問す
る際にかける知恵コイン,「BAにふさわしくない」に投票された数,総投票数,
画像の枚数,モバイルフラグ, 自動カテゴライズ使用可否, 補足有無, お礼有無,
補足内容,補足日付,お礼内容,お礼日付,お礼アイコン
図 2.1: Yahoo! 知恵袋データのレイアウト
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2.1.1 省略の問題と事例
















図 2.2と図 2.3を比べると,下線部を補った図 2.2の方が,下線部周辺の単語や句
の意味的な曖昧性が解消され,意味をより正確に解釈できる印象を持つかも知れ
ない. 通常,人は,与えられた言語表現に対して,知識を適用し,その意味を解釈し































在する [8]. 3章では,口語的な表現を多く含む Yahoo! 知恵袋の質問テキストと,
口語的でないテキストを多く含むWikipediaの日本語テキストの省略傾向を比較
した予備実験とその結果を示すが,予備実験では口語的な表現を多く含む質問テ



























































































り返されることを示している. D は文書数, K はトピック数, Nd は文書 d内の総
単語数を示している. と はそれぞれ文書ごとのトピックの多項分布パラメー
タとトピックごとの単語の多項分布パラメータである. と  はそれぞれ と 












1. 各トピック k = 1;    ; Kについて:
(a) ディリクレ分布に従って単語分布 kを生成
k  Dir()
2. 各文書 d = 1;    ; Dについて:
(a) ディリクレ分布に従ってトピック分布 dを生成
d  Dir()





なお, k はトピック k の単語分布, d は文書 dのトピック分布, zd;n は文書 dの













P (zd;njd)P (wd;njzd;n) (2.1)
未知パラメータの推定には様々な方法が提案されているが,本研究では十分な
反復回数が得られれば高い精度でモデル推定が行えることで知られる Griffiths
ら [18]の Collapsed Gibbs sampling を用いる. LDA のモデルには  と  が存在す
るがこれを積分によって消去し, と が現れない形でギプス・サンプリングの
更新式を求めるのが Collapsed Gibbs samplingの考え方である.式 (2.2)に Collapsed
Gibbs samplingによるギプス・サンプリングの更新式を示す.
P (zi = kjZni;W ) / Ndkni + 
Ndni + K
 Nkwini + 
Nkni + V
(2.2)
ここで, zi は文書 dにおける n番目の単語のトピックを表し, Zni はトピック集
合Z からトピック zi を除いたものを表す. また, Ndk は文書 dにおけるトピック
k が割り当てられた単語数で, Nd はこれをすべての k について足し上げたもの
である. Nkw はトピック kにおける単語 wの出現回数で, Nk はこれをすべてのw
について足し上げたものである.どちらともに niは,文書 dの n番目の単語を除
いた時の数または回数を表す. ギプス・サンプリングによって得られたサンプル
から,各文書のトピック分布 と各トピックの単語分布 の予測分布を計算する
ことができ,文書 dにおいてトピック kが生成される確率の推定量 ^kd ,トピック k
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[38, 39, 40, 41, 42, 43, 44]の研究などがある.
「東日本大震災後の Twitterの利用動向の分析」







ためのユーザー属性推定の研究 [49, 50, 51, 52, 53, 54, 55, 56, 57]や,他のユー
ザーの発言に影響を与えるユーザー (「インフルエンサー」や「オーソリ
ティ」と呼ばれる)の発見のためのユーザー影響力推定の研究 [58, 59, 60]な
どがある.
　また,商品開発などで有用な「ポジティブ」「ネガティブ」「中立」かといっ
たユーザーの評価によってツイートを分類する評判分析 [61, 62, 63, 64, 65]
の研究や,発言に表れるユーザーの感情によってツイートを分類する感情分
析 [66]の研究,流行把握のためのトレンド分析の研究 [67, 68, 69]などがある
「トピック推定」「話題分類」「自動要約」
発言内容に注目した研究として,トピック (=ユーザーの関心)を推定する研
究 [70, 71, 72, 73]や,発言内容に応じてツイートを分類する話題分類の研究




ツイートがスパムかどうか,人間かボットかどを判定する研究 [80, 81, 82, 83,
84, 85]などがある.
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近年, Twitterに 2.1.4節で説明したトピックモデルや LDAを適用した研究が数
を増しており,様々なトピックモデルが提案されている. 例えば, Paulと Dredze[25]
は,病気の流行を早期に把握するため,トピックモデルを用いた教師あり機械学習
による分類器を使って Twitter の内容が病気に関係するかどうかを判別した. 彼
らは疾患をある種のトピックと見立てて,健康関連のツイートから LDA を用い








また,トピックモデルや LDA を拡張した研究も多く報告されている. 例えば,
Ramageら [71]は,ハッシュタグなどツイートについている情報を教師情報として
利用できるように拡張した Labeled LDA を提案し, 通常の LDA を上回る性能を
示した. しかし,ハッシュタグのないツイートなども多く使用できる範囲は限定
される. 通常,ツイートは手紙や報告書などに比べて短いため, LDA などの一般
的なトピックモデルでは十分に意味を捉えることができないため, LDAをツイッ
ターに対して適用する場合, 1ツイートを 1文書とせず,著者トピックモデル [86]
の考えのもとユーザーの全ツイートを 1文書として扱う方法も用いられている.






案した Topic Tracking Modelの機構を Twitter-LDAに加え,ユーザーの興味と話題















































































































ある. 一方,近年,トピックモデルや LDAを適用した研究が数を増しており, Twitter
を対象とした様々なトピックモデルが提案されていることを確認した. 中でも,1
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表 2.3: Yahoo! 知恵袋データ中の質問件数 (月別)
収録期間: 2004年 4月2009年 3月
カテゴリー 2004年 2005年 2006年 2007年 2008年 2009年
エンターテイン
メントと趣味
133,181 272,482 257,003 416,476 1,040,875 428,326
暮らしと生活ガ
イド
101,089 206,616 255,545 340,745 588,623 188,247
インターネット、
PCと家電
111,543 234,562 218,588 350,687 539,732 185,433
健康、美容とファ
ッション
113,766 228,966 209,799 285,594 550,679 171,560
スポーツ、アウト
ドア、車
76,076 179,398 198,281 269,571 487,855 161,136
教養と学問、サイ
エンス
94,004 174,159 185,845 237,849 412,874 130,837
生き方と恋愛、人
間関係の悩み
63,753 156,153 99,790 211,719 514,483 157,460
Yahoo! JAPAN 167,421 260,043 103,939 145,613 186,662 54,571
子育てと学校 47,027 126,394 96,330 144,246 285,082 97,366
地域、旅行、お出
かけ
40,607 92,577 95,668 141,692 276,976 99,522
ニュース、政治、
国際情勢
31,367 94,204 82,284 132,335 209,302 58,456
ビジネス、経済と
お金
30,650 70,033 66,132 106,450 194,765 64,485
職業とキャリア 26,813 57,623 52,959 93,235 180,774 61,227
その他 31,566 52,089 43,884 64,821 131,379 43,209
マナー、冠婚葬祭 23,684 47,609 47,408 67,364 116,002 35,567
コンピュータテク
ノロジー
107 1,547 9,571 19,053 37,027 10,503
合計 1,092,654 2,254,455 2,023,026 3,027,450 5,753,090 1,947,905
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表 2.4: Yahoo! 知恵袋データ中の質問件数 (合計と構成比)
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Twitter-LDA が従来の LDA と同様にツイー
トされる時間的な順序を考慮できない点に



























































































れていたデータ 576,841件 (表 2.3および表 2.4を参照)を使用した. 表 3.1には,使
用した Yahoo! 知恵袋データの一部を例示した. 一方,口語的でないテキストを多
く含むデータとして, 2012年 8月時点で公開されていたWikipediaの日本語デー





(a) 「Aの B」の名詞句中の「名詞 Bの省略」をカウントする方法
 
ステップ 1: 省略前の形をした表現の集合 Xを収集する
実験データから「名詞A–の–名詞B–格助詞–動詞」のパタンにマッチす
る表現をすべて収集し,重複を排除する. これを表現集合 Xとする.
ステップ 2: 省略後の形をした表現の集合 Yを収集する
実験データから「(“の”以外)–名詞–格助詞–動詞」のパタンにマッチする
表現をすべて収集し,重複を排除する. これを表現集合Yとする.
ステップ 3: 省略表現の候補集合 X’を人工的に作成する
ステップ 1で収集した表現集合 Xから「の–名詞 B」部分を人工的に除
いた「名詞A–格助詞–動詞」表現を作成し,重複を排除する. これを省略
表現の候補集合 X’とする.


























































































ステップ 1 ステップ 2:
実施後の (a)のデータが利用できるため,割愛.








B–格助詞–動詞」のパタンにマッチする事例は, Yahoo! 知恵袋データから 205,788
件の事例 (一部を表 3.3に例示した), Wikipediaデータから 859,707件の事例 (一部
を表 3.4に例示した)が見つかった. ここから「名詞 A–の–名詞 B–格助詞–動詞」
の表現部分を取り出し,重複を除いて収集したところ, Yahoo! 知恵袋データから
139,786種類の表現 (出現頻度順で先頭から一部を表 3.5に例示した), Wikipedia
データから 769,034種類の表現 (出現頻度順で先頭から一部を表 3.6に例示した)
を収集した. これを表現集合 Xとする.
同様に,ステップ 2を実施したところ,省略後の形をした「(前が “の”以外)–名詞–
格助詞–動詞」のパタンにマッチする事例は, Yahoo! 知恵袋データから 1,228,067
件の事例 (先頭から一部を表 3.7に例示した), Wikipediaデータから 3,538,618件の
事例 (先頭から一部を表 3.8に例示した)が見つかった. ここから「名詞–格助詞–
動詞」の表現部分を取り出し,重複を除いて収集したところ, Yahoo! 知恵袋デー
タから 289,7116種類の表現 (省略前の形での出現頻度順で先頭から一部を表 3.9
に例示した), Wikipedia データから 1,578,125種類の表現 (省略前の形での出現頻
度順で先頭から一部を表 3.10に例示した)を収集した. これを表現集合 Yとする.
ステップ 3では,名詞 Bの省略については,ステップ 1で収集した表現集合 Xか
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表 3.3: 「名詞A–の–名詞 B–格助詞–動詞」にマッチした事例 (Yahoo! 知恵袋)
質問番号 修飾語 接続助詞 被修飾語 格 用言
113621 Ｔｈｉｎｋｐａｄ の キーボード が 使う
113736 バージョン の 呼び名 に ついて
113831 ご存じ の 方 が いらっしゃる
103885 プレーヤー の 残存 が あらわれる
143904 バッテリーメータ の 表示設定 を やる
123967 対応 の ＬＡＮカード と いう
123662 ２出力タイプ の ＶＧＡ切換器 を 探す
123662 ２つ の モニタ を 使う
114081 画面 の 画像 を 換える
124157 パソコン の 時刻 を 合わせる
124157 １０時間ほど前 の 時刻 に なる
114191 もと の 状態 に もどす
104380 上下 の 間隔 が 開く
104505 ４月 の 現在 に なる
114641 図形 の 円 を 描く
114641 ＧＵＩ の プログラム を 欠かせる
134668 ご存知 の 方 が おる
144689 アプリ の 専用 と する
134703 パソコン の 進化 に 驚く
134703 ＤＶ の ＤＶＤ製作 を 加える
114791 登録 の 仕方 を 教える
124802 パソコン の 画面 で 見る
134833 プリンタ の 解像度 に 合わせる
114876 ファイアウォール の 効果 が ある
134888 英語 の サイト が 立つ
134913 バージョンアップ の 仕方 が 分かる
114926 ３ の 起動ランプ が ある
144999 パソコン の 画面 で 見る
115011 漢字変換候補 の 中 から 選ぶ
115051 下 の 質問 に ついて
:
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表 3.4: 「名詞A–の–名詞 B–格助詞–動詞」にマッチした事例 (Wikipedia)
NO. 修飾語 接続助詞 被修飾語 格 用言
2 人間 の 音声 に よる
2 ため の 記号体系 を 指す
3 声 の 代替 と する
6 ヘブライ語 の 例 を 除く
10 多く の 賛成 を 得る
11 方言 の 区別 に ついて
11 非標準語 の 関係 に ある
12 漢語 の 方言 と する
14 一部 の 国 で 話す
15 大多数 の 日本人 に 向ける
16 語法 の 模倣 を 通ずる
17 偽言語比較論 の 範疇 に 収まる
21 近似 の 鼻母音 に なる
22 日本語 の 東西 の 違う
23 多く の 場合 に おく
23 アクセント の 型 に まとめる
24 ７ の 文 に ついて
27 学校文法 の 区分 に 従う
32 文 の 成分 と する
33 品詞 の 特徴 を 形作る
39 誤解 の もと に なる
42 二人称代名詞 の 使用 が 避ける
48 語彙 の 中核部分 を 占める
49 心地 の 言葉 を 書き表す
49 方言 の 音韻体系 を 記す
54 敬語 の 面 から 言う
57 彼 の こと を 話す
57 自分 の 身内 に 対する
65 東西 の 差異 が 取る
67 形式化 の 度合い を 強める
:
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表 3.5: Xに収集した省略前の形をした表現の一部 (Yahoo! 知恵袋)
順位 名詞 A-の-名詞 B-格助詞-動詞 頻度 構成比 %
1 パソコン –の –電源 –を –入れる 1,465 0.71
2 ご存知 –の –方 –が –いらっしゃる 976 0.47
3 パソコン –の –購入 –を –考える 699 0.34
4 パソコン –の –電源 –を –切る 676 0.33
5 システム –の –復もと –を –する 670 0.33
6 ノートパソコン –の –購入 –を –考える 504 0.24
7 ご存知 –の –方 –が –いる 484 0.24
8 パソコン –の –音 –が –出る 462 0.22
9 パソコン –の –電源 –が –入る 327 0.16
10 設定 –の –仕方 –を –教える 307 0.15
11 メモリ –の –増設 –を –する 288 0.14
12 メモリ –の –増設 –を –考える 286 0.14
13 メモリ –の –増設 –に –ついて 222 0.11
14 もと –の –状態 –に –もどす 220 0.11
15 パソコン –の –電源 –が –切れる 218 0.11
16 ご存知 –の –方 –が –おる 208 0.10
17 パソコン –の –電源 –が –落ちる 205 0.10
18 パソコン –の –電源 –を –落とす 191 0.09
19 パソコン –の –メモリ –に –ついて 171 0.08
20 もと –の –サイズ –に –もどす 168 0.08
21 ＯＳ –の –再インストール –を –する 165 0.08
22 パソコン –の –電源 –を –つける 164 0.08
23 ご存じ –の –方 –が –いらっしゃる 155 0.08
24 パソコン –の –中 –に –入る 140 0.07
25 削除 –の –仕方 –を –教える 140 0.07
26 設定 –の –仕方 –が –わかる 139 0.07
27 中古 –の –パソコン –を –買う 133 0.06
28 パソコン –の –中 –に –ある 129 0.06
29 パソコン –の –電源 –を –いれる 127 0.06
30 故障 –の –原因 –に –なる 123 0.06
:
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表 3.6: Xに収集した省略前の形をした表現の一部 (Wikipedia)
順位 名詞 A–の–名詞 B–格助詞–動詞 頻度 構成比 %
1 ２０００年 –の –国勢調査 –に –よる 1,083 0.13
2 １８歳以上 –の –女性１００人ごと –に –対する 750 0.09
3 １８歳以上 –の –女性１００人 –に –対する 247 0.03
4 小 –の –月 –を –示す 238 0.03
5 もと –の –姿勢 –に –もどる 217 0.03
6 相対式２面２線 –の –ホーム –を –持つ 206 0.02
7 独身 –の –居住者 –が –住む 178 0.02
8 瀕死 –の –重傷 –を –負う 152 0.02
9 ２０００年 –の –国勢調査 –に –おける 149 0.02
10 １８歳未満 –の –子ども –と –暮らす 143 0.02
11 多く –の –観光客 –が –訪れる 137 0.02
12 島式１面２線 –の –ホーム –を –持つ 135 0.02
13 近隣 –の –都市 –と –する 132 0.02
14 後進 –の –指導 –に –当たる 131 0.02
15 ソフトウェア –の –更新 –で –なされる 126 0.01
16 特定 –の –条件 –を –満たす 110 0.01
17 一部 –の –例外 –を –除く 105 0.01
18 父 –の –後 –を –継ぐ 104 0.01
19 単式１面１線 –の –ホーム –を –持つ 100 0.01
20 偏旁 –の –意符 –と –する 100 0.01
21 後進 –の –指導 –に –あたる 99 0.01
22 批判 –の –対象 –と –なる 96 0.01
23 桜 –の –名所 –と –する 94 0.01
24 郡 –の –選挙 –で –選ぶ 91 0.01
25 絶滅 –の –危機 –に –瀕する 90 0.01
26 計２面３線 –の –ホーム –を –持つ 88 0.01
27 合計２面３線 –の –ホーム –を –持つ 88 0.01
28 平成 –の –大合併 –に –よる 88 0.01
29 地域 –の –領有権 –に –関する 86 0.01
30 活動 –の –場 –を –移す 81 0.01
:
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表 3.7: 「名詞–格助詞–動詞」のパタンにマッチした事例 (Yahoo! 知恵袋)
質問番号 “の”以外 名詞 格 用言
13153 を 購入しょう と 思う
13153 、 ハイブリット と 書く
13153 か 意味 が ある
122677 バーコード作成ソフト を 探す
122762 方法 を 教える
133613 と 保護エラー と なる
113656 　 ソフト を 探す
113656 、 イメージ が 壊れる
113656 する 機能 に 欠ける
113676 、 パソコン の 動く
113676 か 方法 が ある
103725 詳しい 解説 が 載る
133728 、 デメリット を 教える
113831 、 ＤＯＳソフト が 動く
113831 見た こと が ある
133723 は ファイル の 関連付ける
133723 、 ブラウザ で 開く
103885 ｒｅａｌｏｎｅ プレーヤー を 使う
103885 立ち上げ 画面 に もどす
103885 この オンボードメモリ と いう
123912 手頃な 価格帯 が ある
123912 もどる こと が 出来る
123912 または お店 を 知る
123912 る 方 が いる
123967 ノートパソコン で 使う
123967 使う 事 の できる
123967 ので 製品 と する
123967 ような 気 が する
113986 手頃な 価格帯 が ある
113986 もどる こと が 出来る
:
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表 3.8: 「名詞–格助詞–動詞」のパタンにマッチした事例 (Wikipedia)
NO. “の”以外 名詞 格 用言
1 に 縦線 を 引く
1 れた もの が 使う
1 れる こと が ある
2 よる 音声言語 を 指す
3 、 相互作用 を 統べる
3 、 声 に まつわる
3 まつわる 部分 を 指す
3 おおよそ 声 に よる
4 は 形態 に おく
4 、 文法用語 に よる
4 いう 立場 を とる
4 は 手話 と いう
4 、 用語 に よる
4 が 一般的 と なる
4 が プログラム に のぼる
5 など 声 に よる
5 、 コミュニケーション を 統べる
5 統べる 規則 が ある
5 を 言語 と 呼ぶ
5 呼ぶ こと が ある
6 は 母語 と する
6 を 前提 と する
6 や 他言語 に よる
6 よる 吸収 に よる
6 なる こと が ある
6 は 死語 と 呼ぶ
6 再び 母語 と する
7 ような 説 を 唱える
8 した 年代 を 割り出す
9 する 瞬間 が とらえる
:
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表 3.9: Yに収集した省略後の形をした表現の一部 (Yahoo! 知恵袋)
順位 名詞-格助詞-動詞 頻度 構成比 %
1 方法 –を –教える 14,100 1.15
2 こと –が –できる 12,572 1.02
3 こと –が –ある 7,611 0.62
4 パソコン –を –買う 7,374 0.60
5 方法 –が –ある 6,162 0.50
6 電源 –を –入れる 5,280 0.43
7 気 –が –する 4,860 0.40
8 気 –に –なる 4,549 0.37
9 こと –が –出来る 4,505 0.37
10 もと –に –もどす 4,161 0.34
11 修理 –に –出す 4,109 0.33
12 メッセージ –が –出る 3,851 0.31
13 音 –が –出る 3,842 0.31
14 もの –が –ある 3,806 0.31
15 パソコン –を –使う 3,564 0.29
16 電源 –を –切る 3,349 0.27
17 こと –に –なる 3,327 0.27
18 エラー –が –出る 3,298 0.27
19 時間 –が –かかる 3,223 0.26
20 状態 –に –なる 3,218 0.26
21 もと –に –もどる 3,024 0.25
22 パソコン –に –ついて 2,998 0.24
23 音 –が –する 2,962 0.24
24 パソコン –に –取る 2,928 0.24
25 表示 –が –出る 2,805 0.23
26 問題 –が –ある 2,805 0.23
27 パソコン –を –立ち上げる 2,666 0.22
28 方 –が –いる 2,619 0.21
29 の –が –ある 2,505 0.20
30 キー –を –押す 2,454 0.20
:
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表 3.10: Yに収集した省略後の形をした表現の一部 (Wikipedia)
順位 名詞-格助詞-動詞 頻度 構成比 %
1 こと –が –できる 34,879 0.99
2 こと –に –なる 31,198 0.88
3 こと –が –ある 18,032 0.51
4 こと –に –よる 15,342 0.43
5 こと –と –なる 15,329 0.43
6 中心 –と –する 7,676 0.22
7 こと –が –出来る 6,001 0.17
8 もの –と –する 5,945 0.17
9 場合 –が –ある 5,794 0.16
10 目的 –と –する 5,636 0.16
11 もの –が –ある 5,422 0.15
12 の –に –対する 4,733 0.13
13 影響 –を –与える 4,425 0.13
14 もの –と –なる 3,397 0.10
15 現在 –に –至る 2,878 0.08
16 こと –を –知る 2,835 0.08
17 事 –に –なる 2,700 0.08
18 こと –に –する 2,295 0.06
19 対象 –と –する 2,211 0.06
20 影響 –を –受ける 2,189 0.06
21 結果 –と –する 2,180 0.06
22 手 –に –入れる 2,161 0.06
23 役割 –を –果たす 2,096 0.06
24 こと –を –示す 1,958 0.06
25 日本 –に –おく 1,929 0.05
26 問題 –と –なる 1,827 0.05
27 こと –が –あう 1,775 0.05
28 傾向 –が –ある 1,759 0.05
29 事 –と –なる 1,727 0.05
30 もの –と –考える 1,698 0.05
:
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ら「の–名詞 B」部分を人工的に除いた表現を作成し,そこから重複を除きいたも
のを Yahoo! 知恵袋データから 92,270種類の表現, Wikipediaデータから 607,130種
類の表現を収集した. 名詞 Aの省略については,同様に表現集合 Xから「名詞 A
–の」部分を人工的に除いて作成した表現を重複を除き, Yahoo! 知恵袋データか
ら 92,270種類の表現, Wikipediaデータから 607,130種類の表現を収集した. これ
をそれぞれ省略表現の候補集合 X’とする.
最後のステップ 4では,名詞 Bの省略については,省略表現 X’ のうち,表現集
合Yの中にも存在するものがあれば「省略形」とみなす方法でしカウントを行
い, Yahoo! 知恵袋データから 23,021種類 (Bの省略としたものを表 3.11, Bの省略
でないものを表 3.12にそれぞれ省略前の形での出現頻度順で一部を例示した),
Wikipediaデータから 81,587種類 (Bの省略としたものを表 3.13, Bの省略でない
ものを表 3.14にそれぞれ省略前の形での出現頻度順で一部を例示した)の省略形
を発見した.
同じ方法により,名詞 Aの省略についても, Yahoo! 知恵袋データから 30,785種
類 (Aの省略としたものを表 3.15, Aの省略でないものを表 3.16にそれぞれ省略
前の形での出現頻度順で一部を例示した), Wikipediaデータから 131,569種類 (A
の省略としたものを表 3.17, Aの省略でないものを表 3.18にそれぞれ省略前の形
での出現頻度順で一部を例示した)の省略を発見した.
3.2. 実験方法 45
表 3.11: Bの省略がある表現の一部 (Yahoo !知恵袋)
順位 Bを省略した形 省略前の頻度 省略形の頻度
1 パソコン –に –ついて 3,636 2,998
2 パソコン –を –入れる 1,657 28
3 もと –に –もどす 944 4,161
4 パソコン –を –考える 843 11
5 システム –を –する 696 1
6 パソコン –を –切る 688 77
7 ノートパソコン –に –ついて 660 392
8 パソコン –を –する 627 405
9 パソコン –が –出る 553 29
10 ノートパソコン –を –考える 538 18
11 もと –に –もどる 433 3,024
12 ＮＥＣ –を –使う 410 21
13 パソコン –に –ある 406 311
14 設定 –を –教える 401 106
15 パソコン –が –壊れる 384 1,637
16 メモリ –に –ついて 380 350
17 オススメ –を –教える 379 136
18 パソコン –が –入る 345 5
19 メモリ –を –する 339 2
20 パソコン –を –見る 330 208
21 エクセル –に –ついて 319 704
22 ＣＰＵ –に –ついて 317 525
23 オススメ –が –ある 300 163
24 ＨＤＤ –に –ついて 289 344
25 パソコン –と –する 282 140
26 ノートパソコン –が –壊れる 256 178
27 ファイル –を –する 248 8
28 中古 –を –買う 247 66
29 パソコン –が –切れる 241 31
30 画面 –に –ある 235 27
:
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表 3.12: Bの省略がない表現の一部 (Yahoo !知恵袋)
順位 Bを省略した形 省略前の頻度 省略形の頻度
1 ご存知 –が –いらっしゃる 981 N/A
2 ご存知 –が –いる 492 N/A
3 メモリ –を –考える 324 N/A
4 ＯＳ –を –する 222 N/A
5 削除 –を –教える 214 N/A
6 ご存知 –が –おる 211 N/A
7 データ –を –する 200 N/A
8 ご存じ –が –いらっしゃる 157 N/A
9 ＤＶＤ –を –する 148 N/A
10 過去 –を –見る 137 N/A
11 パソコン –を –押す 127 N/A
12 変更 –を –教える 126 N/A
13 皆さん –を –聞く 120 N/A
14 くらい –が –ある 106 N/A
15 パソコン –を –上げる 103 N/A
16 くらい –が –かかる 100 N/A
17 ドライブ –を –する 100 N/A
18 程度 –が –ある 100 N/A
19 メモリー –を –する 98 N/A
20 履歴 –を –する 98 N/A
21 ため –を –教える 97 N/A
22 インストール –を –教える 91 N/A
23 自分 –に –入る 82 N/A
24 ハードディスク –を –する 80 N/A
25 とき –を –教える 79 N/A
26 下記 –を –する 76 N/A
27 方 –を –聞く 75 N/A
28 ため –が –ある 74 N/A
29 付属 –を –使う 72 N/A
30 ＮＥＣ –が –出る 71 N/A
:
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表 3.13: Bの省略がある表現の一部 (Wikipedia))
順位 Bを省略した形 省略前の頻度 省略形の頻度
1 ため –と –する 1,388 271
2 多く –が –ある 740 6
3 初 –と –なる 733 368
4 ２つ –が –ある 578 14
5 もと –に –もどる 564 284
6 一部 –を –除く 480 517
7 一つ –と –する 382 59
8 日本 –に –おく 364 1,929
9 ３つ –が –ある 358 11
10 日本 –と –する 297 17
11 彼 –に –よる 292 198
12 複数 –が –ある 282 1
13 多く –を –残す 275 1
14 多数 –が –ある 267 11
15 兄弟 –と –する 257 21
16 多く –に –おく 250 5
17 際 –と –する 241 1
18 その他 –と –する 234 2
19 日本 –に –よる 227 137
20 初 –と –する 215 3
21 日本 –に –おける 213 1,355
22 自分 –と –する 210 9
23 父 –を –継ぐ 210 11
24 ため –と –なる 207 5
25 チーム –と –する 200 143
26 彼 –と –する 199 7
27 複数 –に –よる 196 3
28 ４つ –が –ある 193 9
29 ひとつ –と –する 190 14
30 二つ –が –ある 190 5
:
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表 3.14: Bの省略がない表現の一部 (Wikipedia)
順位 Bを省略した形 省略前の頻度 省略形の頻度
1 ２０００年 –に –よる 1,122 N/A
2 １８歳以上 –に –対する 1,005 N/A
3 多く –が –訪れる 364 N/A
4 多く –に –よる 313 N/A
5 多く –を –集める 239 N/A
6 小 –を –示す 238 N/A
7 多く –を –持つ 234 N/A
8 間 –と –する 223 N/A
9 １８歳未満 –と –暮らす 217 N/A
10 相対式２面２線 –を –持つ 212 N/A
11 初 –を –果たす 209 N/A
12 多く –を –出す 207 N/A
13 独身 –が –住む 182 N/A
14 ため –が –ある 162 N/A
15 ほど –を –持つ 161 N/A
16 瀕死 –を –負う 160 N/A
17 多く –が –集まる 157 N/A
18 ため –を –行く 149 N/A
19 近隣 –と –する 144 N/A
20 一定 –を –満たす 140 N/A
21 ２度目 –を –果たす 139 N/A
22 一定 –が –ある 139 N/A
23 後進 –に –当たる 139 N/A
24 島式１面２線 –を –持つ 139 N/A
25 多く –を –生む 136 N/A
26 一定 –を –得る 133 N/A
27 ため –を –行う 132 N/A
28 人口 –を –占める 132 N/A
29 多く –で –賑わう 131 N/A
30 一定 –を –持つ 127 N/A
:
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表 3.15: Aの省略がある表現の一部 (Yahoo !知恵袋)
順位 Aを省略した形 省略前の頻度 省略形の頻度
1 購入 –を –考える 2,760 578
2 電源 –を –入れる 1,984 5,280
3 仕方 –を –教える 1,849 132
4 パソコン –を –使う 1,529 3,564
5 電源 –を –切る 1,236 3,349
6 方 –が –いらっしゃる 1,196 1,810
7 パソコン –を –買う 1,177 7,374
8 方法 –を –教える 971 14,100
9 仕方 –が –わかる 825 68
10 中 –に –ある 750 136
11 復もと –を –する 730 120
12 状態 –に –もどす 707 230
13 ノートパソコン –を –使う 633 1,169
14 音 –が –出る 616 3,842
15 方 –が –いる 602 2,619
16 電源 –が –入る 585 1,579
17 設定 –を –する 563 1,316
18 画面 –に –なる 554 1,580
19 画面 –が –出る 547 1,768
20 増設 –を –考える 496 159
21 中 –に –入る 473 329
22 増設 –を –する 457 103
23 仕方 –が –分かる 445 35
24 ボタン –を –押す 443 1,706
25 増設 –に –ついて 387 44
26 質問 –を –する 386 1,848
27 もの –が –ある 362 3,806
28 パソコン –が –ある 347 805
29 設定 –に –ついて 340 47
30 プロパティ –を –見る 338 283
:
50 第 3章 口語的な表現を含むテキストの省略傾向
表 3.16: Aの省略がない表現の一部 (Yahoo! 知恵袋))
順位 Aを省略した形 省略前の頻度 省略形の頻度
1 件 –で –教える 37 N/A
2 画面設定 –を –開く 28 N/A
3 仕方 –が –違う 27 N/A
4 前 –に –座る 26 N/A
5 ほう –に –あう 25 N/A
6 計算式 –に –ついて 21 N/A
7 構文 –が –間違う 19 N/A
8 種類 –を –調べる 19 N/A
9 方 –に –あう 19 N/A
10 代わり –に –使う 18 N/A
11 中 –で –聞く 18 N/A
12 中 –を –探す 18 N/A
13 方 –に –言う 18 N/A
14 選択 –で –悩む 17 N/A
15 プログラム –に –移る 16 N/A
16 機密情報 –と –する 16 N/A
17 件 –で –する 16 N/A
18 手 –と –いう 16 N/A
19 中 –から –消える 15 N/A
20 廃棄 –に –ついて 15 N/A
21 負荷 –が –高まる 15 N/A
22 方 –に –行く 15 N/A
23 ほう –に –行く 14 N/A
24 まま –で –使う 14 N/A
25 方 –が –適す 14 N/A
26 ほう –が –優れる 13 N/A
27 仕方 –が –載る 13 N/A
28 仕方 –が –書く 13 N/A
29 中 –に –組む 13 N/A
30 ダウンロードエラー –と –出る 12 N/A
:
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表 3.17: Aの省略がある表現の一部 (Wikipedia)
順位 Aを省略した形 省略前の頻度 省略形の頻度
1 影響 –を –受ける 2,159 2,189
2 一つ –と –する 1,732 59
3 一環 –と –する 1,639 160
4 対象 –と –なる 1,484 640
5 手 –に –よる 1,290 23
6 国勢調査 –に –よる 1,238 49
7 一部 –と –する 1,040 31
8 一部 –と –なる 969 36
9 子 –と –する 934 74
10 一つ –と –なる 916 26
11 一員 –と –する 884 29
12 一人 –と –する 850 43
13 ホーム –を –持つ 818 16
14 中心 –と –なる 758 1,651
15 女性１００人ごと –に –対する 750 719
16 特徴 –と –する 732 1,301
17 対象 –と –する 704 2,211
18 ひとつ –と –する 692 14
19 原因 –と –なる 681 752
20 影響 –に –よる 671 89
21 卵 –を –産む 646 226
22 こと –を –指す 637 343
23 中 –に –ある 621 62
24 息子 –と –する 571 70
25 支援 –を –受ける 535 171
26 長男 –と –する 525 70
27 もの –と –する 517 5,945
28 攻撃 –を –受ける 514 517
29 舞台 –と –なる 489 532
30 例 –と –する 487 1,604
:
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表 3.18: Aの省略がない表現の一部 (Wikipedia)
順位 Aを省略させた形 省略前の頻度 省略形の頻度
1 位 –を –加える 268 N/A
2 居住者 –が –住む 178 N/A
3 場 –を –広げる 153 N/A
4 子ども –と –暮らす 145 N/A
5 勃発 –に –よる 138 N/A
6 更新 –で –なされる 126 N/A
7 教区 –に –分ける 117 N/A
8 郡区 –に –分ける 103 N/A
9 領有権 –に –関する 91 N/A
10 仲介 –に –よる 80 N/A
11 発達 –に –伴う 78 N/A
12 代 –に –なる 77 N/A
13 もと –で –学ぶ 74 N/A
14 もと –を –去る 74 N/A
15 二男 –と –する 74 N/A
16 有無 –に –かかわる 67 N/A
17 矢 –が –立つ 65 N/A
18 ひとつ –に –数える 64 N/A
19 作品リスト –を –示す 62 N/A
20 途 –に –就く 62 N/A
21 激化 –に –よる 61 N/A
22 もと –に –送る 60 N/A
23 悪化 –に –伴う 59 N/A
24 出場 –に –留まる 59 N/A
25 もと –で –働く 55 N/A
26 仕方 –に –よる 52 N/A
27 大半 –を –失う 51 N/A
28 政庁所在地 –と –なる 48 N/A
29 出場 –に –とどまる 47 N/A
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数を比較した. 結果を表 3.19および表 3.20に示す.
表 3.19は, Yahoo! 知恵袋とWikipediaのそれぞれについて,名詞Bの省略に関す
る結果を比較したものである. 表の見方は,左から,実験データ中に見つかった省
略前の形 (名詞A–の–名詞 B–格助詞–動詞)をした表現の種類数 X,そこから「の–
名詞B」を人工的に除いて作成した表現の種類数 X’,実験データ中に見つかった
省略後の形 (名詞–格助詞–動詞)をした表現の種類数 Y, Bの省略 (X’のうち Y中
にも存在したもの), Bの省略率 (Bの省略を Yで割った)の順である.




略後の形 (名詞–格助詞–動詞)をした表現の種類数 Y, Aの省略 (X’のうち Y中に
も存在したもの), Aの省略率 (Aの省略を Yで割った)の順である.
表 3.19: 口語的テキストと非口語的テキストの比較 (Bの省略)
省略前の 「の–名詞 B」 省略後の Bの省略 not Bの省略 Bの省略率
データ 表現集合 X を除去 X’ 表現集合 Y X’ \ Y X’ \ (X0 \Y) (X’ \ Y) / Y
Y!知恵袋 139,786 92,270 289,711 23,021 69,249 7.95 %
Wikipedia 769,034 607,130 1578,125 81,587 525,543 5.17 %
表 3.20: 口語的テキストと非口語的テキストの比較 (Aの省略)
省略前の 「名詞 A–の」 省略後の Aの省略 not Aの省略 Aの省略率
データ 表現集合 X を除去 X’ 表現集合 Y Y \ X’ X’ \ (X0 \Y) (X’ \ Y) / Y
Y!知恵袋 139,786 67,430 289,711 30,785 36,645 10.63 %
Wikipedia 769,034 407,270 1,578,125 131,569 275,701 8.34 %
表 3.19から, Yahoo! 知恵袋における Bの省略率が 7.95% であるのに対して,
Wikipediaでは 5.17%であることが確認できる. 同様に,表 3.20から Yahoo! 知恵袋
におけるAの省略率が 10.63%であるのに対して, Wikipediaが 8.34%であること
が確認できる. これら 2つの結果は,名詞 Bの省略と名詞 Aの省略の両方がとも
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に, Wikipediaとの比較で Yahoo! 知恵袋の方が省略率が高く,非口語的なテキスト
に比べて,口語的な表現を多く含む質問テキストの省略傾向の高さを示している.
一方, AのBタイプの名詞句では,元来,前方にある名詞 A方が名詞 Bより省略
され易く,表 3.19または表 3.20の上で,直接,名詞 Bと名詞Aの省略を比較するの
は難しい.
3.3.2 名詞 Bの省略と名詞 Aの省略の比較
3.3.2節で述べたように,表3.19と表3.20を比較すると, Yahoo! 知恵袋とWikipedia
ともに, Bの省略との比較で Aの省略の方が省略率が高い.
元々 Aの Bタイプの名詞句では,前方にある名詞 A方が名詞 Bより省略され
易いため,表 3.19または表 3.20の上で,名詞 Bの省略と名詞 Aの省略を比較する














必須格と用例のペア 324,119件を抽出する. 次に, Yahoo! 知恵袋データ, Wikipedia
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表 3.21: 名詞格フレーム辞書中の必須格を持つデータ (一部)
名詞表記 格の名前 用例の頻度 項を構成する 1つの用例の表記
価格/かかく:名 2 必須格 (属性)格 18814 通販/つうはん
価格/かかく:名 2 必須格 (属性)格 3764 各社/かくしゃ
価格/かかく:名 2 必須格 (属性)格 2682 土地/とち
価格/かかく:名 2 必須格 (属性)格 2274 驚き/おどろき v
価格/かかく:名 2 必須格 (属性)格 1767 不動産/ふどうさん
価格/かかく:名 2 必須格 (属性)格 1430 上記/じょうき
価格/かかく:名 2 必須格 (属性)格 1390 掲載/けいさい
価格/かかく:名 2 必須格 (属性)格 1330 資産/しさん
価格/かかく:名 2 必須格 (属性)格 1267 サービス/さーびす
価格/かかく:名 2 必須格 (属性)格 927 ガソリン/がそりん
価格/かかく:名 2 必須格 (属性)格 902 本体/ほんたい
価格/かかく:名 2 必須格 (属性)格 888 雑誌/ざっし
価格/かかく:名 2 必須格 (属性)格 819 車/くるま?車/しゃ
価格/かかく:名 2 必須格 (属性)格 803 税込み/ぜいこみ
価格/かかく:名 2 必須格 (属性)格 745 住宅/じゅうたく
価格/かかく:名 2 必須格 (属性)格 730 表示/ひょうじ
価格/かかく:名 2 必須格 (属性)格 702 込み/こみ v
価格/かかく:名 2 必須格 (属性)格 677 納得/なっとく
価格/かかく:名 2 必須格 (属性)格 677 メモリー/めもりー
価格/かかく:名 2 必須格 (属性)格 667 市場/いちば?市場/しじょう
価格/かかく:名 2 必須格 (属性)格 662 米/こめ?米/まい
価格/かかく:名 2 必須格 (属性)格 634 マンション/まんしょん
価格/かかく:名 2 必須格 (属性)格 628 ソフト/そふと?ソフトだ/そふとだ
価格/かかく:名 2 必須格 (属性)格 614 下記/かき
価格/かかく:名 2 必須格 (属性)格 580 野菜/やさい
価格/かかく:名 2 必須格 (属性)格 576 程度/ていど
価格/かかく:名 2 必須格 (属性)格 563 くらい/くらい
価格/かかく:名 2 必須格 (属性)格 560 債券/さいけん
価格/かかく:名 2 必須格 (属性)格 544 パソコン/ぱそこん
価格/かかく:名 2 必須格 (属性)格 493 建物/たてもの
価格/かかく:名 2 必須格 (属性)格 439 金/かね?金/きん
価格/かかく:名 2 必須格 (属性)格 437 希望/きぼう
価格/かかく:名 2 必須格 (属性)格 414 本/ほん
価格/かかく:名 2 必須格 (属性)格 404 記載/きさい






































図 3.4: 名詞 Bの省略中の必須格の抽出方法 (Wikipedia)
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追加実験の結果を表 3.22および表 3.23に示す.
表 3.22: Bの省略とAの省略の比較 (Yahoo! 知恵袋)
辞書中の必須格 必須格の省略 率 必須格の省略でない 率
省略タイプ Z (X’ \ Y) \ Z % (X’ \ (X0 \Y)) \ Z %
Bの省略 324,119 1,570 6.82 1,913 2.76
Aの省略 1,228 3.99 1,133 3.09
表 3.23: Bの省略とAの省略の比較 (Wikipedia)
辞書中の必須格 必須格の省略 率 必須格の省略でない 率
省略タイプ Z (’X \ Y) \ Z % (’X \ (X0 \Y)) \ Z %
Bの省略 324,119 5,267 6.46 10,047 1.91
Aの省略 4,672 3.55 5,407 1.96
表 3.22は, Yahoo! 知恵袋データについて,名詞 Bの省略と名詞 Aの省略のそれ
ぞれで辞書中の必須格ペアと一致した数と割合,辞書中の必須格と一致しなかっ
た数と割合を示したものである.
表 3.23は, Wikipediaについて,名詞 Bの省略と名詞 Aの省略のそれぞれで辞書
中の必須格ペアと一致した数と割合,辞書中の必須格と一致しなかった数と割合
を示したものである.
表 3.22から, Yahoo! 知恵袋では,名詞 Bの省略における必須格の割合が 6.82%
であるのに対して,名詞 Aの省略における必須格の割合が 3.99%であることが確
認できる. 同様に,表 3.23から, Wikipediaでは,名詞 Bの省略における必須格の割
合が 6.46%であるのに対して,名詞 Aの省略における必須格の割合が 3.55%であ
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代表的なトピックモデルである LDAを利用する.
LDAでは, 2.1.4節で示したように,文書集合をDとし,各文書は固有のトピック
比率 dを持つと仮定する. また,文書 d中の各単語 wは dに従いトピック kを選
択した後,そのトピック kに固有の単語分布 k に従って生成されたと考える (図
2.4参照). これにより,単語 w(2 V )の列によって表現された問い合わせテキスト
の集合 (大域情報)とトピック数K を入力として,各トピック zk(k = 1; :::; K)にお
ける単語wの確率分布 P (wjzk)(w 2 V )および各文書 dにおけるトピック zk の確
率分布 P (zkjd)(k = 1; :::; K)を推定することができる.
本研究では,省略を含む問い合わせテキスト d を入力とし,与えられた I 個の
候補語の集合 C の中から候補語 wi(wi 2 C; i; :::I) を選択する. なお,候補集合 C
の収集には 2.1節で紹介した清田らの研究で提案されていた方法を用いることと
し,省語の種類や候補集合の収集方法については本研究では扱わない.




方法 2 N-gramモデルと LDAモデルの組み合わせによる選択 





次に,方法 2は,入力した問い合わせテキスト dの中での候補語 wiの出現確率
Plda(wijd)を LDAモデルを用いて算出し,方法 1で算出したPngram(wijd)と式 (4.1)
の線形補間により組み合わせてスコア化し,最もスコアの高い候補語 wiを選択
した. 式 (4.1)の線形補間係数 は, 0から 1までの 0.05刻みで変化させた.
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データ 576,841件を使用した. この中から省略された表現を持つ「名詞 A–の–名
詞 B–格助詞–動詞」と「名詞–格助詞–動詞」の 4,360ペアを抽出した. この 4,360ペ
アは,「名詞 A–の–名詞B–格助詞–動詞」のパタンにマッチした 139,786件と,「名
詞–格助詞–動詞」のパタンにマッチした 289,711件のうち,低頻度の表現を除くた
め,それぞれ出現頻度が 3回以上の表現のみ使用し,「名詞 A–の–名詞 B–格助詞–
動詞」から人工的に名詞 B を除いた表現と「名詞–格助詞–動詞」の表現が一致
するものから作成した.
なお,表 4.1は,参考として,抽出した 4,360 ペアを名詞 B を除いた表現である
「名詞 A–格助詞–動詞」ごとに集計し,出現頻度の上位の一部を示したものであ
る. 表の見方は,左から,「名詞 A –格助詞–動詞」タイプの省略表現,省略表現に対
応する省略前の表現の出現頻度,出現頻度の構成比および省略表現に対応する名
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詞Bの候補数を示した. 同様に,表 4.2は,参考として,名詞 Bの候補語の一例とし
て表 4.1で示した省略表現のうち「元–に–戻す」の持つ 39個の候補語について出
現頻度の上位の一部を示したものである.
実験は, 576,841件の実験データのうち, 500,000件を 100,000件ずつに 5分割し,
その 4つを N-gramモデルおよび LDAモデルの推定用に,残り 1つはランダムに
3,000件を選択し評価用として 5分割交差検定を行った.
なお, LDAの実装には GibbsLDA++[91]を用いた. LDAモデルの推定に必要なト
ピック数Kやディリクレ分布のハイパーパラメータ; は,予め実験データの一部
を使用して,K = f30; 50; 150; 200g;  = f0:01; 0:1; 0:5; 1; 1:5g;  = f0:01; 0:1; 0:5; 1; 1:5g
の組み合わせでパープレキシティを測定し,探索的にモデルの精度の良いトピッ
ク数 K = 150とハイパーパラメータ  = 0:1;  = 0:01に決定した. また, N-gram





評価用データ 15,000件 (3,000件を 5セット)から,「名詞 A–の–名詞 B–格助詞–
動詞」のパタンに一致する表現が 1,005件見つかった. 評価実験の結果を表 4.4お
よび表 4.5に示す.
表 4.4は, 1,005 件すべてについて,方法 1 および 2 による候補語選択の正解率
とベースラインに対する改善率を示したものである.
表 4.5は, 1,005件のうち,候補語が 1件の場合を除いた 806件について,正解率
とベースラインに対する改善率を示したものである.
なお,ベースラインは,それぞれのパタンについて,最も高い頻度で名詞Bの位
置に出現した候補語を選択した場合の正解率である. また,方法 2の (a)の  = 0:7




表 4.1: 実験データから抽出した省略表現の一部 (名詞 Bを除いた形で集計)
順位 名詞 A –格助詞–動詞 出現頻度 構成比 % 名詞 Bの候補数
1 パソコン –に –ついて 2824 6.95 206
2 パソコン –を –入れる 1618 3.98 13
3 パソコン –を –考える 796 1.96 11
4 元 –に –戻す 714 1.76 39
5 パソコン –を –切る 682 1.68 3
6 ノートパソコン –を –考える 525 1.29 4
7 パソコン –が –出る 520 1.28 4
8 パソコン –を –する 465 1.14 42
9 ノートパソコン –に –ついて 413 1.02 40
10 設定 –を –教える 386 0.95 4
11 ＮＥＣ –を –使う 353 0.87 13
12 パソコン –が –入る 332 0.82 2
13 メモリ –に –ついて 328 0.81 20
14 メモリ –を –する 321 0.79 6
15 元 –に –戻る 316 0.78 18
16 メモリ –を –考える 313 0.77 3
17 パソコン –に –ある 310 0.76 30
18 パソコン –が –壊れる 287 0.71 28
19 オススメ –を –教える 266 0.65 26
20 ＣＰＵ –に –ついて 237 0.58 16
21 パソコン –が –切れる 221 0.54 2
22 パソコン –を –見る 220 0.54 28
23 パソコン –が –落ちる 219 0.54 3
24 オススメ –が –ある 218 0.54 18
25 削除 –を –教える 212 0.52 2
26 画面 –に –ある 210 0.52 17
27 中古 –を –買う 209 0.51 8
28 ノートパソコン –が –壊れる 203 0.50 15
29 エクセル –に –ついて 198 0.49 21
30 ＯＳ –を –する 198 0.49 6
:
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表 4.2: 候補語の一部 (表 4.1中の “元–に–(名詞 B)–戻す”の場合)
順位 「元–の–(名詞 B)–に–戻す」の候補語 出現頻度 構成比
1 状態 220 30.81
2 サイズ 168 23.53
3 位置 38 5.32
4 画面 34 4.76
5 設定 26 3.64
6 場所 26 3.64
7 色 24 3.36
8 表示 16 2.24
9 メモリ 13 1.82
10 バージョン 12 1.68
11 パソコン 11 1.54
12 ＣＰＵ 10 1.40
13 ローマ字入力 9 1.26
14 アイコン 8 1.12
15 青色 7 0.98
16 メモリー 7 0.98
17 画像 6 0.84
18 ＸＰ 6 0.84
19 名前 5 0.70
20 フォルダ 5 0.70
21 黒 5 0.70
22 フォント 4 0.56
23 ＨＤＤ 4 0.56
24 下 4 0.56
25 小文字 4 0.56
26 壁紙 3 0.42
27 容量 3 0.42
28 ＩＥ６ 3 0.42
29 Ｍｅ 3 0.42
30 ＯＳ 3 0.42
:
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表 4.3: パタンごとに集計した候補語選択の正解数 (一部)
ベースラ 方法 1 方法 2 (N-gramと LDA)
No. 名詞 A–格助詞–動詞 候補数 評価数 イン (TF) (N-gram) (a)  = 0:7 (b)ベスト 
201 パソコン –に –ついて 206 76 5 10 19 21
217 パソコン –を –する 42 17 1 3 2 3
172 ノートパソコン –に –ついて 40 12 5 4 2 4
317 元 –に –戻す 39 20 9 8 11 11
200 パソコン –に –ある 30 9 5 4 5 6
184 パソコン –が –壊れる 28 5 0 2 2 2
223 パソコン –を –見る 28 7 0 1 1 2
100 オススメ –を –教える 26 6 2 1 2 3
198 パソコン –と –する 23 4 1 1 2 3
236 パソコン –を –買う 22 13 2 4 5 6
93 エクセル –に –ついて 21 3 1 1 1 2
307 メモリ –に –ついて 20 7 6 6 6 6
39 ＨＤＤ –に –ついて 19 4 1 1 0 2
206 パソコン –に –関する 19 3 1 1 1 1
99 オススメ –が –ある 18 3 0 1 0 2
225 パソコン –を –使う 18 2 0 0 0 0
319 もと –に –もどる 18 9 1 6 5 6
353 画面 –に –ある 17 2 1 1 1 1
24 ＣＰＵ –に –ついて 16 9 2 3 3 3
247 ファイル –に –ついて 16 1 0 0 0 1
169 ノートパソコン –が –壊れる 15 5 0 0 0 2
73 ＸＰ –に –ついて 14 1 0 0 0 1
105 キーボード –に –ある 14 3 1 1 1 1
222 パソコン –を –教える 14 3 1 0 1 2
249 ファイル –を –する 14 9 4 4 5 5
49 ＮＥＣ –を –使う 13 4 1 0 1 1
235 パソコン –を –入れる 13 47 43 43 42 43
237 パソコン –を –変える 13 5 2 2 2 2
31 ＤＶＤ –に –ついて 12 3 1 1 0 1
144 データ –に –ついて 12 2 0 0 1 1
:
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表 4.4: 候補語選択の正解率と改善率 (候補語の数=1を含む 1,005件)
方法 2 (N-gramと LDA)
方法 ベースライン (TF) 方法 1 (N-gram) (a)  = 0:7 (b)ベスト 
正解率% 63.88 65.07 65.97 75.22
改善率% - 1.19 2.09 11.34
表 4.5: 候補語選択の正解率と改善率 (候補語の数=1を含まない 806件)
方法 2 (N-gramと LDA)
方法 ベースライン (TF) 方法 1 (N-gram) (a)  = 0:7 (b)ベスト 
正解率% 54.96 56.45 57.57 69.11
改善率% - 1.49 2.61 14.14
表 4.4を見ると,方法 1と方法 2ともにベースラインの正解率 68.88%を上回っ
ている. ベースラインに対する改善率は,方法 2(b)>方法 2(a)>方法 1の順で高く,
方法 2(b)の正解率は 75.22%で,ベースラインを 11.34%上回っている. 表 4.5につ
いても同じ傾向が見られる.方法 1と方法 2ともにベースラインの正解率 54.96%
を上回っている. ここでも,ベースラインに対する改善率は,方法 2(b)>方法 2(a)>
方法 1の順で高く,方法 2(b)の正解率は 69.11%で,ベースラインを 14.14 %上回っ
ている.






また,方法 1と方法 2の比較から, LDAモデルを N-gramモデルと組み合わせこ
とで, N-gramモデルで解決できない曖昧性の問題を一部解消し,候補語選択の性






の上位 30件を例示している. 表の見方は, 2列以降,左から,パタンに対する候補
語の数,評価用データ中に見つかったパタンの数,ベースラインによる正解数,方
法 2(b)による正解数,方法 2(b)で採用した 値,改善数 (ベースラインとの差)で
ある.
一見すると,候補語の数が多ければ改善数も多く見えるが,改善率で見るとその
傾向は顕著ではない. さらに,候補語の数,評価数,正解数,候補語の数の分散 (表 4.6
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表 4.6: 候補語選択の正解数と改善数 (改善率の上位 30件)
No. 名詞–格助詞–動詞 候補語数 評価数 TF 方法 2(b) 値 改善数
1 パソコン –に –ついて 206 76 5 21 0.45 16
2 もと –に –もどる 18 9 1 6 1.00 5
3 パソコン –を –買う 22 13 2 6 0.65 4
4 元 –に –戻す 39 20 9 11 0.95 2
5 モニター –に –ついて 5 4 2 4 0.20 2
6 パソコン –を –する 42 17 1 3 1.00 2
7 パソコン –と –する 23 4 1 3 0.45 2
8 パソコン –を –見る 28 7 0 2 0.20 2
9 パソコン –が –壊れる 28 5 0 2 1.00 2
10 オススメ –が –ある 18 3 0 2 0.50 2
11 ノートパソコン –が –壊れる 15 5 0 2 0.45 2
12 ＯＳ –を –使う 2 2 0 2 1.00 2
13 設定 –を –教える 4 8 6 7 1.00 1
14 パソコン –に –ある 30 9 5 6 0.65 1
15 ファイル –を –する 14 9 4 5 0.75 1
16 メモリ –を –考える 3 5 4 5 0.85 1
17 オススメ –を –教える 26 6 2 3 0.50 1
18 ＣＰＵ –に –ついて 16 9 2 3 1.00 1
19 ノートパソコン –を –する 5 3 2 3 1.00 1
20 対処 –を –教える 2 5 2 3 0.95 1
21 パソコン –を –打つ 2 3 2 3 1.00 1
22 エクセル –に –ついて 21 3 1 2 0.65 1
23 ＨＤＤ –に –ついて 19 4 1 2 0.35 1
24 パソコン –を –教える 14 3 1 2 0.60 1
25 パソコン –を –調べる 10 5 1 2 0.65 1
26 パソコン –に –よる 10 4 1 2 0.70 1
27 ＸＰ –を –入れる 10 3 1 2 1.00 1
28 インターネット –を –開く 6 2 1 2 0.95 1
29 パソコン –が –使える 5 2 1 2 0.70 1




本研究では, 値を推定する方法については扱わなかったが,表 4.4や表 4.5で示
したように,方法 2(b) の正解率を得るには,個々の省略表現に最適な  値を決定





















































通常の LDA (左側の図)では,文書集合を Dとし,各文書は固有のトピック比率 d
を持つと仮定する. また,文書 d中の各単語 wは d に従いトピック kを選択した
後,そのトピック kに固有の単語分布 k に従って生成されたと考える. これに対
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し,ユーザー興味モデル (右側の図)では,ユーザー集合を U とし,各ユーザーは固
有のトピック比率 u(ユーザー uが各トピックに興味を持つ確率を表す)を持つと
仮定する (図 5.1). ユーザー uがつぶやいた単語wは u に従いトピック k を選択





































































































































図 5.1: 通常の LDA(上)とユーザー興味モデル (下)のイメージ
図 5.2: 通常の LDA(左)とユーザー興味モデル (右)のグラフィカルモデル
なお,このグラフィカルモデルに従った,ツイートの生成過程は以下のようになる.
LDAを利用して,ユーザー興味モデルの学習することで,ユーザーがトピック
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 
1. 各トピック k = 1;    ; K について:
(a) ディリクレ分布に従って単語分布kを生成
k  Dir()
2. 各ユーザー u = 1;    ; U について:
(a) ディリクレ分布に従ってトピック分布 uを生成
u  Dir()





に興味を持つ確率 (表 5.1)やトピックごとの単語の出現確率 (表 5.2)を推定するこ
とができる. (各表は,トピック数K = 150とした場合のイメージ)
表 5.1: ユーザーがトピックに興味を持つ確率の行列 (イメージ)
ユーザー ID トピック 1 トピック 2    トピック 150
ユーザー A 0.01 0.05
ユーザー B 0.05 0.01









表 5.2: トピックごとの単語の出現確率の行列 (イメージ)
トピック# 単語 1 単語 2   
トピック 1 0.01 0.05
トピック 2 0.05 0.01










方法 3 方法 1と方法 2による分類確率を線形補間したスコアで判定する 
方法 1では, まず, 1ツイートを 1文書として扱い,文書中の単語重要度を利用
した文書ベクトルを作成する. 次の文書ベクトルを素性とした分類器を作成し,
機械学習によって各ツイートが目的のツイートである確率を見積もる.
方法 2では, LDAで推定したユーザー興味モデルを利用する. ユーザーごとの
トピック構成比を素性とした分類器を作成し,機械学習によって各ツイートが目
的のツイートである確率を見積もる.
方法 3 は,方法 1 の分類器で見積もった確率 Pbaseline と方法 2 の分類器で見積
もった確率 Plda を式 (5.1)の線形補間で組み合わせスコアを算出する.
Score = Pbaseline + (1  )Plda (5.1)
方法 1と 2の確率および方法 3で求めたスコアは 01の間の値を取る. 今回は
2値の識別のため,「Apple Inc.」に関するツイートである確率およびスコアが 0.5























た 179,079ツイートから 10,000 ツイートをランダムにサンプルリングして使用
した. 次に, 10,000ツイートの中から PRや botを除去した上で,各ツイートの投稿
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た 847件の評価用データを作成した. 評価用データ 847件から 802ユーザーを抽





内容 件数 構成比 %






した 101,114ツイートから 10,000 ツイートをランダムにサンプルリングして使
用した. 次に, 10,000ツイートの中から PRや botを除去した上で,各ツイートの投




ルが付与できた 767件のテストデータを作成した. テストデータ 767件から 730









































10 うちのリーダーがデバッグを開始しました笑 #Apple #luckybag2014











14 @xxxx: 今日、アップルティー 2口とアルフォートしか食べてない。笑 その他










内容 件数 構成比 %
動物 299 39.0
飲料メーカー 190 24.8
ゲーム (モンハン) 134 17.4










LDA の学習は,期間の異なる 4 種類の学習データに対し,岩田ら [94]に倣い
Collapsedギブスサンプリング [18]を用い,また,ハイパーパラメータ ;  はサン
プリングが行われるごとに不動点反復法により推定した. トピック数 K は事前
実験による比較検討でパープレキシティ値によるモデルの安定性と処理時間の
観点から K = 150に決定した.
















6 キリンさんに乗ってみたかった http://t.co/xxxx その他
7 RT @xxxx: 2014.01.23(木) SOUND CRUE 開場 18:30 開演
























RT @xxxx: 性暴力加害者の心理 - キリンが逆立ちしたピ
アス http://t.co/xxxx
その他










Optimization (SMO)を選択し, 10分割交差検定によって評価した. なお,その他の
オプションについてはデフォルトのままとした. 「アップル」についての予備実
験の結果を表 5.7に示す.
表 5.7: 期間が異なる学習データを用いた 4モデルの比較 (アップル)
直近 1ヶ月 直近 3ヶ月 直近 6ヶ月 直近 1年分
正解率% 75.21 75.95 78.34 76.98
語彙数の平均 505 1,358 2,625 4,899
同様に,「キリン」のケースについて,同じ作業を行った. LDAの学習データは,
実験データ中で過去 1年を遡ってツイートが収集できた 769ユーザーの過去 1年
間に投稿された 1,337,449ツイートを再収集して利用した. ここから直近 1ヶ月分,




表 5.8: 期間が異なる学習データを用いた 4モデルの比較 (キリン)
直近 1ヶ月 直近 3ヶ月 直近 6ヶ月 直近 1年分
正解率% 75.79 77.71 79.79 76.66
語彙数の平均 435 1,212 2,356 4,431
一般に,ユーザーの興味と話題のダイナミクスを考慮すると,新しいツイート
のみを用いた方が判定性能は高くなると考えられるが,その傾向を表 5.7および
表 5.8上の「直近 6ヶ月」と「過去 1年分」の違いに見ることができる. 一方で,
「直近 1ヶ月分」,「直近 3ヶ月分」,「直近 6ヶ月分」の 3つを比較すると期間が長





たユーザー興味モデル (トピックモデル)を使い 1ヶ月分  12個のツイートに対
して推定した各トピックの出現確率のの変化を時系列でプロットしたものを図
5.5に示した. また,このモデルによって抽出されたトピックワードの一部 (全 150
トピックのうちツールの出力順に 16トピックを選び,そのトピック中で出現頻度




興味モデル (トピックモデル)を使い 1ヶ月分  12個のツイートに対して推定し
た各トピックの出現確率のの変化を時系列でプロットしたものを図 5.6に示して
いる. また,このモデルによって抽出されたトピックワードの一部 (全 150トピッ
クのうちツールの出力順に 16トピックを選び,そのトピック中で出現頻度の高い




えば「アップル」のケースであれば 2013年 9月の「新型 iPhone」の発売,「キリ







ステップ 3: 選定した LDAモデルを利用したツイートの判定
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実験では, 方法 1 でまず,ツイート中の表層的な情報を利用した分類器を使っ
て行う. 1ツイートを 1文書とみなして実験データの 847文書から一般名詞と固
有名詞のみを抽出し, TF-IDF を特徴量として文書ベクトルを作成した. なお,次




の buildLogisticModelsオプションを使い Logistic Modelにフィットさせる方法で見
積もった. また, 10分割交差検定は乱数を使用するため,10種類の異なるシードを
使いその結果を平均した.




方法 3は,方法 1と方法 2のそれぞれで見積もったツイートごとの「Apple Inc.」





量として文書ベクトルを作成した. なお,次元数は SVDを使用して, LDAのトピッ
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ンは方法 1と同じである.
方法 3は,方法 1と方法 2のそれぞれで見積もったツイートごとの「飲料メー
カーのキリン」を選択する確率を線形補間したスコアを求めた. なお,補間係数





サマリーを表 5.9と図 5.7に,図 5.11の分割表に従って集計したそれぞれの数と求
めた正解率,適合率,F値を表 5.10に示す.
表 5.9: ユーザー興味情報を利用したツイート判定結果のサマリー (アップル)
方法 1 (ベースライン) 方法 2 (LDAのみ) 方法 3 (線形補間)
正解数 704 664 776
正解率% 83.31 78.58 91.83
FN数 115 64 17
FN率% 19.39 10.79 2.87
FP数 28 117 52
FP率% 11.02 46.43 20.63
表 5.10: ユーザー興味情報を利用したツイート判定結果の詳細 (アップル)
TP TN FN FP 正解率 適合率 再現率 F値
方法 1 478 226 115 28 0.83 0.94 0.81 0.87
方法 2 529 135 64 117 0.79 0.82 0.89 0.85
方法 3 576 200 17 52 0.92 0.92 0.97 0.94
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Topic 1th: Topic 2th: Topic 3th: Topic 4th:
電子投票   0.051475 鳥取   0.023563 梅干し   0.061408 ポケモン   0.022661
新見   0.024988 ヴィレッジヴァンガード   0.021437 美女   0.060371 ゲーム   0.020044
日記   0.020616 人   0.017008 福   0.058814 モンハン   0.010727
政治   0.013244 バンド   0.013022 イケメン   0.056565 キャラ   0.009864
システム   0.013119 勝浦   0.012757 梅   0.054143 動画   0.007420
ネット   0.011995 艸   0.012048 本舗   0.052068 Ｖｉｔａ   0.006442
近代   0.011745 マガジン   0.011605 世界   0.047570 ツイート   0.005982
民主主義   0.011121 海   0.011516 ブラジル   0.016953 アニメ   0.005320
承前   0.010996 レッツゴー   0.011516 日本人   0.007786 ゲーセン   0.005062
自治体   0.009996 インタビュー   0.011516 英語   0.004672 武器   0.004688
Topic 5th: Topic 6th: Topic 7th: Topic 8th:
ｔｈｅ   0.122081 ＮＨＫ   0.018731 片山   0.083844 なかった   0.042440
ｉｎ   0.072805 番組   0.014499 ブレイカーズ   0.062171 感じ   0.039267
ｉｎｇ   0.010037 テレビ   0.011557 磔   0.050341 ちょっと   0.038460
Ｎｅｗ   0.009165 ＪＲ   0.009036 京都   0.021415 あと   0.037645
Ｄｏ   0.008328 ワタ   0.008465 ライブ   0.016321 気   0.018237
Ｊａｐａｎ   0.008219 ＣＭ   0.007835 尚志   0.012867 人   0.017636
Ｔｏｋｙｏ   0.006255 アナ   0.007685 バンド   0.007686 自分   0.013442
ＮＹ   0.006183 ツイート   0.006694 フラワー   0.006822 ちゃんと   0.011615
Ｌｏｖｅ   0.005892 ラジオ   0.006484 ロー   0.006736 最後   0.010491
Ｔｏｄａｙ   0.004837 東   0.006274 ソウル   0.006132 レベル   0.009922
Topic 9th: Topic 10th: Topic 11th: Topic 12th:
マイリトルポニー   0.018905 ワラ   0.016110 東京   0.053744 社長   0.021960
ざま   0.012469 こいつ   0.014278 新宿   0.032831 サービス   0.016602
バー   0.008447 飯   0.013151 渋谷   0.025391 売上   0.012619
ＬＰ   0.008447 チャリ   0.011977 画像   0.013581 ベンチャー   0.012267
チャ   0.008146 女   0.009394 銀座   0.011269 ゲーム   0.010011
ワン   0.007844 野郎   0.008313 品川   0.010583 会社   0.008495
ジャック   0.007341 最強   0.007233 ＪＲ   0.009788 事業   0.008495
ピンキー   0.007341 大会   0.007233 周辺   0.009572 業界   0.008248
声   0.007040 糞   0.006857 池袋   0.008055 企業   0.007825
ボタン   0.007040 腹   0.006012 ホーム   0.007910 アプリ   0.007297
Topic 13th: Topic 14th: Topic 15th: Topic 16th:
楽天   0.072788 生放送   0.123164 ベルウッドレコード   0.035665 伊野   0.045060
徳島   0.023968 マイ   0.093433 太陽   0.027380 尾   0.044858
送料   0.021896 リスト   0.092179 アルバム   0.027170 山田   0.024079
無料   0.019036 実況   0.048239 夏   0.024151 薮   0.021789
まとめ   0.015190 Ｍｉｎｅｃｒａｆｔ   0.016060 天国   0.022326 光   0.016805
セット   0.014697 ゆっくり   0.015821 おでん   0.020571 知念   0.014717
Ｔｗｉｔｔｅｒ   0.011935 動画   0.014568 傑作   0.019307 スカイプ   0.011619
写真   0.010456 ＣｏＤ：ＢＯ２   0.011583 アーティスト   0.014322 あと   0.008318
Ａｕｔｏ   0.009371 ガンダムオンライン   0.010687 スーパーマン   0.013761 Ｈｅｙ！Ｓａｙ！ＪＵＭＰ   0.007072
Ｆａｃｅｂｏｏｋ   0.009272 マルチ   0.010389 ＣＭソング   0.013691 高木   0.006971
図 5.3: 抽出したトピックワードの例 (アップル)
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Topic 1th: Topic 2th: Topic 3th: Topic 4th:
キリン   0.076482 ブス   0.015460 池袋   0.092230 選手   0.021250
動画   0.053589 うち   0.012584 東京   0.031937 野球   0.017930
ライブ   0.017492 歯茎   0.012104 豊島   0.029459 チーム   0.015273
ジョジョ   0.013805 ゴキブリ   0.009348 新聞   0.023265 楽天   0.013724
皆さん   0.012948 まほ   0.007551 経済   0.015349 ニュース   0.013414
ジョン   0.008661 相鉄   0.006952 秋田   0.014455 シーズン   0.008589
久しぶり   0.007375 えりか   0.006712 マイナビニュース   0.011082 大会   0.008013
楽しみ   0.007032 えり   0.006592 オープン   0.009430 ＷＢＣ   0.007659
ありがとう   0.006860 寺西   0.005274 西武   0.008673 投手   0.007615
アルバム   0.006174 海老名   0.005034 巣鴨   0.007847 田中   0.006951
Topic 5th: Topic 6th: Topic 7th: Topic 8th:
チャレンジ   0.052347 パズドラ   0.072551 韓国   0.018646 人人   0.064338
シーン   0.048697 ＩＤ   0.042256 リョウク   0.013884 画像   0.026117
スクラッチ   0.046560 フレンド   0.036802 ペン   0.013549 Ｔｗｉｔｔｅｒ   0.019453
キャンペーン   0.046293 ドラ   0.013078 チャンソン   0.011402 彼氏   0.014554
ユニクロ   0.036679 究極   0.012684 吾郎   0.009726 まとめ   0.014518
ＬＩＮＥ   0.036056 ダンジョン   0.010844 い   0.009390 女   0.013653
東北   0.033029 チャ   0.009924 ｉｎ   0.008720 男   0.012284
ＵＮＩＱＬＯ   0.032673 スキル   0.009332 ぎ   0.008586 女子   0.011996
関東   0.032317 イベント   0.009201 チケット   0.008384 話題   0.011960
プレゼント   0.024571 Ａｎｄｒｏｉｄ   0.008872 りょ   0.007445 先生   0.011348
Topic 9th: Topic 10th: Topic 11th: Topic 12th:
ライブ   0.066852 休み   0.041136 日本   0.059643 嵐   0.062324
中野   0.043680 楽しみ   0.019447 韓国   0.030158 潤   0.036885
Ｓｔｕｄｉｏ   0.036228 久々   0.017327 中国   0.019379 翔   0.031389
日   0.029918 職場   0.016356 東京   0.014998 智   0.029349
お笑い   0.024805 い   0.016179 日本人   0.013681 葉   0.022324
他   0.024152 久しぶり   0.015119 女性   0.010967 大野   0.017111
土   0.021541 連休   0.013971 大阪   0.010295 櫻井   0.016601
クローバー   0.017842 会社   0.012912 金   0.009112 ＬＯＶＥ   0.012748
ネタ   0.015775 うち   0.012629 海外   0.008521 アラフェス   0.010256
虹の黄昏   0.014035 次   0.011852 男性   0.008359 二宮   0.009802
Topic 13th: Topic 14th: Topic 15th: Topic 16th:
巳   0.061524 人   0.032644 巨人   0.014907 電子   0.016990
娘   0.033111 雨   0.025470 カープ   0.014219 米   0.014889
旦那   0.032880 電車   0.020542 本   0.014219 フジ三太郎   0.013312
子供   0.015016 なかった   0.014209 井端   0.008562 ネット   0.012962
息子   0.013245 風   0.009489 マエケン   0.007798 首相   0.008174
手帳   0.012783 あと   0.009450 アウト   0.006498 ツイッター   0.007532
長男   0.011243 帰り   0.009420 ただいま   0.005046 日   0.007415
幼稚園   0.009010 店   0.008718 キューバ   0.004664 社長   0.004788
ママ   0.008625 駅   0.008124 杉内   0.004434 声   0.004730
家事   0.007239 車   0.007817 おはよう   0.004205 大手   0.004671























































































































































































































































































































































































































































































































































































































































































































































































平 Apple Inc. そ
Topic 96th: Apple, アップル, ド
コモ, Andriod, ソフトバンク, モ
デル, 新型, タブレット, スマート
フォン, LT, 端末, Xperia, 価格, 次





































































































































































































































































































































































































































































































































































































































































































































































































Topic 29th: モンハン, 剣, 武器, 
狩り, ソロ, スキル, 村, 弓, 部屋, 
上位, 防具, クエスト, ゲーム, モ
ンスター, 自分, 属性, 竜, モンハ










図 5.6: トピックの時系列変化 (キリン)


















































































































図 5.8: 期間の異なるユーザー興味モデルの学習方法 (キリン)
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図 5.9: ユーザー興味情報を利用したツイート判定結果のサマリー (アップル)
表 5.11: 分割表の凡例 (「Apple Inc.」とその他に分類する場合)
Apple Inc. に分類 その他に分類
Apple Inc. TP (True positive) FN (False negative)
その他 FP (False positive) TN (True negative)
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表 5.9と図 5.7の正解率を見ると,方法 2はベースラインの方法 1に比べて低い.
一方で,方法 3はベースラインの方法 1に比べて正解率が 8.52%改善している. ま
た,表 5.10を見ると,「Apple Inc.」として収集したいツイートがその他に分類され
た見落としの数を示す FN数は,方法 3ではベースラインの方法 1に比べて 98件
改善している. 改善率は 16.53% である. 一方,「Apple Inc.」以外のツイートが混













を利用した方法 1 をベースラインとして, LDAのみ利用した方法 2 および線形
補間した方法 3の各方法で判定した結果のサマリーを表 5.12と図 5.10に,図 5.11
の分割表に従って集計したそれぞれの数と求めた正解率,適合率,F値を表 5.13に
示す.
表 5.12と図 5.10の正解率を見ると,方法 2は「アップル」の実験と同様に,ベー
スラインの方法 1に比べて低い. 方法 3も「アップル」の実験と同様に,ベースラ
インの方法 1に比べてその差は小さいが正解率が改善している.
また,表 5-11を見ると,「飲料メーカーのキリン」以外のツイートが混入した数
を示す FP数は,方法 3がベースラインの方法 1に比べて 9件 (1.56%)改善してい
る. 一方,「飲料メーカーのキリン」として収集したいツイートがその他に分類
された見落としの数を示す FN数は,方法 3がベースラインの方法 1とほぼ同程
度 (1件増加)になっている.
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表 5.12: ユーザー興味情報を利用したツイート判定結果のサマリー (キリン)
方法 1 (ベースライン) 方法 2 (LDAのみ) 方法 3 (線形補間)
正解数 669 593 677
正解率% 87.22 77.31 88.27
FN数 70 119 71
FN率% 36.84 62.63 37.37
FP数 28 55 19
FP率% 4.85 9.53 3.29























図 5.10: ユーザー興味情報を利用したツイート判定結果のサマリー (キリン)
表 5.13: ユーザー興味情報を利用したツイート判定結果の詳細 (キリン)
TP TN FN FP 正解率 適合率 再現率 F値
方法 1 120 549 70 28 0.87 0.81 0.63 0.71
方法 2 71 522 119 55 0.77 0.56 0.37 0.45
方法 3 119 558 71 19 0.88 0.86 0.63 0.73
表 5.14: 分割表の凡例 (「飲料メーカーのキリン」とその他に分類する場合)
飲料メーカーのキリンに分類 その他に分類
飲料メーカーのキリン TP (True positive) FN (False negative)
その他 FP (False positive) TN (True negative)







しく見る. 図 5.11は,すべての評価用データ 847件とベースラインの判定が正解
となった 141件について,各ツイート中から抽出した一般名詞と固有名詞の単語
数を密度推定した結果である. なお,ベースラインで不正解となった 141件は,線










































図 5.11: ベースラインで不正解のツイートにおける単語密度 (アップル)























































る比較で確認した. 予備実験の結果から, Yahoo! 知恵袋のような口語的な表現を
多く含む質問テキストが,Wikipediaのような口語的でないテキストに比べて,図
2.2と図 2.3で示したような「AのB」のタイプの連体修飾関係における名詞 Bの
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