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Abstract
Steel of peritectic composition is widely used globally in construction, automobile and energy
generation, to name just a few, with production by continuous casting techniques, exceeding 1.3
billion t/a. However, production rates and quality in steel of near-peritectic composition are
hampered by the occurrence of surface cracks. The root cause of these defects has been attributed
to the occurrence of a massive-type of phase transition followed by a sudden volume contraction in
the meniscus region of a continuous caster. This sudden volume contraction leads to detachment of
the thin solidifying shell from the mould, which leads to cracks and in the extreme, to breakouts. At
the high heat extraction rates and hence, cooling rates, in the meniscus region of the caster,
nucleation of austenite can be significantly constrained in Fe-C alloys of near-peritectic
composition, leading to the observed massive-like phase transformation. These findings cannot be
explained by the classical nucleation theory and Griesser et al proposed that the diffusional solute
flux initially generated by the solid gradient in the parent δ-phase, increases the Gibbs free energy
barrier to nucleation of an austenite nucleus by variations in statistical fluctuations of atoms
attaching onto an embryonic nucleus. The free energy is increased as if particles are added to an
open thermodynamic system. By building on this broader concept, the present study was undertaken
to study at a fundamental level by experimental and theoretical analysis, constrained nucleation of
austenite in peritectic alloy systems.

Following an extensive critical analysis of the pertaining literature, the first part of the study was
devoted to re-assessing earlier experimental observations and extending it to unsteady conditions of
phase transformations. Fe-C and Fe-Ni alloys of peritectic composition were examined in-situ, in a
high-temperature laser-scanning confocal microscope (HTLSCM) by using a concentric
solidification technique. In order to map the temperature distribution in thin cylindrical specimens,
the radial temperature distribution including the temperature at the solid/liquid interface, was
experimentally measured under near-to isothermal conditions. Based on the experimental data, a
two-dimensional transient heat transfer model was developed by finite element analysis techniques.
This model enabled calculation of the dynamic temperature distribution in the radial direction of the
sample under rapid cooling conditions, up to 100 K/min cooling rates. MICRESS©, a commercial
phase-field simulation package was then used to determine the solute distribution in the radial
direction of the concentric samples. The two-dimensional simulation domain was redesigned and
improvised in order to avoid the geometrical mismatch with the experimental set-up and the
temperature history of the solidifying interface, calculated from the heat transfer model was then
imported into the phase-field model. By these techniques, it was possible to closely simulate the
experimental investigations under higher cooling rates. The calculations of the δ/liquid interface
velocity, the peritectic reaction rates and the peritectic transformation rates were then compared to
the respective experimental measurements and good agreement was found.

The verified calculations of the dynamic temperature and solute distribution in rapidly solidifying
concentric samples enabled an estimation of the free energy driving force for the phase
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transformation at the solid/liquid interface. In conjunction with the use of the thermodynamic data
base, ThermoCalc 2020, the driving force for the nucleation of austenite was then calculated from
either parent phases and applied to the classical nucleation theory (CNT) and into further analysis.

These calculations agreed well with the experimental observations of the Fe-Ni peritectic alloy, but
not with those of the Fe-C peritectic alloy. The possible factors affecting nucleation (interfacial
energy, induce stresses, orientation, solute gradient and atomic jump frequency) were quantitatively
and systematically examined by using existing nucleation models in an attempt to resolve the
question as to why Fe-Ni alloys of peritectic composition conformed to the classical nucleation
theory, but Fe-C alloys did not. However, it was not possible to find reasons that could explain why
nucleation was constrained in Fe-C alloys at high cooling rates.
Peritectic nucleation (γ) in theory, can evolve into liquid (l) and solid (δ) simultaneously and
experimental observations also strongly suggests that nucleation initiates either at the δ/liquid
interface or at the triple junctions (δ/δ/l). The potential geometrical configurations of an embryonic
nucleus that grows at the δ/liquid interface or at triple junctions into either of the parent phases or
simultaneously into both, were analyzed by considering the energetics of nucleation due to creating
and destroying interfaces of evolving volumes under possible interfacial equilibrium conditions.
The Gibbs energy barrier resulting from different geometrical configurations, is not significantly
different from a homogenous nucleation barrier the similar conditions. Hence different geometrical
arrangements of an embryonic nucleus cannot account for nucleation constraints. However, the
calculations have shown that the most energetically favorable geometrical configuration is for a
nucleus to grow simultaneously into δ and l at a triple junction.

In the present study, the concept introduced by K.C Russel of separately treating the surrounding
volume (the shell volume) at the near vicinity of the nucleus from the parent matrix, was adopted
and a new model termed the Transient Nucleation Model (TNM), was developed. This model
enabled calculation of the solute redistribution in the cluster and shell volume in the presence of
solute gradients at the shell boundary. For the initial application of the model, homogenous
nucleation was considered in Fe-C and Fe-Ni alloys of peritectic composition in which different
diffusion mechanisms are operative: interstitial diffusion in the Fe-C alloy and substitutional
diffusion in the Fe-Ni alloy.

The Transient Nucleation Model was then further developed so that heterogeneous nucleation events
could be assessed at the δ/liquid interface, at δ/δ grain boundaries and the simultaneous growth of
an embryonic nucleus into two parent phases (δ, l). Each mode of nucleation was analyzed with
respect to variations in diffusivity, solute gradients and temperature (undercooling).

The initial application of the Transient Nucleation Model to nucleation events in a Fe-0.18wt%C
alloy and to a Fe-4.2wt%Ni alloy under a solute gradient, revealed the possible cause of suppression
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of peritectic nucleation in the Fe-C alloy. These calculations also showed that the increase in the
free energy barrier is insufficient to constrain the nucleation in the Fe-Ni alloy. More specifically,
the numerical calculations revealed that the shell volume, in which the embryonic nucleus grows, is
depleted of solute by an imposed solute gradient. In the Fe-C alloy, the high diffusivity of carbon
atoms creates a high diffusional solute flux, which reduces the shell composition rapidly and
subsequently, reduces the free energy drive for the nucleation of austenite within the incubation time
period. Even though the free energy of the growing nucleus surpasses the saddle point, it drops again
into a free energy potential well by the rapidly decreasing compositional dependent free energy
drive (by the solute outflux) and nucleation is constrained. In the Fe-4.2wt%Ni alloy, even steeper
solute gradients are created in similar energetic domains, but the solute composition in the shell is
maintained during the incubation period due to the much lower diffusivity of the nickel atoms.
Hence, the free energy drive in the Fe-Ni alloy remains almost the same and nucleation of austenite
can occur, even under an imposed solute gradient.

The Transient Nucleation Model (TNM), which was initially developed for the analysis of
homogenous nucleation in the presence of a solute gradient, was modified in order to analyze
heterogeneous nucleation and δ-δ grain boundary nucleation of the peritectic (γ) phase. The model
revealed that for nucleation at δ/l interfaces in a Fe-0.18wt%C peritectic alloy, acute heterogeneous
angles do not favor nucleation, whilst obtuse angles favors or the nucleation process in the presence
of an imposed solute gradient. However, austenite nucleation at δ-δ grain boundaries in the presence
of a solute gradient favors nucleation because there is a significant reduction in both the Gibbs
energy barrier and lag time. But, the enhanced carbon diffusivity along δ-δ boundaries depletes the
δ shell volume of solute rapidly, thereby decreasing the free energy driving force, leading to
suppression of austenite nucleation by developing potential wells in the free energy path of the
nucleation process.

The next step in the application of the TNM model was to modify the model so that the formation
and growth of an embryonic nucleus that grows simultaneously into both the delta-ferrite (δ) and
liquid phases at the δ/l interface could be analyzed. In this case there are three different solute
distribution mechanisms that need to be considered, in this study referred to as Case 1, Case 2, and
Case 3. The different solute redistribution mechanisms are governed by the internal solute gradients
that developed in order to maintain local equilibrium at both the parent interfaces. In Case 1, solute
atoms for the nucleating volume fractions are completely taken into or ejected from the respective
parent phases and none of the excess atoms migrate into the nuclei. This solute redistribution
mechanism favors nucleation because of the high and constant driving force, under the assumptions
that there is complete mixing in the liquid volume and that none of the high chemical potential atoms
migrate into the developing nuclei. Case 2, considers the possibility that solute atoms that are
rejected form the liquid layer during γ nucleation, migrate back into the growing γ nuclei from the
internally established solute gradient. The excess solute atoms with high chemical potential, remain
in the nucleus and increases the total free energy, thereby constraining nucleation. In Case 3, the
4

solute distribution mechanism is the same as in Case 2, except that the possibility is considered that
the excess solute atoms escape from the γ nucleus and enter into δ parent phase. Application of the
TNM model has shown that the Case 3 mechanism of solute redistribution is less effective in
constraining nucleation than Case 2.

It is not currently possible to determine uniquely which of the solute distribution mechanisms (Case
1, 2 or 3) or a combination thereof governs the nucleation process. The different solute distribution
mechanisms increase the Gibbs free energy barrier by creating an imbalance between the solute influx and out-flux, but the redistribution of solute atoms by itself is not significant enough to constrain
nucleation. However, it is clear that the depletion of solute atoms in the δ-shell volume by the
imposed solute gradient and the concomitant decrease in free energy drive for γ-nucleation is the
governing factor that constrains nucleation in all the nucleation configurations considered
(homogenous, heterogeneous, δ-δ grain boundary, Case 1,2 and 3).

By the use of the Transient Nucleation Model, numerical calculations revealed at atomic level, the
reasons for the very different behavior of the Fe-C and Fe-Ni peritectic alloys notwithstanding the
fact that nucleation was considered under approximately the same energetic conditions in the
presence of a steep solute gradient. In the case of the Fe-Ni alloy of peritectic composition,
nucleation is not constrained because the composition of the δ-shell volume is maintained in the
presence of a steep solute gradient as a result of the much lower (substitutional) diffusivity of nickel
atoms compared to that of carbon atoms that diffuse interstitially.
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Chapter 1
1.1

Introduction

The history of steel can be traced back to the 11 th century BC[1] when man first learned that
reheating iron with charcoal produces a material with much better properties than iron. Little was
known at the time about how carbon atoms in charcoal are being diffused into iron, and hence the
magic material, steel, was born. Ever since, steel has been replacing most of the other materials and
kept spreading over the world, and now it is the most widely used material on earth. Steel of
peritectic composition in particular, is widely applied from construction, automobiles to energy,
with the product volume exceeding 1.3 billion tons of production per year [2, 3].

The continuous development of the mechanics and software upgrades enables conventional
continuous casting (CC) techniques to produce slabs of thickness 230 mm with casting speeds up to
3 m/min[4]. However, in order to prevent surface defects in these slabs, peritectic steel grades need
to be cast at speeds 20% lower than those of low carbon steel grades[4]. Surface defects have also
been a serious problem in other continuously casting processes as well, ranging in casting speeds
from 1 m/min to 80 m/min. The composition range of carbon that is subjected to severe surface
defects falls into the peritectic range of 0.09 to 0.53 wt% carbon and it has been proven over and
over again over many years that steel in this composition range are subject to surface defects.
Nakamura[5] in 1979, was one of the first researchers that provided convincing evidence that the
degree of unevenness and average solidification constant are adversely affected in this peritectic
composition range as shown in Figure 1.1:1

Figure 1.1:1Casting behavior respect to carbon composition Nakamura et al. [5]
More recently, comprehensive studies emerged and Furst[6], for example found that both the depth
of oscillation marks and mould level fluctuations are significantly increased when steel in the
peritectic composition range are cast by continuous casting techniques. as shown in Figure 1.1:2.
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Figure 1.1:2 Casting behavior respect to carbon composition [6]
On cooling a steel in the peritectic composition range, under near-to-equilibrium conditions, delta
(δ) ferrite nucleates and grows in the liquid. On further cooling, when the peritectic temperature is
reached, austenite nucleates and a thin layer grows on the solid (δ)/liquid interface (the peritectic
reaction). This austenite layer then grows into the liquid and back into the delta (the peritectic
transformation). The volume of the resultant austenite phase is at least 3% less than either parent
phase (liquid and delta-ferrite)[3, 7]. At higher cooling rates, typically experienced during
continuous casting, the solid-state delta-ferrite to austenite phase transition progresses by a massive
type morphology at very high rates, up to 25-200 mm/s [3, 8-10] . Experimental observations have
shown that this massive-type of phase transformation occurs at cooling rates higher than 50 to 100
K/min [11, 12] at deep undercooling and this phenomenon has been linked to constraint nucleation
[8, 13]. At deep undercooling, the newly formed austenite phase grows into large grains and a
number of authors suggested that transverse cracks and surface depressions are linked to these large
and rapidly growing austenite grains [14-17].
The massive-type of solid-state delta-ferrite to austenite transformation is accompanied by a
significant volume contraction[7] that leads to the detachment of the solidifying shell from the
mould in the near-meniscus region of the continuous casting machine with the concomitant
development of hoop stresses[4]. The detachment of the shell from the mould impedes effective
heat extraction and leads to hot-spots in the thin solidifying shell. Furst [6], provided evidence that
the rate of heat extraction and temperature variations in the solidifying shell depend on the carbon
content of the steel, in this instant being cast in a conventional continuous casting machine at a rate
of 1.2 m/min as shown in Figure 1.1:3.

Figure 1.1:3 Heat flux and temperature variation at the model with respect to carbon
composition[6]
It follows that the combined effects of the rapid growth of austenite with the concomitant reduction
in volume, the development of stresses and the detachments of the shell from the mould in the
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meniscus region of the continuous casting machine, lead to surface defects, cracks and in the
extreme to breakouts [3, 4, 11]. The chain of events leading to reduced productivity and defects
formation in the product, in the course of the continuous casting process, may be summarized as the
following flow chart in Figure 1.1:4:
Carbon composition

Peritectic composition range

Slow cooling

Out

Rapid cooling

of

the

peritectic range
Constrain

peritectic

nucleation
Deep undercooling system

Rapid growth of large austenite
grains

Higher

fraction of

volume

shrinkage
Detachment of the shell
from the mold

Surface cracks and
depressions

Heat out flux and local
temperature fluctuations

Lower quality/lower mechanical
properties and/or lower productivity

Minimum Profit
Figure 1.1:4 Flow chart of event causing the low quality and production rates in peritectic
alloy
The low casting speeds required to produce quality steel in the peritectic composition range may
not be economically viable since it reduces productivity. Moreover, there is an urgent need globally,
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to produce high strength steel for a multitude of applications which puts these steels into the
peritectic composition range. Consequently, it is necessary to better understand the underpinning
scientific principles that lead to the massively growing austenite grains as a result of constrained
nucleation. A first approach might be to seek answers by application of the ‘ Classical Nucleation
Theory’ developed by J.W. Gibbs in the 1870s[18], however, Griesser et al[8, 19] have shown that
this theory cannot explain certain observations he has made in real time and at temperature, of
nucleation events occurring at high cooling rates. He provided convincing experimental evidence
that nucleation at high undercoolings[13, 19] of an intermediate phase, is influenced by interference
with nucleation events in the presence of diffusion fields. The inability of the classical nucleation
theory to explain Griesser’s experimental results[8, 13] and the need to clarify the theoretical
background and quantify the influence of diffusion fields, led to the present study.

1.2

Objectives and Methodology

The main industrial driver for the current research project, is to identify and quantify the underlying
factors causing poor product quality of peritectic steel being cast by continuous casting techniques.
However, the approach taken is an attempt to identify the underpinning scientific principles that
control the rate, mode and morphology of the peritectic phase transition, with special emphasis on
nucleation events. The principle justification for this research methodology is the conclusion that
the root cause of the casting problems experienced in casting steel of near-peritectic composition is
linked to the rapid solid-state transformation of delta-ferrite to austenite as a result of the suppression
of the nucleation of austenite[8, 13].

A study of nucleation events occurring in the temperature range 1720-1760 K has been inhibited by
the masking of these events by the subsequent decomposition of austenite at lower temperatures,
thereby rendering examination at room temperature all but meaningless. However, opportunities to
overcome these impediments emerged with the introduction of high-temperature laser- scanning
confocal microscopy. This relatively new experimental technique has been used in the present study
to make in-situ observations of nucleation events in real time and at the temperature at which they
occur. The concentric solidification technique developed by Reid et. al [20] provided the
opportunity to study effectively nucleation and subsequent growth events at temperature and at high
resolution. These surface observations have been complemented by adoption of an in-built
differential thermal facility to prove that observations made on the surface are indeed linked to bulk
behavior. Experimental measurements of the temperature distribution in the concentric
solidification configuration under equilibrium conditions led to the development of a twodimensional transient heat transfer model, which enabled the calculation of the complete
temperature distribution along the radial distance, including the temperature at δ/l interface at high
cooling rates. These experimental measurements and subsequent modelling were used as input
parameters into a phase-field model by which the observed microstructural development was
simulated. Good agreement was found between the experimentally determined rates of the
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pertaining phase transformations and the numerical simulations. These correlations provided
confidence that the solute distribution along the radial direction can be correctly predicted. With
knowledge of the temperature and solute distribution in a rapidly solidifying concentric sample, the
drive for peritectic nucleation were then calculated with respect each parent phase.

The calculated temperature and solute distribution, allowed the application of the classical
nucleation theory and thermodynamic analysis of different alloys (Fe-C, Fe-Ni) under rapid cooling
conditions. The possible geometrical configurations of a nucleus at the δ/l interface and δ-δ-l triple
junctions were also taken into account in the nucleation analysis. The classic nucleation theory was
revisited and the theoretical background for the suppression or the promotion of the nucleation
process in peritectic systems under non-equilibrium conditions were investigated with reference to
existing literature. These analyses were mainly built upon the pertaining experimental investigations
and the concepts develop by Griesser et al[8, 19]. Griesser proposed that the diffusional solute flux
initially generated by the solid gradient in the parent δ-phase, increases the Gibbs free energy barrier
to nucleation of an austenite nucleus by variations in statistical fluctuations of atoms attaching onto
an embryonic nucleus.

In an attempt to quantify the events occurring during nucleation, a novel numerical model for
nucleation in the presence of a solute gradient was developed, incorporating fundamental
thermodynamics, and termed the Transient Nucleation Model (TNM). Two different peritectic
alloys were investigated: A Fe-0.18wt%C alloy in which diffusion occurs by interstitial means and
a Fe-4.2wt%Ni alloy, representing a substitutional diffusion mechanism. The two alloys were
investigated at different extents of undercooling, solute diffusivity and solute gradients and the
governing factors that either promote or suppress nucleation were estimated by calculating the Gibbs
free energy barriers to nucleation in each case.

1.3

Thesis Outline

Following an introduction in Chapter 1, Chapter 2 centers on a discussion of the pertaining
fundamental thermodynamic relationships with respect to phase stability, transformation, and
nucleation. The section is also used as the basis for the development of the concepts further
developed in Chapters 4 to 8, which relate to the validity of applying theoretical models to real
systems. A brief general overview is provided of experimental investigations of peritectic systems
with specific reference to phase transformation rates and nucleation events. The Fe-C and Fe-Ni
systems are given special attention. Finally, recent developments in phase-field modelling is
introduced and the application to and validity of such simulations models in the analysis of peritectic
systems are summarized and quantified.

A brief introduction to high-temperature laser-scanning microscope (HTLSCM) and its capability
for the study of high temperature phase transformation investigations are provided in Chapter 3. The
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temperature distribution in a concentrically solidifying sample under rapid cooling conditions is
experimentally measured by spot-welded thermocouples. This technique enabled the determination
of the temperature across the solid/liquid interface under near isothermal conditions. A numerical
model is then developed in a Python platform by the application of finite element techniques,
thereby providing a two-dimensional transient heat transfer analysis applicable to concentrically
solidifying samples in the HTLSCM at high cooling rates. Following fine calibration of the
experimental measurements, the model enables the calculation of the temperature of the moving
solid/liquid interface, or at any other point in the concentric sample, under given cooling conditions
and at any time during or subsequent to solidification.

Details of the application of phase-field modelling techniques to a study phase transformations and
solute distribution in concentric solidification experiments are provided in Chapter 4.

The

experimentally determined temperature distribution (Chapter 3) are imported into a phase-field
model to simulate initial liquid pool formation upon heating, isothermal holding, and cooling of a
concentric sample. The two-dimensional simulation domain was constructed on par with the
experimental environment so that the effects of scaling and geometrical limitations are eliminated.
These simulations enabled the calculation of the non-linear solute distribution and solute
composition at the solid/liquid interface at any stage during an experiment. By a combination of the
outcomes from Chapter 3 and using the thermodynamic database ThermoCalc 2020a[21] it was
possible to calculate the driving force for peritectic nucleation from either parent phase in a
concentric solidification experiment.

Chapter 5 provided details of selected experimental investigations of the Fe-C and Fe-Ni peritectic
systems employing the concentric solidification technique. The investigations are discussed mainly
under three modes of cooling: slow, moderate, and rapid cooling. From each mode, austenite
transformation rates and phase morphology are compared to the outcomes of the phase-field
modelling studies. In addition, the modes and morphology of the peritectic phase transition under
conditions of deep undercooling was investigated. Finally, by using the thermodynamic data
calculated in Chapter 4, and combining experimental observations, the lag-time for nucleation in
the Fe-C and Fe-Ni peritectic systems were analyzed.

In Chapter 6, a detailed review is provided of the phase stability and the nucleation models
developed for homogenous, heterogeneous, and grain boundary nucleation.

The theoretical

developments of lag-time for steady-state conditions, non-steady-state conditions, and in condensed
systems are further discussed. The major development of nucleation in the presence of a solute
gradient is outlined and applied to the Fe-0.18wt%C alloy. Possible factors that might suppress
nucleation of an intermediate phase in the Fe-C peritectic alloy system such as stress, orientation,
interfacial energy and twin nucleation are quantitatively analyzed and discussed. Furthermore,
atomic jump frequency calculations at a fundamental level are discussed and the effects of solute
and temperature gradients on atomic jump frequencies were analyzed with reference to the lag-time
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for nucleation.
The nucleation of austenite (γ) at the solid-liquid interface and at triple junctions under possible
mechanical equilibrium conditions are investigated in detail in Chapter 7 for the Fe-C peritectic
alloy. The free energy barrier to nucleation in each single parent phase homogenously and
heterogeneously, progression into both parent phases simultaneously and nucleation at the ferrite
grains boundary (δ-δ), were analyzed. The geometrical configurations at the triple point for a γnucleus evolving either into liquid or simultaneously into both δ and liquid were assessed. The
possible conditions of interfacial energy equilibrium for a γ nucleus, are considered and the
variations of the Gibbs energy barrier under the pertaining conditions were compared.

In Chapter 8, a new nucleation model was developed in Matlab, starting from the fundamental
thermodynamics that pertains to the formation of embryonic nuclei under the influence of a solute
gradient. The term ‘shell volume’, the volume surrounding the near-vicinity of an embryonic
nucleus that can be treated separately from its parent matrix, initially introduced by K.C Russel[22],
was used to mimic conditions in the presence of steep solute gradients and for the development of
the new transient nucleation model(TNM). The effects of ‘shell volume’, solute gradient,
undercooling and solute diffusivity on the growth of embryonic nuclei were then analysed by
application of the newly developed transient nucleation model. The TNM was then further
developed and adapted so that heterogeneous nucleation could be analysed. Heterogeneous
nucleation events occurring at δ-δ grain boundaries, or at δ/l interface, or simultaneously developing
into both the δ and liquid parent phases at the δ/l interface were then evaluated. It was shown that
there are three different solute distribution mechanisms that can potentially be responsible for the
simultaneous growth of an embryonic nucleus into both the δ and liquid parent phases. These three
mechanisms of solute redistribution were referred to as Cases 1,2 and 3. The unique factors that
need to be taken into account in considering each solute re-distribution mechanism that lead to
nucleation mode was analysed by the use of the TNM model. Within this model, the Gibbs free
energy barriers to nucleation were quantified with respect to the promotion or suppression of
nucleation.

It should be noted that the main development of the transient nucleation model is presented in
Chapter 8. Chapters 2 to 7 provide the necessary fundamental background to the development of the
model and in these chapters attempts have been made to resolve many of the conflicts in the current
literature. They also addresses the experimental techniques that led to the development of the
transient nucleation model outlined in Chapter 8.

1.4

Summary

One of the main objectives of the present study was to calibrate the concentric solidification
technique to the extent that the pertaining thermodynamics can be extended to the analysis of other
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alloy systems. Another objective was to assess the ability of existing models, including the role of
geometrical arrangements of incipient nuclei, to explain why nucleation in a Fe-C alloy of peritectic
composition is constrained at high cooling rates. It was found that existing models cannot account
for constrained nucleation and that it was therefore necessary to develop a new transient nucleation
model. The systematic progress in the present study can best be summarized by the flow chart below,
which provides an outline of the research methodology pertinent to the present investigation.

Figure 1.4:1 Information and calculation flow of the research study
The solid network of lines to the left of Figure 1.4:1 illustrate the information flow in Chapters 1 to
5. The two dashed lines furthest to the right ending in a solid dot, represent the calculation path
followed in Chapter 6 and 7. It shows that the existing literature referred to in Chapters 2 to 5 cannot
account for the suppression of nucleation of meta-stable austenite a peritectic Fe-C alloy. The fine
dashed line links the calculations in Chapter 8 to the information flow in Chapters 3 to 5. Application
of the newly developed and quantified transient nucleation model, outlined in Chapter 8, provide
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convincing evidence that constrained nucleation under non-equilibrium conditions can now be
explained.
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Chapter 2
2.1
Fundamental Considerations with Respect to the
Thermodynamics and Kinetics of the Peritectic Phase Transition
2.1.1

Introduction

The peritectic phase transformation occurring in the Fe-C alloy system, provides a unique platform
for the investigation of nucleation events since this interesting phase transformation depends heavily
on nucleation characteristics. The microstructural evolution of the peritectic phase is a result of
competitive growth from two parent phases (δ-ferrite and liquid), which is governed by diffusion
kinetics and Gibbs free energy changes. It has been very challenging to study both experimentally
and theoretically, the rather complex process of transformation. Even with the increasing industrial
usage and demand, research data on peritectic phase transitions, remains approximately 1%
compared to eutectic[23].

The first half of the chapter discusses the fundamentals of thermodynamics governing the free
energy of a binary system, equilibrium at an interface, and conditions for nucleation. The discussion
is kept simple and limited to facts regarding the peritectic transformation and the nucleation events.
The underlying thermodynamics are discussed in detail in later chapters for some specific events
and applications.

In later sections, the peritectic reactions and transformation are discussed with emphasis on those
aspects that received the least discussion of events relating to the reaction and transformation
processes. The focus of the current study is on the Fe-C and Fe-Ni systems and the experimental
and theoretical considerations are summarised. A brief account is given of other peritectic systems,
especially considering the factors effecting nucleation undercooling. The recent developments of
phase-field simulations are also discussed relevant to the peritectic systems.

Nucleation events in the Fe-C and Fe-Ni alloy systems takes place at micro or even nanoscale, and
it has as yet not been possible to observe these events in-situ. However, events immediately
following nucleation can be, and has been observed and lend itself to experimental investigations.

2.2

Fundamental Thermodynamics for Phase Transformation

2.2.1

Free Energy of Binary Systems

In order to place into perspective the discussions below, it is pertinent to briefly review some wellknown principles. A system may contain several components chemically distinct within a defined
boundary. Systems may also contain phases (solid, liquid, and gas), with different crystal structures
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and compositions. For a single component system, there are three thermodynamic variables,
temperature, pressure, and volume, which dictates its state. But always, only two are independent,
and the third has to vary[24].

In the Equation 2.1, the variable E denotes the total energy of a system, and the change in internal
energy of the system (𝑑𝐸) is the summation of heat (+𝛿𝑄) and work done (+𝛿𝑊) on the system.
For an infinitesimal change of E:
𝑑𝐸 = 𝛿𝑄 + 𝛿𝑊 … (2.1)
The Equation (2.1) becomes the First law of thermodynamics. The variables, Q and W are path
dependent variables and hence, they are not state variables. Because these two variables are path
dependent, there should be a variable that quantifies the effect of heat and work.
If a system undergoes a spontaneous process and output heat as the product, and when the system
approaches the equilibrium state, the driving force tends towards zero. The internal energy that
exists in the initial state diminishes by doing work in order to approach thee equilibrium state; thus,
there is no more internal energy to do useful work.
The extent of degraded, or the degree of irreversibility, may depend on the path of the process, and
that suggests that there should be a way to measure the extent of degradation. Entropy(S) is a way
to describe this. T is the temperature.
𝑑𝑆 =

𝛿𝑄
… (2.2)
𝑇

So the first law could be expressed by the second law. When 𝛿𝑄 = 𝑇𝑑𝑆 and 𝛿𝑊 = −𝑃𝑑𝑉 from
Equation (2.1), P and V are respectively the pressure and the volume of the system:
𝑑𝐸 = 𝑇𝑑𝑆 − 𝑃𝑑𝑉 … (2.3)
It should be noted that if systems come to equilibrium, its internal energy would be at a minimum,
and entropy would be at a maximum. If the entropy is constant, it’s internal energy should be at its
minimum. This is still not convenient for expressing the condensed phase. The volume of the system
changes with the influx or outflux of heat. Heat flux could be measured easily, but the volume
changes may not. Therefore, enthalpy would be a better state variable expressing energy changes of
a system. Enthalpy (H) is defined as,
𝐻 = 𝐸 + 𝑃𝑉
𝑑𝐻 = 𝑑𝐸 + 𝑃𝑑𝑉 + 𝑉𝑑𝑃
From Equation (2.3), we have,
𝑑𝐻 = 𝑇𝑑𝑆 + 𝑉𝑑𝑃 … (2.4)
So, if we maintain constant pressure, the second term vanishes and we could measure the enthalpy
just by heat influx/outflux. Just to ensure, replacing Equation (2.4) with Equations (2.3) and (2.2),
at constant pressure, rearranges to,
𝑑𝐻 = 𝛿𝑄
If we consider a solidification process again at constant pressure, Enthalpy provides more practical
methods for quantifications. Enthalpy simply becomes either the heat added or removed from the
system at constant pressure. However, Enthalpy changes do not indicate the free energy variation
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due to the distribution of the particles. Thus, Gibbs Free energy (G) is defined as:
𝐺 = 𝐻 − 𝑇𝑆
And,
𝑑𝐺 = 𝑑𝐻 − 𝑇𝑑𝑆 − 𝑆𝑑𝑇
Replacing 𝑑𝐻 with Equation (2.4), we have,
𝑑𝐺 = 𝑉𝑑𝑝 − 𝑆𝑑𝑇 … (2.5)
At constant pressure, 𝑑𝑝 = 0 thus,
𝑆 = −(

𝜕𝐺
)
𝜕𝑇 𝑝

Entropy becomes a critical term in defining the phase transformation process. The following
description of configurational entropy is based on concepts outlined in “Introduction to
Metallurgical Thermodynamics[25]” and ‘’Thermodynamics of Solids[26]’’.
Two systems are considered A, and B; System A consists of ‘a’ atoms and B of ‘b’ atoms. When A
and B crystals are in contact, A diffuses to B and B diffuses to A, and equilibrium is reached. During
the diffusion, entropy is also increased and has come to a maximum at the equilibrium of the A, B
system. Also a, b concentration gradients are being eliminated.

In a case like this, entropy is increased because of the increase in the number of spatial
configurations that become available to the system when A and B atoms mixed together completely.
There would be an absolute configuration that provides the maximum possible, but configurational
entropy deals with the increased number of ways that A and B atoms could mix up.
The configurational entropy (𝑆𝑐𝑜𝑛𝑓 ) defines as:
∆𝑆𝑐𝑜𝑛𝑓 = 𝑘 ln

(𝑛𝑎 +𝑛𝑏 )!
𝑛𝑎 ! 𝑛𝑏 !

𝑘 is Boltzman constant, 𝑛𝑎 𝑎𝑛𝑑 𝑛𝑏 are the number of atoms of A and B respectively.
Configurational entropy would be the same as for entropy of mixing for a binary system[24]:
𝑆 = −𝑅[𝑋𝐴 ln(𝑋𝐴 ) + 𝑋𝐵 ln(𝑋𝐵 )]
When 𝑛𝑎 𝑎𝑛𝑑 𝑛𝑏 are the number of moles of A and B components, then the mole fractions will
be; 𝑋𝐴 =

𝑛𝑎
𝑛𝑎 +𝑛𝑏

and 𝑋𝐵 =

𝑛𝑏
𝑛𝑎 +𝑛𝑏

, R is the gas constant.

When the two systems A and B are allowed to interact with each other, not only do their
configurations change, but bonds between are also created:


A-A



A-B



B-B

The Gibbs energy per mole (𝐺 𝑚 ) is then equal to:
𝑚
𝐺 𝑚 = 𝑋𝐴 𝐺𝐴𝑚 + 𝑋𝐵 𝐺𝐵𝑚 + Ω𝑚 𝑋𝐴 𝑋𝐵 − 𝑇𝑆𝑚𝑖𝑥

𝐺𝐴𝑚 𝑎𝑛𝑑 𝐺𝐵𝑚 are the free energy of an one mole of A and B, respectively. Ω𝑚 =

∆𝐻𝑚𝑖𝑥
𝑋𝐴 𝑋𝐵

, ∆𝐻𝑚𝑖𝑥 is

the Enthalpy of mixing. When Ω𝑚 > 0 the mixing process is highly discouraged whilst Ω𝑚 < 0
favors the mixing by lowering its free energy. If Ω𝑚 = 0 , no energy change is considered due to
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mixing, and the system is then called an ‘Ideal system.’
In the same system by adding either 𝑑𝑛𝑎 𝑎𝑛𝑑 𝑑𝑛𝑏 components, the change free in energy is given
by:
𝑑𝐺(𝑝, 𝑇, 𝑛𝑎 , 𝑛𝑏 ) = 𝑉(𝑝, 𝑇, 𝑛𝑎 , 𝑛𝑏 )𝑑𝑝 − 𝑆(𝑝, 𝑇, 𝑛𝑎 , 𝑛𝑏 )𝑑𝑇 + 𝜇𝐴 (𝑝, 𝑇, 𝑋𝐵 )𝑑𝑛𝑎 + 𝜇𝐵 (𝑝, 𝑇, 𝑋𝐵 )𝑑𝑛𝑏
Where,
𝜕𝐺
)
𝜕𝑛𝑎 𝑝,𝑇,𝑛𝑏

𝜇𝐴 = (

𝜕𝐺
)
𝜕𝑛𝑏 𝑝,𝑇,𝑛𝑎

And 𝜇𝐵 = (

𝜇𝐴 𝑎𝑛𝑑 𝜇𝐵 is the chemical potentials of A and B components. Under constant pressure and
temperature, the above expression can be simplified to and extended to with ‘k’ number of different
components:
𝑑𝐺 = ∑𝑖=𝑘
𝑖=1 𝜇𝑖 𝑑 𝑛𝑖

,

𝜕𝐺
)
𝜕𝑛𝑖 𝑇,𝑃,𝑛𝑗

(

= 𝜇𝑖 ,

The above expression can be used to calculate the free energy variation of adding 𝑑𝑛𝑖 number of
components with 𝜇𝑖 the chemical potential under constant temperature and pressure.
More conveniently, the free energy change per mole can be expressed by
𝑑𝐺 𝑚 (𝑝, 𝑇, 𝑋𝐵 ) = 𝑉 𝑚 (𝑝, 𝑇, 𝑛𝑎 , 𝑋𝐵 )𝑑𝑝 − 𝑆 𝑚 (𝑝, 𝑇, 𝑛𝑎 , 𝑋𝐵 )𝑑𝑇 + [𝜇𝐴 (𝑝, 𝑇, 𝑋𝐵 ) + 𝜇𝐵 (𝑝, 𝑇, 𝑋𝐵 )]𝑋𝐵
With 𝑋𝐴 + 𝑋𝐵 = 1.
At constant pressure and temperature,
𝐺 𝑚 = 𝑋𝐴 𝜇𝐴 + 𝑋𝐵 𝜇𝐵
The chemical potential per mole fraction can then be defined, for an ideal solution of A and B, [24]
𝜇𝐴 (𝑋𝐵 ) = 𝐺 𝑚 (𝑋𝐵 ) + 𝑋𝐵

𝜕𝐺 𝑚
𝜕𝑋𝐵

𝜇𝐵 (𝑋𝐵 ) = 𝐺 𝑚 (𝑋𝐵 ) + (1 − 𝑋𝐵 )

2.2.2

𝜕𝐺 𝑚
𝜕𝑋𝐵

Equilibrium of Two Phases in a Binary System

Now consider the free energy of a system with two phases (say liquid and solid) with components
A and B in equilibrium as illustrated in Figure 2.2:1. The composition of solute B in both phases is
uniform and given by 𝑋𝐵𝑙 and 𝑋𝐵𝑠 representing liquid and solid phases respectively. Chemical
potential (𝜇 ), Gibbs molar free energy(𝐺 𝑚 ) subscripts has the similar representation with respect
to phase and the type of components.
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𝜇𝐴,𝑙
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𝑋𝐵𝑙

𝑋𝐵𝑠

(wt%)

Composition

𝑋𝐵𝑙

𝑋𝐵𝑠
Solid

Interface

Liquid

Distance (m)

Figure 2.2:1Composition and free energy at an interface under local equilibrium
The conditions for equilibrium at the interface are that each component in both phases have the same
chemical potential, such that:
𝜇𝐴𝑠 = 𝜇𝐴𝑙 and 𝜇𝐵𝑙 = 𝜇𝐵𝑠
Theoretically, there should not be a chemical potential difference in any component across the
interface. Similarly, a peritectic phase can maintain equilibrium with both its parent phases as given
in following free energy diagram in Figure 2.2:2.
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Figure 2.2:2 Chemical potential and composition for a single phase in equilibrium with two
phases
𝑗

𝐶𝑖 is the composition of phase i in equilibrium with phase j. Austenite (γ-phase) has to maintain a
𝛾

lower composition of 𝐶𝛾𝛿 to be in equilibrium with delta ferrite at 𝐶𝛿 and coexisting with liquid with
higher composition, 𝐶𝛾𝑙 . The austenite layer is sandwiched between ferrite and liquid, thus inherits
a notable solute gradient across its volume. The growth and the diffusion mechanisms of solute in
the austenite platelet due to this solute gradient is further explored in the following sections.

2.2.3

Driving Force for Nucleation

The Driving force for nucleation is provided by the volumetric change of phases into a more stable
phase. That is, the number of atoms jumping from higher energy levels into a lower energy level
rearrange into a more stable structure under a given thermodynamic condition. The event of
nucleation is discussed in detail in Chapter 6, but for the present, in this section, only the
development of a driving force will be considered.
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Figure 2.2:3 Development of the maximum driving for nucleation in the initial stages
The dashed lines in Figure 2.2:3 represent a solid-liquid system in equilibrium, with the liquid
composition 𝑥𝑙,𝑒𝑞 and solid composition 𝑥𝑠,𝑒𝑞 at temperature T, as discussed in the previous section.
Now a condition arises at 𝑇 − ∆𝑇, where the system contains only the liquid, but a more stable solid
phase has not nucleated as yet. Then an infinitesimal volume element of liquid with composition
𝑥𝑙,1 may transform into solid with composition 𝑥𝑠,1 . The maximum driving force can occur only if
both A and B components drop-down by the same amount of energy upon transformation. Thus, the
so-called parallel tangent method can be used to calculate the maximum driving for at the initiation
of the nucleation process. The tangent

𝜕𝐺𝑙𝑚
𝜕𝑥 𝑥𝑙,1

equals to
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𝜕𝐺𝑠𝑚
𝜕𝑥 𝑥𝑠,1

so that 𝜇𝐴,𝑙 − 𝜇𝐴,𝑠 = 𝜇𝐵,𝑙 − 𝜇𝐵,𝑠 .

Figure 2.2:4 Overall driving force for the nucleation event
The parallel tangent method will generate a maximum driving force of FG (Figure 2.2:3). However,
the precipitated solid with composition 𝑥𝑠,1 is not in equilibrium with the liquid with composition
𝑥𝑙,1 . The new precipitation phase eventually has to be in equilibrium with its matrix phase to be able
to evolve as shown in Figure 2.2.4. This common tangent provides the same chemical potentials in
each of the components with the liquid composition 𝑥𝑙,𝑒𝑞2 and solid composition 𝑥𝑠,𝑒𝑞2 , eventually
providing the overall driving force BC (Figure 2.2:4). At the same temperature ( 𝑇 − ∆𝑇,) the
common tangent to the solid and liquid phases and their respective equilibrium compositions will
remain the same and hence, any volume element of liquid with composition 𝑥𝑙,𝑖 transforming into
a solid phase will have a driving force of ∆𝐺 [27, 28].

A similar mechanism applies to nucleation in peritectic alloy systems when a new phase is to
nucleate simultaneously from both parent phases. The details of such a mechanism will be further
discussed in Chapters 6 and 7.

2.2.4

Mechanics of the Interface

The boundary that forms when two phases co-exist in the case of a first-order phase transformation
is known as an interface and the free energy (F) of a system with such an interface can be expressed
as,
𝐹 = −𝑝𝑉 + 𝜇𝑁 + 𝛾𝐴
𝜇 is the chemical potential; N is the number of particles in the interface; A is the surface area, and 𝛾
is the interfacial energy. P and V and pressure and the volume of the system. The change in free
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energy is given by:
𝑑𝐹 = −𝑝𝑑𝑉 − 𝑆𝑑𝑇 + 𝜇𝑑𝑁 + 𝛾𝑑𝐴
The surface tension for a closed system with constant volume and temperature is defined as:
𝛾= (

𝜕𝐹
)
𝜕𝐴 𝑁,𝑉,𝑇

Surface tension is an intensive parameter, which is anisotropic and considered to be positive as a
system always tends to minimize its surface area.

2.3

Peritectic Transformation

2.3.1

Introduction

In a peritectic phase transformation, a single solid phase (child phase) crystallizes from a parent
solid and a liquid phase (E.g. δ + liquid → γ). The complete transformation process may be
categorized into three[29] or two[30] different stages, depending on the extent of undercooling of
the pertaining parent phases. In order to provide clarity of the mechanism by which a peritectic
transformation occurs, two main conditions need to be considered:
(a) The child phase (γ) nucleates at the interface of the parent phases and then transform to less
than 90% of either liquid or primary solid phase almost instantly (less than 0.1 s).

Under these near-equilibrium conditions, the child phase grows along the interface between the
parent phases until the parent phases are separated by the child phase which is commonly referred
to as the peritectic reaction[31]. The γ phase then advances into both parent phases along the
temperature gradient. This transformation is diffusional controlled if the parent phases are under or
near equilibrium.
(b) The child phase (γ) nucleates at the interface, in the bulk of the parent phases or at the both, and
then advances to more than 90% into either primary solid or liquid phases instantly (less than
0.1 s)

This mode of transformation occurs under conditions of high undercooling. The peritectic reaction
and subsequent peritectic transformation are not distinguishable and the child phase γ, advances
into either or both parents phases in a massive-type of transformation manner[32]. Massive like
transformation essentially a diffusionless mechanism however short rage diffusion may come into
effect. Nucleation of the γ phase may originate at the interface, bulk parent phase or both, and
advances rapidly along the temperature gradient.

Mode (a) phase transformation can be schematically illustrated by Figure 2.3:1[3],
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(a). Definition of peritectic phase

(b).

Mechanism

transition

solidification

of

peritectic

Figure 2.3:1 Schematic diagram of peritectic phase transition
The reaction and transformation are not separable when the transformation occurs under nonequilibrium conditions since the transformation is so rapid. The rapid sequence of events makes it
extremely difficult to explore the nature of the nucleation events and the subsequent evolution of
the microstructure. Regardless of the complexity, the nucleation of the peritectic phase holds the
key as to which mode (a) or (b) will be followed. For example, if the nucleation is suppressed beyond
the peritectic temperature, transformation is more likely to follow mode (b) and if not, mode (a). A
better understanding of the reaction and transformation processes may be used to provide insight
into the mechanism(s) of nucleation events.

Under near-equilibrium conditions in the Fe-C alloy system, the peritectic phase (child phase) may
first nucleate on the primary delta solid (parent phase), which is in contact with the liquid phase
(parent phase)[33] . Once the child phase separates the two mother phases, diffusion must occur
through the child phase so it can grow into each parent phase. In contrast to near-equilibrium
conditions, rapid cooling conditions leads the systems to be under non-equilibrium conditions and
three different outcomes are possible:

1.The nucleation and growth of the primary solid phase is suppressed and the peritectic child phase
nucleates directly from the liquid[33].

2. The nucleation of the peritectic (child) phase is suppressed initially and primary liquid phase
transforms completely into the primary solid phase. Then the peritectic phase would nucleate from
the primary solid phase[34].

3. Competitive growth of both solid parent phase and peritectic child phase.
In the 3rd instance, the peritectic phase would either nucleate at the interface between the parent
phases, in the parent solid-phase or in the parent liquid phase. Following nucleation of the peritectic
phase, further transformation can occur even before the peritectic reaction is completed and hence,
the peritectic reaction and peritectic transformations can occur in parallel[35]. All three of these
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mechanisms are theoretically possible and have indeed be experimentally observed.

2.3.2

The Peritectic Reaction

The lateral growth of the peritectic phase immediately following nucleation, under near-equilibrium
conditions, separates the primary solid and liquid phases and Kerr et. al [29] has termed this the
peritectic reaction. All three phases are in contact at this stage, and the surface tensions are under
mechanical equilibrium as proposed by Hillert [36]. It was further assumed that the kinetics of the
reaction is controlled by diffusion. These assumptions were experimentally confirmed by Fredrikson
[37] and by St. John[31]. Kerr et. al [29] further proposed that the subsequent solid-state
transformation of the parent solid phase to the child phase, be termed the peritectic transformation.

Hillert[36] and Fredrikson[37] observed by using post-solidification optical metallography, that
remelting occurs in the parent solid phase ahead of the growing child phase and Hillert developed a
model to explain this interesting observation [35]. Using the concentric solidification technique,
Phelan et al. were the first to observe in-situ remelting of the delta-phase, the child phase in the FeC alloy system [38]. Griesser et al. [39] made similar observations and explained their in-situ
observation of remelting of the delta-phase by the use of the Hillert model.

Notwithstanding these important findings, the mechanism by which the peritectic reaction occurs
has not been fully clarified with the aid of the following Figure 2.3:2.
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Figure 2.3:2 Mechanism of the peritectic (a) phase diagram (b) figure of reaction and remelting of delta under experimental conditions[38]
𝑗

𝐶𝑖 is the composition of phase i with phase j .The current view of the progress of the peritectic
reaction in the Fe-C alloy system and the remelting of delta at the tip of the progressing austenite
platelet, may be summarized as follows:


The δ/𝑙 interface is at chemical equilibrium with solute composition of δ→ 𝐶𝛿𝑙 ,And l→ 𝐶𝑙𝛿
below the peritectic temperature at an undercooling ∆𝑇𝑝 .



∆𝑇𝑝 provides sufficient free energy drive for γ nucleation and solute fluctuations would
provide 𝛾 to be equilibrium at both the δ and l interfaces varying the solute composition
𝐶𝛾𝛿 and 𝐶𝛾𝑙 for the first time.



The parent phase interfaces compositions will also tends towards the equilibrium
𝛾

𝛾

compositions for the first time varying 𝐶𝛿𝑙 → 𝐶𝛿 at δ interface and 𝐶𝑙𝛿 → 𝐶𝑙 at the l
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interface.


𝛾

Because the local equilibrium liquid composition with 𝛾 is less than with δ, 𝐶𝑙𝛿 < 𝐶𝑙 , the
undercooling amount of AC drives 𝛾 to solidification.



𝛾

Let the interacting liquid composition be 𝐶𝑙′ . The 𝛾/L interface will try to get to 𝐶𝑙 from
𝐶𝑙𝛿 . In the process, the undercooling required for 𝛾 solidification will move from AC→



But δ in the vicinity of the triple point does not wait until this to happen. As the gamma
𝛾

solidifies, it saturates the volume ahead and 𝐶𝑙′ → 𝐶𝑙 ; δ gets superheated by the amount of
BD. Because of this, the so-called ‘delta remelting’ takes place.


When δ, remelts the composition 𝐶𝑙′ , tries to get to 𝐶𝑙′ → 𝐶𝑙𝛿 and by this process, the drive
for remelting goes from BD→ 0



But again, 𝛾 will not wait until δ is fully remelted and, the same as before, it will generate
drive AC for solidification.



𝛾

As a result 𝐶𝑙′ will fluctuate between 𝐶𝑙𝛿 and 𝐶𝑙 and hence the tip velocity of the reaction
will also fluctuate.



After the transient stage, the tip will come to its stable velocity and 𝐶𝑙′ will become constant,
𝛾

𝐶𝑙0 ; Where 𝐶𝑙0 𝐶𝑙𝛿 < 𝐶𝑙0 < 𝐶𝑙


With the liquid composition at the vicinity of triple-point becoming constant 𝐶𝑙0 , the drive
for 𝛾 solidification and the drive for δ remelting will remain constant and thus, the tip
velocity will become constant.

With respect to the growing austenite platelet along the delta/liquid interface, Griesser et .al made
the interesting observation that the growth rate of the platelet can be reduced to zero[39] and
remelting of delta terminated, by a small increase in temperature. There are at least two possibilities
for the velocity of the growing austenite phase along the delta/liquid to approach zero.

1.

𝛾

The disappearance of any volume of liquid in contact with both δ and 𝛾. If 𝐶𝑙′ → 𝐶𝑙 , the δphase has no access to liquid phase, and there won't be any remelting. At the same time, when
𝛾

𝐶𝑙′ → 𝐶𝑙 the driving force for 𝛾 solidification approach zero. AC→ 0.
2.

After 𝛾 has nucleated, the system requires that both δ and 𝛾 have a common solute composition
with respect to the liquid phase. The only way by which this can happen, is to reheat the system
to the peritectic temperature.

Several models have been reported in the literature in attempts to explain experimental observations
of the peritectic reaction in a number of alloy systems. It is therefore instructive to briefly summarize
these models, not only because they form the background to our current understanding, but also
because some of them will be referred to in subsequent discussions – see Table 2.3:1.
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Table 2.3:1 Peritectic reaction models (β – peritectic phase, α – primary solid phase)
Description of the parameters
No

modelled

Relation

Remarks

One of who first
mentions that
undercooling is

01

Morphology of secondary
phase solidification[31]

Microstructures are examined.

necessary for the

Cu (70%)-Sn of 4 mm rods

peritectic reaction

solidified with temperature

and transformation to

gradients 30 K/mm with

occur where the

growth rates of 1.7-8.5 μms-1.

liquid has access to
the primary solid at
that specific
undercooling
It was assumed that
the phase

Maximum velocities(𝑉𝛽 ) of the
β-phase(peritectic phase) along

𝐷
𝑉𝛽 = (9⁄8𝜋)( 𝐿⁄𝑅)Ω′2

02

limited only by
diffusion, but later is

the edge of the α-phase(primary
solid phase) with a thickness

transformation is

Ω′ =

half of the tip radius (R) [40].

Ω
2Ω
Ω2
1−( )−( )
𝜋
2𝜋

it was proved not to
be the case. The
actual transformation

𝐷𝐿 -liquid solute diffusivity. R 𝑗

tip radius. 𝐶𝑖 is the composition

Ω=

𝛽

rates were much

𝛽

higher than those

𝐶𝑙 − 𝐶𝑙𝛼

of phase i with phase j.

𝐶𝑙 − 𝐶𝛽𝑙

predicted. [12]
No solid-state
diffusion.

Maximum velocities (V) of the

Developed with

growing β-phase along with the

Fick’s 1st and 2nd

α- phase[41]. 𝐷 is diffusivity of
03

𝛽

𝑉=

the solute and L diffusion layer
𝑗

𝐶𝑙 − 𝐶𝑙𝛼
𝛽
𝐶𝑙

−

𝐶𝛽𝑙

𝐷
.( )
𝐿

laws with no relation
to the diffusion layer

thickness.𝐶𝑖 is the composition

(L) and growing plate

of phase i with phase j.

thickness.[39]
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Maximum velocities(V) of the
growing β-phase along with the
α- phase[42]. 𝐷 is diffusivity.𝑟𝑐
04

𝛽

𝑉=

is the critical radius, and 𝑟 is

𝐶𝑙 − 𝐶𝑙𝛼
𝛽

𝐶𝑙 − 𝐶𝛽𝑙

the radius of the growing
𝑗

.(

𝐷
) . (1
2𝑟

The effect of pressure

𝑟𝑐
− )
𝑟

energy was

due to interfacial

considered.

phase.𝐶𝑖 is the composition of
phase i with phase j.
The length(l) between α and β
Directional

fronts for a given thermal
gradient (G) and velocity[43].
V-velocity. 𝑚𝑖 -slope of phase i.
05

𝑘𝑖 is distribution coefficient.
𝐶𝑝 and 𝐶0 are peritectic and
alloy compositions. 𝐷 is

solidification is
G∗l

considered under

= −𝑚𝛼 (𝐶𝑝 − 𝐶0 ) + 𝑚𝛽 𝐶𝑝

steady state

𝑚𝛽
GD
[1 −
]
𝑉
𝑚𝛼 (1 − 𝑘𝛽 )

conditions.

−

growth of the β-phase

diffusivity.

are considered.

Derived from the equation
No.05 for small undercooling.
06

The composition of the
liquid(𝐶𝐿 ) at the interface is

G𝐷
= −𝑚𝛼 (𝐶𝑝 − 𝐶0 ) − ∆𝑇
𝑉
G𝐷
1
𝐶𝐿 =
𝑉𝑚𝛼 (𝑘𝛼 − 1)

also derived[44]
Ti-Al alloys transformation at
both equilibrium and nonequilibrium states are
07

considered. Effects of cooling
rate for the initial nucleation of
the secondary phase is
discussed[33]

Nucleation and its

Steady-state
directional
solidification is
considered

The reaction happens only at
very slow cooling
The amount of pro-peritectic
phase decreases with
increasing cooling rate
Increased cooling rates also
increase the nucleation
temperature for Hyper
peritectic alloys
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Ti-Al compositions
0.35%-0.8%.

Temperatures (𝑇𝑝 ) for the
growing phase- fronts[45]. ,
𝑘𝑣 -velocity-dependent
distribution coefficient.𝑚𝑣 velocity dependent liquidus
08

slope.𝑇𝑚 -Melting temperature,
𝐶0 -alloy composition. R- Gas
constant. ∆𝑆𝑓 -entropy of fusion.

Cellular and
𝑇𝑝

Dendritic growth

𝑅𝑇𝑚 𝑉
= 𝑇𝑚 + 𝐶𝑙∗ 𝑚𝑣 − (
)
∆𝑆𝑓 𝑉0

were studied in the

𝐶
𝐶𝑙∗ = 0⁄𝑘
𝑣

Fe-Ni systems with
varying solidification
velocities.

𝑉- Growth velocity. 𝑉0 limitation velocity for
crystallization.

2.3.3

The Peritectic Transformation

Following the peritectic reaction, the peritectic phase is thickened and it advances into the liquid as
well as into the primary solid phase. Kerr et al [29]refers to this as the peritectic transformation. A
number of models has been reported to describe various aspects of this peritectic transformation.
The most relevant models to the present investigation are outlined in Table 2.3:2 below.

Table 2.3:2 Transformation models
No

Description of the parameters
modelled

Relation

Remarks

The thickness growth rate of the
β- phase.[46]. .∆𝑥 -thickness of

𝛼

𝐶𝛽
∆𝑥 2
= 𝛾 ∫ D̃𝑑𝑐
2𝑡
𝐶𝑙

β.t- time. . 𝐷 is diffusivity.𝐶𝑖 01

𝛽

𝑗

composition of phase i. 𝐶𝑖 is the
composition of phase i with
phase j.

Concentration gradient
considered to be zero
in both solid and liquid
phases. The

𝐶𝛼 − 𝐶𝐿
𝛾=
(𝐶𝛽 − 𝐶𝐿 )(𝐶𝛼 − 𝐶𝛽 )

concentration gradient
in the β is linear.
X and Y are
proportionality

𝑥=
Interface movement (x and y) of
02

α/β and β/l[47].
X and Y are proportionality
constants. t-time.

−𝑋
√𝑡

and 𝑦 =

𝑌

constants depends on

√𝑡

solute diffusivity and

x is the growth distance
into the l-phase, and y is
the growth distance into
the 𝛼 − phase.

undercooling. Fick’s
law is used to calculate
the interface moment
with the equilibrium
solute compositions
under small
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undercooling, ∆T.
Equilibrium condition, planar
03

interface growth is

Dendritic morphology due
to thermal gradient and

and no solid-state

constitutional

discussed.[48]

Only liquid diffusion

diffusion.

supercooling.

Critical undercooling required
for banded microstructure and
other different microstructures
are being considered.[49].
04

𝜃𝑖 , 𝛾𝑖 , ∆𝑠𝑣𝑖 , 𝑇𝑁𝑖 , ∆𝑇𝑁𝑖

are contact

𝑓𝜃𝛽
𝑓𝜃𝛼
=

angle, interface energy, entropy

Sn-Cd, Cd varying 0.7-

𝛽 2
𝛾𝛼𝐿 ∆𝑠𝑣
[ ]3 [ 𝛼 ]
𝛾𝛽𝐿 ∆𝑠𝑣

𝛽
𝛽
𝑇 ∆𝑇
[ 𝑁𝛼 ][ 𝑁𝛼 ]2
𝑇𝑁 ∆𝑇𝑁

1.56 wt%, is studied.

change per unit volume,
nucleation temperature and
undercooling.
Ti-Al and Fe-Ni

Mass transformation mechanism

systems are

rate(𝐽𝑠∗ ) is examined[32]. C is a
temperature-dependent constant
05

𝐽𝑠∗

and ∆𝐹 ∗ is the work required for

∆𝐹 ∗
= 𝐶. 𝐷. exp[−
]
𝑘𝑇

considered. There must
be initial nuclei formed
in-order massive

critical nucleus formation. D-

transformation to

diffusivity. T- Temperature. k-

progress

Boltzmann constant.

Phase selection with interface

𝛼

𝑉𝛽 =

velocity and temperature for
𝛼 − 𝑎𝑛𝑑 𝛽 −phases.[45].
𝛼
𝛽

𝛼
𝛽

𝛼
𝛽

1
4𝜋2

𝐷 [

∆𝑇𝑚 , ∆𝑚 are melting point

2

𝛼

∆𝑇𝑚+𝐶0 ∆𝑚𝛽
[∆𝑇0𝛼 𝑘 𝛼 Γ𝛼 ]

0.5

𝛽

−[∆𝑇0 𝑘 𝛽 Γ𝛽 ]

difference in 𝛼 and 𝛽. Γ 𝑖 GibbsThomson coefficient, ∆𝑇0𝑖 is
solute undercooling and 𝑘 𝑖 is

microstructure
𝛼
𝑇𝛽

development in the Fe-

𝑢

Ni system

= 𝑇𝑚2 + 𝐶0 𝑚2

curvature of the dendritic tip in
𝛼 and𝛽. 𝑇𝑚 is the melting

]

Phase selection and

difference and liquidus slope
06

0.5

−[

temperature of the pure

𝛼
𝛽
∆𝑇𝑚

+ 𝐶0

[∆𝑇0𝛼 𝑘 𝛼 Γ 𝛼 ]0.5

2

𝛼
∆𝑚𝛽
𝛽

− [∆𝑇0 𝑘𝛽 Γ𝛽 ]

0.5 ]

component. D- Diffusivity. 𝐶0 alloy composition.
Dendrite tip velocity at
07

undercooling conditions[50]
̅̅̅
𝑘𝐿 , ̅̅̅
𝑘𝑠 weighted conductivity in

̅̅̅𝐿 𝐺𝐿 𝜀𝐿
−Ґ𝜔2 − [𝑘
+ ̅̅̅
𝑘𝑆 𝐺𝑆 𝜀𝑆 ] + 𝑚𝐿 𝐺𝐶 𝜀𝐶 = 0
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Dendritic growth
model for secondary
solid phase in a pre-

liquid and solid, 𝐺𝐿 , 𝐺𝑠 –

existing solid-liquid

Temperature gradient in liquid

system

and solid, 𝜀𝐿 , 𝜀𝑆 - stability
parameter in liquid and solid, 𝜔
– wave number, Ґ – Gibbs
Thomson coefficient

With respect to the theoretical model developed by Trivedi [49] ( no. 04 in Table 2.3:2) it is
important to note that he argued that the growth of the nucleus depends on the presence of the preexisting phases. The conditions required to induce a phase change are determined by the contact
angles, knowledge of the peritectic temperature, and the extent of undercooling, the interfacial
energies and the entropy of fusion. By using experimental results, he derived an equation for the
required free energy to form of a nucleus:
3
16𝜋𝛾𝑖𝐿
∆𝐺 ∗ = [
2 ]𝐹(𝜃𝑖 , 𝜑𝑖 )
2
3∆𝑠𝑖𝑣
(𝑇𝑁𝑖 )

𝛾𝑖𝐿 - Interfacial energy of phase i and Liquid. 𝑆𝑖𝑣 – Entropy of fusion per unit volume. 𝑇𝑁𝑖 - Nucleating
temperature. 𝜃𝑖 - Contact angle. 𝜑𝑖 – Contact angle with the wall. Where,
𝛽
𝐹(𝜃𝛽 , 𝜑𝛽 ) 1 + cos 𝜃𝛼 3
∆𝑠𝑣
[
][
] = 24.87 [ 𝛼 ]
𝐹(𝜃𝛼 , 𝜑𝛼 ) 1 + cos 𝜃𝛽
∆𝑠𝑣

2

The Trivedi model implies that the final growth mechanism depends on the entropy of fusion of
both the primary and secondary phases.

In summary, almost all the models for reaction and transformation are based on the concentration
profile in the primary and secondary phases and the relevant diffusion mechanisms. The diffusional
models predict well when the solidification conditions are stable and at slow growth rates. However,
once the processes occur under rapid cooling, the experimentally observed transformations are not
in agreement with model predictions.

2.4

Characterization of Different Peritectic Systems

2.4.1

Introduction

Transformation of parent liquid and solid phase into a single solid phase occurs in many binary
systems and their more complex multicomponent alloy systems. These systems are generally
categorized into peritectic systems and are of significant industrial importance for mass production
of low cost alloys with superior mechanical properties[3]

The global demand for high-strength ductile steel of near peritectic composition has dramatically
increased as Figure 2.4:1 shows for the automobile industry alone[51, 52].
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Figure 2.4:1 Peritectic steel usage in the automobile industry over the years
It is of pivotal importance to gain fundamental understanding of the characteristics of these different
peritectic systems. However, in this section, the discussion will be limited to experimental findings
for selected peritectic systems.

2.4.2

Fe-C and Subsystems

The Fe-C alloy system, which forms the basis of steel design, is arguably the most important
peritectic system from an industrial point of view. Steel of near peritectic composition is notoriously
difficult to cast by continuous casting techniques because the product often suffers from poor surface
quality. The formation of surface cracks, which has been attributed to the occurrence of the peritectic
phase transition inhibits productivity. In response to these difficulties, many researchers have
investigated various aspects of the peritectic system in Fe-C alloys. In addition, other peritectic
systems have also been research in order to gain better understanding of the fundamentals of the
peritectic phase transition and some examples are presented below.Matsuura et al. [53],
experimentally determined solute diffusion profiles using diffusion couples, and in their subsequent
modelling, concluded that the formation of the peritectic austenite phase is diffusion controlled as
shown in Figure 2.4:2[54].
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(a)

(b)

Figure 2.4:2 (a) Carbon solute distribution by diffusion couples and (b) austenite thickening
rate at 1755 K [53]

Fredriksson et al. investigated the same systems and suggested that strain leads to higher
undercooling at higher cooling rates[30]. His experimental investigations revealed that austenite
formation changes from being diffusion controlled to a massive-type of transformation
mechanism[30] at high cooling rates and these findings have been confirmed by others[13].
Fredriksson et al. further investigated the effect of the important alloying elements carbon and
molybdenum on the peritectic transformation temperature as shown in Table 2.4:1.

Table 2.4:1 Samples C and Mo composition[30]
Sample Number

C (mass%)

Mo (mass%)

Undercooling(𝑇𝐿 − 𝑇𝑝 (K))

2

0.193

0.869

71

1

0.214

0.308

44.5

8

0.293

0.78

61.5

7

0.32

0.8

85

13

0.385

0.299

39

6

0.434

0.299

34

3

0.442

0.316

37

4

0.446

0.299

32

5

0.502

0.303

41.5

10

0.526

0.297

31

9

0.539

0.308

41
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Figure 2.4:3 Reaction rates in Fe-C peritectic systems[13]
Shibata et al.[12] were the first to conduct in-situ quantitative analysis of the Fe-C peritectic system
using a high-temperature laser-scanning confocal microscope.

Reid et al.[20] significantly

improved the experimental capability of the confocal technique by the development of a concentric
solidification technique. This enhanced experimental technique provided new opportunities to study
the peritectic phase transition in more detail and quantitatively. Phelan et al.[38], Griesser et al.[39]
and Moon[9] made significant contributions to a better understanding of the morphology, rate and
mechanisms of the peritectic reaction and peritectic transformation in Fe-C alloys under concentric
solidification technique. Griesser et al. [39] [13] specifically measured the reaction velocities
experimentally with respect to undercooling as given in Figure 2.4.3 and compared the results to
those calculated by Bronze and Trivadi. Moon et al.[9] measured experimentally, the austenite
transformation rates at cooling rates and carbon compositions as shown in Figure 2.4:4.

(a)

(b)

Figure 2.4:4 (a) Delta/liquid interface velocity and (b) delta/austenite interface velocity
under varied cooling conditions and solute compositions [9]
A large number of researches has investigated the kinetics of the peritectic reaction and
transformation under a variety of conditions (different cooling rates, temperature gradients and,
carbon composition) using different experimental methods such as DTA, HTLSCM, and diffusion
couples. Each technique and experimental condition has its own advantages and drawbacks, but in
order to provide perspective to the present study, it is pertinent to compare the outcomes of these
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studies. An attempt has been made to contrast the results, as shown in Table 2.4:2 based on the
different techniques, conditions, and compositions of Fe-C systems.

Table 2.4:2 Experimental results on Fe-C peritectic systems (t-time)
N

Sample

o

(wt%)

Fe-0.45C
01

(0.6Mn,0.3
Si)

Fe-0.45C
02

(0.6Mn,0.3
Si)

Apparatus/Remarks

Cooling

Mode of

rate/Solidific

Transformati

ation

on

synchrotron

0.33-0.83

radiation X-rays,1-

K/s, 80 K

4fps,specimen7*7*

below

0.1 mm

liquidus

synchrotron
radiation X-rays,14fps,specimen7*7*

0.26Si–
03

1.77 Al–
0.003Ti–
0.006 O–
0.064N)

04

𝛿(110) →
𝛾(111)

25-200
mm/s

Peritectic
0.167 K/s

transformati

ref

[10]Ya
suda et
al

[10]
NA

on

0.1 mm

Fe–0.23C
(0.56Mn–

Massive

rate

Yasuda
et al

BCC
time-resolved X-ray

orientations

diffraction

-

(TRXRD) 9 mm

1000 K/s

110,200,211

radius area of a

FCC

welding

orientation –

[55]S.
NA

S.
Babu
et al

111,200,220

Fe-0.193-

DTA and

0.539C

Specimen 8

(1.38Cr,0.6

mm(dia)*12 mm

Si,0.8Mo)

cylindrical sample

10 K/mm
85 K
undercooled

[30] H.
Refer the
table 1.

NA

Fredrik
sson et
al

𝑑𝛾,𝐵𝐶𝐶,
Peritectic
Fe-0.42C
C0.14,
05

Si0.01,
Mn0.01,
P0.001,
S0.001

4.3 K/mm

reaction and

confocal scanning

CL = 1

transformati

laser microscope

K/min,

on

(CSLM),1/30 fps,

manually

Reaction

rectangle sample

controlled

rate

3*11*2 mm

around 1765

𝑑𝛾 = 2.97t,

K

2.97mm/s(U
C 5-10 K)
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= 23.762𝑡 0.5
𝑑𝛾,𝑙𝑖𝑞
= 17.329𝑡 0.5
[12]T.
(calculat
EMI et
ed from
all
[12])
𝑑𝛾
= 39.9𝑡 0.5

Fe-0.14C
C0.14,
06

Si0.01,
Mn0.01,
P0.001,
S0.001

confocal scanning
laser microscope
(CSLM),1/30 fps,
rectangle sample
3*11*2 mm

22

Peritectic

K/mm,CL =

reaction(3.6

𝑑𝛾,𝐵𝐶𝐶,1765 𝐾

10 K/min

4-5.45

= 5.45𝑡

BCC

mm/s) and

𝑑𝛾,𝐿𝐼𝑄,1765 𝐾

solidification

transformati

= 3.64𝑡

rate 4.3 𝜇m/s

on

[12]T.
EMI et
all

Liquid
Phase
0.7C(dia
35 mm* t
50 mm)
07

BCC phase
0.08C (dia
25mm* t
15 mm)
AVG Fe-

Specimen 25 mm
diameter 15 mm
thickness
cylindrical
Liquid and BCC
separately heated
and bcc at 1755 K
brought in contact

0.14-

FCC

5.56*10-3

thickenin

K/s,

Peritectic

g rate

quenched

transformati

increases

and analyzed

on

with the

at room

cooling

temperature

rate.

[53]
MATS
UURA
et all

0.49C
Liquid
Phase
0.7C(dia
35 mm*
t50 mm)
08

BCC phase
0.08 C (dia
25mm* t15
mm)
AVG Fe-

Specimen 25 mm
𝑑𝛾,1755

diameter 35 mm
thickness
cylindrical
Liquid and BCC
separately heated

1755 K,1722

Peritectic

K and 1689

transformati

K

on

= 36.6𝑡 0.5 [54]
𝑑𝛾,1722

= 54.7𝑡 0.5 UURA
𝑑𝛾,1689

and brought in

MATS

et all

= 71.0𝑡 0.5

contact

0.49C
Specimen 0.25 mm
thick 9.70 mm
09

Fe-0.18C

diameter cylindrical
sample

𝑑𝛾,𝛿
Less than 3
K/min

Peritectic
transformati
on

HTLSCM
Specimen 0.25 mm
thick 9.70 mm
10

Fe-0.43C

diameter cylindrical
sample

= 24.79𝑡 0.5 [39]Ste
𝑑𝛾,𝐿

fan

= 18.36𝑡 0.5
𝑑𝛾,𝛿

Less than 3
K/min

HTLSCM

58

Peritectic
transformati
on

= 12.31𝑡 0.5 [39]Ste
𝑑𝛾,𝐿
= 9.456𝑡 0.5

fan

Specimen 0.25 mm
thick 9.70 mm
11

Fe-0.43C

diameter cylindrical
sample

𝑑𝛾,𝛿
Less than 1
K/min

Peritectic
transformati
on

HTLSCM

= 5.93𝑡 0.5 [39]Ste
𝑑𝛾,𝐿

fan

= 2.23𝑡 0.5

Specimen 0.25 mm

12

Fe-0.050.18C

thick 9.70 mm
diameter cylindrical

Peritectic
5-50 K/min

sample

transformati
on

Figure
2.4:4

[9]Suk
-Chun
Moon

HTLSCM

The available data shown in Table 2.4:2, are summarized in Figure 2.4:5 in a single graph: the
growth rate of the austenite layer into delta, into the remaining liquid and thickening calculated after
3 seconds of the transformation. The data points represent the weight percentage of the carbon
compositions under various experimental conditions.
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Figure 2.4:5 Austenite transformation rates under different experimental configurations
Notwithstanding the attempts above, it is not possible to express all results quantitatively, but
qualitative outcomes do provide insight and understanding about the peritectic reaction and
transformation. For this reason, and to provide boundary conditions for the modelling exercises
discussed in later chapters, qualitative information of critical aspects of the Fe-C peritectic phase
transition are summarised in Table 2.4:3
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Table 2.4:3 Qualitative aspect of Fe-C peritectic Transformation
No

Parameters Measured

Types of
Alloy (wt%)

The thickness of the γ
01

platelet and reaction

General Conclusion

Thickness is reduced with

Fe-0.43C

increasing reaction rates

speed

Contributors

[39]

Migration distance of

02

γ from the interface

Fe-0.18C

γ-transformation is always

to parent δ-ferrite

Fe-0.43C

faster into δ-ferrite than into

and liquid at different

Fe-0.43C

the remaining liquid

[39]

reaction rates
Peritectic C

03

composition Vs

Fe-0.18C

velocity of δ/L

Fe-0.43C

interface at 10 K/min

Fe-0.43C

The lower the carbon
concentration, the higher the
δ/L interface velocity

[39]

cooling rate
δ-ferrite solid fraction
04

Vs migration distance

The lower the initial δ-ferrite
Fe-0.18C

fraction, the higher the
migration velocity of δ/L

of δ/L at 2 K/min
Initial δ-ferrite solid
05

fraction Vs reaction

interface
Fe-0.18C

Reaction velocity increases
with initial solid fraction

velocity
Cooling Rate vs
06

Undercooling

Fe-0.18C

Undercooling increases with
increasing cooling rate

required

07

Interface Velocity Vs
Undercooling

composition Vs
velocity of δ/L

[39]

[39]

The δ/L interface velocity
Fe-C

increases with increased

[56]

undercooling

Peritectic C
08

[39]

The Lower the carbon
concentration, the higher the

Fe-C

δ/L interface velocity

[9]

interface
the velocity of δ/L
09

interface Vs Cooling

The higher the cooling rate,
Fe-C

the higher the interface
velocity of the δ/L interface

rate
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[9]

Massive like transformation

10

Growth rate of γ in δ
matrix

occurs
Fe-0.3C

at

10-100

K

undercooling and it is the mode

[57]

of transformation in the center
of the casting.

2.4.3

Fe-Ni and Subsystems

Fe-Ni peritectic systems are extremely important, almost as important as the Fe-C peritectic
systems, because of the important role they play in the designs based on their magnetic and
electronic properties. W. Kurz et al. conducted experiments on phase selection in this alloy system
[45] and also determined the δ/γ interface velocities in directional solidification experiments using
a Bridgeman furnace using different undercooling and temperature gradients as shown in Figure
2.4:6[45]. A range of Ni systems were investigated in temperature gradients varying from zero to
5000 K/m. The two crystal structures γ and δ form a planer solid front at low and high velocities
and at intermediate range forms cellular and dendritic microstructures[58]. The morphological
variation under different solidification conditions is compared with the theoretical development of
the microstructure selection close to constitutional undercooling by Hunziker et al. [59].

Figure 2.4:6 Delta/Gamma interface velocity for (a) 3.7%Ni , (b) 4.5%Ni,(c) 5% Ni and
temperature gradient 5000 K/m and 0 K/m[45]
Phase transition is enabled at any point from the undercooled melt in the advancing solidification
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front under the assumptions of either infinite growth rate or infinite nucleation (NCU criterion[59]).
Then a microstructure evaluation map as in Figure 2.4:7(a) is developed and experimental results
are compared in Figure 2.4:7(b). The planer interface of the solidifying δ is stable under the
𝐺

−𝑚 (𝐶𝑙𝑖𝑞 −𝐶𝑠𝑜𝑙𝑖𝑑 )

𝑉

𝐷

temperature gradient G: ≥

(V-velocity, m-liquidus slope, C- composition and D-

diffusivity of the solute). The limit is given by line number 1 in Figure 2.4:7(a). Lower values result
in cellular/ dendritic structures. Upon conditions of constitutional undercooling, γ can nucleate,
given by the line 5 and the microstructure is controlled by a similar condition as for δ. In the regions
I and II both γ and δ can nucleate alternatively at the solidification front and hence, a banded
structure can be expected. Cellular δ and planer γ can co-exist in region III, and cellular δ and cellular
γ in region IV. The remainder of the boundary lines represents the microstructure selection
depending on the thermal gradient, interface velocity and localized extent of constitutional
undercooling, which is in explained in more detail elsewhere [59].

(b)

(a)

Figure 2.4:7 (a) Model predictions when nucleation is allowed for both solid phases under
0.5 K undercooling, (I) bands (II) mixed bands (III) delta dendrites and gamma bands,(IV)
delta dendrites and gamma cells/dendrites. (b) comparison between experiment and model
[59]
The experimental observations agrees reasonably agreed with predictions made by the use of the
NCU[59] criterion under near equilibrium conditions (Figure 2.4:7(b)). The alternative growth of δ
and γ attracted interest and more experimental evidence was found of competitive growth of the
primary and peritectic phase developing into coupled growth and island banding by diffusion
mechanisms [60-62]. However, coupled growth or banding structures were not found in more recent
investigations by McDonald et al.[63], Shibata et al.[64] or Griesser

et al.[39], using high

temperature laser-scanning confocal microscopy to study the Fe-Ni peritectic system.

Chen at al[34] reported that Fe-4.33%Ni peritectic systems can be undercooled down to 130 K in
contrast to Griesser et al.[39] [8], who found that near-peritectic alloys in the Fe-Ni cannot be
undercooled to any great extent. However, the deep undercooling, which was caused by constrained
nucleation of austenite has only been reported for cooling rates in excess of 10000 K/s[65].
Undercooling of only about 3 K was obtained at cooling rates of 5-30 K/s in Fe-Ni peritectic alloys
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[65] [66] confirming the experimental findings of Griesser et al. [39]. Experimental investigations
of the extent of undercooling in Fe-Ni peritectic alloys are of great importance to the present study
and will be discussed in more detail in Chapter 8. For this reason, experimental investigations of the
Fe-Ni peritectic system are summarised in the Table 2.4:4.

Table 2.4:4 Fe-Ni Peritectic transformation

N

Sample

o

(wt%)

Fe- 3.7-5.0
01

Ni
sample

02

Fe-4.2%Ni

Apparatus/Remarks

Bridgman
Experiment

Bridgman
Experiment
Bridgman

03

Fe4,4.2,4.5Ni

Experiment,
cylindrical specimen
dia 5.2 mm*14 cm
length

Cooling
rate/Solidification

Fe-4.2Ni

LSCM

ref

Figure 2.4:6

[45]

Temperature
gradient at 0 and
5000K/m
Constitutional

δ solidification at

undercooling

1.110−5 𝑚/𝑠 under

criterion

15000 K/m

Directional
Solidification
Temperature
gradient 9-15 K/mm

[59]

Solid distribution,
interface velocity
and morphology are

[35]

determined with
respect to G/V ratio
𝑅

High Temperature
04

rate

Reaction

= (39.9∆𝑇 − 12.9)
± 4.2

[63]

∆𝑇-undercooling
𝑅

High Temperature
05

Fe-4.7Ni

LSCM

Reaction

= (30.3∆𝑇 − 16.1)
± 3.2

[63]

∆𝑇-undercooling

06

Fe4.2/4.7Ni

High Temperature

Austenite

LSCM

transformation into
liquid

Bridgman
07

Fe-4.4Ni

Experiment
specimen dia 5.2
mm*18.6 cm length

Under 1-3
undercooling rates
varies from 1.4 𝜇m/s

[63]

to 4.5 𝜇m/s
Ni composition

Couple growth mode

varied from 4.3 to

under 18 K/mm

3.7 alternatively in

temperature Gradient

primary and
peritectic phases
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[67]

High Temperature
08

Fe -3.5Ni

LSCM

4-4.5 K/mm

At 1740 K δ→γ rate

The planar interface

8.23 μm/s by

at 3μm/s

Cellular dendritic

[64]

mode
At 1760 K peritectic
High Temperature
09

Fe -4.86Ni

LSCM

4-4.5 K/mm

reaction at 23 μm/s.

The planar interface

δ→γ rate 9.1 μm/s by

at 1.9 μm/s

Cellular dendritic

[64]

mode
L→γ rate of 0.9 μm/s
At 1757 K peritectic

10

Fe-5.01Ni

4-4.5 K/mm

reaction at 145 μm/s.

High Temperature

The planar interface

δ→γ rate 16.1 μm/s

LSCM

at 2.5 μm/s

by Cellular dendritic

[64]

mode
L→γ rate 3.5 μm/s
High Temperature
11

Fe-0.42Ni

LSCM (Concentric
Technique)

20 K/mm, around
peritectic
temperature, slow
cooling rate (0.03

Peritectic reaction
rate 185-255 μm/s

[39]

K/s)
20 K/mm, around

11

Fe-0.42Ni

High Temperature

peritectic

LSCM (Concentric

temperature, slow

Technique)

cooling rate (0.03
K/s, reaction at 480

𝑑𝛾,𝐵𝐶𝐶, = 8.82𝑡 0.5
𝑑𝛾,𝐿𝑖𝑞, = 24.12𝑡 0.5

[39]

𝑡-time

μm/s)

2.4.4

Other Peritectic Systems

A large number of experiments in peritectic systems have been undertaken in the last decade or so,
but the morphology, rate and mechanisms of this intriguing peritectic phase transition are not fully
understood as yet. In particular, the nucleation events of the peritectic phase remains only partially
understood, especially when nucleation occurs far away from equilibrium conditions. The main
reason for this lack of understanding might be attributed to the fact that the nucleation events, and
subsequent transformation kinetics were investigated under different conditions and thus, it is
difficult to identify a common factor underlying the pertaining mechanisms. In an attempt to find
common ground, a number of different peritectic systems are reviewed, specifically concentrating
on a comparison of the relevant kinetics under common underplaying parameters such as
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temperature, solute distribution, undercooling and cooling rate. A summery is given in the following
Table 2.4:5.

Table 2.4:5 : Nucleation and transformation kinetic of different peritectic systems (Gtemperature gradient, V-velocity, 𝑻̇- cooling rate)

No

Sample

Apparatus/Rem

(wt%)

arks

Cooling
rate/Solidific
ation

synchrotron

01

Sn–
1.16Cd

radiation Xrays,
specimen10*20

Undercooling

Transformatio
n rate

ref

Banded
2-50 K/min

structure, lateral

at 3 K/mm

growth of 𝛾

NA

[68]

phase

*0.1 mm

δ→γ rate
Diffusion
02

Al-Ti

Controlled
Calculations

0.001-0.01
0.2-0.5

Under cooling

μm/s

K/min

from 0-2 K

L→γ rate 0.1-1

[69]

μm/s

Peritectic

03

Co –
16Cu

3m drop tube

Very high

100-300 K

cooling rates

Undercooling

transformation
is not

[70]

completely
suppressed

04

Pb-28-

Directional

34Bi

Solidification

30 K/mm

Primary Solid

Temperature

phase 3.9 K and

gradient,

Peritectic phase

𝐺

( = 𝑇̇ )→

6 K &16 K

6∗ 104 K/s

undercooling

𝑉

Banded
structure [71]

[71]

Temperature
Pb-25
at% Bi
05

and
Pb –
33at%
Bi

Unidirectional

gradient

Solidification 4

15000-

mm dia and

27000 K/m,
𝐺

100-200 mm

( = 𝑇̇ )→

long sample

5 ∗ 108 K/s

𝑉

K/s
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Peritectic
transformation
in banded
structure.
0.3-3 K
undercooling

0.28-2.8 μm/s
Primary
growth rate

[72]

Growth rate
Electromagnetic

06

Fe-at%
53 Mo

increase

levitation
(EML). 6mm

50 K/s

diameter of 1.5

100-300 K

exponentially

undercooling is

from 0 to 10

achieved

m/s , when UC

g

[73]

goes 100-350
K
Peritectic

Volume

phase

fraction

fraction
increases
07

Cu-

Glass fluxing

with the

14.4Ge

method

increase
undercooling

increases from
Maximum

0.42 to 0.75

undercooling

for

200 K

undercooling
increasing

. the very

from 50 K to

high cooling

200 K [74]

rate

08

Fe -

Electromagnetic

at25%

levitation

Ge

(EML)

11.6 K/s

Unidirectional
09

Cu-

solidification

70Sn

8 mm dia *20

2.9 K/s

mm

[74]

50-200 K
undercooling

Always
primary phase

[75]

nucleated first.

Undercooling

Always

under ultrasonic

primary phase

field 39-350 K

nucleated first.

[76]

Peritectic

10

Cu70Sn

Containless
processing in a
drop tube

phase directly
102 − 104

200 K

nucleates from

K/s

undercooling

the

[77]

undercooled
melt
The cooling

Fe-at
11

16.69-

Melt Fluxing

19.6Co

12

Cd –
7Ag

rate varied
around 3.3-8
K/s

Undercooling
achieved up to
219 K

0.3 K/s

0K

2.6 K/s

-1 K

3.4 K/s

-3 K

Directional
solidification

Primary solid
structure
changes after
219 K.
Peritectic
phase

Specimen 8 𝑐𝑚3
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[78]

Nucleated
above the

[79]

4.9 K/s
1 K/s

13

14

Cd –
8.5Ag

Zn8.4Cu

-6 K

0K

peritectic
temperature(-)
Peritectic
phase

Directional
solidification

4.8 K/s

-6 K

5.7 K/s

-8.5 K

0.8 K/s

0

Directional

1.3 K/s

0

solidification

2.0 K/s

0

6.0 K/s

-5 K

Specimen 8 𝑐𝑚3

Nucleated
above the
peritectic
temperature(-)
Peritectic
phase
Nucleated

Specimen 8 𝑐𝑚

[79]

3

above the

[79]

peritectic
temperature(-)

0.5 K/s

15

Al0.5Ti

0

phase

Directional
solidification
Specimen 8𝑐𝑚

Peritectic

2.5 K/s

0

4.2 K/s

0

3

Nucleated
above the

[79]

peritectic
temperature(-)
Peritectic

16

Ag35Sn

Diameter 9
mm*height 20

phase
0.05 K/s

1.2 K

mm

nucleates on

[80]

the primary
solid phase
Undercooling
varies from 0.5

Air-cooled
17

Al-Ti

furnace, the
cooling rate is

to (-9) under the
1-50 K/s

cooling rates 150 K/s and Ti

not consistent

0.35-05 wt%
variation

Nucleation
temperature
increased with
supersaturating

[33]

liquid at faster
cooling.

The main focus of the present study is on the effect of undercooling on nucleation in peritectic
systems. For this reason, the relationship of cooling rate to undercooling in different peritectic
systems are tabulated in Table 2.4:6 and summarized in Figure 2.4:8.
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Table 2.4:6 Variations in cooling rates and undercooling in different peritectic systems (G Temperature Gradient not determined)
No

Cooling Rate (K/s)

Undercooling (K)

System

Reference to
Table 2.4:5

lowest

highest

lowest

highest

1

0.2

0.5

0

2

Al-xTi,G

02

2

10000

50000

100

300

Co-16%Cu,G

03

3

60000

60000

6

16

5.00E+

5.00E+0

08

8

0.3

3

5

50

50

100

300

Fe-at%53Mo,G

06

6

10000

50000

150

200

Cu-14.4%Ge,G

07

7

11.6

11.6

50

200

Fe-25%Ge,G

08

8

2.9

2.9

39

350

Cu-70%Sn,G

09

9

100

1000

200

200

Cu-70%Sn,G

10

10

3.3

8

83

219

11

0.05

0.05

1.2

1.2

Ag-35%Sn,G

16

12

0.3

0.3

0

0

Cd – 7%Ag,G

12

13

2.6

2.6

-1

-1

Cd – 7%Ag,G

12

14

3.4

3.4

-3

-3

Cd – 7%Ag,G

12

15

4.9

4.9

-6

-6

Cd – 7%Ag,G

12

16

1

1

0

0

Cd – 8.5%Ag,G

13

17

4.8

4.8

-6

-6

Cd – 8.5%Ag,G

13

18

5.7

5.7

-8.5

-8.5

Cd – 8.5%Ag,G

13

19

0.8

0.8

0

0

Zn-8.4%Cu,G

14

20

1.3

1.3

0

0

Zn-8.4%Cu,G

14

21

2

2

0

0

Zn-8.4%Cu,G

14

22

6

6

-5

-5

Zn-8.4%Cu,G

14

4
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Pb-28-34%Bi,30
K/mm
Pb-25/33%Bi,15000
K/mm

Fe-at 16.6919.6%Co,G

04

05

11

250
5

8

2

9

Undercoling (K)

200
10

150

6
7

100
50

11

1 20 13 14
22

0

4

3

15
12 19 16 21 17

-50

0.01

1

18

100

10000

1000000

100000000

Cooling rate (K/s), Log Scale
Figure 2.4:8 Cooling rates vs. undercooling in different peritectic systems (positives values
represents the temperature nucleated bellow the peritectic temperature) (The data point
number refers to Table 2.4:6 numbers)
Figure 2.4:8 clearly shows that the cooling rate has a significant influence on suppressing nucleation
of the peritectic phase in some systems (2,5,6,7,8,9,10), whereas in other systems, the cooling rate
has almost no effect at all on nucleation. The data point numbers in Figure 2.4:8 corresponds to the
list number in Table 2.4:6.

2.5

Phase Field Simulation

Microstructural evaluation in peritectic systems has received much attention over the past decades
and much progress has been made. In parallel to the experimental advances, phase-field modelling
has become a powerful tool to verify, and help interpret, experimental results [81, 82]. Phase-field
modelling can now handle multi-component, multi-phase systems with advanced microstructural
evaluation. Since phase-field modelling has extensively been used in the present study, it is
instructive to review very briefly the underpinning principles of this technique.
Multiphase-field model identifies a phase ‘i’ in time (t) and space(x) domain as ∅𝑖,(𝑥,𝑡) up to ‘n’
number of phases, where ∑𝑛 ∅𝑖,(𝑥,𝑡) = 1. The driving force for a child phase to evolve is calculated
with the common tangent method, as discussed in Chapter 1. Following nucleation [83], and taking
into account the imposed kinetic conditions, the new phase will grow. The interface morphology,
particularly in multi-component systems, should include a function that takes into account the
kinetics of the moving interface. The first model for binary alloys was introduced by Wheeler et
al.[84](WBM model). In this model a sharp interface with a constant composition is considered.
The concept of gradient energy across an interface was first introduced by Cahn et al. [85] and may
have led to the introduction of diffuse interface functions.
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The present discussion is limited to the kinetics of peritectic transformation, but the fundamentals
principles remain the same for other systems. The local free energy function for a diffuse interface,
developed by ACCESS[86, 87] is:.
𝑛
2
𝑓̂ = ∑ 𝜀𝑖𝑘
| ∅𝑘 ∇∅𝑖 − ∅𝑖 ∇∅𝑘 |2 +
𝑖<𝑘
𝑖,𝑘
2
𝜀𝑖𝑘
= 𝜂𝑖𝑘 𝜎𝑖𝑘 and 𝑎𝑖𝑘 =

𝜎𝑖𝑘
72𝜎𝑖𝑘

1
1
1
[∅2 ∅2 − 𝑚𝑖𝑘 ( ∅3𝑖 + ∅2𝑖 ∅𝑘 − ∅3𝑘 − ∅2𝑘 ∅𝑖 )]
4𝑎𝑖𝑘 𝑖 𝑘
3
3

𝑚𝑖𝑘 = 6𝑎𝑖𝑘 ∆𝑆𝑖𝑘 ∆𝑇𝑖𝑘 (𝑐, 𝑇)

𝜎𝑖𝑘 is the interfacial energy, 𝜂𝑖𝑘 is the interface thickness. 𝑚𝑖𝑘 refers to the free energy drive given
by ∆𝐺𝑖𝑘 (for phases i and k) at a given undercooling ∆𝑇𝑖𝑘 . ∆𝑆𝑖𝑘 is the entropy of fusion. The kinetics
of the interface is given by 𝜏𝑖𝑘 =

∆𝑆𝑖𝑘 𝜂𝑖𝑘
𝜇𝑖𝑘

, where 𝜇𝑖𝑘 in the interface mobility coefficient. The

mobility of the interface ik, with respect to phase ‘i’ is given by the minimization of the free energy
𝑓̂ and leads to the following equation:
𝑛

∅𝑖 = ∑
𝑖≠𝑘
𝑘

1 2
∅𝑖 ∅𝑘
[𝜀𝑖𝑘 (∅𝑘 ∇2 ∅𝑖 − ∅𝑖 ∇2 ∅𝑘 ) −
(∅ − ∅𝑖 − 2𝑚𝑖𝑘 ) ]
𝜏𝑖𝑘
2𝑎𝑖𝑘 𝑘

Some outcomes of phase-field simulations models in Fe-C alloys are summarised in Table 2.5:1
with an emphasis, from a practical point of view, on how and to what extent these simulation models
are capable of predicting the actual peritectic reaction and transformation under experimental or
industrial conditions. Little attention is given to advanced numerical techniques, but the emphasis
is rather placed on linking simulation outcomes with experimental or industrial solidification
findings. In this table, column two of the table refers to the size of the simulation domain, which is
a critical parameter when it comes to comparing simulations with experimental outcomes. In
addition, the grid size represents the degree of accuracy in terms of numerical errors. Column three
is the conditions under which solidification occurs, and column four provides information on
solidification rates and the respective outcomes of the simulations.

Table 2.5:1: Peritectic Transformation Results from different models
No

Grid size, time step,

Cooling rate and

Dimension

temperature gradient

Remark

Refere
nce

Linearized Fe-C diagram for
01

150*150

0.5 K/s

undercooling. One nucleus is

0.0005

0 K/cm

placed at the interface to grow

[88]

under 4 K undercooling.

02

03

Directional solidification and

300*70

3 K/s

0.0005

140 K/cm

800*400

100/520 K/min

2D

2/20/100 K/mm

dendritic arms and austenite

[88]

reaction at the interface
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Interface velocity compared
with Concentric HTLSCM.
Solute segregation is analysed.

[89]

Compared with diffusion
04

2D

14/54/87 K

couple experiments. γ-

undercooled

transformation rate is

[90]

calculated
Peritectic reaction geometry at
triple point and the solute
05

2D

0.25/5/10 K

distribution is calculated.

undercooled

(5/7.5/11/15 mm/s reaction

[90]

rates are recorded with respect
to undercooling)
Compared with diffusion
06

2D Analytical

Undercooling

couple experiments. γ-

Model

13.4/46.4/72.4/79.4 K

transformation rate and solute

[91]

distribution is calculated
07

300*200 mesh

Undercooling 0.98 K

Reaction progress and solute
dissipation is analyzed

[92]

A binary system with multiple
phases transforming into δ at
1781 K to 1766 K.

150*150 grid
08

spacing 2 𝜇m

Peritectic transformation

0.5 K/s

proceeds 1764 K to 1759 K.

0.0005

[86]

The reaction evolves
consuming both parent phase
along with the interface
The solute gradients in the
parent phases remain zero

09

1D

6 K undercooling

with the transformation. The
volume fraction of austenite is

[93]

calculated against
dimensionless time.
Reaction velocity varies from
10

140*140 𝜇m

4 to 14 mm/s approximately

300 K/s

with undercooling from 2.5 to

[94]

5 K respectively.
Austenite volume

11

transformation rate is

1000*1000 for 2D

Negligible

and 500*500*500

undercooling.

For 3D

Isothermal conditions

calculated at two different
liquid compositions 0.05
&0.09 wt% C. Transformation
rates are hindered when the
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[95]

interfacial energy𝜎𝛾/𝛿
increases from 0.33 to 0.45
J/𝑚2 . Nucleation is favoured
at the root of dendritic arms
due to the depletion of C.
Above and below the
peritectic
12

N/A

Reaction velocity is steeply
increased with the

temperature.
Dimensionless
parameters used.

supersaturating at undercooled

[96]

conditions.

The reaction at 1735

13

3000*3000 mesh

K. Peritectic

Results are compared with the

nucleation occurs at

HTLSCM for the location of

the tip of the

the nucleation.

[97]

dendrite.
Nuclei with a smaller radius

14

N/A

Undercooling

are affected by the convection

dimensionless

flows, thus have a low

parameter from 0.01

nucleation rate. However,

to 0.07.

liquid transport promotes the

[98]

growth process.

15

2D phase-field
simulation

Constant gradient 2-

Grain diameters are analysed

5000 K/mm and

with respect to cooling rates

cooling rates 0.1-50

(interface velocity). A sharp

K/s. Austenite

variation is noted once the

transformation takes

mode of the growth changes to

place only after 1743

continuous from

K

discontinuous growth.

[99]

HTLSCM under
concentric
experimental results
compared tallying
16

2D simulation

temperature gradient
(20 K/mm) and
cooling rate 5-100
K/min in a 2D

Initial ferrite and austenite
transformation rates less than
10 K/min cooling rate is good

[38,

agreement with the

100]

experimental results but not
any faster cooling rates.

rectangular domain.

One of the most important criteria that has to be established, is a credible description of the dynamics
of the triple junction (liquid/solid/solid phase) under a 3 different co-existing phases in a peritectic
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system. Steinbach et al. [81, 86] laid the foundations for this kind of simulation and for the first
time, the peritectic reaction was successfully simulated by Tiaden et al. [88] under close-to
equilibrium conditions. Matsuura et al. [90, 99] applied phase-field calculations to a study of the
peritectic reaction and the resultant solute gradient development under a diffusional controlled
mechanism. Their simulations were carried out at different degrees of undercooling and compared
to the outcomes of diffusion couple experiments. However, the diffusion-controlled mechanism is
only valid under near-equilibrium conditions since a massive-type of transformation occurs at deep
undercooling (>20K)[3, 12] Phelan et al. [56, 100] and Niknafs et al. [89] used phase-field
simulations to compare phase-field predictions to experimental outcomes obtained by using the
concentric solidification technique in a high-temperature laser-scanning confocal microscope. They
assumed that the experimental circular geometry can be represented by a rectangular domain under
a temperature gradient. The results are in reasonable agreement under slow cooling conditions, but
at cooling rates higher than 20 K/min, the predicted solidification rates deviated significantly from
the experimentally determined values.

Even advanced simulation techniques cannot as yet provide fully predictive models and close
guidance of experimental results are required. The numerical methods work exceptionally well
under near or at equilibrium conditions and provide valuable information with respect to kinetics,
phase stability and transformation morphology as an aid to the interpretation of experimental results.
However, there is an urgent need to conduct experiments in such a way that they can be reliably
compared to phase-field simulations. In addition, it is of equal importance to define the boundary
conditions and quantify the pertaining variables used in the simulations to a high degree of accuracy.

The concentric solidification technique within a high-temperature laser scanning confocal
microscope was used extensively in the present study and attempts were made to verify the
experimental outcomes by the use of phase-field modelling techniques. For this reason, dedicated
experiments were designed and the variables in the phase-field model used, were scrutinized in order
to get agreement between experiment and simulation.

2.6

Summary and Conclusions

A brief introduction was given of the thermodynamic principles underpinning nucleation and growth
events in the course of solidification. Reference was made to many theoretical models and a
distinction was made between the ostensibly separate events: the peritectic reaction and the
peritectic transformation. Most of the theoretical models addressed separately the reaction and
transformation and attempts were made to briefly summarize the limitations and applicability of
each model. It was found that there is a reasonably good understanding of the mechanism and rate
of the peritectic reaction and the peritectic transformation under near-to-equilibrium conditions.
However, the ability of experiments and models alike to predict events occurring under conditions
of deep undercooling is seriously lacking and requires deeper analysis.
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High-temperature laser-scanning confocal microscopy has provided a new tool to study
solidification and the subsequent solid-state phase transitions in situ, at temperature and at high
resolution. The development of the concentric solidification technique in particular has helped us to
make significant advances, but there is an urgent need to quantify the experimental outcomes and
to compare experiment and model. These are the main objectives of the present study, with the main
attention given to the Fe-C and Fe-Ni systems, mainly because of their industrial importance.

Recent developments in phase-field modelling techniques have increased our ability to predict
nucleation and growth events, certainly more rapidly than experimental investigations. However,
more refinement is required to make reliable predictions, which is another objective of the present
study.
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Chapter 3
3.1
Temperature Distribution in a Concentric Solidification
Sample in a HTLSCM
3.1.1

Introduction

The development of material science largely depends on experimental techniques providing insight
into the fundamental processes. Compared to room temperature investigations, high temperature
experimental techniques relevant to phase transformations have been lagging due to the technical
challenges of working at high temperature. However, many new techniques have emerged in the
last few decades. Differential thermal analysis (DTA) and differential scanning calorimetry (DSC)
have provided important and relevant thermodynamic data, but these techniques cannot provide
information on the kinetics of phase transformations. For this reason, much emphasis has been
placed on the development of in-situ techniques. Neutron and Synchrotron X-ray
diffractometry[101], in addition to directional solidification studies in Bridgeman-type
apparatus[102] have provided much new information on phase transformations. However, there is
still an urgent need to acquire more high-resolution, real-time observations at high image collection
rates. Of specific relevance to the present investigation, is an assessment of the mode, morphology,
mechanism, and kinetics of the phase transformations occurring during a peritectic phase transition.
High temperature, high-speed scanning tunnelling microscopy (STM) has shown some
promise[103, 104] and an example of an image obtained by this technique is shown in Figure
3.1:1(a). The development of high-temperature laser-scanning confocal microscopy (HTLSCM) is
offering significant advantages over the tunnelling technique by providing high resolution video
images in real-time at recording rates of 30 to 60 frames per second.

Figure 3.1:1 (a) STM picture of AlCl3–NaCl at 500 K from high temperature
electrochemical scanning tunneling (b) Fe-C systems with HTLSCM around melting
temperature
A conventional laser-scanning confocal microscope (LSCM) patented by Minski in 1961, was first
applied in biological sciences studies [105]. Almost 30 years later, in the 1990s, Emi et al. combined
such a microscope with an infra-red furnace (IIF) [106]. The newly developed technique, High
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Temperature Laser-Scanning Confocal Microscopy (HTLSCM), enables high-resolution in-situ
observation at elevated temperature of phase transitions. Shibata et al. [106]were the first to
investigate the kinetics of the peritectic transformation using HTLSCM with a rectangular crucible.
McDonald and Sridhar[63] then investigated the transformation in detail with a similar set-up but
using a cylindrical crucible. Reid et al. [20]overcame many of the impediments of this new
experimental technique, by the development of a more advanced experimental technique, which
they termed the ‘concentric solidification technique’. Because there is an inverted V shaped
temperature gradient in the infra-red furnace, a centralized liquid pool can be formed, surrounded
by a solid rim. The liquid phase is suspended in air by the support of surface tension. The newly
developed technique overcame problems with the meniscus effect and hence, provided excellent
clarity at the solid-liquid interface. Revealing studies of the peritectic phase transition by the use of
this technique followed: Phelan et al. [38], Griesser et al. [39], and Moon et al. [9].

3.1.2

The High Temperature Laser Scanning Confocal Microscope

Although much information is available in the literature with respect to high-temperature laserscanning confocal microscopy, it is instructive to review some of the important aspects of this
technique relevant to the present study. Figure 3.1:2 shows how the specimen is heated in a goldplated ellipsoidal shaped infrared heating furnace. An inert atmosphere in the upper cavity is
maintained by using an inert gas (99.9999% Ar). The furnace consists of two halves, both being
water-cooled. The heat source, a 1.0 kW halogen lamp, is located at the focal point in the lower
halve while the specimen is positioned at the focal point of the upper half of the furnace. The
specimen is placed in an alumina crucible and in a Pt-holder as shown in Figure 3.1:2 [107]. The
specimen is heated by radiation and the heat energy from the halogen lamp is partially distributed
to the outer cavity, which is cooled by both water and air, to the flowing inner inert gas, the alumina
crucible, the specimen itself and to the platinum-holder. A, B-type thermocouple is spot-welded
onto the platinum holder, which acts as the control thermocouple. The power to the halogen lamp is
controlled by an OMRON ES100P digital PID controller.

Figure 3.1:2 Schematic representation of the infrared furnace used in HTLSCM[107].
The optical section is built by scanning a He-Ne laser beam through the objective lens as shown in
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Figure 3.1:3 (a). The laser beam, 632.8 nm wavelength, passes through a beam splitter and through
the objective lens onto the sample surface and is then reflected onto the beam splitter, which
redirects the beam to the photo-sensor. The CCD image sensor sends the digital signal to postprocessing software, which creates the image of the sample surface by the dots created when the
laser scans in the horizontal direction at a rate of 15.7 kHz and in the vertical directions at a rate of
60 Hz.

(b)

(a)

Figure 3.1:3 Confocal set-up for the optical detection (b) schematic representation of the
confocal microscope
The unique feature of the microscope is that a pinhole, positioned in front of the sensor, allows only
the rays that bounced from the thin focal plane to pass through the pinhole. Hence, infra-red
radiation is eliminated, and noise-free, high-resolution images are obtained in real time and at
temperature. The magnification can be increased up to 1350 times at a resolution of 0.25 μm. The
maximum frame rate is 30 or 60 frames per second, depending on which microscope is used. The
signals are recorded in real-time along with the temperature history and power input.

The

microscope used in this study had a recording speed of 30fpm.

3.1.3

Concentric Solidification Technique

The present study was conducted by using the concentric solidification technique initially developed
by Reid et al. [20]. As explained in Section 3.2.1 and as shown in Figure 3.1:2, the specimen is diskshaped with a diameter of 9.7 mm and thickness at 0.24 mm. The radiation distribution reaches the
sample such that the most impinge on the center of the sample and less to the edge, consequently
forming a non-linear temperature gradient descending from the centre towards the edge. The
temperature gradient is steep enough to maintain a stable solid-liquid interface once the centre of
the specimen reaches the melting point. There is a significant radial temperature gradient across the
specimen and a proper knowledge of the actual temperature distribution within the specimen and
specifically, the temperature at the interface of transforming phases are critical to an analysis of the
pertaining phase transformations. Hence, many attempts have been made to measure the actual
temperature distribution across the radius of a specimen.
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Well before the concentric solidification technique was developed, Emi et al. [108] were the first
to measure the temperature gradient over a 4.3 mm diameter cylindrical specimen and calculated it
to be 8 K/mm at 75 K below the sample’s melting point. Phelan et al.[109] measured temperature
gradients of 3 K/mm and 16 K/mm at temperatures of 823 K and 1823 K respectively along the
length of a 12 mm*5 mm rectangular crucible. Within a concentric solidification configuration, Reid
et al. [20] measured temperature gradients of 5 K/mm and 20 K/mm at temperatures 1234 K and
1723 K, respectively. They estimated the temperature gradient by using individual, pure iron
particles spread along the bottom of an alumina crucible and mapped the melting temperature along
the radial direction. However, because the particles were not in thermal contact and thermal
conduction is avoided, this is not a valid representation of the temperature gradient in a thermally
conducting specimen particularly at unsteady heat transferring conditions. Griesser et al.
[39]estimated the intensity of radiation along the radial distance and found that most of the radiation
flux concentrates into approximately 1 mm radius circle at the centre of the thin cylindrical disc. He
used thermographic paper and left the furnace ‘on’ for a few seconds to measure the heat intensity.
Within only a few seconds, the temperature of the furnace is well below the average working
temperature and also the systems may not have reached steady-state heat transfer conditions. He
further estimated the temperature distribution by determining the relevant phase fractions within the
concentric sample assuming that the phase fractions can be determined from the equilibrium phase
diagram. In this way he estimated the temperature gradient as 9.8 K/mm.

All of these experiments to estimate the temperature distribution in a specimen were done either
under or near-equilibrium conditions and Figure 3.1:4 summarizes these measurements, but the
detail descriptions are given in the original publications [108], [109] [20] [39]. The sample centre
for Emi’s work is located at ‘position 1’ (a 4.3 mm dia. specimen) and the others at position 2 (a 9.7
mm dia. Specimen).
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Figure 3.1:4 Temperature distribution of a specimen in a confocal microscope
In the present study, attempts were made to determine, the transient temperature distribution as well
as the temperature gradient, specifically in the vicinity of the solid/liquid interface in the temperature
range 1600-1700 K temperature and at cooling rates that varied between 2 K/min and 200 K/min.
The study was conducted in two phases: experimental measurements followed by heat transfer
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modelling.

3.2
Experimental
Measurements
3.2.1

Set-Up

for

Multiple

Thermocouple

Solid State Temperature Dynamics under Concentric Solidification

The temperature distribution and the actual temperature variations of the sample were measured
with reference to the temperature of the platinum specimen holder. Three B-type thermocouples
with 0.2 mm diameter are spot-welded onto a Fe-0.18%C steel disk with 0.23 mm thickness and 9.7
mm diameter, as shown in the Figure 3.2:1. One thermocouple is welded at the geometrical centre
(r=0.03 mm), and the other two are welded 2.1 mm and 3.6 mm respectively, away from the centre.
At the beginning of the experiment, the geometrical centre of the sample is aligned with the thermal
centre by careful manipulation of the position of the specimen within the infra-red furnace.
Specimen

Thermocouples

9.7mm

Figure 3.2:1 Experiment set up of the specimen with three thermocouples spot welded
The signal from each thermocouple is recorded under different cooling conditions (2-200 K/min)
from different initial temperatures. With these multiple thermocouples attached to the specimen
surface, data could be obtained of the actual cooling rate on the surface of the sample and the inputcontroller cooling rate. Figure 3.2:2, shows an example of the temperature pattern when the sample
is cooled at a rate of 10 K/min with 3 thermocouples attached to the surface of the sample.
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Figure 3.2:2 Temperature variation on the surface of a sample at a cooling rate of 10 K/min
and the respective power output (secondary y-axis)
Thermocouples T1, T2 (2.1 mm) and T3 (3.6 mm) refers to the centre and the two thermocouples
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away from the centre respectively. The Thermocouple ‘Control’ is the one connected to the Ptholder as illustrated in Figure 3.1:2. The same experimental set-up is initiated within different
temperature intervals; 1000-950 ℃, 1200-1150 ℃ and 1300-1250 ℃ , varying the cooling rate for
further investigations of the nature of temperature distribution in the concentric specimen. The
specimen remains completely in the solid state in each instance.
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Figure 3.2:3 Temperature gradient under different cooling conditions (a) near to the center
(0-2.1 mm) (b) near to the edge (2.1-3.6 mm)
The temperature gradient is calculated (a) in the 0 to 2.1 mm radial distance range near the centre,
and (b) in the 2.1 to 3.6 mm radial distance range from the centre of the specimen. With an increase
in the starting temperature, the temperature gradient near the centre of the specimen is lowered as
shown in Figure 3.2:3(a), whereas the gradient at the edge of the specimen is increased, Figure
3.2:3(b), at all cooling rates. The reason for this observation is that the radius of the radiation beam
increases with increasing temperature, thereby providing a more uniform temperature distribution
near the centre of the sample and hence, a shallower temperature gradient. The temperature gradient
seems to be a function of the cooling rate, especially at higher temperatures and reduces with
increasing cooling rate. These experimental measurements suggest that the temperature gradient
depends on the absolute temperature of the specimen, cooling rate, and radial position.

In a normal concentric solidification experiment, only the control temperature is recorded and hence,
it is necessary to calibrate the control temperature against the actual temperature of the specimen.
For this purpose, a single thermocouple was spot-welded onto the very edge of the sample, and the
sample heated to create a 5 mm diameter liquid pool in the centre of the specimen. The sample was
then cooled at rates varying between 2 K/min and 200 K/min, and the temperature readings from
the control and spot-welded thermocouples simultaneously recorded as shown in Figure 3.2:4.
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Figure 3.2:4 Cooling rate of the sample surface with respect to the input cooling rate
It follows that at low cooling rates, the sample surface has the same temperature variation rate as
the control thermocouple, but that the sample temperature rate deviates significantly from the
control thermocouple at higher cooling rates. It is therefore necessary to use this calibration when
the temperature of the control thermocouple only is measured, which was the case in most
experiments.

3.2.2
Experimental Investigations of the Temperature Distribution across
the Solid/Liquid Interface
The actual temperature at the solid-liquid interface and the temperature gradient across the interface
are most critical parameters in the study of phase transformation kinetics. The temperature at the
interface determines the temperature at which a new phase nucleates and the temperature gradient
determines the morphology and the rate at which such an interface will propagate. Precise
measurements of the temperature distribution around the interface is therefore a vital part of the
current study. The experimental arrangement was the same as shown in Figure 3.2:1 except that
only two thermocouples were welded 1 mm to 2 mm apart from each other. The 0.2 mm diameter
thermocouple wires were spot-welded onto the surface and then glued to the outer edge of the
sample holder with alumina cement. The additional support from the alumina cement fixed the wire
to the sample holder, and the surface tension of the molten liquid pool just succeeded in keeping the
thin wires, immersed in the suspended liquid pool as shown in Figure 3.2:5. A liquid pool was
established in the centre of the specimen in such a way that on thermocouple was located within the
liquid pool and the other on the solid rim that surrounded and supported the liquid pool as outlined
below. 𝑟𝑆𝑜𝑙𝑖𝑑 and 𝑟𝐿𝑖𝑞𝑢𝑖𝑑 are the distances from the centre to the thermocouples in the solid and
liquid, respectively.
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Figure 3.2:5 B-type thermocouple immersed in the liquid pool
Three different experiments were conducted in succession. In each experiment, only two
thermocouples were attached to the specimen surface with the solid/liquid interface located between
them. Each experiment started by stabilizing a 5 mm diameter liquid pool. The distance of the
thermocouples is measured with respect to the centre of the liquid pool. Figure 3.2:6 represents
schematically the location of the thermocouples relative to the centre for the three experiments along

𝑇5 - TC at 3.60 mm

𝑇4 - TC at 3.47 mm

𝑇3 - TC at 2.82 mm

at 2.5 mm

Solid liquid interface

𝑇2 - TC at 2.40 mm

mm

Centre of the sample

𝑇1 - TC at 1.91 mm

a common radial axis.

Figure 3.2:6 Thermocouple locations on a common radial axis for the three different
experiments
In the first experiment, the pair of thermocouples T 1 and T3 are located 1.91 mm and 2.82 mm
respectively away from the centre of the liquid pool. In the second experiment, the pair of
thermocouples T2 and T4 are located 2.40 mm and 3.47 mm away from the centre, respectively. In
the third experiment, only one thermocouple is attached and located 3.60 mm away from the centre.
This methodology provides a means of mapping the thermal profile in the liquid as well as in the
solid and, importantly, the ability to calculate the temperature difference between the liquid and the
solid across the interface.
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Figure 3.2:7 Temperature distribution over the radial direction (T_n,t : n- thermocouple
number respect to Figure 3.2:6, t- time(s))
Figure 3.2:7 shows an example of one set of such experiments, conducted at a cooling rate of 10
K/min. The dots and diamonds are experimental measurements, and the dashed curves represent a
second polynomial fitting (T(r) = −16.448𝑟 2 + 62.074r + 9.27, for 1.5 ≤ 𝑟 ≤ 4.00). r is the
distance from the centre. The measured temperatures are shown with respect to the temperature node
closet to the edge (𝑇5 ) at t=60 s. Two curves are shown: One (t=0 s) displays the temperature profile
at the stable conditions at the start of the experiment and the other (t=60 s) the temperature profile
60 seconds into the experiment. Measurements of temperature are limited because the solid/liquid
interface progresses in the course of solidification. For example, in the experiment conducted at a
cooling rate of 10 K/min, the solid/liquid interface reaches thermocouple T 2 when it has progressed
by 0.1 mm from its initial position (at a radius of 2.5 mm) and hence, experimental data can only be
obtained, approximately for 60 seconds. Figure 3.2:8 shows the temperature gradients determined
in this way at three different cooling rates.
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Figure 3.2:8 Temperature gradient across the interface at cooling rates of 2,10 and 20 K/min
up to 40 seconds into the experiment.
The slight variation in gradient, particularly for cooling rates of 10 and 20 K/min could be due to
the transient nature of the temperature and stable conditions might not have been attained. However
84

during the solidification of delta-ferrite, the interface moves less than 0.5 mm and this movement
occurs within 60 seconds at cooling rates higher than 10 K/min. Hence, the normalisation of the
temperature gradient over such small radial distances seems justified. The limitations of the
technique are discussed in the next chapter, but the normalized temperature gradient can be
expressed with respect to the limited number of experimentally obtained input cooling rate, as shown
in Figure 3.2:9.
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Figure 3.2:9 Temperature gradient across the solid-liquid interface with respect to the
cooling rate
The linear relation of the temperature gradient (GṪ ) at the interface with the cooling rate (Ṫ) in
Figure 3.2:9 is:
GṪ = (0.0634 ∗ Ṫ ) + 13.81
The interface temperature during concentric solidification under a given cooling rate can be express
as:
𝑇𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒,𝑡 = (𝑇(5)−𝑠𝑢𝑟𝑓𝑎𝑐𝑒,𝑡 + 𝐾 𝑇̇ ) + ((𝑟𝑖𝑛𝑖𝑡𝑖𝑎𝑙 − 𝑟𝑚 ) ∗ 𝐺 𝑇̇ )
𝑟𝑖𝑛𝑖𝑡𝑖𝑎𝑙 , is the initial liquid pool radius at t=0 s, generally taken as 𝑟𝑖𝑛𝑖𝑡𝑖𝑎𝑙 = 2.5 𝑚𝑚 . 𝑇(5)−𝑠𝑢𝑟𝑓𝑎𝑐𝑒,𝑡
is the temperature recorded from a thermocouple attached to the outer edge of the sample (or on the
Pt-holder after adjusting the calibrated difference). 𝐺 𝑇̇ , is the cooling rate dependant, temperature
gradient. The system is under equilibrium at t=0 (𝑟𝑚 = 2.5 𝑚𝑚). 𝐾 𝑇̇ is calculated at 𝑇𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒,𝑡 =
𝑇𝑒𝑞 , where 𝑇𝑒𝑞 , is the equilibrium temperature for a liquid fraction at t=0 (𝑟𝑚 = 2.5 𝑚𝑚). The 𝐾 𝑇̇ ,
function of the cooling rate, differs depending on the location of 𝑇(5)−𝑠𝑢𝑟𝑓𝑎𝑐𝑒,𝑡 taken: either from
the sample surface or from the Pt holder and assumed to be a constant during the entire solidification
time under a constant cooling rate. Upon experimentally measuring the temperature gradient, 𝐺 𝑇̇ ,
the interface temperature, 𝑇𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒,𝑡 , can be calculated from t=0 to t=𝑡𝑒𝑛𝑑 (the entire solidification
process). Since the thermal gradient has been measured experimentally (Figure 3.2:9), it is now
possible to calculate the temperature at the solid/liquid interface at any given cooling rate. However
with the limited and scattered data in Figure 3.2:9 imposes a statistical limitation for further
application and it is further discussed in the following Section 3.2.3.
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3.2.3
Limitations for Experimental Investigations of the Temperature
Profile
The experimental investigations of the temperature distribution in concentric samples under rapid
cooling conditions are still hinders by number of factors.
The manufacture’s accuracy ratings of the B-type thermocouples, Platinum-6%Rhodium and
Platinum-30%Rhodium respectively are 1.5 K or 0.25% of reading, whichever is greater[110]. At
about 1770 K, the accuracy of the readings is therefore within 4 K. During the experiment, the
solidification process changed from that of a typical Fe-C solidification morphology when the
thermocouples were immersed in the liquid around 60-90 seconds suggesting that the thermocouples
were partially dissolved into the liquid, thereby altering the initial thermocouple compositions and
consequently the accuracy of the thermocouple readings.

It was found difficult to maintain the thermocouples in position without disturbing the 0.24 mm thin
liquid layer. The thermocouples tend to drift in the liquid pool when the δ/L interface advances,
making it difficult to take measurements with ImageJ [111]. It also provides the statistical error with
the limited number of experiments but by taking only the relative values (respect to T_5) of the
temperature (not absolute temperature) may ensure the accuracy of the calculation procedure.
However, under the isothermal conditions whilst the δ/liquid interface is stable, the positions of the
thermocouple also remains stable, thereby providing an excellent representation of the temperature
distribution and temperature gradient across the interface under isothermal conditions.

3.3

Finite Element Analysis (FEA) Model

By the experimental procedure outlined above, it was possible for the first time, to measure the
temperature of the liquid and solid phases simultaneously and to then calculate the temperature
gradient across a solid/liquid interface along the radial direction of a specimen. Knowledge of the
temperature gradient combined with in-situ observations allowed us to pinpoint the temperature at
the solid/liquid interface under a cooling condition. But the calculation with the experimental
investigations are very limited thus the accuracy can be further improved. A two-dimensional
transient numerical model was developed to overcome the experimental difficulties in defying the
temperature distribution.

3.3.1

Numerical Modelling of a Transient Heat Transfer Mechanism

A halogen bulb positioned closed to one focal point of the ellipsoidal cavity of a HTLSCM infrared furnace heats the specimen while the specimen is positioned at the other focal point as
schematically shown in Figure 3.1:2. However, the two ends of the major axis of the ellipse are not
curved to fit the elliptical surface. The 1.5 mm diameter specimen holder arm stretching across the
furnace may also disturb the symmetrical distribution of the radiation energy. When a specimen is
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inserted into the furnace, it is not always possible to place the specimen exactly onto the locus point
and the sample may have minor offset in the vertical as well as the horizontal directions. Most of
the radiant energy is still concentrated into the centre of the sample, not at a point, but rather onto a
small area. The thermal centre of the sample ( 𝑟𝑚 → 0) is intensely heated and exponentially decays
towards the edge of the sample. Let the radiation heat emitted from the bulb per a unit area 𝐸𝑏 ′ ,
and can be calculated:
𝐸𝑏 ′ =

𝑃∗𝑑%
𝐴𝑏

… (3.1)

P is the total power of the halogen bulb, 𝐴𝑏 is the area of the filament. 𝑑% is the percentage of
output power. The percentage of the power for a given heating and cooling process is recoded from
the PID controller.
However, only a fraction of the radiation flux, 𝐸𝑏 ′ reaches the sample mainly because the majority
of radiation hits the water-cooled furnace walls, and some is carried to the environment by the
flowing gas.
Let 𝐸𝑏 be the effective heat transfer per unit area to the sample, thus:
𝐸𝑏 = 𝑒𝑓 𝐸𝑏 ′ … (3.2)
The energy factor 𝑒𝑓 ; is assumed to be a constant for a small range of temperature (∆𝑇 =100-110
K) and represents the effective energy transmitted into the sample after the energy escaped to walls
and the environment and it is also used as an optimizing parameter in the program in order to match
the temperature to the experimental condition. 𝐸𝑏 (𝑟𝑚 ,t) becomes a function of radial position and
time: 𝑟𝑚 is the distance from the center, and ‘t’ is the time. We employ finite element analysis for
the transient, two-dimensional heat transfer mechanism. The general resistance-capacity formation
for the energy balance on a given node i [112]:
𝑝

𝑞𝑖 + ∑
𝑗
𝑝

𝑝

𝑇𝑗 − 𝑇𝑖
𝑅𝑖𝑗

𝑝+1

= 𝐶𝑖

𝑇𝑗

𝑗

− 𝑇𝑖

∆𝜏

𝑝

𝑞𝑖 -heat is the influx to node i. 𝑇𝑗 , 𝑇𝑖 the temperature of the nodes i and j respectively at time p. 𝑅𝑖𝑗
is the thermal resistance between nodes i and j . 𝐶𝑖 is the heat capacitance of node i and ∆𝜏 is the
time increment.
With the time increment, the expression can be further simplified to [112]:
𝑝

𝑝+1
𝑇𝑖

𝑝

𝑇𝑗 − 𝑇𝑖
∆𝜏
𝑝
=
[𝑞𝑖 + ∑
] + 𝑇𝑖
𝐶𝑖
𝑅𝑖𝑗
𝑗

The heat capacity is calculated, 𝐶𝑖 = 𝜌𝑐∆𝑉 , where 𝜌 is density, 𝑐 is specific heat capacity and ∆𝑉
is the volume of a given node. The maximum time-steps is calculated by ∆𝜏 ≤ [∑

𝐶𝑖

𝑗 𝑅𝑖𝑗

].

A schematic illustration of the sample resting on the crucible is given in Figure 3.3:1. The
temperature distribution is assumed to be perfectly symmetrical around the centre axis of the sample.
For two dimensional analyses of the symmetrical sample, the system can be presented by nine
different common nodes for representation of the surface area, heat resistance, and volume elements
as shown in the radial cross-sectional mesh in Figure 3.3:2. The heat transfer mechanisms pertaining
to each individual node are shown in Table 3.3:1.
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Figure 3.3:1 (a) Top view and (b) side view of the experimental set up in concentric
solidification
Let ∆𝑥 =

radiuse
no of nodes in the x direction

… (3.3) And ∆𝑦 =

thickness
no of nodes in y direction

… (3.4)

Figure 3.3:2 Definitions of nodes in two-dimensional mesh

Nodes 1,2, and 3 are on the top surface, and nodes 7,8 and 9 nodes are on the bottom surface. Nodes
1,4, and 7 are in the centre of the sample, and nodes 3,6 and 9 are at the edge. Node 2 and 8 represents
all the nodes on the top and the bottom surfaces respectively except for the nodes at the centre and
edge. Node 5 represents all the nodes in the middle of the specimen.

Table 3.3:1 Heat transfer mechanism of each different node in x and y axis
x-direction
Nodes

𝑥+

Y direction
𝑥−

1

conduction

insulated

2

conduction

conduction

3

Radiation +
Convection

𝑦+
Radiation +
Convection
Radiation +
Convection
Radiation +

conduction

Convection
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𝑦−
conduction

conduction

conduction

4

conduction

insulated

conduction

conduction

5

conduction

conduction

conduction

conduction

conduction

conduction

conduction

Radiation +

6

Convection

7

conduction

insulated

conduction

Radiation + Convection

8

conduction

conduction

conduction

Radiation + Convection

conduction

conduction

Radiation + Convection

Radiation +

9

Convection

𝑥 + , 𝑥 − , 𝑦 + , 𝑦 − have the same directional meaning as defined in Table 3.3:1. For the following
expressions, 𝑟𝑚 is the distance from the centre. ∆𝑥 and ∆𝑦 is as defined in Equations (3.3) and (3.4)
respectively. ∆∅ is the angle of the wedged shaped section from the cylindrical sample (Figure
3.3:3), 𝑘 the thermal conductivity.
For conduction thermal resistance in the x-axis for the positive direction 𝑥 + :
𝑅𝑥+ =

∆𝑥
(𝑟𝑚+∆𝑥⁄2)∆∅(∆𝑦)𝑘

The thermal resistance in the opposite direction 𝑥 − :
𝑅𝑥− =

∆𝑥
(𝑟𝑚 −∆𝑥⁄2)∆∅(∆𝑦)𝑘

,

For all the nodes except for the top or the bottom layer. For top and the bottom layers:
∆𝑦 ′ =

∆𝑦

.

2

The resistance alone the y-axis is
𝑅𝑦+ = 𝑅𝑦− =
∆𝑥 ′ =

∆𝑥
2

∆𝑦
𝑟𝑚 ∆∅∆𝑥𝑘

, except for the nodes at center and edge columns where:

.

For convection:
𝑅ℎ = ℎ𝐴, ℎ is the convection heat transfer coefficient, and A is the surface area of the node.
For radiation:
𝑅𝑟 = 𝐴σℰ𝑏 𝐹𝑟𝑠 (𝑇𝑖 2 − 𝑇∞ 2 )(𝑇𝑖 − 𝑇∞ ) .
σ is Boltzmann’s constant, ℰ𝑏 emissivity, 𝐹𝑟𝑠 the shape factor 𝑇𝑖 -temperature of node i, and 𝑇∞ is
the temperature of the wall of the furnace. The surface area, A, is separately calculated for a given
node and for the considered surface, 𝑥 + , 𝑥 − , 𝑦 + or 𝑦 − . ℰ𝑏 , 𝐹𝑟𝑠 and h are considered to be constants.
The volume of all the nodes in the bulk (node 5s) is calculated as:
∆𝑉 ′ = ∆∅∆𝑥𝑟𝑚 ∆𝑦.
∆𝑥 and ∆𝑦 is adjusted according the the geometry for all the other nodes at the boundary.

3.3.2

Radiation Heat Input

The sample located at one focus point of the elliptical shape cavity is heated from both the top and
bottom sides by radiation from the heat source located at the other focal point (see Section 3.1.2).
High-intensity radiation is emitted to the very centre of the sample and decays exponentially in the
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radial direction as shown in Figure 3.3:3. Convention and radiation release heat from the top and
bottom surfaces of the specimen in a vertical direction and also from the surface area of the
thickness. The conduction occurs in the bulk in the radial and vertical directions. The different heat
transfer mechanisms are represented by the arrowheads in this Figure 3.3:3.

Only the top surfaces of nodes 1,2s and 3, and the bottom surfaces of nodes 7,8s, and 9 are exposed
to radiation heat influx. The energy input in the radial direction for the top or the bottom surfaces
are expressed as:
𝐸𝑖𝑛,𝑡,𝑟𝑚 = [(𝐻𝑒𝑎𝑡 𝑆𝑜𝑢𝑟𝑐𝑒 𝐼𝑛𝑝𝑢𝑡) (𝐸𝑛𝑒𝑟𝑔𝑦 𝐹𝑎𝑐𝑡𝑜𝑟(𝑒𝑓 ) (

(𝑟𝑚+𝑎)
)
𝑏
𝑎
𝑙𝑛( )
𝑏

𝑙𝑛(

)) (𝑋i )] … (3.5)

𝐻𝑒𝑎𝑡 𝑆𝑜𝑢𝑟𝑐𝑒 𝐼𝑛𝑝𝑢𝑡(𝐽⁄𝑚^2 . 𝑠) = (𝑃 ⁄𝐴𝑏 ) + (𝐾𝑑 ∗ 𝑡) … (3.6).
The power decreasing gradient is given by the constant 𝐾𝑑 ((𝐽⁄𝑚^2 . 𝑠. 𝑇) calculated from the
recorded power output percentage data in OMRON ES100P digital PID controller. Set of data under
different cooling conditions is given in Appendix A. Under the isothermal conditions the Equation
(3.6) becomes: 𝐻𝑒𝑎𝑡 𝑆𝑜𝑢𝑟𝑠𝑒 𝐼𝑛𝑝𝑢𝑡 = (𝑃 ∗ 𝑑%⁄𝐴𝑏 ) .

‘a’ and ‘b’ are temperature profiles

optimizing the radiant heat influx profile in radial direction. 𝑋i ; 0 ≤ 𝑋𝑖 ≤ 1 , (i = 𝑡, 𝑏), is the fraction
of heat influx into the top ( 𝑋𝑡 ) or the bottom (𝑋𝑏 ) surfaces and satisfies 𝑋𝑡 + 𝑋𝑏 = 1.

Figure 3.3:3 Heat transfer mechanisms in top surface and radiation heat influx with respect
to radial direction
The experimentally measured temperature distribution (Section 3.2) obtained under isothermal
conditions is used in the present analysis for optimizing the simulated temperature profile. The
energy factor (𝑒𝑓 ) in Equation (3.2), is set so as to obtain the experimentally determined equilibrium
temperature at the solid/liquid interface. In order to determine the value of the variables ‘a’ and ‘b’
the heat distribution is optimized in the computer program.
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Figure 3.3:4 Experimental and simulation model temperature distribution over the
solid/liquid interface
The optimizing parameters ‘a’ and ‘b’ in the Equation (3.5) enables to vary the heat influx with
respect to the radial distance 𝑟𝑚 . With the variation of the heat influx the local temperature gradient
with respect to 𝑟𝑚 can be changed. When a/b increases the overall temperature gradient increases
and vice versa. Fist the temperature gradient is fixed with optimizing ‘a’ and ‘b’. The power
controlling parameter 𝑒𝑓 enables to shift the temperature profile vertical up and down (along the yaxis in Figure 3.3:4) without changing the temperature gradient when ‘a’ and ‘b’ are fixed. 𝑒𝑓 is
optimised so that the temperature at the interface (𝑟𝑚 = 2.5 mm) comes to 1773.5 K. The values of
the parameters ‘a’, ‘b’ and 𝑒𝑓 in Equation (3.5) obtained in this way are shown in Table 3.4:3. So
that the calculated temperature distribution agrees with the experimentally determined distribution
as shown in Figure 3.3:4. The each point in the model calculation in Figure 3.3:4 shows the
temperature at each node from centre to the edge of the sample. The parameters set under the
isothermal conditions are kept the same and only the power input from the Equation (3.6) is varied
for a cooling process.
𝑋𝑡/𝑏 is the heat fraction in the top and the bottom surface and are set as 0.5( 𝑋𝑡 = 𝑋𝑏 = 0.5). A set
of experiments are carried out measuring the temperatures of the top and bottom surfaces separately
for the 0.24 mm thickness concentric samples. The top and bottom temperatures are the same at
high temperature. However, this does not guarantee that both surfaces are equally affected by the
radiation heat flux. The thin sample and its high thermal conductivity may overpower the heat influx
difference per surface. The assumption that the heat influx is the same for both top, and bottom
surfaces justifies since it was not possible to detect a temperature difference experimentally.
However, this assumption is not justified for thicker specimens such the DTA sample as outlined in
Section 3.5.2.
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3.4
Parameters Used in the Transient Modelling under
Dynamic Conditions
3.4.1
Interface Movement and Latent Heat Release at Delta-ferrite
Solidification
The thermodynamic properties with respect to δ and liquid phases of the sample are determined with
respect to the coordinates of the node element with respect to time. The interface is taken as perfectly
vertical across the thickness (y-axis) of the sample. Thus the parameters are independent along the
y-axis. At steady-state conductivity, density and heat capacity are determined with respect to the
radial distance (x-axis) of the interface (𝑟𝑖𝑛𝑡 ); if the node's distance 𝑟𝑚 is 𝑟𝑚 < 𝑟𝑖𝑛𝑡 , the node has
liquid properties if not, the node has solid properties.
In the program developed in this study, during cooling 𝑟𝑖𝑛𝑡 is not a constant but a function of time,
which is experimentally analyzed and provided as a time-dependent input variable in determining
the properties of a given node. This is the main characteristic of this program that distinguishes it
from that of a general finite element package. The amount of latent heat released during
solidification is calculated at an interface by integrating the volume between 𝑟𝑖𝑛𝑡 (𝑡1 ) and 𝑟𝑖𝑛𝑡 (𝑡2 ),
with respect to two-time steps (𝑡1 , 𝑡2 ; 𝑡1 <𝑡2 ). The respective node/nodes for assigning the released
heat are determined when the conditions

𝑟𝑚 <= 𝑟𝑖𝑛𝑡 (𝑡1 ) and 𝑟𝑚 >= 𝑟𝑖𝑛𝑡 (𝑡2 ) are satisfied. For the

instances where 𝑟𝑚 remains on the same node for two-time steps:
𝑟𝑖𝑛𝑡 (𝑡2 ) >= 𝑟𝑚 and 𝑟𝑖𝑛𝑡 (𝑡1 ) >=𝑟𝑚 and 𝑟𝑖𝑛𝑡 (𝑡2 ) <= (𝑟𝑚 +∆𝑟) and 𝑟𝑖𝑛𝑡 (𝑡1 ) <=(𝑟𝑚 +∆𝑟) heat does not
release. ∆𝑟 = ∆𝑥, is the grid size in x direction.

3.4.2

Heat Transfer Coefficients

(a) Convection heat transfer
The specimen is rested on the alumina crucible, as shown in Figures 3.3:1. During an experiment,
the argon flow rate less than 70 𝑚𝑚3 /s is inserted into the furnace cavity about 10 cm away from
the sample. The flow rate is therefore negligible over the specimen surface and it is reasonable to
assume that the sample is subjected to free convection. With the following two equations for the
Nusselt number (𝑁𝑢𝑓 ), the convection coefficient (h) is found:
𝑁𝑢𝑓 = 𝐶(𝐺𝑟𝑓 𝑃𝑟𝑓 )𝑚 and 𝑁𝑢𝑓 = ℎ𝐿⁄𝑘 ,
𝑓
The characteristic length L may be expressed as 𝐿 = 0.9 ∗ 𝑑. Where 𝑑 is the diameter of the
sample[112] C and m are constants given in Table 3.4:2. 𝑃𝑟𝑓 is Prandtl number and 𝐺𝑟𝑓 is Grashof
number. 𝑘𝑓 is fluid conductivity. The cavity is saturated with argon however 𝑘𝑓 is approximated to
be 0.05 𝑊/𝑚℃ as the nitrogen (N) conductivity at 700 K[112].

(b) Shape factor
The sample surface area (𝐴1 ) is small compared to the surface area of the cavity (𝐴2 ) and it can be
safely assumed that 𝐴1 ⁄𝐴2 → 0 . Therefore, the small sample in the large cavity can be considered
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as a convex object enclosed by a large concave surface. As almost all the radiation leaving the
sample reaches the cavity, the shape factor 𝐹12 = 1.0.[112]. The physical properties of the sample
and other simulation parameters are summarised in Tables 3.4:1, 3.4:2 and 3.4:3.

Table 3.4:1 Physical properties of the concentric sample
Parameter

Value

Units

Reference

Liquid iron density at 1770 K

7028.01

kg/m3

[21]

BCC iron density at 1770 K

7295.66

kg/m3

[21]

FCC iron density at 1770 K

7345.06

kg/m3

[21]

Specific heat capacity at 1811 K (liquid)

46.632

J/mol. K

[113]

Specific heat capacity at 1667 K (BCC)

40.4

J/mol. K

[113]

Specific heat capacity at 1667 K (FCC)

38.2

J/mol. K

[113]

Thermal conductivity (solid) at 1473 K

31

W/m℃

[112]

2

Convection coefficient (h)

29.8

W/m ℃

Stefan Boltzmann constant (σ)

5.669∗ 108

W⁄m2 . K 4 [112]

Shape factor(F12 )

1

-

[112]

Surface effective emissivity at 1338 K

0.32

-

[112]

Latent Heat (liquid →bcc)

168.20

J/g

[21]

[112]

Table 3.4:2 Simulation Parameters
Parameter

Value

Units

Reference

Time Step

1 ∗ 10−5

s

-

Accuracy stop at steady state

1 ∗ 10−3

None

-

Wall Temperature

600

K

-

Stating temperature

1000

K

-

Bulb power

1

kW

-

Filament area

0.000222268

C – constant

0.15

-

[112]

𝑚, constant

0.3333

-

[112]

-

[112]

m2

8 ∗ 106

(Grf Prf )

-

Table 3.4:3 Parameters for different experimental set -ups
𝑒𝑓

a

b

Concentric (r=4.85mm, d =0.23mm)

0.0005

0.02

0.003875

Thick Sample (r=2.0mm, d =3.0mm)

0.0005

0.02

0.013
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3.5
Two-Dimensional Transient Heat Transfer FEA Model
Results
3.5.1

Isothermal Holding

The sample is held isothermally for about 2-5 minutes to ensure the system is stable before starting
the cooling process in the experimental conditions. The power given to the lamp is kept constant
under the isothermal holding period (Figure 3.5:5; t=6340 s to t=6380 s).

Within the simulation domain, all the nodes are assigned an initial temperature of 1000 K and
allowed to come to its stable condition under a constant heat influx. The transition from initial state
to the steady isothermal state is given in Figure 3.5:3 and discussed later.

Figure 3.5:1 illustrates the top surface temperature profile as a function of distance in the radial
direction under the isothermal condition and temperature difference between top surface and other
layers at 80 µm interval. There is a temperature drop of about 70 K from the centre to the edge of
the sample. The bottom layer temperature T_240 is same as the top layer as same heat influx is
given. The inner two layers T_80 and T_160 (at 80 µm and 160 µm) temperature is lowered than
the top by (-0.3) - 0 K from 𝑟𝑚 = 0 to 𝑟𝑚 ≈ 3.2 𝑚𝑚. There after the layers increase temperature by
0.05 K. Under given conditions, the temperature at the solid-liquid interface ( 𝑟𝑚 ≈ 2.5 𝑚𝑚 ), is
approximately 1773.5 K which is in good agreement between with experimental observations and
the prediction using Fe-C equilibrium phase diagram for an Fe-C alloy containing 0.18 mass%
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Figure 3.5:1: Temperature distribution of top surface under concentric solidification at
isothermal holding (primary y axis). temperature difference between top surface and other
layer (secondary y axis). T_0, T_80, T_160 and T_240 are temperatures at top surface, layer
at depth 80µm, layer at depth 160µm and bottom surface respectively
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3.5.2

Effect of Sample Thickness

The main aim of the project is an analysis of a concentric solidification samples. However, in other
investigation in the confocal microscope, thicker samples are often used, typically 4 mm diameter
and 3 mm thick. It is also instructive to evaluate the temperature distribution in thicker samples. The
specimen is divided into 0.1 mm nodes in both directions. The optimizing parameters (a and b) are
the same as used in the thermal modelling exercise, thereby ensuring that the same heat distribution
is considered. However, the energy factor (𝑒𝑓 ) is adjusted to 0.013 in order to maintain a temperature
in the sample at solid and liquid phase region. In this case, 0.85 of the heat influx (𝑋𝑏 = 0.85) is
provided to the bottom surface, and only 0.15 to the top surface (𝑋𝑡 = 0.15). The resulting
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temperature distribution when the system reached a steady-state, is shown in Figure 3.5:2.

2

Distance (mm)
Figure: 3.5:2 Temperature distribution of top surface of 3 mm thick sample at isothermal
holding (primary y axis:). temperature difference between top surface and other layer
(secondary y axis). T_0, T_1, T_2 and T_3 are temperatures at top surface, layer at depth 1
mm, layer at depth 2 mm and bottom surface respectively
The resulting temperature distribution is shown in Figure 3.5:2 when the system reached a steadystate. Because the sample is much thicker than the concentric sample, a temperature gradient is
established not only in radial directions but also in vertical direction, which is in well agreement
with previous experimental estimation [108]. The top surface temperature varies ≈ 10 K from centre
to the edge. By the higher heat influx given to bottom surface, the inner layers temperature at 1 mm
and 2 mm depth is increased averagely by 6 K and 23 K respectively and the temperature differences
remain almost uniform in the radial direction. The bottom layer temperature is increased by at least
50 K and temperature difference in the radial direction differs by ≈ 10 K. Up to 60 K temperature
difference at the centre between the top and the bottom surfaces in 3 mm thick specimen is a
contrasting difference compared to the case of concentric sample where no difference was found
between top and bottom surface and very minor difference up to 0.3 K between surface and inner
layers.
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3.5.3

Validation of the Finite Element Analysis (FEA) Model

A commercial finite element packages can mimic the same environment in the two dimensional
transient heat transfer model, developed in Python[23], but only under isothermal conditions. This
is because under the rapid cooling conditions, the time-dependant interface position, which is
determined experimentally cannot be used as an input variable in standard packages (to my best the
knowledge).

In order to validate the newly developed two-dimensional transient heat transfer model under
isothermal conditions, a commercial finite element software package, Strand7[114], is used. The
same boundary conditions and variables are used in both programs and the systems are allowed to
attain equilibrium from the same initial temperature, 1000 K. Figure 3.5:3 shows the centre, edge,
and the interface node temperatures approaching equilibrium with respect to time,
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Figure 3.5:3 Strand7[114] simulation results vs. two-dimensional heat transfer model results
There is excellent agreement between the calculations performed by the commercial software and
the newly developed transient heat transfer model under equilibrium conditions. This ensures the
code and the programme developed in the Python platform is accurate. The total temperature
distribution at equilibrium calculated by Strand7 and shown in Figure 3.5:4 also agrees with the
modelling results shown in Figure 3.5:1.

Figure 3.5:4 Strand7 [114] simulation results for concentric solidification under isothermal
conditions
Given the excellent agreement between the calculations made by the two models, it is reasonable to
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assume that the newly developed transient model is fully verified by the Strand7 calculations under
equilibrium conditions. This finding is important because the transient model can now be applied to
conduct calculations under non-equilibrium (transient) conditions. Such calculations are especially
important in the context of the present study to simulate experimental observations of the peritectic
phase transition under non-equilibrium conditions.

3.5.4

Under Dynamic Condition

The temperature in a concentric solidification experiment is controlled by a PID controller and
hence, it is instructive to compare the output power to the programmed temperature to the actual
temperature on the specimen holder. Figure 3.5:5 shows a typical PID controller inputs and outputs
of programmed temperature, output power and ‘Pt-holder temperature.
From t=6340 s to 6385 s, the purpose is to attain steady state conditions. The power output is kept
constant; the programmed temperature is constant and so is the Pt-holder temperature. At 6385 s,
the system is programmed to cool at a rate of 50 K/min: the output power is decreased according to
the programmed cooling rate and the temperature of the specimen follows the programmed cooling
rate.
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Figure 3.5:5 Temperature drop (primary y-axis) and power output percentage (secondary yaxis) at a cooling rate of 50 K/min
In the two-dimensional heat transfer model, the input heat flux is a critical parameter and the
gradient (𝐾𝑑 ) in equation (3.6) (for the power output percentage vs time relation) was used for this
purpose. The dynamically changing temperature under a given cooling condition is then calculated
at each node. This calculation defined the complete temperature distribution, including the interface
temperature under a given cooling condition.
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Figure 3.5:6 Temperature distribution under 50 K/min cooling condition with respect to
time
At t=0 s for a cooling process, the nodes are assigned the respective temperatures recorded under
isothermal conditions (The Temperature distribution in Figure 3.5:1). Then the heat influx is
reduced by assigning the respective 𝐾𝑑 values for the required cooling conditions. For example, the
temperature distribution of the 48 nodes at the top surface of the sample is calculated for a cooling
rate of 50 K/min with 𝐾𝑑 = -0.121 as illustrated in Figure 3:5:6. The temperature data can be recorded
at required intervals and for this particular example, the calculated temperature is given every 10
seconds. The power variation and interface evolvement vs time are given as input variables for a
given cooling rate and the simulation is run until a known time of the end of the δ solidification.
The full set of data is given in Appendix A.

3.5.5

Heat Distribution Paths

In the HTLSCM using the concentric solidification technique, the solid/liquid interface is often
observed to be planer for a range of cooling rates, 2-200 K/min, under the imposed thermal gradient
for Fe-0.018C systems. In the case of uni-directional solidification, such as in a Bridgman-type
solidification process where the heat extraction is mainly in one dimensional, the cooling rate is
given by the well-known relationship: 𝑇̇ = 𝐺. 𝑉, [115] where 𝑇̇ is cooling rate, 𝐺 temperature
gradient and 𝑉 , the interface velocity. However, in the concentric solidification technique within a
confocal microscope, heat transfer is mainly two-dimensional, and that may explain why the
experimental measured interface velocity did not always agree with the calculated values [56]. In
the heat transfer model under discussion, the two-dimensional heat flux is calculated in a
concentrically solidification sample under rapidly cooling conditions.

Consider a simulation domain illustrated in Section 3.3, with a wedged angle of 60° (Figure 3.3:3)
in a concentric sample and upon dividing 0.1 mm length nodes in the x-direction and 0.08 mm
thickness in the y- direction, which provides 48 nodes in each of the 3 layers in the radial direction.
The 48 dots in each line in Figures 3.5:7 and 3.5:8 represent the 48 nodes in the radial direction in
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the respective vertical layer at the 20th second (randomly selected) whilst cooling at a rate of 50
K/min. The legends in the following figures y-plus and y-minus refers to heat transfer in an upward
direction and downward direction, respectively, in the vertical axis. The legends x-plus and x-minus
refer to heat transfer towards the edge from the center and from the edge to the center respectively
in the horizontal axis. Heat outflux with respect to the considered direction is taken as positive.

The vertical direction is the main path for heat which is released into the environment and/or is
absorbed from the furnace. Under the cooling conditions, heat is released by the top surface nodes
by both radiation and convection as shown by the curve y-plus in Figure 3.5:7. The y-minus curve
represents the amount of heat absorbed by radiation and convection. The value is positive from the
centre to ≈ 3.00 𝑚𝑚 , while the heat is being absorbed. Beyond this point, the curve that represents
the negative values suggest that the nodes are releasing heat towards the edge of the sample. The xplus curve represents the conductive heat flow from the center to the edge. The value increases
approximately up to 𝑟 ≈ 3.00 𝑚𝑚 and then reduces. The negative values of the x-minus curve mean
that the heat flows from the edge to center.
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Figure 3.5:7 Heat transfer mechanism for top layer
In Figure 3.5:8 the heat is absorbed from the top nodes by the centre nodes from centre to 𝑟 ≈
3.00 𝑚𝑚 and the heat is then released to the top nodes towards the edge of the circle as given by
the y-plus curve via conductivity. Because both top and bottom surfaces are exposed to the same
thermal conditions, y-minus remains almost zero due to the thermal symmetry (i.e. 𝑋𝑡 = 𝑋𝑏 = 0.5).
The x-plus and x-minus curves behave qualitatively the same as the nodes in the top layer. The heat
transfer paths remain same for different cooling conditions.
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Figure 3.5:8 Heat transfer mechanism for nodes in centre layer
The heat transfer paths qualitatively remain the same for the different cooling conditions. Figures
3.5:7 and 3.5:8 suggest that the heat flow in the vertical direction cannot be ignored even though a
considerable amount of heat flows in the radial direction. Consequently, one-dimensional
solidification models may not be applicable to analyses heat flow in a concentrically solidifying
sample.

3.6

Summery and Conclusions

High-temperature laser-scanning confocal microscopy has come a long way since the 1990s, and
with the development of the concentric solidification technique, the full potential of this technique
has yet to be explored. However, a proper knowledge of the temperature gradient in a specimen,
which enables the experimentalist to establish a stable interface, has been an impediment to
quantitative temperature analysis and consequently, to a quantitative analysis of phase
transformation kinetics.

For the first time, the temperature of the liquid has been measured experimentally, whilst at the same
time measuring the temperature of the solid in the immediate vicinity of the solid/liquid interface.
These measurements were made over a range of cooling conditions. These series of experiments
and further analysis revealed the following;

1.

Under isothermal conditions, the concentrically solidifying system is at steady state, and a
function of a second polynomial can express the temperature profile with respect to radial
distance as (T(𝑟𝑚 ) = −16.448𝑟 2 + 62.074r + 9.27) 𝑓𝑜𝑟 1.5 𝑚𝑚 ≤ 𝑟 ≤ 4.8 𝑚𝑚

2.

Under rapid cooling conditions, the temperature gradient in the liquid increases and is given by
GṪ = (0.0634 ∗ Ṫ ) + 13.81 for 0 ≤ Ṫ ≤ 30 𝐾/𝑚𝑖𝑛

3.

In a concentric solidification experiment, the imposed cooling rate differs from that in the
specimen. At cooling rates less than 10 K/min, the difference in cooling rate is less than 0.2
K/min, but at higher cooling rates, this difference can vary from 8 K/min to 17 K/min at a
cooling rate of 200 K/min.
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4.

The solid/liquid interface temperature in a sample in a concentric solidification experiment can
be expressed as: 𝑇𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒,𝑡 = (T(5)−surface,t + K Ṫ ) + ((rinitial − rm ) ∗ GṪ ).

Despite the breakthrough in measuring the temperature under rapid cooling conditions, experiments
are notoriously difficult to conduct and experimental data is limited over the range of cooling
conditions. Thus, there was a need to develop a finite element analysis (FEA) model for twodimensional transient heat transfer, for determining the temperature distribution under rapid cooling
conditions. This outcome of this two-dimensional transient heat transfer model is summarised as
follows;

1.

The heat influx profile for the top or the bottom surface of the concentric sample is: 𝐸𝑖𝑛,𝑡,𝑟𝑚 =
[(𝐻𝑒𝑎𝑡 𝑆𝑜𝑢𝑟𝑐𝑒 𝐼𝑛𝑝𝑢𝑡) (𝐸𝑛𝑒𝑟𝑔𝑦 𝐹𝑎𝑐𝑡𝑜𝑟(𝑒𝑓 ) (

(𝑟𝑚+𝑎)
)
𝑏
𝑎
𝑙𝑛( )
𝑏

𝑙𝑛(

)) (𝑋i )], Where a=0.0005, b = 0.02

, 𝑒𝑓 = 0.003875 𝑋𝑖 = 0.5
2.

Isothermal holding and cooling conditions were modelled.

In the model the interface

temperature, thermal gradient, and complete temperature profile for a given cooling rate is
calculated at a given radial distance and a time. These calculated values compare well with
experimental measurements.
3.

The unique characteristics of two-dimensional heat flux in a concentric sample is evaluated for
a given cooling condition.

The two-dimensional transient heat transfer model developed in the course of the present study, is
capable of the following calculations.

1.

Adapting sample geometry (diameters 10 mm-4 mm and thickness 4 mm-0.23 mm)

2.

Temperature analysis at varying cooling conditions from 2-200 K/min using the experimental
data in Appendix A. (pertinent to Fe-0.18wt%C alloy).

3.

Recording the interface temperature and any temperature at a given point in the specimen over
the time.
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Chapter 4
4.1
Solute and Phase Distribution under
Solidification Technique with Phase-Field Modelling
4.1.1

Concentric

Introduction

Concentric solidification in high-temperature laser-scanning confocal microscopy (HTLSCM)
thrives as an excellent experimental technique for in-situ studies of high temperature phase
transformations. The inherent temperature gradient in the infra-red furnace enables a liquid pool to
be established in the center of a thin disc-shaped specimen, outlined in Chapter 2. Whilst it was
possible to determine the temperature and temperature gradient at a given position in the specimen,
it remains to determine the solute distribution under the same conditions in order to provide the
required thermodynamic information to enable quantitative analysis of the pertaining phase
transformations.

One of the primary aims of the present study is to construct a model to simulate, as close as possible,
every step of the concentric solidification technique. It is then possible to track the solute distribution
from a homogenous sample at room temperature to the solute gradient that forms with primary
ferrite solidification at the interfaces, at high temperature following a pre-determined cooling rate.
A general concentric experiment is carried out in the following way:

(a) Heating a homogenous steel sample at a high heating rate (100 K/min) until the initial liquid
pool is visible at the center.
(b) Holding the temperature to stabilize the initial liquid pool (liquid pool radius <2 mm).
(c) Heating at a lower heating rate (4-20 K/min) and holding in order to maintain the solid-liquid
interface as required until the liquid pool expands to the required diameter.
(d) Hold the temperature at the desired liquid pool radius (r=2.5 mm) for the system to be stable
for 4-10 mins.
(e) Cooling down at the pre-determined cooling rate (2-200 K/min) and observe the morphology.
In order to discuss the final step ‘e,’ above, special attention should be given to heating (steps a, b,
and c) and the isothermal holding step ‘d.’ The concentric technique presents temperature gradients
across the radial distance. The Figure 4.1:1 presents the phase distribution of the concentric sample
along its radial distance mapped to the pertaining equilibrium phase diagram by the temperature
gradient. Z-axis for the 1D simulation domain also compared in the schematics.
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Figure 4.1:1 Schematic representation of phase fraction for equilibrium phase diagram
under concentric technique holding at a constant temperature
The temperature difference from center to the edge of the sample is approximately 80 degrees (
𝑇𝑙,𝑐𝑒𝑛𝑡𝑒𝑟 − 𝑇𝛿,𝑒𝑑𝑔𝑒 ≈ 80 𝐾 ). However, the interface remains very stable under isothermal
experimental conditions. The effect of this temperature inhomogeneity across the phases demands
a closer analysis of;


Phase fraction



Solute distribution

Under:


Heating



Isothermal holding



Cooling

Hence, phase-field modeling is employed for further investigation of these conditions. One of the
other main objectives in the chapter to estimate the solute distribution at the primary ferrite
solidification upon quantifying the effect of the temperature gradient across the concentric
specimen.

4.2

Phase-Field Simulation using Micress®

4.2.1

Introduction

Experimental studies of Microstructural evaluation, including in-situ techniques at high temperature
solidification, has received much attention over the decades. In parallel to experimental
developments, phase-field modelling has become a powerful tool on par with experimental
techniques[81, 82]. Phase-field modelling can now handle multi-component, multi-phase systems
with advanced microstructure evaluation[81].
Multiphase-field model identifies a phase ‘i’ in time and space domain as ∅𝑖,(𝑥,𝑡) up to ‘n’ number
of phases, where ∑𝑛 ∅𝑖,(𝑥,𝑡) = 1. The interface morphology, particularly in multi- component
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systems, should include a function that takes into account the kinetics at the interface. The first
model for binary alloys was introduced by Wheeler et al.[84](WBM model) with a sharp interface
at a constant composition. The concept of a sharp interface was further developed into diffuse
interface[81] where the phase field function ∅𝑖,(𝑥,𝑡) continuously varies between 0 to 1.

The present discussion is limited to the kinetics of the peritectic transformation, but the
fundamentals for phase evaluation remains the same. The following is the local free energy function
for the diffuse interface developed [86] with respect to phases ‘i' and ‘k’ ;
𝑛
2
𝑓̂ = ∑ 𝜀𝑖𝑘
| ∅𝑘 ∇∅𝑖 − ∅𝑖 ∇∅𝑘 |2 +
𝑖<𝑘
𝑖,𝑘
2
𝜀𝑖𝑘
= 𝜂𝑖𝑘 𝜎𝑖𝑘 and 𝑎𝑖𝑘 =

𝜎𝑖𝑘
72𝜎𝑖𝑘

1
1
1
[∅2 ∅2 − 𝑚𝑖𝑘 ( ∅3𝑖 + ∅2𝑖 ∅𝑘 − ∅3𝑘 − ∅2𝑘 ∅𝑖 )]
4𝑎𝑖𝑘 𝑖 𝑘
3
3

𝑚𝑖𝑘 = 6𝑎𝑖𝑘 ∆𝑆𝑖𝑘 ∆𝑇𝑖𝑘 (𝑐, 𝑇)

𝜎𝑖𝑘 is the interfacial energy, 𝜂𝑖𝑘 is the interface thickness. 𝑚𝑖𝑘 refers to the free energy drive given
by ∆𝐺𝑖𝑘 (for phases i and k) for a given undercooling ∆𝑇𝑖𝑘 . ∆𝑆𝑖𝑘 is the entropy of fusion. The kinetic
aspect of the interface is given by 𝜏𝑖𝑘 =

∆𝑆𝑖𝑘 𝜂𝑖𝑘
𝜇𝑖𝑘

, where 𝜇𝑖𝑘 is the interface mobility coefficient. The

mobility of the interface ik, with respect to phase ‘i’ is given by the minimization of the free energy
𝑓̂ , which leads to;
𝑛

∅𝑖 = ∑
𝑖≠𝑘
𝑘

1 2
∅𝑖 ∅𝑘
[𝜀𝑖𝑘 (∅𝑘 ∇2 ∅𝑖 − ∅𝑖 ∇2 ∅𝑘 ) −
(∅ − ∅𝑖 − 2𝑚𝑖𝑘 ) ]
𝜏𝑖𝑘
2𝑎𝑖𝑘 𝑘

The commercially available MICRESS® version 6.4[87] phase-field software allows defining the
mobility characteristics with actual physical parameters such as surface energy and undercooling of
the system. Anisotropy can also be introduced by varying the interface energies and hence the
mobility.
Solute diffusion is calculated by defining a mixture concentration for multi-components and multiphase (N) systems;
𝑁

𝑐(𝑥, 𝑡) = ∑ ∅𝑖 (𝑥, 𝑡). 𝑐𝑖 (𝑥, 𝑡)
𝑖

𝑐𝑖 is the concertation of a component in phase i, for a sharp interface with a minimum thickness.
The interface is assumed to be in local equilibrium and then the solute flux across the interface is
defined as:
𝑁

𝑐̇ (𝑥, 𝑡) = ∇ (∑ ∅𝑖 . 𝐷𝑖 ∇(𝑘𝑖𝑅 𝑐𝑅 ))
𝑖

R is an arbitrary reference phase and 𝑘𝑖𝑅 is the partition coefficient between phases i & R. 𝐷𝑖 is the
diffusion coefficient in phase i.

4.2.2

Simulation Set-up

In this study most attention is paid to phase changes and solute distribution under a temperature
gradient in the Fe-C and Fe-Ni alloy system within a concentric solidification experimental
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technique. A commercial phase-field software package Micress®[87] is used for the phase field
analysis in this Chapter 4. The thermodynamic data in Table 4.2:1 is used in the simulation domain
for both one and two-dimensional calculations. Any additional data will be mentioned in the relevant
sections. The two-dimensional domain provides a perfect configuration, representing the
experimental geometry as discusses in Section 4.2.5. However, with such a large number of grid
points, the calculations require massive amounts of machine hours to the extent that it is not
practically possible to conduct the calculations. Hence a one-dimensional domain is used to analyze
some aspects of the concentric solidification technique where the geometry has the least effect on
the physical property measured.

Table 4.2:1 Simulation parameters
Data

value

Carbon diffusivity

Liquid (𝑙)

ferrite (𝛿)

austenite (𝛾)

(D)

2.1 ∗ 10−8 [115]

5.1 ∗ 10−9 [64]

8.1 ∗ 10−10 [64]

Ni diffusivity (D)

5.1 ∗ 10−9 [30]

2.1 ∗ 10−11 [64]

3.7 ∗ 10−13 [64]

Interfacial Energy

𝜎𝑙/δ

𝜎𝑙/𝛾

𝜎𝛾/δ

in Fe-C
Interfacial Energy
in Fe-Ni

unit

0.204[116]

0.319[117]

-

7.816 ∗ 10

-

𝐽𝑚−2

-

8.4 ∗ 10−3 [21]

ferrite
−6

𝑚2 𝑠 −1

0.370[118]

-

liquid
Molar Volume

Ref

7.632 ∗ 10

austenite
−6

7.563 ∗ 10−6

𝑚3 𝑚𝑜𝑙 −1

[21]

Energetics of the simulation are calculated from the pertaining metastable phase diagram by the
commercially available ThermoCalc 2020a[21] software as shown in Figure 4.2:1

Figure 4.2:1 Phase diagram of metastable conditions for deep undercooling
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4.2.3

Phase Formation under a Temperature Gradient-Step (a) to Step (d)

The effect of the temperature gradient for the heating process of a concentric sample is considered
(step (a) to (d), Section 4.1.1). Under the experimental conditions initiating at step (a) and passing
through steps b and c, the temperature is held isothermally and the solid-liquid interface attains a
stable position, 2350 μm away from the edge (2.5 mm from the center) in the step (d). The resultant
ferrite-liquid phase fraction (𝑓𝑙 = 0.2657, 𝑓𝑠 =0.7342) for a Fe-0.18C alloy should be at 1773.5 K,
according to the equilibrium phase diagram if the temperature distribution is uniform across the
sample[21]. However, under the pertaining temperature gradient, the solid edge temperature could
be much lower. For example, under a gradient of 15 K/mm, the edge temperature is 1738.25 K if
the interface temperature at r=2350 μm maintained at 1773.5 K and the austenite may able to survive
towards the edge. However, none of the in-situ observations confirms the existence of the austenite
phase at the initial isothermal holding stage.

In order to investigate the matter with the Micress®[87] simulation domain, a one-dimensional
rectangular domain is selected with z-axis and bottom temperature defined as in Figure 4.1:1. The
rectangular domain is given 1*1*4850 (z=4850 μm) with a 1 μm grid spacing. The distance of the z
axis represents the same distance of the radial length of 4.85 mm of the cylindrical sample. An Fe0.18C is considered. The uniform temperature distribution is given at 1740 K with some random
phase fractions of 0.2783-liquid, 0.4123-ferrite and 0.3092-austenite set at t=0 s, with the solute
uniformly distributed at 0.18 wt% C.
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Figure 4.2:2 Phase evolution under the heating process under 0 K/mm
The systems is then heated at a rate of 5 K/min as shown in Figure 4.2:2; then held isothermally at
1773.5 K. After t=0.011 s, the liquid phase disappears, and at t=0.423 s, the system completely
becomes austenite. Nucleation is enabled for all the three phases at any time or temperature range.
At t=375 s (T = 1770 K), the liquid phase re-appears and then the ferrite. The austenite phase
fraction decreases gradually and, in the end, t=10100 s austenite completely vanishes, and ferrite
and liquid attain stable conditions at an isothermal holding temperature of 1773.5 K. The phase
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fractions of ferrite and liquid are such that the stable interface reaches z=3560 μm (approximately).
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Figure 4.2:3 Phase evolution under the heating process under 15 K/mm
Under the same conditions, but by imposing a 15 K/mm temperature gradient onto the simulation
domain, the following changes occur: The bottom temperature is modified; 𝑇𝐵 =1716 K in order
to maintain the same temperature rise (from 1740 K to 1773.5 K) upon heating, at the expected
equilibrium radial interface position (z=3560 μm) for δ and liquid phase. The main differences
between Figures 4.2:2 and 4.2:3 are that austenite takes a much longer time to disappear. The main
reason for this is that the ferrite/austenite interface become more stable because of the lower
temperatures close to the edge of the sample under the imposed temperature gradient.

However, under the both situations austenite phase disappears when the interface remains at 1773.5
K under 15 K/mm despite the lower temperature at the edge of the sample provided by the imposed
temperature gradient. So, it can be confirmed after the step ‘d’ the concentric solidification only
process δ and liquid phases in its system.

4.2.4

Effect of the Temperature Gradient

The previous Section 4.2.3 only determined the possible phases that exist in a sample at the end of
the step (d) for a Fe-0.18C alloy in a concentric solidification experiment ((d) Hold the temperature
at the desired liquid pool radius (r=2.5mm) for the system to be stable for 4-10 mins). However the
heating cannot be continuously applied under the experimental conditions until a 2.5 mm liquid pool
is formed. The heating is intermittent after the initial formation of approximately a 1 mm radius
liquid pool, and until it grows to 2.5 mm radius. The images in Figures in 4.2:4 illustrates an example
of initial formation of the liquid pool in a concentric solidification experiment.
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t=94s
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Figure 4.2:4 Initial formation of the liquid phase in a concentric solidification experiment
under a pause of the heating process (isothermal)
Heating is terminated (below at 1773.5 K) at the first observation of the liquid phase. Following the
Figure 4.2:4, the liquid pool forms within 3 to 12 seconds and then shrinks back from t=12 s to
t=130 s when a steady-state is attained with the liquid pool radius approximately at 1 mm. The
temperature is then is gradually increased to 1773.5 K until the liquid pool radius increases up to
2.5 mm (not shown in the Figure 4.2:4). The specimen can be assumed to have homogenous solute
distribution from room temperature up to the point of initial liquid formation. The solute distribution
needs to be analyzed at, during and after the liquid phase formation under the radial temperature
gradient.

The section calculates the changes in solute composition and determine amount of phase fractions
in the presence of an imposed temperature gradient. The same configuration of the 1D rectangular
simulation domain is used as in the previous section. The initial solute distribution is set as shown
in Figure 4.2:5 for every selected thermal gradient discussed later in the section. The solid-liquid
interface set the z-axis at z = 3560 μm. The z coordinate provides solid phase fractions 𝑓𝑠 =0.7342
and liquid phase fraction of 𝑓𝑙 = 0.2657, which is the equilibrium phases fractions of Fe-0.18C
system at 1773.5 K. It is the same phase fraction of 2.5 mm liquid pool surrounded by δ solid rim
of 4.85 mm outer radius in the cylindrical concentric specimen. The composition at the interface is
also set at the equilibrium compositions at 1773.5 K and the rest of the domain is kept at 0.18 wt%.
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Figure 4.2:5 Solute distribution at t=0 s for Fe-0.18%C sample
However, the present simulation deviates from the actual experiment by setting the isothermal
temperature 1773.5 K set at t=0 s. Instead of gradually increasing the temperature as in the
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experimental set up, liquid phase fraction is placed from z = 3560-4850 μm and δ from z=0-3560
μm at 1773.5 K. This is possible because the previous section found that only the liquid and the δferrite phases are stable at 1773.5 K up to 15 K/mm temperature gradient. The solute distribution

Carbon (mass%)

and the interface movement is given in Figure 4.2:6 for a zero temperature gradient.
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Figure 4.2:6 MICRESS® phase-field calculation: solute redistribution evolving towards
stable conditions under 0 K/mm gradient
Initially, the liquid phase fraction decreases rapidly from t=0 s to t=685 s whilst increasing the bulk
composition. The solute composition in the liquid reduces at the solid-liquid interface due to the
solute flux towards the centre. The reduction in solute composition undercools the interface and
hence, ferrite solidifies. The solute flux towards the centre, increases the composition in the
shrinking liquid volume. When the liquid composition reaches the equilibrium composition the
shrinkage of the liquid pool stops given at 685 s. This is exactly what happens in the experiment
from t=12 s to t=130 s in the experimental set up at a different temperature.

In the simulation domain starting from t=685s, the solid/liquid interface moves back towards the
edge, increasing the liquid fraction towards the equilibrium. The negative solid phase solute gradient
from the edge to the interface generates a solute flux towards the interface supersaturating the ferrite
interface. It allows the liquid phase to grow until the solid gradient become flatter. The solid
diffusion takes much longer due to the lower diffusivity and takes time from t=685 s to t= 25000 s,
finally forming a stable δ/l interface.

In the actual experimental process after t=130 s (Figure 4.2:5) the temperature will not be hold
isothermally as in the simulation but increased intermittently until the liquid radius reaches to 2.5
mm. The solid solute redistribution takes place during the heating process after the initial liquid pool
formation. The series of events leading to the system coming to a stable condition is analyzed under
the same simulation conditions but with different temperature gradients so it can be compared to the
isothermal condition. The change in ferrite phase fraction is shown against isothermal time under
different temperature gradients in Figure 4.2:7.

At t=0s for the following analysis the solute distribution is set same as in Figure 4.2:5 and liquid
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phase fraction is placed from z = 3560-4850 μm and δ from z= 0-3560 μm under varied temperature
gradients.
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Figure 4.2:7 Stable condition under different temperature gradients
The interface temperature is kept constant at 1773.5 K at the same radial position at z= 3560 μm
whist the bottom temperature (Figure 4.1:1) is varied for respective temperature gradients. The
system attains a stable state much quicker when the temperature gradient is increased. However, the
solid fraction slightly decreases with increasing temperature gradient even after allowing 25000 s
to stabilize. Figure 4.2:8 depicts the change in the final solid fraction against the temperature
gradient.
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Figure 4.2:8 Phase fraction variation and temperature gradient
When the temperature gradient increases, the average temperature in the liquid phase increases with
respect to the average temperature in the ferrite phase and vice versa. But the interface temperature
is kept at constant. The temperature gradient however slightly varies the average driving force in
the diffuse interface such that the fraction of ferrite phase reduces from 0.738 to 0.733 (0.67 %) as
the temperature gradient increases from 0 to 30 K/mm, respectively. That is about a 32 μm variation
of the 4850 μm long 1D simulation domain.

The solute becomes almost evenly distributed after t= 25000 s. The resultant composition in each
phase as measure against the temperature gradient is shown in Figure 4.2:9.

110

0

10

20

0

30

0.462

10

20

30

0.0815

0.462

0.0814
0.461

Liquid
Composition

0.46

0.46

0.459

0.459

0.458

0.458

0.457

0.457

0.456

0.456
0

10

20

30

Temperature Gradient (K/mm)

0.0813

Average C (mass%)

Average C (mass%)

0.461

0.0814

0.0812

0.0812

Solid
Composition

0.0811
0.081

0.081

0.0809
0.0808

0.0808

0.0807
0.0806

0.0806

0.0805
0.0804

0.0804
0

10

20

30

Temperature Gradient (K/mm)

Figure 4.2:9 Solute composition variation with temperature gradient in both liquid and solid
phases
The solute composition in delta ferrite reduces by only 0.00087 wt% and the liquid composition
reduces by only 0.004987 wt% as the temperature gradient is increased from 0 to 30 K/mm. This
means that the change in composition can for all intents and purposes be ignore for temperature
gradients up to 30 K/mm. The δ ferrite fraction variation of 0.67% under 0 to 30 K/mm is neither
significant. By comparison, the experimentally determined in a concentric sample is typically less
than 15 K/mm. Having established the effect of an imposed temperature gradient on heating and on
isothermal holding conditions, it is now possible to take the next step in the phase-field analysis
towards a quantitative analysis of the microstructural development.

4.2.5
Reconstruction of Experimental Environment into Simulation
Domain
It is necessary to establish the effect of sample geometry on the experimental measurements and the
simulations. In order to compare experimental observations with model calculations, it is important
to use the same geometry in the simulation domain as the concentric specimen. And hence, a onedimensional simulation domain may not be adequate. However, before an explanation is given of
the approach taken to set up a two-dimensional domain, it is important to refer to two important
aspects of the phase-field modelling exercise.

(a) Solute distribution
It is important to calculate the solute gradient and the resultant solute flux at different cooling rates.
The solute profile under steady-state conditions for a general solidification process is simply given
by 𝐶 = 𝐶0 + (

𝐶0
𝑘

−𝑉𝑧

− 𝐶0 ) exp(

𝐷

).[115] 𝐶0 is the initial composition. The main factors determining

the solute profile as a result of the solidification process is the diffusion coefficient (D), the interface
velocity (V), the partition coefficient (k) and the distance from the advancing interface (z). However,
when the boundary layer thickness (𝛿) is larger than the diffusion length (𝑙𝑑 , the distance from
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interface to the center and to the edge of the sample), the solute piles up and the length, 𝑙𝑑 becomes
a strong faction of the solute profile. The diffusion boundary layer thickness is given by; 𝛿 = 2𝐷/𝑣
[115]. For Fe-C alloys and for typical interface velocities (𝑣) of 4 μm/s, the boundary layer thickness
is at least 10 mm in the liquid phase and 2.55 mm in the ferrite phase. In the initial stages of the
solidification in a concentrically solidifying specimen, the diffusion length is 2.50 mm length in the
liquid (interface to the center of the sample) phase and 2.35 mm in the ferrite phase (interface to the
edge of the sample). Hence, since the diffusion distances in both the liquid δ-ferrite phases are less
than the thickness of the boundary layer, the diffusion length (𝑙𝑑 ) becomes a strong function of the
solute profile.

(b) Transformation morphology
One dimensional domain cannot be used to represent the phase fractions in a cylindrical domain
under a same temperature gradient. For this reason two dimensional domain is used and it is much
easier and accurate to model transformation morphology by using the same mass (or volume) and
shape of the space under the same solidification conditions as in the experiment. The phase stability
and the growth rate also depend on the local temperature and solute distribution. Hence, by
maintaining a similar simulation geometry enables to validate the simulation results against
experimental observations accurately and independently from geometrical constrains.

The disk-shaped concentric sample is under a symmetrical temperature distribution around the
center of the sample. The MICRESS® Version 6.4[87] phase field simulation package cannot
impose a radial temperature gradient but only a gradient along the z-axis (vertical direction). Thus,
it is impossible to define the temperature if a circular domain is selected. On the other hand, the
phase fraction distribution under the temperature gradient is entirely altered if a rectangular
simulation geometry is selected representing a radial length of the concentric sample. For these
reasons, a new technique was developed to represent the pertaining simulation domain. The
geometry can be mimicked to simulate the experimental set-up in MICRESS®[87] by the following
method.
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Figure 4.2:10 Phase filed simulation geometry for cylindrical experimental domain
A wedge of angle ‘∅’ is considered from the circular disk sample. The distance of the perimeter
from ‘r’ distance from the center of the wedge is 𝑠 = 𝑟 ∗ ∅. Considering the surface area of
infinitesimal thickness of ‘∆r’, 𝐴𝑟 = 𝑟 ∗ ∅ ∗ ∆r. Let the temperature ‘T’ across the ‘∆r’ be uniform.
Then 𝐴𝑟 can be represented by a rectangle with Ar = 𝑠 ∗ ∆r. Each ∆r layer of the concentric sample
under T1, T2, T3 temperatures can be represented by A1, A2 , A3 rectangles illustrated in Figure
4.2:10. When ∅ 𝑎𝑛𝑑 ∆r are constant, 𝐴𝑟 varies linearly with r. Then the wedge’s surface area can
be represented by the triangle ABC. BD represents the radius ‘r’ and hence, the temperature gradient
can be defined along the axis BD. However, MICRESS® Version 6.4[87] does not have the option
of defining either triangular grains or tilting the grains geometrically from its initial rectangular
domain. Thus, a circular grain with an infinitely large radius is used to develop the triangular domain
ABC. The circular grains in the rectangular domain are defined so that they have no interaction with
any phases within the triangular space.

However the geometrical representation of a curved fraction of area A1 of the circular sample into
a rectangular shape may cause an error. The error percentage (E%) can be calculated as follows:
∅
2
∑𝑛 [| ( ((𝑟𝑖 + ∆r)2 − 𝑟𝑖 )) − (𝑟𝑖 ∗ ∅ ∗ ∆r)|]
2
𝐸(%) =
∗ 100
1 2
𝑟 ∅
2
[
]
𝑟𝑖 is the radial distance to each 𝐴𝑖 for n number of A layers. The importance of the method is that
the error percentage (𝐸(%)) does not depend on the wedge angle (∅) but depends on ∆r, which is
the grid spacing in the simulation domain. For 𝑟 = 4.85 𝑚𝑚 disk, the error percentage is less than
an order of 10−16 for grid spacings varying from 1-5 𝜇𝑚. Hence the new geometrical domain
accurately represents the circular geometry of the specimen and the radial temperature distribution
in the respective phase fractions.
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For the following simulation, ∅ =

𝜋
6

and the grid size is taken as 2 µm with cells 1257*2425, x

(horizontal) and z (vertical) directions respectively. The inert circular grains with radius
1.00000012 ∗ 108 µm is centered at (-9.680361∗ 107 , 2.508594∗ 107 ) and (9.680361∗ 107 ,
2.508594∗ 107 ) taking point A as the origin.

4.2.6

Initial Solidification of Delta Ferrite-Step (e)

The interface mobility in MICRESS®[87] is based on Mix-Model theory (Section 4.2.1) where
under low undercooling, the interface migration is controlled by diffusion, but at deep undercooling,
the interface velocity depends upon the interface mobility. Mobility coefficient data for high
temperature phase transformation is scarce and scattered in the literature[100, 119], particularly for
a δ/liquid interface. The mobility coefficient values used in this simulation model is based on 𝑀 =
𝑀0 exp(−

𝐸
𝑅𝑇

4

) , R is gas constant, T is the temperature 𝑀0 = 4*107 𝑚 ⁄𝐽𝑠 and the activation energy

𝐽
𝐸 = −1.4𝐸5 ⁄𝑘𝑔 according to Krielaart and van der Zwaag [120] and successfully applied to the
Fe-C system[121].
The typical values derived from this model did not seem to fit the experimental results (discussed
in later sections) of the δ/liquid interface velocity under different cooling conditions and hence, it

Interface Mobillity (m^4/Js)

was necessary to use the mobility coefficient as a fitting parameter as shown in Figure 4.2:11.
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Figure 4.2:11 Interface mobility of delta ferrite and liquid under concentric solidification
technique
Since the interface mobility is optimized with respect to temperature, it is possible to match the
experimental interface displacement for the total duration of the solidification. The simulation
geometry described in Section 4.2.5 is used in the present simulation. At t=0 s , the systems comprise
a liquid phase up to r=2.496 mm along the BD-axis and the rest, to the edge, is ferrite. The solute
composition in each phase are at equilibrium composition at 1773.5 K. However only the interface
is at 1773.5 under the imposed temperature gradient. The temperature gradient calculated in Chapter
3 under each cooling rate are imported into the MICRESS®[87] simulation domain. For example,
under a cooling rate of 50 K/min, the linearized temperature gradient is 14.6 K/mm. The circular
grains are assigned a random phase as all interactions are defined to be in-active with the triangular
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domain. During the cooling process the liquid pool shrinks by the advancing delta-ferrite solid-

Delta Ferrite Fraction

liquid interface. The subsequent solid fraction can be plotted with time, as shown in Figure 4.2:12.
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Figure 4.2:12 Ferrite formation rate under 50 K/min cooling for Fe-C system
It has been difficult in the past to simulate interphase progression in a concentric solidification
experiment, especially at higher cooling rates [56, 100, 122], but with the implementation of the
methodology outlined above, the simulation results are in excellent agreement with experimental
observations. The pertaining interface velocity is compared for a wide range of cooling rates in
Figure 4.2:13 and 4.2:14 for the Fe-0.18%C and Fe-4.2%Ni systems.
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Figure 4.2:13 Average interface velocity under varied cooling conditions for the Fe-0.18%C
system
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Figure 4.2:14 Average interface velocity under varied cooling conditions for Fe-4.2%Ni
system
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The importance of the ability of the phase-field simulation to track the advance of a solidification
front in good agreement with experimental observations, is that the calculated solute distributions
are also verified. Given that the temperature and solute distributions are now verified and that good
agreement is found between experimental observations and simulation of the rate of progression of
the respective interfaces, it is now possible to proceed to the next step in the simulation exercise.
The resultant phase transformation kinetics (austenite nucleation, peritectic reaction and
transformation) can now be calculated accurately.

The simulation technique outlined above allows to determine the solute profile for a given cooling
rate with the following conditions satisfied:
1.

The liquid and solid phases are in equilibrium at the initial state and the solute distribution is
uniform with respect to each phase at t=0s. (This condition is justified in Section 4.2.3 and
4.2.4).

2.

There is excellent agreement between the experimentally measured and the simulated
solid/liquid interface velocity for a given cooling condition. (The condition is satisfied in
Section 4.2.6)

The 2D simulation domain is set up as detailed in Section 4.2.5. At t=0s liquid phase is defined in
ABC triangular domain from z= 2350 μm to 4850 μm and δ phase from z=0 to 2350 μm. The δ/l
interface is maintained at 1773.5 K constant temperature. Only the bottom temperature (𝑇𝐵 ) is varied
according to the cooling rate dependent temperature gradient. The following set of figures illustrate
the solute distribution of a Fe-0.18%C alloy cooled at cooling rates conditions varying from 10
K/min to 100 K/min.
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Figure 4.2:15 Solute distribution at the interface under cooling rates of (a) 10, (b) 30, (c) 40,
(d) 50, (e) 60, (f) 80, and (g) 100 K/min
At t=0, solute distribution is uniform in both phases. The solidifying liquid volume elements reject
solute atoms towards the liquid bulk thereby enriching the liquid phase. Non-linear solute gradients
are formed in both solid and liquid phases. The both solute gradients besides the interface, becomes
steeper with increasing cooling rates. The diffusion coupled modeling technique provides excellent
results predicting the solute distribution. The phase transformation modeling discussed in Chapter
5 is however continued cautiously under the non-equilibrium conditions.

The solidification process forces the ferrite-liquid interface towards a metastable condition since
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austenite nucleation is suppressed. The extent of undercooling and driving force for austenite
formation can be determined by calculating the temperature and composition at of the solidifying
interface.

4.3
Free Energy Estimation at the Interface under Different
Cooling Conditions
4.3.1

Gibbs Free Energy at the Solid-Liquid Interface

The main focus of the research project is to find out the fundamental thermodynamic factors for
peritectic (γ) nucleation process. The free energy change upon the volumetric transformation
(driving force) is one of the main factors for any nucleation process. The peritectic phase, γ can be
nucleated either from liquid or δ phases. Hence the driving force in each of the parent phases for the
γ nucleation process is highly important for the nucleation analysis. The driving force fundamentally
depends on the solute composition and the temperature. Calculating the driving force is now possible
as the Chapter 3 defines the temperature distribution and the previous Section 4.2 calculates the
solute distribution at the δ/l interface.

The Gibbs free energy drive is determined by constructing a common tangent to free energy curves
of the respective phases. A detail description is given in Section 2.2.3.

Figure 4.3:1 Driving force for the austenite nucleation
The Figure 4.3:1 schematically represents possible development of driving forces in a peritectic
system. Let δ and liquid phases are in equilibrium with under 𝐶𝑙𝛿 and 𝐶𝛿𝑙 composition respectively.
𝛾

From the δ matrix composition of 𝐶𝛿 nucleates to γ with the composition of 𝐶𝛾𝛿 generates driving
force of AB calculated by the parallel tangent drawn to δ and γ free energy curves. Similarly a small
𝛾

portion of liquid with composition 𝐶𝑙 nucleating into γ with composition 𝐶𝛾𝑙 generates a driving
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force of CD.

The driving forces are calculated from the thermodynamic data base ThermoCalc[21]. The free
energy drive data is extracted as a function of both temperature and composition. The following
figure represents the driving force for austenite transformation from the liquid phase and ferrite
phases. The parameters x and y represent the composition (mass %) and temperature (K) respectively
for the Figures 4.3:2 to 4.3:5.

Figure 4.3:2 Free energy drive from ferrite to austenite for Fe-C system
The driving force for ferrite to austenite as a function of composition (mass %) and temperature (K)
is given by:
𝑑𝑏𝑐𝑐_𝑓𝑐𝑐 = 19.56 + 37.52 ∗ 𝑥 − 20 ∗ 𝑦 − 0.4155𝑥 2 − 3.718𝑥𝑦 − 0.1178𝑦 2

Figure 4.3:3 Free energy drive from liquid to austenite for Fe-C system
The driving force for liquid to austenite transformation as a function of composition (mass %) and
temperature (K) is given by:
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𝑑𝑙𝑖𝑞_𝑓𝑐𝑐 = 128.7 − 61.39 ∗ 𝑥 − 142 ∗ 𝑦 − 0.6129𝑥 2 − 0.0009118𝑥𝑦 − 0.4702𝑦 2
The driving forces in the Fe-Ni systems can be calculated in a similar fashion.
The driving force for ferrite to austenite transformation as a function of composition (mass %) and
temperature (K) in Fe-Ni systems:
𝑑𝑏𝑐𝑐_𝑓𝑐𝑐 = −431.6 + 123.6 ∗ 𝑥 − 1.036 ∗ 𝑦 + 0.83799𝑥 2 − 0.0611𝑥𝑦 − 0.0004661𝑦 2

Figure 4.3:4 Free energy drive from liquid to austenite for Fe-Ni system
The driving force for liquid to austenite transformation as a function of composition (mass %) and
temperature (K) in the Fe-Ni system:
𝑑𝑙𝑖𝑞_𝑓𝑐𝑐 = 9375 − 15.35 ∗ 𝑥 − 2.163 ∗ 𝑦 − 0.06415𝑥 2 − 0.0006231𝑥𝑦 − 0.00169𝑦 2

Figure 4.3:5 Free energy drive from ferrite to austenite for Fe-Ni system
The set of data can be imported into the solidifying interface for:


At any radial distance



At any time of the solidification process



Under any cooling condition
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An example of the application of these principles to solidifications in a Fe-0.18%C and Fe-4.2%Ni
alloy are discussed at two extremes: slow cooling (10 K/min) and rapid cooling (100 K/min).

It should be noted that the driving force calculations heavily depend on the ThermoCalc data base
2021a TCFE9[21] where the forces are calculated from linearized phase diagram under quasiequilibrium conditions.

4.3.2

For Fe-0.18C System at a Cooling Rate of 10 K/min

The complete solute distribution in liquid and δ-ferrite phases under 10-100 K/min cooling rate is
calculated in Figure 4.2:15 with the simulation domain developed with the ABC triangle in Figure
4.2:10. The cooling process initiated with the solid/liquid interface at equilibrium and liquid pool
with 2.5 mm radius. The interface compositions of both δ and liquid phases are extracted during the
solidification from the Figures 4.2:15 and represented with the interface temperature in the
following set of Figures from 4.3:6 to 4.3:13. The Figures x-axis represents t=0 s δ/l interface at
local equilibrium under the concentric solidification technique with liquid pool with 2.5 mm radius.
The end point of the x axis t=𝑡𝑒𝑛𝑑 s represents the initiation of the peritectic transformation. The
solidification time duration of δ, is experimentally realized. During t=0 to t=𝑡𝑒𝑛𝑑 the driving force
for austenite transformation is calculated by the respective functions given in the previous Section
4.3:1 as the simulated results provide the composition and temperature at the solid/liquid interface
in each parent phases. The same process of calculation followed for Fe-Ni system as for the Fe-C
system.
The initial ferrite solidification continues for 239 s at a cooling rate of 10 K/min before the austenite
transformation occurs in a Fe-0.18%C alloy. The Figure 4.3:6(a) gives the composition and the
temperature and the Figure 4.3:6(b) presents the resulting driving force of γ nucleating at the
interface from δ parent phase.
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Figure 4.3:6 (a) Solute and temperature of bcc at the solid-liquid interface (b) free energy
drive for austenite transformation from bcc under 10 K/min-Fe-C
The interface temperature reduces and the composition fluctuates in the advancing δ phase. The
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nucleation becomes favorable (positive driving force) at t≈ 80 s but the nucleation is suppressed till
t = 239s.

The temperature, solute distribution and free energy driving force for the formation of austenite at
the interface for liquid phase are shown in Figure 4.3:7.
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Figure 4.3:7 (a) Solute and temperature of liquid at the solid-liquid interface (b) free energy
drive for austenite transformation from liquid under 10 K/min-Fe-C
The liquid composition at the interface increases during 10 K/min cooling process and generates
positive driving force the γ nucleation at t≈ 40 s, much sooner than the δ parent phase. But the
nucleation is constrained till t = 239 s.

4.3.3

For Fe-0.18C Alloy at a Cooling Rate of 100 K/min

With the same simulation set up and with the same condition at t=0 s is kept but the Fe-0.18C system
cooled at 100 K/min. The temperature and solute distribution in the δ phase at the δ/l interface is
given in Figure 4.3:8(a) and the resulting driving force for γ nucleation are given in the Figure
4.3:8(b)
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Figure 4.3:8 (a) Solute and temperature of bcc at the solid-liquid interface (b) free energy
drive for austenite transformation from bcc under 100 K/min-Fe-C
The δ interface composition fluctuates and reduces by steps under the rapid 100 K/min cooling
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condition. The γ nucleation becomes available at t≈ 10 s but initiates only at t= 36 s.
The temperature, solute distribution and free energy driving force for the formation of austenite at
the liquid interface at a cooling rate of 100 K/min are shown In Figure 4.3:9
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Figure 4.3:9 (a) Solute and temperature of liquid at the solid-liquid interface (b) free energy
drive for austenite transformation from liquid under 100 K/min-Fe-C
The liquid composition increases non-linearly during the rapid cooling and the γ nucleation becomes
favorable almost instantly. However the nucleation is constrained up to t= 36 s.

4.3.4

For Fe-4.2Ni Alloy at a Cooling Rate of 10 K/min

The same simulation set up used for Fe-0.18C system is used for Fe-4.2Ni system. For the Fe-Ni
peritectic system the liquid pool with radiuses 2.5 mm becomes stable with δ/l composition at 1790.1
K. At t=0 the liquid phase radius set at 2.5 mm with equilibrium composition of 3.99 wt% and 5.01
wt% in δ and liquid phases respectively. Then the system is subjected to cooling under the
temperature gradient.The Figure 4.3:10(a) gives the composition and the temperature and the Figure
4.3:10(b) presents the resulting driving force of γ nucleating at the interface from δ parent phase
under 10 K/min cooling process.
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Figure 4.3:10 (a) Solute and temperature of bcc at the solid-liquid interface (b) free energy
drive for austenite transformation from bcc under 10 K/min-Fe-Ni
The interface composition increases slightly in δ whilst the interface is cooling. γ nucleation initiates
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as soon as the conditions barely favors the γ nucleation process.

The temperature, solute distribution and free energy driving force for the formation of austenite at
the liquid interface at a cooling rate of 10 K/min are shown in Figure 4.3:11
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Figure 4.3:11 (a) Solute and temperature of liquid at the solid-liquid interface (b) free energy
drive for austenite transformation from liquid under 10 K/min-Fe-Ni
The liquid composition linearly increases at the interface and the positive driving force is almost
instantly formed in the liquid parent phase during the solidification. However, the nucleation is
initiated only when the liquid driving for increased up to 7.4 J/mol or/and δ phase becomes favorable
for the γ nucleation at t=40 s.

4.3.5

For Fe-4.2Ni Alloy at a Cooling Rate of 100 K/min

The same simulation set up and the initial conditions are maintained as in the previous Section 4.3.4.
But the cooling rate is increased up to 100 K/min.
The temperature, solute distribution and free energy driving force for the formation of austenite at
the δ phase at the advancing interface under the cooling rate of 100 K/min are shown in Figure
4.3:12
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Figure 4.3:12 (a) Solute and temperature of bcc at the solid-liquid interface (b) free energy
drive for austenite transformation from bcc under 100 K/min-Fe-Ni
The δ composition at the interface increases under the rapidly cooling interface. The drive for the γ
nucleation becomes positive at t= 6s and just after 1.7s austenite transformation initiates.
Temperature and the solute distribution and resultant drive for the transformation at the interface
for liquid phase for cooling under 100 K/min is given in the following Figure 4.3:13.
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Figure 4.3:13 (a) Solute and temperature of liquid at the solid-liquid interface (b) free energy
drive for austenite transformation from liquid under 100 K/min-Fe-Ni
The liquid composition also increases under the rapid solidification. The γ nucleation is almost
instantly favored after the initiation of the cooling process. However the nucleation process is
constrained for 7.7 s or awaited till the δ phase becomes favorable for the γ nucleation.

Referring to Figure 4.3:6, in the Fe-0.18%C alloy at a cooling rate of 10 K/min the interface is
undercooled by 31 degrees. Solute non-uniform distribution provides 0.9 wt% in ferrite and 0.63
wt% in liquid at the interface just before the austenite transformation. These conditions generate 26
J/mol and 150 J/mol driving force for austenite formation in ferrite and liquid respectively (Figure
4.3:6(b)). Under the rapid cooling conditions (100 K/min), the interfaces are undercooled by 43
degrees, but the driving force of ferrite remains almost the same (27.7 J/mol) because the
composition at the interface drops down to 0.07wt%. However liquid phase driving force increases
125

significantly up to 440 J/mol under the rapid cooling conditions.

The Fe-Ni alloy does not undergo substantial undercooling under either cooling condition. The
interface is only undercooled by 1 degree at a cooling rate of 10 K/min and 4 degrees at 100 K/min.
Hence ferrite phase merely generates a driving force approximately 1-3 J/mol at either cooling rates.
The liquid phase generates 8 J/mol and 50 J/mol driving forces at cooling rates of 10 K/min and 100
K/min respectively.

These quantitative analyses provide important thermodynamic data for the understanding of
austenite nucleation and formation in the Fe-C and Fe-Ni peritectic systems. Austenite nucleation
suppression is clearly the main reason for deep undercooling in the Fe-C alloy. The Fe-Ni alloy on
the other hand, does not resist austenite nucleation and the phase transformation occurs just below
the equilibrium peritectic temperature.

4.4

Summary and Conclusions

The unique concentric solidification technique has proven to be an excellent technique to study insitu the progress of high temperature phase transformations. However, due to the complexity of the
technique, a quantitative thermodynamic analysis has been impeded. A two-dimensional phase-field
modeling technique is utilized, coupled with a two-dimensional transient heat transfer model
(Chapter 3) for unravelling some of the complexities.

The influence of a temperature gradient on the emerging phase fractions and distribution is analyzed
under heating, isothermal holding, and cooling conditions. In addition, the solute distribution under
a variety of experimental conditions has also be quantified. An innovative simulation domain,
which, simulates the experimental geometry has been introduced.

The newly developed methodology has been used to successfully mimic the experimental
conditions, with emphasis on interface velocity and phase morphology of solidification at the
solid/liquid interface under different cooling conditions in both the Fe-C and Fe-Ni systems.

This platform enables us to analyze in detail, the antecedent conditions of austenite nucleation
kinetics. The temperature and phase compositions at the solid/liquid interface under varied cooling
conditions were calculated, in addition to the free energy driving force for nucleation and formation
of austenite.

The simulated peritectic reaction and subsequent solid-state phase transformation is not discussed
in the present chapter but presented alongside the experimental results in order to validate the phase
field model. The details of the thermodynamic analysis are not discussed but will be further analyzed
and used to analyze in more detail nucleation and growth events in later chapters.
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Chapter 5
5.1
Concentric Solidification - Experimental Investigations and
Phase Field Simulations
5.1.1

Introduction

The development of a two-dimensional heat transfer model to describe the temperature distribution
in a concentric solidification experiment was validated and introduced in Chapter 3. In Chapter 4,
the principles behind the application of phase-field modelling techniques to simulate the concentric
solidification under the same experimental conditions were outlined in addition to validating the
simulation technique. In this chapter, the attempt to fully quantify the progress of the peritectic
reaction and subsequent solid-state phase transformation is taken one step further by comparing the
modelling predictions to the experimental observations in more detail.

In order to place the present analysis in perspective, it is pertinent to refer to some earlier
discussions. The details of how the concentric solidification experiment is conducted were outlined
in Sections 3.1.2 and 3.1.3. The general procedure is outlined in steps (a-e) of Section 4.1.1. Figure
5.1:1 provides a schematic summary of some of the important findings. A cross-section of the
sample is schematically shown, taking into account, the symmetry around the thermal centre of the
cylindrical specimen at isothermal holding with liquid radius 2.5 mm. The advancement of the
interface is initiated by the cooling conditions imposed.

Section A: illustrates that at the initiation of cooling, the solid/liquid interface moves to the right.
The morphology of the interface and its surroundings are clearly captured by the optical imaging
system and the tracking of the laser beam is recorded in a video system at a rate of 30 frames per
second.

Section B: shows that the temperature drops gradually and the temperature distribution profile
changes due to the transient nature of the temperature under rapid cooling conditions. The twodimensional transient heat transfer model captures the temperature and the temperature gradient at
any time at any radial position at a given cooling rate.

Section C: shows that the advancing interface causes the solute to pile up at the interface.
The carefully optimized phase-field model tracks the interface and the subsequent solute
distribution.
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Figure 5.1:1 The process of concentric solidification
By coupling sections, A, B, and C, most thermodynamic parameters can either be calculated directly
or can be closely approximated and compared to in-situ observations. A more detailed account of
the application of these principles to a study of the peritectic phase transition is outlined in this and
subsequent chapters.

5.1.2

Concentric Solidification Domain

The sequence of events occurring during a concentric solidification of Fe-C alloy is as follows: The
sample is heated until it forms a 2.5 mm liquid pool and, δ-liquid system is allowed to come to
equilibrium condition. Then the cooling process is initiated: liquid pool is shrunk whilst the δ planer
interface advances towards the centre of the cylindrical sample. Upon further cooling, austenite
nucleates at the δ/l interface and transforms into both remaining liquid and δ parent phases. These
events are captured on video. Concentric solidification experimental process is mimicked up to the
completion of the primary δ-ferrite solidification so far in Chapter 4. The present study focuses on
continuing the representation of the experimental domain in the same simulation domain for γ
transformation into the parent phases.

It is therefore appropriate to identify and quantify of the geometric area under investigation. The
analysis is carried out from the recorded video produced by the laser scanner, at 30 frames per
second. Section of a video frame, 800𝜇𝑚 * 725𝜇𝑚 , is selected with the solid-liquid interface in
the middle, as illustrated in Figure 5.1:2. Any transformational changes occurring outside of the
selected area have not taken into account. ImageJ[111] is used for measuring distances and areas.
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∅

Figure 5.1:2 Concentric domain under investigation
The radial interface position, just before the occurrence of a transformation has to be taken account
in comparing the events occurring within the transformation domain with respect to different
cooling rates. Whilst keeping the observation window dimensions fixed, it is then possible to
interpret the amount of γ transformation as a fraction of either liquid or ferrite phases, as shown in
the following Table 5.1:1. For all the experiments, the interface is initially positioned at 2500 ±
35 𝜇𝑚 from the centre of the liquid pool. But the radial positon of the δ/l interface depends on the
cooling rate at the initiation of the peritectic transformation.

Table 5.1:1 Solid and liquid fractions before the austenite transformation in a Fe-C alloy
cooling
rate(K/min)

δ
solidification
distance(µm)

liquid

Angle,

liquid

Solid

radius(µm)

∅°

Area(mm*mm)

Area(mm*mm)

4

1046

1453

28.01

0.516212

5.234490

5

992

1507

27.04

0.536156

5.016026

6

1182

1317

30.76

0.466076

5.849495

8

815

1685

24.28

0.601642

4.382864

10

545

1955

21.00

0.700729

3.611880

20

353

2147

19.16

0.771015

3.163422

30

277

2223

18.52

0.798806

3.003491

40

207

2293

17.96

0.824389

2.863755

50

181

2319

17.76

0.833889

2.813568

60

154

2346

17.56

0.843752

2.762385

80

145

2355

17.50

0.847039

2.745530

100

185

2315

17.79

0.832427

2.821231

For an example cooling at 4 K/min, δ solidifies a radial length of 1046 µm, which is 1453 µm from
the liquid centre. The 725 µm constant height of the observation window creates a wedge angle
∅° = 28.1° by 𝑆 = 𝑟∅

𝜋

. r is the radial distance from the centre. Then the liquid surface area can

180

be calculated with: 𝐴𝑙 = 𝜋 ∗ 𝑟 2 ∗ (∅/360) and the solid with 𝐴𝛿 = 𝜋 ∗ (4.852 − 𝑟 2 ) ∗ (∅/360).
∅ is taken in degrees (°).
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The compositions of the sample used for the experiment is shown in Table 5.1:2

Table 5.1:2 Solute Composition (mass %) of the alloys
Alloy
Fe0.18C
Fe4.2Ni

C

Si

Mn

P

S

Ti

Cr

Ni

V

0.18

<0.005

<0.01

<0.002

0.002

<0.003

<0.003

<0.002

<0.003

0.0018

<0.001

0.01

<0.000

<0.00

<0.000

5

1

6

<0.002

4.2

<0.002

5.1.3
Austenite Transformation in a Fe-C Alloy (experimental observation
and simulation)
In the concentric solidification technique, initial ferrite solidification precedes the ferrite-toaustenite transformation and hence, the kinetics and morphology of austenite nucleation and growth
depends on the initial characteristics of the ferrite solidification. For the Fe-0.18%C alloy, a 2.5 mm
liquid pool is initially formed at an interface temperature of 1773.5 K. (For the sake of comparison,
for Fe-4%2Ni alloys, which will be discussed later), with the same liquid pool radii, the temperature
is kept at 1790 K when isothermal conditions are considered).

For both systems when the cooling rates varied from 2 K/min to 200 K/min, the ferrite/liquid
interface remained planer throughout the solidification period. The experimental velocity is
measured using SolTrack[123], a program developed in the University of Wollongong specifically
to

track and measure the interface velocity. Preliminary interface velocities, experimentally

measured, were compared to model predictions in Figures 4.2:13 and 4.2:14. The present analysis
provide deeper insight.

The difference between the equilibrium peritectic temperature and the local temperature at the
interface when the first austenite nucleus appear, is assumed to define the extent of local
undercooling, which is shown in Figure 5.1:3 as a function of the imposed cooling rate. The
measurements in the Fe-Ni system is included for the sake of comparison and will be further
discussed in subsequent sections.
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Figure 5.1:3 Local undercooling for austenite transformation as a function of cooling rate
for Fe-C and Fe-Ni alloys of peritectic composition
It follows that austenite nucleation can be significantly suppressed in Fe-C alloys, but not in Fe-Ni
alloys. The morphology of nucleation and growth are decidedly different under different cooling
conditions. For the purposes of further analysis, three different cooling regimes are considered: Slow
cooling (4-8 K/min); Moderate Cooling (20-60 K/min) and Rapid cooling (80-100 K/min) in Fe0.18C system.
5.1.3.1 Slow cooling (4-8 K/min)

Figure 5.1:4 Austenite transformation in the vicinity of the interface under slow cooling 4-8
K/min
After the rapid peritectic reaction (the rapid growth of an austenite platelet along the δ/l interphase
boundary) the austenite grows into the liquid and also into the δ-ferrite phase as given in Figure
5.1:4 under slow cooling rates. Austenite almost immediately penetrates into ferrite with cellular a
dendritic-type morphology, but there is a clear lagtime of about 3-4 s as shown in Figure 5.1:5 for
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the planer austenite interface to proceed into the liquid phase.
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Figure 5.1:5 Austenite planar interface advancement under 4-8 K/min cooling
Figure 5.1:5 also shows that the austenite/liquid interface velocity increases with an increase in
cooling rate, but the rate of growth of austenite into ferrite is significantly higher as illustrated in
Figure 5.1:6. (The extent of austenite growth is represented as a fraction of the initial liquid and
delta ferrite phase area). In less than a fraction of a second, austenite penetrates into ferrite and then
proceeds at a diminished rate in every case. The planer interface austenite growth into liquid
advances steadily, but at a much lower rate than into delta-ferrite as shown in Figures 5.1:5 and
5.5:6.

Figure 5.1:6 Austenite growth rates into liquid and ferrite (a) 4 K/min (b) 5 K/min (c) 6
K/min and (d) 8 K/min
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5.1.3.2 Moderate Cooling (20-60 K/min)

Figure 5.1:7 Austenite transformation in the vicinity of the interface under moderate cooling
20-60 K/min
Under the cooling rates of 20-60 K/min, austenite grows into the liquid with dendritic/planer
morphology as captured in Figure 5.1:7. The island-like solidification in the liquid phase may be
caused by the dendritic tips because the heat transfer is in both radial and vertical directions. At the
higher cooling rate, the inter-dendritic spacing is minimized, and these spaces are covered by the
advancing planer interface, particular in 30 K/min, 40 K/min, and 60 K/min cooling rates.
The planer interface advancement into the liquid has been tracked (ignoring the dendritic tip
emerging from the liquid), and shown in Figure 5.1:8.
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Figure 5.1:8 Austenite planar interface advancement under 20-60 K/min cooling
It is clear that the interface progression is at least three times higher than at lower cooling rates, but
at moderate cooling rates, the planer interface just has to fill up the liquid voids generated by
dendritic tips. The austenite growth into liquid under these cooling conditions can be categorized as
a combination of both dendritic and planer interface progression. The austenite growth into delta
ferrite is of a dendritic-type morphology and of cellular morphology. The respective growth rates
are compared in the Figures set 5.1:9.

Figure 5.1:9 Austenite growth rates into liquid and ferrite (a) 20 K/min (b) 30 K/min (c) 40
K/min and (d) 50 K/min
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Almost the same characteristics as observed was at lower cooling rates except that the growth rates
are higher. The growth rate of austenite into the liquid is only just lower than into ferrite. The
dendritic-like growth morphology under moderate cooling conditions, seems to be much higher than
the planer growth at lower cooling rates. There remains a lag time for growth into the liquid, but the
lag time in now only a fraction of a second, compared to a few seconds at lower cooling rates.
5.1.3.3 Rapid cooling (80-100 K/min)

The system is deeply undercooled when subjected to rapid cooling. At cooling rates in excess of 80
K/min, the liquid develops a significant free energy driving force for austenite nucleation and
growth. Thus, dendrites penetrate into the liquid phase very rapidly with minimum inter-dendritic
spacing. Planer nor cellular morphology is visible for austenite into the liquid as shown in the Figure
5.1:10.

Figure 5.1:10 Austenite transformation in the vicinity of the interface under rapid cooling
80-100 K/min
The rapid cooling conditions force austenite to grow in a massive-like manner into ferrite and contra
to slower or moderate cooling conditions, the growth of austenite into the liquid is very slow
compared to the massive-type of growth rate into ferrite as shown in Figure 5.1:11.
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Figure 5.1:11 Austenite growth rates into liquid and ferrite (a) 80 K/min (b) 100 K/min
The massive like transformation may categorized into the diffusionaless transformation mode but
the short range diffusion still plays a role. The transformation mode can be uniquely identified by
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the fine wrinkles of austenite phase towards the right side of the Figure 5.1:10 in comparison to the
planer of dendritic like arms.

5.1.4
Sections of Phase Morphology of Fe-C Systems under Varied Cooling
Conditions
The peritectic Fe-C system clearly depicts different transformation modes at different extents of
undercooling, resulting from different cooling rates. Three different transformation regimes are
clearly identified, as illustrated in Figure 5.1:12.
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Figure:5.1:12 Austenite transformation rates in to ferrite for Fe-C systems (rapid cooling
rates are given by x & y secondary axis with the same unit as in primary axis)
At cooling rates between 4 and 8 K/min, the interface temperature when nucleation occurs is
approximately 20-25 K below the equilibrium peritectic temperature and this extent of undercooling
provides a relatively low driving force for austenite formation. The fcc-austenite phase progresses
into the bcc-ferrite along the thermal gradient. The initial transformation mode in the proximity of
the interface comprise rapidly forming cellular-shaped austenite, the growth rate then diminishes,
and further progression occurs by the advance of a planer interface. Under moderate cooling
conditions, between 20 and 60 K/min, the interface is undercool by more than 30 K and austenite
growth initiates by rapidly growing dendritic arms from the interface, the growth mode then
develops into cellular morphology. At slow and moderate cooling rates, the ferrite-to-austenite
transformation is completed within five seconds and one second respectively. At high cooling rates
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the transformation is completed within 0.15 seconds and is often referred to as a massive type of
transformation. Table 5.1:3 summarises the transformation morphology under different cooling
modes.

Table 5.1:3 Mode of austenite transformation under different cooling rates

Slow Cooling

Liquid

Cooling rates

Ferrite Transformation

4-8K/min

Planer and cellular

Planer

20-60K/min

Dendritic and cellular

Planer and dendritic

Transformation

Moderate
Cooling

Rapid Cooling

Massive type of

80-100K/min

Transformation

Dendritic

Having established the modes of transformation by in situ observation, it is now appropriate to
determine the underpinning thermodynamic parameters for each solidification condition by the use
of phase-field modelling techniques.

5.2

Phase-Field Simulations of Austenite Transformation

The initial simulation domain used in this analysis is shown in Figure 4.2:10. Since there is good
agreement between the interface velocities, measured experimentally and modelled in
MICRESS®[87] respectively, (Chapter 4), the resulting solute profile and temperature profiles are
now imported into the simulation domain (Section 4.2.5) for each cooling rate. At t=0 s, austenite
nucleation is allowed, and the subsequent transformation rates and morphologies are compared to
the experimental results. For all the following simulations, the cooling rate is set to zero because
cooling is also terminated in the experiment set-up as soon as the first austenite nucleus is observed.
The simulation Figures are extracted from the same triangular ABC simulation domain as in Figure
4.2:10 but zoomed at the vicinity of the δ/l interface area for the better representation of the austenite
transformation.

5.2.1

Slow Cooling Conditions

5.2.1.1 Cooling rate 4 K/min in the slow cooling regime

At a cooling rate of 4 K/min, growth of austenite into ferrite and liquid are considered, and the
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outcomes of simulation and experiment are compared in Figure 5.2:1.
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Figure 5.2:1 (a) Experimental and modeling transformation rates (b) morphology of the
phase transformation under slow cooling (4 K/min) conditions
The experimental and simulated rates of austenite transformation into both liquid and δ phases
strongly agree with each other under the slow cooling conditions. The austenite transformation
morphology into the liquid place with the planer interface is also correctly predicted by the Micress
simulation. Austenite transformation into ferrite with planer cellular morphology is approximately
given by the Figure 5.2:1(b).

The respective solute distribution and free energy drive for transformation and the mobility
coefficients can be calculated within the two-dimensional domain. For example, thermodynamic
properties are analysed along the vertical dashed line in Figure 5.2:1(b).

The Solute distribution, free energy drive for transformation, mobility coefficients, and temperature
are calculated along the vertical dash line and shown in Sections 5.2.1 to 5.2.3. In these figures, the
following notation: xYY s is used. x stands for the physical property represented; s-solute, ttemperature, d-drive for transformation and m-mobility. The YY is the time given in seconds for
each property. The position of initial δ/l interface can be identified by the step drop of the ‘s0 s’ line.
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Figure 5.2:2 Composition (primary axis) and temperature (secondary axis) assessed along
the vertical axis in Figure 5.2:1 under slow cooling (4 K/min, Fe-0.18C)
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Figure 5.2:3 Driving force (primary axis) and mobility (secondary axis) along the vertical
axis in Figure 5.2:1 under slow cooling (4 K/min, Fe-0.18C)
Figure 5.2:2 shows the solute and temperature distribution at the initial, intermediate, and final
stages of the peritectic transformation in the slow cooling regime (4 K/min). The austenite
transformation proceeds into both liquid and ferrite by solute diffusion from the liquid to ferrite
through the peritectic phase. The austenite interfaces are maintained at the local equilibrium
compositions (higher composition at liquid and lower composition at ferrite) thereby imposing a
solute gradient causing solute flow while peritectic phase (austenite) grows simultaneously into the
liquid and back into ferrite. However, there is insufficient time achieve a uniform distribution of
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carbon since the line s20s indicates a solute gradient forming in the austenite phase.

Figure 5.2:3 depicts the resulted free energy drive at the interface for austenite growth into liquid
and ferrite. (At the same vertical distance in Figure 5.2:2). The drive at t=0 s is zero and then
increases to around -2 and -12 into liquid and ferrite phases, respectively. The mobility coefficient
is optimized and set as 0.035 and 0.000306 at liquid and ferrite interfaces respectively in order to
match the respective velocities. Even though the drive remains almost the same for ferrite, the
austenite growth retard along with the reduction in the mobility coefficient. In the result, Figures
5.2:1, 5.2:2 and 5.2:3 enables a full description of the morphological and thermodynamic
characteristics in this alloy system.
5.2.1.2 Cooling rate 8 K/min in the slow cooling regime
Figure 5.2:4 shows that the simulation calculations are in relatively good agreement with the
numerical calculation of austenite growth at a cooling rate of 8 K/min. The same information can
be extracted as in for the 4 K/min cooling rate and all the results will be summarised at the end of
Liquid
the discussion.
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Figure 5.2:4 (a) Experimental and modeling growth rates (b) morphology of the phase
transformation under slow cooling (8 K/min) conditions
Under the increased cooling condition and respective undercooling, the ferrite generates a higher
driving force; thus, the transformation becomes more dendritic. The austenite transformation into
the liquid phase remains to be planer. The linearized thermodynamic data is accurate enough for the
simulation as the rates closely agree with the experimental findings.
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5.2.2

Moderate Cooling Conditions

5.2.2.1 Cooling rate 30 K/min
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Figure 5.2:5 (a) Experimental and modeling growth rates (b) morphology of the phase
transformation under moderate cooling (30 K/min) conditions
The numerically calculated growth rate of austenite into the liquid agrees well with the
experimentally determined rates, but the calculated rates into ferrite are just lower than the
experimentally determined values as shown in Figure 5.2:5. However, the morphology of the
transformation into both parent phases strongly agrees with the experimental findings.
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Figure 5.2:7 Driving force (primary axis) and temperature (secondary axis) assessed along
the vertical axis in Figure 5.2:5 under slow cooling (30 K/min, Fe-0.18C)
The solute distribution is highly fluctuated in an attempt to try and maintain the local equilibrium
between the retained ferrite in the inter-dendritic spaces of austenite (Figure 5.2:6 line s0.16s). At
2.12s, a significate solute gradient is established across the austenite phase in contrast lower cooling
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conditions. The free energy driving forces are gradually increased at both interfaces, but eventually
decrease when the transformation approaches completion as shown Figure 5.2:7.
5.2.2.2 40 K/min cooling rate
The experimentally observed growth of austenite into the liquid, as well as into ferrite, becomes
more dendritic than at lower cooling rates. The growth rates into liquid agrees well with the
calculations, but the growth rate into ferrite deviated even further from the experimentally
determined values than at lower cooling rates, Figure 5.2:8.
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Figure 5.2:8 (a) Experimental and modeling growth rates (b) morphology of the phase
transformation under moderate cooling (40 K/min) conditions

5.2.3

Rapid Cooling Conditions

The highest cooling rate used in the present investigations is 100 K/min under the rapid cooling
regime. Under these conditions, the nucleation of austenite is deeply undercooled, which leads to a
massive-type of transformation.

The observation window in the concentric solidification

experimental technique is limited to about 1 mm from the interface. It is therefore not possible to
observe the edge of the sample (the edge is about 3 mm to 4.85mm in the radial direction from the
centre). However, a number of experiments were carried out mainly to observe the rapid
transformation at the edge of the sample and these observations revealed that under deeper
undercooling conditions, austenite can nucleate at the edge of the sample and advance towards the
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centre.
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Figure 5.2:9 (a) Experimental and modeling growth rates (b) morphology of the phase
transformation under moderate cooling (100 K/min) conditions
The same pattern of the transformation is observed in simulations conditions as in the experimental
conditions, after enabling unlimited austenite nucleation in the bulk ferrite phase. The nucleation
takes place at the very edge of the sample, where the temperature is the lowest compared to
nucleation at the interface. Due to the rapid cooling rates, and limited frame capture rates, the
number of experimental points in Figure 5.2:9 is limited, but the rates can still be compared to the
numerical calculations. There is good agreement in the experimentally determined and calculated
growth rate of austenite into the liquid, but the calculated growth rate into ferrite is much lower than
the experimentally determined values.

Figures 5.2:10 and 5.2:11 are different than those for Slow and Moderate cooling regimes. In this
instance, the vertical distance is taken as the entire radial distance (0-4.85 mm) since the massive
type transformation spreads almost to the edge of the sample.
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Figure 5.2:10 Temperature (primary axis) and composition (secondary axis), assessed along
the vertical radial distance under rapid cooling (100 K/min, Fe-0.18C)
The significant difference is that in this instance, there is a positive solute gradient from the liquid/γ
interface to ferrite/γ, whereas in both the other cooling regimes the gradient is negative. This clearly
suggests that the transformation is not controlled by diffusion since a positive solute gradient does
not generate a solute flux from the liquid to ferrite. Hence, as the current experiments suggest that
the austenite transformation is essentially diffusionless, in agreement with the findings of other
researches [8].
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Figure 5.2:11 Driving force (secondary axis) and mobility (primary axis), assessed along the
vertical radial distance under in the rapid cooling regime (100 K/min, Fe-0.18C)
The mobility coefficients trends are constant for both phases around 0.01 under diffusionless
transformation in the solid phase (Figure 5.2:11). The mobility coefficient values decrease slightly
from liquid to ferrite (between 0.012 to 0.01 in the time frame 0.6 s to 1.0 s). The driving force is
145

significantly increased, enabling the massive-type transformation in ferrite and rapid transformation
into the liquid. However, liquid phase transformation is not completed within 1.00 s.

During solidification in a concentric solidification experiment, it cannot be assumed that the heat
flow is one-dimensional, as discussed in Chapter 3. Despite the fact that the heat flux along the
thermal gradient is significant, the heat flux in the vertical, perpendicular, direction cannot be
ignored. The solidification and phase transformation process in the simulation domain is govern by
the defined temperature distribution with time (as input parameter) and the heat flux is calculated
(if needed) accordingly, and not vice versa. Thus the two dimensional heat transfer mechanism
under the experiment conditions may successfully mimicked into simulation domain by importing
the resultant temperature.

Then important thermodynamic conditions relating to the phase transformation morphologies, can
now be investigated based on the analysis discussed in Sections 5.2.1 to 5.2.3. The close agreement
of the transformation rates and the phase transformation morphologies observed in-situ and the
numerical modelling, enables the development of the diagram shown in Figure 5.2:12.

5.2.4

Phase Transformation of Ferrite into Austenite

The close agreement of the transformation rates and the phase transformation morphologies from
in-situ observations and numerical modelling enables development of the following diagram of
thermodynamic conditions for phase transformation. The driving force for phase transformation and
mobility coefficient are selected at the initiation of the austenite transformation as the governing
parameters for a given cooling rate and the corresponding amount of undercooling.

The square (Section A) bounded by co-ordinates 0,0 and 0.0482,16.2 in Figure 5.2:12, applies to
slow cooling conditions and the morphology consists of a solid-state planer-to-cellular
transformation. Under rapid cooling conditions, the driving force increases to more than 44.71
𝐽/𝑐𝑚3 , and the mobility to more than 0.11 𝑐𝑚4 /Js. The transformation is of a massive-type as
depicted in the rectangular Section C. The rest of the area within the figure (Section B) applies to
moderate cooling conditions in which a cellular/dendritic transformation mode is observed. The data
points refer to the initial velocity of the transformation (Velocity = Drive* Mobility), and it increases
along the positive diagonal (dashed arrow), but it is much higher than the average velocity as in
each case the thermodynamic driving force drops down to an average around 1.5-2 𝐽/𝑐𝑚3 within a
few fractions of seconds.
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Figure 5.2:12 : Phase transformation morphology map in delta ferrite with respect to
driving force and mobility. CR-cooling rate, UC- under cooling
For a morphological change in solid ferrite from A to B, both the driving force and mobility
coefficient increases. To be a massive type of transformation, the mobility does not need to be
increased, but the driving force is large enough to induce rapid solidification.

5.2.5

Phase Transformation of Liquid into Austenite.

The thermodynamic driving force in liquid phase remains almost constant at around 13 𝐽/𝑐𝑚3 for
slow to moderate cooling conditions (4-40 K/min) as shown in Figure 5.2:13. Thus, the
transformation rates change mainly due to a change in the mobility coefficient. Thermal variations
in the liquid phase generate fluid flows (Marangoni flows), and this may tend to increases towards
the centre of the sample[108]. High fluid flows may disturb the atomic attachment to reduce the
mobility coefficient. Under lower cooling conditions, the ferrite/liquid interface locates closer to the
centre than at higher cooling rates (30-40 K/min, a shorter distance of initial ferrite formation) hence
the effect of fluid disturbance in minimal.

Figure 5.2:13 illustrates that the planer interface seems to hold up to a thermodynamic driving force
of 12 𝐽/𝑐𝑚3 and a mobility co-efficient of 0.0061 𝑐𝑚4 /Js (rectangular Section A), but a further
increase in the mobility changes the transformation into dendritic mode (Section B).
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and mobility. CR-cooling rate, UC- under cooling
The higher cooling rates drive the system into deeper undercooling, generating significantly higher
driving forces, from 12 𝐽/𝑐𝑚3 to 𝐽/𝑐𝑚3 . With the same mobility value, the liquid transforms rapidly
into austenite with a much higher driving force.

It should be noted that again only the mobility coefficient is used as an optimising parameter. The
mobility coefficient value deviation even under a planer solidification process if clearly illustrated
in the Figure 4.2:11. The reasons for this can be followings,
a)

Micress assumes the heat extraction is one dimensional along the thermal gradient. This is
clearly not the case under the experimental conditions as clearly calculated in the heat transfer
model in Figure 3.5:7 and 3.5:8. The two dimensional heat transfer mechanism can significantly
alter the solidification and transformation rates.

b) The driving force for the transformation is extrapolated from the equilibrium phase diagrams
could cause the driving force to deviate from the experimental values.
These main two conditions equally effects to the austenite transformation rates thus the mobility
coefficient is used as an optimizing parameter. However the main aim of the simulation modelling
is to calculate the solute distribution of the primary delta and liquid phases remains unaffected from
any optimization on the transformation modelling attempt.

5.3
Differential Thermal Analysis with a Two-Dimensional
Heat Transfer Model for a Peritectic Transformation
A B-type thermocouple is spot welded onto the very edge of the concentric sample (see also Section
3.2). The thermocouple reading is recorded in addition to the reading of the thermocouple attached
to the Pt holder. The same experimental procedure is followed as set out in Section 5.2 over a range
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of cooling rates, representing Slow, Moderate, and Rapid cooling conditions.

For example, Figure 5.3:1 shows the temperature dynamics under a cooling rate of 50 K/min. On
the primary y-axis, the temperature difference between thermocouple (T0) attached to Pt-holder,
and thermocouple (T1), attached to the edge of the sample, is plotted against time. On the secondary
y-axis, the first derivative of this curve is plotted against the same timeline.

0

10

20

30

40

50

60

70

80

90

-75

3
T1-T0
d(T1-T0)/dt

2.5

-77

2

-78

1.5

-79

1

-80

0.5

-81

0

-82

-0.5

-83

-1

-84

d(T1-T0)/dt

T1-T0(K)

-76

-1.5
0

10

20

30

40

50

60

70

80

90

Time (s)
Figure 5.3:1 Temperature variation of T1 and T0 at a cooling rate of 50 K/min cooling
The temperature difference between T0 and T1 varies approximately linearly during the gradual
solidification of delta ferrite from the liquid. The first derivative with respect to time fluctuates just
around zero, suggesting that the difference between the two thermocouples does not change with
time. At the occurrence of the massive-type of phase transformation both liquid and delta-ferrite
transforms into austenite within fractions of a second. As a result of these phase transformations,
latent heat is realised to specimen and hence, the spike in the temperature difference between the
two thermocouples. However, a fraction of the heat energy may be released to the environment via
radiation and convection and the rest will flow to the edge of the sample along the negative
temperature gradient causing the sudden rise in temperature at the edge of the sample.

149

30
3.3
2.8

50
3.012

70

2.989
1.932

110

2.104

1.8

d(T1-T0)/dt

130

150

d(T1-T0)/dt 20 1.955
d(T1-T0)/dt 30
d(T1-T0)/dt 40
d(T1-T0)/dt 50
d(T1-T0)/dt 60
d(T1-T0)/dt 70
d(T1-T0)/dt 80
d(T1-T0)/dt 100

2.656
1.906

2.3

90

1.3
0.8
0.3
-0.2
1.085

-0.7
-1.2

Time (s)
Figure 5.3:2 First derivative of the temperature difference between T1 and T0 due to the
massive-type of transformation of delta-ferrite to austenite at cooling rates varying from 20
K/min to 100 K/min
Figure 5.3:2 shows the heat release as a result of delta-ferrite very sudden transformation of deltaferrite to austenite at cooling rates varying from 10 to 100 K/min. These curves represent merely a
qualitative indication of the massive-type of transformation. The fraction of austenite that is
transformed also increases at higher cooling rates. Further, only a fraction of the released heat
reaches the edge of the sample and the remainder is released by radiation and/or convection heat.
However, it is still possible to measure quantitatively, the amount of heat released per unit volume
of the parent phase upon further development of heat transfer model discussed in Chapter 3.

5.4

Austenite Formation in Fe-Ni Alloy (Experimental)

The same experimental procedure used for the study of the Fe-C peritectic alloys, were used for a
study of the Fe-4.2wt%Ni peritectic alloys. The initial solidification of δ-ferrite under varied cooling
conditions are simulated in Chapter 4, and the resulting undercooling for the Fe-Ni peritectic
transformation is given in Figure 5.1:3. However Micress simulated austenite transformation rates
are not discussed as it deviates from the main scope of the study. The austenite transformation rates
only under the experimental conditions will be discussed for the same cooling conditions as
discussed for the Fe-C alloys, but for the sake of brevity, with only one example for each of the
three cooling conditions.

5.4.1

Slow Cooling – 10 K/min

The peritectic reaction is difficult to observe at a cooling rate of 10 K/min, but the austenite growth
into the liquid maintains a planer interface whereas the growth into ferrite has a cellular/dendritic
transformation morphology as shown in Figure 5.4:1.

150

Figure 5.4:1 Fe-4.2Ni peritectic systems (a) before and (b) after austenite transformation at a
cooling rate of 10 K/min
The transformation rates into the respective parent phases are illustrated in Figure 5.4:2.
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Figure 5.4:2 Austenite Transformation rates under 10 K/min cooling
Austenite transformation into ferrite is very rapid as in the Fe-C system. The much slower
transformation into the liquid surpasses the ferrite transformation and has a planer interface
morphology.

5.4.2

Moderate Cooling – 40 K/min

Austenite transformation into ferrite continues to be the same cellular/dendritic mode as for slower
cooling conditions, but at a much higher rate. Thus, the number of cells increases, and the interdendritic spacing is also minimised as captured in the following Figure 5.4:3.
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Figure 5.4:3 Fe-4.2Ni peritectic alloy (a) before and (b) after austenite transformation at a
cooling rate of 40 K/min
The transformation rates into both parent phases are on par with each other, but the transformation
into the liquid continues at the same rate longer than into ferrite as shown in Figure 5.4:4
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Figure 5.4:4 Austenite transformation rates at a cooling rate of 40 K/min

5.4.3

Rapid Cooling – 100 K/min

The transformation morphology is the same as for rapid cooling conditions, but the cells are much
courser and the inter dendritic spacing is extremely minimized since the transformation rate is
significantly increased compared to both slow and moderate cooling conditions.
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Figure 5.4:5 Fe-4.2Ni peritectic alloy (a) before and (b) after austenite transformation at a
cooling rate of 100 K/min
For this high transformation rates, the observation period is limited to less than 0.2 s. The ferriteto-austenite transformation rate is still faster than the growth rate of austenite into the liquid as it
was for the previous cooling condition.
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Figure 5.4:6 Austenite transformation rates at a cooling rate of 100 K/min
The extent of undercooling does not increase as much as in the Fe-C system (see Figure 5.1:3).
However, higher cooling rates do increase undercooling to a few degrees, thereby increasing the
driving force for austenite formation.

5.5

Peritectic Reaction

In this section, the terminology introduced by Kerr et al. [29]is adopted in the sense that the
peritectic reaction is distinguished from the subsequent peritectic transformations. The peritectic
reaction refers to the initial formation of a thin layer of austenite, which separates the liquid from
the primary ferrite. The theoretical background was discussed in Chapter 2. Griesser et al. [19] and
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a few other researchers investigated the peritectic reaction under near equilibrium conditions and
Griesser measured the tip radii by varying the temperature a few degrees below the peritectic
temperature. Simulations attempts have also been made to model the reaction occurring in the
vicinity of the peritectic temperature, as discussed in detail in Section 2.5. Under these conditions,
the peritectic is reasonably well understood and the rate of progression of the thin austenite layer is
controlled by a diffusional mechanism. This is not the case when the peritectic reaction occurs at
high cooling rates and hence, under conditions of deep undercooling. The following section is
devoted to experimental investigations and numerical calculations of the underpinning
thermodynamics, kinetics and mechanism of the peritectic reaction when it occurs under conditions
of significant undercooling. The main difficulty of the experimental investigations is observing the
reaction even when using the concentric solidification technique. Undercooled ferrite/liquid
interfaces generate a high driving force for transformation thus, the rate of progression of the thin
austenite layer is more than 5-10 mm/s while the tip radius is reducing into the micro-scale. Hence,
there is only a small probability of capturing the progression of the tip within the vertical distance
of the observation window, (approximately 900 μm) in at least two frames (with 30 frames per
second). However, a few interesting observations are shown below. Figure 5.5:1 shows the
progression of the austenite tip of the austenite layer (the peritectic reaction) at cooling rates of 4
K/min and 5 K/min respectively.

The same experimental procedure is followed from step (a) to (e) discussed in the Section 4.1.1.
Upon the cooling with the advancing δ/l interface γ nucleates at the interface and propagates along
it. The arrow heads points to the tip of the γ layer in two adjacent frames in Figure 5.5:1. The clear
indication of the transformation is the volume reduced wrinkles of γ on the smooth δ surface.
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Figure 5.5:1 Peritectic reaction under (a) 4 K/min and (b) 5 K/min for a Fe-0.18%C alloy
Figures 5.5:2 (a) and (b) show two consecutive frames recorded of the growth of an austenite tip in
a Fe0.18%C alloy at the solid/liquid interface at a cooling rate of 30 K/min. This is quite possibly
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the very first recording of such an event at a deep undercooling condition.

δ

Liquid

Liquid

δ

γ
(a)

γ

(b)

Figure 5.5:2 Peritectic reaction under 30 K/min for Fe-0.18%C systems (a) frame 01 (b)
frame 02
Because of the very high growth rate, there is a distinct possibility that the actual austenite growth
tip was not captured, but that the figures merely capture the rapid transformation of austenite into
ferrite, forming the thick wrinkled layer of austenite. But the movement along the interface cannot
be explained as the transformation proceeds perpendicular to the interface. Further investigations
are required to fully explain these observations, but in the present study it is assumed, that the
observations relate to the peritectic reaction under non-equilibrium conditions.

In order to be able to calculate the high rate of progression of the austenite along the delta
ferrite/liquid interface, it is necessary to take account of the scanning mechanism of the laser
scanner. A general description of the video recording system was given in Chapter 3, but it is
necessary to briefly explain the scanning mechanism in little more detail.

5.5.1

Laser Scanning Mechanism

The laser scanning mechanism provides 30 frames per second under the given configurations of the
experiments. A single frame is developed by the interlace mechanism with the ratio of 2:1, vertical
(𝑓𝑣 ) (60 Hz) scans to horizontal (𝑓ℎ ) scans (15.73 kHz) as schematically presented in the Figure
5.5:3. For an example, if the vertical axis is divided into 15 sections with constant thickness
horizontally, the scanner will first record the sections with odd numbers from left to right and store
the data until the second scan is done for even numbers in order to cover the entire recording window
and form one frame and thus the ration 2:1.
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Figure 5.5:3 Laser scanner under interlace 2:1
The scanning always starts from the top left corner of the frame and scans from left to right and
layer by layer from top to bottom. A problem arises with the slow vertical scanning rate whilst
calculating the rapid transformation (for example, the peritectic reaction in the vertical direction)
for not being able to identify if it is the result of the 1st or 2nd scan for a given single frame combined.
Let two frames be ‘a’ and ‘b,’ apart from time ‘𝑡0 ’ and consists of ‘a1’, ‘a2’, and ‘b1’,’b2’ verticals
scans providing the vertical lengths ‘d1’ and ‘d2’ respectively.
The reaction speed(𝑉𝑟 ) is calculated 𝑉𝑟 = (𝑙/T), let 𝑙 be the reaction length.T, the time may be T ≠
𝑡0 .
Despite the fact that the position of the vertical distance of scan ‘a1’, the tip ‘d1’ final recording is
done with ‘a2’ . In the same way for the second frame b, regardless of the recording of ‘b1’, ‘d2’ tip
is scanned by ‘b2’ at the latest.
Thus, 𝑇 =

𝑑1
𝑣

+

𝐷
𝑣

+

𝐷−𝑑2
𝑣

, where the D is the total distance of the vertical frame. "𝑣" the vertical

scanning rate and can be calculated with 𝑣 = D/(1/𝑓𝑣 )
Alternatively, and assuming the reaction is not continuous, which is highly unlikely, the reaction
speed can be calculated assuming the tip is captured by frame ‘a1’ and ‘b1’, or ‘a1’ and ‘b2’ or ‘a2’
and ‘b1’. These three conditions can be ruled out under the assumption of continuous propagation
of the reaction along the interface. Thus the reaction speed is calculated by;
𝑉𝑟 =

v𝑙
2𝐷 + 𝑑1 − 𝑑2

Hence the reaction velocities captured in Section 5.5 with two frames are summarised in the
following Table 5.5:1:
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Table 5.5:1 Reaction condition data for Fe-0.18C system
Interface Temperature

Reaction Velocity

(K)

(mm/s)

4

1740.78

16.400

5

1738.90

18.163

30

1731.98

24.072

Cooling rate (K/min)

5.5.2

Peritectic Reaction – Simulations

The peritectic reaction is simulated in a separate simulation domain in order to gain higher resolution
than in the geometry adopted for concentric solidification. Solute composition, temperature, solute,
and temperature gradients are imposed on to the new simulation domain from the main simulated
results in the ABC triangular simulation domain given in Figure 4.2:10. Thus, the same
thermodynamic conditions are ensured as being the same as those of the concentric solidification
technique, given the already developed models of solute and temperature.
The new two-dimensional simulation domain with insulated boundaries is 400 𝜇𝑚 in x-axis and 110
𝜇𝑚, in z-axis. The grid size is 0.05 𝜇𝑚. The interface thickness (𝛿/𝐿 𝑜𝑟 𝛿/𝛾 𝑜𝑟 𝛾/𝐿) set to have
0.4 𝜇𝑚 with ‘8’ number of grids allocated to defy the interface smoothly as possible. The time step
is limited to 0.00005 s and kept constant for the complete duration of the simulation. The
thermodynamic data is extracted from the linearized Fe-C phase diagrams from ThermoCalc 2020a,
as shown and explained in Chapter 4.3. The solid-liquid interface is undercooled by 16.4 K and
24.0 K for 4 K/min and 30 K/min cooling conditions, respectively. An elliptical grain is placed at
the solid-liquid interface with minor axis 2 𝜇𝑚 and major axis 10 𝜇𝑚.

Figure 5.5:4 gives the simulated results at 4 K/min cooling condition of the concentric specimen.
The elliptical austenite grain develops rapidly along the solid-liquid interface. The liquid layer at
the tip of the growing austenite platelet is enriched by the rejected solute of the transforming
austenite platelet. Conversely, the solute composition at the nearby ferrite layer is depleted in solute
as the platelet grows. At an undercooling of 16.4 K, both liquid, and ferrite generate substantial
amounts of driving force. However, under the experimental conditions, austenite grows into ferrite
only after the austenite grows at the interface. In order to mimic the same conditions in the phasefield simulations, the interface mobility of austenite into liquid is lowered to 0.00001, a few
micrometres away from the interface in the vertical direction. So the transformation into ferrite
proceeds rapidly and the liquid phase merely accommodates the reaction process.

A contour is developed for the austenite growth into the x and y directions. The axis on the Figure
5.5:4(a) represents the time scale, which is measured every 0.002 s from 0 to 0.018 s. When the tip
progresses about 25 μm, the base of the austenite platelet thickens into the y-direction by about
2.5 𝜇𝑚. Under this deep undercooling, ferrite provides a high driving force and thus, it grows in the
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direction perpendicular to the direction of growth of the austenite platelet at a comparable speed,
producing a taper-like shape form the tip to the base of the platelet.
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Figure 5.5:4 Growth of an austenite platelet (the peritectic reaction) at a cooling rate of 4
K/min, resulting in a 16.4 K undercooling. (a) interfaces displacement diagram (b) solute
distribution for a Fe-0.18%C alloy
The arrowheads in the Figure 5.5:4 indicate the composition (wt%), the driving force (J/𝑐𝑚3 ), and
mobility co-efficient, respectively. The driving force and mobility coefficient values agree entirely
with the criteria developed for the phase morphology in Sections 5.2.4 and 5.2.5.
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Figure 5.5:5 Calculated tip velocity at a cooling rate of 4 K/min, inducing (16.4 K
undercooling, for a Fe-0.18%C alloy
The tip velocity becomes stable after about 0.00086 s, following an exponential decrease from 24
mm/s to about 16 mm/s as shown in Figure 5.5:5. These tip velocities agree well with the
corresponding experimental observations.
The progression of the platelet growth is recorded, for the first time, under conditions of deep
undercooling (≈ 24 𝐾). Phase-field simulations were done under the same conditions as before and
the simulation domain and parameters are kept the same except for the solute profile and the
temperature, which were extracted from the calculations of solidification at a cooling rate of 30
K/min. Under these experimental conditions, the reaction proceeds with a thickness of about 60-65
𝜇𝑚, in stark contrast to the progression rates of the austenite, experimentally recorded to date in
the literature[19]. The higher undercooling may generate a much higher driving force so that the
thin layer of austenite grows into the ferrite at the same time as it is progressing along the solid/liquid
interface.

Preliminary attempts were made to calculate by phase-field techniques, the rate of progression of
the austenite layer at undercools of more than 24 K. The contour shown in Figure 5.5:6 is developed
with the interface positions of the austenite platelet in 0.002 s steps for 0.0136 s. The tip of the
reaction proceeds much faster along with the interface than in the previous case. A similar exchange
of solute atoms takes place in close proximity of the reaction tip in both parent phases.
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Figure 5.5:6 Growth of an austenite platelet (the peritectic reaction at a cooling rate of 30
K/min, inducing an undercooling of 24.0 K. (a) interfaces displacement diagram (b) solute
distribution for a Fe-0.18%C alloy
The main difference between the outcomes of the calculations made at cooling rates of 4 K/min and
30 K/min respectively, is that the reaction boundary becomes unstable for the advancement of the
austenite into ferrite in a direction perpendicular to the direction of growth of the platelet along the
delta-ferrite/liquid interface. Dendritic- like arms protrude from the austenite-ferrite interface
randomly inclined to the solid/liquid interface. The same trend in instability is seen as in the
experimental observations, but the growth rate in the thickness direction is much lower in the phasefield calculations. It transpires from the phase-field calculations that the austenite platelet grows for
a distance of only 4 𝜇𝑚 into the ferrite in 0.0136 s, whereas the experimental observations indicated
that this growth distance is about 60-65. The reasons for this discrepancy are the subject of a
continuing investigation.
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Figure 5.5:7 Calculated tip velocity at a cooling rate of 30 K/min (24.0 K undercooling) for a
Fe-0.18%C alloy
However, the calculated velocity of the austenite platelet shown in Figure 5.5:7 is in good agreement
with the experimental observations. The tip velocity does not reach a steady value as at a cooling
rate of 4 K/min and the velocity fluctuates around 27 mm/s.

5.6

Suppression of Austenite Nucleation

It was shown in Section 5.1, that the initial outcomes of the present study made it possible to
quantitatively determine the interface temperature and the interface composition at any given time
during concentric solidification under rapid cooling conditions in the Fe-C and Fe-Ni alloy systems.
With this knowledge of temperature and the composition, it is possible to calculate the driving force
for the crystallization with respect to each parent phase or alloy system, as shown in Section 4.3 by
the use of ThermoCalc[21] 2020a data.

The following figures in the Section 5.6 are calculated with the driving forces calculated in Chapter
4, Section 4.3.2-4.3.5. In Chapter 4, driving force for is calculated for the entire solidification time
for austenite nucleation at the interface, either from δ or liquid phases in both Fe-C and Fe-Ni
peritectic systems under concentric experimental conditions. In the following exercise, the
possibility of austenite nucleation in liquid and delta-ferrite is considered at cooling rates of 10
K/min cooling (slow cooling) and 100 K/min (rapid cooling) in the Fe-0.18C and Fe-4.2Ni peritectic
alloy systems. By the Classical Nucleation Theory, the Gibbs energy barriers and critical radii are
calculated. The following surface energy data in Table 5.6:1 is used for the calculations.
Table 5.6:1 Interfacial energy for a Fe-0.18C and Fe-4.2Ni alloy
System
Fe-0.18C , FCC

(𝐽/𝑚2 )
2

Fe-4.2Ni ,FCC (𝐽/𝑚 )

BCC matrix (𝜎𝛾/δ )

Liquid Phase (𝜎𝛾/l )

0.592[19]

0.461[19]

0.0084[21]

0.0084[21]

Surface energy between γ/l approximated to be the same as in γ/δ for Fe-4.2Ni system for the
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following calculations in Section 5.6. The lagtime mentioned for the nucleation in each process in
the following Section 5.6.1 and 5.6.2 calculated as discussed in the Section 5.6.3.

5.6.1

The Fe-C System

a). Austenite formation in the Fe-0.18C system at a cooling rate of 10 K/min.
For the concentric solidification technique with the system cooled at a rate of 10 K/min, austenite
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Figure 5.6:1 Austenite nucleation in the liquid phase for a Fe-C at a cooling rate of 10 K/min
(a) primary y-axis; Gibbs energy barrier(CNT_B) and radius (b) secondary y-axis driving
force
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Figure 5.6:2 Austenite nucleation in the delta-ferrite phase for a Fe-C alloy at a cooling rate
of 10 K/min cooling (a) primary y-axis; Gibbs energy barrier (CNT_B) and radius (b)
secondary y-axis driving force
Since Figures 5.6:1 and 5.6:2 will repeatedly be referred to, in this Section 5.6, it is pertinent to
expound their interpretation. The X-axis represents the experimental solidification time for a given
cooling rate under concentric solidification technique. At t=0 s, the drive for austenite nucleation in
the parent phase is negative (unfavourable). The magnitude of the drive (red-circular dots) is given
by the secondary y-axis to the right-hand side. The magnitude of the Gibbs energy barrier (CNT_B)
is given by the primary y-axis to the left of the figure. The Gibbs free-energy barrier is calculated
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with the absolute value of the driving force. At equilibrium, the driving force approaches zero. Thus
the barrier goes to infinity presented by the sudden peak in the solid line. The peak point is used to
identify the possible latest point of the nucleation during the solidification process. In the above two
cases, the ferrite phase has taken 79 s, and liquid has taken 34.5 s to be favourable for the austenite
nucleation. With this favourable driving force, the critical radius can be calculated, and the
magnitude is given by the primary y-axis (green-square points). The scare dotted line suggests that
nucleation is possible, and the end of the line marks the point of austenite nucleation.
The lagtime exponentially decays from 88.42 s to 0.15 s from 79 th to 239th second of the
solidification in δ phase. For the liquid phase, lagtime for γ decays from 0.0.09 s to 0.001 s from
34.5th second to the 239th. But the liquid and ferrite phase have constrained the austenite nucleation
for 160 s and 204 s respectively.

b). For the same Fe-0.18C system at a rapid cooling rate of 100 K/min
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Figure 5.6:3 Austenite nucleation in the liquid phase for Fe-C at a cooling rate of 100 K/min
(a) primary y-axis; Gibbs energy barrier (CNT_B) and radius (b) secondary y-axis driving
force
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Figure 5.6:4 Austenite nucleation in the delta-ferrite phase for Fe-C at a cooling rate of 100
K/min (a) primary y-axis; Gibbs energy barrier (CNT_B) and radius (b) secondary y-axis
driving force
At a cooling rate of 10 K/min, experimental time for solidification of delta takes about 230 s whereas
for 100 K/min cooling, it takes only 36 s for the austenite to nucleate. Under the rapid cooling
condition, the drive for the nucleation is rapidly increased resulting in an approximately 12.5%
higher driving force in ferrite and 63% increase in the liquid phase. Subsequently the respective
Gibbs energy barriers and the critical radiuses are reduced. The lagtime exponentially decays from
2 s to 0.14 s in δ parent phase and from 0.004s to 0.00002 s in l phase during the favourable time
period for the γ nucleation. But the liquid and ferrite phase have constrained the austenite nucleation
for 35 s and 26 s respectively after the favourable condition.

5.6.2

Fe-Ni system

The same set of calculations were carried out for a Fe-4.2wt.%Ni alloy.
a). Austenite Transformation in Fe-4.2Ni system at 10 K/min cooling;
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Figure 5.6:5 Austenite nucleation in the liquid phase for Fe-Ni at a cooling rate of 10 K/min
(a) primary y-axis; Gibbs energy barrier (CNT_B) and Radius (b) secondary y-axis driving
force
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Figure 5.6:6 Austenite nucleation in the delta-ferrite phase for Fe-Ni at a cooling rate of 10
K/min (a) primary y-axis; Gibbs energy barrier (CNT_B) and radius (b) secondary y-axis
driving force
Under 10 K/min cooling the Fe-4.2Ni system generates a driving force in both parent phases for
austenite nucleation. Figure 5.6:5 shows that there is a much higher driving force in the liquid phase,
but Figure 5.6:6 shows that the austenite does not nucleate in the system until austenite becomes
favourable to be nucleated in the δ phase. The lagtime approximately is under 0.9 s and 0.1 s in δ
and l phases respectively within the very short period of favourable conditions. The nucleation is
delayed 55 s in the liquid phase but it is delayed only less than 2 s in the delta parent phase.
b). Austenite Transformation in Fe-4.2Ni system at 100 K/min cooling;
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Figure 5.6:7 Austenite nucleation in the liquid phase for Fe-Ni at a cooling rate of 100 K/min
(a) primary y-axis; Gibbs energy barrier (CNT_B) and radius (b) Secondary y-axis driving
force

165

1.00E+00
1.00E-02

0

2

4

6

8

4.00E+05
10 2.00E+05
0.00E+00

1.00E-04

-2.00E+05

1.00E-06

-4.00E+05
-6.00E+05

1.00E-08

-8.00E+05
1.00E-10

-1.00E+06

1.00E-12

Drive bcc to fcc (J/m^3)

Gibbs Barrier (J) and Radiuse
(m)

Austenite nucleation in ferrite phase – 100 K/min

CNT_B
Radius
Drive

-1.20E+06
0

2

4

6

8

10

time (s)
Figure 5.6:8 Austenite nucleation in the delta-ferrite phase for Fe-Ni at a cooling rate of 100
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Under rapid cooling at 100 K/min, ferrite phase generates a 71% increase in driving force compared
to a cooling rate of 10 K/min and the liquid phase generates a 60% higher driving force. However,
the increased driving force in the liquid does not come into effect or contribute for the nucleation
until the ferrite phase develops a sufficiently high driving force for austenite nucleation. The lagtime
is approximately same as in 10 K/min, resulting 0.1s and 0.001s in δ and l phases respectively within
the short period of favourable nucleation time for γ. However, unlikely in Fe-C peritectic alloy, the
Fe-Ni peritectic alloy proceeds to nucleation in less than a second when the ferrite phase is ready
for the nucleation.

5.6.3

Comparison of the Fe-C and Fe-Ni Peritectic Alloys

The respective lagtime for homogeneous γ nucleation is also calculated with[124]
𝜏=

4𝑘𝑇
𝜕 2 (∆𝐺)
𝛽∗
| ∗
𝜕𝑛2 𝑛

For the solidification process discussed in above Section 5.6.1 and 5.6.2.
𝑘-Boltzmann constant, T-temperature, and

𝜕2 (∆𝐺)
𝜕𝑛2

|𝑛∗ is second derivative of the Gibbs free energy

at the critical number of atoms. 𝛽- jump frequency ,taking 𝛽 simply[124] as 𝛽 =

𝐷
𝑓𝑁
𝑎2 𝑗

. 𝑓𝑗 is the

jump attachment factor. D is solute diffusivity and ‘a’ is jump distance and N is number of atoms
around the critical nucleus. The matter of lagtime is in detail discussed in Chapter 6 and 8; but for
the completion of the section, lagtime is mentioned in its simplest form.

For both Fe-C and Fe-Ni systems lagtime calculated under the classical expression suggested that
the lagtime is at least under 0.1 to 0.0001 s respect to any parent phase under 10-100 K/min cooling
condition. The highest lagtime is calculated 2 s for the very initial time of δ favourable for γ
nucleation in Fe-C systems under 10 K/min. But the longest lagtime also is exponentially decaying
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down to 0.14 s during the solidification. But the solidification times discussed in the Section 5.6.1
for Fe-C peritectic system are not in agreement with lagtime calculations.

Figures 5.6:1 to 5.6:4 shows that the delay time for nucleation of austenite in ferrite for the Fe-0.18C
peritectic alloy is about 100 s under a cooling rate of 10 K/min and 20 s under a cooling rate of 100
K/min. These long delay times causes the system to go into deep undercooling. The delay time in
the Fe-4.2Ni peritectic alloy is only one to two seconds shown in Figures 5.6:5 to 5.6:8 for
nucleation under at the same cooling rate. The liquid phase in the Fe-4.2Ni alloy behaves the same
as in the Fe-0.18C liquid phase as shown in Figure 5.6:5 and 5.6:7, by not allowing the nucleation
to occur until the ferrite phase is ready for nucleation.

The liquid phase in the Fe-0.18C alloy delivers a much higher driving force compared to ferrite,
particularly at deeper undercooling. Under these experimental conditions, it is not possible to
identify the parent phase from which the austenite nucleation is initiated because the nucleation
occurs at the ferrite-liquid interface. Austenite nucleates as soon as the conditions for nucleation in
the ferrite phase are favourable in the Fe-4.2Ni alloy, may suggest that the γ actually nucleates in
the δ phase. It also strongly suggesting that the initial nucleation of austenite may occur in the same
parent phase in the Fe-0.18C alloy as in Fe-4.2Ni. The extent of undercooling can be calculated for
both the system as illustrates in Figure 5.1:3. It is clear that the Fe-0.18%C alloy is substantially
undercooling before austenite nucleates compared to the Fe-4.2%Ni alloy under the same favourable
conditions as what that the classical nucleation theory suggests. In other words, nucleation in the
ferrite phase in the Fe-Ni alloy can be explained by the classical nucleation theory, whereas
nucleation in the Fe-Ni liquid phase and Fe-C liquid and solid phases do not conform to the
predictions of the classical nucleation theory. These calculations strongly suggest that austenite
nucleation is constrained, particularly in delta ferrite in a peritectic Fe-C alloy.
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Figure 5.6:9 Time taken from the local interface equilibrium temperature to completion of
austenite nucleation (a) Fe-0.18%C (b) Fe-4.2%Ni
The time taken from the point when the interface temperature becomes lower than the equilibrium
peritectic temperature, to the point where austenite nucleates is plotted against the cooling rate for
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both the peritectic Fe-0.18%C and Fe-4.2%Ni alloys. An exciting feature of both curves in Figure
5.6:9 is that cooling rates higher than those shown by the dashed vertical lines do not seem to affect
the delay time in austenite nucleation. Hence, there is a critical cooling rate, above which the delay
time remains constant. In the case of the Fe-0.18%C alloy, this critical cooling rate is 45 K/min. and
in the Fe-4.2%Ni the critical cooling rate is less than 10 K/min. This means that the nucleation
process is insensitive to an increase in driving force, which in conflict with the predictions of the
nucleation theory. These calculations furthermore imply that if the energetics are not the governing
factor, there could be a limiting factor in the kinetic processes. The lag time in the Fe-C alloy is
about 50 seconds, whereas it is only about 5 seconds in the Fe-Ni alloy.

5.7

Summary and Conclusions

The concepts developed as well as the experimental and outcomes of the simulations dealt with in
Chapters 3 and 4 were consolidated in this chapter in order analyse the phase transformations in the
in Fe-C and Fe-Ni peritectic systems.

Austenite transformation into liquid and delta-ferrite separately were investigated at three different
cooling rates, based on the morphology of the transformation. Phase-field simulations from using
the MICRESS®[87] software package was used to calculate the transformation rates for each
cooling conditions and compared to the experimental observations in order to verify the calculations
of the pertaining solute distributions.

A criterion between the thermodynamic driving force and the interface mobility coefficient were
developed in order to determine the range in which a planer growth interface breaks into a dendritic
morphology and then into massive type transformation.

Suppression of the nucleation was assessed for both the peritectic Fe-C and Fe-Ni alloys. There is
an almost insignificant lag-time for austenite nucleation in the Fe-Ni alloy whereas there is a
significant lag-time under the same cooling conditions for austenite nucleation in Fe-C alloy.

The nucleation mechanism in the Fe-Ni alloy conforms to the predictions of the classical nucleation
theory and its lagtime. However, the experimental observations of austenite nucleation in the
peritectic Fe-C alloy significantly deviates from the predictions of the classical nucleation theory
under slow to rapid cooling conditions.
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Chapter 6
6.1
Nucleation under Equilibrium and Non-Equilibrium
Conditions
6.1.1

Introduction and Critical Assessment

The first insights into phase stability was introduced in the 1870s by J. Willard Gibbs with his
monumental work in the chapter: ‘On the Equilibrium of Heterogeneous Substances’ [18] Gibbs
considered two types of fluctuations affecting the stability of a given system. Fluctuation type A:
fluctuations (e.g. free Energy) that are infinitesimal in degree but large in spatial extent (e.g.
volume). Fluctuation type B: fluctuations that are large in degree but infinitesimal in spatial extent.
If a given phase is stable under fluctuation type A, it will remain the same and if not, will evolve
into a new phase without crossing an energy barrier, commonly known as spinodal
decomposition[125].

Fluctuation type B is the type that leads to the Classical Nucleation Theory: formation of a small
volume of a more stable phase due to large fluctuations of energy. The formation of a new phase
with lesser energy (more stable) also introduces a boundary that separates the new from the old. The
boundary adds energy to the newly forming volume and has a minimum when it has a spherical
geometrical shape.

If it is assumed that the reduction of energy due to the formation of the new spherical nucleus with
radius R (volume free energy) is a function of R3 and the increment of the energy (surface free
energy) is a function of R2. Because the radius of the embryos is so small at the beginning, the effect
of R2 dominates over the effect of R3. At a critical value of R, the volume factor starts to dominate,
leading to the spontaneous formation of the new phase.
∆Ω =

4
(𝐺𝑠𝑚 − 𝐺𝑙𝑚 )
𝜋𝑅3
+ 4𝜋𝑅2 𝛾𝑠𝑙
3
𝑉𝑚

𝐺𝑠𝑚 and 𝐺𝑙𝑚 are molar Gibbs energy in solid (child phase) and liquid (parent phase) phase. 𝛾𝑠𝑙 is the
interfacial energy between parent and child phase. 𝑉 𝑚 is the molar volume of the parent phase.
The saddle point of the barrier becomes: ∆Ω∗ =

16𝜋𝛾𝑠𝑙 3
2
3∆𝐺𝑉

R 𝑐𝑟𝑖𝑐𝑡𝑖𝑐𝑎𝑙 =

, ∆𝐺𝑉 =

(𝐺𝑠𝑚− 𝐺𝑙𝑚)
𝑉𝑚

at the critical radius:

−2𝛾𝑠𝑙
∆𝐺𝑉

∆𝐺𝑉 is the free energy change of the parent phase transforming into the child phase per unit volume.
However, the Gibbs formulation treats the new phase as having a well-defined size of radius R and
the same density of the bulk phase, but with a sharp boundary between the new and parent phases.
The surface tension at the boundary is the same as that of a planar interface at the same temperature
of the droplet and the new phase. These assumptions known as the capillarity approximation[83]
may deviate from the actual paths of nucleation from the calculated for some systems. Hence, the
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Classical Nucleation Theory (CNT) has been under intensive investigations over the years.
However, Gibbs was well aware of the fact that the small nucleus cannot have the same properties
as those of the homogenous matrix, but the pertaining thermodynamic properties can be readily
applied for homogenous systems and sufficiently defines the instability of the fluctuations of Type
B.

6.2

Nucleation Process and the Fundamental Development

Gibbs’s breakthrough in phase stability renewed the understanding and the approach to a diverse
range of fields. Gibbs expression sufficiently and exclusively determines phase stability in limited
spaces in the larger matrix, against high degree fluctuations of properties. From the point of space
and time where a phase became unstable and to the point in space and time where a new stable phase
emerge could follow very different free energy paths well within Gibbs criterion of phase stability.
This opens a potential playfield in developing the kinetic aspects and the free energy paths of
stabilization under different conditions of the nucleation.

6.2.1

Geometrical Development

Homogenous nucleation, as mentioned in Section 6.1, provides the least amount of surface area but
has proven to be difficult to proceed in nature. Heterogeneous nucleation, on the other hand, is much
more favourable in real systems. In heterogeneous nucleation, the new phase forms its volume on
inclusions, the container wall, or on any pre-existing substrate, which initially has shared its surface
area with the parent phase. The new phase therefore creates only a fraction of the new surface area
with the third substrate and the remainder with the parent phase. In doing so, the initial surface area
should be destroyed, which releases the energy and favours the nucleation. A Schematic diagram of
such an event is shown in Figure 6.2:1.

Parent Phase
New phase
𝐴

𝜃
𝑟

Substrate
Boundary

Figure 6.2:1 Geometry for heterogeneous nucleation
𝜃 is defined by the horizontal equilibrium of surface energies at point A, given by: 𝛾𝑠𝑢𝑏,𝑙 - 𝛾𝑠𝑙 *cos

(𝜃) - 𝛾𝑠𝑢𝑏,𝑙 = 0, subscripts ‘sub’ is for the substrate. If the substrate surface is horizontally flat,
vertical equilibrium cannot be achieved, but in general, heterogeneous nucleation is used, assuming
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that the pressure is canceled out by the pressure of the parent phase against the substrate in the
vertical direction.

The free energy change becomes:
(𝐺𝑠𝑚 − 𝐺𝑙𝑚 )
4
∆Ωℎ𝑒𝑡𝑟𝑜 = [ 𝜋𝑅3
+ 4𝜋𝑅2 𝛾𝑠𝑙 ] ∗ 𝑓(𝜃)
3
𝑉𝑚
𝑓(𝜃) = 1/4 (2 − 3 𝑐𝑜𝑠(𝑄) + 𝑐𝑜𝑠 3 (𝑄)) and ∆Ωℎ𝑒𝑡𝑟𝑜 = ∆Ωℎ𝑜𝑚𝑜 ∗ 𝑓(𝜃)
A similar approach was taken by Fisher et al.[126] for nucleation at grain boundaries. However, in
this case, the grain boundary area is destroyed and because the new phase grows around it, new
surface does not form. The only surface area that needs to be created is with the parent phase. The
formation of ‘B’ phase in ‘A’ parent phase at an A-A grain (let 𝐴1 𝑎𝑛𝑑 𝐴2 be different grains of
phase A) boundary is schematically shown in Figure 6.2:2.

𝑄1 𝑄1

Figure 6.2:2 Geometry of grain boundary nucleation[126]

Equilibrium at the triple point;
𝛾𝐴𝐴 − 2𝛾𝐴𝐵 ∗ cos(𝑄1 ) = 0
Defines the angle that develops with the grain boundary. 𝛾𝐴𝐴 and 𝛾𝐴𝐵 are the surface energy of
parent grain boundary and parent child interface energy. Gibbs free energy is given by:
∆Ω = 𝑐𝑟𝐵3

(𝐺𝐵𝑚 − 𝐺𝐴𝑚 )
− 𝑎𝑟𝐵2 (𝛾𝐴𝐴 ) + 𝑏𝑟𝐵2 𝛾𝐴𝐵
𝑉𝑚

Where,
𝑎 = 𝜋 sin2 (𝑄1 ) , 𝑏 = 2 𝜋 (1 − cos(𝑄1 )), 𝑐 = 𝜋/3 (2 − 3 cos(𝑄1 ) + cos 3(𝑄1 ))
By Fisher’s analysis, it is proven that the barrier to nucleation is reduced by an increase in the
number of grain boundaries involved in the nucleation process as shown in Figure 6.2:3.
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Figure 6.2:3 Gibbs energy barrier for increased number of grain boundary nucleation[126]
The effect of the geometrical factor on the kinetics of the process was later addressed by J.W.
Cahn[127]. Nucleation rates are shown on the grain boundary surface, grain edges, and at grain
corners in Figure 6.2:4.

Figure 6.2:4 Nucleation rates with respect to number of grains associated at the
nucleation[127]
K is the ratio between the respective boundary energy and the nuclease surface energy, and A is the
ratio of the critical Gibbs free energy to the critical Gibbs free energy for homogenous nucleation.
The analysis clearly reveals that the highest nucleation rates are experienced at corners, followed by
edges and then grain boundaries, in complete agreement with the analyses of Fisher et al[126].

6.2.2

Steady State Kinetic Assessment

The kinetic theory of homogenous nucleation was developed by considering the formation of a
liquid droplet in an enclosed vapour space. The development of this theory occurred over many
decades and the present discussion will be limited to the most important aspects relating to
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nucleation process in binary alloys under non-steady state conditions.

Volmer and Weber[128] revealed in 1926 that the probability of the existence of a critical nucleus
Ω∗

and the rate of the nucleation proportional to 𝑒 −𝑘𝑇 . Ω∗ is the Gibbs free energy barrier at the critical
size of the nucleus, k is the Boltzmann constant and T is temperature (K). It was not until 1927 that
Farkus[129] introduced a pre-exponential term to quantitatively define the rate of nucleation:
𝑐0 (𝑛) = 𝑐(𝑙)exp(−∆𝐺𝑛0 /𝑘𝑇)
∆𝐺(𝑟) , the free energy of the embryo as a function of size, can be transformed into a function of
particles it contains as ∆𝐺(𝑛). ∆𝐺𝑛0 is the Gibbs free energy barrier at the critical number of particles
Then 𝑐0 (𝑛) ,is the equilibrium concertation of clusters with ‘n’ number of

in the nucleus.

atoms, 𝑐(𝑙) is the concertation of particles. 𝑘 𝑎𝑛𝑑 𝑇 have their usual meaning. Volmer and Weber
following Farkus, in 1929, assumed that the clusters grown into the critical size immediately forms
a stable nucleus and can therefore be taken out of the system since an equal number of
atoms/particles are subsequently provided into the system. Evidently, the embryo will become more
stable once it reaches the critical size, but it has the same chance to shrink or develop as it enters the
zero energy gradient (

𝜕∆𝐺(𝑛)
𝜕𝑛

) = 0. Becker and Doring[130] in 1935, pointed out that the nucleation

rate must be equal to the variation of the rates of adding an atom to a cluster of ‘n’ atoms, and the
rate of escape of an atom from a cluster of ‘n+1’ atoms and therefore eliminating the clusters with
sizes greater than the critical size is avoided.

Zeldovich[131] derived the same rate equation but in a more elegant way. Considering a volume
with constant super-saturation and let 𝑐(𝑛, 𝑡) be the concentration of the clusters with ‘n’ atoms at
time ‘t’:
𝜕𝑐(𝑛, 𝑡)
= −𝑐(𝑛, 𝑡)[𝛽𝐴(𝑛) + 𝛼(𝑛)𝐴(𝑛)] + [𝑐(𝑛 − 1, 𝑡)𝛽𝐴(𝑛 − 1)]
𝜕𝑡
+ [𝑐(𝑛 + 1, 𝑡)𝛼(𝑛 + 1)𝐴(𝑛 + 1)] … (6.1)
𝛽 is the impingement frequency, 𝛼 is the frequency of an atom escaping the cluster, and A is the
surface area. At the equilibrium distribution of clusters 𝑐0 (𝑛), the number of clusters promoting to
n+1 from n, and the number of decomposing clusters from n+1 to n should be equal and hence,
𝑐0 (𝑛)𝛽𝐴(𝑛) = 𝑐0 (𝑛 + 1)𝛼(𝑛 + 1)𝐴(𝑛 + 1) … . (6.2)
By taking the difference in (6.1) equal to the differential equation and using up to the second
derivative of Taylor series, with (6.2), derived by Zeldovich[131],
𝜕𝑐
𝜕𝑐
𝜕
𝑐
=
[𝐷𝑐0 0 ] … (6.3)
𝜕𝑡
𝜕𝑛
𝜕𝑛
Where D is:
𝐷 = 𝛽𝐴(𝑛) … (6.4)
For steady state

𝜕𝑐
𝜕𝑡

= 0 and integrating, then the steady current of clusters 𝐽𝑠∗ ,
𝐽𝑠∗ = 𝑍𝐷 ∗ 𝑐0 (𝑛∗ )
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𝐷 ∗ is at 𝑛∗ where from Equation (6.4): 𝐷 ∗ = 𝛽𝐴(𝑛∗ ), 𝑛∗ is the number of particles at the critical size
of the nucleus. Z is commonly known as Zeldovich factor;
1 𝜕 2 ∆𝐺𝑛0
1
𝑍=[ [
] ∗ ]0.5
2𝜋 𝜕𝑛2 𝑛 𝑘𝑇
Zeldovich was also the first to derive an expression for the time lag:
𝐽(𝑡) ≈ 𝐽𝑠 exp(−𝜏/𝑡)
(𝑛 − 𝑛1 )2
4𝐷 ∗

𝜏=

𝑛 − 𝑛1 ≈ 𝑛∗ . 𝑛∗ is the critical number of atoms in the cluster. Thus 𝜏 is the time taken for the
nucleation process to overcome its transient conditions and start evolving steadily towards a more
stable condition.

Wakeshima in 1954[132] , formulated the time as:
𝜏=

1
4𝜋𝐷 ∗ 𝑍 2

The time is accounted for only the cluster flux in a short time before the critical point of the
nucleation and does not consider the time of the process. J Feder et al. [133] in 1966, calculated the
total time lag:
𝜏 = 𝜏 ′ + 𝜏∆
∆ is defined as the distance for the random walk in the potential field from 𝑛∗ − 0.5∆ to 𝑛∗ + 0.5∆
and kT amount lower than ∆𝐺𝑛0 .
2

∗
𝑛 3

′

𝜏 ≈

𝐷1 𝜇

ln[

4𝜇
9𝜋𝑒 2

2

𝑛∗3 ] and 𝜏∆ =

1
2𝐷∗ 𝑍 2

and proved to be 𝜏∆ ≫≫ 𝜏 ′ , thus,
𝜏≈

1
2𝐷 ∗ 𝑍 2

This formulation is 2𝜋 larger than the one Wakashima has derived.

6.2.3

Non-Steady Sate Treatments

J. Feder et al[133](1966), continued his work with vapor-liquid systems and derived both the time
lag and nucleation rate under non-isothermal conditions. The main concern was with the heat
exchanges between the cluster and monomers under non-isothermal conditions with reference to the
steady state conditions. The lag time is defined as:
𝜏𝑛𝑜𝑛−𝑖𝑠𝑜𝑡ℎ𝑒𝑟𝑚𝑎𝑙 =

𝑏2 + 𝑞2 1
𝑏 2 2𝐷 ∗ 𝑍 2

Where,
𝑏 2 = (𝑐𝑣 + 0.5𝑘)𝑘𝑇 2 +

𝛽𝑐
(𝑐 + 0.5𝑘)𝑘𝑇 2
𝛽 𝑣,𝑐

𝑐𝑣 is the specific heat of ‘n’ (at constant volume), 𝑐𝑣,𝑐 the specific heat of the carrier gas and 𝛽𝑐 is
the impingement frequency of the carrier gas.
𝑞=ℎ−

𝑘𝑇
𝜕𝐴(𝑛)
− 𝜎𝑒
2
𝜕𝑛

‘h’ is the latent heat release per a particle, 𝜎𝑒 is the interfacial energy. D. Kashchiev(1968),
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formulated a distribution function, not only limited to the number of atoms in the cluster, but also
with the time[134]:
𝜕𝑐(𝑛, 𝑡)
𝜕
=
[𝐷(𝑛)𝑐0,(n)
𝜕𝑡
𝜕𝑛

𝜕𝑐(𝑛, 𝑡)
, (𝑛)
𝑐0
]
𝜕𝑛

The function is very similar to the expression (6.3), except for the time dependency of the cluster
distribution. The final expression for transient lag-time for a liquid vapour system becomes:
𝜏=−

8kT
𝜕 2 ∆𝐺𝑛0
𝜋 2 𝐷∗ [
] ∗
𝜕𝑛2 𝑛

The major change is in altering the distance ∆ with the system changing into a transient mode.

However, a numerical analysis was undertaken by F.F Abraham(1969)[135], for supersaturated
vapour under non-isothermal conditions, revealed that the lag-times were very similar to those
calculated by Feder et al. [133] for isothermal conditions, at least to the same order of magnitude.

However, the transient conditions may alter the lag-time significantly, and the difference between
the lag-times experienced under isothermal and non-isothermal conditions may very well depend
on the specific systems under consideration.

6.2.4

Solid-Phase Lag-time

Lag-time, is defined as the time taken for the nucleation process to overcome transient conditions
and to reach steady rate, but it can also point to incubation time, time-lag, delay time, or transient
time.
In Section 6.2.2, Zeldovich’s solution to the determination of the lag-time for vapour-liquid system
was outlined. Turnbull and Fisher[136] in 1949, analysed nucleation in the solid-state by defining
the lattice diffusivity 𝛽 ∗ . In 1956, Turnbull [137] derived the time-lag in solid phases as:
𝜏=

𝑛∗ 2
𝛽∗

𝛽 ∗ is the rate of atoms crossing the interface of the nucleus from the matrix into the new cluster, but
long-range diffusion was not considered. Hilling, on the other hand, assumed the nucleus to be a
perfect sink and took account of long-range diffusion[138]. The problem with this approach is the
loss of atoms into the sink of the nucleus.

The application of linked flux analyses into a binary system(for liquid-liquid or liquid-vapour
systems) was first conducted by H. Reiss (1950)[139].
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Figure 6.2:5 Nucleation in binary system[139]
Figure 6.2:5 shows that the embryo is represented by two coordinates (a and b) with two different
components of a and b in a binary system, instead of ‘n’ as Zeldovich[131] used. Also, there should
be two rates equation unique to a, and b, similar to an one-dimensional equation, which are
simultaneously used to develop a new free energy surface with respect to the components ‘a’ and
‘b’ in order to determine the rate of nucleation[139].

Linked flux analysis was further developed by K.C Russell(1967)[22] in order to derive an
expression for lag-time in condensed binary systems. Following Feder et al. [133], Russell
considered nucleation to occur in two stages[140],
(a) Attachment under the force field (a)
(b) Attachment under the random walk (b)

∆𝐺

δ

∆𝐺0

kT

a

b

𝑛
𝑛∗
Figure 6.2:6 Schematic of Gibbs energy barrier and the length of random walk[22]
Figure 6.2:6 shows a schematic representation of a typical Gibbs energy barrier to nucleation. 𝑛∗ is
the critical number of atoms that would lead to the spontaneous formation of a stable nucleus. ∆𝐺0
is the maximum energy barrier (saddle point), and δ is bound by ∆𝐺0 − 𝑘𝑇. The range of δ is
considered to have a zero gradient of energy,

𝜕𝐺
𝜕𝑛

≈ 0 and hence, the atomic diffusion occurs by

random walk only. Atoms are attached by the force field under the section ‘a.’ [140]. So the total
lag-time for the formation of a stable nucleus is:
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𝑇𝑖𝑚𝑒 (𝜏) = (𝑟𝑎𝑛𝑑𝑜𝑚 𝑤𝑎𝑙𝑘 𝑡𝑖𝑚𝑒 𝑜𝑓 δ, (𝜏1 ) ) + (atoms attachment up to 𝑛∗ −
=

𝜆2 =

𝛽′
𝛽

And, 𝛿 = 1 −

δ
, (𝜏 )𝜏
2 2 1

4𝑘𝑇(𝛿 2 + 𝜆2 )
… (6.5)
𝜕 2 (∆𝐺)
𝛽∗
| ∗
𝜕𝑛2 𝑛

𝑐𝑐′
𝑐𝑝

And
1

𝜏2 = − ∫

𝑛∗ −

𝑑𝑛
𝛽 𝜕𝐺0
( 𝑛
)
𝑘𝑇 𝜕𝑛

δ
2

As it was before[133], 𝜏1 ≫≫ 𝜏2 , thus:
𝜏=

4𝑘𝑇(𝛿 2 + 𝜆2 )
𝜕 2 (∆𝐺)
𝛽∗
| ∗
𝜕𝑛2 𝑛

𝑐𝑝 and 𝑐𝑐′ are the compositions of the matrix phase and the new phase. 𝛽 ′ , 𝛽,and 𝛽𝑛 are atomic jump
frequencies from shell to cluster (nucleus), matrix to shell, and size-dependent jump frequency,
respectively.
Russel[22] established the very important fact that it is 𝛽 and not 𝛽 ′ that governs the incubation
time. K.C Russell[22] employed linked flux analysis using an orthogonal coordinate system with nand x-axes where n is the number of atoms in the nucleus, and x is the number of atoms in the nearvicinity of the shell. Figure 6.2:7, illustrates the kinetic mechanism of the nucleation process of a
binary A, B system where the matrix phase with composition c p transforms into a child phase with
composition cc’.
x



p (n,x)
𝛽′

𝛽′
Shell

𝛽

n
𝛽



q (n+1,x-1+ cp / cc)

Nucleus


r (n,x-1)

x
Matrix
n
Figure 6.2:7 Atomic migration into the nuclei from matrix to cluster shell and shell to the
cluster[22]
Under a steady state, 𝛽 governs the atom flux from the matrix to shell, 𝛽 ′ governs the atom flux
from the shell to the growing nucleus. Russell[22] identified that to attain stable growth in the nearvicinity of the nucleus, the shell (as shown in the Figure 6.2:7) shall not be depleted but continues
to have the composition cp when solute atoms join the child phase from the shell. However, the
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shell gets an infinite supply of solute atoms from the matrix phase. One of the main outcomes of
Russell’s analysis is that it is surprisingly 𝛽 and not 𝛽 ′ , that leads to the formation of a stable
nucleus.

6.2.5

Application of Lag-Time Models to Binary Alloy Systems

In most instances, nucleation in binary metallic systems occurs when the system is undercooled, but
the classical theory applies to nucleation under isothermal conditions. The relevant literature on
nucleation under non-isothermal conditions is extremely scarce particularly for metallic binary
systems, but a few critical and relevant findings from the 1980s are examined in the following
discussion.

Jimbo calculated the lag times of the cooling systems of 18Cr-8Ni [141]. He assumed the classical
approach is still applicable under the degree of transient condition of the system. But the contact
angle variation causes his numerically analysed lag time to be varied. Spaepen et al. [142]
considered homogenous nucleation in Cu-Ni and Pb-Sn alloys and their calculations are in good
agreement with experimental findings. They applied the classical nucleation theory, but the driving
force was determined by a linearized change in latent heat with respect to the undercooling
temperature. By using the same technique to calculate driving force, P. H Shingu et al. [143]
analysed metastable phase evolution from a liquid melt. . Heterogeneous nucleation was employed
by J.H. Perepezko[144] for Pn-14.4at%Sb binary systems and found substantial undercooling
amounts.

K.C Russel[140] found reasonable agreement between his results and those of Aaron and
Aaronson[145] who analysed nucleation in Cu-Al systems. In 2011, D.M Matson[146] provided an
excellent review of nucleation theory and its application to a Fe-15Cr-15Ni alloy. G. Shao et al.
[124] derived time-lags under isothermal conditions for the Al-Cr-Ti system under rapidly cooling
conditions by assuming that the jump frequency factor depends on the matrix diffusivity in the same
way as Russel[22] did and his numerically-based predictions agreed well with experimental
outcomes.

6.3

Theoretical Nucleation Models

6.3.1

Cahn-Hilliard Nucleation Model

John W. Cahn and E. Hilliard are pioneers with their analysis of the influence of interfacial energies
on nucleation in in non-uniform systems[85]. They formulated an expression that shows the free
energy of a cubic crystal or an isotropic medium with an interface separating two (or more) phases,
could be expressed as the free energy of a homogenous solution of each phase and ‘gradient energy,
which is a function of the local composition.
For one-dimensional composition changes across an interface of a system with only ‘A’ and ‘B’
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components , the total Helmholtz energy of the system (F) may be expressed as[85]:
+∞

𝐹 = 𝐴𝑁𝑣 ∫
−∞

2

[ 𝑓0 (𝑐) + 𝐾(𝑑𝑐⁄𝑑𝑥 ) ] 𝑑𝑥

A is the interface area and 𝑁𝑣 is the number of molecules per unit volume and 𝑓0 (𝑐) is local free
energy per molecule of uniform composition ‘c’. K is assumed to be a non-zero and positive
constant. Let the co-existing phases be 𝛼 𝑎𝑛𝑑 𝛽 with compositions 𝑐𝛼 and 𝑐𝛽 respectively. Then the
interfacial energy (σ) simplified to:

𝑐𝛽
𝑐𝛼
Figure 6.3:1 Solute distribution at the interfaces for development of gradient energy

𝑐𝛽

1⁄
2

𝜎 = 2𝑁𝑣 ∫ [𝐾∆𝑓(𝑐)]

𝑑𝑐

𝑐𝛼

Where
∆𝑓(𝑐) = 𝑓0 (𝑐) − [𝑐𝜇𝐵 (𝑒) + (1 − 𝑐)𝜇𝐴 (𝑒)]
𝜇𝐵 𝑎𝑛𝑑 𝜇𝐴 , are the chemical potential of the component’s ‘A’ and ‘B’ respectively.
2

The gradient energy term 𝐾(𝑑𝑐⁄𝑑𝑥 ) derived, is employed into nuclei developing in a close system
under constant temperature and volume. The work (W) done by the nuclei is given[147];
𝑉

𝑊 = ∫(∆𝑓 ′ + 𝐾(∇𝑐)2 )𝑑𝑉
0

∆𝑓 ′ = 𝑓 ′ (𝑐) − 𝑓 ′ (𝑐 ) − (𝑐 − 𝑐0 )
0

𝜕𝑓 ′
𝜕𝑐 𝑐=𝑐0

𝑐0 is the initial composition of the system and 𝑓 ′ have the same meaning as 𝑓0 (𝑐) under the uniform
composition ‘c’. 𝐾(∇𝑐)2 is the gradient energy term. V is the total volume of the nucleus. This could
be further simplified by assuming that ‘K’ is independent of composition. For a spherically
symmetrical nucleus with radius r[147]:
∝

𝑊 = 4𝜋 ∫[∆𝑓 ′ + K (𝑑𝑐/𝑑𝑟)2 ] 𝑟 2 𝑑𝑟
0

6.3.2

Density Function Theory

Density function theory was first introduced by Oxtoby and co-workers in 1988[148] to analyze
vapor-liquid systems and then further developed for crystal nucleation. The theory is distinct from
the classical nucleation theory (CNT) by not taking into account the capillarity approximations, but
considering microscopic molecular interactions.
The grand potential (Ω) for two phases in equilibrium with an interface area of A. P, V has the usual
meaning, and γ is the interfacial energy for the capillarity approximation:
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Ω = −pV + γA
Fluctuation in the Free Gibbs energy is given by:
∆𝐺 = ∆Ω = −(4𝜋⁄3)𝑅3 ∆𝑝 + 4𝜋𝑅2 γ
∆Ω goes to a maximum at ∆𝑝 =

2γ
⁄𝑅 , ∆𝑝 is the pressure increase required to maintain the nucleus
0

volume against the bulk material.

The Helmholtz free energy is then written with the function of density[148]
1
𝐹[𝜌(𝑟)] = ∫ 𝑑𝑟 𝑓ℎ [𝜌(𝑟)] + ∫ ∫ 𝑑𝑟 𝑑𝑟 ′ 𝜌(𝑟)𝜌(𝑟 ′ )𝑤2 (|𝑟 − 𝑟 ′ |)
2
𝑓ℎ (𝜌) is Helmholtz free energy per unit volume where,
𝑓ℎ (𝜌) = 𝜌𝜇ℎ (𝜌) − 𝜌ℎ (𝜌)
𝑤2 (𝑟) = −𝛼𝜆3 exp(−𝜆𝑟)/4𝜋𝜆𝑟
𝜆 is a variable parameter and 𝜇ℎ is the hard sphere chemical potential. 𝜌(𝑟) is the inhomogeneous
density. 𝜌 is the hard spear density. 𝛼 = 11.1016 ∗ (𝑘𝑇𝐶 𝑑 3 ). 𝑇𝐶 is the critical temperature and d is
the hard spear diameter.
The Grand potential for density function is expressed by:
Ω = F − μN
μ is the chemical potential with N units, and the multiplication becomes Gibbs free energy at the
given composition and temperature.

Thus the energy variation becomes:
1
Ω[𝜌(𝑟)] = ∫ 𝑑𝑟 𝑓ℎ [𝜌(𝑟)] − μ ∫ 𝑑𝑟𝜌(𝑟) + ∫ ∫ 𝑑𝑟 𝑑𝑟 ′ 𝜌(𝑟)𝜌(𝑟 ′ )𝑤2 (|𝑟 − 𝑟 ′ |)
2
this equation was then further developed to calculate the shape and the barrier for nucleation for a
gas-liquid system[149].The density function theory was also developed for a solid-fluid system
[150], where f is the local function of the average density of molecules 𝜌(𝑟) and the structural order
parameter is 𝑚(𝑟):
Ω[𝜌(𝑟), 𝑚(𝑟)] = ∫ 𝑑𝑟 [𝑓𝜌(𝑟), 𝑚(𝑟)] − μ𝜌(𝑟)] +

1
2
2
∫ 𝑑𝑟[𝐾𝜌 (∇𝜌(𝑟)) + 𝐾𝑚 𝜌𝑠2 (∇𝑚(𝑟)) ]
2

The free energy density for the solid can then be written as:
𝑓𝑠 (𝜌, 𝑚) = 𝑘𝑇𝑝 [𝑙𝑛𝜌 − 1 − ln(1 − 𝑏𝜌̅ )] + 𝑘𝑇[𝛼1 𝑚2 + 𝛼2 ] − [𝑎 + 𝑎𝑚 𝑚𝑠2 (𝜌)]𝜌2
𝛼1 , 𝛼2 𝑎𝑛𝑑 𝑎𝑚 are phenomenological parameters.

6.3.3

Diffuse Interface Theory (DIT)

The first-order transformation initiates with nucleation. Nucleation in the classical nucleation theory
is based on capillarity approximations and the existence of a sharp interface, as discussed above.
The theory is valid if the interface thickness is negligible with respect to the size of the nucleus, but
this is not the case in most crystal-liquid and liquid-liquid systems [151] since computer
simulations[152] models and microscopic models have shown that the size of a nucleus is
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comparable to the interface thickness.

In the diffuse interface theory, the variation of the physical state in the interface region is represented
by interfacial enthalpy (h) and entropy (S) distribution:
∞

𝑊 = ∫ (∆ℎ − 𝑇. ∆𝑆)4𝜋𝑟 2 𝑑𝑟
0

T is the temperature. If the positions of enthalpy and entropy surfaces are 𝑅𝐻 𝑎𝑛𝑑 𝑅𝑆 respectively,
𝑊 = 4𝜋⁄3 . (𝑅𝐻3 ∆ℎ − 𝑅𝑆3 𝑇. ∆𝑆)
The area enclosed by enthalpy and entropy surfaces is proportional to the interface energy, and when
enthalpy and entropy energies are in equilibrium, this area approaches zero, meaning that there is
no interface free energy[153].

Figure 6.3:2 Ratio of effective interface free (𝜸𝒆𝒇𝒇 ) energy to interface energy (𝜸𝒇 ) vs. relative
temperature ( 𝑻𝒓 = 𝑻⁄(𝒎𝒆𝒍𝒕𝒊𝒏𝒈 𝒑𝒐𝒊𝒏𝒕)) [38]
With this new model, interface surface energy variation can be calculated respect to the amount of
undercooling, as shown in Figure 6.3:2.

6.4

Nucleation at Steep Concentration Gradients

Sections 6.3.1 to 6.3.3 pointed to the successful implementation of the diffuse interface theory by
which the capillary approximation in CNT can be avoided and a better representation of the
inhomogeneity of the nuclei and the interface can be used. However, the present study focuses on
the inhomogeneity caused by the non-uniform distribution of solute components in the matrix parent
phase. Of particular interest is the effect of solute gradients that form in alloy systems as a result of
rapid cooling conditions, referred to in previous chapters. Hence, the present discussion will be
confined to the specific case of the nucleation environment for nucleation in peritectic binary allow
systems.

One of the most important advances came from a study by P.J Desire in the 1990s [154] and further
developed by A.M Gusak[28]. In the initial stages of the development of this theory, crystallization
from an amorphous parent phase was considered, perhaps to avoid the complexity of the solute atom
dissipation upon the transformation. Thus, the homogenous development of isotropic cubic nuclei
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is considered, evolving from an amorphous parent phase into a crystal child phase as shown in
Figure 6.4:1.

Figure 6.4:1 Nucleation under a steep solute gradient[155]

The free energy change of such nuclei is given by[155]:
+𝑟

∆𝐺𝑎𝑐(𝑐,𝑐 ′ ) = 4𝜌𝑟 2 ∫ ∆𝐺𝑚(𝑐(𝑥),𝑐 ′ (𝑥)) 𝑑𝑥 − 8𝜌𝑟 3 𝑁𝐴 𝐾(∇𝑐 2 )
−𝑟

𝜌 is moles of atoms per unit volume, c is the parent phase composition, 𝑐 ′ is child phase composition
when r=0, (x=0). ∆𝐺𝑚(𝑐(𝑥),𝑐 ′ (𝑥)) is the free energy(J/mol) change upon the transformation. 𝑁𝐴 is the
Avogadro constant, and K is the constant representing the Cahn Hilliard gradient energy
term[85]. ∇𝑐 is the linear solute gradient in the x-direction. Upon a simple geometrical assessment
of the driving force given by 𝐾K ′ (Figure 6.4:1) with respect to the maximum driving force
(∆𝐺𝑝𝑐 ),(or EF ′ ) generated at 𝑐 ∗ and transforming into the same composition and upon integration,
4

𝛼

3

𝛼

following expression is derived[154].The term 𝜌𝛼(1 − ′)∇𝑐 2 𝑟 5 represents the change in the
Gibbs free energy drive with respect to composition when a nucleus is growing upon an established
solute gradient (∇𝑐, in growing direction, r) in the parent phase.
∆𝐺𝑎𝑐(𝑐,𝑐 ′ ) = 4 𝜌 [2∆𝐺𝑝𝑐 −

𝑝∗2
4
𝛼
− 2𝑁𝐴 𝐾(∇𝑐 2 )] 𝑟 3 + 𝜌𝛼(1 − ′ )∇𝑐 2 𝑟 5
′
𝛼 −𝛼
3
𝛼

𝑝∗ is the first derivative of the free energy of the parent phase at 𝑐 ∗ , 𝛼 and 𝛼 ′ are second derivatives
of the free energy of parent and child phases respectively at the composition 𝑐 ∗ .
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Figure 6.4:2 Suppression of the nucleation under a critical solute gradient[155]
The nucleation model was applied to the Ni-Zr system, and the free energy change analyzed at
different solute gradients, as shown in Figure 6.4:2. Under some critical gradient (∇𝑐 = ∇𝑐𝑐 ),
nucleation is suppressed, the free energy curve falls to a potential well, thereby impeding nucleation.
Any gradient lower than this critical gradient, facilitates the nucleation process. The number of
advancements has been made over the years [154, 156] and more advanced models have been
developed[28, 157], but the gradient effect is a key concept in all these models. It is therefore
instructive to briefly summarize some important findings with respect to the mode of the nucleation
under solute gradient maybe:

(a) Polymorphic Mode[28](A.M. Gusak)
When the rate of formation of the new phase is much faster than the solute diffusivity in the parent
phase, nuclei will have the solute gradient as same as its parent phase.

(b) Transversal Mode[28](J.P Desre)
When the solute in the parent phase has a higher diffusivity than in the child phase, each step of the
volume increment of the nucleation is transformed from unlimitedly redistributed parent phase
volume elements.

(c) Total Mixing Mode[28](Hodai, J.P Desre)
When the diffusivity of the solute in the parent phase is lower than in the child phase, the
redistribution occurs within the newly forming nuclei, whereas the solute gradient in the parent
phase remains unchanged.

The focus of the current study is on (but not limited to) identifying the key factors that lead to
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suppression of nucleation in Fe-C alloys of near peritectic composition. The most likely mode of
nucleation is the transversal mode since the solute diffusivity is higher in the bcc parent phase (𝛿 −
𝑓𝑒𝑟𝑟𝑖𝑡𝑒) than in the fcc child phase (𝛾 − 𝑎𝑢𝑠𝑡𝑒𝑛𝑖𝑡𝑒).

A simple numerical analysis can be used to test if the transversal mode is adequate enough to explain
the suppression nucleation of austenite in the parent ferrite phase. Numerically calculating the
variation ∇𝑔(𝑐(𝑥)) which each increment in the x-direction, the free energy variation of nucleation
under solute gradient, can be analyzed as shown in Figure 6.4:3 below. A detailed calculation is
given in Appendix B.

Free Energy (J)
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Figure 6.4:3 Numerical analysis of the Fe-0.18 alloy under a solute gradient
Let the ferrite interface composition be 0.15 wt.% at temperature 1750 K and Austenite(γ) is
nucleating from δ phase at the δ/l interface. The heterogeneous angle assumed to be 42 degrees to
be an acute angle. Under these conditions Figure 6.4:3 illustrates the Gibbs free energy change under
a varying solute gradient. The solute gradient variation from 36 wt.%/m to 3600wt%/m facilitates
the nucleation process with ease following almost the same free energy path. The first signs of
hindering the nucleation occurs at only at 200000 wt.%/m and the solute gradient required to
suppress the new phase formation according to the Transversal Mode is higher than 400000 wt.%/m.

The present study (Section 4.3) estimation of the solute gradient forming under rapid cooling
conditions varies around 20-40wt%/m and in good agreement with previous calculations [19]. In
Fe-C alloys or even systems with much lower solute diffusion coefficients such as in Fe-Ni alloys,
typical solute gradients are less than 500 wt.%/m[19]. Hence, the transversal mode of nucleation
under a solute gradient cannot explain the suppression of the nucleation process in Fe-C peritectic
systems.
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6.5
Possible Factors Constraining Nucleation in Peritectic
Alloys
Nucleation from an undercooled melt is important in the production of many metals and alloys. For
this reason many researches have studied the mechanism, mode and kinetics of nucleation, not only
from liquid metal, but also from the solid. Phase diagrams provide useful information with respect
to phase selection but cannot provide information when nucleation of a new phase occurs under
non-equilibrium conditions. Numerous attempts have been made to explore experimentally and
through mathematical modelling the many mysteries surrounding nucleation as outlined above, and
the extent of undercooling has been identified as playing a dominant role in the nucleation processes
under non-equilibrium conditions.

Of particular interest in the present study is the impact

undercooling has on nucleation events in the Fe-C, and Fe-Ni peritectic systems. The main
motivation for the present study is to be found in the experimental observation that nucleation in
these alloy systems are significantly suppressed at high cooling rates, which leads to the formation
of ostensibly meta-stable massive-type of transformation products. The formation of these massivetype of structures is significant, not only from a scientific point of view, but it is also of great
significance in industrial practice. In steel of near-peritectic composition, delta-ferrite can transform
into austenite by a massive-type of phase transformation in the meniscus region of a continuous
caster, which leads to retraction of the thin solidifying shell in the meniscus region of the caster,
which in turn leads to hot-spots, surface defects and in the extreme, to break-outs. It is however,
not only undercooling that impacts on constrained nucleation, but other factors such as inter-phase
strain or imposed mechanical stresses in the continuous casting machine might also play an
important role. It is therefore important to gain a better understanding of the nucleation process as
such and the present study is aimed at making a contribution to important remaining questions. One
of the remaining questions is why the classical nucleation theory, which has been successfully used
to describe nucleation events in many alloy systems, fails to explain experimental observations of
nucleation events in Fe-C alloys of near-peritectic composition.

6.5.1

Induced Stresses

The peritectic phase transition in Fe-C alloys results in the nucleation and growth of the austenite
phase with a molar volume less than those of both its parent phases, liquid and delta ferrite. If it is
assumed that the nucleation of austenite takes place solely within delta-ferrite, then local stresses
may be induced, compressing the delta ferrite and tensioning the austenite. The nucleus may then
have to do some additional work in order to form the more stable phase. Nassar et al. [158]
calculated the strain energy:
|𝜌𝛿 −𝜌𝛾 |

∆𝐺𝑠𝑡𝑟𝑎𝑖𝑛 = 𝐸. 𝑉𝑚 . 𝜀 2 ; 𝜀 = [

𝜌𝛿

]. 𝐸 is the elastic modulus in MPa, 𝜌𝑖 the density of phase i. 𝑉𝑚 is

molar volume. Their calculation rendered a value of the order of 200 J/mol and they argued that the
peritectic temperature is reduced due to this increased strain energy[158]. By Nasser’s
definitions[158], 𝜀, ∆𝐺𝑠𝑡𝑟𝑎𝑖𝑛 have been calculated in the present study for Fe-4.6Ni and Fe-8.0Cu
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systems at 1750 K and shown in Table 6.5:1. The amount of undercooling mentioned for the each
alloy system is extracted from the experimental work by Nassar et al. [158].

Table 6.5:1 Strain Energy development for Fe-Ni and Fe-Cu systems
syste
m
Fe4.6Ni
FeCu

𝑉𝑚
𝜌𝛿 (𝑔/𝑚^3)

𝜌𝛾 (𝑔/𝑚^3)

𝜀

2

(m^3/mo
l)

7.293E6[21]

7.413E6[21]

7.358E6[21]

7.353E6[21]

2.691

7.549E-

6E-4

6[21]

4.778

7.668E-

E-7

6[21]

E
(MPa)

∆𝐺𝑠𝑡𝑟𝑎𝑖𝑛
(J/mol
)

30[158]

60.69

30[158]

0.10

Undercoolin
g (K)
11.517[158]
25-45[158]

For the Fe-Ni alloy, ∆𝐺𝑠𝑡𝑟𝑎𝑖𝑛 = 60 , resulting in an undercooling of 11.5-17 degrees K.
For the Fe-Cu alloy ∆𝐺𝑠𝑡𝑟𝑎𝑖𝑛 = 0.1 , resulting in an undercooling as high as 25-45 degrees K. The
contradicting extent of undercooling (less of undercooling for higher strain energy) may suggest
that the effect of strain is not sufficient in explaining the underlying cause of undercooling.

6.5.2

Crystal Orientation, Twin Nucleation, and Surface Energy

Experiments using the concentric solidification technique as well as multiphase phase-field
simulation modeling[159] have shown that austenite grows preferentially along sub-grain
boundaries as shown in Figure 6.5:1. These findings might indicate that sub-grains could also act as
preferred nucleation sites. Grain boundaries are in general, the most favorable nucleation sites[126].

Figure 6.5:1 Austenite grain orientation in Fe-C alloys[159]
In Fe-C alloys, the delta-ferrite-to-austenite phase transformation occurs at high temperature and
the austenite subsequently transforms to alpha-ferrite and pearlite. For this reason, there is a dearth
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of information in the literature with respect to the relevant delta-ferrite/austenite grain orientations
and orientation relationships. However, Nako et al. [160] determined orientation relationships
between acicular ferrite (AF, 𝛼 − 𝑓𝑒𝑟𝑟𝑖𝑡𝑒) and the austenite matrix in low-carbon iron alloys. The
lowest interfacial energy satisfies the Kurdjumov-Sachs (K-S) orientation relationship and has a
value of 0.27 J/mm^2. Calculation of the highest random orientation relationship renders a value
of 0.8 J/m^2[160]. The interfacial energy variation is not sufficient to alter the Gibbs energy barrier
significantly and hence does not alter the extent of undercooling to the extent observed
experimentally. However, in order to simulate the nucleation process[159] of such systems, it has
to be artificially undercooled in order to mimic experimental observations, indicating that existing
grain orientation may not be the only factor that affect the nucleation.

Twining is another mechanism that might influence nucleation under stress. Twin structures may
develop in both FCC or BCC phases during transformation process from either liquid or vapor
phases[161]. For example, solidification of initial delta ferrite may develop twin structures imposing
added barriers (twinning stress) to austenite nucleation. Nucleation on twins has been observed in
many substitutional alloy systems [162], but it is highly unlikely that nucleation will occur on twins
in an interstitial alloy such as a Fe-0.18%C alloy and no reports of such events have been found in
the literature.

It is usually assumed that massive phase transformations (MT) occurs by a diffusionless mechanism
and that the composition of the parent and product phases remain the same[32]. However, massivetype of phase transformations have been observed in Fe-C alloys, but it is not clear whether or not
such transformations from delta-ferrite to austenite is completely diffusionless [9, 19, 163]. The
debate goes on as to the question whether such massive-type of transformations can occur simply
by fast cooling to temperatures below the 𝑇0 temperature or whether crystal orientation and strain
also contribute to constrained nucleation.

In the case of nucleation in alloys of near-peritectic composition, crystallographic effects and strain
may play a role only if the nucleation process takes place entirely in the solid phase; for example
austenite evolving completely from the solid delta. In that case, suppression of nucleation in Fe-C
systems cannot be explained if austenite nucleates:

(a) Homogeneously in the liquid phase;
(b) Heterogeneously in the liquid phase at the solid-liquid interface
(c) Heterogeneously at the triple points (two delta ferrite boundaries and the liquid phase)

One of the main factors governing nucleation events is interfacial energy. Under rapid cooling
conditions, solute particles segregate at interfaces and grain boundaries. Local compositional
variations can well affect the interfacial energy since interfacial energy is a strong function of
components for some alloy systems[118, 164]. However, in the Fe-C systems, carbon solute atoms
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do not have a noticeable effect on the interfacial energies[165]. However, a decrease in the
temperature may affect the pertaining interfacial energies[166].

In order to assess the influence of interfacial energy, classical homogenous nucleation theory was
used to calculate the Gibbs nucleation barrier at 1750 K under 0.15wt% composition (same as in
Section 6.4). The free energy drive for austenite nucleation in δ as a function of composition and
temperature is given by equation in Appendix B. The delta-ferrite/austenite interfacial energy is
increased from: 0.3 𝐽/𝑚^2 to 0.8 𝐽/𝑚^2. This range of interfacial values are selected because the
reported value of this interfacial energy is 𝜎𝛿/𝛾 = 0.592 𝐽/𝑚^2 [19, 118]. The resultant Gibbs
energy barrier under varied interfacial energy is given in Figure 6.5:2. Even a change of about 150%
(0.8 𝐽/𝑚^2) from the reported value does not impede the nucleation of austenite. It is therefore
reasonable to assume that even if austenite nucleation occurs exclusively in delta ferrite, that
interfacial energy variations (due to crystal orientation or solute pile-up) cannot suppress the
nucleation of the peritectic phase.

Figure 6.5:2 Gibbs energy barrier for different interfacial energies

6.5.3

Atomic Jump Frequency in a Solute Gradient

By his linked- flux calculations of nucleation, K.C Russell[22] concluded that the jump frequency
of atoms in the matrix phase governs the nucleation rate and not the jump frequency of atoms across
the interface between the cluster and the matrix (see Section 6.2.4). In order to simplify the
arguments (yet this simpler form is valid in most practical situations), it is considered that the
nucleation event occurs at a solid liquid interface (boundary) and develops only into the solid phase.
The solute gradient which forms at a solid/liquid interface, in the solid phase, can be A- negative,
B- uniform or C-positive depending on the cooling rate and/or the alloy system. A schematic
representation of such possible gradients at an interface is given in Figure 6.5:3.
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Figure 6.5:3 Formation of a solute gradient at a solid/liquid interface during solidification
Russell’s calculations were done under condition ‘B’ where the solute is uniformly distributed. In
the case of condition ‘A’, atoms may find it more difficult, to jump against the gradient, leading to
longer incubation times. In the case of the condition ‘C’, atoms may readily jump towards the
growing embryo thereby reducing the incubation time to nucleation. The jump frequency variation
of solute atoms under a solute gradient was extensively investigated by J.R Manning’s[167]. This
study is discussed in some detail in Appendix C and it enables quantification of the increase in jump
frequency towards the solute gradient, the decrease against the gradient and the effect of jumps on
a perpendicular plane to the gradient in δ phase.

The present study concentrates on the nucleation of austenite in Fe-C and Fe-Ni peritectic systems.
Carbon diffusion occurs interstitially, whilst Nickel diffusion occurs by a substitutional mechanism
and hence, the two systems need to be treated differently and detailed treatment given in Appendix
C. Figure 6.5:4 summarizes the quantified outcome of the effect of a solute gradient on the effective
jump frequency towards a selected direction with respect to the solute gradient of Carbon solute
atoms in the Fe-C system.
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Figure 6.5:4 Jump frequencies of C under solute gradient in δ phase
The typical solute gradients in the Fe-0.18C system is between 15 and 50 wt.%/m (see Figure
8.4:3(a) in Chapter 8 and/or Section 4.3) and hence the present calculation was confined to 0-100
wt.%/m. Figure 6.5:4 shows the calculated effective jump frequencies when the solute gradient is
varied from 0-100 wt.%/m. Jumps within the same plane (perpendicular jumps to the solute
gradient) is not affected by the gradient. Jumps along the gradient (Figure 6.5:4-forward) increase
linearly with increasing gradient and jumps against the gradient (Figure 6.5:4-backward) decreases
linearly with increasing gradient. However, even at the highest gradient, (100 wt%/m) the change
in frequency is only 0.00078% of the initial value and hence, insignificant. The effect of a solute
gradient in the liquid phase is even less.

The same analysis has been conducted for the Fe-Ni systems as shown in Appendix C and the

Effective vibrational Frequency
x 100000
(1/s)

outcome of these calculations are summarized in Figure 6.5:5
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Figure 6.5:5 Jump frequencies of Ni under solute gradient in δ phase
The reported solute gradients in Fe-Ni alloys are around 350 wt.%/m and hence, the gradient was
varied from 0-500 wt.%/m. The same pattern was found as in Fe-C alloys, as illustrated in Figure
6.5:5. The highest reduction in jump frequency results at a solute gradient of 500 wt.%/m, for
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jumping against the solute gradient, which is also only a 0.01% reduction in the initial frequency.

In both Fe-C and Fe-Ni peritectic systems a negative solute gradient (Type-A, Figure 6.5:3)
develops during solidification. Solute atoms then have to jump against the gradient into the
developing nuclei at the solid/liquid interface. The effect of the jump frequency on the lag-time can
be assessed by from Equation (6.5) in Section 6.2.4:

𝜏=

4𝑘𝑇(𝛿 2 +𝜆2 )
𝛽∗

𝜕2 (∆𝐺)
| ∗
𝜕𝑛2 𝑛

,

𝛽, the atomic jump frequency from the matrix to the cluster can be calculated by the relation:
𝛽 = 𝑣𝑒 ∗ 𝑁 ∗ 𝑓𝑗
𝑣𝑒 is the effective jump frequency. 𝑓𝑗 is the jump attachment factor. N is the number of solute atoms
at the interface area of a critical nucleus.

The lag-time is then simply inversely proportional to jump frequency. A decrease of 0.00078% of
𝑣𝑒 in Fe-C alloys would increase the same amount in lag-time, which is insignificant. A change of
0.01% in Fe-Ni alloys is likewise insignificant and will have little effect on the incubation time.
Consequently, the analysis outlined above suggests that jump frequencies have an insignificant
effect on the incubation time to nucleation in Fe-C or Fe-Ni alloys.

6.6

Summary and Conclusion

The development of phase stability relative to nucleation theory are present in this chapter. It was
shown that the classical nucleation theory introduced by Gibbs, applies only to vapor-liquid systems
under isothermal conditions. A review of the pertaining literature has shown that energetic and
kinetic theories have been further developed to the extent that nucleation events in solid-state
systems can be evaluated, even under non-isothermal conditions.

The relevant literature and the applications of these theories have been briefly outlined. Possible
thermodynamic, kinetic, and geometrical conditions were quantitatively analyzed in an attempt to
find the underpinning factors governing the suppression of peritectic nucleation in Fe-C alloys and
the promotion of peritectic nucleation in Fe-Ni alloys. Nucleation in the presence of a solute gradient
was analyzed by assessing the variations in Gibbs free energy and atomic jump frequencies. Both
seems to be insignificant in impeding the nucleation process in Fe-C alloy.

Orientation effects, surface energy, and the introduction of strain energy were also quantitatively
assessed, but the calculations provided evidence that none of these factors make a sufficient
contribution to the experimentally observed undercooling in the Fe-0.18%C and Fe-4%Ni peritectic
alloys. Hence, there is an urgent need to conduct a more fundamental assessment of nucleation in
Fe-C and Fe-Ni alloys of peritectic composition.
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Chapter 7
7.1
Geometrical Assessment of Nucleus at Solid-Liquid
Interface and at the Triple Junction
7.1.1

Introduction

In both industrial and academic environments most nucleation events are considered as either
homogenous or heterogeneous nucleation in a single parent phase. The concept of heterogeneous
nucleation is developed by Fisher et al. [126] and Chan[127] in more detail, especially with from
the perspectives of energetics and kinetic, at multiple grain boundaries. A detailed description was
provided in Section 6.2.1. However, the nucleation event of a peritectic phase in an already illunderstood peritectic phase transformation, may not readily fit into any readily defined geometrical
domain. The main reason might be the involvement of two parent phases and to make matters worse,
it has repeatedly reported that the nucleation of the peritectic phase in Fe-C alloys occurs at a triple
junction where two ferrite boundaries and the liquid phase coexist [9, 19, 100, 118].

It is

theoretically possible for a single peritectic nucleus to grow simultaneously into both parent phases
while the γ nucleus maintaining mechanical equilibrium in each or all liquid-ferrite, ferrite-ferrite,
and ferrite-ferrite-liquid boundaries.

Few attempts seem to address and there are few reports in the literature of, peritectic nucleation
events except for a recent revealing and interesting study by D.M. Matson[146]. He argued that
nucleation takes place at a v-type dendritic crack or in a crevice, but not all the points of possible
mechanical equilibrium situations were considered, and the nucleation is considered to evolve in a
single parent phase. However, Matson’s study provides a sound foundation for the current study and
the discussion below will take as a point of departure Fisher’s[126] analysis and continue further
with minor overlaps with D.M. Matson’s work[146], by providing a more complete development of
the role geometry plays in the nucleation of a peritectic phase.

The present chapter focuses on finding geometrical configurations for possible nucleation sites in
the near vicinity of the solid/liquid interface, triple junction, and solid grain boundaries. The Gibbs
energy barrier is calculated for each different geometrical configuration from Sections 7.2 to 7.11
for determining whether any of the nucleation sites may significantly increase the Gibbs energy
barrier and constrain the peritectic nucleation process or otherwise. None of the geometrical
configuration at the end of the assessments provide a significant increase of the energy barriers
compared to homogenous nucleation under the same conditions. Instead it is found that nucleation
sites at the near vicinity of δ-grain boundaries provide the most favorable free energy paths for the
peritectic nucleation process. Hence the geometries developing in the vicinity of the interface may
not solely be responsible for constraining the nucleation process in peritectic systems. In the present
discussion and calculations, it is assumed that liquid and delta-ferrite are meta-stable in a Fe-0.18%C
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alloy at 1760 K, and that delta-ferrite is in equilibrium with the liquid phase at carbon concentrations
of 0.108 wt% and 0.615 wt%, respectively[21]. The driving force for austenite nucleation either
from δ or liquid phases calculated from the functions extracted from ThermoCalc[21] as also
mentioned in Chapter 4 Section 4.3. All the data used for the calculation including the interfacial
energy between the child and parent phases are given in the Table 8.3:1.

7.2

Nucleus Development into either Liquid or 𝜹-ferrite

Heterogeneous nucleation can take place at ferrite liquid boundary, nucleuses developing either into
liquid or the solid parent phase.

Figure 7.2:1 Austenite (γ) heterogeneous nucleation configuration at the solid liquid
interface (a) into liquid phase (b) δ phase
Vertical equilibrium may not be possible, but considering the equilibrium on a horizontal plane for
parent liquid phase:
𝛾𝛿𝐿 − 𝛾𝛾𝐿 ∗ cos (𝑄1 ) − 𝛾𝛿𝛾 = 0
And for delta-ferrite phase:
𝛾𝛿𝐿 − 𝛾𝛾𝛿 ∗ cos (𝑄2 ) − 𝛾𝐿𝛾 = 0
𝛾𝑖𝑗 is the interfacial energy of phase i with phase j.
For the typical values of interfacial energies[19] 𝛾𝛿𝐿 = 0.204 J/𝑚2 𝛾𝛾𝐿 = 0.461 J/𝑚2 and 𝛾𝛿𝛾 =
0.592 J/𝑚2 , the heterogeneous angle becomes:
𝑄1 = 147.310 and 𝑄2 = 115.720
The heterogeneous Gibbs free energy barrier can be calculated respect to each parent phase. From
Section 6.2.1:
∆𝐺ℎ𝑒𝑡𝑟𝑜 = 𝑓(𝑄) ∗ ∆𝐺ℎ𝑜𝑚𝑜 … (7.1)
Where 𝑓(𝑄) =

1
4

(1 − cos(𝑄))2 (2 + cos(𝑄)) and ∆𝐺ℎ𝑜𝑚𝑜 =

4
3

𝜋𝑅3 ∆𝐺𝑉 + 4𝜋𝑅2 𝛾𝑠𝑙 … (7.2)

∆𝐺𝑉 is free energy drive per mole and 𝛾𝑠𝑙 is the interfacial energy between the parent and the child
phase. 𝑄 is the heterogeneous angle. The Gibbs energy barrier is calculated with Equation (7.2) for
the each conditions in Figure 7.2:1 and respective energy barrier (Equation 7.2) for the homogenous
nucleation.
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Figure 7.2:2 Gibbs free energy barrier of nucleation (a) delta ferrite phase (b) liquid phase
Figure 7.2:2 (a) compares the heterogeneous nucleation in δ with homogenous nucleation and Figure
7.2:2 (b) the same in the liquid phase. It is clear that the two nucleation modes follow almost the
same path when the nucleus forms in the liquid phase, due to the high heterogeneous angle. In ferrite,
the free energy barrier is approximately 20% reduced when the nucleation event occurs with the
lower contact angle. These Figures (a) and (b) in Figure 7.2:2 can be used as a benchmark for the
following calculations in order to assess and identify favorable and non-favorable geometric
configurations.

7.3

Nucleation at Ferrite Grain Boundary
𝛾𝛿𝛾

𝐿𝑖𝑞𝑢𝑖𝑑

𝑎𝑢𝑠𝑡𝑒𝑛𝑖𝑡𝑒
𝛾𝛿𝛾

𝑓𝑒𝑟𝑟𝑖𝑡𝑒

𝛾𝛿𝛿
𝑓𝑒𝑟𝑟𝑖𝑡𝑒
𝑏𝑜𝑢𝑛𝑑𝑒𝑟𝑦

Figure 7.3:1 Nucleation at the grain boundary
Ferrite grain boundaries may be an ideal location for the nucleation of a peritectic nucleus.
Experimental investigations strongly suggest[19, 118] that an austenite initially transforms at a
ferrite grain boundary, indicating that the nucleation event must be initiated within close vicinity of
the grains. Fisher et al. [126] have shown that under equilibrium conditions, the released surface
energy of the grain boundaries that are destroyed, could significantly decrease the Gibbs energy
barrier.
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Under mechanical equilibrium:

𝑄𝛿

𝛾𝛿𝛾

𝑄𝛿

2𝛾𝛿𝛾 cos(𝑄𝛿 ) = 𝛾𝛿𝛿 … (7.3)

𝛾𝛿𝛾

Figure 7.3:2 Equilibrium at the triple junction for interfacial energies
𝛾𝛿𝛿 Interfacial energy is 0.468 J/𝑚2 ,[118]

which creates 𝑄𝛿 = 66.71°. However the study

continues the investigation of γ nucleation at the δ-δ-liquid triple junction. The high 𝛾𝛿𝛿 interfacial
energy at the δ-δ-liquid triple junction does not allow to maintain the mechanical equilibrium with
low interfacial energy of δ/l , 𝛾𝛿𝐿 = 0.204 J/𝑚2 [118]. The matter is mentioned in Section 7.5: but
to maintaining the equilibrium conditions and comparing all the nucleation configurations, the 𝛾𝛿𝛿
interfacial energy is taken as 𝛾𝛿𝛿 = 0.350 J/𝑚2 for all the calculations in the present chapter. Then
the angle 𝑄𝛿 becomes 𝑄𝛿 = 72.80°.
Gibbs energy can be expressed as[126]:
𝑑𝐺𝑟 = 𝑐 ∗ ∆𝑔𝑟 3 + 𝑏 ∗ 𝜎𝑎 𝑟 2 − 𝑎 ∗ 𝜎𝑎 𝑟 2 … (7.4)
𝑏

𝑎

The destroying boundary area is:
𝐴𝛿𝛿 = 𝑎𝛿 𝑟𝛿2 … (7.5) Where 𝑎𝛿 = 𝜋 sin2 (𝑄𝛿 )
The creating surface area of:
𝐴𝛿𝛾 = 𝑏𝛿 𝑟𝛿2 … . (7.6) Where 𝑏𝛿 = 2 𝜋 (1 − cos(𝑄𝛿 ))
And the volume:
𝑉𝛿𝛾 = 𝑐𝛿 𝑟𝛿3 … . (7.7) Where 𝑐𝛿 = 𝜋/3 (2 − 3 cos(𝑄𝛿 ) + cos 3 (𝑄𝛿 ))
The Free energy variation with respect to Equation (7.4) becomes,

Figure 7.3:3 Gibbs energy barrier for FCC nucleation for Fe-C systems under different
configurations
The heterogeneous grain boundary nucleation site is (solid line) more favorable from an energetic
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point of view than either homogenous nucleation in liquid or delta ferrite (dotted lines). The energy
barrier reduces to 37.5% with respect to homogenous nucleation from the δ phase as calculated
above.

Simultaneous Development into both Liquid and 𝜹-ferrite

7.4

An embryo forming at the ferrite-liquid boundary, growing simultaneously into both parent phases
is considered. All the calculations below consider destroying and developing interfaces and volumes
in the process of a yet unstable nucleus, growing into two different parent phases simultaneously.
In this case, the ferrite-liquid boundary is destroyed and the austenite-liquid, the austenite-ferrite
boundaries are created as the two different volume elements from liquid and ferrite transform into
austenite.

𝛾𝛾𝐿

𝛾𝛾𝐿

𝛾

𝑄1

𝛾𝛿𝛾

𝛾𝛿𝐿

AA

𝑄2

𝑄2

𝛿

𝑄1

L

𝛾𝛿𝐿

𝛾𝛿𝛾

Figure 7.4:1 Schematic diagram of a nucleus forming at the interface and developing into
two different parent phases
Considering the equilibrium at horizontal and vertical plains for interfacial energies at point ‘A.’
𝛾𝛿𝐿 − 𝛾𝛾𝐿 cos (𝑄1 ) − 𝛾𝛿𝛾 cos (𝑄2 ) = 0
𝛾𝛾𝐿 sin (𝑄1 ) − 𝛾𝛿𝛾 sin (𝑄2 ) = 0
For the same interfacial values as in Section 7.1: Solves to 𝑄1 = 120.80 and 𝑄2 = 41.970 . For
typical surface tension values, 𝑄1 appeared to be an obtuse angle whereas 𝑄2 results in an acute
angle in order to establish the mechanical equilibrium of austenite nuclease at the solid ferrite and
liquid interface.
Let the spherical volume fractions nucleating into δ and liquid phases are given by 𝑟𝛿 and 𝑟𝑙
respectively. Following the initial steps in Fisher’s work[126], Considering the half of the nucleus
developing into the liquid at the solid-liquid interface.
The destroying δ/l boundary area is:
𝐴𝑙𝛿 = 𝑎𝑙 𝑟𝑙2 … . (7.8)
The creating surface area of γ/l :
𝐴𝐿𝛾 = 𝑏𝑙 𝑟𝑙2 … . (7.9)
And the volume nucleating in liquid:
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𝑉𝐿𝛾 = 𝑐𝑙 𝑟𝑙3 … . (7.10)
For the half of the nucleus developing into the solid (ferrite) should have the same boundary area as
𝐴𝐿𝛿 at the δ/l interface.
Thus,
𝐴𝑙𝛿 = 𝑎𝑙 𝑟𝑙2 = 𝑎𝛿 𝑟𝛿2
𝑟𝛿 = 𝑟𝑙 √

𝑎𝑙
… . (7.11)
𝑎𝛿

The creating surface area of γ/δ;
𝐴𝛿𝛾 = 𝑏𝛿 𝑟𝛿2 … . (7.12)
And the volume nucleating in δ;
𝑉𝛿𝛾 = 𝑐𝛿 𝑟𝛿3 … . (7.13)
Following the calculation of Fisher[126] a, b, and c are calculated.
𝑎𝑖 = 𝜋 sin2 (𝑄𝑖 ),𝑏𝑖 = 2 𝜋 (1 − cos(𝑄𝑖 )),𝑐𝑖 = 𝜋/3 (2 − 3 cos(𝑄𝑖 ) + cos 3 (𝑄𝑖 ))
𝑖 = 𝑙 𝑜𝑟 𝛿 Representing the liquid or delta solid phase

Then Gibbs energy barrier is modified to be;
∆𝐺 = (𝑉𝐿𝛾 ∗ ∆𝑔𝐿𝛾 ) + ( 𝑉𝛿𝛾 ∗ ∆𝑔𝛿𝛾 ) + (𝐴𝐿𝛾 ∗ 𝛾𝛾𝐿 ) + (𝐴𝛿𝛾 ∗ 𝛾𝛿𝛾 ) − (𝐴𝛿𝑙 ∗ 𝛾𝛿𝐿 )
Taking 𝑟𝑙 as the independent variable and 𝑟𝛿 depending upon the Equation (7.11):
𝑎𝑙
𝑎𝑙
∆𝐺 = 𝑐𝑙 𝑟𝑙3 ∆𝑔𝐿𝛾 + 𝑐𝛿 𝑟𝑙3 [ ]3/2 ∆𝑔𝛿𝛾 + 𝑏𝑙 𝑟𝑙2 𝛾𝛾𝐿 + 𝑏𝛿 𝑟𝑙2 𝛾𝛿𝛾 − 𝑎𝑙 𝑟𝑙2 𝛾𝛿𝐿 … (7.14)
𝑎𝛿
𝑎𝛿
Equation (7.14), varying 𝑟𝑙 can be plotted at 1760 K with delta-ferrite and liquid phase at carbon
concentrations of 0.108 wt% and 0.615 wt%, respectively;

Figure 7.4:2 Gibbs energy barrier for FCC nucleation for Fe-0.18C alloy developing into
single and both parent phases
The free energy function, in Equation (7.14) is given by the dotted line whereas the solid lines
represents homogeneous nucleation, illustrated before in Figure 7.2:2. The free energy path of the
simultaneous growth of the nucleus into both liquid and ferrite, lies just below the energetic paths
of homogenous nucleation either in δ and liquid phases. The Gibbs free energy barrier does not
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reduce significantly as it is at the δ-δ grain boundaries. The interfacial energy at the δ/l boundaries
are much lower than the δ-δ grain interfacial energy, thus cannot contribute reducing the energy
barrier significantly.

7.5
Ferrite-Liquid Dihedral Angle and Nucleation at Triple
Junction
Primary delta-ferrite solidifies from the undercooled liquid phase under a given cooling rate. Under
such conditions, the point of two delta grain boundaries coexisting with the liquid phase commonly
known as a triple point or triple junction, maintains interfacial equilibrium.
Liquid
𝛾𝛿𝐿

𝛾𝛿𝐿
𝛼

Ferrite grain 2
r

A

Ferrite

grain

1

𝛾𝛿𝛿

Figure 7.5:1 Dihedral angle at triple junction

The equilibrium at point A:

2𝛾𝛿𝐿 cos(𝛼) = 𝛾𝛿𝛿 … … . (7.15)

The free energy of δ grain boundaries are estimated at 0.468 J/𝑚2 by the zero creep method at 1723
K for iron[168, 169]. However the value does not satisfy Equation (7.15) for the well-known
value[118] of 𝛾𝛿𝐿 = 0.204 J/𝑚2 . 𝛾𝛿𝛿 can be vary easily by temperature and compositional
variations in the Fe-0.18%C system considered. Hence the value is approximated to 𝛾𝛿𝛿 =
0.350J/𝑚2 and the angle 𝛼 can be calculated only under equilibrium conditions. During
solidification, the point A is not stable, and 𝛼 should vary.
‘r’ is the line drawn perpendicular to the direction of the interface.

The grain groove develops at the solid liquid interface with a temperature gradient perpendicular to
the interface. At steady state the interface is at the local equilibrium and the groove develops with
the combined effect of mass transportation by surface diffusion, evaporation-condensation and
volume diffusion[170]. The present study mainly focuses on the geometry of the nucleation and
hence, the curvature is assumed to follow the perimeter of a circle with radius ‘r’. The radius seems
to vary quite unpredictably but remains in the order of micrometers under as observed in-situ in a
concentric solidification experiment in the Fe-C systems, at cooling rates between 10 and 100
K/min. In fact almost in all alloys, the grove remains 1-100 𝜇𝑚 in size [171]. r is assigned the
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approximated value of 5 𝜇𝑚 in the following study.
Under such configuration, the point ‘A’ provides a kinetically favorable nucleation site.

Figure 7.5:2 Configuration for austenite nucleation under dihedral angle at triple junction
forming only into liquid phase
A nucleus with a radius R, originated at point ‘A’, From the geometry in Figure 7.5:2:
𝛽
𝑟𝑆𝑖𝑛 ( ) = 𝑅⁄2 … (7.16)
2
Further considering the OAB triangle and the tangent drawn to the circle ‘r’ at point A;
B𝐴̂X =

𝛽
… (7.17)
2

AX is the tangent drawn to AB curve at point A. Nucleation events can be considered in a few
different geometrical shapes under the triple junction of two grains and the solid-liquid interface.
These different possible geometrical shapes may provide favorable ( or unfavorable) energetics
information of the nucleus for some, more than the others. Different situations are considered as
follows.
(1) Growth of nucleus only into the liquid with mechanical equilibrium only in the horizontal
direction with uniform thickness
(2) Growth of nucleus only into the liquid with mechanical equilibrium in both the horizontal and
vertical directions
(3) Growth of the nucleus into both liquid and solid with mechanical equilibrium only in the
horizontal direction with uniform thickness
(4) Growth of the nucleus into both liquid and solid with mechanical equilibrium in both the
horizontal and vertical directions
The γ nucleus development under each of these conditions at the triple junction are discuss in the
following sections.
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7.6
Nucleus Growth Only into Liquid with Radius R, with the
Constant Cross-Section and with Vertical Thickness ‘t’

A

R

t

Figure 7.6:1 Austenite nuclei with constant cross-sectional area with thickness ‘t’ at the
triple junction forming only into liquid phase
Austenite nuclei grows only into the liquid phase by using the delta ferrite groove as the substrate.
The cross-sectional area is constant in the vertical direction with thickness ‘t’. The spherical cap
follows the perimeter of the circle with radius R, with the centre at A. Equilibrium of interfacial
forces on the nuclei is not considered and allowed to take the shape in the groove.

The Gibbs free energy variation can be evaluated with the formation of the new volume respect to
R, and considering the formation and destruction of interfacial areas.

Surface area of the new nuclei can be obtained from Figure 7.5:2;
Surface Area= A-B curve + B-D-C curve + C-A curve+ top and bottom surface
𝛽
𝛽
𝑟 2 cos 2sin
1
𝛽 2
1 2
2
2] )
= (𝑟𝛽𝑡 + (2𝛼 + 𝛽)𝑅𝑡 + 𝑟𝛽𝑡) + 4 ([ ∗ (𝛼 + ) 𝑅 ] − [( 𝑟 𝛽)] − [
2
2
2
2
[
]
1
𝛽
𝑟2
= (2𝑟𝛽𝑡 + (2𝛼 + 𝛽)𝑅𝑡) + 4 ([ ∗ (𝛼 + ) 𝑅2 ] + [sin 𝛽 − 𝛽])
2
2
2
1
𝛽
𝑟2
Volume = 2𝑡 ([ ∗ (𝛼 + ) 𝑅2 ] + [sin 𝛽 − 𝛽])
2
2
2
Gibbs free energy barrier;
1
𝛽
𝑟2
𝑑𝐺 = 2𝑟𝛽𝑡(𝛾𝛾𝛿 −𝛾𝛿𝑙 ) + (2𝛼 + 𝛽)𝑅𝑡𝛾𝛾𝑙 + (4 ([ ∗ (𝛼 + ) 𝑅2 ] + [sin 𝛽 − 𝛽])) 𝛾𝛾𝑙
2
2
2
1
𝛽
𝑟2
+ (2𝑡 ([ ∗ (𝛼 + ) 𝑅2 ] + [sin 𝛽 − 𝛽])) ∗ ∆𝑔𝐿𝛾 . . . (7.18)
2
2
2
The thickness of the growing nuclei is numerically determined. The Gibbs energy barrier is
minimized when 𝑡 → 𝑅. Let 𝑡 = 𝑘1 𝑅

and let k1 have the following values: 𝑘1 =

0.25,05,0.75, 1 𝑎𝑛𝑑 1.25, at 1760 K and under the local equilibrium compositions in the liquid and
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ferrite, The Gibbs free energy barrier under the conditions in Equation (7.18) becomes:

Figure 7.6:2 Free energy under nucleation at varied thickness ‘t’ with constant cross-section
area for FCC in Fe-0.18C alloy
The dotted blue curve represents homogeneous austenite nucleation in the liquid phase. For 𝑘1 =
0.25 the barrier becomes the largest and decreases until 𝑘1 =1. The barrier is increased again for
𝑘1 > 1 .The lowest Gibbs energy barrier is still approximately 75% higher than the barrier in a
homogeneous nucleation mechanism. Despite the positive drive for nucleation from the surfaces
destroyed (liquid-ferrite) the geometrical configuration calculated in Section 7.6 is not particularly
more favorable than homogenous nucleation.

7.7
Nucleus Growth only into Liquid with Radius R, with the
Varying Cross-Section and with Vertical Thickness ‘t’
y

x

Figure 7.7:1 Austenite nuclei with varied cross-sectional area with thickness ‘t’ at the triple
junction forming only into liquid phase
Under the same conditions as in Section 7.6, the austenite nuclei develop with varying crosssectional area instead of the constant cross section, schematically given in Figure 7.7:1 . The
variation surface follows the equation.
𝑅𝑦 = √𝑅2 − 𝑦 2 .
y is the vertical distance varying from 0 to R such that 𝑅𝑦 = 𝑅 𝑎𝑡 𝑦 = 0 , 𝑅𝑦 = 0 𝑎𝑡 𝑦 = R and
𝑦; 0 ≤ 𝑦 ≤ R. y=0 is the horizontal symmetrical plane as in Figure 7.7:1.
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The volume and surface area can be calculated with the integration from 0 to R considering the
Figure 7.5:2;
𝑅
𝛽𝑦
1
𝑟2
Volume = 2 ∫ 2 ([ ∗ (𝛼 + ) 𝑅𝑦 2 ] + [sin 𝛽𝑦 − 𝛽𝑦 ]) 𝑑𝑦 = 𝑉1
2
2
2
0
𝑅

𝑅

Area AB = 4 ∫0 𝑟𝛽𝑦 𝑑𝑦 = 𝐴1 and Area BDC = 2 ∫0 (2𝛼 + 𝛽𝑦 )𝑅𝑦 𝑑𝑦 = 𝐴2
𝛽𝑦 and 𝑅𝑦 are functions of ‘y’ bounded by 𝑅𝑦 = √𝑅2 − 𝑦 2 .

𝑑𝐺 = 𝐴1 ∗ (𝛾𝛾𝛿 −𝛾𝛿𝑙 ) + (𝐴2 ∗ 𝑡𝛾𝛾𝑙 ) + +(𝑉1 ∗ ∆𝑔𝐿𝛾 ) … (7.19)
Equation (7.19) is numerically solved with varying R under the same conditions at 1760 K. The
vertical cross sections varies with R. The integration areas 𝐴1 , 𝐴2 and the volume element 𝑉1 is
numerically calculated with small increments of ∆𝑦 for R incrementing at ∆𝑟.
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Free energy drive, surface area , 𝛽 ,r and other
thermodynamic parameters are determined for the
given temperature and composition

R=0 and incremented by ∆𝑟

y=0 and incremented by ∆𝑦

𝑅′ is calculated for 𝑦, for
𝑅′ 𝑓(𝑅, 𝑦)

𝛽 and other geometrical
parameters function of R

surface elements
𝐴𝑖 = 𝐴𝑖 + ∆𝑎𝑖
volume elements
𝑉𝑖 = 𝑉𝑖 + ∆𝑣𝑖
𝑦 = 𝑦 + ∆𝑦

Gibbs free energy 𝐺 = 𝐺 + ∆𝑔

𝑅 = 𝑅 + ∆𝑟

Results
Figure 7.7:2 Matlab calculation process for development of a nuclease
𝐴𝑖 is cross section for i=1,2 and is the volume 𝑉𝑖 element for i=1 for the Section 7.7 in the above
flow chart of calculations. Even though the integration for 𝐴1 , 𝐴2 and 𝑉1 are simpler, those could be
complicated for complex area and volume elements in advanced geometries in following sections.
So, Gibbs free energy for all the geometrical models with varying cross-sectional area is processed
according the following flow chart. ∆𝑦 is taken 1/100th each R.
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The Gibbs energy barrier calculated with the expression in the Equation (7.19):

Figure 7.7:3 Free energy under nucleation at varied cross-section area for FCC in Fe-0.18C
alloy
The free energy in the developing nucleus is calculated with Equation (7.19) under the numerical
process outline in the above flow chart. The Gibbs energy barrier reduces with the partially curved
surfaces respect to Section 7.6, but is still 37.5% higher than in the homogeneous configuration.

7.8
Nucleus Growth only into Liquid with Radius R, with the
Constant Cross-Section and with Vertical Thickness‘t,’
Maintaining the Equilibrium at the Horizontal Plane
In Sections 7.6 and 7.7, equilibrium was not considered at the point ‘B’ in Figure 7.8:1. The
schematic of the developing nuclei is same as given in Figure 7.5:2 but surface tensions 𝛾𝛾𝛿 , 𝛾𝐿𝛿 and
𝛾𝛾𝐿 equilibrium along the xx-axis is considered. The resultant force alone the yy-axis is effectively
cut off by the symmetrical half along the O𝑋1 axis. ‘b’ is the angle measured anticlockwise from
the xx-axis and 𝛾𝐿𝛿 surface tension. ‘a’ and ‘c’ are measured in the clockwise direction respectively
from the yy and xx axes for surface tensions 𝛾𝛾𝛿 (a) and 𝛾𝛾𝐿 (c). The yy-axis (vertical axis) intersects
the horizontal axis 𝑂𝑋1 at E.
The surface tensions of 𝛾𝐿𝛿 and 𝛾𝛾𝛿 are the tangents drawn to the ferrite grain curve of radius ‘r’ at
point B. Thus, the action line overlaps with each other, but in opposite directions. The point ‘L’ is
the intersection of the tension 𝛾𝛾𝛿 with the O𝑋1 axis. The same action line intersects a vertical axis
(parallel to yy-axis) at point D forming a clockwise angle 𝑘3 . B𝑂ℎ is the line drawn perpendicular
to 𝛾𝛾𝐿 , such that 𝑟ℎ = B𝑂ℎ = 𝑂ℎ 𝑋1 . O is the triple point of two ferrite grains and liquid phase. G
is the center of the curve ‘r’.
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Figure 7.8:1 FCC nuclei forming into liquid phase under equilibrium at FCC, BCC, and
liquid triple point on the horizontal plane with constant cross section
Mechanical equilibrium in the xx- direction;
−𝛾𝛾𝛿 sin(a) + 𝛾𝐿𝛿 cos(𝑏) + 𝛾𝛾𝐿 cos(𝑐)= 0 but 𝛾𝛾𝛿 and 𝛾𝐿𝛿 are the tangents drawn to ‘r’ curvature
at the same point B, thus should be on the same line. a =

𝜋
2

−𝑏

cos(𝑏)[𝛾𝐿𝛿 −𝛾𝛾𝛿 ] + 𝛾𝛾𝐿 cos(𝑐) = 0 … . . (7.20)
And also, from geometry, 𝑏 = 𝛽 + 𝛼 … . (7.21)
By Equations (7.20) and (7.21), the angles a,b,c angles can be found. By using the typical interfacial
values, the values of these angles are:
c = 43.70 , 𝑏 = 30.90 𝑎𝑛𝑑 𝑎 = 59.10

By deriving equivalent lengths for BE;
𝑟ℎ𝑣

𝛽
𝑅𝑠𝑖𝑛 (𝛼 + ⁄2)
=
… (7.22)
cos(𝑐)
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The total horizontal cross-sectional area,
𝐴𝑡𝑜𝑡𝑎𝑙 = 0B𝑋1 EO = 0BLO + LB𝑋1 EL
The surface area OBLO;
𝑋1 = 𝑂𝐵𝐸∆ − (𝐺𝑂𝐵, 𝑐𝑢𝑟𝑣𝑒 − ∆𝐺𝑂𝐵) − (∆𝐵𝐿𝐸)
1
1
1
𝛽
𝛽
𝛽
𝑋1 = ( 𝑅2 𝑠𝑖𝑛 (𝛼 + ⁄2) 𝑐𝑜𝑠 (𝛼 + ⁄2)) − (( 𝛽𝑟 2 ) − ( 𝑅𝑟𝑐𝑜𝑠 ( ⁄2)))
2
2
2
1
1
𝛽
− (( 𝛽𝑟 2 ) − ( 𝑅𝑟𝑐𝑜𝑠 ( ⁄2))) … (7.23)
2
2
The points of L and 𝑂ℎ depends on the BL and 𝐵𝑂ℎ lines intersection points on O𝑋1 on EL > 𝐸𝑂𝐻
, EL < 𝐸𝑂𝐻 or EL = 𝐸𝑂𝐻
𝛽
𝐸𝐿 = 𝑅𝑠𝑖𝑛 (𝛼 + ⁄2) tan(𝑐)
𝛽
𝐸𝑂𝐻 = 𝑅𝑠𝑖𝑛 (𝛼 + ⁄2) tan(𝑘3 )
Where, a =

𝜋
2

− 𝑏 = 𝑘3

Case 1: EL>𝐸𝑂𝐻
𝜋
2
𝐴𝑡𝑜𝑡𝑎𝑙 = 1⁄2 𝑟ℎ𝑣
( − 𝑐)
2
1
𝛽
𝛽
+ ( 𝑅𝑠𝑖𝑛 (𝛼 + ⁄2) [(𝑅𝑠𝑖𝑛 (𝛼 + ⁄2) tan(𝑘3 ))
2
𝛽
− (𝑅𝑠𝑖𝑛 (𝛼 + ⁄2) tan(𝑐))]) + X1
2
𝜋
1
𝛽
2
𝐴𝑡𝑜𝑡𝑎𝑙 = 1⁄2 𝑟ℎ𝑣
( − 𝑐) + ( [𝑅𝑠𝑖𝑛 (𝛼 + ⁄2)] [(tan(𝑘3 )) − (tan(𝑐))]) + X1
2
2

Case 2: EL = 𝐸𝑂𝐻
𝜋
2
𝐴𝑡𝑜𝑡𝑎𝑙 = 1⁄2 𝑟ℎ𝑣
( − 𝑐) + X1
2
Case 3: EL < 𝐸𝑂𝐻
𝜋
2
𝐴𝑡𝑜𝑡𝑎𝑙 = 1⁄2 𝑟ℎ𝑣
( − 𝑐)
2
+ ((𝑋1)
1
𝛽
𝛽
− ( 𝑅𝑠𝑖𝑛 (𝛼 + ⁄2) [(𝑅𝑠𝑖𝑛 (𝛼 + ⁄2) tan(𝑘3 ))
2
𝛽
− (𝑅𝑠𝑖𝑛 (𝛼 + ⁄2) tan(𝑐))]))
2
𝜋
1
𝛽
2
𝐴𝑡𝑜𝑡𝑎𝑙 = 1⁄2 𝑟ℎ𝑣
( − 𝑐) + ((𝑋1) − ( [𝑅𝑠𝑖𝑛 (𝛼 + ⁄2)] [(tan(𝑘3 )) − (tan(𝑐))]))
2
2

For Case 1,2 and 3, X1 is the same given in Equation (7.23)
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Gibbs free energy variation:

𝑑𝐺 = [𝐴1 ∗ (𝛾𝛾𝛿 −𝛾𝛿𝑙 )] + (𝐴2 ∗ 𝛾𝛾𝑙 ) + (4𝐴𝑡𝑜𝑡𝑎𝑙 𝛾𝛾𝑙 ) + (2𝐴𝑡𝑜𝑡𝑎𝑙 𝑡 ∗ ∆𝑔𝐿𝛾 ) … … (7.24)
Surface area between ferrite and austenite 𝐴1 = 𝑟𝛽 ∗ 2𝑡
𝜋

Surface area between liquid and austenite 𝐴2 = 𝑟ℎ𝑣 ∗ ( − 𝑎) 𝑡 𝑟ℎ𝑣 is given in Equation (7.22). 𝛼
2

and 𝛽 can be found from Equations (7.15) and (7.16) respectively.
Numerically solving with respect to R with increments of ∆R. Let 𝑡 = 𝑘1 𝑅 at 1760 K and under
the local equilibrium compositions in the liquid and ferrite. From the Equation (7.24);

Figure 7.8:2 Free energy for FCC nucleation under equilibrium at FCC,BCC, liquid triple
point with constant cross sectional area for in Fe-0.18C alloy
Gibbs free energy of austenite nucleation is calculated with 𝑡 = 𝑘1 𝑅 and for 𝑘1 =
0.25,05,0.75, 1 𝑎𝑛𝑑 1.25 at 1760K in Figure 7.8:2. From 𝑘1 = 0 to 𝑘1 =0.7 the energy barrier
decreases. At 𝑘1 = 0.75 the free energy barrier is increased approximately 15.37% compared to
homogeneous nucleation process. The barrier seems to increase again for 𝑘1 > 0.75.
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7.9
Nucleus Growth only into Liquid with Radius R, with the
Varying Cross-Section and with Vertical Thickness ‘t’,
Maintaining the Equilibrium at Both Horizontal and Vertical
Planes

Figure 7.9:1 FCC nuclei developing into liquid phase under interfacial equilibrium with
varying cross sectional area
Constant cross-sectional growth along the y-axis is considered in the previous section. Present
section considers the varying cross-sectional area along the vertical axis-y as in Figure 7.9:1. The
cross section area on y=0 plain is same as in Figure 7.8:1. According to the Figure 7.9:1, if solidliquid interface is perfectly vertical, the action lines of 𝛾𝛾𝛿 and 𝛾𝐿𝛿 coincide with each other along
the y-axis. The only condition for the nucleus to be in mechanical equilibrium horizontally is, 𝛾𝛾𝐿 ∗
sin(𝜔) = 0 but 𝛾𝛾𝐿 ≠ 0 𝑎𝑛𝑑 𝜔 ≠ 0 . The criterion constrains any possibilities for the nucleus
having mechanical equilibrium at point W along the x-axis. The other possible way for point W to
be in equilibrium is if the interface is not perfectly vertical and deformed in a way that the resultant
forces of 𝛾𝛾𝛿 and 𝛾𝐿𝛿 has a non-zero fraction of force along the x-axis in the negative direction. At
this point, we can only assume 𝜔 will be re-adjusted in a range of 0 > 𝜔 > 𝜋 when either of
both 𝛾𝛾𝛿 and 𝛾𝐿𝛿 are not vertical. Let the horizontal distance X, depends on the y distance by the
function 𝑓1 (𝑦) which intersects x-axis at 𝑋1 .The horizontal plain maintain the equilibrium at point
B as discussed in Section 7.8. Following the geometry in Figure 7.8:1
𝑂𝑋1 = 𝑂𝐸 + 𝐸𝑋1 = 𝑂𝐸 + (𝐿𝑋1 − 𝐿𝐸)
𝛽
𝑋1 = 𝑅𝑐𝑜𝑠 (𝛼 + ⁄2) + ((𝑟ℎ ) − (𝑟ℎ sin(𝑘3 ))) , 𝑟ℎ =

𝛽
𝑅𝑠𝑖𝑛(𝛼+ ⁄2)
(from
cos(𝑐)

Section 7.8, Equation

7.22).
Further, the surface of the curvature cap should satisfy the following conditions: at 𝑦 = 𝑦0 : 𝑦0 >
0 , 𝑥 = 0 . And at point W; the tangent is,

𝑑𝑥

𝜋

𝑑𝑦 𝑦=𝑦

0

= tan( − 𝜔). And at 𝑦 = 0, 𝑥 = 𝑋1 .Under
2

the conditions 𝑓1 (𝑦) can take many forms and just a simple possible way for the second polynomial
as the function of y; 𝑓1(𝑦) = 𝑋 = 𝐴𝑦 2 + 𝐵𝑦 + 𝐶 .
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𝜋
2

(𝑦0 tan( −𝜔))+(𝑋1 )

Where, =

𝑦0 2

𝜋
2

𝜋

𝑦0 (tan( −𝜔))+(𝑋1 )

2

𝑦0

, 𝐵 = tan( − 𝜔) − 2[

] and 𝐶 = 𝑦0 .

Gibbs free energy variation can be defined;
𝑑𝐺 = [𝐴1′ ∗ (𝛾𝛾𝛿 −𝛾𝛿𝑙 )] + (𝐴′2 ∗ 𝛾𝛾𝑙 ) + (2𝑉1′ ∗ ∆𝑔𝐿𝛾 ) … (7.25)
𝑅 𝐴1

𝐴1′ = ∫0

𝑡

𝑅 𝐴2

𝑑𝑦 and 𝐴′2 = ∫0

𝑡

𝑅

𝑑𝑦 𝑉1′ = ∫0 𝐴𝑡𝑜𝑡𝑎𝑙 𝑑𝑦 . 𝐴1 , 𝐴2 and 𝐴𝑡𝑜𝑡𝑎𝑙 definitions are same as

in Section 7.8. For given value R, the horizontal distance for y values given by 𝑓1(𝑦) . Thus the same
simulation process illustrated in the flow chart in Section 7.7 is employed to numerically evaluate
𝐴1′ , 𝐴′2 and 𝑉1′ . The Gibbs free energy variation for 𝜔 = 300 , 600 , 900 , 1200 𝑎𝑛𝑑 1500 and taking
𝑦0 = 𝑅 at 1760 K is given in the following Figure 7.9:2.

Figure 7.9:2 Free energy for FCC nucleation under equilibrium at FCC,BCC, liquid triple
point with varied cross section area for in Fe-0.18C alloy
At 𝜔 = 300 , 600 angles, the Gibbs free energy barrier becomes much more favorable than the
homogenize nucleation event. When the angle increases, the barrier also seems to increase.
However, the calculation is carried under the assumption that the equilibrium at vertical axis y, is
possible such that the vertical grain grove would accommodate interfacial equilibrium in horizontal
plain at point W. For 𝜔 = 300 , the reduction of the free energy barrier is approximately 87.5% from
the homogeneous configuration.

7.10 Nucleus Growth into both Liquid and Ferrite with Radius
R, with a Constant Cross-Section in the Vertical Direction and with
Thickness ‘t’, Maintaining Equilibrium at all Horizontal Points
The discussion so far has been limited for austenite nuclei growth only into liquid phase.
Thermodynamically it is possible to the cluster to grow simultaneously into both ferrite and liquid
wrapping its newly forming volume around the destroying ferrite-liquid and ferrite-ferrite interfaces.
The Figure 7.10:1 schematically represents the top view of the growing nuclei simultaneously into
both liquid and δ at the triple junction. Application of the interfacial energies of the same
configuration is given by Figure 7.10:2.
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Figure 7.10:1 The top view of γ nuclei growing at the triple junction into both δ and liquid
phases
Interfacial equilibrium should be maintained at both points of A and B. Equilibrium at point A
discussed in Section 7.3 and for 𝛾𝛿𝛿 = 0.35𝐽/𝑚^2, 𝜑 = 72.800 . BD is the perpendicular line
drawn to the interface tension of 𝛾𝛾𝛿 at point B (Figure 7.10:2). Then 𝑅′ is a heterogeneous radius
for AJB curve. JD is the vertical line through the triple point ‘O’. 𝑘2 is the angle formed at point D
by intersecting lines OD and BD. However, the equilibrium at point B needs to be re-evaluated as
the developing nuclei into solid creates a different geometry. BJ is a line drawn parallel to the xaxis and BE to the y-axis. AOE is the horizontal symmetrical axis. Considering BJD triangle, 𝑅′ can
be found by R:
2
𝛽
𝛽 2
[𝑅′ sin(𝜑) + 𝑅𝑠𝑖𝑛 (𝛼 + ⁄2)] + 𝑅𝑐𝑜𝑠 (𝛼 + ⁄2) − 𝑅′2 = 0 for 𝑅′ > 0

and considering the same triangle DJB;
𝛽
𝑅𝑐𝑜𝑠(𝛼+ ⁄2)
)
𝑅′

𝑘2 = sin−1 (
Let, 𝑘3 =

𝜋
2

for 𝑅′ > 0.

− 𝑏̂.

It is now possible to consider the equilibrium at point B following Figure 7.10:2.
𝑘2 is a very small angle, which varies approximately around 3.50 with R varying from zero to
1 ∗ 10−7 𝑚.

210

Figure 7.10:2 FCC nuclei forming into liquid and BCC phase under equilibrium interfacial
equilibrium
The configurations defined in Section 7.8, Figure 7.8:1 has the same meaning in Figure 7.10:2
except for the following: The angle ‘a’ is the anticlockwise angle between the yy-axis and 𝛾𝛾𝛿
tension. Let the point P be 𝑅′ intersecting the x-axis, point L is the action line of 𝛾𝐿𝛿 intersecting xaxis and 𝑂ℎ is the point where the perpendicular line is drawn to 𝛾𝛾𝐿 intersecting the x-axis. So 𝛾𝛾𝛿
is the tangent drawn to the curve defined by 𝑅′ ,𝛾𝐿𝛿 is the tangent drawn to the curve defined by r
and 𝛾𝛾𝐿 is the tangent to the curve with radius 𝑟ℎ , at point B.
BD is drawn perpendicular to the tangent 𝛾𝛾𝛿 , 𝑎̂ = 𝜋⁄2 − 𝑘2 . 𝑎̂ is depends 𝜑 connecting through
𝑘2 . 𝑏̂ due to the initial groove geometry becomes
𝛽
𝛽
𝑏̂ = (𝛼 + ⁄2) + ⁄2 = 𝛼 + 𝛽
Now considering the equilibrium on the xx-axis; −𝛾𝛾𝛿 sin(𝑎̂) + 𝛾𝐿𝛿 cos(𝑏̂) + 𝛾𝛾𝐿 cos(𝑐̂ )= 0, 𝑐̂ can
be calculated.
𝑟ℎ can be defined as before, 𝑟ℎ =

𝛽
𝑅𝑠𝑖𝑛(𝛼+ ⁄2)
. 𝑟ℎ
cos(𝑐)

varies from 1 ∗ 10−9 to 1 ∗ 10−7 m approximately

when the R varies from zero to 1 ∗ 10−6 𝑚, respectively. With the geometry defined, the developing
nuclei dimensions can be obtained. For constant cross-sectional area of ‘t’.

Following the Figures 7.10:1 and 7.10:2,
Delta-delta grain boundary of AO destroys, thus; 𝐴1 = 𝑅′ cos(𝜑)𝑡
Liquid-delta surface destroys, 𝐴2 = (𝑂𝐵 + 𝑂𝐹) ∗ 𝑡 = 2𝑟𝛽𝑡
New surfaces creating austenite-ferrite, 𝐴3 = (𝐴𝐻𝐵 ∗ 2) ∗ 𝑡 = 2𝑅′ ((𝜋⁄2 − 𝜑) + 𝑘2 )𝑡
New surfaces creating austenite-liquid, 𝐴4 = (𝐵𝑋1 ∗ 2) ∗ 𝑡 = 2𝑟ℎ (𝜋⁄2 − 𝑐)𝑡
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The top and bottom surfaces creating with austenite and ferrite will define in terms of the volume
element in following section. Amount of volume transformed in delta-ferrite into austenite under a
given ‘R’ and ‘t’;
Volume transformed from delta ferrite, following the Figures 7.10:1 and 7.10:2,
𝑉1

= AHBOA ∗ t
= 2t(DAHBPD − AOPDA − (OBLO − PLB))

The curve OBLO is the dashed area in Figure 7.10:2.
X1= OBLO = 𝑂𝐵𝐸 − (𝐺𝑂𝐵, 𝑐𝑢𝑟𝑣𝑒 − ∆𝐺𝑂𝐵) − (∆𝐵𝐿𝐸)
1
1
1
𝛽
𝛽
𝛽
𝑋1 = OBLO = ( 𝑅2 𝑠𝑖𝑛 (𝛼 + ⁄2) 𝑐𝑜𝑠 (𝛼 + ⁄2)) − (( 𝛽𝑟 2 ) − ( 𝑅𝑟𝑐𝑜𝑠 ( ⁄2)))
2
2
2
1
𝛽
− ( 𝑅2 𝑠𝑖𝑛2 (𝛼 + ⁄2) tan(𝑘3 ))
2
X2= 𝑃𝐿𝐵∆ =

1
2

𝛽
∗ (𝑅2 𝑠𝑖𝑛2 (𝛼 + ⁄2)) (tan(𝑘2 ) − tan(𝑘3 ))

Then the complete volume;

Let the volume growing into liquid be 𝑉2 , but varying depending on the distances of EL and 𝐸𝑂𝐻 .
𝛽
𝛽
𝐸𝐿 = 𝑅𝑠𝑖𝑛 (𝛼 + ⁄2) tan(𝑐) and 𝐸𝑂𝐻 = 𝑅𝑠𝑖𝑛 (𝛼 + ⁄2) tan(𝑘3 )
Case 1; EL>𝐸𝑂𝐻
𝑉2
𝜋
= 1⁄2 𝑟ℎ2 ( − 𝑐)
𝑡
2
1
𝛽
𝛽
+ ( 𝑅𝑠𝑖𝑛 (𝛼 + ⁄2) [(𝑅𝑠𝑖𝑛 (𝛼 + ⁄2) tan(𝑘3 ))
2
𝛽
− (𝑅𝑠𝑖𝑛 (𝛼 + ⁄2) tan(𝑐))]) + 𝑋1
Case 2; EL = 𝐸𝑂𝐻
𝑉2
𝜋
= 1⁄2 𝑟ℎ2 ( − 𝑐) + 𝑋1
𝑡
2
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Case 3; EL < 𝐸𝑂𝐻 following Figure 7.10:3 is used for the calculations.
The area enclosed by NB curve and NB straight line dashed in red;
𝑌1 = ∆𝑂ℎ BL – (𝑂ℎ 𝑁𝐵𝐿𝑂ℎ )
𝑌1 = ∆𝑂ℎ BL – [X1- (∆𝑂𝑂ℎ 𝑀 + ∆𝑂ℎ 𝑀𝑁)]
It

is

assumed

that

OMN𝑂ℎ O

area

approximated

to

be

contained

with

two

triangles, ∆𝑂𝑂ℎ 𝑀 𝑎𝑛𝑑 ∆𝑂ℎ 𝑀𝑁

Figure 7.10:3 FCC nuclei forming into liquid and BCC phase under equilibrium at FCC,
BCC, Liquid triple point on horizontal plain with constant cross section for EL< EO_H
1

1

2

2

∆𝑂ℎ BL = *𝑂ℎ 𝐿 ∗ 𝐸𝐵 =

∗ [𝑟ℎ cos(c) ((tan(𝑐)) − (tan(𝑘3 )))] ∗ 𝑟ℎ cos(𝑐)

1

1

2

2

∆𝑂𝑂ℎ 𝑀 = *𝑂𝑂ℎ ∗ 𝑀𝑂ℎ =

𝛽
𝛽
∗ [𝑅𝑐𝑜𝑠 (𝛼 + ⁄2) − 𝑟ℎ sin(𝑐)] ∗ [𝑅𝑐𝑜𝑠 (𝛼 + ⁄2) −

𝑟ℎ sin(𝑐)] tan(𝛼)
2

∆𝑂𝑂ℎ 𝑀 =

1
𝛽
∗ [[𝑅𝑐𝑜𝑠 (𝛼 + ⁄2) − 𝑟ℎ sin(𝑐)]] tan(𝛼)
2

For an infinitesimal distance between M and N is taken on same horizontal level.
1
1
𝛽
𝛽
∆𝑂ℎ 𝑀𝑁 = *𝑀𝑂ℎ ∗ 𝑀𝑁 = ∗ [𝑅𝑐𝑜𝑠 (𝛼 + ⁄2) − 𝑟ℎ sin(𝑐)] tan(𝛼) ∗ [𝑅𝑐𝑜𝑠 (𝛼 + ⁄2) −
2
2

𝑟ℎ sin(𝑐)] tan(𝛼) tan(𝑐)
∆𝑂ℎ 𝑀𝑁 =

1
𝛽
∗ [[𝑅𝑐𝑜𝑠 (𝛼 + ⁄2) − 𝑟ℎ sin(𝑐)]]2 tan(𝛼)tan(𝑐)
2

𝑌1 can be derived. Then the volume transferred to austenite from liquid 𝑉2 ;
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2

𝑉2
𝜋
1
𝛽
= 1⁄2 𝑟ℎ2 ( − 𝑐) − [Y1] + [ ∗ [[𝑅𝑐𝑜𝑠 (𝛼 + ⁄2) − 𝑟ℎ sin(𝑐)]] tan(𝛼)]
𝑡
2
2
2

1
𝛽
+ [ ∗ [[𝑅𝑐𝑜𝑠 (𝛼 + ⁄2) − 𝑟ℎ sin(𝑐)]] tan(𝛼) tan(𝑐)]
2
The free energy variation thus becomes.

𝑉2 𝑉1
𝑑𝐺 = (𝐴3 ∗ 𝛾𝛾𝛿 ) + (𝐴4 ∗ 𝛾𝛾𝑙 ) + (4 ∗ ( + ) ∗ 𝛾𝛾𝛿 ) − (𝐴1 ∗ 𝛾𝛿𝛿 ) − (𝐴2 ∗ 𝑡𝛾𝛾𝑙 )
𝑡
𝑡
+ (2𝑉2 ∗ ∆𝑔𝐿𝛾 ) + (2𝑉1 ∗ ∆𝑔𝛿𝛾 ) … … (7.26)
Let 𝑡 = 𝑘1 𝑅 and let k1 have the values: 𝑘1 = 0.25,05,0.75, 1 𝑎𝑛𝑑 1.25, at 1760 K and under the
local equilibrium compositions in the liquid and ferrite, The Gibbs free energy barrier under the
conditions in Equation (7.26) becomes:

Figure 7.10:4 Free energy barrier for FCC nuclei forming into both liquid and BCC phase
under equilibrium at FCC, BCC, liquid triple point on the horizontal plane with constant
cross-section in Fe-0.18C alloy
This particular geometrical configuration provides the most favorable nucleation conditions
assessed so far. In fact, the Gibbs energy barrier reduces 64 % from the barrier calculated for
homogeneous nucleation in Liquid phase. The critical radius is also significantly reduced to
1.25∗ 10−7 𝑚 . The barrier reduces form t=0.25R to 0.5R, and then increases again for t > 0.5R.
Except for geometry, the main additional driving effect for nucleation is provided by the favorable
energy added from the destroying interfaces. Because the interfacial energy of δ-δ grains boundaries
are respectively high, their destruction makes a significant contribution to lowering the Gibbs energy
barrier.
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7.11 Nucleus Growth into both Liquid and Ferrite with Radius
R, with the Varying Cross-Section in Vertical Thickness ‘t’,
Maintaining the Equilibrium at all Horizontal Point
The configuration of the geometrical elements remains the same as in Section 7.10, but the crosssectional area varies in the vertical direction in a similar way as discussed in Section 7.7. Along the
y-axis the radius R, varies 𝑅𝑦 = √𝑅2 − 𝑦 2 . y varies from zero to R (𝑦; 0 ≤ 𝑦 ≤ R) and 𝑅𝑦 =
𝑅 𝑎𝑡 𝑦 = 0. y=0 is the horizontal symmetrical plane. The geometrical parameters can be evaluated
under these assumptions.
𝑅

𝐴′𝑖 = ∫0 𝐴𝑖 𝑑𝑦 and 𝑖 = 1,2,3,4. For the volume elements

𝑅 𝑉𝑖

𝑉𝑖′ = ∫0

𝑡

𝑑𝑦 for 𝑖 = 1,2. The area

and volume elements represent by 𝐴𝑖 and 𝑉𝑖 remains the same as in section 7.10.
The Gibbs free energy variation becomes;

𝑑𝐺 = (𝐴′3 ∗ 𝛾𝛾𝛿 ) + (𝐴′4 ∗ 𝛾𝛾𝑙 ) − (𝐴1′ ∗ 𝛾𝛿𝛿 ) − (𝐴′2 𝛾𝛿𝑙 ) + (2𝑉2′ ∗ ∆𝑔𝐿𝛾 )
+ (2𝑉1′ ∗ ∆𝑔𝛿𝛾 ) … … (7.27)
Gibbs free energy variation of the γ nuclease simultaneously developing into the δ and liquid phases
at the triple junction of δ-δ-liquid given by the expression (7.27):

Figure 7.11:1 Free Energy barrier FCC nuclei forming into liquid and BCC phase under
equilibrium at FCC, BCC, Liquid triple point on horizontal plain with varied cross-section
in Fe-0.18C alloy
The geometrical parameters 𝐴′𝑖 s and 𝑉𝑖′ s are calculated by the same process as explained in the flow
chart in Section 7.7. ∆𝑦 is taken as 1/100 of R. Under the same transformation conditions at 1760
K, the free energy variation is given in Figure 7.11:1. The spherical varying vertical cross section
creates much less surface area compared to that calculated in Section 7.10. Consequently, The Gibbs
energy barrier further reduces to 2.7533 ∗ 10−14 J, which is a 96% reduction form the homogenous
CNT barrier in Liquid phase.
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7.12

Summery and Conclusions

Possible geometrical configurations were considered for nuclei developing at a triple junction, δgrain boundary and in the solid and liquid phases respectively, including the possibility of the nuclei
growing simultaneously into two different parent phases. Different interfacial equilibrium
conditions were also considered.

For each geometrical configuration a computational program (MatLab) is develop and the Fe0.18wt%C peritectic systems is considered. Figure 7.12:1 illustrates the lowest Gibbs energy barrier
calculated in Sections 7.3, 7.4 and 7.6 to 7.11.
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Figure 7.12:1 Gibbs free energy barrier under different geometrical configurations for
peritectic nucleation in Fe Fe-0.18C alloy (Legend numbers refers to the sections in the
chapter)
The barrier to heterogeneous nucleation in liquid phase remains almost the same as the
homogeneous energy barrier but heterogeneous nucleation in the ferrite phase reduces the barrier
by13.75% (Figure 7.2:2 (b)). Delta-ferrite Grain boundary nucleation, calculated in Section 7.3 also
provides a significantly reduced saddle point, 37.5% lower than the homogeneous nucleation barrier
in δ. The Gibbs energy barrier calculated in Section 7.4, simultaneous growth of austenite into both
the liquid and ferrite phases at the solid-liquid interface is reduced by 16.2% and 12.9% with respect
216

to homogenous nucleation under the same conditions in δ and liquid phases.

Austenite nucleation at the triple junction of two ferrite grains at the liquid interface, but growing
only into the liquid phase was discussed from Sections 7.6 to 7.9. The nucleus was considered to
develop into the liquid phase only, under different equilibrium conditions. The following free energy
variations are given with respect to the energy barrier for homogenous nucleation in liquid phase.
Without considering mechanical equilibrium in any plane; the energy barrier is increased by 75%
and 37.5 % for nuclei developing vertically with a constant cross section area and a varying cross
section area respectively. With a constant cross section but maintaining equilibrium only at the
horizontal plane increases the barrier by only 15.37%. However a nucleus maintaining an interfacial
equilibrium in both the horizontal and vertical planes has the possibility of reducing the energy
barrier by 87.5% with the nucleus growing in the direction of the vertical axis of a δ-δ grain groove.

The growth of nuclei at the triple junction (two ferrite grains and liquid interface) developing
simultaneously into both liquid and delta-ferrite parent phases was considered in Sections 7.10 and
7.11. A growing nucleus destroys the ferrite grain boundaries as well as the solid-liquid interfaces
and the process significantly encourages nucleation. A nucleus with a constant cross section reduces
the Gibbs energy barrier by 64% and when it has concaving vertical surfaces, it reduces the barrier
further down to 96% with respect to homogenous energy barrier in Liquid phase. Hence, the most
favorable geometrical configuration for austenite to nucleate in the Fe-C peritectic system is when
the incipient nucleus form at the ferrite-ferrite-liquid triple junction and when the embryonic nucleus
grows into both parent phases.
The present study reveals that the triple junction, δ-grain boundary and independent or simultaneous
growth of nuclei into both parent phases, do not provide a significant barrier to the nucleation event.
The important conclusion is that the experimentally observed suppression of the peritectic
nucleation in Fe-C peritectic alloy cannot be explained by merely considering geometrical
configurations. However, the most favorable geometric configuration, providing the lowest energy
barrier, is when the embryonic nucleus grows simultaneously into both parent phases by maintaining
interfacial equilibrium.
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Chapter 8
8.1
Development of a Transient Nucleation Model (TNM) in the
Presence of a Solute Gradient
8.1.1

Introduction

The main objective of the current research project is to identify and quantify the scientific principles
underpinning poor product quality of steel of near-peritectic composition. There seems to be a
general agreement, as mentioned in the introduction, that the root cause of these defects is associated
with the rapid transformation of delta-ferrite to austenite, which is a result of the suppression of
austenite nucleation events at the high cooling rates experienced in the course of continuous casting
practice. However, the reasons why these nucleation events are constrained have neither been fully
elucidated, nor quantified. Griesser[8] proposed that the flux of solute atoms through an embryonic
nucleus interferes with nucleation events and that this interference creates an additional free energy
barrier that has to be overcome before a nucleus can grow to a critical size. He made a significant
contribution by providing convincing experimental evidence that the flux of solute atoms interferes
with nucleation events[8, 13]. He provided a satisfactory explanation of the concepts he introduced,
by contrasting the nucleation of austenite in Fe-C alloys, which are governed by diffusion of
interstitial solute atoms, to those in Fe-Ni alloys that are governed by the diffusion of substitutional
solute atoms. However, he has not fully quantified his model and he has not taken into account of
the depletion of solute composition in the vicinity of the of the nucleus nor the possibility that
geometrical configurations of the nucleation site might have a determining influence on the
magnitude of the energy barrier and the resulting nucleation kinetics. The present project is aimed
at resolving some of these outstanding questions by investigating the nucleation events from the
viewpoint of fundamental thermodynamics and systematically developing a novel model.

Chapters 6 and 7 were devoted to a discussion of the geometrical configurations and other possible
nucleation modes for the nucleation of a peritectic phase. Yet, current theoretical understanding
cannot adequately explain the observed constrained nucleation of the peritectic phase in an Fe-C
alloy of peritectic composition (Fe-0.18wt%C). Equally troublesome is the inability to explain the
major differences with respect to nucleation, between the Fe-C peritectic and the Fe-Ni peritectic
(Fe-4.2wt%Ni), given that nucleation occurs under approximately the same thermodynamic
conditions. By building on the pioneering work of Griesser[8], Matson[146] and the earlier work of
Russel[22, 140] and Fisher et al.[126], an attempt is made in this chapter to provide a credible
theoretical explanation of the underpinning reasons resulting in constrained nucleation in Fe-C and
Fe-Ni alloys of near-peritectic composition.

The point of departure for the present analysis is the theoretical development by K.C Russell[22] of
the incubation time required for nucleation to occur in condensed systems, as outlined in Chapter
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6.2.4. Russel[22] concluded that lag-time is governed by the jump frequency of atoms from the
matrix into a ‘shell’, a volume surrounding an incipient nucleus, and not from the ‘shell’ into the
nucleus. Russell treats the bulk matrix and the surrounding volume in the near-vicinity of a nucleus
(the ‘shell’) separately and hence, a shell volume can be defined. This concept has been followed in
the present analysis, implying that the shell volume, a volume in which an embryonic nucleus grow,
acts as a ‘womb’ for the embryonic nucleus. The lag-time calculations can then be applied for
infinitesimal time-steps in order to assess the progress of an embryonic nucleus developing within
the ‘shell’.

Introduction of the numerical model considers a nucleation event at a solid/liquid interface. Under
non-equilibrium conditions, the interface is undercooled and advancing. In the initial stages of the
analysis, homogenous nucleation from a single-phase is considered such that nucleation is located
to the right side (for a δ/l interface advancing from right to left), next to the advancing interface
boundary as illustrated in Figure 8.1:1. The left side of the shell volume represents the interface,
and under the non-equilibrium conditions defined in Section 8.2.1 (an example is shown in Figure
8.3:1), the boundary is assumed to be an ‘insulator’, which does not allow the passage of mass and
energy.
Figure 8.1:1 illustrates the position of the ‘shell’ with respect to the ‘insulated’ interphase boundary
as well as the free-energy distribution with respect to the centre of the embryonic nucleus.

Figure 8.1:1 Free energy barrier and the random walk distance for the formation of a
critical nucleus
The incubation time for a nucleation event is calculated by the random walk distance(δ) from 𝑅ℎ1
to 𝑅ℎ2 in a zero-gradient energy field at ∆𝐺 − 𝑘𝑇, which is the energy at few degrees below the
Gibbs free energy barrier ∆𝐺 [22]. A complete description of such a calculation is given at Section
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6.2.4.

Any mass or energy transfer across the insulated boundary is restricted. The insulation boundary
criterion may be justified for the following practical solidification conditions if:
(1) The solidification front has developed a negative solute gradient (Figure 8.3:1).
(2) Heterogeneous nucleation occurs at a chemically inactive boundary.

The same representation as in Figure 8.1:1 of a nucleus and the associated shell volume, but in this
case in the presence of an imposed solute gradient, is schematically shown in Figure 8.2:1.

8.2
Kinetic and Energetic Assessment of Nucleation for Binary
Alloys in the Presence of a Solute Gradient
8.2.1

Compositional Variations in the Shell Volume and in the Matrix

In Figure 8.2:1, let 𝑥 = 0 axis be the centre of the growing nucleus. The advancing interface locates
at 𝑥 = −𝑟𝑠ℎ𝑒𝑙𝑙 as shown in Figure 8.2:1. The interface can be considered to be frozen (insulated
for the considered time period) for low solidification rates (V< 100 mm/s)[115]. The nucleation
process is considered to occur within 0.00001 s to 0.1 s and hence, the assumption may be justified.
Further, the assumption ensures that the mass flux is blocked at the insulated at boundary at 𝑥 =
−𝑟𝑠ℎ𝑒𝑙𝑙 .

Figure 8.2:1 Variation of the solute composition over time in the shell volume at an insulated
interface
A spherical embryo develops within the defined shell volume in the range of −𝑟𝑠ℎ𝑒𝑙𝑙 < 𝑥 < 𝑟𝑠ℎ𝑒𝑙𝑙 ,
with the center at 𝑥 =0 ,with increments of ∆r. The composition within the shell volume is considered
to be uniform. The time taken is ∆t 𝑟 for an corresponding increment in ∆r.
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The solute distribution is uniform at 𝑐𝑖 = 𝑐𝑝 , in the matrix parent phase and in the shell volume
under equilibrium conditions (in contrast to Figure 8.2:1). Hence the particles may diffuse from the
matrix to the shell and from the shell into the cluster. The incubation time will be governed by the
jump frequency of particles in the matrix according to the calculations by K.C Russel[22].
Consequently, the shell, the volume element at the near vicinity of the growing nucleus, will
maintain a constant composition at 𝑐𝑝 during the entire period of incubation time under equilibrium
conditions.

The main change in the analysis from equilibrium systems to non-equilibrium systems as given in
Figure 8.2:1, is an imposed solute gradient at the right-hand boundary of the shell at 𝑥 = 𝑟𝑠ℎ𝑒𝑙𝑙 . A
negative solute gradient generates a solute flux ‘sucking out’ the solute atoms from the shell volume.
The shell volume is considered to be an ideal solution and the composition drops from 𝑐𝑖 to 𝑐𝑓 within
the time from 𝑡 = 0 𝑠 to 𝑡 = 𝜏 𝑠. The one-dimensional solute gradient at the shell volume boundary
𝑐
−𝑐0
∇𝑥, 𝑐(𝑟) = 𝑠ℎ𝑒𝑙𝑙,𝑟 , changes from ∇𝑐𝑖 to ∇𝑐𝑓 . 𝑐𝑠ℎ𝑒𝑙𝑙,𝑟 = 𝑐𝑟 is the composition at the shell boundary
𝑥0

which is the same as the composition within the shell volume. The composition 𝑐 at x = 𝑥0 is
constant, 𝑐 = 𝑐0 .The volume at the distance 𝑥0 is infinitely large compared to the size of both the
nucleus and the shell volume. Hence the composition 𝑐0 remains the same over the nucleation
period. The distance from the interface, 𝑥 = 𝑥0 , is chosen carefully so as to maintain the
concentration, 𝑐0 , constant over the duration of the incubation time, yet sensitive enough to account
for local solute gradient variations at the solid/liquid interface. 𝑐𝑠ℎ𝑒𝑙𝑙,𝑟 and ∇𝑥, 𝑐(𝑟) are evaluated
after each infinitesimal time step, ∆t 𝑟 , for the evolution respective ∆r at R=r, in the nucleation
model under discussion.

Solute particles are either absorbed or rejected, from or into the shell volume, during the
development of an embryonic nucleus. Thus the shell volume composition is affected by both the
compositional variations in the parent and in the child phase respectively and also from the
externally imposed solute gradient under non-equilibrium conditions.

8.2.2

The Volume of the Shell

The shell volume plays a determining role in the development of the Transient Nucleation Model
(TNM). The shell constitutes the hypothetical volume that the embryonic nucleus can grow into.
The main reason for introducing a hypothetical volume for an embryo to grow into, is that such a
concept allows the analysis of the effect of an imposed solute gradient on a nucleation event without
imposing additional physical effects. However, the absolute value for the shell volume is system
dependent. For these reasons, the shell volume is defined as:
3
𝑉𝑠ℎ𝑒𝑙𝑙,𝑐 = A1 𝑟𝑠ℎ𝑒𝑙𝑙
and, 𝑟𝑠ℎ𝑒𝑙𝑙 = 𝑘𝑅𝑐𝑟𝑖𝑐 … (8.1)

Where k is a constant; k> 1. 𝑅𝑐𝑟𝑖𝑐 is the critical radius of the nucleus. The shell has the same
geometrical shape (but not the scale) of the considered nucleus. For a spherical nucleus, A1 =
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4
3

𝜋.

‘𝑟𝑠ℎ𝑒𝑙𝑙 ’ is defined as the minimum radius (the minimum value of the constant k) of the shell that
provides the Gibbs free energy path of an nucleation event to be the same as a nucleation event in
an infinitely large parent matrix, but with a uniform solute distribution condition.

Consider a shell volume in the presence of an imposed solute gradient as shown in Figure 8.2:1. Let
the child phase have a higher composition than the parent phase. In such a case, the solute atoms are
taken from the shell volume into the cluster (embryo). The net flow of solute atoms from matrix to
the shell is cancelled by the negative solute gradient at the shell boundary. If the shell volume is too
small, the suction of atoms into the nucleus alone, may reduce the composition in the shell
significantly, thus effecting the free energy changes and the Gibbs free energy path for the
nucleation. Conversely, if the shell volume is too large, the suction of atoms into the cluster will not
alter the shell composition and will evolve as a nucleus developing in an infinitely large volume
matrix. However, a too large shell volume will also keep the shell composition relatively constant
against a net solute outflux generated at the boundary of the shell, meaning that compositional
changes in the shell will lose their sensitivity to non-equilibrium effects occurring at the boundary.
Consequently, the shell volume is defined as outlined above so that non-equilibrium effects can be
taken into consideration.

The shell volume constant k is dependent on the system parameters. Employing k under a different
condition than the conditions originally defined, should be justified prior to further analysis. An
example is given in section 8.4.1 of the selection and the usage of the constant.

8.2.3

Free Energy Variation for Nucleation Under a Solute Gradient

The free energy of a nucleus can be express from the classical nucleation theory in a general form:
∆𝐺 = A1 𝑅3

𝑚
𝑚
(𝐺𝑐ℎ𝑖𝑙𝑑
− 𝐺𝑝𝑎𝑟𝑒𝑛𝑡
)

𝑉𝑚

+ B1 𝑅2 𝛾𝑐𝑝 − C1 𝑅2 𝛾𝑝 … (8.2)
𝑝

A1 -is volume constant, B1 - creating surface area constant and C1 - destroying surface area constant
. 𝛾𝑐𝑝 is the interfacial energy between the child phase and the parent. 𝛾𝑝/𝑝 is the interfacial energy
of the gains boundaries in the parent phase/s that are destroyed. The free energy drive, ∆𝑔(𝑐) , for
transforming a unit volume of the parent phase with compositing ‘c’ into the child phase is:
∆𝑔(𝑐) =

𝑚
𝑚
(𝐺𝑐ℎ𝑖𝑙𝑑
− 𝐺𝑝𝑎𝑟𝑒𝑛𝑡
)

𝑉𝑚

.

𝐽
𝑚
𝑚
𝐺𝑐ℎ𝑖𝑙𝑑
𝑎𝑛𝑑 𝐺𝑝𝑎𝑟𝑒𝑛𝑡
are the free energy per mole( ⁄𝑚𝑜𝑙 ) in the child phase and parent phase
3
respectively. 𝑉 𝑚 is the molar volume (𝑚 ⁄𝑚𝑜𝑙)

of the parent phase. The driving force for

nucleation can be constructed as mentioned in Sections 2.2 and 4.3.
The composition ‘c’ which is 𝑐 = 𝑐𝑠ℎ𝑒𝑙𝑙,𝑟 becomes a function of time under non-equilibrium
conditions, which is numerically solved for every time step, ∆t 𝑟 , for each increment of the radius
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of the nucleus, ∆r. The driving force is solute composition dependant under constant temperature
and hence, the resultant driving force is calculated in accordance with the compositional variance
by using the data provided in Section 4.3.
The critical radius can be calculated at the initial state and at each increment of ∆r, by taking the
derivative of Equation (8.2) with respect to R;
dG
dR

= 3A1 𝑅2 ∆𝑔(𝑐) + 2R (B1 𝛾𝑐𝑝 − C1 𝛾𝑝 ) … (8.3)
𝑝

dG

And when

8.2.4

dR

−2(B1 𝛾𝑐𝑝 − C1 𝛾𝑝 )
𝑝

→ 0, we have 𝑅∗ =

3A1 ∆𝑔(𝑐)

… (8.4)

Lagtime Calculations

The incubation time, 𝜏 , required to form a homogenous spherical nucleus is approximated as [22]:
𝜏=

𝛿 =1−

𝑐𝑐′
𝑐𝑝

4𝑘𝑇(𝛿 2 + 𝜆2 )
… (8.5)
𝜕 2 (∆𝐺)
𝛽∗
|𝑛 ∗
2
𝜕𝑛

can be evaluated from the parent and child phase compositions. 𝑐𝑝 is the parent phase

composition and 𝑐𝑐′ is child phase composition. For 𝜆2 , where 𝜆2 =

𝛽′
𝛽

, 𝛽 and 𝛽 ′ are jump

frequency of matrix to shell and shell to nucleuses respectively, and should be calculated. However
(𝛿 2 + 𝜆2 ) is considered to be approximately unity[22]. 𝑘 is the Botlzman constant and T is the
absolute temperature.

The jump frequency depends on the number of atoms at the considered surface area[124, 140]. For
the composition (𝑐𝑠ℎ𝑒𝑙𝑙,𝑟 ) of the solute atoms given in atoms per unit volume (

𝑎𝑡𝑜𝑚𝑠
𝑚3

), Then the

number of solute atoms at a jumping distance of ‘a’ becomes:
𝑁𝑏 = 𝑐𝑠ℎ𝑒𝑙𝑙,𝑟 ∗ 𝐴𝑛𝑢𝑐𝑙𝑒𝑢𝑠 ∗ 𝑎 … (8.6)
𝐴𝑛𝑢𝑐𝑙𝑒𝑢𝑠 is the surface area of the critical nucleus. ‘𝑎’ is atomic jump distance. For a spherical
nucleus:
2
𝐴𝑛𝑢𝑐𝑙𝑒𝑢𝑠 = B1 𝑟𝑠ℎ𝑒𝑙𝑙
where B1 = 4𝜋(𝑅∗ )2 , 𝑅 ∗ is given by Equation (8.4).

Then the jump frequency becomes[124, 140]:
𝛽 = 𝑓𝑗 𝑁𝑏 ∗ 𝑣𝑚,𝑒 … (8.7)
𝑣𝑚,𝑒 is the effective jump frequency of the solute atoms. 𝑓𝑗 is the jump attachment factor and taken
1

as 𝑓𝑗 = [22] for all the calculations in the chapter.
6

The second derivative of the free energy (

𝜕2 (∆𝐺)
𝜕𝑛2

) ,with respect to the number of particles (atoms)

required for calculating the lagtime in Equation (8.5), is derived as follows:
Let the volume of the nucleus be 𝑉.
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𝑉 = A1 𝑅3 = 𝑛 ∗ 𝑉𝑎 .
𝑛 is the total number of atoms in a nucleus and 𝑉𝑎 is the volume of an atom.
3

For multi-component systems, 𝑉𝑎 can be assumed to be the average volume of an atom ( 𝑚 ⁄𝑎𝑡𝑜𝑚).
Then,
A1 𝑅 3

𝑛=

𝑉𝑎

The derivation with respect to r:
𝜕𝑛
𝜕𝑟

=

Then

3A1 𝑅 2

𝜕𝐺
𝜕𝑛

𝑉𝑎

… (8.8)
𝜕𝐺

can be written as

=

𝜕𝑛

𝜕𝐺
𝜕𝑟

∗

𝜕𝑟
𝜕𝑛

From Equations (8.3) and (8.8):
𝜕𝐺
= (−∆𝑔(𝑐) +
𝜕𝑛

2 (B1 𝛾𝑐𝑝 − C1 𝛾𝑝 )
𝑝

) 𝑉𝑎 … (8.9)

3A1 𝑅

By taking the derivative of (8.9):
𝜕 𝜕𝐺
( )=−
𝜕𝑟 𝜕𝑛
Then
𝜕2 𝐺
𝜕𝑛2

𝑅=𝑅 ∗

𝜕2 𝐺
𝜕𝑛2

=

= −

𝜕 𝜕𝐺
( )
𝜕𝑟 𝜕𝑛
𝜕𝑛
𝜕𝑟

2 (B1 𝛾𝑐𝑝 − C1 𝛾𝑝 ) 𝑉𝑎
𝑝

3A1 𝑅2

2(B1 𝛾𝑐𝑝 − C1 𝛾𝑝 )𝑉𝑎 2
𝑝

=−

9A1 2 𝑅 4

9A1 2 ∆𝑔(𝑐) 4 𝑉𝑎 2
3

8(B1 𝛾𝑐𝑝 − C1 𝛾𝑝 )
𝑝

Replacing into Equation (8.5), with the assumption that (𝛿 2 + 𝜆2 ) ≈ 1 , the lag time can be
calculate:
3

32𝑘𝑇 (B1 𝛾𝑐𝑝 − C1 𝛾𝑝 )
𝜏=

𝑝

9𝛽 ∗ (A1 2 ∆𝑔(𝑐) 4 𝑉𝑎 2 )

… (8.10)

𝛽 can be calculated with Equation (8.7). A1 , B1 and C1 are strictly geometrical constants (Equation
8.2) and can be evaluated considering the nucleus geometry. 𝜏 is calculated in each time step to
estimate the time taken to evolve ∆𝑟𝑟 with respect to the

∆𝑔(𝑐) variation against the shell

composition 𝑐𝑠ℎ𝑒𝑙𝑙,𝑟 .

8.3

Application of the Transient Nucleation Model (TNM)

A homogenous nucleation model for the formation of spherical nucleus under non-equilibrium
conditions will be discussed in Sections 8.2-8.4 merely as an introduction to the concepts involved
in the development of a new nucleation model. Homogenous nucleation in real alloy systems is
hardly found, but the actual assessment will be treated later.
Two peritectic systems are considered in the present discussion, a Fe-0.18C alloy in which an
interstitial diffusion mechanism is operative and a Fe-4.2Ni alloy in which diffusion occur by a
substitutional mechanism. The initial conditions in both systems are set so that primary δ-ferrite
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forms from the liquid as illustrated in Figure 8.3:1. The initial solidification of δ-ferrite proceeds at
a velocity ‘u’ from right to left against a positive thermal gradient ‘G.’ The interface is moving fast
enough to impose a negative solute gradient at the solid/liquid interface. Nucleation occurs at the
interface either in the liquid or in the δ phase. In the following example, γ nucleation in the parent
δ solid phase will be considered.

Figure 8.3:1 Schematic diagram for austenite nucleation in the solid phase at the solid- liquid
interface in the peritectic systems under consideration
Under such non-equilibrium conditions an imposed solute gradient, specifically in the solid phase,
will be investigated. The assessment proceeds with the application to real systems with a programme
developed in Matlab. The data provided in Table 8.3:1 are used in the calculation. Each step of the
flow chart is in detail explained from Section 8.3.1 to 8.3.7.

Table 8.3:1 Thermodynamic data For Transient Nucleation Model. c-composition Ttemperature
Data

Carbon diffusivity (D)

value
Liquid (𝑙)

Ferrite (𝛿)

2.1 ∗

5.1 ∗

−8

Ni diffusivity (D)

10 [115]

10−9 [64]

5.1 ∗

2.1 ∗

−9

10 [30]

7.632

∗ 10−6

∗ 10−6

1.14 ∗ 10−7

1.37 ∗ 10−7

𝜎𝑙/δ

𝜎𝑙/𝛾

Interfacial Energy in
Fe-C
Interfacial Energy in
Fe-Ni

10−11 [64]

7.816
Molar Volume
Unit volume

unit

0.204[116]
-

0.319[117]

8.1 ∗ 10−10 [64]

7.563 ∗ 10−6
-

Fe

C
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𝑚3
/mol

[21]

𝑚3 /g

[21]

𝐽𝑚−2

-

𝐽𝑚−2

[118]

m

[124]

g/mol

[21]

𝜎𝛾/δ
0.370[118]
8.4 ∗ 10 [21]

5 ∗ 10−9

Atomic Jump Distance

𝑚2 𝑠 −1 -

3.7 ∗ 10−13 [64]

0.468

energy

Molar Mass

Austenite (𝛾)

−3

-

δ-δ grain boundary

Ref

Ni

55.84
Driving force of ferrite
for austenite nucleation

12.01

= 348.6 + 5452𝑐 + 0.1536𝑇 − 122.2𝑐 2
− 2.7234𝑐𝑇 − 0.0002166𝑇 2

(Fe-C)
Driving force of liquid
for austenite nucleation

= 1.062 ∗ 104 − 588.3𝑐 − 3.548𝑇 − 38.98𝑐 2
+ 0.05263𝑐𝑇 − 0.001304𝑇 2

(Fe-C)
Equilibrium of ferrite

− 2.7234𝑐𝑇 − 0.0002166𝑇 2

1.062 ∗ 104 − 588.3𝑐 − 3.548𝑇 − 38.98𝑐 2
+ 0.05263𝑐𝑇 − 0.001304𝑇 2 = 0

austenite
Equilibrium of
austenite composition

2231 − 1595𝑐 − 3.098𝑇 − 14.29𝑐 2 − 0.72𝑐𝑇
− 0.001056𝑇 2 = 0

with ferrite
Equilibrium of

𝐽𝑚𝑜𝑙 −1 [21]

𝑤𝑡%

[21]

𝑤𝑡%

[21]

𝑤𝑡%

[21]

𝑤𝑡%

[21]

𝑤𝑡%

[21]

𝑤𝑡%

[21]

=0

austenite

composition with

𝐽𝑚𝑜𝑙 −1 [21]

348.6 + 5452𝑐 + 0.1536𝑇 − 122.2𝑐 2

composition with

Equilibrium of liquid

58.69

−8186 + 4037𝑐 + 0.9138𝑇 − 372.6𝑐 2

austenite composition

− 13.97𝑐𝑇 + 0.002018𝑇 2

with liquid

=0

Equilibrium of ferrite
composition with

=3.3167-0.0018T

liquid
Equilibrium of liquid
composition with
ferrite

=19.626-0.0108T

In order to provide a clear picture of the procedure followed, the theoretical background will be
discussed in detail at every step of the program. The underlying thermodynamic environment will
remain the same as mentioned in Section 8.2. The following flow chart in Figure 8.3:2 represents
the order of calculation for the nucleation transient model in Matlab programing.
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1

At t=0 s, the calculated solute composition(𝑐𝑝,𝑖 ), temperature (𝑇𝑖 ), and solute gradient
(∇𝑐𝑖 ) at the δ/l interface is given as input parameters for the initiation of the TNM
calculations

2

Under the solute composition and temperature at the interface, maximum free energy
drive(𝑑𝑝,𝑖 ), for γ nucleation is calculated (by ThermoCalc) from either parent phases

Under the given temperature 𝑇𝑖 , equilibrium compositions in child(𝑐𝑐,𝑒𝑞 ), and
mother(𝑐𝑝,𝑒𝑞 ), phases are calculated (by ThermoCalc)

3

For the calculated free energy drive(𝑑𝑝,𝑖 ), and surface energy the following are
calculated with classical nucleation theory:
1. Critical Radiuses ( 𝑅𝑐𝑟𝑖𝑐,𝑖 ) and respective critical volume ( 𝑉𝑐𝑟𝑖𝑐 ) and cross
sectional area ( 𝐴𝑐𝑟𝑖𝑐 ) of the nuclei
2. Second derivative of ∆G(n) at n= 𝑛𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙

4

Shell radiuses (𝑅𝑠ℎ𝑒𝑙𝑙 = 𝑘 ∗ 𝑅𝑐𝑟𝑖𝑐,𝑖 ) and volume (𝑉𝑠ℎ𝑒𝑙𝑙 ) and number of solute atoms
𝑁𝑠ℎ𝑒𝑙𝑙 in the shell volume under the interface composition(𝑐𝑝,𝑖 ), is calculated.

Jump Frequencies under a solute gradient towards a given direction is calculated. (for
5

the present analysis jump frequency under uniform conditions are considered)

6

Number of atoms at the boundary 𝑁𝑏 = 𝑐𝑝,𝑖 ∗ B1 𝑅𝑐𝑟𝑖𝑐 2 ∗ 𝑎 and Jump frequency is
calculated 𝛽 = 𝑓𝑗 𝑁𝑏 ∗ 𝑣𝑚,𝑒

7

Lag time (𝑡𝑙𝑎𝑔,𝑖 ) under assumed uniform condition is calculated

8

𝑅𝑐𝑟𝑖𝑐 is divided into smaller steps ∆r, and the following are simultaneously calculated
from r=0 to 𝑟 = 𝑟𝑒𝑛𝑑 with ∆r increments.
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At = 0 , 𝑅𝑐𝑟𝑖𝑐,𝑟 = 𝑅𝑐𝑟𝑖𝑐,𝑖 , 𝑡𝑙𝑎𝑔,𝑟 = 𝑡𝑙𝑎𝑔,𝑖 , 𝑐𝑠ℎ𝑒𝑙𝑙,𝑟 = 𝑐𝑝,𝑖 , ∇𝑐𝑟 = ∇𝑐𝑖
𝑑𝑝,𝑟 = (𝑑𝑝,𝑖 ) when 𝑡 > 0 𝑖 ≠ 𝑟

and

9

Time taken for advancing ∆r, ∆𝑡𝑟 = (

𝑡𝑙𝑎𝑔,𝑟

𝑅𝑐𝑟𝑖𝑐,𝑟

∗ ∆r) let,

𝑟1 = 𝑟 𝑎𝑛𝑑 𝑟2 = 𝑟 + ∆𝑟

10

The total time taken from r=0 to 𝑟 = 𝑟𝑒𝑛𝑑
𝑡 = 𝑡 + ∆𝑡𝑟

Solute Gradient; ∇𝑐𝑟 =
11

𝑐𝑠ℎ𝑒𝑙𝑙,𝑟 −𝑐0
𝑥0

, solute flux ;

∆𝐽𝑟 = 𝐷𝑖 𝐴𝑠ℎ𝑒𝑙𝑙,𝑐𝑟𝑜𝑠𝑠 ∇𝑐𝑟 ∆𝑡𝑟
𝐽𝑡𝑜𝑡𝑎𝑙 = 𝐽𝑡𝑜𝑡𝑎𝑙 + ∆𝐽𝑟

Volume of the increment layer ∆𝑣𝑟 = A1 (𝑟2 3 − 𝑟1 3 ) , number of atoms in
the transformed layer ∆𝑛 = ∆𝑣𝑟 𝑐𝑐,𝑒𝑞
𝑁𝑡𝑜𝑡𝑎𝑙 = 𝑁𝑡𝑜𝑡𝑎𝑙 + ∆𝑛
Total volume of the child phase;
𝑉𝑡𝑜𝑡𝑎𝑙 = 𝑉𝑡𝑜𝑡𝑎𝑙 + ∆𝑣𝑟

Number of atoms in the adjust parent layer to transformed layer ∆𝑣𝑟 ; ∆𝑚 =
∆𝑣𝑟+1 𝑐𝑝,𝑒𝑞 .
The volume of the adjutant layer ∆𝑣𝑟+∆𝑟 = A1 ((𝑟2 + (ℎ1∆𝑟))3 − 𝑟2 3 ) . k
is a fraction of ∆𝑟 and 0<ℎ1 < 1

Composition of the shell;
𝑐𝑠ℎ𝑒𝑙𝑙,𝑟+∆𝑟 =

𝑁𝑠ℎ𝑒𝑙𝑙 − (𝑁𝑡𝑜𝑡𝑎𝑙 + ∆𝑚) − 𝐽𝑡𝑜𝑡𝑎𝑙
𝑉𝑠ℎ𝑒𝑙𝑙 − (𝑉𝑡𝑜𝑡𝑎𝑙 ) − ∆𝑣𝑟+∆𝑟

if 𝑐𝑠ℎ𝑒𝑙𝑙,𝑟+∆𝑟 < 𝑐0 then 𝑐𝑠ℎ𝑒𝑙𝑙,𝑟+∆𝑟 = 𝑐0

Average Composition of parent layer to be transformed to the new phase
adjacent to the child phase layer
𝑐𝑝𝑎𝑟𝑒𝑛𝑡,𝑟+∆𝑟 = (1 − ℎ1)𝑐𝑠ℎ𝑒𝑙𝑙,𝑟 + 𝑐𝑝 ℎ1

12

Driving force developed for transformation respect to 𝑐𝑝𝑎𝑟𝑒𝑛𝑡,𝑟 and
temperature T, is 𝑑𝑝,𝑟 = 𝑓(𝑐𝑝𝑎𝑟𝑒𝑛𝑡,𝑟 , 𝑇)

228

Second derivative of
∆G(n)
𝑛 = 𝑛𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙

Free energy change per increment of the nuclei
(∆𝑔).
∆𝐺 = A1 (𝑟2 3 − 𝑟1 3 )3 𝑑𝑝,𝑟 + B1 (𝑟2 2 − 𝑟1 2 )𝛾𝑐𝑝 −
C1 (𝑟2 2 − 𝑟1 2 )𝛾𝑝/𝑝

Calculating

𝛽𝑖 under

∆𝐺 = ∆𝐺 + ∆𝑔

𝑐𝑠ℎ𝑒𝑙𝑙,𝑟

Lag time, 𝜏𝑟 and
𝜏𝑡𝑜𝑡𝑎𝑙 = 𝜏𝑡𝑜𝑡𝑎𝑙 + ∆𝑡𝑟

Check 𝑟𝑟 < 𝑟𝑒𝑛𝑑 : and store data 𝑟𝑟 vs
∆𝐺, 𝑐𝑠ℎ𝑒𝑙𝑙,𝑟 , and 𝜏𝑡𝑜𝑡𝑎𝑙
If 𝑟𝑟 < 𝑟𝑒𝑛𝑑 : 𝑟 + ∆𝑟
If 𝑟𝑟 = 𝑟𝑒𝑛𝑑
Output results

Figure 8.3:2 Matlab calculation process for Transient Nucleation Model (TNM)

8.3.1

Steps 1 & 2

In this example, homogenous spherical peritectic (γ) nucleation is considered in a Fe-0.18C and a
Fe-4.2Ni alloy at an imposed cooling rate of 10 K/min. For the initial solidification of δ, the
calculated solute composition and temperature for the Fe-0.18C alloy are and shown as a function
of time in Figure 8.3:3(a), and the respective thermodynamic driving force in Figure 8.3:3(b). The
outcomes of similar calculations for the Fe-4.2Ni alloy are shown in Figure 8.3:4.
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8.3.1.1 For Fe-0.18C alloy
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Figure 8.3:3 (a) Solute composition and temperature of ferrite (bcc) at the solid-liquid
interface (b) free energy drive for austenite transformation from ferrite at a cooling rate of
10 K/min for Fe-0.18C
8.3.1.2 For the Fe-4.2%Ni alloy
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Figure 8.3:4 (a) Solute composition and temperature of ferrite (bcc) at the solid-liquid
interface (b) free energy drive for austenite transformation from ferrite at a cooling rate of
10 K/min for Fe-4.2Ni
Detailed information of the calculation of temperature, composition and the driving force of a
solidifying δ/l interface is given in Chapter 4, in Section 4.3.

8.3.2

Step 3

According to the classical nucleation theory, the free energy change for a developing nucleus is
given by Equation (8.2) in Section 8.2.3. For homogenous spherical nucleation A1 =
4𝜋 C1 = 0. The critical radius is derived from Equation (8.4): 𝑅𝑐𝑟𝑖𝑐 =

−2𝛾𝑐𝑝
∆𝑔(𝑐)

4
3

𝜋 and B1 =

. With this information,

the critical cross-sectional area, 𝐴𝑠ℎ𝑒𝑙𝑙,𝑐𝑟𝑜𝑠𝑠 , and, 𝑉𝑐𝑟𝑖𝑐 , the critical volume of the nucleus can be
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calculated. Then the process is repeated for each increment of ∆𝑟.

8.3.3

Step 4

The shell volume is estimated initially with 𝑅𝑐𝑟𝑖𝑐 at t=0 from Step 3. Then the shell volume radius,
from the Equation (8.1) becomes: 𝑟𝑠ℎ𝑒𝑙𝑙 = 𝑘𝑅𝑐𝑟𝑖𝑐 . The constant ′𝑘′ can be numerically determined
according the condition of the system. Then the shell volume 𝑉𝑠ℎ𝑒𝑙𝑙 and the shell cross sectional
area, 𝐴𝑠ℎ𝑒𝑙𝑙,𝑐𝑟𝑜𝑠𝑠 can be estimated and with the initial composition 𝑐𝑖 , the initial number of solutes
atoms is: 𝑁𝑠ℎ𝑒𝑙𝑙,𝑖 , equal to 𝑁𝑠ℎ𝑒𝑙𝑙,𝑖 = 𝑉𝑠ℎ𝑒𝑙𝑙 ∗ 𝑐𝑖 .
The calculation process for shell volume is clearly outlined in Section 8.4.1 for a given system.

8.3.4

Step 5, 6 & 7

In Steps 5 to 7, the lagtime (𝜏) at the initiation of nucleation process is calculated. The lagtime is
calculated as shown in Section 8.2.4 by Equations (8.7) and (8.10). After the initial calculations,
Equations (8.7) and (8.10) are re-calculated for each increment of ∆𝑟 , with the thermodynamic
changes with respect to 𝑐𝑠ℎ𝑒𝑙𝑙,𝑟 .
The value of 𝛽 in Equation (8.7) depends on the effective jump frequency, 𝑣𝑚,𝑒 . The effective jump
frequency variation against a solute gradient is calculated in Section 6.5.3 and found that the
frequency variation is insignificant under a solute gradient in both Fe-C and Fe-Ni system. Hence
the jump frequency in both Fe-C and Fe-Ni system is calculated with[124]:
𝑣𝑚,𝑒 =

𝐷𝑖
𝑎2

𝐷𝑖 is solute diffusivity. a is atomic jump distance. For the Fe-C system 𝑣𝑚,𝑒 ≈ 8.4 ∗ 107 𝑠 −1 and
for the Fe-Ni system 𝑣𝑚,𝑒 ≈ 8.4 ∗ 105 𝑠 −1 .

8.3.5

Step 8, 9 &10

The calculation proceeds with the independent variable ∆r, being approximately (depending on the
system) 1/300th of the critical radius. The time taken to develop the number of nuclei in the
incremental increase in r, ∆𝑟 , is calculated from the relationship:
∆𝑡𝑟 =

𝑡𝑙𝑎𝑔,𝑟
∆r
𝑅𝑐𝑟𝑖𝑐,𝑟

under the condition of the present increment in ∆r.

8.3.6

Steps 11 to 12

The influence of the magnitude of the solute gradient at the shell boundary is analysed in this section.
For a short time period of ∆𝑡𝑟 , the one dimensional solute gradient (∇𝑐𝑟 ) is assumed to be fixed,
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and ∇𝑐𝑟 =

𝑐𝑠ℎ𝑒𝑙𝑙,𝑟−𝑐0
𝑥0

.

Hence the solute flux, ∆𝐽𝑟 = 𝐷𝑖 𝐴𝑠ℎ𝑒𝑙𝑙,𝑐𝑟𝑜𝑠𝑠 ∇𝑐𝑡 ∆𝑡𝑟
𝐴𝑠ℎ𝑒𝑙𝑙,𝑐𝑟𝑜𝑠𝑠 (𝑚2 ) is the cross-sectional area of the shell. 𝐷𝑖 (𝑚2 𝑠 −1 ) is the diffusivity of the solute
component. The solute composition is expressed as atoms per unit volume (
the change in the number of atoms per unite length in a unit volume (

𝑎𝑡𝑜𝑚𝑠

𝑎𝑡𝑜𝑚𝑠
𝑚3

𝑚3

) and ∇𝑐𝑡 becomes

) /𝑚.

∆𝑡𝑟 (s) is updated in every step of ∆r. The total number of solute atoms sucked out is given by
𝐽𝑡𝑜𝑡𝑎𝑙 = 𝐽𝑡𝑜𝑡𝑎𝑙 + ∆𝐽𝑟 .
Every new phase layer transform into composition 𝑐𝑐,𝑒𝑞 in order to maintain local equilibrium with
the parent phase with composition 𝑐𝑝,𝑒𝑞 .
Let the number of solute atoms in the child phase layer ∆𝑟 be,
∆𝑛 = ∆𝑣𝑟 𝑐𝑐,𝑒𝑞 and ∆𝑣𝑟 = 𝐴1 (𝑟2 3 − 𝑟1 3 ), where 𝑟1 = 𝑟 𝑎𝑛𝑑 𝑟2 = 𝑟 + ∆𝑟.
A fraction of the parent layer adjacent to the newly formed child layer should also be in local
equilibrium, having ∆𝑚 number of atoms. ∆𝑚 = ∆𝑣𝑟+1 𝑐𝑝,𝑒𝑞 . Only a fraction of the parent layer
may be enough to maintain the local equilibrium, thus ∆𝑣𝑟+1 =

3
4

𝜋((𝑟2 + (ℎ1∆𝑟))3 − 𝑟2 3 ). ℎ1 <

1 ,is the fraction constant. The resultant solute composition is shown in Figure 8.3:5.

𝑐𝑐,𝑟

𝑐𝑝,𝑟

𝑐𝑠ℎ𝑒𝑙𝑙,𝑟

∆𝑛

∆𝑚

child phase

ℎ1∆𝑟

∆𝑟

(1 − ℎ1)∆𝑟

parent phase

Figure 8.3:5 Solute distribution in adjutant layers of parent and child phases
The average composition of the parent phase layer adjacent to the interface becomes
𝑐𝑝𝑎𝑟𝑒𝑛𝑡,𝑟+∆𝑟 = (1 − ℎ1)𝑐𝑠ℎ𝑒𝑙𝑙,𝑟 + 𝑐𝑝 ℎ1 , as a result of the transformation of parent phase layer
∆𝑟.The resultant composition of the shell from both effects of solute outflux and the growing
nucleus at a given r, is:
𝑐𝑠ℎ𝑒𝑙𝑙,𝑟+∆𝑟 =

𝑁𝑠ℎ𝑒𝑙𝑙 − (𝑁𝑡𝑜𝑡𝑎𝑙 + ∆𝑚) − 𝐽𝑡𝑜𝑡𝑎𝑙
… (8.11)
𝑉𝑠ℎ𝑒𝑙𝑙 − (𝑉𝑡𝑜𝑡𝑎𝑙 ) − ∆𝑣𝑟+∆𝑟

𝑁𝑡𝑜𝑡𝑎𝑙 is the total number of ∆𝑛 , calculated 𝑁𝑡𝑜𝑡𝑎𝑙 = 𝑁𝑡𝑜𝑡𝑎𝑙 + ∆𝑛. 𝑉𝑡𝑜𝑡𝑎𝑙 is the total sum of ∆𝑣𝑟 ,
calculated 𝑉𝑡𝑜𝑡𝑎𝑙 = 𝑉𝑡𝑜𝑡𝑎𝑙 + ∆𝑣𝑟 .
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That is the total number of solute atoms (𝑁𝑡𝑜𝑡𝑎𝑙 ) in the total volume (𝑉𝑡𝑜𝑡𝑎𝑙 ) of the nucleus. And
𝐽𝑡𝑜𝑡𝑎𝑙 is the sum of ∆𝐽, the total number of solute atoms outflux via the solute gradient.

8.3.7

Step 12 to the End

The driving force developed, 𝑑𝑝,𝑟 = 𝑓(𝑐𝑝𝑎𝑟𝑒𝑛𝑡,𝑟 , 𝑇) with respect to 𝑐𝑝𝑎𝑟𝑒𝑛𝑡,𝑟 =𝑐𝑠ℎ𝑒𝑙𝑙,𝑟+∆𝑟 , (Equation
8.2) changes the free energy in the nucleus in each step, and the free energy variation is calculated
by:
∆𝑔 = (𝐴1 (𝑟2 3 − 𝑟1 3 ) ∗ 𝑑𝑝,𝑟 ) + (𝐵1 (𝑟2 2 − 𝑟1 2 )𝛾𝑐𝑝 ) − (𝐶1 (𝑟2 2 − 𝑟1 2 )𝛾𝑝𝑝 )
∆𝐺 = ∆𝐺 + ∆𝑔
Simultaneously, the respective lagtime (𝑡𝑙𝑎𝑔,𝑟 ) is calculated in each time step of ∆𝑟 by updating
Equation (8.7), (8.6) and Equation 8.10 in Section 8.2.4. The time(∆𝑡𝑟 ) taken for the increment of
the next ∆𝑟 is calculated by;
∆𝑡𝑟 = (

𝑡𝑙𝑎𝑔,𝑟
∗ ∆r)
𝑅𝑐𝑟𝑖𝑐,𝑟

The total lagtime is calculated in each time step of ∆𝑟 ,by:
𝜏𝑡𝑜𝑡𝑎𝑙 = 𝜏𝑡𝑜𝑡𝑎𝑙 + ∆𝑡𝑟 .
This process continues until the end of the given radius length and outputs the required results with
respect to r.

The description given above covers the simple geometry of a homogenous nucleation event from a
single phase. When geometrical changes and the simultaneous growth of nuclei into two different
parent phases are taken into account, the computations are done differently, but they follows the
same structure of the flow. In addition, the mechanism by which the solute distributes in and out of
the embryonic nucleus may also change and is taken into account in later sections, but the structure
of the calculation remains the same in the entire Chapter 8, as shown in flow chart in the present
Section, 8.3.

8.4

Results and Discussion for Homogenous System

Nucleation is theoretically a non-equilibrium process. The classical nucleation theory captures
nucleation events quite accurately if the initial condition of the system is at or close to equilibrium.
However, for some applications such as in the steel industry, the molten metal system and the
process of solidification are far away from steady-state conditions. The current study focuses on the
nature of nucleation under such unsteady, non-equilibrium conditions.

The model domain consists of one insulated boundary to represent the conditions shown in Section
8.2, Figure 8.2:1. For a system that cools rapidly, nucleation events depend on the local properties
of the system.
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A shell volume is considered within which nucleation events occur. The shell boundaries are
affected by the non-equilibrium properties and consequently, the variation of properties within the
shell. The shell volume provides the number of atoms required to grow an embryonic nucleus and
determines the free energy change under a condition where the matrix cannot provide a net influx
of particles into the shell. If the shell volume is too small, the number of atoms consumed by the
growing nuclei may severely alter the composition within the shell and consequently, the free energy
of the system constrains or over-promoting nucleation events even under assumed equilibrium
conditions. If the shell volume is very large or infinite, the system approaches equilibrium conditions
and hence, the effects of unsteady conditions such as solute gradients may not be realised. For these
reasons, the shell volume should be selected judiciously. The thermodynamic parameters used in all
subsequent computations are the same as used in Section 4.2, and also in a summarised set of data
in Table 8.3:1 unless otherwise defined. The thermodynamic driving force is calculated with
ThermoCalc 2020a[21] as discussed in Section 4.3.

8.4.1

Shell Volume – Homogenous Systems

In this analysis, the Fe-0.18C and Fe-4.2Ni alloy systems are considered at a temperature T (K),
such that the liquid and solid (δ) phases are undercooled into a metastable condition with a uniform
distribution of the solute. Homogenous nucleation initiates at the solid-liquid boundary, and the
embryonic γ-nucleus grows in the parent δ-phase.

For the specific case of a Fe-0.18C alloy at T=1760 K, delta ferrite with a composition of 0.108
wt%C is in equilibrium with the liquid phase with a composition of 0.615 wt%C [21]. Under these
conditions γ with composition 0.15 wt%C is in equilibrium with δ and these initial conditions are
considered for the initiation of the simulation.

Before the analysis can be conducted of the effects of an imposed solute gradient, the shell volume
has to be defined for each system under conditions of a uniform solute distribution. The shell volume
should have the minimum volume, but it should also be such that it approximates a nucleation
process in an infinite volume in which the solute atoms are distributed uniformly. Consequently, the
hypothetically imposed shell volume may not play a physical role in the nucleation process when
the system is analyzed under an imposed solute gradient.

Austenite nucleation from the delta-ferrite parent phase is considered and the critical radius at t=0
s under the given conditions is 𝑅𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 = 5.7527 ∗ 10−7 𝑚. The shell volume is determined by its
radius and considered as 𝑅𝑠ℎ𝑒𝑙𝑙 = 𝑘2 𝑅𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 where 𝑘2 is varied from 5,6,7 and 8 with the results
shown in Figure 8.4:1. 𝑘2 values are chosen in a range where the nucleation is suppressed and easily
allowed.
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Figure 8.4:1 (a) Shell composition (b) Free energy for homogenous nucleation as a function
of shell radius for the Fe-0.18C alloy
The

radii

of

the

shell

are,

𝑅𝑠ℎ𝑒𝑙𝑙,1 = 2.88 ∗ 10−6 (𝑘2 = 5), 𝑅𝑠ℎ𝑒𝑙𝑙,2 = 3.45 ∗ 10−6 (𝑘2 =

6), 𝑅𝑠ℎ𝑒𝑙𝑙,3 = 4.03 ∗ 10−6 (𝑘2 = 7), 𝑅𝑠ℎ𝑒𝑙𝑙,4 = 4.60 ∗ 10−6 (𝑘2 = 8) . For the smallest value of the
shell volume at 𝑘2 = 5, the shell composition (𝑐𝑠ℎ𝑒𝑙𝑙,𝑟 ) reduces drastically from 0.108 wt%C to
0.084 wt%C (Figure 8.4:1 (a)). The shell volume is so small that the number of solute atoms
absorbed by the γ nucleus are enough to alter the overall shell composition calculated by Equation
(8.10) with 𝐽𝑡𝑜𝑡𝑎𝑙 = 0 under uniform solute distribution conditions, consequently, reducing the
driving force for δ to γ nucleation. The free energy reduction is rapid enough for this case to develop
into a metastable state, a minimum value in the free energy curve given in Figure 8.4:1(b) curve
𝑘2 = 5. Even if the nucleus pass through the saddle point, further development is constrained due
to a decrease in the solute composition. The Gibbs free energy curve develops into a potential well,
thereby impeding the further growth of the embryonic nuclei. The same trend is shown, but much
less significant for the second lowest (𝑘2 = 6) shell volume of 3.45 ∗ 10−6 𝑚.
Figure 8.4:1 (b) shows that the free energy paths for 𝑘2 = 7 and 𝑘2 = 8 almost coincide with each
other. The reason for this observation is that the initial shell volume is large enough to have a large
number of solute atoms so that the solute atoms that account for the growth of the embryonic nucleus
is insignificant respect to the initial number of solute atoms and hence, the shell composition
(𝑐𝑠ℎ𝑒𝑙𝑙,𝑟 ), is not significantly changed. The composition reduces to only 0.101 wt% and 0.104 wt%
for 𝑘2 = 7 and 𝑘2 = 8 respectively. Hence, sufficient free energy change is provided for the
nucleus to pass over the saddle point and then to grow freely. Because 𝑘2 = 7 and 𝑘2 = 8 free
energy paths almost overlap, the lowest possible value of 𝑘2 can be selected as 𝑘2 = 7 according to
the definition of k2 in Section 8.2.2.
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The total lag-time (incubation time) for each respective curve is shown in Figure 8.4:2. The
incubation time is calculated by the summation of the time taken to develop a nucleus for each step
of ∆𝑟. The figure shows that for the first curve (𝑘2 = 5), nucleation is constrained since the gradient
of time vs. nuclei radius becomes almost infinite. The incubation time reduces with increasing shell
volume and linearly increases for the rest of the 𝑘2 values particularly for 𝑘2 = 7 and 8.
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Figure 8.4:2 Incubation time for homogenous nucleation at different shell volumes for a Fe0.18C alloy
It is also necessary to analyse the effect of undercooling and justified the validity of the shell volume
constant, for a range of temperatures. The shell volume is defined by Equation (8.1) , 𝑉𝑠ℎ𝑒𝑙𝑙,𝑐 =
3
A1 𝑟𝑠ℎ𝑒𝑙𝑙
and 𝑟𝑠ℎ𝑒𝑙𝑙 = 𝑘𝑅𝑐𝑟𝑖𝑐 . The critical radius of the nucleus depends on the temperature if the

other parameters of the system are kept constant. For example in a Fe-0.18C alloy, 𝑘 is taken as
𝑘2 = 7 for γ nucleation in the ferrite phase at 1760 K. Then the shell volume becomes 𝑉𝑠ℎ𝑒𝑙𝑙,𝛿 =
A1 ∗ 7 ∗ 𝑅𝑐𝑟𝑖𝑐,1760 𝐾 . When the temperature is lowered, the free energy drive for γ to nucleate in δ
increases and hence, the critical size to form a stable nucleus, 𝑅𝑐𝑟𝑖𝑐 becomes smaller. The shell
volume also decreases with smaller 𝑅𝑐𝑟𝑖𝑐 values and hence the value of the constant 𝑘 chosen at any
given temperature should be changed in order to provide the same representation of the system at
different temperatures.

The Gibbs free energy variation is calculated under the condition of a uniform solute distribution.
Figure 8.4:3 shows these free energy changes as a function of shell radii for different values of
𝑘2 (5,6,7,8) at decreasing temperatures (1760 K at (a) 1755 K, (b) 1750 K, (c) 1745 K and (d) 1740
K). Nucleation is constrained at all temperatures for a value of 𝑘2 = 5 (there is an inflicton in the
free energy curve). Nucleation is promoted at all temperatures when 𝑘2 = 8 . For values of 𝑘2 6
and 7, the paths are almost identical to that for 𝑘2 = 8, but 𝑘2 = 7 follows the 𝑘2 = 8 curve
somewhat closer than 𝑘2 = 6 at each temperature. Hence, the assumption made above that the shell
volume constant 𝑘2 = 7 at 1760 K can be justified. It is also assumed that this constant will be valid
in the temperature range 1760 K to 1740 K. Since the study of a Fe-0.18C alloy outlined in this
chapter is conducted in the temperature range 1760 K to 1740 K, a shell volume constant of a value
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of 𝑘2 = 7 for a specific nucleation mechanism is used for further analysis.

Figure 8.4:3 Gibbs free energy variations under a constant range of 𝒌𝟐 at different
undercooling conditions at (a) 1755 K (b) 1750 K (c) 1745 K and (d) 1740 K in Fe-0.18C alloy

8.4.2

Solute Gradient– Homogenous Systems

In the solidification process of a peritectic system, ferrite grows into the liquid with a planer interface
and a solute gradient develops in the solid phase. Under rapid cooling conditions, the solid/liquid
interface is undercooled, forcing the interface to move at a higher velocity into the liquid phase.
This rapid solidification provides insufficient time to develop uniform solute diffusion and thus,
steep solute gradients develop. These solute gradients are calculated by phase-field modelling for
experiments conducted by the concentric solidification technique at high cooling rates. The solute
distributions so calculated are in good agreement with the calculate and experimentally determined
δ/l interface velocities. (The translation of concentric solidification experimental observations into
the phase-field simulation domain and the calculated solute distributions are explained in detail in
Section 4.3).
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Figure 8.4:4 (a) Solute gradient in the solid, delta-ferrite phase and (b) composition at close
proximity to the interface as a function of cooling rate in the F-0.18C alloy
Solute distributions under rapid cooling conditions are calculated with phase- field modelling
software, Micress®[87], and Figure 8.4:4(a) shows that the solute gradient varies between 15 and
37 wt%/m in the range of cooling rates 10-100 K/min. The figure is constructed from the results
obtained in Figure 4.2:15. The ferrite composition in close proximity to the interface decreases
slightly with increasing cooling rate as shown in Figure 8.4:4(b). These parameters change with
time during the solidification process at any given cooling rate. The values shown in Figure 8.4:4
apply at roughly half the total δ-ferrite solidification time and is shown here merely to gain a better
understanding of the range of solute gradients that can be formed during δ-ferrite solidification in a
Fe-0.18C alloy. This range of solute gradient values are used in the TNM model in order to assess
the effects of such non-uniformity.
In addition to solute gradients, solute compositions in both liquid and the δ- phase are required at
the δ/l interface to mimic undercooling conditions in the TNM model. Uniform solute distribution
is assumed in the liquid phase with a higher solute diffusion coefficient than in the solid δ-phase. It
remains difficult to determine the solute composition in the δ-phase at the δ/l interface at different
cooling rates. The low carbon diffusion rate in the δ-phase results in a negative solute gradient,
starting from the interface and the composition could vary at the interface in a solidification process.
The solute distribution calculation in Figure 8.4:4(b) illustrates that the composition can be vary
from 0.108wt% to 0.08wt% in the temperature range 1760 K to 1730 K at the cooling rates of 10100 K/min. In order to mimic γ-phase nucleation from the δ-phase at different undercoolings, the
solute composition at the interface is for the sake of simplicity, assumed to be 0.1wt% in the TNM
calculation below, down to a temperature of 1740 K.
In the following calculation, nucleation at 1760 K of the γ-phase in the δ-phase is considered under
a solute gradient imposed at the δ-shell boundary with 0.108 wt%C δ composition in equilibrium
with the liquid phase with a composition of 0.615 wt%C. The same initial conditions as shown in
8.4.1 are used in the following analysis (temperature 1760 K; delta-ferrite composition 0.108 wt%C;
𝑅𝑠ℎ𝑒𝑙𝑙,3 = 4.03 ∗ 10−6 𝑚; 𝑘2 = 7 ; the solute is uniformly distributed in the matrix parent phase/s
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and thus, solute outflux from the shell is not considered). The analysis of homogeneous nucleation,
Figure 8.4:1, indicated that the nucleation is possible with a 𝑘2 value of 7. However, rapid cooling
conditions impose solute gradients in actual solidification systems and thus, a solute gradient is
established at the right-side boundary of the shell similar to Figure 8.3:1. For the analysis of
nucleation under a solute gradient, initial imposed gradients of 43, 35, 26, and 10 wt%/m are
considered.
The solute gradient imposed at the right-hand boundary of the ‘shell’ (see Figure 8.2:1) is
established in the TNM model by defining a matrix composition 𝑐0 (𝑤𝑡%), 𝑥0 (m) away from the
interface. For this analysis, it is set at 𝑐0 = 0.082 𝑤𝑡%. The gradient is varied by keeping the matrix
composition 𝑐0 constant and varying the distance 𝑥0 . The imposed gradient sucks out the solute
atoms into the matrix. The matrix volume is assumed to be large enough to maintain 𝑐0 constant
during the nucleation process. The highest solute gradient 43 wt%/m reduces the shell composition
(𝑐𝑠ℎ𝑒𝑙𝑙,𝑟 ) rapidly down to the matrix composition as shown in the Figure 8.4:5. The solute gradient
diminishes as the shell composition is reduced and the solute out-flux approaches zero when the
shell (𝑐𝑠ℎ𝑒𝑙𝑙,𝑟 ) and the matrix (𝑐0 = 0.082 𝑤𝑡%) compositions become equal. At gradients 35
wt%/m and less, the average composition of the shell is also reduced, but progressively less than at
a gradient of 43 wt%/m.
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Figure 8.4:5 : Shell composition under different solute gradients in the solid phase in a Fe0.18C alloy
The free energy drive (∆𝑔(𝑐) ) for volumetric phase transformation is critically affected by the
significant and rapid change of solute composition in the shell during the incubation period for the
formation of a nucleus. For the Fe-0.18C alloy at 1760 K, the carbon composition reduction from
0.108 wt% in δ-ferrite, reduces the free energy drive for austenite (γ) nucleation. The resultant effect
of the solute gradient reducing the shell composition leading to reducing driving force for the
nucleation, and subsequently varying the Gibbs free energy, is shown in Figure 8.4:6.
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Figure 8.4:6 Gibbs free energy for γ-phase nucleation under different solute gradients in the
solid δ-phase in a Fe-0.18C alloy
The Gibbs free energy curves under the highest solute gradients (43 and 35wt%/m) do not
continuously reduce its free energy (after the saddle point) with the increasing radius whilst the free
energy curves with the least solute gradient (10 and 26wt%/m) reduces the free energy with
increasing radius. The reason for this is, steep solute gradients generate strong solute outflux,
thereby rapidly decreasing the shell composition and consequently reducing the drive for nucleation
within the incubation period. The free energy reduction, upon volumetric transformation, then fails
to compensate for the energy added by the increasing interfacial area. The rate of resultant free
energy reduction from saddle point to minima in the free energy path is then reduced. The energy
added to the nucleus by the increasing interfacial area overcomes the volumetric free energy
reduction with further development from the minima point. Subsequently a potential well is created
in the free energy path of the nucleation, suppressing further growth of the nucleus.

To the best of knowledge of the author, this is the first time that it has been proven numerically, that
low-carbon steel of near-peritectic composition, can be in a metastable state that suppresses the
nucleation of austenite.

A different approach was taken by Gusak et al.[28] They proposed, theoretically, that a similar
potential well in the Gibbs free energy path for a nucleus developing within a solute gradient in the
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parent phase.(not a solute gradient imposed outside at the boundary). A solute gradient within the
vicinity of the nuclease formation is not dominant enough to reduce the composition dependant free
energy drive for Fe-C alloys. For example, a nucleus with a radius of 0.5 ∗ 10−6 𝑚 do not impose
a significant composition variation nor the respective free energy drive. This model is discussed in
detail in Section 6.4, where it was numerically proven that the γ-nucleation cannot be suppressed in
this way. The current analysis suggests that it is the solute gradient at the boundary of the nucleus
that causes the composition to be lowered, resulting in a reduction of the free energy drive, and
subsequently delaying the rate of free energy reduction of a developing embryo within the
incubation time frame.

The free energy path under a gradient of 26wt%/m also produces a potential well and it is only under
a solute gradient of 10wt%/m that nucleation can occur. However, the critical radius is still 32%
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Figure 8.4:7 Incubation time for varied solute gradient in solid phase for Fe-0.18C alloy-The
solid line of 43 wt%/m represented by the secondary y-axis
The total lagtime for nucleation with each increment in ∆𝑟 is shown in Figure 8.4:7. The incubation
time under a solute gradient of 43wt%/m is shown on the secondary axis in Figure 8.4:7; it increases
steeply from 1.1s to 17.9s, suggesting that nucleation is suppressed. The rate of increase of the
incubation time against the radius of the ‘shell’ under a solute gradient of 35wt%/m also
approximates infinity and as shown in Figure 8.4:7 this accounts for the rapid reduction in free
energy drive. Nucleation may occur within 0.72 s under solute gradients of less than 26 wt%/m.

8.4.3

Temperature– Homogenous Systems

Nucleation of the peritectic phase (γ) in carbon steel under increased cooling conditions has been
reported to be suppressed and hence the δ and liquid parent phases are deeply undercooled in a
concentric solidification technique. On slow cooling, the local equilibrium between δ and the liquid
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phase may be maintained, but under rapid cooling conditions, local equilibrium compositions at the
interface may hold only instantaneously. The solute distribution under rapid cooling conditions was
calculated in Sections 4.3 and 5.2 by the use of phase field modelling and the composition fluctuates
approximately between 0.108-0.080 wt% as shown in Figure 8.4:4. A constant composition of 0.10
wt% is considered at the immediate vicinity of the interface in δ-ferrite for the temperature varied
from 1760 K to 1740 K for the present analysis.

The previous Section, 8.4.2, clarifies the reason for the suppression of the peritectic phase at 1760
K under a solute gradient higher than 10 wt%/m imposed in the solid phase at the interface. These
conditions are kept the same for the present study: the shell volume constant 𝑘2 = 7 (The chosen
value of 𝑘2 = 7 is kept for the range of temperatures as justified in Section 8.4.1.) and the solute
gradients vary from 10 to 43wt%/m. The initial shell composition is changed to an average value of
0.10 wt% for a range of temperatures. The free energy drive for peritectic nucleation in δ is
calculated with ThermoCalc[21] as mentioned in Table 8.3:1. The effect of undercooling on the
nucleation process under a solute gradient is analysed in Figure 8.4:8. Nucleation is allowed under
the four different solute gradients at 1755 K, 1750 K, 1745 K and 1740 K respectively, shown as
(a), (b),(c) and (d) in Figure 8.4:8.
At 1755 K and undercooling ∆𝑇 = 12 𝐾 , the free energy paths under a concentration gradient of
43wt%/m and 35wt%/m nucleation is clearly impeded. The free energy drive increase with respect
to the drive at 1760 K is not sufficient to induce nucleation. However, the free energy curves with
the least gradients, 26wt%/m and 10wt%/m leads to nucleation.
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Figure 8.4:8 Gibbs free energy for different solute gradient in the solid phase for a Fe-0.18C
alloy at the temperatures: (a) 1755 K (b) 1750 K (c) 1745 K (d) 1740 K
At 1750 K and 17 K undercooling, nucleation occurs except for the steepest solute gradient
43wt%/m. 17 K undercooling increases the driving force sufficiently in order to overcome the
reduction in the driving force by the depletion of the shell composition caused by solute gradients
equal or less than 35wt%/m.

A solute gradient at 43wt%/m at 1750 K, shown in Figure 8.4:8(b) produces a second Gibbs free
energy barrier. From the first saddle point to the minima, the reduction rate of the free energy is
reduced due to the continued depletion of the solute in the shell. The solute flux reduces the shell
composition to the matrix composition, 0.082wt%, between the 1 st and the 2nd maxima. However,
unlike the situation at 1760 K, the deeper undercooling at 1750 K, provides sufficient free energy
drive under the reduced solute composition to overcome the interfacial energy by the developing
nuclei. It should be noted that the ability to overcome the second energy barrier is possible only
because the shell composition remains constant at 0.082wt%, (outflux approaches zero) at some
point beyond the first minima and hence the driving force for the volumetric transformation also
remains constant.
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This analysis might be the first numerical proof of the existence of a second Gibbs free energy
barrier to γ nucleation in the Fe-0.18C peritectic system despite the long list of experimental
evidence [8, 9, 19, 64, 106] of the suppression of nucleation of the peritectic phase.

Figures 8.4:8(c) and (d) show that in the alloy under consideration, undercooling by 22 K and 27 K
respectively (to temperatures 1745 K and 1740 K respectively) the rate of energy reduction by solute
outflux is overcome by the rapidly increasing free energy drive, consequently the saddle point is
overcome and the nucleus of critical size can grow freely.

8.4.4

Diffusivity– Homogenous Systems

Diffusion of solute atoms plays a twofold role with respect to nucleation under a solute gradient.
Solute diffusion on the one-hand governs the rate of atoms jumping from matrix to the shell and the
rate of impingement of atoms onto embryonic nuclei, thereby determining the lag-time. On the other
hand, the diffusion of the solute atoms determines the rate at which the composition of the solute
within the shell is lowered by the flux of solute atoms out of the shell. The diffusivity depends on
both the temperature and the composition. However for the diffusivity of carbon atoms in a Fe-C
system can approximated to be constant [172] with the minor compositional variations. The
temperature, on the other hand, has a larger influence since the rate of diffusion is lowered from
7.00∗ 10−9 to 6.00∗ 10−9 m^2/s when the temperature is lowered from 1760 K to 1740 K[172, 173].
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Figure 8.4:9 Intrinsic diffusion of carbon in the Fe-C systems in the FCC and BCC phases at
different temperatures
Figure 8.4:9, developed with ThermoCalc[21] data base calculates only 27.6% reduction in
diffusivity for a temperature reduction from 1780 K to 1660 K in the δ-ferrite phase in a Fe-0.18C
alloy. The effect on the nucleation process from the possible variation of the diffusivity is considered
below in a broader range than the theoretical estimation of the diffusivity. For the purposes of the
244

claculations, the diffusion coefficient is varied in four steps: 1∗ 10−9 , 2.5∗ 10−9 , 7∗ 10−9 and
9∗ 10−9 𝑚2 𝑠 −1 keeping the system under the same conditions: interface at 1760 K with composition
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Figure 8.4:10 Gibbs free energy for different diffusion coefficients of carbon in the solid
phase in the Fe-0.18C alloy at (a) 1∗ 𝟏𝟎−𝟗 , (b) 2.5∗ 𝟏𝟎−𝟗 , (c) 7∗ 𝟏𝟎−𝟗 and (d) 9∗ 𝟏𝟎−𝟗 m^2/s

Figure, 8.4:10(a) shows that the low diffusion rate of 1∗ 10−9 𝑚2 𝑠 −1 does not affect the free energy
change even at the highest solute gradient and nucleation is therefore not constrained. When the
diffusion coefficient is increased to 2.5∗ 10−9 𝑚2 𝑠 −1 , a potential well is created at a solute gradient
of 43 wt%/m and hence, nucleation is constrained. However, nucleation is not constrained at lower
solute gradients as shown in Figure 8.4:10(b). Figures 8.4:10(c and d) show that as the diffusion
coefficient of carbon is increased to 7∗ 10−9 𝑚2 𝑠 −1 and 9∗ 10−9 𝑚2 𝑠 −1 respectively, nucleation is
constrained. Nucleation proceeds only under 10 wt%/m for the diffusivity set at 7∗ 10−9 𝑚2 𝑠 −1 . It
should be noted that in real systems solute gradients higher than 10 wt%/m may well be experienced.
These calculations indicate that the nucleation of the γ-phase can easily be constrained by a slight
increase in the diffusivity of carbon. As a result an alloy of peritectic composition can be deeply
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undercooled by constrained nucleation of the peritectic phase.

8.4.5

The Fe-Ni System

Solute diffusion in the Fe-Ni occurs by a substitutional mechanism as opposed to interstitial
diffusion in the Fe-C alloy system. Substitutional diffusion in the Fe-Ni alloy system is slower than
interstitial diffusion in the Fe-C system approximately by an order of 102 . It is interesting to
investigate the effect of solute gradients on peritectic nucleation in a substitutionally diffusing
system, such as the Fe-Ni under an imposed solute gradient.

Prior to the solute gradient analysis, shell volume should be determined for the Fe-4.2Ni system and
it is defined in the same way as in the Fe-C system. The shell composition and the corresponding
change in Gibbs free energy in the Fe-4.2Ni system are calculated below under the following
conditions: Temperature at 1789 K, meaning that an undercooling of only two degrees is considered
(∆𝑇 ≈ 2𝐾). It is assumed that there is local equilibrium at the interface between ferrite with liquid.
The initial nickel composition is 4.159 wt% in the shell when the interface of the solid is in local
equilibrium with the liquid phase with a composition of 5.336 wt%Ni [21]. The solute distribution
in the solid matrix is uniform. The γ-phase is in equilibrium with the δ- phase at 4.51wt%Ni. The
critical radius at t=0 s under the given conditions is 𝑅𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 = 8.811 ∗ 10−8 𝑚 and the shell volume
becomes: 𝑅𝑠ℎ𝑒𝑙𝑙 = 𝑘2 𝑅𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 . In Figure 8.4:11, the shell volume is varied by varying 𝑘2 to 2,3,4
and 5.

Figure 8.4:11 (a) Shell composition and (b) free energy as a function of shell radius in the Fe4.2Ni alloy
The range of 𝑘2 values are selected so that the nucleation process is supressed and favoured. The
shell composition and free energy variation under different shell volumes defined by the 𝑘2 =
2,3,4,5 are illustrated in Figures 8.4:11 (a) and (b) respectively. The smallest shell volume at 𝑘2 =
2 reduces the composition rapidly. The reduction of composition, reduces, with the shell volumes
increase up to 𝑘2 = 5. The pattern of composition variation with respect to shell volume is the same
as in Fe-C system as illustrated in Figure 8.4:1(a). The Gibbs free energy drops into a potential well
at 𝑘2 = 2 as shown in Figure 8.4:11 (b). The reason is the same as for the potential well created in
the Fe-C system, shown in Figure 8.4:1(b). The rapid reduction of the shell composition with the
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smallest shell volume, reduces the driving force for nucleation, thus reducing the reduction rate of
the free energy in the nucleation process. The nucleation process is favoured for 𝑘2 > 2 and because
the curves for 𝑘2 = 4 and 𝑘2 = 5 almost overlap, the shell volume constant is selected as 𝑘2 = 4
under the definition in Section 8.2.2.

Figure 8.4:12 Incubation time variation for homogenous nucleation under varied shell
volume in Fe-4.2Ni alloy
The incubation time taken under different shell volumes is given in Figure 8.4:12. The sudden
increase in the rate of the incubation time at 𝑘2 = 2 , indicates nucleation is constrained. The
nucleation process is allowed when the shell volumes are bigger than 𝑘2 > 2. Under the definition
of the shell volume, 𝑘2 = 4 is selected which providing the lowest possible shell volume without
altering the free energy path for nucleation.
8.4.5.1 Effect of solute gradient
In this calculation, the shell volume is kept at , 𝑅𝑠ℎ𝑒𝑙𝑙,3 = 3.524 ∗ 10−7 𝑚(𝑘2 = 4) and the
temperature at 1789 K and the imposed solute gradient varies from 100-1000 wt%Ni/m. Figure
8.4:13 shows the change in shell composition and free energy change for the development of a γnucleus in Fe-4.2Ni system.

Figure 8.4:13 (a) Shell composition (b) Gibbs free energy barrier for varied solute gradients
in the solid phase for Fe-4.2Ni alloy
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In the Fe-Ni system, the average solute gradients vary around 300 wt%/m under cooling rates of 10100 K/min[19] in the concentric solidification technique. However, in the present instance, the
gradient is varied from 100 to as high as 1000 wt%/m in order to determine how solute gradients
may affect nucleation of austenite in the Fe-Ni system. With an increased solute gradient, the outflux of solute atoms from the shell also increases, thereby reducing the solute composition.
However, the low diffusion coefficient of nickel atoms (compared to that of carbon) cannot generate
such high flux rates as in the Fe-C system even under high solute gradients. Hence the composition
decreases only from 4.15 wt%Ni to 4.12 wt%Ni at the highest solute gradient.

Figure 8.4:14 Incubation time under varied solute gradients in the Fe-4.2Ni alloy
The Gibbs free energy barrier and the incubation time are not significantly affected by the solute
gradients in Fe-4.2Ni alloy. The main reason for this is the lower diffusivity of the Ni atoms: The
Ni atoms cannot escape from the shell fast enough during the incubation time of the nucleation
process. The minor variation of the composition does not significantly alter the volumetric free
energy change, providing sufficient driving force for γ-nuclei to develop. The interfacial energy in
the Fe-Ni system at the δ-γ interface is also much lower than that in the Fe-C system and thus provide
a much lower critical radius and eventually a lower incubation time in the initial stages. The
incubation time is of the order of 10−3 s in the Fe-Ni system whereas in Fe-C system, the incubation
time exceeds 10−1 s. The minimum time period for the nucleation process also limits the duration
for the Ni atoms to flow out from the shell volume. Hence the lower diffusivity of Ni and the lower
incubation time period effectively contribute to maintaining the shell composition stable.

The nucleation process in Fe-4.2Ni alloy is significantly different from that of the Fe-0.18C alloy.
The interstitially diffusing carbon atoms can rapidly generate a strong out-flux, thereby decreasing
the shell composition and the driving force that suppresses the nucleation process. In the Fe-Ni
systems on other hand, the substitutional diffusing mechanism of Ni generate a slower solute outflux, which can only occur at lower incubation times. Under a steep solute gradient, the Fe-Ni system
can therefore maintain the shell composition stable, thereby providing sufficient driving force for
nucleation to occur.
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8.4.5.2 Effect of Interfacial energy
Interfacial energy data for the Fe-Ni system are scare in the literature particularly at high
temperatures, but the interfacial energy for the Fe-Ni-Al system has been reported as 0.02 𝐽/𝑚2 at
973 K[174]. Other researches have used values between 0.2 and 0.4 𝐽/𝑚2 for a Fe-3%Ni alloy[58]
[35]. The recent development in thermodynamic data bases, for example in ThermoCalc 2020a[21]
provides similar values for the interfacial energies for specific solute composition and temperature
for austenite-ferrite interfaces as shown in Figure 8.4:15.

Figure 8.4:15 Interfacial energy between FCC and BCC in the Fe-Ni systems at different
compositions at 1785 K [21]
In the present calculations for Fe-4.2Ni alloys, a value of 8.3∗ 10−3 𝐽/𝑚2 is used as shown in Figure
8.1:15, but the interfacial energy can be increased by solute segregation, or orientation. Hence, the
influence of a variation in interfacial energy is considered in Figure 8.1:16 for γ-nucleation in the
Fe-Ni system. The same conditions are used as before at 1989 K with δ composition at 4.159 wt%,
and the Gibbs free energy paths are calculated for a solute gradient of 400 wt%/m by varying the
interfacial energy in the following steps: 0.2, 0.3, 0.4, 0.5 𝐽/𝑚2 . The interfacial energy range 0.20.5 J/ 𝐽/𝑚2 is chosen because some of the researches [58] indicates that the interface energy can be
high as 0.5 𝐽/𝑚2 .
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Figure 8.4:16 Gibbs free energy changes under a solute gradient of 400 wt%/m at 1789 K at
different interfacial energies in Fe-4.2Ni alloy
Figure 8.4:16 (b) shows that austenite can nucleate in Fe-Ni systems in the interfacial energy range
0.2 and 0.5 𝐽/𝑚2 under an imposed solute gradient of 400 wt%/m. Higher interfacial energies
develop higher free energy barriers to the nucleation of austenite and hence, increased incubation
times. This extended incubation time allows more nickel atoms to escape from the shell volume, but
even under the steep solute gradient, the lower diffusivity of nickel atoms maintains the shell
composition relatively unchanged as given in Figure 8.4:16(a). Peritectic nucleation in Fe-Ni
systems thus cannot be suppressed even by an increase in interfacial energy nor by steep solute
gradients.

8.5
Application of the Transient Nucleation Model (TNM) in
Binary Alloys to the Case of Heterogeneous Nucleation
A homogenous nucleation model for the formation of spherical nucleus under non-equilibrium
conditions were discussed above in Sections 8.2-8.4 merely as an introduction to the concepts
involved in the nucleation model and to consider for the effect of rapid cooling in the Fe-C and FeNi alloy systems. However, homogenous nucleation is seldom observed and in fact statistically
hardly possible, particularly for the solidification of steel. Experimental investigations and
geometrical analyses strongly suggest that the preferred nucleation sites from energetic and kinetic
points of view are at the solid/liquid interface. The following discussion takes into account
heterogeneous nucleation at the solid/liquid interface as well as at the boundary between two ferrite
grains. These locations for the nucleation of austenite have been chosen since the previous energetic
analysis have suggested[126, 175] and experimentally observed[8, 118] that these locations provide
the lowest Gibbs free energy barrier for the nucleation of austenite in the course of the peritectic
phase transition.

8.5.1

Heterogeneous Nucleation into Delta-ferrite or Liquid Phases

A multitude of experimental observations have shown that the transformation of delta-ferrite to
austenite in alloys of peritectic or near-peritectic composition, always initiates in the vicinity of the
solid/liquid interface. It appears that the embryonic heterogeneously nucleated nucleus grows either
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into the liquid or into the ferrite, as discussed in Section 7.2, Figure 7.2:1. Mechanical equilibrium
with low angles at the triple point in the horizontal plane is generally difficult to maintain due to the
high pertaining surface tensions, both 𝛾𝛿𝛾 , 𝛾𝛾𝐿 , with respect to 𝛾𝛿𝐿 . However, local imperfections
may eventually generate favourable heterogeneous angles promoting nucleation.
Ferrite (δ)

Liquid (l)
A

𝜃
𝑟
Shell volume

Austenite (γ)

Ferrite-liquid
interface

Figure 8.5:1 Schematic representation of heterogeneous nucleation under a solute gradient
at the δ/l interface
The schematic diagram of heterogeneous nucleation within the shell volume at the solid-liquid
boundary is shown in Figure 8.5:1. In the following analysis, the temperature is set at 1760 K and
the δ composition at 0.108 wt%, as same as described for homogeneous nucleation. The shell
volume takes the same geometrical shape of the embryonic nucleus, but it has a larger volume. The
shell volume is defined as same as detailed in Section 8.2.2. The heterogeneous angle 𝜃 for
equilibrium at point A becomes:
𝛾𝛿𝐿 − 𝛾𝛾𝛿 ∗ cos (𝜃) − 𝛾𝐿𝛾 = 0 .

For heterogeneous nucleation at a solid/liquid boundary:
∆𝐺ℎ𝑒𝑡𝑟𝑜 = 𝑓(𝑄) ∗ ∆𝐺ℎ𝑜𝑚𝑜 … (8.12)
where 𝑓(𝑄) = 0.25(2 − 3 cos(𝜃) + cos 3 (θ)) and ∆𝐺ℎ𝑜𝑚𝑜 = A1 𝑅3 + B1 𝑅2 𝛾𝑐𝑝 .

For a heterogeneous spherical cap, A1 =

4𝜋
3

and B1 = 4𝜋 .

Under interfacial equilibrium at point A, A1 and B1 can be replaced by:
A1 → A1 𝑓(𝑄) and B1 → B1 𝑓(𝑄).
Then Equation (8.12) becomes:
∆𝐺ℎ𝑒𝑡𝑟𝑜 = A1 𝑓(𝑄)𝑅3 + B1 𝑓(𝑄) 𝛾𝑐𝑝
The free energy expression for heterogeneous nucleation then has the same structure as Equation
(8.2) with C1 = 0.
The radius of a critical embryonic nucleus can be calculated by Equation (8.4):
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𝑅∗ =

−2𝛾𝑐𝑝
3∆𝑔(𝑐)

The lag-time can also be calculated by evaluating Equations (8.10) according to the geometry.
From (8.6):
𝑁𝑏 = 𝑐𝑠ℎ𝑒𝑙𝑙,𝑟 ∗ 𝐴𝑛𝑢𝑐𝑙𝑒𝑢𝑠 ∗ 𝑎 where 𝐴𝑛𝑢𝑐𝑙𝑒𝑢𝑠 = 2𝜋𝑟 2 (1 − cos(𝜃)) .
𝐴𝑛𝑢𝑐𝑙𝑒𝑢𝑠 results since the δ/l interface is assumed to be insulated and atoms can attached only from
the spherical surface of the nucleus in δ parent phase.
Relacing A1 → A1 𝑓(𝑄) and B1 → B1 𝑓(𝑄) and C1 → 0 in Equation (8.10).
With the updated Equations 8.6,and 8.7, the lag time is calculated with Equation 8.10:
3

𝜏=

32𝑘𝑇(B1 𝛾𝑐𝑝 ) 𝑓(𝑄)
9𝛽 ∗ (A1 2 ∆𝑔(𝑐) 4 𝑉𝑎 2 )

… (8.13)

The same steps in the numerical model are followed as those that was used in the calculations for
homogeneous nucleation, except that Equations (8.12), and (8.13) are used for the calculations of
the Gibbs free energy and the lag-time pertaining to heterogeneous nucleation. The geometry of the
embryonic nucleus changes. More specifically, the volume and the surface area changes by the
geometric factor 𝑓(𝑄) as shown in Equation (8.12) with respect to Figure 8.5:1.

The major axis of the nucleus is perpendicular to the solute gradient, thus the solute flux area
becomes:
2
𝐴1𝑓𝑙𝑢𝑥 = 𝜋 sin2 (𝑄) 𝑟𝑐𝑟𝑖𝑐

The above updates with respect to the heterogeneous geometrical configurations is adopted in TNM
and the calculations proceed by the same steps as discussed in Section 8.3.

8.5.2

Shell Volume and Solute Gradient

A shell volume should be defined for each different system as mentioned in Section 8.2.2. Hence
calculations are carried out for heterogeneous nucleation of austenite in delta-ferrite with the initial
local equilibrium of the δ/l interface at 1760 K with 𝑐𝛿𝑙 = 0.108 𝑤𝑡% under a uniform solute
distribution. For the initial estimation of the shell volume, 𝑄 is chosen randomly but to be an acute
angle and taken at 𝑄 = 𝜋/10 . The shell volume is varied to get the defined value, for
𝑅𝑠ℎ𝑒𝑙𝑙 = 𝑘2 𝑅𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 . The values of 𝑘2 are chosen as 𝑘2 = 5,6,7 𝑎𝑛𝑑 8 in Figure 8.5:2 in order to
cover a range where nucleation is suppressed and allowed.
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Figure 8.5:2 (a) Shell composition (b) free energy for heterogeneous nucleation as a function
of shell radius for a Fe-0.18C alloy
Figure 8.4:1(a) showed that for homogeneous nucleation with 𝑘2 = 5 , the shell composition
reduces to 0.082 wt%, but for heterogeneous nucleation the shell composition reduces only to only
0.092 wt% as shown in Figure 8.5:2(a). The Gibbs free energy barrier with 𝑄 = 𝜋/10, shown in
Figure 8.5:2(b) is reduced by approximately 99.74% with respect to homogenous nucleation. The
same pattern is followed with other values of 𝑘2 . The free energy paths for values of 𝑘2 = 7 and
𝑘2 = 8 nearly overlaps and hence, the shell radius was calculated at 𝑘2 = 7 under the definition in
Section 8.2.2.

Figure 8.5:3 Incubation time for heterogeneous nucleation as a function of the shell volume
in a Fe-0.18C alloy
The heterogeneous nucleation configuration reduces the free energy barrier to approximately
2.5∗ 10−15 𝐽 for any of the 𝑘2 values used, which, in return, reduces the incubation time. The
incubation time for homogeneous nucleation varied between 0.1 to 1.0 seconds (Figure 8.4:2)
whereas the incubation time for heterogeneous nucleation is less than 0.05 seconds (Figure 8.5:3).
The heterogeneous nucleation of austenite seems highly favourable when the solute distribution is
uniform, but the situation is quite different when a solute gradient is imposed.

When a solute gradient of 43-10 wt%/m is imposed at 1760 K with the initial solute composition at
0.108 wt%, heterogeneous angle 𝑄 = 𝜋/10 and 𝑘2 = 7, (the same conditions as for the calculation
for homogenous nucleation in Section 8.4.2), heterogeneous nucleation of austenite becomes highly
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unfavourable. The shell is rapidly depleted of solute atoms and reaches the matrix composition under
an imposed solute gradients of higher than 26 wt%/m as shown in Figure 8.5:4.

Figure 8.5:4 (a) Shell composition (b) free energy change for heterogeneous nucleation by
imposing different solute gradients in a Fe-0.18C alloy
A comparison between Figures 8.5:4(a) and Figure 8.4:5 clearly reveals that for heterogeneous
nucleation, the shell composition reduces faster than for the homogenous nucleation process.
Consequently, the Gibbs free energy barrier is significantly increased, and at all computed imposed
solute gradients (10, 26, 35 and 43wt%/m), nucleation of austenite is suppressed as shown in Figure
8.5:4 (b). For homogenous nucleation under the same conditions as for the heterogeneous nucleation
case, under the lower solute gradients, 26 wt%/m and 10 wt%/m respectively, austenite can nucleate.

These observations can be explained as follows:

The solute composition in the shell decreases rapidly, as shown in Figure 8.5:4(a) when
heterogeneous nucleation is considered. The shell composition is captured in Equation (8.11),
Section 8.3.6. Once the solute gradient and the diffusivity are kept constant, the only controlling
parameters left, which decide the dynamic solute composition in the shell, are the incubation time,
the initial volume and the cross-section area (𝐴𝑠ℎ𝑒𝑙𝑙,𝑐𝑟𝑜𝑠𝑠 ) available for solute outflux. Longer
incubation times, low initial volumes and high cross-sectional areas contribute to the rapid reduction
in shell composition. The incubation time however depends on the shell composition and vice versa
thus the initial volume and the cross-sectional area becomes the determining parameters.

The ratio of the cross-sectional area available for solute out-flux as a function of the heterogeneous
angle is for heterogeneous and homogeneous nucleation respectively:
𝐴ℎ𝑒𝑡𝑟𝑜
𝐴ℎ𝑜𝑚𝑜

= sin2 𝑄

The corresponding volume ratio is:
𝑉ℎ𝑒𝑡𝑟𝑜
𝑉ℎ𝑜𝑚𝑜

= 𝑓(𝑄) = 0.25(2 − 3 cos(𝜃) + cos 3 (θ))

The calculated values of these two ratios as a function of contact angle are shown in Figure 8.5:5.
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A change in the heterogeneous angle from 90 degree to 0 reduces the volume ratio varies from 0.5
to 1*10−6 . The low volume ratio provides a small number of initial solute atoms in a heterogeneous
shell with respect to a homogenous shell at low heterogeneous angles. Hence a relatively small
change in the number of solute atoms are sufficient to change the low volume shell composition
significantly. The cross-sectional area also reduces with lower heterogeneous angles, but the
volumetric ratio reduction is much higher than the cross-sectional area reduction. Hence, even with
a low solute gradient, the composition of the parent shell is drastically reduced and hence, the Gibbs
energy barrier increases significantly, to constrained nucleation as shown in Figure 8.5:4(b).

An increase in heterogeneous angle from 90 to 180 degrees, results in a volumetric ratio increases
from only 0.5 to 1. This means that half the number to the same number of solute atoms is contained
in a heterogeneous shell volume compared in a homogenous shell volume. The cross-sectional ratio
reduces from 1 to approximately to 0.003 with a change in angle from 90 to 180 degrees. A shell
volume with almost the same initial number of solute atoms in a homogenous shell volume, with its
lower cross-sectional area, can maintain the shell composition better than a lower heterogeneous
angle in the presence of a solute gradient.

The heterogeneous angle in the real systems can be altered by solute segregation, impurities, thermal
fluctuations and imperfections on interface under rapid cooling conditions. It is instructive to
compare the effect of the heterogeneous angle separately when the heterogeneous angle is varied
between 0-90º and 90-180º respectively. For the purposes of comparison, let the conditions remain
the same (1760 K, δ compostion-0.108wt%C, 𝑘2 = 7 ) under a solute gradient of 26 wt%/m. It
should be noted that homogenous nucleation could occur under these conditions.

8.5.3

Heterogeneous Angle 0º to 90°

In the following calculations by the transient nucleation model, the shell composition and the Gibbs
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free energy are determined under an imposed solute gradient of 26 wt%/m under the following
assumptions: 𝑘2 = 7 , temperature 1760 K and the heterogeneous angle (Q) being varied (≈
0, 𝜋⁄8 , 𝜋⁄4 , 3𝜋⁄8 , 𝜋⁄2 (as discussed in Section 8.5.2).

Figure 8.5:6 (a) Shell composition (b) free energy for heterogeneous nucleation under varied
heterogeneous angle 0-90° for Fe-0.18C alloy
Lower heterogeneous angles provide smaller shell volumes. A solute gradient of 26 wt%/m, reduces
the solute composition drastically. Consequently, the Gibbs energy barrier increases, impeding
nucleation. An increase in heterogeneous angle 𝑄 , tends to maintain the shell composition and
nucleation is only possible when the heterogeneous angle reaches a value of 𝑄 = 𝜋⁄2 as shown in
Figure 8.5:6(b).

8.5.4

Heterogeneous Angle 90° to 180°

In these calculations by the transient nucleation model, the shell composition and the Gibbs free
energy are determined. The heterogeneous angle (Q) is taken as 𝜋⁄2 , 5 𝜋⁄8 , 3𝜋⁄4 , 7𝜋⁄8 𝑎𝑛𝑑 𝜋
and a solute gradient of 26 wt%/m is imposed. The rest of the parameters are kept the same as
before at 1760 K.

Figure 8.5:7 (a) Shell composition (b) free energy for heterogeneous nucleation under
different heterogeneous angles in the range 90°-180° for Fe-0.18C alloy
The shell volume reduces only by only a half at = 𝜋⁄2 respect to homogenous configuration. With
increasing heterogeneous angles, the volume reduction becomes insignificant and at 𝑄 = 𝜋, the
heterogenous shell volume becomes the same as the homogenous shell volume. The cross sectional
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area for solute out-flux is also reduced and thus, the shell composition becomes stable with an
increasing in heterogeneous angle. In fact, the shell composition is only reduced from 0.0928 to
0.1048 wt% at an angle of 𝜋⁄2 ≤ 𝑄 ≤ 𝜋, for nucleation events shown Figure 8.5:7(a). The fact that
the composition is retained while a solution gradient is imposed, provides enough driving force to
initiate nucleation. Obtuse heterogeneous angles therefore enable the γ-nucleation to proceed in the
presence of a solute gradient.

However, an increase in heterogeneous angle has an adverse effect on the energy barrier to
nucleation. The factor 𝑓(𝑄) indicated in Equation (8.12) varies from 0.5 to unity for 𝑄 increasing
from 𝜋⁄2 to 𝜋. This means that when 𝑄 → 𝜋, a heterogeneous nucleation approaches homogeneous
nucleation.

8.5.5
Results and Discussion of the Application of the Transient Nucleation
Model (TNM) in Binary Alloys to Heterogeneous Nucleation
The overall effect of varying the heterogeneous angle, is compared to the homogeneous nucleation
process when a solute gradient of 26 wt%/m is imposed.
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Figure 8.5:8 Comparison of Gibbs energy barrier of homogenous nucleation and varied
heterogeneous angle under solute gradient in Fe-0.18C alloy
Each free energy path shown in Figure 8.5:8 is calculated by the transient nucleation model at a
temperature of 1760 K with an initial solute composition of 0.108 wt% under an imposed solute
gradient of 26 wt%/m for different heterogeneous angles with 𝑘2 = 7. The solid line represents the
Gibbs free energy path for the case of homogenous nucleation. The dashed line shows the largest
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acute heterogeneous angle at 𝑄 = 3𝜋⁄8 that suppresses nucleation. All smaller values of 𝑄 also
suppresses the nucleation process as shown in Figure 8.5:6(b). The dotted line representing a
heterogeneous angle of 𝑄 = 𝜋⁄2 provides the lowest barrier to nucleation. Hence, heterogeneous
nucleation can occur with lowest energy barrier in the range 3 𝜋⁄8 < 𝑄 < 𝜋⁄2 under a solute
gradient of 26 wt%/m. Further increments in the angle also lead to the nucleation, but an increased
Gibbs energy barrier. However, all the heterogeneous nucleation paths remain just under the
homogeneous nucleation barrier. The small reduction of the free energy barrier is resulted by the
small reduction in the cross-sectional area for solute outflux under obtuse heterogeneous angles.
The reduced cross-sectional area hinders the solute out-flux, thus maintaining the shell composition
in the presence of a solute gradient.

The Transient Nucleation Model (TNM), developed above, provide a means to calculate an
optimized heterogeneous angle, which in return, allows for the calculation of the lowest free energy
barrier. However providing an actual favorable heterogeneous angle depends on the interfacial
energy balance at the solid/liquid interface. The outcomes of the calculations by the TNM model
concludes that the Gibbs free energy barrier for heterogeneous nucleation is almost the same, if not
higher, than the free energy barrier for homogenous nucleation in the presence of an imposed solute
gradient for any value of heterogeneous angle. This means that heterogeneous nucleation of
austenite in a Fe-C peritectic alloy can be easily constrained, under low undercooling.

8.6
Application of the Transient Nucleation Model (TNM) to
Ferrite Grain Boundary Nucleation in Binary Alloys
The peritectic phase can nucleated at different locations in a system with an advancing δ/l interface.
Nucleation at the δ/l interface was discussed in the previous section. The present discussion focuses
to a nucleation event taking place at δ-δ grain boundary. Destroying high interfacial energy grain
boundaries promotes nucleation. A number of experimental observations[8, 118] also suggest that
the peritectic nucleation is highly likely to be initiated at δ-δ grain boundaries. In Section 7.3,
geometrical configurations were analysed pertaining to uniform solute distributions, and the
principles established are now extended to include the effect of non-uniform solute distributions by
using the Transient Nucleation Model (TNM).
A schematic representation of a γ-nucleus in the presence of a solute gradient at δ-δ grain boundaries
in the near-vicinity of a δ/l interface, is given in the Figure 8.6:1. The embryonic nucleus forms
within the shell and a solute gradient is established at the shell boundary under conditions of nonequilibrium solidification.
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Figure 8.6:1 Schematic representation of grain boundary nucleation under solute gradient
The terminology and the calculation procedure for the Transient Nucleation Model remains the same
as those discussed in Section 8.2. The geometrical factors defining the nucleation of austenite at a
delta-grain boundary are assessed as follows:
For a general case, let the new phase be called phase ‘B’, which is developing in the matrix phase
‘A’ matrix, at an A-A grain boundary. The embryonic ‘B’ nucleus creates an ‘A/B’ interface and
destroys an ‘A/A’ grain boundary in the parent phase during the volumetric transformation of ‘A’
to ‘B’. For a nucleus with radius ‘r’, let the volume be 𝑐𝑟 3 , the destroyed ‘A/A’ grain boundary area
is 𝑎𝑟 2 and the new interface area ‘A/B’ is 𝑏𝑟 2 . The triple junction A-A-B is at the mechanical
equilibrium and satisfies the equation
2𝛾𝐴𝐵 cos(𝑄) = 𝛾𝐴𝐴 .
The triple point angle becomes, 𝑄 = 66.710 by using the data in Table 8.3:1.The same calculation
process is followed as in Section 8.2.3 at the initial stage of the development, but for the clarity, the
same is repeated. The Gibbs free energy for the nucleation event can be expressed as[126]:
𝑑𝐺𝑟 = 𝑐 ∗ ∆𝑔𝑟 3 + 𝑏 ∗ 𝜎𝑎 𝑟 2 − 𝑎 ∗ 𝜎𝑎 𝑟 2 … (8.14)
𝑏

𝑎

The geometrical constants are[126]:
𝑎 = 𝜋 sin2 (𝑄)
𝑏 = 4 𝜋 (1 − cos(𝑄))
𝑐 = 2𝜋/3 (2 − 3 cos(𝑄) + cos 3 (𝑄))
𝑑𝐺𝑟 = 0 from Equation (8.14), Leads to the critical radius
𝑅𝑐𝑟𝑖𝑐 =

−2(𝑏∗𝜎𝑎/𝑏 − 𝑎∗𝜎𝑎/𝑎 )
3𝑐∆𝑔

… (8.15)

And then, the Gibbs energy barrier becomes:
𝐺∗ =

4 (𝑏 ∗ 𝜎𝑎/𝑏 − 𝑎 ∗ 𝜎𝑎/𝑎 )2
27
𝑐 2 ∗ ∆𝑔2

At the given composition and temperature let the average atomic volume for the ‘A/B’ system be
𝑣𝑎/𝑏 Then, 𝑑𝐺𝑟 in Equation (8.14), the Gibbs free energy is a function of r and can be transformed
̅̅̅̅̅̅.
into a function of the number of particles. Let ‘n’ be the number of particles in the nucleus and
representing both the solute and solvent atoms:
𝑛=
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𝑐𝑟 3
𝑣𝑎/𝑏

The free energy as a function of the radius can then transformed into a number of atoms, 𝑑𝐺𝑟 →
𝑑𝐺𝑛 . The second derivative at the saddle point can be found in terms of the constants ‘a’, ‘b’ and
‘c’ as (same as the in Section 8.2.3 and 8.2.4):
𝜕 2 (∆𝐺)
−9
|𝑛∗ =
∗
2
𝜕𝑛
8

∆𝑔4
3

2
𝑎 𝑐 2 … (8.16)
∗ 𝑣
̅̅̅

(𝑏 ∗ 𝜎𝑎 − 𝑎 ∗ 𝜎𝑎 )
𝑏

𝑏

𝑎

For the jump frequency from Equation (8.6) and (8.7):
𝛽 = 𝑓𝑗 𝑁𝑏 ∗ 𝑣𝑚,𝑒

where

𝑁𝑏 = 𝑐𝑠ℎ𝑒𝑙𝑙,𝑟 ∗ 𝐴𝑛𝑢𝑐𝑙𝑒𝑢𝑠 ∗ 𝑎

and

𝐴𝑛𝑢𝑐𝑙𝑒𝑢𝑠 = 𝑏𝑟 2 = 4 𝜋 (1 −

cos(𝑄))𝑟 2
The lag time can be calculated by inserting 𝛽 and (8.16) into Equation (8.10). The lag time can be
found for a non-spherical nucleus by the geometry given by the constants ‘a’, ‘b’, and ‘c’.

It is further assumed that the shell volume assumes the same geometrical shape as the nuclei, and
only the scale is varied. The shell assumes the same elliptical shape symmetrically along the A-A
grain boundary. The elliptical shell radius is defined as before with 𝑅𝑠ℎ𝑒𝑙𝑙 = 𝑘2 𝑅𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 and the
volume element is given by 𝑉𝑠ℎ𝑒𝑙𝑙 = 𝑐 ∗ 𝑅𝑠ℎ𝑒𝑙𝑙 3 .
The elliptical geometry of the nucleus now grows along its major axis along the grain boundary as
shown in the schematic representation, Figure 8.6:1. The minor axis is perpendicular to the solute
gradient and the area exposed to solute out-flux can be calculated by:
2
𝐴2𝑓𝑙𝑢𝑥 = 𝜋(1 − cos(𝑄))2 𝑟𝑐𝑟𝑖𝑐

The effect of the solute gradient is only felt by the lower cross-section area of the nucleus. The
present model suggests the lower cross-section area resists the solute outflow better, maintaining
the shell composition compared to that shown in Section 8.5.

8.6.1

Grain Boundary Nucleation - Shell Volume

The system dependant shell volume should be defined before analysing the non-equilibrium effects
of the system. 𝑘2 values are chosen in a range where the nucleation is suppressed or easily allowed,
and the smallest possible value is chosen under the definition discussed in Section 8.2.2. Under the
same conditions at a temperature of 1760 K and under local equilibrium of liquid and ferrite, the
shell volume is varied with values of 𝑘2 = 5,6,7 𝑎𝑛𝑑 8 .The critical radius is calculated by
Equation (8.15): 𝑅𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 = 5.7527470 ∗ 10−7 m.
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Figure 8.6:2 (a) Shell composition (b) free energy for grain boundary nucleation as a
function of shell radius for the Fe-0.18C alloy
The shell composition decreases slightly faster than for either heterogeneous or homogenous
nucleation, but the Gibbs energy barrier is significantly decreased for the range of 𝑘2 values used.
The smallest shell volume at 𝑘2 = 5 decreases its composition rapidly and suppresses nucleation.
The other higher 𝑘2 values allow nucleation to occur. The shell volume at 𝑘2 = 7 tends to follow
the same free energy path as 𝑘2 = 8 and hence 𝑘2 = 7 is chosen for the further analysis.

8.6.2

Grain Boundary Nucleation - Solute Gradient

Rapid solidification of the liquid phase develops negative solute gradients in the primary δ solid
phase at the solid/liquid interface and this effect should be accounted for in a nucleation event. An
embryonic γ-nucleus that is developing at δ-δ grain boundaries are also affected by the same solute
gradient, which develops at the interface.

In the next analysis, using the same conditions as before, a solute gradient is imposed at the shell
boundary varying from (10 to 43wt%/m) at a temperature of 1760 K. The shell volume is defined
by 𝑘2 = 7. The variation of the shell composition and the Gibbs free energy is calculated under
different solute gradients as shown in Figure 8.6:3.

Figure 8.6:3 (a) Shell composition (b) free energy for grain boundary nucleation under
varied solute gradients for the Fe-0.18C alloy
The shell volume with low cross-sectional area at the δ-δ grain boundery (𝐴2𝑓𝑙𝑢𝑥 = 𝑝𝑖 ∗
2
(1 − cos(𝑄))2 𝑟𝑐𝑟𝑖𝑐
) for solute out-flux, maintain its composition well in the presence of solute
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gradients. The composition drops down to 0.085 wt% and 0.092 wt% only for the highest two
gradients and thereby suppressing the development of the embryonic nuclei. With a lower crosssectional area for diffusion (compared to heterogeneous nucleation at δ/l interface), solute out-flux
is minimised, almost allowing to nucleation to proceed under 26 wt%/m and 10 wt%/m gradients.
The high interfacial energy at δ-δ grain boundaries promotes the nucleation process and the energy
barrier is reduced to 8.1∗ 10−13 𝐽 under 10 wt%/m. Under the same conditions, this amounts to a
reduction of 22.8 % with respect to a homogenous nucleation process.

However, the nucleation takes place at the ferrite grain boundary and the diffusion path is along the
grain boundary. Grains boundaries got much less activation energy thus can increase the diffusion
coefficients considerably. When the nucleation take place at the δ-δ grain boundary, the out-flux
along the grain boundary is higher because the grain boundary diffusion rate is higher than that in
the bulk.

8.6.3

Grain Boundary Diffusion

Grain boundary diffusion is faster than bulk diffusion in the same system under the same conditions.
The effect of this enhanced diffusivity should be taken into consideration for a nucleation process,
which initiates in the vicinity of a grain boundary. The exact values of grain boundary diffusion of
carbon atoms in δ-δ boundaries boundary are scared in the literature. However, in the present
calculations, shown in Figure 8.6:4, grain boundary diffusion is assumed to be higher than the bulk
diffusivity and for this reason, the diffusion coefficient is increased from 5∗ 10−9 to 8∗ 10−9 𝑚2 /𝑠
under a 26 wt%/m solute gradient.

Figure 8.6:4 (a) Shell composition (b) free energy for grain boundary nucleation under
different solute diffusion coefficients in the Fe-0.18C alloy
The shell composition drops rapidly at higher diffusion coefficients and the lowered carbon
composition reduces the free energy drive for the volumetric change of δ to γ. A mere increase in
diffusion coefficient from 5 ∗ 10−9 to, 6∗ 10−9 𝑚2 /𝑠 leads to a free energy potential well, which
constrains nucleation. This could be the reason why the peritectic nucleation is constrained at delta
ferrite boundaries in the Fe-C peritectic systems. Under rapid cooling conditions, the constrained γ262

nucleation takes the liquid as well as the δ into a state of deep undercooling. The increased
undercooling increases the drive for the transformation and compensates for the reduction in the
drive due to the rapid drop in shell composition.

In order to investigate the effect of the extent of undercooling under increased solute diffusivity at
delta ferrite boundaries, the Gibbs free energy variation relevant to the nucleation process is
calculated at 1755 K, 1750 K, 1745 K and 1740 K. The system is kept under the conditions at solute
gradient 26 wt%/m, increased carbon diffusion coefficient 8∗ 10−9 m^2/s and 𝑘2 = 7 . The
outcomes of these calculations are shown in Figure 8.6:5.

Figure 8.6:5 Free Energy for grain boundary nucleation under an imposed solute gradient of
26 wt%/m and increased diffusivity, D=8∗ 𝟏𝟎−𝟗 m^2/s at (1) 1760 K, (2) 1755 K, (3) 1750 K,
(4) 1745 K, (5) 1740 K for Fe-0.18C alloy
With the increased rate of diffusion at ferrite boundaries, nucleation is only possible when the
temperature of the system drops down to below 1750 K. Even though the destroyed delta grain
surface area provides free energy for nucleation, bringing down the saddle point to roughly in the
order of 10−13 J, the solute gradient reduces the composition in the shell, subsequently reducing the
driving force for transformation. These dynamics are likely to create metastable states in the course
of the nucleation process, thereby suppressing nucleation.

The current study analysed the kinetics and energetics for possible nucleation sites in a rapidly
solidifying Fe-0.18C peritectic alloy. Homogenous γ-nucleation in the bulk parent phases and
heterogeneous nucleation at a δ/l interface was considered under an imposed solute gradient. Grain
boundary nucleation is favoured since destroying δ-δ grain boundaries reduces the Gibbs free energy
barrier to a significant extent, but the increased grain boundary diffusivity opposes peritectic
nucleation. The increased diffusivity along the delta-ferrite grains increases the solute out-flux from
the shell volume; the shell composition decreases rapidly reduces and the drive for the nucleation
of austenite is also reduced. The only possible way of overcoming the free energy barrier is to
undercool the system until the effect of an imposed gradient is overcome.
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8.7
Subsequent Growth of the Embryonic Nucleus into Two
Different Parent Phases under a Solute Gradient
The nucleation of austenite in rapidly cooling peritectic systems has so far been considered as
occurring under homogenous, heterogeneous and grain boundary configurations. In this section, a
nucleation event is considered such that an embryonic nucleus forms at the δ/l interface and then
develops into a nucleus of critical size by growing simultaneously into the two parent phases. The
same mechanism for the development of a nucleus was discussed in Section 7.4 under conditions of
a uniform solute distribution, but the present study, the case is considered where nucleation occurs
in the presence of a solute gradient. The simultaneous growth of the nucleus into two different parent
phases present a different configuration than in the analyses outlined above, but the same calculation
procedure is followed as outlined in Section 8.2. The incorporation of the new configuration into
the transient nucleation model is discussed as follows:
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Figure 8.7:1 Austenite nucleation at the solid liquid interface, simultaneously into both
parent phases (liquid and delta- ferrite)
The growth of the embryonic γ-nucleus into both the δ and liquid phases is schematically shown in
Figure 8.7:1 and the interfacial equilibrium at point A is considered. The Gibbs free energy and the
lag-time should initially be defined in order to adopting the mechanism into the TNM. Following
the approach taken by J.C Fisher[126] in calculating the Gibbs free energy relevant to the nucleation
event, the total volume of the new phase developing into each parent phase is calculated in addition
to the calculation of the subsequent surface area created and destroyed.
Let the γ-surface area develop into either parent phases be 𝐴𝛾𝑖

𝐴𝛾𝑖 = 𝑏𝑖 𝑟𝑖2
𝑖 = 𝛿, 𝑙
𝑏𝑖 = 2 𝜋 (1 − cos(𝑄𝑖 ))
Let the γ-volume develop into either of the parent phases, 𝑉𝛾𝑖

𝑉𝛾𝑖 = 𝑐𝑖 𝑟𝑖3
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𝑐𝑖 = 𝜋/3 (2 − 3 cos(𝑄𝑖 ) + cos 3 (𝑄𝑖 ))
Let the destroyed solid/liquid interface area be 𝐴∗𝛿,𝑖
𝐴∗𝛿,𝑖 = 𝑎𝛿 𝑟𝛿2 = 𝑎𝑙 𝑟𝑙2
𝑎

Then 𝑟𝛿 = √ 𝑙 ∗ 𝑟𝑙
𝑎
𝛿

2

Where 𝑎𝑖 = 𝜋 sin (𝑄𝑖 ).

𝑄𝑖 Can be solved for horizontal and vertical equilibrium at the interface point A,
𝛾𝛿𝐿 - 𝛾𝛾𝐿 *cos (𝑄𝑙 ) - 𝛾𝛿𝛾 * cos (𝑄𝛿 ) = 0
𝛾𝛾𝐿 *sin (𝑄𝑙 ) - 𝛾𝛿𝛾 * sin (𝑄𝛿 ) = 0
For the interfacial energy given in Table 8.2:1, 𝑄𝑙 = 120.80 and 𝑄𝛿 ≈ 41.90
If 𝑟𝑙 considered as the independent variable, 𝑟𝛿 becomes a fitting variable (or vice versa.)
The Gibbs energy barrier can then be expressed as a function of 𝑟𝑙 :
∆𝐺 = (𝑉𝐿𝛾 ∗ ∆𝑔𝐿 ) + ( 𝑉𝛿𝛾 ∗ ∆𝑔𝛿 ) + (𝐴𝐿𝛾 ∗ 𝛾𝛾𝐿 ) + (𝐴𝛿𝛾 ∗ 𝛾𝛿𝛾 ) − (𝐴𝛿𝑙 ∗ 𝛾𝛿𝐿 )
For a ∆𝑟𝑙 increment:
∆𝑔 = (∆𝑣𝐿𝛾 ∗ ∆𝑔𝐿 ) + ( ∆𝑣𝛿𝛾 ∗ ∆𝑔𝛿 ) + (∆𝐴𝐿𝛾 ∗ 𝛾𝛾𝐿 ) + (∆𝐴𝛿𝛾 ∗ 𝛾𝛿𝛾 ) − (∆𝐴𝛿𝑙 ∗ 𝛾𝛿𝐿 ) … (8.17)
The critical radius becomes:
𝑅𝑐𝑟𝑖𝑐 =
𝑎
𝑎𝛿

−2(𝑤2 − 𝑤3 )
… (8.18)
3𝑤1

3

𝑤1 = 𝑐𝑙 ∆𝑔𝑙 + 𝑐𝛿 ∆𝑔𝛿 ( 𝑙 )2 ; 𝑤2 = 𝑏𝑙 𝛾𝛾𝐿 + 𝑏𝛿

𝑎1
𝛾
𝑎2 𝛿𝛾

and 𝑤3 = 𝑎𝑙 𝛾𝛿𝐿

Since the Gibbs free energy is a function of 𝑟𝑙 , the value of the critical radius is a measure of the
size of the γ-spherical cap of the liquid that has transformed when the critical size of the nucleus is
reached. The radius of the γ spherical cap transformed into the δ-phase can be calculated with 𝑟𝛿 =
𝑎

𝑙
√𝑎 ∗ 𝑟𝑙 at the critical state of the nucleus.
𝛿

Let the volume 𝑉𝛾𝑙 growing into liquid have 𝑛𝑙 atoms with atomic volume 𝑣𝑙 and the growing
volume 𝑉𝛾𝛿 into the liquid have 𝑛𝛿 atoms with atomic volume 𝑣𝛿 .
Then the total volume for the total number of atoms is:
𝑛 = 𝑛𝑙 + 𝑛𝛿 And 𝑛 = 𝑟𝑙3 𝑤4
𝑤4 =

𝑐𝑙
𝑣𝑙

+

𝑐𝛿

𝑎

3

( 𝑙 )2

𝑣𝛿 𝑎𝛿

The second derivate of Gibbs free energy with respect to ‘n’ then becomes:
𝜕 2 (∆𝐺)
−9
𝑤1 4
1
∗
|
=
∗
∗
… (8.19)
𝑛
2
3
𝜕𝑛
8 (𝑤2 − 𝑤3 )
𝑤4 2
The particles also can enter into the nucleus from both interfaces, γ/l and γ/δ.
β = β𝑙 + β𝛿
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Let the frequency of atoms joining the nucleus from liquid and δ phase be β𝑙 and β𝛿 respectively.The
jump frequency can be developed from Equation (8.6) and (8.7);

β = ((𝑐𝑠ℎ𝑒𝑙𝑙,𝑟,𝑙 ∗ 𝐴𝑛𝑢𝑐𝑙𝑒𝑢𝑠,𝑙 ∗ 𝑎) ∗ 𝑓𝑗,𝑙 𝑣𝑚,𝑒,𝑙 ) + ((𝑐𝑠ℎ𝑒𝑙𝑙,𝑟,𝛿 ∗ 𝐴𝑛𝑢𝑐𝑙𝑒𝑢𝑠,𝛿 ∗ 𝑎) ∗ 𝑓𝑗,𝛿 𝑣𝑚,𝑒,𝛿 ) … (8.20)
𝑐𝑠ℎ𝑒𝑙𝑙,r,i 𝑓𝑗,𝑖 , 𝑣𝑚,𝑒,𝑖 and 𝐴𝑛𝑢𝑐𝑙𝑒𝑢𝑠,𝑖 are shell composition, jump attachment factor, effective jump
frequency and spherical cap area of critical nucleus developed with respect to each parent phases,
liquid and δ.
1

𝐷𝑖

6

𝑎2

Let 𝑓𝑗,𝑙 = 𝑓𝑗,𝛿 = and 𝑣𝑚,𝑒,𝑖 =

, 𝐷𝑖 is the solute diffusivity in respective parent phases. And

𝐴𝑛𝑢𝑐𝑙𝑒𝑢𝑠,𝑙 = 𝑏𝑙 𝑟𝑙2 = 2 𝜋 (1 − cos(𝑄𝑙 ))𝑟𝑙2 and 𝐴𝑛𝑢𝑐𝑙𝑒𝑢𝑠,𝛿 = 𝑏𝛿 𝑟𝛿2 = 2 𝜋 (1 − cos(𝑄𝛿 ))𝑟𝛿2
With the modified β in Equation (8.20) and with Equation (8.19), lag time is evaluated form
Equation (8.10).

A nucleus of two spherical caps developing into two different parent phases have two shell volumes
for each phase. Both shell radii hold the same definition as outlined in Section 8.2.2.
𝑅𝑠ℎ𝑒𝑙𝑙,𝑙 = 𝑘1 ∗ 𝑅𝑐𝑟𝑖𝑐,𝑙 and 𝑅𝑠ℎ𝑒𝑙𝑙,𝛿 = 𝑘2 ∗ 𝑅𝑐𝑟𝑖𝑐,𝛿
This means that both shell volumes have the minimum volume, but approximately accommodate
the nucleation process as in an infinitely large matrix volume.

An embryonic nucleus developing into a single phase has to be in equilibrium with only one parent
phase. It is therefore necessary to modify the basic model used previously in order to maintain local
equilibrium with both parent phases. This is done by re-mapping the mechanism of solute
distribution. Figures 8.7:2 and 8.7:3 represent the drive for nucleation and required solute
distribution to maintain the local equilibrium at the pertaining interfaces.
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Figure 8.7:2 Driving force for the nuclei developing simultaneously in to two parent phases
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Figure 8.7:3 Solute distribution of the nuclei and adjacent ∆r parent phase layers with
respect to Figure 8.7:2
The δ and liquid phases are in local equilibrium at temperature T (K) with the liquid composition
𝐶𝑙𝛿 (layer A) and the delta-ferrite composition 𝐶𝛿𝑙 (layer F) prior to the nucleation of the γ-phase. The
liquid phase layer, which transforms into austenite (γ), changes its composition to 𝐶𝛾𝑙 (layer C). The
delta-ferrite, which transforms into austenite (γ) changes its composition to 𝐶𝛾𝛿 (layer D). Because,
𝐶𝛾𝑙 > 𝐶𝛾𝛿 , solute atoms can flow from the liquid section of the γ-nucleus (𝑉𝐿𝛾 ) into the ferrite section
(𝑉𝛿𝛾 ) of the γ-nucleus. The resultant redistribution of compositions within the nucleus is represented
by the solid lines of composition in each layer in Figure 8.7:3. The dashed lines represent the initial
composition before the transformation occurs. This mechanism of solute redistribution can be
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divided into three main sections.

The nucleation of an embryonic austenite nucleus is considered to be developing simultaneously
into both the liquid and ferrite parent phases. Following the initiation of the embryonic γ-embryo
(the size of which is still smaller than the critical radii), the austenite growing into the liquid phase
𝛾

layer, initially consists of two layers of compositions, 𝐶𝑙 and 𝐶𝑙𝛿 respectively (within the layer B).
𝛾

The 𝐶𝑙 layer ensures that local equilibrium is maintained with the previously transformed austenite
layer (layer C) with a composition 𝐶𝛾𝑙 , which is in a stable state with the adjacent liquid layer of
𝛾

composition𝐶𝑙 . 𝐶𝑙𝛿 is the shell composition which is subjected to the boundary conditions. The
same conditions apply for austenite transforming into delta-ferrite. At some stage in the γ-nucleation
process, γ has grown upto layer D , into δ parent phase. The immediate δ layer(E) next to the D
𝛾

should ensure that the γ in in local equilibrium with δ. The 𝐶𝛿 layer ensures that the previously
transformed γ, with composition 𝐶𝛾𝛿 within the D layer, is in equilibrium with δ in the E layer. The,
A and F layers may vary its initial compositions subjected to the pertaining boundary conditions.
Prior to the γ-nucleation, the liquid and δ-phase can be either under local equilibrium or either parent
phase can be undercooled. But during the γ-nucleation process, local equilibrium of the γ-phase is
assumed to be maintained with its respective parent phases.

In the application of the principles outlined above, it is instructive to consider three different
possibilities of solute redistribution when a nucleus forms, referred to as Cases 1,2 and 3.

Case 1:
In this case, the parent layers transforming into the child phase rejects (𝑙𝑖𝑞 → 𝑓𝑐𝑐) or sucks (𝑏𝑐𝑐 →
𝑓𝑐𝑐) the required number of solute atoms from the respective parent shell volumes only.
𝛾

The liquid layer B, with compositions 𝐶𝑙 and 𝐶𝑙𝛿 respectively, has a higher composition than layer
C with composition 𝐶𝛾𝑙 . Upon transformation of layer B into layer C, solute atoms has to be rejected.
In such a case, the nucleating liquid layer rejects all the extra atoms back into the liquid shell.
𝛾

Similarly, E layer (δ-phase) with compositions of 𝐶𝑙𝛿 and 𝐶𝛿 has a lower composition than the D
layer with composition 𝐶𝛾𝛿 . Upon transformation, the nucleating delta-ferrite layer sucks all the
required number of solute atoms from the delta-ferrite shell. Atoms within the austenite nucleus
remain within austenite after the transformation and the system is free to reduce the free energy by
minimizing the solute gradient. However, the layers adjacent to both the parent phases (C and D
layers) remain at their local equilibrium compositions until the next layer is transformed. (Refer to
Sections 8.7.1 and 8.7.2 where the complete kinetic and energetic treatments were outlined).

Case 2:
In this case, the possibility of solute atoms migrating into the nucleus is considered by rejected
268

solute atoms from the immediately transforming liquid layer.

It was argued in Case 1 above that solute atoms have to be rejected from the transforming layer and
the number of atoms (𝑛𝑙,𝑟𝑒𝑗𝑒𝑐𝑡 ), that need to be rejected depends on the compositional difference
between layers B and C. In Case 1, it is assumed that solute atoms are rejected totally back into
parent liquid phase. In Case 2, the possibility that solute atoms are rejected into the nuclei
themselves is considered. During the nucleation process, solute atoms redistribute within the
embryonic γ-nucleus:
Let the composition at the centre of the nucleus (point G, where the initial δ/l interface is located)
be 𝐶𝛾0 . Layer C should maintain the composition 𝐶𝛾𝑙 at all times and Layer D should maintain the
composition 𝐶𝛾𝛿 and the solute redistribution mechanism should satisfy the condition: 𝐶𝛾𝑙 > 𝐶𝛾0 >
𝐶𝛾𝛿 .
A solute gradient ∇𝑐𝑙𝛾 (∝ [𝐶𝛾𝑙 − 𝐶𝛾0 ]), is established from the γ/l interface to the centre of the
embryonic nucleus. A fraction 𝑞1 , ( 0 < 𝑞1 ≤ 1 ) of 𝑛𝑙,𝑟𝑒𝑗𝑒𝑐𝑡 solute atoms is allowed to enter the
γ- nucleus and establish a solute gradient, ∇𝑐𝑙𝛾 , only after providing the required number of solute
atoms to increase the composition from 𝐶𝑙𝛿 to 𝐶𝛾𝑙 in the volume fraction 𝑘1∆𝑟𝑙𝛾 in layer B. If/When
the number of atoms 𝑛𝑙,𝑟𝑒𝑗𝑒𝑐𝑡 , is higher than the sum of the of solute atoms in-fluxing along the
gradient ∇𝑐𝑙𝛾 ,the rest of the solute atoms are rejected back into the liquid shell volume.
Similar arguments apply to the δ-fraction of the γ-nucleus, a ∇𝑐𝛿𝛾 (∝ [𝐶𝛾0 − 𝐶𝛾𝛿 ]) gradient is formed
from centre to the δ/γ interface. For the transformation of the layer E to γ, a number of solute atoms
𝑛𝛿,𝑎𝑏𝑠𝑜𝑟𝑏 , should be absorbed to increase its composition to 𝐶𝛾𝛿 , as in layer D. In Case 2, a fraction
𝑞2 , ( 0 < 𝑞2 ≤ 1 ) of 𝑛𝛿,𝑎𝑏𝑠𝑜𝑟𝑏 is allowed to flow into the transforming layer by the ∇𝑐𝛿𝛾 solute
gradient, but, only after receiving the number of atoms from the adjutant volume 𝑘1∆𝑟𝛿𝛾 by
𝛾

reducing its composition from 𝐶𝛿𝑙 to 𝐶𝛿 in layer E. If the 𝑛𝛿,𝑎𝑏𝑠𝑜𝑟𝑏 is not satisfied either by the
𝛾

composition reduction in the adjacent layer from 𝐶𝛿𝑙 to 𝐶𝛿 , nor solute flow along the ∇𝑐𝛿𝛾 solute
gradient, the deficit is taken from the δ-shell volume. If the solute flux is more than enough to
provide the required solute atoms for the transformation, the rest of the atoms stays in the nuclei and
transforming ferrite layer does not have to seek atoms form its parent ferrite shell. The complete
kinetic and energetic treatment is given at Section 8.7.1 and 8.7.3. (Refer to Sections 8.7.1 and 8.7.2
where the complete kinetic and energetic treatments were outlined and the meaning of the numerical
constants 𝑞1 and 𝑞2 to mimic the possibility of solute atoms jumping over the γ/l and γ/δ interfacial
barrier respectively, was also discussed).

Case 3:
In this case, the solute distribution mechanism is the same as for Case 2, but the possibility of any
excess atoms jumping across the δ/γ interface is taken into account (Figure 8.7:3).
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If the solute flux generated by the ∇𝑐𝛿𝛾 gradient is more than the number of solute atoms (𝑛𝛿,𝑎𝑏𝑠𝑜𝑟𝑏 )
required for the transformation and after the volume layer E provided sufficient solutes atoms (by
𝛾

lowering the composition from 𝐶𝛿𝑙 to 𝐶𝛿 ), the excess atoms are allowed to escape from the common
potential domain at the γ/δ interface. In Case 2 the excess atoms were allowed to remain in the
nuclei, but in Case 3, the fraction of solute atoms, which originally were extracted from the
transforming liquid layer, can now escape the nuclei from the opposite end and taken up into the δshell.

Although three possibilities of solute distribution mechanisms were considered, the actual
nucleation process must be an optimal condition, which should be somewhere in the domain of the
three cases if austenite is to nucleate at the boundary of its parent phases. Hence, an energetically
favourable solute distribution mechanism must be established. The solute atoms from the liquid may
have a higher chemical energy than the solute in δ (if the initial 𝐶𝑙𝛿 and 𝐶𝛿𝑙 are not in equilibrium at
temperature T (K)), and hence the liquid solute atoms may render the nuclei unstable. However the
stability may recover if the excess solute atoms are allowed to escape into the δ shell (As in Case
3). But by allowing these atoms to migrate into the ferrite shell, the composition at the centre 𝐶𝛾0 ,
is reduced at the same time, which increases the gradient ∇𝑐𝑙𝛾 , thereby allowing more solute liquid
atoms into the nucleus. In order to arrive at an optimized solute distribution, the respective free
energy changes in the nucleation process need to be established. For these reasons, a numerical
solute distribution model is developed below based on the kinetic and energetic considerations
outlined in Sections 8.7.1 to 8.7.4.

8.7.1

Development of an Energetic and Kinetic Solute Distribution Model

The main difference between Case 1 and Case 2 above, is that the possibility is considered of atoms
reverting from the transforming layer of the liquid phase into the developing embryonic nuclei. The
maximum extent to which solute are sucked into the embryo is controlled by a solute gradient ∇𝑐𝑙𝛾
and limited by the factor𝑞1 . The maximum amount of solute received by the transforming ferrite
layer depends on the solute gradient ∇𝑐𝛿𝛾 as shown in the Figure 8.7:4 and limited by the factor 𝑞2 .
in Case 3, ∇𝑐𝛿𝛾 determines the maximum amount of solute atoms(limited by 𝑞2 ) that escapes after
providing the required number of atoms for the transformation of the ferrite layer.
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Figure 8.7:4 Internal solute distribution for a nucleus to maintain two different solute
compositions for at local equilibrium with two different parent phases
In time-step ∆𝑡, the most recent transforming layer may retain the composition 𝐶𝛾𝑙 and then proceed
by ∆𝑟𝑙𝛾 whilst the δ-ferrite proceeds by ∆𝑟𝛿𝛾 with composition 𝐶𝛾𝛿 as shown in the Figure 8.7:4. But
when the next layers transform and isolate the child phase from the parent phase, the composition
in the internal layers of the nucleus do not have to be kept at the equilibrium compositions. In fact,
the composition should change minimizing the compositional gap between 𝐶𝛾𝑙 and 𝐶𝛾𝛿 . The
composition may vary by the solute flux developed within the child phase, as sketched in Figure
8.7:4. It is assumed that the change in composition is linear (solid line) in the very small distance
from centre to either interface of nucleus.
Let the composition at the initial position of the solid/liquid interface (but now within the γ nucleus)
be 𝐶𝛾0 .
In order to define the internal solute gradients ∇𝑐𝑙𝛾 and ∇𝑐𝛿𝛾 , 𝐶𝛾0 should be calculated. Consider
that one half of the spherical cap of the nucleus grows in into the δ-phase as shown in Figure 8.7:5
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Figure 8.7:5 Formation of internal solute gradient in a nucleus, developing into the two
different parent phases
Then the solute gradient in δ be: ∇𝑐𝛿𝛾 =
𝐶𝛾𝑙 −𝐶𝛾0
𝑟𝑙 (1−cos(𝑄𝑙 ))

𝐶𝛾0 −𝐶𝛾𝛿
𝑟𝛿 (1−cos(𝑄𝛿 ))

and similarly in liquid phase be ∇𝑐𝑙𝛾 =

. Note: Figure 8.7:5 only shows solute distribution of γ nucleating into δ volume

fraction.

The linearized solute composition in the spherical cap growing into delta-ferrite in x direction is:
𝐶(𝑥,𝛿) =

𝐶𝛾𝛿 −𝐶𝛾0
𝑟𝛿 (1−cos(𝑄𝛿 ))

(𝑥 − (𝑟𝛿 𝑐𝑜𝑠(𝑄𝛿 ))) + 𝐶𝛾0

𝑥; 𝑟𝛿 𝑐𝑜𝑠(𝑄𝛿 ) ≤ 𝑥 ≤ 𝑟𝛿

Let the composition of the layer at x distance on the x-axis be 𝐶(𝑥,𝛿) , then the number of solute atoms
in the enclosed cap of the nucleus cap for ferrite:
𝑟𝛿

𝑁(𝛿) = 𝜋

∫

(𝑟𝛿 2 − 𝑥 2 ) 𝐶(𝑥,𝛿) 𝑑𝑥 … (8.21)

𝑟𝛿 𝑐𝑜𝑠(𝑄𝛿 )

Similarly, the number of solute atoms in the enclosed nuclei cap for liquid:
𝑟𝑙

𝑁(𝐿) = 𝜋

∫ (𝑟𝑙 2 − 𝑥 2 ) 𝐶(𝑥,𝑙) 𝑑𝑥 … (8.22)
𝑟𝑙 𝑐𝑜𝑠(𝑄𝑙 )

Where, 𝐶(𝑥,𝑙) , linearized solute composition in the spherical cap growing into liquid phase in x-axis;
𝐶(𝑥,𝑙) =

𝐶𝛾𝑙 −𝐶𝛾0
𝑟𝑙 (1−cos(𝑄𝑙 ))

(𝑥 − (𝑟𝑙 𝑐𝑜𝑠(𝑄𝑙 ))) + 𝐶𝛾0 ;
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𝑥; 𝑟𝑙 𝑐𝑜𝑠(𝑄𝑙 ) ≤ 𝑥 ≤ 𝑟𝑙

The total number of solute atoms in a nucleus arising from the contributions of both transforming
layers of ferrite and liquid:
𝑁(𝛿) + 𝑁(𝐿) = 𝑁 … (8.23)
The total number of solute atoms (𝑁) in the nucleus is also equal to the following expression of the
solute distribution:

The maximum number of solute atoms can possibly enter the austenite nucleus from one
transforming liquid layer:
𝑛𝛾,𝑙 = 𝐷𝛾 ∗ ∇𝑐𝑙𝛾 ∗ ∆𝑡 ∗ 𝐴𝑞1 … (8.24)
𝐷𝛾 is the solute diffusivity in γ phase.
∆𝑡 is the time taken to transform a liquid layer of ∇𝑟 .
A is the cross-section area. The flux of atoms enters into the spherical nucleus cap and the respective
cross-section area is varied with distance 𝑟𝑙 (and 𝑟𝛿 ). The smallest common cross-sectional area is
taken as governing the solute flux, thus:
𝐴 = 𝑎𝛿 𝑟𝛿2 = 𝑎𝑙 𝑟𝑙2
𝑞1 is a constant for the possibility of solute atoms jumping from the liquid phase into the γ-nucleus.
0 < 𝑞1 ≤ 1 . (The effect of the constant of 𝑞1 is further discussed in the results section below).
Consider the liquid transforming layer ∆𝑟𝑙 in Figure 8.7:3:
𝛾

Layer B consists of a layer with width ℎ1∆𝑟𝑙𝛾 with composition 𝐶𝑙 and the rest, (ℎ1 − 1)∆𝑟𝑙𝛾 with
0
composition 𝐶𝑙𝛿 . Let the total number of solute atoms be 𝑛𝛾,𝑙
in layer B. Then:
𝛾

0
𝑛𝛾,𝑙
= ∆𝑣𝑟𝑙+𝑟𝑖𝑛𝑐,𝛾 (ℎ1𝐶𝑙 + (1 − ℎ1) 𝐶𝑙𝛿 ) ∆𝑣𝑟𝑙+𝑟𝑖𝑛𝑐,𝛾 is the volume of layer B.

If/when the transformation proceeds, the transforming layer should reduce its composition to 𝐶𝛾𝑙
such as layer C and contain 𝑛1𝛾,𝑙 (𝑛1𝛾,𝑙 = 𝐶𝛾𝑙 ∗ ∆𝑣𝑟𝑙,𝛾 ) number of solute atoms (the volume of the
layer C is ∆𝑣𝑟𝑙,𝛾 ). A volume fraction of the adjacent layer in the liquid should maintain the
𝛾

𝛾

2
2
equilibrium composition 𝐶𝑙 with the number of solute atoms 𝑛𝛾,𝑙
where, 𝑛𝛾,𝑙
= ℎ1∆𝑣𝑟𝑙+𝑟𝑖𝑛𝑐,𝛾 𝐶𝑙 .

The change in the number of atoms in the volume fraction ℎ1∆𝑣𝑟𝑙+𝑟𝑖𝑛𝑐,𝛾 (within a layer of B) is:
𝛾

2
2
2
∆𝑛𝛾,𝑙
= 𝑛𝛾,𝑙
− (ℎ1∆𝑣𝑟𝑙+𝑟𝑖𝑛𝑐 ,𝛾 ∗ 𝐶𝑙𝛿 ) .thus : ∆𝑛𝛾,𝑙
= ℎ1∆𝑣𝑟𝑙+𝑟𝑖𝑛𝑐,𝛾 (𝐶𝑙 − 𝐶𝑙𝛿 )

0
The remainder of atoms rejected as a result of the transformation ∆𝑛𝛾,𝑙
:
0
0
2
∆𝑛𝛾,𝑙
= 𝑛𝛾,𝑙
− (𝑛1𝛾,𝑙 + ∆𝑛𝛾,𝑙
) are free to either join with the shell volume, with almost zero

chemical potential gradients, or being inject into nuclei along the solute gradient ∇𝑐𝑙𝛾 .
The number of liquid solute atoms (𝑛𝛾,𝑙 , Equation (8.24)) actually fluxing into the γ-nuclei is only
0
a fraction of the total number of possible, maximum number of solute atoms ∆𝑛𝛾,𝑙
, such that:
0
𝑛𝛾,𝑙 ≤ ∆𝑛𝛾,𝑙

The number of excess atoms that entered the nuclei will now reach the transforming layer in ferrite
273

along the solute gradient ∇𝑐𝛿 , transporting 𝑛𝛾,𝛿
𝑛𝛾,𝛿 = 𝐷𝛾 ∗ ∇𝑐𝛿𝛾 ∗ ∆𝑡 ∗ 𝐴𝑞2 … (8.25)
For Case 2, 𝑞2 is the fraction of the possible number of solute atoms that can jump the γ-nucleus
into the transforming δ-layer. For Case 3, it is the possibility of solute atoms jumping the γ-nucleus
into the δ-shell volume.
𝛾

The transforming layer with width ℎ1∆𝑟𝑙𝛿 and composition 𝐶𝛿 and the remainder, (ℎ1 − 1)∆𝑟𝑙𝛿
0
0
with composition 𝐶𝛿𝑙 , holds 𝑛𝛾,𝛿
number of solute atoms in layer E. where: 𝑛𝛾,𝛿
=
𝛾

((ℎ1 − 1)∆𝑣𝑟𝛿+𝑟𝑖𝑛𝑐,𝛾 𝐶𝛿𝑙 + ℎ1∆𝑣𝑟𝛿+𝑟𝑖𝑛𝑐,𝛾 𝐶𝛿 ) (∆𝑣𝑟𝛿,𝛾 is the volume of the layer E).
During the transformation, the composition should increase to 𝐶𝛾𝛿 , with 𝑛1𝛾,𝛿 solute atoms where:
2
𝑛1𝛾,𝛿 = 𝐶𝛾𝛿 ∗ ∆𝑣𝑟𝛿,𝛾 (∆𝑣𝑟𝛿,𝛾 is the volume of the layer D) and the adjacent layer reducing to 𝑛𝛾,𝛿
𝛾

2
0
, 𝑛𝛾,𝛿
= ℎ1∆𝑣𝑟𝛿+𝑟_𝑖𝑛𝑐,𝛾 𝐶𝛿 . The most logical way for 𝑛𝛾,𝛿
to increase into 𝑛1𝛾,𝛿 ,is to get atoms from
𝛾

the adjacent layer’s reducing composition 𝐶𝛿 . Then the rest of the required number of atoms for the
0
transformation ∆𝑛𝛾,𝛿
:
0
0
2
∆𝑛𝛾,𝛿
= 𝑛1𝛾,𝛿 − (𝑛𝛾,𝛿
+ ∆𝑛𝛿,𝑙
).
2
2
Where ∆𝑛𝛿,𝑙
= (𝑘1∆𝑣𝑟𝛿+𝑟_𝑖𝑛𝑐,𝛾 ∗ 𝐶𝛿𝑙 ) − 𝑛𝛾,𝛿
.

0
∆𝑛𝛾,𝛿
: the number of solutes atoms can either come from the δ-shell volume along the zero-

potential field or from the solute gradient forming within the nuclei: ∇𝑐𝛿 .
The solute atomic migration process finishes at this stage for Case 2.

For Case 3:
0
0
if 𝑛𝛾,𝛿 > ∆𝑛𝛾,𝛿
, 𝑛𝛿𝑛𝑢𝑐𝑙𝑒𝑖,𝑜𝑢𝑡 = 𝑛𝛾,𝛿 − ∆𝑛𝛾,𝛿
may enter into the ferrite shell. 𝑛𝛿𝑛𝑢𝑐𝑙𝑒𝑖,𝑜𝑢𝑡 is the

same number of solute atoms lot from the nuclei. The overall solute migration in and out of the
developing γ-nucleus is calculated by the following flow chart:
𝑖
𝑖
𝑛𝑠ℎ𝑒𝑙𝑙,𝑖𝑛
and 𝑛𝑠ℎ𝑒𝑙𝑙,𝑜𝑢𝑡
are the number of atoms that went in and out of the shell volume ‘𝑖’

respectively in each increment of the radius.
𝑖
𝑛𝑛𝑢𝑐,𝑖𝑛
is the total number of solute atoms implanted into the nucleus from a single increment of ∆𝑟

in phase ‘𝑖’.
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0
If ∆𝑛𝛾,𝑙

𝑛𝑙𝑛𝑢𝑐,𝑖𝑛
𝑛𝑙𝑠ℎ𝑒𝑙𝑙,𝑖𝑛

= 𝑛0𝛾,𝑙 − ∆𝑛2𝛾,𝑙

= 𝑛0𝛾,𝑙 − (𝑛1𝛾,𝑙 + 𝑛𝛾,𝑙 )

𝑛𝑙𝑠ℎ𝑒𝑙𝑙,𝑖𝑛

𝑛𝑙𝑠ℎ𝑒𝑙𝑙,𝑜𝑢𝑡

𝑛𝑙𝑠ℎ𝑒𝑙𝑙,𝑜𝑢𝑡

= 𝑛0𝛾,𝑙

0
If ∆𝑛𝛾,𝛿

≥ 𝑛𝛾,𝛿

𝑛𝛿𝑛𝑢𝑐,𝑖𝑛

= 𝑛1𝛾,𝛿 − 𝑛𝛾,𝛿

𝑛𝛿𝑠ℎ𝑒𝑙𝑙,𝑖𝑛

𝑛𝛿𝑠ℎ𝑒𝑙𝑙,𝑜𝑢𝑡

< 𝑛𝛾,𝑙

𝑛𝑙𝑛𝑢𝑐,𝑖𝑛

= 𝑛1𝛾,𝑙 + 𝑛𝛾,𝑙

0
If ∆𝑛𝛾,𝛿

𝑛𝛿𝑛𝑢𝑐,𝑖𝑛

0
If ∆𝑛𝛾,𝑙

≥ 𝑛𝛾,𝑙

= 𝑛0𝛾,𝑙

< 𝑛𝛾,𝛿

= 𝑛0𝛾,𝛿 + (∆𝑛2𝛿,𝑙 ) − 𝑛𝛿𝑛𝑢𝑐𝑙𝑒𝑖,𝑜𝑢𝑡
𝑛𝛿𝑠ℎ𝑒𝑙𝑙,𝑖𝑛

=0

𝑛𝛿𝑠ℎ𝑒𝑙𝑙,𝑜𝑢𝑡

= 𝑛1𝛾,𝛿 − 𝑛𝛾,𝛿

𝑛𝛿𝑠ℎ𝑒𝑙𝑙,𝑖𝑛

= ∆𝑛2𝛾,𝑙

= 𝑛0𝛾,𝛿 + (∆𝑛2𝛿,𝑙 )

𝑛𝛿𝑠ℎ𝑒𝑙𝑙,𝑖𝑛

=0

=0

= 𝑛𝛿𝑛𝑢𝑐𝑙𝑒𝑖,𝑜𝑢𝑡

0
𝑛𝛿𝑛𝑢𝑐𝑙𝑒𝑖,𝑜𝑢𝑡 = 𝑛𝛾,𝛿 − ∆𝑛𝛾,𝛿

𝑛𝛿𝑛𝑢𝑐𝑙𝑒𝑖,𝑜𝑢𝑡 = 0

Figure 8.7:6 Criteria for the solute flux to enter into nuclei from liquid parent phase and,
fraction remaining in the nuclei and fraction ejected from the parent liquid and delta parent
phases
The total number of solute atoms flowing into the nuclei in each increment is calculated as shown
in the diagram in Figure 8.7:6 integrated into the flow chart shown in Section 8.3. For each step of
∆𝑟 , the numerical model calculates the total number of solute atoms in the nuclei.
𝑙
𝛿
𝑁 = 𝑁 + (𝑛𝑛𝑢𝑐,𝑖𝑛
+ 𝑛𝑠ℎ𝑒𝑙𝑙,𝑖𝑛
− 𝑛𝛿𝑛𝑢𝑐𝑙𝑒𝑖,𝑜𝑢𝑡 ) … (8.26)

At R=0, N=0.

Equation (8.26) calculates the total number of solute atoms in nucleus by the mechanism of solute
atom in and out flux whereas Equation (8.23) can calculate the total number of solute atoms by the
internal solute gradient formed within the nucleus. Applying Equations (8.21) and (8.22) into (8.23)
provides an expression for 𝐶𝛾0 shown in Equation (8.27), with one unknown parameter N which is
now given by (8.26). With 𝐶𝛾0 defined, the solute gradients ∇𝑐𝑙 =
𝐶𝛾0 −𝐶𝛾𝛿
𝑟𝛿 (1−cos(𝑄𝛿 ))

can be determined.
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𝐶𝛾𝑙 −𝐶𝛾0
𝑟𝑙 (1−cos(𝑄𝑙 ))

and ∇𝑐𝛿 =

𝑟𝑙3 𝐶𝛾𝑙 𝐴1
𝑟𝛿3 𝐶𝛾𝛿 𝐵1
𝑁
−[
]−[
]
𝜋
12(1 − cos(𝑄𝑙 ))
12(1 − cos(𝑄𝛿 ))

𝐶𝛾0 =
[

𝑟𝛿3 𝐵1
𝑟𝑙3 𝐴2 𝑟𝛿3 𝐵2
𝑟𝑙3 𝐴1
+
]−[
]−[
]
3
3
12(1 − cos(𝑄𝑙 ))
12(1 − cos(𝑄𝛿 ))

… (8.27)

Where;
𝐴1 = 3 − 8 cos(𝑄𝑙 ) + 6𝑐𝑜𝑠 2 (𝑄𝑙 ) − 𝑐𝑜𝑠 4 (𝑄𝑙 )
𝐴2 = 2 − 3 cos(𝑄𝑙 ) + 𝑐𝑜𝑠 3 (𝑄𝑙 )
And
𝐵1 = 3 − 8 cos(𝑄𝛿 ) + 6𝑐𝑜𝑠 2 (𝑄𝛿 ) − 𝑐𝑜𝑠 4 (𝑄𝛿 )
𝐵2 = 2 − 3 cos(𝑄𝛿 ) + 𝑐𝑜𝑠 3 (𝑄𝛿 )
For the first increment where the first layers are forming from each parent phase, 𝐶𝛾0 is taken as
𝐶𝛾0 =

𝐶𝛾𝑙 +𝐶𝛾𝛿
2

, and there onward, it is self-adjusting by Equation (8.27).

Note that 𝐶𝑙𝛿 and 𝐶𝛿𝑙 shell compositions in the liquid phase and delta-ferrite phase respectively,
continue to be updating the affects from the boundary conditions. The external solute gradient
imposed at either the liquid or δ shell boundaries generates solute flux out of the respective shell
volumes. The same calculations are used, as explained in the first sections of Chapter 8.2.

With each time step, the excess solute atoms coming into the liquid transforming section of the
austenite nuclei:
𝑙
𝑙
𝑛𝑛𝑢𝑐,𝑒𝑥𝑐𝑒𝑠𝑠
= 𝑛𝑛𝑢𝑐,𝑖𝑛
− 𝑛1𝛾,𝑙

Increase the Gibbs free energy by :
𝛾

∆𝑔𝑙𝑖𝑛𝑐 = 𝑛𝑙𝑛𝑢𝑐,𝑒𝑥𝑐𝑒𝑠𝑠 ∗ 𝜇𝑙
𝛾

𝜇𝑙 is the chemical potential of solute atoms of the common tangent of liquid and austenite at
temperature T (K) for the initial compositions in the system.
In the same time step, excess solute atoms enter into the ferrite transforming layer.
0
0
2
𝛿
If ∆𝑛𝛾,𝛿
< 𝑛𝛾,𝛿 ; 𝑛𝑛𝑢𝑐,𝑒𝑥𝑐𝑒𝑠𝑠
= 𝑛1𝛾,𝛿 − 𝑛𝛾,𝛿
− ∆𝑛𝛿,𝑙
− 𝑛𝛿𝑛𝑢𝑐𝑙𝑒𝑖,𝑜𝑢𝑡

𝑛𝛿𝑛𝑢𝑐𝑙𝑒𝑖,𝑜𝑢𝑡 is the number of solute atoms leaving the nucleus and migrate into the δ shell volume.
𝑛𝛿𝑛𝑢𝑐𝑙𝑒𝑖,𝑜𝑢𝑡 = 0 under the conditions for Case 2 and 𝑛𝛿𝑛𝑢𝑐𝑙𝑒𝑖,𝑜𝑢𝑡 > 0 for Case:3.
0
𝛿
If ∆𝑛𝛾,𝛿
≥ 𝑛𝛾,𝛿 ; 𝑛𝑛𝑢𝑐,𝑒𝑥𝑐𝑒𝑠𝑠
= 𝑛𝛾,𝛿

With the atoms coming into ferrite transforming layer, the energy change if it would have been only
from the ferrite matrix is:
𝛾

𝛾

𝛿
𝛿
∆𝑔𝑖𝑛𝑐
= 𝑛𝑛𝑢𝑐,𝑒𝑥𝑐𝑒𝑠𝑠
∗ (𝜇𝑙 − 𝜇𝛿 )
𝛾

𝜇𝛿 is the chemical potential of solute atoms in the common tangent of austenite and ferrite at
temperature T(K) for the initial composition of the system.
𝛾

𝜇𝛿 is approximated to have the value of the average chemical potential of the solute atoms is the
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austenite nuclei in equilibrium at the same temperature.
𝛾

𝛾

Carbon Chemical Potential
x 100000
(J/mol)

Thus 𝜇𝛿 → 𝜇𝛿,𝑠𝑦𝑠𝑡𝑒𝑚 .

Temperature (K)
1680 1688 1696 1704 1712 1720 1728 1736 1744 1752 1760
-0.7
-0.72
y = 24.63x - 117369
-0.74
-0.76
-0.78
system
-0.8
-0.82
liquid
-0.84
-0.86
-0.88
-0.9
y = -92.566x + 71670
-0.92
-0.94

Figure 8.7:7 Chemical potential variation of carbon in the Fe-0.18wt%C alloy system with
respect to temperature[21]
For the Fe-0.18%C alloy, the chemical potential of carbon atoms in the liquid is always higher than
the average chemical potential of the system of austenite and δ in the temperature range 1760 K to
1680 K[21]. Hence, the solute atom injection from the liquid phase into the austenite nuclei increases
the free energy. The classical nucleation theory is thus modified to the following;
From (8.17) for a time step ∆𝑡:
𝑙
∆𝑔 = (∆𝑣𝐿𝛾 ∗ ∆𝑔𝐿𝛾 ) + ( ∆𝑣𝛿𝛾 ∗ ∆𝑔𝛿𝛾 ) + (∆𝐴𝐿𝛾 ∗ 𝛾𝛾𝐿 ) + (∆𝐴𝛿𝛾 ∗ 𝛾𝛿𝛾 ) − (∆𝐴𝛿𝑙 ∗ 𝛾𝛿𝐿 ) + [∆𝑔𝑖𝑛𝑐
𝛿
+ ∆𝑔𝑖𝑛𝑐
] … (8.28)
𝛾

𝛾

𝛾

𝑙
𝛿
𝑙
𝛿
Where ∆𝑔𝑖𝑛𝑐
= 𝑛𝑛𝑢𝑐,𝑒𝑥𝑐𝑒𝑠𝑠
∗ 𝜇𝑙 and ∆𝑔𝑖𝑛𝑐
= 𝑛𝑛𝑢𝑐,𝑒𝑥𝑐𝑒𝑠𝑠
∗ (𝜇𝑙 − 𝜇𝛿 )

In the model, the total Gibbs free energy is calculated as ∆𝐺 = ∆𝐺 + ∆𝑔 over the the total radius
of the nucleus. The Equation (8.28) is given in a general form and shall be updated under each solute
distribution mechanism.

8.7.2

Case 1: Results and Discussion

Reminder:
In Case 1, the parent layers transforming into the child phase rejects (𝑙𝑖𝑞 → 𝑓𝑐𝑐) or sucks (𝑏𝑐𝑐 →
𝑓𝑐𝑐) the required number of solute atoms from the respective parent shell volumes only (Figure
8.7:3).
8.7.2.1 Case: 1 Selection of the shell volumes
A γ-nucleus at a δ/l interface growing simultaneously into δ and liquid parent phases, is considered
under the solute distribution condition of Case1. In this case it assumed that the nucleating liquid
volume fraction rejects all of the solute atoms into the liquid shell and simultaneously, the nucleating
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δ-volume fraction absorb solute atoms totally from the δ-shell volume. Since none of the excess
𝑙
𝛿
atoms enters the nucleating volume or go out; from Equation (8.28) ∆𝑔𝑖𝑛𝑐
= ∆𝑔𝑖𝑛𝑐
= 0, Where
𝛾

𝛾

𝛾

𝑙
𝛿
𝑙
𝛿
∆𝑔𝑖𝑛𝑐
= 𝑛𝑛𝑢𝑐,𝑒𝑥𝑐𝑒𝑠𝑠
∗ 𝜇𝑙 and ∆𝑔𝑖𝑛𝑐
= 𝑛𝑛𝑢𝑐,𝑒𝑥𝑐𝑒𝑠𝑠
∗ (𝜇𝑙 − 𝜇𝛿 )

The Gibbs free energy becomes, from Equation (8.28):

∆𝑔 = (∆𝑣𝐿𝛾 ∗ ∆𝑔𝐿𝛾 ) + ( ∆𝑣𝛿𝛾 ∗ ∆𝑔𝛿𝛾 ) + (∆𝐴𝐿𝛾 ∗ 𝛾𝛾𝐿 ) + (∆𝐴𝛿𝛾 ∗ 𝛾𝛿𝛾 ) − (∆𝐴𝛿𝑙
∗ 𝛾𝛿𝐿 ) … (8.29)
Then only the ∆𝑔𝐿𝛾 and ∆𝑔𝛿𝛾 is subjected to any compositional variations in the respective shell
volumes during the incubation period.
A solute gradient is formed at the δ/l interface under rapid solidification conditions, which is
imposed at the δ-shell boundary in the transient nucleation model (TNM). Prior to analysing the
nucleation process, it is necessary to select appropriate shell volumes for each parent phase.

The temperature is set at 1760 K; the liquid composition is 0.618 wt% (equilibrium liquid
composition with δ-ferrite) and the δ composition is 0.108 wt% in the shell volumes in the vicinity
of the interface. By contrast to the examples analysed in Section 8.2 to 8.6, this nucleation model
consists of two separate shell volumes, representing the fraction of the volume of the embryonic
nuclei that grow simultaneously into ferrite and liquid. Let:
𝑅𝑠ℎ𝑒𝑙𝑙,𝑙 = 𝑘1 ∗ 𝑅𝑐𝑟𝑖𝑐,𝑙 and 𝑅𝑠ℎ𝑒𝑙𝑙,𝛿 = 𝑘2 ∗ 𝑅𝑐𝑟𝑖𝑐,𝛿
The constants, 𝑘1 𝑎𝑛𝑑 𝑘2 represents the shell radii in liquid and δ-ferrite respectively. 𝑘1 𝑎𝑛𝑑 𝑘2
should be such that liquid (𝑅𝑠ℎ𝑒𝑙𝑙,𝑙 ) and δ-ferrite ( 𝑅𝑠ℎ𝑒𝑙𝑙,𝛿 ) radii respectively, be large enough for
nucleation to proceed as close to as a nucleation process under an infinitely large volume, yet small
enough to be sensitive to an imposed solute gradient at the shell boundary. The exact definition and
a description of ‘k’ is given in Section 8.2.2.

Delta-ferrite shell-volume
In order to determine the appropriate the δ-shell volume for a nucleation event, 𝑘1 is kept constant
at 7 and 𝑘2 is varied as 𝑘2 = 6,7,8,9 and shown in Figures 8.7:8. The step size is maintained at
1/300th of the critical radius (𝑅𝑐𝑟𝑖𝑐 ), calculated by Equation (8.18).
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Figure 8.7:8 (a) Delta-ferrite (b) liquid shell composition for the simultaneous nucleation of
austenite into both liquid and delta-ferrite phases for different solid shell radii in a peritectic
Fe-0.18C alloy
The critical radii in liquid and δ respectively, becomes 𝑅𝑐𝑟𝑖𝑐,𝑙 = 4.44∗ 10−7 𝑚 and 𝑅𝑐𝑟𝑖𝑐,𝛿 =5.70∗
𝑎

10−7 𝑚 (calculated by 𝑟𝛿 = √ 𝑙 ∗ 𝑟𝑙 ). The shell volumes in the two parent phases must be larger
𝑎
𝛿

than the volume fraction of the nucleus developing into the respective shell volumes. The condition
of 𝑅𝑠ℎ𝑒𝑙𝑙,𝛿 = 𝑘2 ∗ 𝑅𝑐𝑟𝑖𝑐,𝛿 with 𝑘2 > 0 can provide a shell volume which is smaller than the nucleus
volume fraction developing into δ shell volume, as 𝑟𝛿 is a dependant variable of 𝑟𝑙 . The δ shell
volume for any 𝑘2 < 6 , is not large enough to accommodate the growing volume fraction of the
nucleus under the given thermodynamic conditions, thus TNM cannot be employed. Hence the
smallest 𝑘2 value is selected as 𝑘2 = 6 and increased up to 𝑘2 = 9 by unit steps in order to find the
smallest shell volume which satisfies the requirement of the shell volume defined above.

The composition of the delta-ferrite shell reduces as the nucleus grow since the ferrite shell provides
solute atoms for the δ volume fraction that nucleates into γ. Figure 8.7.8 shows that the reduction in
shell composition becomes less with an increase in shell volume (𝑘2 increases from 6 to 9). The
composition of the liquid shell increases since the liquid volume fraction that forms the nucleating
γ volume fraction, rejects all the solute atoms back into the liquid shell.

Figure 8.7:9 Gibbs free energy for the simultaneous nucleation into both liquid and deltaferrite phases under at different solid shell radii, for the Fe-0.18C alloy
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The respective Gibbs free energy change with respect to the conditions in Figure 8.7:8, is calculated
and shown in Figure 8.7:9. In this calculation, the liquid shell volume is kept constant (𝑘1 =7) and
the ferrite shell volume is varied (form 𝑘2 =6 to 𝑘2 =9). Unlike in the cases analysed in Sections 8.4
to 8.6 of γ nucleation into the single δ-parent phase, where the nucleation free energy paths depend
heavily on the δ-shell composition, all the Gibbs free energy paths in Figure 8.7:9 are essentially
the same, despite the significant variation of δ-shell compositions shown in Figure 8.7:8(a)). It is
pertinent to note that the free energy change of the nucleation process now results from the combined
driving forces of each parent phase and their surface energies, given by Equation (8.17). The driving
force for γ-nucleation in the liquid phase, calculated by Thermocalc[21], varies only from 16.15
J/mol to 6.86 J/mol for the composition variation indicated in Figure 8.7:8(b) (from 0.618wt% to
0.635wt% at 1760 K). By contrast the δ driving force decreases rapidly from 15.2 J/mol to zero
within the compositional change from 0.108wt% to ≈0.85 wt% at 1760 K [21].The γ nucleation
process is less effected by the δ shell compositional variations since the favourable driving force in
the liquid phase is maintained during the entire nucleation process.

Note:
𝑘2 is selected as 𝑘2 = 7 under the definition in Section 8.2.2 because both 𝑘2 = 7 and 𝑘2 = 8
closely follows the free energy line of 𝑘2 = 9 and hence, the smallest value is chosen.
Liquid shell-volume
It should be noted that in the present calculations, the effect of a solute gradient on nucleation events
is considered only in the case where such a solute gradient is present in the δ-phase. The impact of
solute distribution in the liquid phase under dynamic fluid flow will be discussed in Section 8.7.2.2.
Hence, the selected shell volume for the liquid phase need not to be sensitive to a solute gradient
that may be imposed at the shell boundary. The shell volume should only satisfy the condition that
it is large enough to represent an infinitely large volume matrix which easily accommodates the
nucleation process. However, for the completion of the study and to make sure the selected liquid
shell volume acts merely as an infinitely large volume following analysis are conducted:
The temperature is set at 1760 K; the liquid composition is 0.618 wt% and the δ composition is
0.108 wt% in the shell are set the same under the uniform solute distribution conditions. 𝑘2 (defining
the size of the delta-ferrite shell volume) is set as a constant 𝑘2 = 7 and 𝑘1 (defining the size of the
liquid shell-volume) is varied as 𝑘1 = 6,7,8 𝑎𝑛𝑑 9.
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Figure 8.7:10 (a) Delta-ferrite (b) liquid shell composition for simultaneous nucleation in
both liquid and delta-ferrite phases under varied liquid shell radii for the Fe-0.18C alloy
The outcomes of the calculations shown in Figure 8.7:10(a) mean that the ferrite-shell composition
is lowered by approximately by the same amount when

𝑘2 = 7 is constant during

𝑘1 =

6,7,8 𝑎𝑛𝑑 9. The rate of the compositional increment decreases slightly with an increase in liquid
shell volume (for 𝑘1 increasing from 6 to 9). Because both the δ and liquid shell compositions
follows the same trend when 𝑘1 is varied, the resultant free energy drive generated will also be
approximately the same. Hence the Gibbs free energy follows almost the same path for all 𝑘1 values
as shown in Figure 8.7:11.

Figure 8.7:11 Gibbs free energy for simultaneous nucleation into both liquid and deltaferrite phases under varied liquid- shell radii for the Fe-0.18C alloy
The Gibbs free energy paths in Figure 8.7:11 are almost identical. Any values of the 𝑘1 given in the
Figure 8.7:11 seems to accommodate the nucleation process and all the free energy paths nearly
overlap. Thus, 𝑘1 is selected as 𝑘1 = 7 , since it is convenient for the sake of comparison to assign
the same value as that of the delta ferrite shell volume constant of 𝑘2 = 7. Hence, in the following
sections, the same mechanism of γ-nucleation is considered for the Fe-0.18C alloy for the identified
three different possible mechanisms of solute distribution (Cases 1 to 3). In order to determine the
role each solute distribution mechanism might play in the process of austenite nucleation, the shell
volumes are kept constant at 𝑘1 = 𝑘2 = 7 in all three cases as justified above.
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8.7.2.2 Case: 1 Driving force in the liquid Phase

The δ-shell compositions shown in Figure 8.7.8(a) and the respective Gibbs free energy curves
shown in Figure 8.7:9 confirm that the composition of the delta shell volume is insignificant when
nucleation occurs by the simultaneous growth into both parent phases under Case:1. As the δ shell
composition becomes irrelevant for the γ nucleation in Case:1, the effect of the imposed solute
gradient at the δ shell boundary also becomes ineffective in constraining the γ nucleation process.
The main reason for this is that the liquid driving force remains more favourable throughout the
nucleation process. However, the effect of the liquid driving force is further analysed in Figure
8.7:12 under an imposed solute gradient in the δ shell boundary. The system is set at 1760 K; 𝑘1 =
𝑘2 = 7 ; a 43 wt%/m solute gradient is imposed at the delta shell boundary and the solute
distribution in the liquid phase is taken as it would be in an ideal solution.

Figure 8.7:12 γ-nucleation under a reduced driving force in the liquid phase (a) δ-shell
composition (b) Gibbs free energy variation
The liquid drive for γ-nucleation under these conditions is 16.15 J/mol. (ThermoCalc -Table 8.3:1).
The calculation is continued in Figure 8.7:12 by manually imposing a reduced free energy drive in
the liquid phase (∆𝑔𝐿 ) by 25%, 50%, 75 % and 100% respectively out of 16.15 J/mol. The δ-shell
composition is rapidly reduced as shown in Figure 8.7:12(a) under a solute gradient of 43 wt%/m
imposed at the δ-shell boundary (the same as in the nucleation process investigated earlier for
homogenous, heterogeneous and grain boundary nucleation). A liquid drive of 16.15 J/mol (100%)
results in a free energy path allows nucleation to occur without any difficulty under the imposed
solute gradient at the δ-shell (43wt%/m), contrary to any of the previous nucleation process under a
solute gradient. The lagtime is also less than 0.3s for this 100% liquid drive (by TNM model
calculations, not shown in the figure), which also limits the solute out-flux time from the δ shell.
Nucleation is constrained only when the liquid driving force is reduced to a value of 4.0 J/mol (25%
of the initial free energy drive).

These finding suggests that when there is an initial driving force of more than 4 J/mol in the liquid
phase (at 1760 K and a liquid composition of 0.618wt%), the γ-phase can nucleate even under a
steep solute gradient in the δ-matrix. Hence, under these conditions, nucleation of austenite will not
be constrained in an alloy of near-peritectic composition in the Fe-C peritectic system and little or
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no undercooling would be required to induce nucleation of γ. However, experimental investigations
suggests otherwise[8, 13] and moreover, austenite nucleation has never been observed to occur in
the bulk liquid phase[9, 19, 56, 109], meaning that nucleation of austenite in the bulk liquid is
somehow constrained indeed. The conclusion to be drawn from this analysis is that nucleation only
takes place at δ/l interfaces or in the δ matrix[9, 19]. It is not possible at the present time to provide
a scientifically-based explanation for the reasons austenite nucleation is constrained in the bulk
liquid phase. However, one possible reason could be disturbance of the interface by strong fluid
flow under experimental conditions[108] such as Marangoni flows. It is also possible that the
generated fluid flows can cause fluctuations the liquid composition at the δ/l interface (or in bulk).
In order to test this premise, the free energy driving force in the liquid for the 𝑙 →γ phase transition
has been calculated by ThermoCalc[10] as a function of temperature and composition and shown in
Figure 8.7:13.

Figure 8.7:13 Driving force variation for γ-nucleation in the liquid phase by variations in
temperature and carbon composition for Fe-0.18C alloy
This Figure shows for an example, that a liquid phase composition of 0.618 wt% is in equilibrium
with δ at 1760 K and generate a 16.15 J/mol free energy change for γ-nucleation, but a composition
fluctuation up to 0.648 wt% reduces the driving force to zero and hence, constrain nucleation.

Returning now to the present study of Case 1: Austenite nucleation under an imposed solute gradient
in the δ phase, is constrained only if the driving force in the liquid phase is artificially reduced. It
should be noted that the assumption is disregarded in Case :2 and Case:3. In order to mimic these
conditions for Case:1, the liquid driving force is first limited and then investigated under an imposed
solute gradient in the δ shell boundary.
8.7.2.3 Case: 1 Undercooling
The arguments advance in previous section can be analyse be supported by numerical calculation
below. In the calculations below are merely intended to prove that if the driving force is reduced in
the liquid phase, γ-nucleation would be constrained, and that significant undercooling will be
required for nucleation to occur.

For the purposes of this calculation austenite is allowed to nucleate simultaneously into both the
liquid and δ-parent phases at the δ/l interface at temperatures of 1755 K, 1750 K, 1745 K and 1740
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K under an imposed solute gradient of 43 wt%/m at the δ-shell boundary. The non-equilibrium δshell composition at each undercooling condition is kept at 0.1wt% and the shell volume constants
are kept the same at 𝑘1 = 𝑘2 = 7 .The liquid phase is initially at local equilibrium with δ at each
temperature and the driving force for γ-nucleation in liquid phase is artificially reduced by 33%.

Figure 8.7:14 Austenite nucleation under limited liquid driving force at different
temperatures (a) δ-shell composition (b) Gibbs free energy
The driving force for nucleation in the δ-phase becomes the deciding factor when the driving force
in the liquid phase is limited. Again, the higher driving force by the undercool system up to 27°
limits the incubation time and restrict the solute outflow from the δ shell volume. At 1740 K has the
highest driving force hence the δ shell composition has least reduced. From the contribution of both
liquid and δ phase’s driving force, the γ nucleation passes its critical volume developing into both δ
and l phases. All the other undercooling conditions at 1755, 1750 and 1745 K do not provide enough
favourable condition as given in Figure 8.7:14.

Austenite nucleation is considered under the nucleation mechanism of simultaneous growth into
two parent phases of the γ embryo. A possible solute distribution of the nucleation process is
considered under the Case: 1 where absorption and the rejection of the solute atoms takes place
within the respective parent phases. Under the Case: 1 γ nucleation was only constrained by limiting
the liquid driving force by a fraction, or otherwise the imposed solute gradient in the δ matrix phase
is insignificant to effect adversely for the nucleation process.

8.7.3

Case 2: Results and Discussion

Reminder:
In this case, the possibility of solute atoms migrating into the nucleus is considered by rejected
solute atoms from the immediately transforming liquid layer (Figure 8.7:3).

Cases 1, 2 and 3 are possibilities for the distribution of solute between the child and the parent
phases in the nucleation process under consideration. Each different case differs its free energy path
for the nucleation event and responds differently to non-equilibrium conditions.

In the Case:2 nucleation model, the possibility of solute atoms flowing into the nucleus and further
284

into the austenite layer immediately transforming from the ferrite is enabled with the definition of
the internal solute gradients(∇𝑐𝑙𝛾 𝑎𝑛𝑑 ∇𝑐𝛿𝛾 ) in the nuclei . (Defining a specific solute gradient is
only possible by the use of an average fitting composition (𝐶𝛾0 ) at the centre of the nuclei and
calculated by Equation (8.26).) However, the solute atoms may not exactly follow the solute gradient
since they have to overcome the interfacial energy barrier between liquid and austenite. In addition,
the release of the solute atoms occurs immediately after the liquid layer has transformed into
austenite and it is difficult to quantify the relationship between the atom release rate and the rate of
nucleation. However, Fick’s First Law provides valuable information in setting up the upper bound
for the solute flux. The actual rate of solute atom transfer should be less than the maximum solute
flux. In order to further analyse the pertaining solute atom transfers, two constants are introduced:
A constant 𝑞1 (0 < 𝑞1 ≤ 1), to represent the actual solute flux entering into the nuclei from the
transforming liquid layer (𝑞1 , 𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 8.24)
A constant 𝑞2 (0 < 𝑞2 ≤ 1), to represent the influx of solute atoms into the transforming ferrite
layer (𝑞2 , 𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 8.25).
Migration of the solute atoms changes the free energy of the nuclei, the free energy variation by the
𝛾

𝑙
𝑙
influx from the liquid transforming layer is given by ∆𝑔𝑖𝑛𝑐
= 𝑛𝑛𝑢𝑐,𝑒𝑥𝑐𝑒𝑠𝑠
∗ 𝜇𝑙 . The added free
𝛾

𝛾

𝛿
𝛿
𝛿
energy to the δ transforming layer is given by ∆𝑔𝑖𝑛𝑐
= 𝑛𝑛𝑢𝑐,𝑒𝑥𝑐𝑒𝑠𝑠
∗ (𝜇𝑙 − 𝜇𝛿 ) with 𝑛𝑛𝑢𝑐,𝑒𝑥𝑐𝑒𝑠𝑠
=
0
2
𝑛1𝛾,𝛿 − 𝑛𝛾,𝛿
− ∆𝑛𝛿,𝑙
− 𝑛𝛿𝑛𝑢𝑐𝑙𝑒𝑖,𝑜𝑢𝑡 where 𝑛𝛿𝑛𝑢𝑐𝑙𝑒𝑖,𝑜𝑢𝑡 = 0 because none of the particles escapes the
𝑙
𝛿
cluster under Case 2. With the updated ∆𝑔𝑖𝑛𝑐
and ∆𝑔𝑖𝑛𝑐
, Equation (8.28) becomes;
𝑙
∆𝑔 = (∆𝑣𝐿𝛾 ∗ ∆𝑔𝐿𝛾 ) + ( ∆𝑣𝛿𝛾 ∗ ∆𝑔𝛿𝛾 ) + (∆𝐴𝐿𝛾 ∗ 𝛾𝛾𝐿 ) + (∆𝐴𝛿𝛾 ∗ 𝛾𝛿𝛾 ) − (∆𝐴𝛿𝑙 ∗ 𝛾𝛿𝐿 ) + [∆𝑔𝑖𝑛𝑐
𝛿
+ ∆𝑔𝑖𝑛𝑐
]

∆𝑔𝐿𝛾 and ∆𝑔𝛿𝛾 are the free energy drives per unit volume of liquid and the transforming δ
respectively into γ under the given compositions and temperatures, and independent of the excess
solute atoms. However ∆𝑔𝐿𝛾 and ∆𝑔𝛿𝛾 are subjected to any compositional variation in the respective
shell volumes caused by non-equilibrium (Ex: imposed solute gradients) conditions.
If the excess atoms present in the transforming layer either ∆𝑣𝐿𝛾 or ∆𝑣𝛿𝛾 , the initial driving forces
∆𝑔𝐿𝛾 and ∆𝑔𝛿𝛾 may differ from the initial values. The excess atoms only plays a role ‘after’ the
transformation of a liquid layer ∆𝑟𝑙𝛾 . Hence, the presently transforming ∆𝑟𝑙𝛾 may not be affected
and the free energy release and remains the same as ∆𝑔𝑙 even though the infused liquid solute atoms
𝑙
alter the total free energy in the nucleus by ∆𝑔𝑖𝑛𝑐
.

Contrary to the transforming liquid layer, the δ volume transforms only after (or with but not before)
increasing its composition from 𝐶𝛿𝑙 to 𝐶𝛾𝛿 . Solute atoms with high chemical potential, initially from
the liquid phase, can now flux into the transforming layer ∆𝑟𝛿𝛾 , as a result of the solute gradient
∇𝑐𝛿𝛾 . Thus ∆𝑔𝛿 at the transformation may vary depending on the number of liquid atoms migrating
285

into the transforming layer.
𝛿
∆𝑔𝛿𝛾 ′ = (∆𝑣𝛿𝛾 ∆𝑔𝛿𝛾 + ∆𝑔𝑖𝑛𝑐
)/(∆𝑣𝛿𝛾 ) … (8.30)

The total value of ∆𝑔 in Equation (8.28) remains the same, but rearrange to the following with
(8.30):
∆𝑔 = (∆𝑣𝐿𝛾 ∗ ∆𝑔𝐿𝛾 ) + ( ∆𝑣𝛿𝛾 ∗ ∆𝑔𝛿𝛾 ′ ) + (∆𝐴𝐿𝛾 ∗ 𝛾𝛾𝐿 ) + (∆𝐴𝛿𝛾 ∗ 𝛾𝛿𝛾 ) − (∆𝐴𝛿𝑙 ∗ 𝛾𝛿𝐿 )
𝑙
+ [∆𝑔𝑖𝑛𝑐
] … (8.31)

Even though the numerical value of ∆𝑔 in Equation (8.31) and updated Equation (8.28) for Case 2,
remains the same, the change of ∆𝑔𝛿𝛾 to ∆𝑔𝛿𝛾 ′ is important since the second derivative of the Gibbs
free energy in Equation (8.19) is connected to the volume change driving force by,
𝑎

3

𝑤1 = 𝑐𝑙 ∆𝑔𝑙 + 𝑐𝛿 ∆𝑔𝛿 ( 𝑙 )2
𝑎𝛿

where ∆𝑔𝛿 = ∆𝑔𝛿𝛾 ′ , by which the incubation time is calculated at each increment in the progression
of the nucleation process.
The assumption is made that the all the atoms migrating along the solute flux along ∇𝑐𝛿𝛾 , originated
from the liquid phase and maintains the same chemical potential until it is taken up in the
transforming layer ∆𝑟𝛿𝛾 .
(A fraction of the high energy atoms may share it energy with the atoms in the nuclei and those
atoms can also join the ∇𝑐𝛿𝛾 flux. However, high chemical potential energy atoms always have a
higher mobility and a higher driving force along the gradient, hence the assumption).
8.7.3.1 Case: 2 Solute migration into δ nucleating volume fraction: effects of 𝒒𝟐
It is important to understanding the effect of limiting parameters of 𝑞1 𝑎𝑛𝑑 𝑞2 on the austenite
nucleation process. The already established parameters are kept constant (𝑘1 = 𝑘2 = 7) for the
following analysis aimed at determining the effect of 𝑞2 , the constant representing the influx of
solute atoms into the transforming δ-ferrite layer. In this calculation, the driving force limitation in
the liquid is not taken into account (as in Figure 8.7:14). The high energy solute atoms migrating
into the nuclei increase the instability. To overcome the excess energy, the transforming layers
should rapidly reduce energy in the nuclei. Consequently, the high driving force in the liquid now
seems plausible compared to the conditions in Case: 1. With the solid composition 0.108 wt% at
1760 K, and without any solute gradient in either parent phases, 𝑞2 is varied 0.0001, 0.0003, 0.0005,
0.0007, whilst 𝑞1 kept constant at 0.01.
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Figure 8.7:15 Solute flux of atoms into (a) solid (b) liquid section of the nuclei for
simultaneous nucleation into both liquid and delta-ferrite phases for different values of 𝒒𝟐 ,
for a Fe-0.18C alloy in Case: 2

Figure 8.7:15 gives the number of atoms migrated into the two sections of liquid nucleated volume
section and δ nucleated volume section. Note that the high number of solute migration, in the order
of 104 to 105 , is due to the large, micro-scale critical radius, size in the order of 10−6 𝑚 , at 1760
K. In addition, the figures are plotted to three times the critical radius. The 𝑞1 , 𝑞2 parameters are
also not yet optimised.
However it is still possible nucleus to have number of atoms in the order of 102 − 103 [176] or
higher under a crystallisation process. The number of solutes atoms and the size of critical radius
comes to a reasonable values when the system is undercooled at 1740 K and after𝑞1 , 𝑞2 are
optimised as given in Figures in Section 8.7.3.4. The investigations are continued at 1760 K as the
aim of the present section is to evaluate and optimise the parameters 𝑞1 and 𝑞2 .
The number of atoms migrating into the ferrite sections of the nuclei increases with an increased
value of 𝑞2 as expected because of the increasing solute flux (𝑛𝛾,𝑙 = 𝐷𝛾 ∗ ∇𝑐𝛿𝛾 ∗ ∆𝑡 ∗ 𝐴𝑞2 ). The
number of atoms entering the nucleus from the transforming liquid layer indicates a slight variation
even when 𝑞1 is kept constant at 0.01. This apparent anomaly requires an explanation.

Figure 8.7:16 Internal composition of nuclei, 𝑪𝟎𝜸 , for simultaneous nucleation into both
liquid and delta-ferrite phases under varied 𝒒𝟐 for a Fe-0.18C alloy
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The number of solute atoms into the ferrite section depends on the solute gradient ∇𝑐𝛿 =
𝐶𝛾0 −𝐶𝛾𝛿
𝑟𝛿 (1−cos(𝑄𝛿 ))

in which the solute atoms are supplied to the centre of the nucleus from a volume of

composition of 𝐶𝛾0 . Once the solute atoms migration into the ferrite section increases, the solute
atoms in the centre flows towards the δ transforming layer and the average composition at the centre
of the nuclei (𝐶𝛾0 ) eventually decreases. When 𝐶𝛾0 decreases, ∇𝑐𝑙 increases (∇𝑐𝑙 =

𝐶𝛾𝑙 −𝐶𝛾0

).

𝑟𝑙 (1−cos(𝑄𝑙 ))

The liquid section thus demands solute atoms at a higher rate to increase the influx of atoms from
the liquid phase. 𝐶𝛾0 fluctuates rapidly at the initiation of the embryo, but stabilize quickly, thereby
establishing a uniform flux from the γ/l interface to the centre and from centre to the γ/δ interface
as shown in Figure 8.7:16. This solute diffusion affects the composition in both the liquid, and in
ferrite shell volumes.

Figure 8.7:17 (a) Delta (b) liquid shell composition for simultaneous nucleation into both
liquid and delta-ferrite phases under varied 𝒒𝟐 for Fe-0.18C alloy
Figure 8.7:17(a) shows that the curve representing the 𝑞2 = 0.0001 ,the minimum value of 𝑞2 ,
decreases the δ shell compositions to the lowest value. In order to transform the ferrite layer into
austenite, it is necessary to increase its composition and having access to solute atoms coming
through the internal solute gradient ∇𝑐𝛿 , minimises the number of solute atoms required to be
absorbed from the parent δ shell volume. In such a case, 𝑞2 determines the number of atoms
migrating into the nucleating δ layer: the higher the 𝑞2 value, the higher the number of atoms
entering into the nucleating δ layer and the lower the number of solute atoms to be extracted from
the δ shell volume. That saves the ferrite shell from being reduced in composition.
An increase in the liquid shell composition decreases with an increase in 𝑞2 value. An increasing
𝑞2 decreases the 𝐶𝛾0 composition, which in return increases the solute gradient ∇𝑐𝑙 . This, in turn,
increases the solute flux into the nuclei from the nucleating liquid volume. The higher solute influx
into the nuclei reduces the number of solute atoms rejected back into the liquid shell volume, which
impedes the increase in the liquid shell composition as shown in Figure 8.7:17(b).
The effect of increasing 𝑞2 value (under constant 𝑞1 ) is analysed in following Figure 8.7:18. With
increasing 𝑞2 value, the ferrite shell composition reduction gets significantly minimized. The liquid
shell composition increases at a lower rate with the increasing 𝑞2 . Both responses of the shell
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composition in δ and liquid to an increasing 𝑞2 favours the drive for γ nucleation, but it proceeds
with the cost of migrating higher energetic solute atoms from parent liquid phase into the developing
γ nucleus.

Figure 8.7:18 Gibbs free energy for simultaneous nucleation into both liquid and deltaferrite phases as a function of 𝒒𝟐 for a Fe-0.18C alloy
The free energy change for simultaneous austenite nucleation into both liquid and delta-ferrite
phases can be calculated and is as a function of 𝑞2 for a Fe-0.18%C alloy as shown in Figure 8.7:18.
It is evident that nucleation can only proceed at the lowest influx rates (𝑞2 = 0.0001 𝑎𝑛𝑑 0.0003).
The highest value of 𝑞2 = 0.0007, results in the highest δ shell composition and lowest liquid shell
composition thus the higher driving force for γ nucleation, but it generates the lowest resultant
driving force for the nucleation due to the high volume of excess solute atoms migrating into the
nucleus with a chemical potential as high as in the liquid phase. The implication of this finding is
that the driving force provided by the ferrite and liquid layers that transform into austenite is
overpowered by the high energy excess solute atoms migration into the nuclei. Nucleation defying
effect of 𝑞2 thus lies in the range of 0.0001 < 𝑞2 < 0.0007.
8.7.3.2 Case: 2 Solute migration from liquid nucleating volume fraction: effects of 𝒒𝟏

In the paragraph above, the effect on the austenite nucleation process of the constant 𝑞2 (varied)
representing the influx of solute atoms into the transforming ferrite layer (Equation (8.25)) has been
considered. It is now necessary to also determine the role constant 𝑞1 , play, representing the actual
solute flux entering into the nuclei from the transforming liquid layer (Equation (8.24)). These two
constants introduced into the nucleation model for Cases 2 and 3 need to be further analysed and an
optimal range of values should be defined in order to further analyse the nucleation process. It was
shown in Section 8.7.3.1, that values of 𝑞2 in the range 0.0001 < 𝑞2 < 0.0007, will provide free
energy paths that will decide the γ nucleation to proceed or to constrain. A similar analysis is now
conducted in order to determine which values of 𝑞1 will provide free energy paths favourable, or
not, for austenite nucleation.

289

Under the same conditions as before: temperature 1760 K; 𝑘1 = 𝑘2 = 7 and an uniform solute
distribution in both parent phases. 𝑞2 is set at 𝑞2 = 0.0006 and 𝑞1 is set at the following values:
0.005 ,0.01, 0.015 and 0.02 in the following discussion.

Figure 8.7:19 Solute flux of atoms into (a) solid (b) liquid sections of the nuclei for
simultaneous nucleation into both liquid and delta-ferrite phases for different values of 𝒒𝟏 in
a Fe-0.18C alloy (Case: 2)
The number of migration atoms from the liquid phase is directly affected by 𝑞1 (Figure 8.7:19(b))
since this constant increases the number of solute atoms that is transferred into the nuclei. The solute
flux at the ferrite section is affected by the increasing internal composition of the nuclei with the
higher solute influx.

Figure 8.7:20 Internal composition of nuclei, 𝑪𝟎𝜸 , for simultaneous nucleation into both
liquid and delta-ferrite phases for different 𝒒𝟏 values in a Fe-0.18C alloy
In Figure 8.7:20, the calculated change in internal composition of nuclei, 𝐶𝛾0 , is shown as a function
of increasing values of

𝑞1 . The internal composition satisfies 𝐶𝛾𝑙 > 𝐶𝛾0 > 𝐶𝛾𝛿 at the initial

development of the nucleus from 0 ≤ 𝑟 < 5 ∗ 10−7 𝑚 , 𝐶𝛾0 fluctuates in an attempt to form uniform
internal solute gradients and then comes to a stable value. The uniform 𝐶𝛾0 value increased with the
increasing 𝑞1 . The solute influx is increased with 𝑞1 and this increases the number of solute atoms
migration into the nucleus from the transforming liquid layer, which eventually increases the
composition 𝐶𝛾0 . When 𝐶𝛾0 increases as a result of an increasing in 𝑞1 , the internal solute gradient
( ∇𝑐𝛿 =

𝐶𝛾0 −𝐶𝛾𝛿
𝑟𝛿 (1−cos(𝑄𝛿 ))

) is also increased. As a result as shown in Figure 8.7:20(a), the number of

solute atoms migrating into the nucleating δ layer is also slightly increased.
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Figure 8.7:21 (a) Delta (b) liquid shell composition for simultaneous nucleation into both
liquid and delta-ferrite phases for different values of 𝒒𝟏 in a Fe-0.18C alloy
The shell compositions of both phases are shown in Figure 8.7:21. By an increase in the value of
𝑞1 from 0.005 to 0.02 the increase in the solute influx is of the same order and the liquid composition
is therefore not significantly changed. However with the increase of 𝑞1 , slightly more solute atoms
are absorbed and less is rejected into liquid shell volume thus the liquid composition variation is
very slightly altered.
The ferrite composition increases slightly with increasing 𝑞1 . Higher values of 𝑞1 allows more solute
atom influx into the developing nuclei and the internal composition 𝐶𝛾0 , increases with an increasing
solute gradient, ∇𝑐𝛿 . Because an increased supply of solute atoms are provided to the nucleating δ
layer, a smaller amount of solute atoms have to be absorbed from the δ shell and hence, the
composition remains stable with increasing 𝑞1 .

Figure 8.7:22 Gibbs free energy for simultaneous nucleation into both liquid and deltaferrite phases for different values of 𝒒𝟏 in a Fe-0.18C alloy.
Calculation of the free energy paths, shown in Figure 8.7:22 reveals that only the lowest value of
𝑞1 = 0.005 , allows nucleation to occur since it provides the least number of solute atoms to migrate
from the liquid into the growing austenite nuclei. Any larger number of liquid solute atoms (𝑞1 >
0.005) increases the energy within the nucleus and hinders the process.
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8.7.3.3 Case: 2 Solid phase gradient

Analysis at Sections 8.7.3.1and 8.7.3.2 carried out in previous two sections enable to define a range
for 𝑞1 and 𝑞2 for the nucleation process either to proceed or to constrain. 0.005 < 𝑞1 < 0.02 is
defined such that 0.005 < 𝑞1 allows nucleation and 𝑞1 <0.02 constrain the nucleation at 𝑞2 =
0.0006.
𝑞2 Limit is set 0.0001 > 𝑞2 > 0.0007 where the nucleation is allowed for 𝑞2 < 0.0001 and
constrained for 𝑞2 > 0.0007 for 𝑞1 = 0.01. Even though the constant 𝑞1 and 𝑞2 not directly
connected, the two constants are indirectly connected via 𝐶𝛾0 and, the effect to the internal solute
fluxes, can be over powered by extreme low or the high values by the either of the constants. Hence
following two conditions are defined by 𝑞1 and 𝑞2 either for the progress or the suppression of the
nucleation process.


Total Favourable condition for nucleation (FN) 𝑞1 = 0.005 and 𝑞2 = 0.0001



Total Suppressing condition for nucleation (SN) 𝑞1 = 0.02 and 𝑞2 = 0.0006

For future references, the favourable condition will be named as FN and the suppressing conditions
as SN.
In the present analysis, a solid gradient is introduced at the δ shell boundary in order to better
understand the impact of solute gradients on the nucleation process. In the following calculations,
the solute distribution in the liquid phase is kept uniform. Calculations are carried out the conditions
where nucleation is totally favourable (FN) and completely unfavourable (SN) at 1760 K. The solute
gradient at the δ shell boundary is changed in steps of 43, 35, 23, and 10 wt%/m. The δ/l interface
is at local equilibrium and the shell volumes at kept at 𝑘1 = 𝑘2 = 7.
Figure 8.7:23 displays the outcome of the calculations for the FN condition.

Figure 8.7:23 (a) Delta shell composition (b) Gibbs free energy for simultaneous nucleation
into both liquid and delta-ferrite phases under FN criteria for a Fe-0.18C alloy for Case: 2
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The δ shell composition is effectively reduced by an increase in solute gradient from 10 to 43 wt%/m
(Figure 8.7:23(a)). The reducing δ composition reduces the driving force for γ nucleation and
increases the incubation time. With the increased Gibbs energy barrier the incubation time increases,
and solute atoms have more time to migrate into the γ nucleus from the liquid transforming layer
and also into the δ transforming layer. Hence, the number of solute atoms introduced through both
the ∇𝑐𝛿 and ∇𝑐𝑙 solute gradients, are slightly increased whilst 𝐶𝛾0 remains at approximately the same
value.
The δ shell composition under a solute gradient reduces in the nucleation mechanism taken in the
single δ parent phase. It should be noted that for the Case:2 in Figure 8.7.23(a) the δ shell
composition reduction rate is relatively hindered under the same conditions of the solute gradient
range. The internal solute gradient provides the required solute atoms into δ nucleating layer into
γ, is the reason for the compositional difference in δ shell.

Figure 8.7:23(b) shows that nucleation of austenite can occur at all the solute gradients studied, but
nucleation is favoured at lower solute gradients. The main reason for this is that the solute atoms
migrating into the nucleating δ volume fraction are provided by the internal gradient ∇𝑐𝛿 . Even
though the migrating solute atoms are highly energetic, the effect on the Gibbs free energy change
is lower than the rapid reduction in δ shell composition. That implies that solute atoms provided by
the ∇𝑐𝛿 gradient assist in maintaining the δ shell composition even under steep solute gradients. The
saddle point in the free energy curves (the nucleation barrier) increases at higher solute gradients
(Figure 8.7:23 (b)), but the increase is insufficient to constrain nucleation under the FN condition.

A similar analyses was conducted for the conditions where nucleation is completely suppressed
(SN). The same thermodynamic conditions are kept as in the previous analysis under FN conditions.
The shell composition and free energy change under these conditions are shown in Figure 8.7:24.

Figure 8.7:24 (a) Delta shell composition (b) Gibbs free energy for simultaneous nucleation
into both liquid and delta-ferrite phases under SN criteria for Fe-0.18C alloy
SN criteria allows more solute atoms to migrate from the nucleating liquid layer into the nuclei and
also more solute atoms to enter into the nucleating δ layer than under FN criteria. Even with the
increased amount of solute atom injected into the nucleating δ layer, the shell composition reduces
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more rapidly than under FN conditions at the same solute gradients imposed at the δ shell boundary.
The FN condition allows only a minimum amount of solute atoms and is therefore just energetically
favourable for the nucleation to occur. An excessive number of solute influx with high chemical
potential increases the free energy in the developing γ nucleus and suppress the nucleation process
as shown in Figure 8.7:24(b). It also increases the total incubation time for the nucleation process
and hence, provide longer time for the externally imposed solute gradient at the δ shell boundary to
outflux the solute atoms. The δ shell composition reduces more rapidly in the SN condition than in
the FN condition.
Despite the higher supply of solute atoms into the δ nucleating layer under SN conditions, the large
excess number of liquid solute atoms, migrating into the nucleus increase the free energy and
suppress the γ nucleation process.
8.7.3.4 Case: 2 Undercooling

Fe-C alloys in the vicinity of the peritectic composition (Fe-0.18C) can be significantly undercooled
when cooling from the liquid at high cooling rates. This phenomenon has been clearly demonstrated
under industrial casting conditions [3, 33] as well as in experiments[9, 19].The extent of
undercooling depends on the exact cooling conditions, but undercooling as high as 30-40 degrees
have been experimentally observed.
Calculations for Case 2 above have shown that depending on the choice of the values of 𝑞1 𝑎𝑛𝑑 𝑞2
, nucleation can occur freely (FN) or can be completely constrained (SN). It is therefore constructive
to select values that fall in between the extreme and hence, will simulate moderate nucleation
conditions (henceforth referred to as MN). For the purposes of such a calculation, the following
values were selected:


Moderate condition for nucleation (MN) 𝑞1 = 0.009 and 𝑞2 = 0.0005

The solute gradient is set at 35 wt%/m with uniform distribution of solute in the liquid phase. The
shell volumes are kept the same as before at 𝑘1 = 𝑘2 = 7 and it is further assumed that the shell
volume constants have the same effect on the nucleation process in the temperature range 17601740 K. The system temperature is reduced from 1760 K in discrete steps to 1755 K, 1750 K, 1745
K and 1740 K respectively. The non-equilibrium δ shell composition is kept constant at 0.1wt% at
all the chosen temperatures.

Figure 8.7:25 exhibits the effect of undercooling upon moderate (MN) cooling conditions in the
calculation of the Gibbs free energy change.
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Figure 8.7:25 Gibbs free energy for simultaneous nucleation into both liquid and deltaferrite phases under NM criteria with different undercooling for a Fe-0.18C alloy in Case 2
Under 1755 K and 1750 K, the free energy curves clearly drop into a potential well thereby
constraining nucleation. With deeper undercooling and hence, an increasing drive from both parent
phases, the child phase may overcome the instability brought about by the influx of solute atoms
from the liquid phase. At undercooling to 1740 K and 1745 K (27 and 22 degrees respectively) the
energy change is just enough to induce γ nucleation. The ‘moderate’ chosen values (under MN) of
the constants 𝑞1 and 𝑞2 limit the free energy increase by the excess solute atoms that migrate into
the γ nuclei but provide sufficiently enough number of solute atoms to δ nucleating layer.

Figure 8.7:26 Solute flux of atoms into (a) solid (b) liquid section of the nuclei for
simultaneous nucleation into both liquid and delta-ferrite phases under MN criteria with
varied undercooling conditions for Fe-0.18C alloy
At lower undercooling (e.g. at T =1755 K) the lagtime is increased and at this temperature the
highest number of solute atoms migrate into nuclei both from the liquid and from the centre of the
nuclei into the ferrite transforming layer(Figure 8.7:26). Further the imposed 35 wt%/m solute
gradient enables to outflux the solute atoms reducing the shell composition 0.074 wt % and 0.06
wt% respectively at 1775 K and 1750 K with the increased lagtimes.
With increased undercooling, the driving force for γ nucleation increases and the incubation time
reduces. The number of atoms migrating, shown in Figure 8.7:26 is thus due to the different times
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taken for the nucleation process to be completed at the different temperatures (with 𝑞1 =
0.009 𝑎𝑛𝑑 𝑞2 = 0.0005 kept at constants). At 1745 and 1740 K, the number of solute atoms
migrating reduces to an order of 103 in Figure 8.7:26 for the radii under the critical value (≈ 1.5 ∗
10−7 𝑚, Figure 8.7:25).

Figure 8.7:27 Incubation time for simultaneous nucleation into both liquid and delta-ferrite
phases under NM criteria for different undercooling conditions for a Fe-0.18C alloy
Solute redistribution and free energy path development of the nucleus can be further understood the
incubation time calculated in Figure 8.7:27. Incubation times drastically reduce from 0.08-0.01 s
with decreasing temperatures from 1755 K to 1740 K. Under the Case 2: where the nucleating liquid
layer rejects a fraction of solute atoms into the γ nucleus and a fraction enters into the δ nucleating
layer under 𝑞1 and 𝑞2 at MN conditions explains one possible way of suppressing the γ nucleation
and being undercooled under the simultaneous growth of γ nucleus into its both parent phases.
Opposing factors for nucleation is in this case are the imposed solute gradient at the δ shell volume
and the excessive amount of liquid solute atom migration into the nuclei. The excessive atoms
migration helps to retain the δ shell composition from the depletion to some extend but same time
it increases the free energy of the γ nucleus to be unstable. Nucleation proceeds only when the
contribution of the free energy drive from the both parent phases increase enough by the amount of
undercooling to overcome the both the interfacial energy of the nucleus and the free energy addition
by the excessive solute migration.

8.7.4

Case 3: Results and Discussion

Reminder:
In this case, the solute distribution mechanism is the same as for Case 2, but the possibility of any
excess atoms jumping across the δ/γ interface is taken into account (Figure 8.7:3).
It was shown above that the simultaneous growth of the γ nucleus into both of its parent phases at
the δ/l interface, may be the result of three different mechanisms of solute re-distribution in the
attempt of the γ nucleus to be in equilibrium with both δ and liquid phases at the respective
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interfaces. In each case, the Gibbs free energy paths are different under the same conditions with an
imposed solute gradient at the δ shell boundary. Cases 1 and 2 are previously discussed and Case 3
will be discussed in the present section.
In Case 3, solutes atoms are allowed to migrate into the γ nucleus from the immediately nucleating
liquid layer and the atoms cannot jump into the γ nuclei, is rejected back into the liquid shell volume
(which is same as for Case 2). However the solute atoms, allowed to transfer along the internal
solute gradient, ∇𝑐𝛿𝛾 , towards the nucleating δ layer, are further allowed to leave the γ nucleus
across the δ/γ interface only after having provided a sufficient number of solute atoms to the
nucleating δ layer. For Case 3, the constant 𝑞2 is different from that of Case 2.
Consider Equation (8.25):
𝑛𝛾,𝛿 = 𝐷𝛾 ∗ ∇𝑐𝛿𝛾 ∗ ∆𝑡 ∗ 𝐴 ∗ 𝑞2
For Case 2, 𝑞2 limits the number of atoms migrating into the nucleating δ layer.
For the Case 3, 𝑞2 limits the number of atoms that escapes into the δ-shell volume across the δ/γ
interface. A complete description of the solute distribution was given in Figure 8.7:6.

Nucleation of austenite may be more favourable under the assumptions of Case 3 than those in
Case:2. The atoms escaping from the δ shell volume promote the nucleation in two different ways:
it can reduce the free energy in the nuclei by flushing off the excess solute atoms and the outflux of
solute atoms might maintain the composition of ferrite shell under a concentration gradient.

The rate equation used for Case 2 and the assumptions are the same for Case 3, but the free energy
change in Equation (8.31) does not account for escaping atoms from the δ/γ boundary. Hence from
Equation (8.28):
𝛾

𝛾

𝛿
𝛿
∆𝑔𝑖𝑛𝑐
= 𝑛𝑛𝑢𝑐,𝑒𝑥𝑐𝑒𝑠𝑠
∗ (𝜇𝑙 − 𝜇𝛿 )

0
2
𝛿
where𝑛𝑛𝑢𝑐,𝑒𝑥𝑐𝑒𝑠𝑠
= 𝑛1𝛾,𝛿 − 𝑛𝛾,𝛿
− ∆𝑛𝛿,𝑙
− 𝑛𝛿𝑛𝑢𝑐𝑙𝑒𝑖,𝑜𝑢𝑡

with

𝑛𝛿𝑛𝑢𝑐𝑙𝑒𝑖,𝑜𝑢𝑡 > 0
𝛾

𝑙
𝑙
𝑙
And ∆𝑔𝑖𝑛𝑐
= ∆𝑔𝑖𝑛𝑐
= 𝑛𝑛𝑢𝑐,𝑒𝑥𝑐𝑒𝑠𝑠
∗ 𝜇𝑙

And as same as in Case 2; ∆𝑔𝐿𝛾 and ∆𝑔𝛿𝛾 are subjected to compositional variation in the respective
shell volumes by the non-equilibrium effects. ∆𝑔𝛿𝛾 is however effected by the excess atom flow as
same as in Case 2 in Equation (8.30)
𝛿
∆𝑔𝛿𝛾 ′ = (∆𝑣𝛿𝛾 ∆𝑔𝛿𝛾 + ∆𝑔𝑖𝑛𝑐
)/(∆𝑣𝛿𝛾 )

With the updated terms Equation (8.28) becomes
∆𝑔 = (∆𝑣𝐿𝛾 ∗ ∆𝑔𝐿𝛾 ) + ( ∆𝑣𝛿𝛾 ∗ ∆𝑔𝛿𝛾 ′ ) + (∆𝐴𝐿𝛾 ∗ 𝛾𝛾𝐿 ) + (∆𝐴𝛿𝛾 ∗ 𝛾𝛿𝛾 ) − (∆𝐴𝛿𝑙 ∗ 𝛾𝛿𝐿 )
𝑙
+ [∆𝑔𝑖𝑛𝑐
] … (8.32)

The same assumption is made that the all the escaping solute atoms are from the liquid phase with
𝛾

chemical potential of 𝜇𝑙 .
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8.7.4.1 Comparison of results between Case 1 & Case 2

The nucleation model for Case 3 is applied under the same conditions as in Section 8.7.3.4 in order
to compare the solute distribution mechanism against that of Case 2. The MN condition is applied
with 𝑞1 = 0.009 𝑎𝑛𝑑 𝑞2 = 0.0005. A solute gradient of 35 wt%/m is imposed at the undercooled
δ shell boundary at 1740 K, 1745 K, 1750 K and at 1755 K respectively. The non-equilibrium δshell composition is kept constant at 0.1wt% and the shell volumes are kept the same at 𝑘1 = 𝑘2 =
7.
In Case 3, solute atoms migrated into the γ-nucleus is allowed to escape from the δ/γ interface,
which provides a solute influx into the δ-shell volume under the solute gradient. The shell
composition is lowered as shown in Figure 8.7:28 (a) and the Gibbs free energy path shown in
Figure 8.7:28 (b) allows nucleation at 1740 K and 1745 K respectively.

Figure 8.7:28 (a) Solid shell composition (b) Gibbs free energy for simultaneous nucleation
into both liquid and delta-ferrite phases under Case 3, at different undercooling conditions
in a Fe-0.18C alloy
A more detailed comparison between Cases 2 and 3 is given in Figure 8.7:29 where the
δ-shell composition and Gibbs free energy of γ nucleation at 1740 K and 1745 K are plotted on the
same axes. (see Figures 8.7:28 and 8.7:25). The dashed lines represent Case 2 calculations whilst
the solid lines represent Case 3 at the respective temperatures.

298

0.105

2.000E-13
Case3: 1740 K
1.000E-13

Case3: 1745 K
Case2: 1740 K

0.000E+00
0.00E+00 2.00E-07 4.00E-07 6.00E-07

Case2: 1745 K

-1.000E-13

Free Energy (J)

Solid shell composition (wt%)

0.100

0.095

0.090

-2.000E-13
-3.000E-13
-4.000E-13

0.085

-5.000E-13
-6.000E-13

0.080
0.00E+00

3.00E-07

6.00E-07

-7.000E-13

(a) Radius (m)

Case3: 1740 K

Case3: 1745 K
Case2: 1740 K
Case2: 1745 K

(b) Radius (m)

Figure 8.7:29 (a) Solid shell composition (b) Gibbs free energy barrier compared for Case 2
& 3 for simultaneous nucleation into both liquid and delta-ferrite phases under different
undercooling conditions for a Fe-0.18C alloy
At 1745 K, the δ shell composition in Case 3 is only slightly higher than in Case 2, but at 1740 K,
is clearly higher than in Case 2. The number of solute atoms provided along the ∇𝑐𝛿𝛾 solute gradient
to the transforming layer in δ, are stuck within the developing nuclei in Case 2 but in Case 3 the
number of atoms stuck in the γ nucleus is allowed to enter into the δ shell across the δ/γ interface.
This solute distribution mechanism effectively restores the composition in δ shell volume. Most
importantly, the solute distribution mechanism in Case 3, allows the excess solute atoms with high
chemical potential to leave the developing γ nucleus. The reduction of the excess solute atoms
favours the nucleation process. The free energy curves for Case 3, Figure 8.7:29(b), reduces its total
free energy at a higher rate than in Case:2 at both temperatures 1745 K and 1740 K.
8.7.4.2 Case: 3 Solute escape across the δ/γ interface: effects of 𝒒𝟐
The effect on the nucleation process of the ability of the γ-nucleus to flush out the excess, highly
energetic solute atoms is now further investigated by keeping 𝑞1 = 0.009 constant under the MN
condition and varying 𝑞2 from 0.0001 to 0.0007 (the same range in Section 8.7.3.1). The system is
kept at 1740 K under a 35 wt%/m solute gradient with a δ non-equilibrium composition of 0.1 wt%.
The shell volumes also remains the same, 𝑘1 = 𝑘2 = 7 .
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Figure 8.7:30 (a) Internal nucleus composition (b) δ-shell composition in the Case 3
nucleation process with variations in the value of 𝒒𝟐 in a Fe-0.18C alloy
The internal composition of the nucleus, 𝐶𝛾0 , is significantly reduced with an increase in the value
of 𝑞2 from 0.0001 to 0.0007 as shown in Figure 8.7:30(a).
The internal gradient, ∇𝑐𝛿𝛾 , ( 𝑛𝛾,𝛿 = 𝐷𝛾 ∗ ∇𝑐𝛿𝛾 ∗ ∆𝑡 ∗ 𝐴 ∗ 𝑞2 ), enables the flushing out of more
solute atoms with an increase in 𝑞2 . The escaped solutes enter into the δ shell, thereby increasing its
composition. For 𝑞2 = 0.0007 the composition reduction is only 0.089 wt% compared to the
composition of 0.07 wt% at 𝑞2 = 0.0001 in Figure 8.7:30(b).

Figure 8.7:31 Gibbs free energy variation for the Case 3 nucleation process with varied 𝒒𝟐 in
a Fe-0.18C alloy
A calculation of the change in the Gibbs free energy, Figure 8.7:31 reveals that nucleation is
constrained with 𝑞2 values up to 0.0003. The highly energetic excess atoms increases the free energy
at a higher rate than the rate of free energy reduction by the volumetric transformation. Allowing
the excess atoms leave rapidly into δ shell, reduces the internal free energy in the nucleus and at the
same time restores the δ shell composition against the external solute gradient. Values of 𝑞2 >
0.0005 allows nucleation to occur.
8.7.4.3 Case: 3 Solute migration from liquid nucleating volume fraction: effects of 𝒒𝟏

The peritectic nucleation process by which the embryonic nucleus grows simultaneously into the δ
and liquid parent phases when the liquid nucleating layer rejects solute atoms into the developing
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nucleus. This effect is analysed below for Case 3. The constant 𝑞2 = 0.0005 (𝑞2 is from the MN
condition) is kept constant, the and 𝑞1 is varied from 0.005 to 0.02 (the same range in Section
8.7.3.2). The system is kept at 1740 K, a 35 wt%/m solute gradient is imposed and the nonequilibrium composition of δ composition is taken as 0.1wt%. The shell volumes also remains the
same as in previous calculations, 𝑘1 = 𝑘2 = 7 .

Figure 8.7:32 (a) Internal nucleus composition (b) δ-shell composition under Case 3
nucleation process with varied 𝒒𝟏 in a Fe-0.18C alloy
Figure 8.7:32 shows the internal composition of the nucleus and the δ-shell composition. The
increase in the value of 𝑞1 allows more solute atoms to flow from the nucleating liquid volume
fraction into the nucleus along the gradient ∇𝑐𝑙𝛾 ,( 𝑛𝛾,𝑙 = 𝐷𝑙 ∗ ∇𝑐𝑙𝛾 ∗ ∆𝑡 ∗ 𝐴 ∗ 𝑞1 ). The internal
composition (𝐶𝛾0 ) increases by the influx of excess solute atoms when 𝑞1 increases from 0.005 to
0.02. With the increase of 𝐶𝛾0 , the internal solute gradient ∇𝑐𝛿𝛾 increases but not necessarily
providing a significant number of solute atoms into the δ shell volume at a constant value of 𝑞2 .
The δ shell composition thus does not vary much under the varied 𝑞1 .

Figure 8.7:33 Gibbs free energy change for Case: 3 nucleation process with varied 𝒒𝟐 in a
Fe-0.18C alloy
The Gibbs free energy path is a function of 𝑞1 at constant 𝑞2 as calculated and shown in Figure
8.7:33. The higher values of 𝑞1 allows high energetic solute atoms to enter rapidly into the
developing nuclei thus the free energy reduction due to the volume transformation into γ by parent
phases, cannot surpass the rate at which energy is added by the migrating solute atoms from the
liquid phase. For 𝑞1 = 0.005 to 𝑞1 = 0.015, the γ-nucleation can proceed under the number of
solute atoms which escapes from the δ/γ interface at 𝑞2 = 0.005. For any higher value of 𝑞1 =
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0.015 increases excess number of solute atoms such that the free energy drive in both parent phase
cannot reduce the resultant free energy in the growing γ nucleus. Under such an event, the Fe-0.18C
alloy is susceptible to further extents in undercooling.

8.7.5
The Effect Influx (𝒒𝟏 ) and Outflux (𝒒𝟐 ) Factors on the Developing
Nucleus
The effect of the constants 𝑞1 and 𝑞2 on the mechanism of solute distribution in an embryonic
nucleus under Case 1 and Case 2 are qualitatively summarised in the present section. These
constants are essentially representing the flux of atoms into or out of the respective nuclei. The
effects are discussed from both a kinetic and energetic point of view with reference to the schematic
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diagram shown in Figure 8.7:34.
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Figure 8.7:34 The resultant effect of 𝒒𝟏 and 𝒒𝟐 on the developing nucleus
A γ-nucleus simultaneously developing into the liquid and delta-ferrite parent phases at the δ/l
interface is schematically shown in Figure 8.7:34. Let the solute distribution mechanism be either
under Case 2 or 3. Under such conditions, the parameter

𝑞1 limits the number of solute atoms

migrating into the γ-nucleus along the gradient ∇𝑐𝑙𝛾 , upon the transformation of the liquid layer ‘A’
into γ. The role of 𝑞1 is the same for both Cases 1 and 2. The parameter 𝑞2 limits the number of
solute atoms contributing to the transformation of δ-layer ‘B’ fluxing along the gradient ∇𝑐𝛿𝛾 under
Case 2. Under Case 3, 𝑞2 limits the number of atoms escaping from the γ-nucleus into the δ-shell
volume after contributing to the transformation of the δ-layer ‘B’ along the same gradient ∇𝑐𝛿𝛾 .
However, 𝑞1 and 𝑞2 are interconnected both kinetically and energetically despite the two different
functions of each. For example, by increasing the fraction 𝑞1 while keeping 𝑞2 constant, will initially
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increase the solute flux along the gradient ∇𝑐𝑙𝛾 . A higher influx will also increase the average solute
composition in the γ-nucleus, thereby increasing the internal composition 𝐶𝛾0 . Any increase in 𝐶𝛾0
increases the gradient ∇𝑐𝛿𝛾 , which in turn, increases the solute flux along ∇𝑐𝛿𝛾 while 𝑞1 remains the
same. For Case 2, this means that more atoms will contribute to the layer ‘B’ transformation and for
Case 3 it means that more atoms will leave the γ-nucleus into δ-shell volume.
From an energetic point of view of the developing γ-nucleus, the effect of increasing 𝑞1 results in
an increased number of solute atom with higher chemical potential, to migrate from the liquid phase.
This will increase the instability of the γ-nucleus. On the other hand, the increased number of atoms
will contribute to the transforming layer ‘B’ for Case 2 and release more solute atoms into the δshell volume for Case 3. Under both conditions the increased flux along ∇𝑐𝛿𝛾 helps to maintain the
δ-shell composition (In Case 3 more than in the Case 2) and subsequently maintain the driving force
for the γ- nucleation process. In Case 3, the increase in the number of high energetic solute atoms
that are released, further favours the nucleation process. The process is reversed if the 𝑞1 is
decreased.
An increase in 𝑞2 whilst 𝑞1 is kept constant, may initially favour γ-nucleation. In Case 2, it will
provide more atoms to layer ‘B’ for transformation and for Case 3, it will release more high energetic
solute atoms into the δ-shell volume. Both will contribute to maintaining the δ-shell composition
against the externally imposed solute gradient, thereby maintaining the driving force for γnucleation. However a higher flux along ∇𝑐𝛿𝛾 will decrease the internal average composition 𝐶𝛾0 ,
which in turn, will increase the gradient ∇𝑐𝑙𝛾 . This increase in the gradient ∇𝑐𝑙𝛾 will allow a higher
influx of high energetic liquid solute atoms into the γ-nucleus while 𝑞1 remains the same. This would
increase the instability of the developing γ nucleus. The process is reversed if the 𝑞2 is decreased.
The qualitative description of the sequence of events sketched above, were quantified by the numeric
analysis outlined in Sections 8.7.3 and 8.7.4 with respect to the influence of the constants 𝑞1 and 𝑞2
on nucleation events.

It is pertinent to note that initial concept of constrained nucleation, developed by Griesser et al.[8],
can be closely mimicked by the Transient Nucleation Model in Case 3 of this study. Griesser et
al.[8] compared a nucleus that develops within a solute diffusional field, to one which develops in
an open thermodynamic system with variations in the in-flux and out-flux of particles from in and
out of the boundaries of the nucleus. The variation of the free energy is thus given by[8]:
𝑑𝐺 = 𝑉. 𝑑𝑝 − 𝑆. 𝑑𝑇 + ∑ 𝜇𝑖 , 𝑑𝑁𝑖 … (8.33)
𝑖

𝑑𝑁𝑖 is the number of i particles resulting from variations in the influx and outflux of atoms into or
out of a nucleus. 𝜇𝑖 is the chemical potential of i. V, p S and T are respectively the volume, pressure,
entropy and temperature. The term ∑𝑖 𝜇𝑖 , 𝑑𝑁𝑖 in Equation (8.33) relates to the free energy variation
𝑙
caused by the excess atoms given by ∆𝑔𝛿𝛾 ′ and ∆𝑔𝑖𝑛𝑐
in Equation (8.32):

303

𝑙
∆𝑔 = (∆𝑣𝐿𝛾 ∗ ∆𝑔𝐿𝛾 ) + ( ∆𝑣𝛿𝛾 ∗ ∆𝑔𝛿𝛾 ′ ) + (∆𝐴𝐿𝛾 ∗ 𝛾𝛾𝐿 ) + (∆𝐴𝛿𝛾 ∗ 𝛾𝛿𝛾 ) − (∆𝐴𝛿𝑙 ∗ 𝛾𝛿𝐿 ) + [∆𝑔𝑖𝑛𝑐
]

However, in the formulation by Griesser et al[8], (Equation 8.33), the free energy drive for the
compositional variation is not quantitatively accounted for. Consider a Fe-0.18 wt%C at 1760
K(Above the temperature, 1757 K at which the investigations are conducted by Griesser et al[8])
and assume a constant shell composition of 0.108 wt%C, in the absence of an imposed solute
gradient and a Case 3 solute distribution mechanism. The shell volumes are kept the same (𝑘1 =
𝑘2 = 7) as in other cases and 𝑞1 and 𝑞2 both are varied from FN conditions to SN. (see above - two
conditions were defined by 𝑞1 and 𝑞2 for the progress or the suppression of the nucleation process,
FN: Favourable condition for nucleation; 𝑞1 = 0.005 and 𝑞2 = 0.0001,SN: Suppressing condition
for nucleation 𝑞1 = 0.02 and 𝑞2 = 0.0006)

Figure 8.7:35 Calculations at 1760 K (a) delta shell volume (b) Gibbs free energy without an
imposed solute gradient and with 𝒒𝟏 and 𝒒𝟐 both varied from FN conditions to SN
The variation in the limiting factors of 𝑞1 and 𝑞2 varies the influx and outflux respectively. The
Gibbs energy varies as correctly hypothesized by Equation (8.33). However without the effect of an
imposed solute gradient that depletes the δ-shell, the shell composition remains constant as shown
in Figure 8.7:35(a). As calculated in Figure 8.7.35(b) the Gibbs free energy is certainly effected by
the variation of solute influx and outflux, but without depletion of in the δ composition, the
nucleation process is not constrained. Compare this calculation with the one shown in Figure 8.7:28
where a solute gradient of 35 wt%/m was imposed. In the presence of this solute concentration
gradient, the system has to be undercooled below 1745 K before nucleation will occur. (Nucleation
is constrained at temperatures higher than 1745 K). In the absence of a solute gradient depleting the
δ shell composition, nucleation is not constrained and nucleation can proceed at a temperature of
1760 K (≈ 7 K below the equilibrium peritectic transformation) as shown in Figure 8.7:35.

8.8

Conclusion and Summary of the Nucleation Models

A numerical technique was developed for the analysis of nucleation in binary alloy systems under
non-uniform conditions. The initial concept of a shell volume introduced by K.C Russel[22] under
uniform solute distribution conditions was further developed by defining quasi-equilibrium
conditions in discrete steps in the course of the nucleation process when the system is rapidly cooled.
The numerical calculation process was explained above in a detailed step-by-step approach for
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general application to a binary alloy system.

Two different peritectic alloys were considered: The Fe-0.18wt%C peritectic alloy in the Fe-C
system in which diffusion occurs by an interstitial mechanism, and the Fe-4.2wt%Ni peritectic alloy
in the Fe-Ni system in which diffusion occurs by a substitution diffusion mechanism. All the
possible nucleation modes were thoroughly investigated, and the nucleation process under nonequilibrium conditions was quantified.

The current calculations support earlier experimental findings[8, 13] and experimental findings in
Section 5.6, that nucleation is constrained in the Fe-0.18wt%C peritectic alloy, while nucleation can
proceed with ease in the Fe-4.2wt%Ni alloy under non-equilibrium conditions.

The newly

developed nucleation model has general applicability and can be applied to different types of
nucleation modes: homogenous; heterogeneous, at grain boundaries and nucleus growing
simultaneously into two parent phases at parent interface.

For nucleation that occurs at an interface, where two parent phases are involved, three different
modes of solute migration is considered. For Case1, all the solute atoms required to form nuclei of
critical size, are provided by the parent shell volumes and the excess atoms are rejected back into
the shell volumes. In Case 2, the liquid transforming layer can inject atoms into the nuclei,
depending on the solute gradient within the nuclei. In Case 3, depending on the solute gradient
within the embryonic nuclei, solute atoms are sucked in from the liquid phase and pass through the
nuclei to enter into the ferrite shell volume in the case of a Fe-C alloy. The actual nucleation process
is in a domain in which the boundaries are defined by each Case.
When homogenous nucleation is considered in a single parent phase (δ), the concept and the use of
the shell volume was first introduced, and then the effect of a solute gradient at the shell boundary
was considered. Regardless of the fact that the same (order of) magnitude of thermodynamic driving
force is generated in both the Fe-0.18wt%C and Fe-4.2wt%Ni alloys, the numerical model predicts
that nucleation will be constrained at high cooling rates in the Fe-C alloy, but not in the Fe-Ni alloy.
Moreover, it was quantitatively shown that deep undercooling is required to induce nucleation in
the Fe-C alloy under a solute gradient, but not in the Fe-Ni alloy with or without a solute gradient.
In the Fe-C system, the imposed solute gradient depleted the shell volume significantly during the
incubation time-period, thereby decreasing the thermodynamic driving force resulting in
constrained nucleation. Under a steeper solute gradient in the Fe-Ni system, the decrease in the
composition of the shell volume is insignificant as a result of the lower diffusivity of nickel atoms.
Thus, the thermodynamic driving force remains relatively constant and nucleation is not
constrained.

Under equilibrium conditions, heterogeneous nucleation is highly favoured, especially when the
angles between the embryonic nucleus and the parent phases are acute. However, in the presence of
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a solute gradient at the shell boundary, obtuse angles with respect to heterogeneous nucleation are
the most effective. Lower angles provide significantly smaller shell volumes and hence, the shell
compositions dry out quickly in the presence of a solute gradient. Angles between 90° and 180°
degrees proved to be the most effective in preserving the solute composition in the shell in the
presence of a solute gradient, and providing energetically favourable conditions at the same time.
Heterogeneous nucleation thus creates an energy barrier just lower than that applicable to
homogeneous nucleation.

Austenite nucleation at a ferrite grain boundary was considered by using the relations which Fisher
et al[126] initially derived. The geometric parameters developed, were used to determine the lagtime (Equation (8.16)). These calculations provided convincing evidence that ferrite grains provide
the most favourable conditions for the development of embryonic nuclei in a single parent phase in
the presence of a solute gradient. However, the high solute diffusivity along the grain boundary
inhibits nucleation. Once the grain boundary diffusivity increases to a value of 4 to 5 times the bulk
diffusivity, the shell composition is drastically reduced and the free energy goes through a potential
well, thereby constraining nucleation.
Fisher’s original model of embryonic nuclei growing at a boundary in a single phase, was modified
and further developed for the case where nucleation initiates at a common boundary, but in the
presence of two different parent phases. Such a nucleation event uniquely represents nucleation in
a Fe-C alloy of peritectic composition where nucleation initiates at ferrite-liquid boundaries and in
the presence of a solute gradient, the embryonic nuclei then develop simultaneously into the liquid
and into the ferrite phases. Geometric constants were derived for this scenario and it was then
possible to calculate the Gibbs free energy and lag-time in Equation (8.19).

The newly developed and quantified nucleation model, which describes the development of
embryonic nuclei between two parent phases, is subdivided into three main sections depending on
the mechanism of solute redistribution within the nuclei. These three cases are referred to as Case1,
Case 2, and Case 3. Nucleation of austenite in a Fe-C alloy of peritectic composition was then
analysed in detail by the application of this new model to the case where there is a solute gradient
at the δ-shell boundary.

In Case 1, none of the excess atoms enter into the nuclei. Upon transformation, solute atoms are
either rejected or sucked completely into or from their respective parent phases while local
equilibrium is maintained at the respective interfaces. Parallel growth into both parent phases seems
to favour austenite nucleation in a Fe-0.18wt%C alloy in the presence of a solute gradient only at
the δ-shell volume and when complete mixing in the liquid phase is assumed. At 1760 K, the
pertaining calculations indicate that nucleation can proceed without any difficulty, even under the
steepest solute gradient in the solid. The underpinning reason for this finding is that the relatively
constant high driving force in the liquid phase overpowers any driving force limitation in the ferrite
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phase. However nucleation in the liquid phase is not often observed experimentally due to the
kinetically unfavourable liquid flows and composition fluctuations. Possible conditions that will
reduce the thermodynamic driving force in the liquid phase were introduced into the model by
manually reducing the driving force generated under local equilibrium conditions. The decreased
thermodynamic driving force meant that the Fe-0.18C alloy has to be significantly undercooled
before nucleation will initiate.

Cases 2 and 3 were specifically developed to track excess solute atoms and to evaluate the
compositional and energetic variations for atoms entering the nuclei under an imposed solute
gradient at the δ- shell volume. The internal solute flows, from one parent’s boundary to the centre
of the nuclei and from the centre of the nuclei to the second parent boundary, is calculated by the
internal solute gradients that form when local equilibrium is maintained at the boundaries of the
respective parent phases. In addition, the concomitant changes in composition at the centre of the
nuclei 𝐶𝛾0 (Equation (8.27)) is calculated. The upper bound of these solute fluxes are provided by
Fick’s first law and the lower bound are represented by two parameters, 𝑞1 𝑎𝑛𝑑 𝑞2 for the influx
(∇𝑐𝛾𝑙 ) and outflux (∇𝑐𝛿𝑙 ) respectively.
The effects the parameters 𝑞1 𝑎𝑛𝑑 𝑞2 (representing the extent of influx and outflux of solute atoms)
were analysed in detail. In Case 2, solute atoms with high chemical potential, are allowed to flow
under a solute gradient ∇𝑐𝛾𝑙 ,from the liquid phase, but are not allowed to escape into the δ parent
phase across the γ/δ boundary and hence, the excess solute atoms remain in the γ-nuclei. A higher
influx of high chemical potential atoms renders the developing embryonic nuclei unstable and hence
constrain nucleation in the presence of a solute gradient in the solid parent phase.
Two conditions are defined in order to represent the two extreme values of 𝑞1 𝑎𝑛𝑑 𝑞2 , such that
nucleation is possible under any set of conditions (FN criterion) or that nucleation is completely
suppressed (SN criterion). Values of 𝑞1 𝑎𝑛𝑑 𝑞2 were then selected in-between these extreme values
(MN criterion) to investigate the effects of undercooling for Case 2. This exercise revealed the need
deep undercooling is required to induce nucleation in a Fe-C alloy of near-peritectic composition.

For Case 3, solute atoms with high chemical potential entering the embryonic nuclei are allowed to
pass through the nuclei and enter into the shell of the δ parent phase. The composition of the δ parent
shell is decreased by imposing an external solute gradient, but the internal influx (∇𝑐𝛾𝑙 ) originating
from the liquid parent phase, injects atoms into the δ parent shell through ∇𝑐𝛿𝑙 solute gradient. This
mechanism of solute redistribution favours nucleation in the presence of a solute gradient compared
to the solute redistribution mechanism of Case 2. The outflux (∇𝑐𝛿𝑙 , 𝑞2 ), removes the excess high
energy particles from the nuclei, thereby lowering the nucleation barrier and allowing nucleation to
proceed. In addition, the δ shell composition reduction rate is also reduced by the solute influx in
the presence of a solute gradient. However the γ nucleation process is still constrained and the γ
nucleating temperature can be as low as 1740-1735 K.
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It was firmly established that significant undercooling is required to induce nucleation of austenite
at a δ/l interface in a Fe-0.18wt%C alloy. The nucleation events where nuclei develop
simultaneously into both parent phases are in part determined by the mechanism of solute
redistribution in the presence of a steep solute gradient in the solid phase as schematically shown in
Figure 8.8:1.

Case 2(𝒒𝟏 , 𝒒𝟐 )

Case 3(𝒒𝟏 , 𝒒𝟐 )

Case 1
Figure 8.8:1 The domain for the possible suppression of austenite nucleation in a Fe-0.18C
alloy of peritectic composition for a nucleus simultaneously developing into δ and liquid
parent phases
It has not been possible to uniquely identify which solute re-distribution mechanism is responsible
for the simultaneous growth of a γ-nucleus in to both liquid and δ under an imposed solute gradient
in the solid phase. However, the actual mechanism of solute re-distribution is most likely a hybrid
of the mechanisms outlined as Cases of 1, 2 or 3. Regardless of the actual mechanism of solute redistribution, the important conclusion is that nucleation of austenite in a Fe-0.18wt%C alloy is
constrained by the significant decrease in the composition of the δ-shell volume in the presence of
a steep solute gradient.

By the use of the newly developed Transient Nucleation Model, numerical calculations revealed at
atomic level, the reasons for the very different behaviour of the Fe-C and Fe-Ni peritectic alloys
notwithstanding the fact that nucleation was considered under approximately the same energetic
conditions in the presence of a steep solute gradient. In the case of the alloy of peritectic
composition, nucleation is not constrained because of the composition of the δ-shell volume is not
decreased in the presence of a steep solute gradient, because of the much lower (substitutional)
diffusivity of nickel atoms compared to that of carbon atoms that diffuse interstitially.
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Chapter 9
9.1

Summary and Conclusions

It was shown in the current project and also in earlier investigations[13, 19], that nucleation of
austenite can be significantly constrained in Fe-C alloys of near-peritectic composition when they
are cooled from the liquid at a high rate. These experimental findings cannot be explained by the
classical nucleation theory[8, 13]. Griesser et al[8] proposed that the diffusional flux, initially
generated by the solid gradient in the parent δ- phase, increases the Gibbs free energy barrier in a γnucleus by variations in statistical fluctuations of atoms attaching onto a nucleus. The free energy
is increased as if particles are added to an open thermodynamic system. Building on this broader
concept, the present study was undertaken to study at a fundamental level, by experimental and
theoretical analysis, constrained nucleation of austenite in peritectic alloy systems.

The main concept of the nucleation model is developed based on a an embryo developing in a shell
volume initially introduced by K.C Russel[22] with a linked flux analysis of a cluster forming in a
shell under uniform conditions. Russel considered the case of atom attachment within a shell under
uniform conditions and concluded that the governing factor for nucleation lagtime is the jump
frequency of particles from the matrix to the shell volume, and not from shell volume to the cluster.
By the use of a newly developed Transient Nucleation Model(TNM), numerical calculations
revealed the reasons for the very different behaviour of Fe-C and Fe-Ni peritectic with respect to
the nucleation of the intermediate phase, austenite.

The first part of the current study was aimed at gaining an improved understanding of observations
made in a high-temperature laser-scanning confocal microscope by using a concentric solidification
technique. This experimental technique has specifically been designed to provide new insights into
the peritectic phase transition. The temperature at the solid-liquid interface, where nucleation takes
place, was directly measured by experimental techniques under near isothermal conditions.
However, experimental data is limited under higher cooling rates. A finite analysis method was used
to develop a two-dimensional transient heat transfer model in order to determine by modelling, the
temperature distribution in a concentrically solidifying specimen in a high-temperature microscope
under rapid cooling conditions. It was possible to calculate the entire temperature landscape of
rapidly solidifying concentric solidification samples. It is pertinent to note that it was necessary to
develop this heat transfer model since it is not possible to map the temperature distribution in
concentrically solidifying specimens to the required degree of accuracy by currently available
commercial software.

Once the temperature landscape was defined, the temperature history on cooling of the specimen,
was imported into Micress© version 6.4[87], a commercial phase-field simulation software
package, so that the solute distribution can be calculated under any given set of cooling conditions.
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However, it was necessary to convert the circular geometry of a concentric solidifying specimen
into a two-dimensional simulation domain in order to properly define the solute distribution.

With the, now known solute and temperature distributions at cooling rates between 10 and 100
K/min, this information was imported into the commercial thermodynamic data calculation package,
ThermoCalc 2020a[21], which enables the calculation of the driving force for nucleation of a child
phase(γ) evolving in either the solid(δ) or liquid parent phases. This quantitative analysis provided
a platform for further investigations of the pertaining nucleation events. Moreover, the
experimentally validated model provided a means to show that nucleation events in Fe-Ni peritectic
alloys can safely be analysed by the Classical Nucleation Theory, but the same cannot be done for
Fe-C peritectic alloys.

Following these analyses, the possible factors based on existing theories, that could constrain the
nucleation of the intermediate austenite phase were investigated.

The Classical Nucleation Theory was assessed with respect to the thermodynamic driving force,
surface energy, geometry and stress with reference to the existing literature and fundamentals of
thermodynamics. The atomic jump frequency variation for the attachment kinetic for the
development of a nucleus under varied solute diffusional flux was also estimated. The outcomes of
these assessments could not find a fundamental reason why nucleation of the austenite phase is
constrained in a Fe-0.18wt%C peritectic alloy under non-equilibrium conditions. A nucleus
developing within a solute gradient in the parent phase (a parent matrix with an existing solute
gradient) was analysed in terms of the concepts introduced by P.J Desre[155] and later developed
by A.M. Gusak[28]. These calculations revealed that the existence of solute gradients in the parent
phase across the potential volume of the nucleus cannot constrain nucleation. Compositional
variation across the volume fractions nucleating form the parent matrix are not significant enough
to reduce the driving force for a nucleus such as γ in a Fe-C system with a maximum critical radius
in the order of 10−6 𝑚 under a solute gradient up to 3600 wt%/m.

Geometrical configurations were then investigated for finding a possible reason for constrained
nucleation of the γ-phase. Peritectic nucleation is often observed experimentally to occur at the
solid-liquid interface or at triple junctions. For this reason, the geometry at the solid-liquid interface
and at triple points was analysed with respect to mechanical equilibrium. It turned out that most of
the envisaged geometrical constraints provide almost the same free energy barriers to nucleation
compared to homogenous nucleation in either parent phase. However, the lowest energy barrier, and
significantly lower than homogenous nucleation, is found when nuclei develop simultaneously into
liquid and delta-ferrite at a triple junction. It was clear that selected geometrical configurations of a
nucleus forming at the solid/liquid interface, cannot constrain nucleation of a peritectic phase.
Instead geometrical configurations alone, can favour nucleation events at triple junctions.
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The concepts of a shell volume, originally introduced by K.C Russel[22] and grain boundary
nucleation introduced by Fisher[126] were developed into the construction of a Transient Nucleation
Model (TNM) for the analysis of nucleation under non-equilibrium conditions. The initial part of
the research project enabled successful mapping of the temperature and solute distribution in rapidly
solidifying concentric samples under different experimental conditions into the TNM model. This
newly developed TNM model was then applied to consider homogenous nucleation; heterogeneous
nucleation; grain boundary nucleation and simultaneous development of the nucleus into two parent
phases under an imposed solute gradient. For nuclei growing at a solid/liquid interface,
simultaneously into both parent phases, there are three different possibilities of solute redistribution, referred to as Case 1, Case 2 and Case 3 (Chapter 8). The governing factors constraining
γ nucleation under each mode were outlined. The common and the dominating factor were found to
be the imposed solute gradient at the δ-shell boundary.

The solute gradient formed at the boundary of the shell volume, opens a passage for solute atoms to
escape from the shell into the matrix. More significantly, high solute gradients and higher diffusivity
of solute atoms, deplete the solute composition in the shell within the time scale of the incubation
period of the nucleus. If either the gradient or the diffusivity of the solute is low enough, the
depletion is insignificant during the incubation period. For example, in a Fe-Ni peritectic alloy, a
steep solute gradient is formed at the solid/liquid interface, but the low diffusivity of nickel atoms
prevents depletion of the solute composition in the shell and as a consequence, the driving force for
nucleation is not decreased within the incubation period and nucleation is not constrained. However,
in a Fe-C peritectic alloy, there is a relatively low solute gradient, but the higher diffusivity of solute
atoms depletes the solute composition of the shell, thereby significantly lowering the driving force
for nucleation within the incubation period. The reduction in the driving force during the incubation
time period, reduces the reduction rate of the free energy of an embryonic nucleus. On the free
energy curve relating to the nucleation process, a point is reached where the first derivative of the
𝜕𝐺

Gibbs free energy approaches zero ([ ]𝑟>𝑟 ∗ → 0) after the critical size of the nucleus is exceeded.
𝜕𝑟

Hence a local minimum is established in the free energy curve of a Fe-0.18C peritectic alloy, which
leads to a potential energy well and it is the existence of this potential energy well that constrains
nucleation.
The depletion of solute atoms in the δ-shell volume and the concomitant decrease in free energy
drive for γ-nucleation is the governing factor that constrains nucleation. The different solute
distribution mechanisms (Case 1,2 and 3) increase the Gibbs free energy barrier by creating an
imbalance between the solute influx and outflux, but the redistribution of solute atoms by itself is
not significant enough to constrain the nucleation. By the contribution of both facts of the solute
distribution mechanism and the solute gradient depleting the δ-shell volume, leads to the
suppression of the γ nucleation for the nucleation process considered in Case 1,2 and 3.

An expression for the Gibbs free energy change for an infinitesimal increase of the volume, was
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developed for each nucleation mechanism and an expression for the incubation time was
determined. The numerical calculations in The Transient Nucleation Model (TNM) were used to
explain why nucleation is constrained in Fe-C peritectic alloys whilst promoted in peritectic Fe-Ni
alloys under essentially the same non-equilibrium cooling conditions.

9.2

Contribution

The current project contributed to experimental observations as well as to theoretical developments
of nucleation events, specifically in the case of the peritectic phase transition. The benefits to the
steel industry of these parallel and complementary contributions, are outlined below.

1.

The use of in-situ observation techniques within a high-temperature laser-scanning confocal
microscope has made a significant contribution to a better understanding of the mechanism of
high-temperature phase transformations in general. In addition, the use of a concentric
solidification technique has specifically enhanced our understanding of the progress and
mechanisms involved in the intriguing, and industrially important, peritectic phase
transformation in steel. However, the inability to quantify the temperature and solute
distributions within a concentrically solidifying specimen has also hindered quantitative
assessments of thermodynamic properties. The estimation of the temperature and solute
redistribution under transient conditions, conducted in the present study enables a quantitative
assessment of the behaviour of concentrically solidifying alloy samples.

2.

For the first time, the peritectic reaction was experimentally captured at deep undercooling (>
35 K), progressing over 24 mm/s along the solid-liquid interface.

3.

A two-dimensional, commercially available phase-field software package, MICRESS©[87],
was implemented to successfully simulate these experimental observations and to verify the
underpinning transformation mechanisms under deep undercooling conditions.

4.

The simultaneous growth of nuclei that formed at the interface between two parent phases were
investigated in detail and, numerical expressions for the formation of the size of critical radii
and transient lag-times were developed.

5.

Geometrical relations were developed for surface areas and volumes that are formed or
destroyed at triple junctions. Possible vertical and horizontal equilibrium conditions for the
formation of nuclei at the intersection of two parent phases were considered and a Matlab
program was developed for each condition.

6.

A Transient Nucleation Model (TNM) model was developed in order to calculate the possible
free energy barriers to the formation of nuclei of critical size in Fe-C and Fe-Ni alloys of
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peritectic composition under rapidly cooling conditions. These calculations revealed why
nucleation can occur freely under one set of conditions, while it is constrained in others.

7.

Parameters defined in the newly developed Transient Nucleation Model can be used to identify
the thermodynamic properties required to minimise the extent of undercooling in peritectic
alloys. This means that measures can now be taken to minimise crack sensitivity in industrial
continuous casting practice.

9.3

Outlook and Recommendations

A much better understanding of nucleation events under non-equilibrium conditions has been
investigated in the present study.

1.

The two-dimensional transient heat transfer model developed in Python, can be further
extended into calculating the following characteristics of HTLCM experiments.
(a) Computer programing can be used to reduce the calculation time, enabling the use
of more elements in the model. Hence, the degree of accuracy can be increased for
the release of latent heat at the interface.
(b) Heat release calculations of the austenite transformation can be calculated upon the
extension of the existing program.

2.

The mobility coefficient represents a vital optimizing parameter in the simulation of phase
transformations. Experimental investigations should be conducted to a better range of values
for the mobility coefficient, in particular for the study of high temperature phase transformation
kinetics.

3.

Experimental investigations should be conducted in order to determine the variations of the
dihedral angle at triple points in different alloys systems and cooling rates.

4.

The numerical calculations in Chapters 7 and 8, were conducted through programming in
Matlab. A more generalised model should be developed.

The Transient Nucleation Model developed in the present study, has identified the factors that can
potentially constrain nucleation. Industry can potentially and significantly, benefit by capitalizing
on this new knowledge in order to prevent constrained nucleation in steel of near-peritectic
composition. More specifically:
1.

Without necessarily reducing casting speed nor cooling rate, the mould dimensions can be
optimized to reduce the solute gradient and hence the extent of undercooling.

2.

Improved theoretical and analytical modelling of the parameters 𝑞1 and 𝑞2 used in TNM
modelling, should be attempted in order to better define the mechanisms of solute redistribution.

3.

The TNM model can be further improved in order to find the optimum (least Gibbs energy
barrier) volume fraction ratio of a nucleus simultaneously developing into two different parent
phases.
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4.

TNM modelling has the potential to quantify the factors required to minimize the extent of
undercooling in steel of near-peritectic composition. Consequently, the stress induced by the
rapidly transforming austenite can be minimized, thereby decreasing crack sensitivity, which
has the potential to produce higher quality steel of peritectic composition, without
compromising production rates.
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Appendices
Appendix A
Input Parameters for Transient Heat Transfer Model
Experimental data of power input percentage and interface position under varying cooling rates for
the Fe-0.18C system. Solid-liquid interface movement is analysed with SolTrack software[123].

Table A1: Program input variables of power input, interface progression and duration of
cooling under varied cooling rates
Cooling

Power

rate(K/min)

(%),t(s))

output

(𝐾𝑑

Solid/liquid
interface(x(um),t(s))

Time
Austenite

Transformation(s)

20

𝑃 = −0.041𝑡 + 70

𝑋 = −2.710𝑡 + 2500

139

30

𝑃 = −0.067𝑡 + 70

𝑋 = −2.839𝑡 + 2500

99

40

𝑃 = −0.093𝑡 + 70

𝑋 = −3.366𝑡 + 2500

57

50

𝑃 = −0.121𝑡 + 70

𝑋 = −3.593𝑡 + 2500

49

60

𝑃 = −0.153𝑡 + 70

𝑋 = −3.675𝑡 + 2500

35.5

70

𝑃 = −0.174𝑡 + 70

𝑋 = −3.993𝑡 + 2500

37.5

80

𝑃 = −0.189𝑡 + 70

𝑋 = −3.993𝑡 + 2500

52

90

𝑃 = −0.247𝑡 + 70

𝑋 = −4.435𝑡 + 2500

40

100

𝑃 = −0.251𝑡 + 70

𝑋 = −4.47𝑡 + 2500

36

150

𝑃 = −0.480𝑡 + 70

𝑋 = −5.173𝑡 + 2500

27

200

𝑃 = −0.399𝑡 + 70

𝑋 = −6.070𝑡 + 2500

13
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Appendix B
Free Energy Drive for Nucleation within a Solute Gradient
The driving force under the solute gradient is calculated as shown in Figure: B1
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Figure B1: (a) Driving force and free energy distribution (b) the respective growth of γ
nuclei from δ parent phase
The ferrite/liquid interface is in local equilibrium at temperature T, and the local composition of
ferrite at the interface is 𝐶𝛿𝑙 , and gets a negative solute gradient from the interface into the matrix of
∇𝑐. Let the gradient be one dimensional in the x-direction and varying linearly with the distance
from the nucleus. The composition of the parent phase ‘x’ distance away from the interface is;
𝑐(𝑥) = 𝐶𝛿𝑙 − ∇𝑐𝑥…… (B1)
Considering Figure: B1 (b), the heterogeneous nucleation proceeds in x direction and the respective
free energy drive in each volume element dx represented in Figure: B1(a). Driving force, ∇𝑔(𝑐(𝑥))
, can be numerically estimated for a given initial composition (Fe-0.18wt%C) at temperature T(K)
by ThermoCalc 2020a[21] ;
∇𝑔(𝑐, 𝑇)𝑏𝑐𝑐_𝑓𝑐𝑐 = 348.6 + 5452𝑐 + 0.1536𝑇 − 122.2𝑐 2 − 2.734𝑐𝑇 − 0.0002166𝑇 2 (𝐽/
𝑚𝑜𝑙)…. (B2) For δ to γ transformation.
For the spherical can developing in the solid liquid interface as in Figure: B1 (b), 𝜋𝑟 2 sin2 (𝑄)
amount of area of the solid/liquid interface gets destroy. 2 𝜋𝑟 2 (1 − cos(𝑄)) Amount of surface
area develops between ferrite and austenite. The free energy change maybe expressed;
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𝑥

∆𝐺 = [𝜋 ∫ (𝑟 2 − 𝑥 2 )∇𝑔(𝑐(𝑥))𝑑𝑥] + 𝜋𝑟 2 sin2 (𝑄) (𝜎 𝑙 − 𝜎 𝑙 ) + 2 𝜋𝑟 2 (1 − cos(𝑄))𝜎𝛾/𝛿
𝛾

0

𝛿

𝑥; 𝑟𝑐𝑜𝑠(𝑄) ≤ 𝑥 ≤ 𝑟. 𝑄 is the equilibrium angel at the triple point.

The free energy drive under varying composition can be numerically solved with the equations of
B1 and B2 for the development of ‘r’ in x directions in each dx step.
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Appendix C
Jump Frequency Variation under a Solute Gradient
For a system with A and B atoms , the diffusion coefficient(𝐷𝐴 ) and tracer diffusion coefficient(𝐷𝐴∗ )
have the following relationship, described by Darken[177];
𝐷𝐴 = 𝐷𝐴∗ ∗ [1 +

𝑑 𝑙𝑛𝛾𝐴
] … . (𝐶1)
𝑑 ln 𝑥𝐴

𝛾𝐴 is the activity coefficient and 𝑥𝐴 is the composition fraction of component A. 𝑥𝐴 =

𝑐𝐴
𝑐𝐴 +𝑐𝐵

, 𝑐𝐴

and 𝑐𝐵 is the solute concentration of A and B respectively. Diffusion confidents with respect to
phases is given in the following table for C and Ni;

Table C1: Diffusion coefficient values for Carbon and Nickle atoms in different phases
𝟐
𝑫𝑳 [𝒎 ⁄𝒔]

Component

𝟐

𝑫𝜹 [𝒎 ⁄𝒔]

𝟐
𝑫𝜸 [𝒎 ⁄𝒔]

C

2.1 E-8

5.1E-9

8.1E-10

Ni

2.1E-9

2.1E-11

3.7E-13

With the thermodynamic relation[1 +
Equations (C1) and (C2).

𝑑2𝐺
2
𝑑𝑥𝐴

𝑑 𝑙𝑛𝛾𝐴
𝑑 ln 𝑥𝐴

]=

𝑥𝐴 𝑥𝐵 𝑑 2 𝐺
𝑅𝑇

2
𝑑𝑥𝐴

… … . . (C2), 𝐷𝐴∗ can be calculated with

is numerically calculated from the second polynomial relation of free

energy with the composition. The Gibbs free energy in Fe-C systems of delta-ferrite as a function
of temperature (T) and fraction of composition (𝑥𝐴 ) from data taken from ThermoCalc 2020a[21]
𝐺𝐹𝑒𝐶,𝐵𝐶𝐶 (𝑇, 𝑥𝐴 ) = 2.032𝐸4 + (8.494𝐸4) ∗ 𝑥𝐴 ) + (−49.79 ∗ 𝑇) + ((2.655𝐸05) ∗ (𝑥𝐴 ^2))
+ (−48.09 ∗ 𝑥𝐴 ∗ 𝑇) + (−0.01172 ∗ (𝑇^2)) + ((−2.177𝑒06) ∗ (𝑥𝐴 ^3))
+ (166.6 ∗ (𝑥𝐴 ^2) ∗ 𝑇) + (0.004675 ∗ 𝑥𝐴 ∗ (𝑇^2))
Temperature T is taken as 1770 K for Fe-C systems

The Gibbs free energy for Fe-Ni alloys can be expressed as a function of temperature (T) and solute
𝑥𝐴 composition (mole fraction) with respect to delta-ferrite phase from the data extracted from
ThermoCalc 2020a[21].
𝐺𝐹𝑒𝑁𝑖,𝐵𝐶𝐶 (𝑇, 𝑥𝐴 ) = (2.091e + 04 + ((−6173) ∗ 𝑥𝐴 ) + (−50.46 ∗ T) + ((2.715e + 5)
∗ (𝑥𝐴 ^2)) + (−41.73 ∗ 𝑥𝐴 ∗ T) + (−0.01154 ∗ (T^2)) + ((−1.932e + 6)
∗ (𝑥𝐴 ^3)) + (120.9 ∗ (𝑥𝐴 ^2) ∗ T) + (0.0006548 ∗ 𝑥𝐴 ∗ (T^2)))
Temperature T is taken as 1790 K for Fe-Ni systems

The following calculation and the Matlab calculation essentially follows the work done by John R.
Manning[167]. Let, 𝐷𝐴 =

𝑎2 Γ
6

. Γ is the atomic jump frequency. a is the atomic jump distance and
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taken as 𝑎 = 5 ∗ 10^ − 9𝑚. And
𝐷𝐴∗ =

𝑎2 𝑣𝑒,ℎ
6

[167]

𝑣𝑏,ℎ can be rearranged;
𝑣𝑏,ℎ = (

6𝐷𝐴∗
) … … . . (C3)
𝑎2 𝑓𝑐,ℎ

The effective jump frequency (𝑣𝑒,ℎ ) can be defined for a homogenous system without a solute
gradient;
𝑣𝑒,ℎ = 𝑣𝑏,ℎ ∗ 𝑓𝑐,ℎ … … . . (C4)
𝑓𝑐,ℎ is the correlation factor for the homogenous system. In the absence of any driving force, the
correlation factor 𝑓𝑐 for diffusion by a substitutional mechanism[178] is:
𝑓𝑐,ℎ =

1 + < 𝑐𝑜𝑠𝜃 >𝑎𝑣
… … . . (C5)
1 − < 𝑐𝑜𝑠𝜃 >𝑎𝑣

𝜃 is the angle between the direction of two immediate vacancy jumps of the same atom and
< 𝑐𝑜𝑠𝜃 >𝑎𝑣 refers to the average after ‘n’ number of jumps
For an interstitial diffusional mechanism:
𝑓𝑐,ℎ = 1 + < 𝑐𝑜𝑠𝜃 ′ >𝑎𝑣 … … . . (C6)
Under a chemical potential gradient (or solute gradient), the jump frequency variation factor ‘G’ is
introduced by J.R Manning[167];
𝑣𝑒 = 𝑣𝑏 ∗ 𝑓𝑐,ℎ ∗ 𝐺 … … . . (C7)
Under a solute gradient, the substitutional mechanism for basic vibrational frequency is proportional
to 𝑐𝑜𝑠𝜑, where 𝜑 is the angle between two successive jumps[167].
𝑣𝑏 = 𝑣𝑏,ℎ (1 + 𝐴 𝑐𝑜𝑠𝜑) … … . . (C8)
For a negative, uni-directional solute gradient from O to J, 𝑐𝑜𝑠𝜑 varies in the direction of the jump
as shown in Table 6.52.

Table C2: Jump frequency coefficient with respect to the jump direction[167]
direction

𝑐𝑜𝑠𝜑

𝑂 → + (alone the solute gradient)

𝑏/𝑎

𝑂 → − (against the solute gradient)

−𝑏/𝑎

𝑂 (perpendicular plain to the solute gradient)

0

𝑏 is the distance between adjutant 100 planes.;‘a’ is the jump distance; ‘b’ will be:
For cubic = 𝑎 , for body-centered; 𝑏 = √3𝑎⁄2 ; for face centered; 𝑏 = 𝑎⁄ .
√2
The constant ‘A’ in Equation (C8), depends on the concentration gradient [167, 179]:
𝐴=

𝑎 𝜕 ln 𝑣𝑏,ℎ 𝜕 ln 𝛾
[
−
] … … . . (C9)
2
𝜕𝑥
𝜕𝑥

Replacing 𝑣𝑏,ℎ , with the Equation (C3)
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𝐷𝐴∗
𝜕(
) 𝑎 𝜕 ln 𝛾
𝑎
𝑓𝑐,ℎ
𝐴=
−
12 𝜕𝑥
2 𝜕𝑥
3

∗

−9

3

As ‘a’ is very small (𝑎 ≈ 𝑥 ∗ 10 ) , 𝑎 → 10
𝐴= −

−27

so

𝑎3

𝐷
𝜕( 𝐴 )

12

𝑓𝑐,ℎ

𝜕𝑥

→ 0, can be simplified to:

𝑎 𝜕 ln 𝛾
… … . . (C10)
2 𝜕𝑥

The factor G, represented in Equation (C7) is defined;
𝐺 = 1 + 𝐵 𝑐𝑜𝑠𝜑 … … . . (C11)
𝜑 has the same definition as in Equation (C8). Factor B depends on the driving force along the
considered direction and given by[167];
𝐵≈

𝑎 ∗ (𝜔𝐴 − 𝜔𝐵 )
𝑑 𝑙𝑛𝛾𝐴
𝑑𝑥𝐴
(1 +
)∗
… … . . (C12)
7.15𝜔
𝑑 ln 𝑥𝐴
𝑑𝑥

𝜔𝐴 and 𝜔𝐵 are the jump frequencies of A and B atoms respectively, in a homogenous system. 𝜔 is
an average jump frequency of such a system.
𝜔 = 𝑥𝐴 ∗ 𝜔𝐴 + 𝑥𝐵 ∗ 𝜔𝐵
𝑥𝐴 and 𝑥𝐵 are mole fractions of A and B components, respectively.
For substitutional diffusional mechanism, The effective jump frequency can be calculated from
Equation (C7). 𝑣𝑏,ℎ is found from (C1) to (C2) and (C3). Then 𝑣𝑏 from (C8) can be calculated upon
finding the constant ‘A’ from (C1) to (C2) to (C10). 𝑓𝑐,ℎ can be calculated from (C5) upon assigning
𝑐𝑜𝑠𝜑 values from table 6.5:2 depending on the considered jump direction. The factor G is calculated
from (C11), upon finding (C12) from (C1) and (C2).

Interstitials mechanism, for the mechanism of the effective jump frequency towards a given
direction with respect to the solute gradient follows the same pattern as that of a substitutional
mechanism:
The effective jump frequency[167];
𝑣𝑒𝑖 = (𝑣𝑒1 + 𝑣𝑒2 )
𝑣𝑒1 = 𝑣𝑏1𝑖 ∗ 𝑓𝑐,ℎ
and
𝑣𝑒2 = 𝐺 ∗ 𝑣𝑏2𝑙 ∗ 𝑓𝑐,ℎ
𝑣𝑏1𝑖 is the basic jump frequency of an atom jumping from an interstitial site to a lattice site and
𝑣𝑏2𝑙 is the basic jump frequency of an atom jumping from a lattice site to an interstitial site under a
chemical potential gradient. However, the atom jumps from lattice to intestinal site and vice versa
should be equal.
Then:
𝑣𝑏1𝑖 = 𝑣𝑏2𝑙 = 𝑣𝑏 … … (𝐶13)
𝑓𝑐,ℎ is the correlation factor irrespective of the composition in-between the jump sites.
𝑣𝑒𝑖 = (1 + 𝐺) ∗ 𝑓𝑐,ℎ ∗ 𝑣𝑏 … … . . (𝐶14)
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G, 𝑣𝑏 can be found as mentioned above. 𝑓𝑐,ℎ for intestinal mechanism is calculated from (C6) 𝑐𝑜𝑠𝜃 ′
values are given elsewhere[180, 181]. The correlation factor is approximated to be the same in both
ferrite and austenite phases for intestinal diffusion mechanism of carbon atoms by taking 𝑓𝑐,ℎ =
0.8 .
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