Recent work by the 'CombeChem' project together with the UK National Crystallography Service (NCS) has integrated the NCS into an e-Science environment. The existing high-throughput crystallography facility is enhanced by on-line feedback with the ability to monitor and steer diffraction experiments remotely. Security mechanisms are used to determine authorisation attributes and hence to allow user interaction at appropriate stages, together with access of a database recording the status of the submitted samples. The user can monitor the position of their samples, be alerted to all stages from submission to experiment and then analysis, visualise raw data as it is generated, be involved in the key decision-making during the parameterisation and initialization of the experiment and then track the data collection to ensure its successful completion. Results data are staged to a secure area and made available for download (either the raw diffraction data or a refined structure generated by NCS staff).
Introduction
This paper reports on our experiences when designing and implementing the Grid infrastructure to support access to the UK EPSRC National Crystallography Service (NCS) high-performance small-molecule (e.g. non-protein) crystallography diffractometer instrumentation facility [1] . The geographically-dispersed clients of this facility comprise several hundred academic users located throughout the UK who currently submit over 1000 samples a year in addition to 1000 originating within the department. This throughput is approximately an order of magnitude higher than a typical crystallography laboratory. The paper reviews the real problems that we encountered in practice.
As part of the UK National e-Science programme [2], the CombeChem project [3, 4, 5] and the NCS initially developed a proof-of-concept demonstration outlining how the Grid could enable an e-Science enhancement for structural chemistry. This initial work confirmed the feasibility of the proposed NCS Gridenabled service, designed to increase and enhance user interaction with experiments and also provide efficient management of the resulting data. Our objective was to adopt an e-Science approach to enable crystal structure results to be rapidly and efficiently generated, disseminated and reused [6] The Grid can potentially provide many applications to Service Crystallography. The primary benefits would be where the physical location of the user is distant from the service (which is inevitable whenever a national service is provided in any discipline). The implementation of such an infrastructure has a number of advantages over a conventional laboratory that would be of considerable worth to the service crystallographer [7] . A massively increased interaction between local experts and users would allow both chemists unskilled in the art of crystallography and "trained" crystallographers alike to participate in, or conduct their own, experiments remotely. Enabling remote control for the expert user will assist in "dark" laboratory instrument automation, allowing service operators to concentrate on other matters. Furthermore, automated data workup and structure solution and refinement software routines will increase the output of crystal structures and the resulting necessary rapid dissemination of results to the scientific community will be facilitated by the use of Grid technology [8] .
The advantages and objectives of Grid technology in enabling "virtual organisations" (VOs) to be established comprising different commercial organisations (sometimes in commercial competition) have been widely discussed [9] . The administratively and geographically diverse nature of Grid access means that a VO will inevitably cross different administrative domains [10] . This highlights a major difficulty in securing access from potentially unknown administrative authorities and the requirement to negotiate with these different administrative chains. In retrospect we should have realised that these aspects would feature large in the implementation of a Grid service for the NCS. The ECSES demonstrator (section 3) certainly brought them to the fore, but the standard approach to their solution, first applied for the NCS Grid service did not yield a practical solution that the existing users would tolerate, and a more user friendly solution was required and this is discussed in section 5.
To set the scene, the NCS is introduced in Section 2, while Section 3 describes existing related work. Section 4 outlines the Grid service functionality; section 5 describes the resulting architecture adopted and discusses our practical experiences, followed by our conclusions for the future implementation of similar services in section 6.
The UK National Crystallography Service (NCS)
The UK NCS [1] is funded by the UK EPSRC [11] and is located in the School of Chemistry at the University of Southampton. The NCS provides a data collection and structure determination facility, available to the entire UK academic chemistry community. A broad user base covers a whole range of chemical applications. The technique is important for characterisation of compounds in important areas of traditional chemistry, biochemistry and the overlapping areas of bio-organic and biological chemistry. Knowledge of crystal structures is also important in for understanding solid-state properties.
The NCS maintains state-of-the-art X-ray diffraction experiment facilities, permitting external clients to submit chemical samples for processing to derive their crystal structures. Several levels of service are provided, depending on the requirements (or expertise) of the client. The existing NCS operations were effectively "off-line" and could be compared to a photographic film processing service, to which exposed films are dispatched and processed films returned. There was no client interaction in this process and when poor quality samples were submitted for analysis and time on the X-ray diffractometer was not always utilized effectively.
A significantly better service is possible if the client is involved in the analysis process (particularly in the early stages), to assist NCS staff with the decision-making process. In principle, the client could even help to steer the experiment by adjusting parameters that would otherwise be set locally. Improvements are possible not just due to potential saving of diffractometer time but also the increased interaction with users made possible by Grid access. This can directly increase customer satisfaction by improving the speed and accuracy of acquiring information on the sample and also the return of raw or refined structural data directly to the user.
It is important to stress that the NCS facility was already operational before it was Grid-enabled as part of the UK e-Science pilot project CombeChem. The continuity and security of the existing NCS operations were an important factor in the design and implementation of the Grid software systems. The requirement to maintain the network topology needed to support the pre-existing NCS internal operation led to a more complex design for the network security than would have been expected if the system was constructed from scratch.
Related work
Prior to the start of the CombeChem project, the UK DTI/e-Science ECSES project ("Exploring Chemical Structures using e-Science") [12] produced a proof-of-concept demonstrator, which was demonstrated at the opening of the UK National eScience Centre (NeSC) on 25 th April 2002. This brought together laboratory facilities at the NCS, remote computation services and an end user at NeSC in a live, integrated Grid environment. Demonstrations of the operation of this software were also given at a commercial site, and outside the UK at the SC2002 Supercomputing conference held at Baltimore in November 2002.
Features of the ECSES demonstration software included: (a) single sign-on security framework using Globus Security Infrastructure (GSI) [13] ; (b) secure access, monitoring and basic steering of a prepared sample during experimentation, including video and audio links to NCS; (c) client involvement in decisionmaking process during experiments; (d) downloading and visualization of X-ray images in real time; (e) indirect access to web services, via the Globus transport layer.
These capabilities were chosen to be typical of the requirements expected to be necessary to support NCS Grid access. The middleware selected to support Grid access was the Globus GT1 toolkit [13] , which at that time was the only well-supported Grid software available. One of the key objectives was to test currently available technologies for their suitability for the intended tasks, and to highlight aspects that would require attention when constructing a practical service.
More generally, we were able to gain significant experience with the type of functional control and interaction that would be necessary to control the remote instrument. This aspect of the demonstrator highlighted a number of aspects, including health and safety issues (the consequences of an experiment going wrong could endanger life) and the associated legal implications, potential compromise or damage of the diffraction apparatus and the consequences of any inability to communicate with the laboratory should there be logistical or scientific problems. All of this reinforced the requirement for secure and reliable communications between the remote user and the NCS.
The ECSES demonstrator was very ambitious, yet achieved what it set out to do and worked reliably, a fuller description can be found in [7] . However, being a demonstrator (and to achieve demonstrable results within the short project time frame), a number of implementation decisions were taken that would need to be revised in the NCS implementation.
There is considerable current interest in the concept of using the Grid to enable remote interaction with national and international facilities. Several major projects have now been launched, for example the NSF-funded "Common Instrument Middleware Architecture" (CIMA) project which is placing an emphasis on supporting a variety of instrument and controller types [14] 
Grid service functionality
A Grid Service for the NCS was a natural development of the service already available, empowering a client to provide additional information on their samples efficiently, steer their own experiment and gain faster access to the results data. The Grid also provides a medium whereby an expert crystallographer (user) may control their own experiment remotely, to some extent independently of the service operator, or alternatively contribute specific knowledge of the sample to assist the on-site service operator. Through the development of resulting data and calculation services, the client will have significantly greater flexibility to do real e-Science. For the NCS Grid Service to work effectively in the larger e-Science context, it was necessary to address such issues as authentication of clients, security and provenance of client data and interoperability with other services. Once the data has been acquired the Grid can provide distributed software resources for the analysis of crystal structures, further data mining and "value added" exercises (i.e. follow-on data services after data collection and structure refinement). The Grid can similarly facilitate the efficient management of the data and rapid dissemination of results. These issues make the "NCS Grid service scenario" an important and interesting case study for making moderate-scale scientific instrumentation facilities available on the Grid, because they represent issues fundamental to the development of Grid services in general.
The initial stages in developing the Grid-enabled service were to undertake a requirement analysis of the existing service, together with the additional services that could then be supported. The existing NCS staff were fully involved in the entire process, starting from the earliest stages and extending throughout the entire development. Their knowledge and expertise proved to be an essential factor in the overall process, in particular in developing the detailed workflow analysis used in the design process.
The requirements analysis confirmed our initial assessment that the security aspects of the enhanced Grid service were extremely important, which led onto a separate risk analysis. The overall security design and the underlying analysis are more fully described in [18] . The overall objectives of the NCS Grid service resulting from the requirements analysis are described in the next section, which is followed by example scenarios describing the expected workflows. These workflows were used to assist in the development of the system specifications.
General requirements
The general requirements arising through the requirements analysis were:
Figure 1 NCS Grid service workflow
• to allow remote users to interact with their experiments -The user should be able to submit a sample to the NCS, track the sample's progress through the system, and monitor the experiment(s) carried out on their sample. In addition there should be an ability to "steer" the experiment, either via an online conference with the service operator, or by direct adjustment of key experimental parameters;
• to provide users with better and faster access to experimental data -The Grid service should allow the user to monitor the raw data from the experiment (e.g. the X-ray images) and also provide faster access to the processed data;
• to provide a robust security infrastructureClients must be authorised to use the NCS Grid Service by means of a Public Key Infrastructure (PKI) [19] . Clients must only be authorised to monitor (or steer) their own experiments, and access their own data with all other access restricted. All data transferred between the Grid Service and the client must be encrypted;
• to exploit user collaboration to improve NCS efficiency -the user is directly involved in the decision-making, efficiency is improved through reduction in wastage of diffractometer time (through unnecessary data collections or better understanding of sample quality), and allow service operators to concentrate on other tasks;
• to be compatible with NCS operational processes -A Grid service must not impact heavily on current operational procedures;
• to be a real (operational) service to which a user could easily subscribe -As opposed to previous demonstrator projects the NCS Grid service should be fully operational and should function robustly, reliably and securely the client software should be easy to set up and install; The Grid service has to be implemented into an existing service with users with users possessing a wide range of computing expertise.
NCS Grid service scenario
The scenario presented here assumes that the processes of application, security, licensing and • A new sample arrives at NCS and the administrator logs it in to the sample tracking database. An automatic email confirmation is received by the user.
• At the end of the day, the NCS schedules samples for the next day. The user is emailed automatically and informed that they are (for example) second in the queue for the following day.
• The following day, the lab runs the first sample. The user is informed that their sample is next and an estimated start time given. When this time approaches, the user logs on and waits for the experiment to start.
• When the current sample is completed the scheduled sample status changes to running. The user may now initiate the control service software for that sample.
• The lab starts the Automated Experiment Driver Software (AEDS), which automatically drives the experiment, but allows for input from the user). The lab portal detects the creation of a new directory and monitors for any files to appear. The control service reports to the user that the experiment has started.
• The AEDS collects 4 scans to determine the quality of the crystal. As they are collected the user can view these scans.
• On completion the AEDS analyses the scans, determines them to be suitable and gives the user the option to override. The user accepts.
• The AEDS then proceeds to set parameters for a unit cell determination. The user views the parameters, may alter them if desired, and accepts. The AEDS collects the data (about two minutes), stages the raw file to the users directory and converts to JPEG format, which is then transmitted it to the user. The user views the images as they are generated. The AEDS calculates the unit cell on completion of the data collection and decides to collect the full dataset. The user is presented with the unit cell calculation results, informed that the AEDS will continue and is asked whether they wish to override. The user accepts.
• The AEDS calculates default parameters (time, distance, and angle) and informs the user. The user is presented with data collection parameters that may be edited within limits and accepts.
• The AEDS starts the full data collection and stages images as they are generated. The user views images as the instrument collects them and is dynamically informed of the completion time and number of images collected. The user may log out.
• The AEDS emails the user on completion of the data collection and transforms the sample status to processing. The user waits for the lab to process the data. When a data file is generated the status of the sample is set to "succeeded". The user may download the raw data and associated report.
• The user decides to use the structure determination service and initiates it from the control service. Structure determination code is run and a result generated.
• The service operator selects "publish and archive results", the structure data is deposited into the NCS structures database and an email sent to the user. The user receives an email reporting the successful experiment, logs onto the NCS Grid service and downloads their results data and report. The user is presented with options, such as "visualise", or "launch structure-property query" for further, value added calculations to be performed on the structure.
The scenario outlined above was used to generate the workflow, which was sufficiently detailed to describe the entire Grid-based service crystallography experiment from the point of sample submission to final results download.
A practical architecture for and experiences of Grid instrumentation
The security technology employed (hardware and software) had to be appropriate and acceptable for both external and internal users, the University network administrators and those who would need to maintain the NCS systems [20, 21] . The overall system architecture implemented was constrained by the necessity to allow continued access to the Proceedings of the First International Conference on e-Science and Grid Computing (e-Science'05) instrumentation facilities from the campus network, while imposing a significantly higher level of security on the Grid-enabled services. This led to the web applications being hosted on a separate computer configured as a "bastion host" in a "de-militarized zone" behind the main campus firewall.
One of the existing NCS computer systems controls the X-ray diffractometer and this system is connected to the campus network, hence protected from the Internet by means of the campus firewall operated by the University of Southampton. We have implemented two more firewalls to Grid-enable NCS, both of which run on a single computer system. All the computer systems run Linux. The first firewall provides the NCS DMZ, which contains a single bastion host. The second firewall implements the NCS secure subnet, providing access to the "cader" computer system, which stores the experimental data. It is relevant to note the constraints resulting from the existing NCS operations, which prevented the diffractometer computer system being moved onto the NCS secure subnet. This is because the NCS systems also support other services, which have to be accessible generally from the campus network. While this could have been supported by configuring the necessary routes through the firewall, this was considered to create a security threat greater than leaving this system generally available over the campus network (which of course was the position before the Grid service was implemented).
The NCS certificate generation process as required by standard PKI proved impractical and had to be abandoned. This was because the relatively complex sign-up process was found to be too complex for many of the current clients. An alternative to this proposal was devised, retaining the software mechanisms, but handling this centrally at the NCS. The approach that was adopted deviated from a strict PKI in that user key-pairs as well as certificates were centrally generated, signed, and then securely transferred to the user, rather than relying on the end user to perform the certificate request generation task. This removes the risks of having users manage the key generation process using unfamiliar technology and allows NCS to leverage their existing trust relationships to manage the private key and certificate distribution as part of the user registration process. While the requirement for the installation of specialist client software was removed, the policy means that significant potential weaknesses have now been introduced into the overall process. In particular, the private key is vulnerable to interception (the classic key distribution problem) because it now has to be transmitted to the user and also the user has no guarantee that the NCS or an intermediary has not retained a copy of the private key. The key distribution problem can of course be addressed using a suitable trusted "out-of-band" transfer mechanism such as secure courier.
There is also the requirement for the NCS to take over the registration function and validate the identity of each user before a certificate is issued. There has always been considerable interaction between the NCS staff and users by post, phone and attendance at academic conferences. The users have a high level of trust in existing NCS procedures and in general the users know the service and staff very well. This personal knowledge is utilized to verify the identity of NCS users making certificate requests. The current policy uses at least two routes (one non-computer) to ensure an independent check on the identity of the requestor.
The X-ray diffractometer and associated hardware is located at NCS and bespoke, manufacturer-written, software manually driven by the service operator via a GUI controls the instrument. However, it is also possible to drive the diffractometer using command line calls, via an API. For the NCS Grid Service, scripts have been developed to drive the workflow normally carried out manually, which is essential as the experiment must be run automatically. As the experiment progresses, raw data is deposited into a unique working directory, which the user has no direct access to. The experimental data is made available by copying it to a secure location on the server. The control script also makes calls to the sample/status database, at various key points during the experiment, to change the status of the sample being analysed.
The client interface to both Control and Status services is deliberately lightweight with access through a standard web browser so that no client software installation is required. The Status database is the core of the system and the user functionality provided through the Java interface. The Status DB maintains tables of all submitted samples, details of users and mappings between and provides an externally visible web-based interface, as utilised by the Status and Control services. Each sample has an associated status: Added, Scheduled, Next, Running, Processing, Reprocessing, Failed -no further action, Failed -referred and Succeeded, and it is the status of a sample that determines various authorizations within the system. The NCS Administrator uses various web pages to enter or modify sample data, rather than directly altering database entries. This service is written in PHP, which provides dynamic HTML for the user, whose access is via HTTPS and the PHP code determines the client's DN from their personal certificate. The DN is then used by the PHP code to query the Sample / Status database to obtain only the sample data owned by that DN.
The Control Service is also written in PHP, and provides a dynamic HTML interface to the users' Xray diffraction experiment. The Control service presents the client with certain key experimental parameters, which may be adjusted if necessary. The experiment control scripts provide suitable default values, and the user is given a time limit in which to enter new values, otherwise the experiment will proceed with the default values As the Grid service was developed and deployed it became clear that the security issues were more complex than had been anticipated. Similarly the features needed from the controlling status database were more detailed than expected but the "Grid team" has also to cope with feature creep as the NCS staff realised the potential power and advantages of the Grid service.
The difficulties of remote control of the service became more apparent as the system was developed. Safety issues (for people and equipment) become very complex, and the Grid is certainly not yet ready to provide support for a safety critical system. Nevertheless, limited user control can be providedsetting parameters between defined and tested ranges, and between expert users greater freedom could be enabled. The University of Sydney may soon have a very similar service and then the ca 12 hour time shift between the two services makes the provision of remote support for the overnight running of the systems attractive.
Even though the practical use of the Grid service is to enhance user monitoring rather than instrument control, the degree of user participation offered does provide significantly enhanced user satisfaction. An unexpected benefit is the added convenience for the NCS staff, who are able to run a more efficient local service using the same systems deployed to provide the external Grid service. The whole system, benefitting both staff and remote users has led to an improvement in the quality of the sample metadata, which yields both short-and long-term advantages, and is part of the overall CombeChem agenda in improving the "end-toend" information pipeline in Chemistry.
Conclusions
A Grid infrastructure for conducting and monitoring service crystallography experiments and management, workup and publication of the subsequent results data has been outlined. This approach has been shown to facilitate the provision of an existing crystallography service whilst enhancing interaction and feedback with the experiment for the user. This approach, along with other recent technological advances, highlights a shortfall in the current publication and dissemination process, which has also been addressed.
A scientific service is just as much a set of business processes as a fully-commercial e-business application. The development of the Grid-enabled service involved requirements capture, workflow analysis, risk assessment and the full involvement of the existing staff. All of these factors were essential to achieve a successful deployment, especially as the Grid service had to be implemented without disrupting the existing service operation. We anticipate that the lessons learnt from this NCS deployment will be useful in the provision of other Grid services in the UK in the near future, both in chemistry research and also other disciplines.
