In this paper we consider second order evolution equations with unbounded dynamic feedbacks. Under a regularity assumption we show that observability properties for the undamped problem imply decay estimates for the damped problem. We consider both uniform and non uniform decay properties.
Introduction
Let X be a complex Hilbert space with norm and inner product denoted respectively by . X and < ., . > X,X . Let A be a linear unbounded positive self-adjoint operator which is the Friedrichs extension of the triple (X, V, a), where a is a closed quadratic form with domain V dense in X. Note that by definition D(A) (the domain of A) is dense in X and D(A) equipped with the graph norm is a Hilbert space and the embedding D(A) ⊂ X is continuous. Further, let U be a complex Hilbert space (which will be identified with its dual space) with norm and inner product respectively denoted by . U and < ., . > U,U and let B ∈ L(U, V ′ ), where V ′ is the dual space of V obtained by means of the inner product in X. Consider the system (1)    x ′′ (t) + Ax(t) + Bu(t) = 0, t ∈ [0, +∞) ρu ′ (t) − Cu(t) − B * x ′ (t) = 0, t ∈ [0, +∞) x(0) = x 0 , x ′ (0) = y 0 , u(0) = u 0 , with ρ a scalar parameter. By replacing ρ by 0 and − C by the identity in system (1) we obtain the system whose stability was studied in [4] . In this paper we are interested in studying the stability of linear control problems coming from elasticity which can be written as (2)    x ′′ (t) + Ax(t) + Bu(t) = 0, t ∈ [0, +∞) u ′ (t) − Cu(t) − B * x ′ (t) = 0, t ∈ [0, +∞) x(0) = x 0 , x ′ (0) = y 0 , u(0) = u 0 , where x : [0, +∞) → X is the state of the system, u ∈ L 2 (0, T ; U ) is the input function and C is a m−dissipative operator on U . We denote the differentiation with respect to time by ′ . The aim of this paper is to give sufficient conditions leading to the uniform or non uniform stability of the solutions of the corresponding closed loop system. The second equation of the considered system describes a dynamical control in some models. Some systems that can be covered by the formulation (2) are for example the hybrid systems.
Let us finish this introduction with some notation used in the remainder of the paper: the notation A B and A ∼ B means the existence of positive constants C 1 and C 2 , which are independent of A and B such that A ≤ C 2 B and C 1 B ≤ A ≤ C 2 B.
Well-posedness results
In order to study the system (2) we use a reduction order argument. First, we introduce the Hilbert space H = V × X × U equipped with the scalar product < z,z > H,H = a(x,x)+ < y,ỹ > X,X + < u,ũ > U,U , ∀z,z ∈ H, z = (x, y, u),z = (x,ỹ,ũ). So the system (2) is formally equivalent to
Then we consider the unbounded operator
where z 0 = (x 0 , y 0 , u 0 ).
Proposition 2.1. The operator A d is an m-dissipative operator on H and thus it generates a C 0 -semigroup.
Proof.
< A d z, z > H,H = a(y, x)− < Ax + Bu, y > X,X + < B * y + Cu, u > U,U = a(y, x) − a(x, y)− < Bu, y > V ′ ,V + < B * y, u > U,U + < Cu, u > U,U = a(y, x) − a(x, y)+ < Cu, u > U,U .
Taking the real part of the above identity we get (5) since C is dissipative. Hence A d is dissipative. We would like to show that there exists λ > 0 such that λI − A d is surjective. Let λ > 0 be given. Clearly, we have λ ∈ σ( C). For (f, g, h) ∈ H, we look for (x, y, u) ∈ D(A d ) such that
i.e. we are searching for x ∈ V, y ∈ V, u ∈ D( C) satisfying
By Lax-Milgram lemma there exists a unique x ∈ V such that
In fact, we have 
Uniform stability
In this section, we give sufficient and necessary condition which lead to uniform stability of system (3). We first introduce the conservative system associated with the initial problem (2) as
The corresponding Cauchy problem can be written as
Recall that the system (11) is the system (3) with C = −C and that (A c , D(A c )) is given by
Note also that Proposition 2.2 still holds. In order to get uniform stability we will need the following assumptions: (O) (Observability inequality) There exists a time T > 0 and a constant c(T ) > 0 (which only depends on T ) such that, for all z 0 ∈ D(A c ), the solution z 1 (t) = (x 1 (t), y 1 (t), u 1 (t)) of (11) satisfies the following observability estimate:
(H) (Transfer function estimate) Assume that for every λ ∈ C + = {λ ∈ C|ℜλ > 0}
is bounded on C β = {λ ∈ C|ℜλ = β}, where β is a positive constant.
Theorem 4.1. Assume that assumption (H) is satisfied or that D ∈ L(U ). Then system (3) is exponentially stable, which means that the energy of the system satisfies
where c and ω are two positive constants independent of the initial data z 0 ∈ D(A d ) if and only if the inequality (12) is satisfied.
By using [6, Theorem 5.1] and [2, Proposition 2.1] we have the following characterization of the uniform stabily of (3) by a frequency criteria (Hautus test).
Corollary 4.2. Assume that assumption (H) is satisfied or that D ∈ L(U ). Then system (3) is exponentially stable in the energy space if and only if there exists a constant δ > 0 such that for all w ∈ R, z ∈ D(A c ) we have
Proof. (of Theorem 4.1). Let z(t) = (x(t), y(t), u(t)) be the solution of (3) with initial datum
Then z 2 is solution of (8) and due to Lemma 3.1 its last component u 2 satisfies
Otherwise, (9) holds true due to assumption (H). Since u = u 1 + u 2 , we get
(estimate (9)).
Indeed x 2 , u 2 satisfies the system
Since the system (15) is reversible by time we solve the system on R. We obtain a function z ∈ C(R; V ) ∩ C 1 (R; V ) ∩ L 2 (R; V ) which is null for all t ≤ 0. Let x 2 (λ), and u 2 (λ), where λ = γ + iη, ℜ(λ) = γ > 0 and η ∈ R, be the respective Laplace transforms of x 2 and u 2 with respect to t. Then x 2 and u 2 satisfy
Since λ 2 + A is invertible (Lax-Milgram lemma), we deduce from the first equation of the system (16) that
Substituting x 2 in the second equation of system (16), we get
Noting that the invertibility of λI + C + λB * (λ 2 + A) −1 B follows from the invertibility of λI − A c we obtain
and by assumption (H) estimate (9) holds. Finally, the inequality,
, implies that there is a constant c 1 (T ) which depends only of T such that
But it is well known (see for instance [4] ) that the previous estimate is equivalent to (13).
Weaker decay
In the case of non exponential decay in the energy space we give sufficient conditions for weaker decay properties. The statement of our second result requires some notations.
Let H 1 , H 2 be two Banach spaces such that
where [8] ). Let G : R + −→ R + be such that G is continuous, invertible, increasing on R + and suppose that the function
Theorem 5.1. Assume that the function G satisfies the above assumptions and that assumption (H) is satisfied or that D ∈ L(U ). Then the following assertions hold true:
 , the previous inequality, the property of G and the fact that t → z(T ) H is nonincreasing then we get
Equivalently, we have
Combining (22) and the fact that the function
We thus deduce the existence of a constant M > 0 such that
and we finally get (19).
2. As for 1. the proof is similar to the second assertion of Theorem 2.4 of [4] which is based on Lemma 5.2 of [3] and is left to the reader.
Examples

Beam System
We consider the following beam equation:
with the initial conditions
and
where β is a postive constant.
Note that C is bounded, so we only need to find the observability inequality in order to deduce the type of stability of the system. Since B ∈ L(U,
Remark that in this case
Note that since D(A c ) is compactly injected in H, then A c has a compact resolvent and thus its spectrum is discrete. In addition, since A c is a skew-adjoint real operator, then its spectrum is constituted of pure imaginary conjugate eigenvalues. Now, let λ = iµ ∈ σ(A c ) with U µ an associated eigenvector thenλ = −iµ ∈ σ(A c ) with U µ an associated eigenvector. Since the eigenvalues are conjugates , it is sufficient then to study µ ≥ 0.
Lemma 6.1. The eigenvalues of A c are algebraically simple. Moreover, 0 ∈ σ(A c ) and for every λ = iµ ∈ σ(A c ), µ > 0, µ satisfies the following characteristic equation,
Proof. First it is easy to see that 0 is a simple eigenvalue of A c and that an associated eigenvector is
which is equivalent to
We then deduce that
, thus we need to solve u (4) = −λ 2 u = µ 2 u, u(1) = η with u satisfying (27). We deduce that u could be written as
We first remark that η = 0. Otherwise, since u satisfies u (4) = µ 2 u and the boundary conditions u(1) = u ′′ (1) = u ′′′ (1) = 0, then there exists a constant c ∈ R such that u is given by
Consequently, each eigenvalue of A c is simple. In fact, suppose to the contrary that there exists µ = 0 such that λ = iµ is not algebraically simple. Then as A c is skew-adjoint, λ = iµ is not geometrically simple. Thus there exists at least two independent eigenvectors U i = (u i , v i , η i ), i = 1, 2, corresponding to λ, and hence
is an eigenvector which is impossible.
Going back to (28), we get from the first three equations,
Therefore the last equation of (28) becomes
As η = 0 then the determinant of M which is given by det(
C is given by
Substituting C in the condition u(1) = η, we finally deduce that µ satisfies the charateristic equation (25). Now, we study the asymptotic behavior of the eigenvalues of A c .
Lemma 6.2. There exists k 0 ∈ N large enough such that for all k ≥ k 0 there exists one and only one
Moreover, as k → ∞, we have the following
Proof. First step. Let z = √ µ where iµ ∈ σ(A c ) and µ > 0. Then by (25), we have
Replacing cosh z = , we deduce that z satisfies f (z) = 0, wheref
For z large enough we havef
It can be easily checked that for k large enough,f doesn't admit any root outside the ball
Then by Rouché's Theorem applied on B k , we deduce that for k large enough there exists a unique root z k off in [kπ, (k + 1)π]. Moreover, z k satisfies
and thus
which gives
By the proof of Lemma 6.1, the last component η
k is nonzero and thus
is an associated eigenvector to iz 2 k with u k having the form,
,
It follows that
In order to get the behavior of
, it is enough to compute the integral
integrating by parts and noting that
and hence
we deduce that
.
we consequently deduce due to (31), (32) and (33) that
Hence (30) holds.
T be the solution of the conservative problem (24) with initial datum U 0 ∈ D(A c ). Then there exists T > 0 and c > 0 depending on T such that
Proof. We arrange the elements of σ(A c ) in increasing order. Let J = {iµ : |µ| < µ k0 }. Then σ(A c ) = J ∪ {iµ k : |k| ≥ k 0 } and (U µ ) µ∈J ∪ (U 1,k ) |k|≥k0 forms a Hilbert basis of H. We may write
Then using Ingham's inequality there exists T > 2πγ 0 > 0 and a constant c depending on T such that
Due to Lemma 6.2, we have that
we deduce using Ingham's inequality the existence of T > 0 such that
Therefore, we obtain (34) as required.
Theorem 6.4. Let U 0 ∈ D(A d ) and let U be the solution of the corresponding dissipative problem
Then U satisfies,
Proof. Since the operator D ∈ L(U ), then Lemma 3.1 holds true. 
By Theorem 5.1 applied for θ = 1/2, we therefore obtain (36).
Example on uniform stability
Consider the following system,
with α > 0, β > 0. Define the following spaces,
and the following operators,
Remark that C is a bounded operator on L 2 (0, 1). Moreover, B and B * are given by
The norm defined on the energy space H = V × X × U is given by
We moreover have
The associated conservative system is given by
In the following proposition we prove that the solution u, θ of (38) satisfies the required observability inequality (assumption (O)), which is enough to deduce the exponential stability of (37) as D ∈ L(U ).
Then the solution (u, θ) of (38) satisfies
The solution (u, θ) of (38) is thus given by
By the second equation of (38), θ
Due to the initial conditions we deduce that
Replacing u and θ in the first equation of (38), we deduce that
where
Finally,
where M is a square matrix given by 
But as
we deduce that λ min ≥ c > 0 (where λ min is the smallest eigenvalue of M ) for some constant c independent of k and hence
we get
We hence conclude (39) by denseness of D(A c ) in H.
Recall that the energy of (u, θ) a solution of (38) is defined by
Theorem 6.6. Let U 0 ∈ H. Then there exists ω > 0 such that the energy of the solution (u, θ) of (38) satisfies
Proof. By Proposition 6.5, assumption (O) holds true. Then (40) follows by applying Theorem 4.1.
Hybrid example-2D problem
Let Ω be a bounded domain of R 2 whose boundary Γ satisfies Γ = Γ 0 ∪ Γ 1 ,Γ 0 ∩Γ 1 = φ, and meas Γ 0 = 0.
We assume moreover that there exists a point x 0 ∈ R 2 such that
for some constant ω > 0, where m(x) = x − x 0 and ν = ν(x) denotes the unit outward normal vector at x ∈ Γ.
where a and b are two positive constants. In order to justify that the system could be written in the proposed general form, we introduce a proper functional setting. Let
endowed with the inner product,
and the operator (A, D(A)) by A(y, ξ)
We can easily check using Lax-Milgram lemma that (A ± iI) are surjective. In addition, since A is symmetric we deduce that A is self-adjoint. The corresponding formã is given bỹ
In addition, we define for every η ∈ U and (y, ξ) ⊤ ∈ V the operators B and B * by
The operator C = 0 and the operator C is given by
Hence the system (P b ) can be written in the form of system (2).
Accordingly, we define the energy space
endowed with the inner product
where u = (y, ζ, z, ξ, η),ũ = (ỹ,ζ,z,ξ,η) ∈ H, and < ., . > represents the Hermitian product in C. The associated norm will be denoted by
is then given by
Hence, the previous problem (P b ) is formally equivalent to
where u 0 = (y 0 , ay 0 | Γ1 , y 1 , ay 1 | Γ1 , η 0 ). The energy of the system (P b ) is given by
The corresponding conservative system is defined by
The initial value problem associated to the conservative system (P 0 ) is given by
As the operators D and D * given by,
are bounded, Lemma 3.1 holds true. Thus in order to deduce the polynomial stability of the solution of (41), it is sufficient to check that the solution u 1 of (42) satisfies the observability inequality (O), .
Proof. First step. Let v 0 ∈ D(A c ) and v = (y, ζ, z, ξ, η) ⊤ be a solution of
Then there exists T > 0 such that
for some positive constants C 1 , C 2 , C 3 .
Finally, multiplying the wave equation by 2m · ∇y and substracting (47) from (46) leads to,
Multiplying the wave equation equation by y we obtain
then taking into consideration the Dirichlet condition on Γ 0 , we get
(m.τ )(∂ ν y∂ τ y).
Due to the geometric conditions imposed on Γ, we have
Hence (48) leads to
Adding (49) to (51), we obtain
Note moreover that
We deduce that for ǫ > 0 chosen small enough there exists C > 0 such that
Finally, choosing T large enough, we get the required result (45).
Second step. Let α > 0 and set
We have the following expression for |η 1 | 2 on Γ 1 ,
By the boundary condition on Γ 1 , η t = z and ∂ ν y = −η − aη tt , we get
Choosing α large enough, we get
In addition, (54) implies that
for some constant K a,α ≥ 0 independent of T .
Combining the previous inequality with (45), we deduce the existence of c 1 > 0 such that
Finally, choosing T large enough, we obtain (55)
for some positve constant c 2 depending on T .
⊤ be the corresponding solution of (42), then
is a solution of (44) where
thus by the two previous steps we get (55) . Noting that u 0 D(Ac) ∼ v 0 H , we consequently deduce that (43) holds for all u 0 ∈ D(A c ).
and let u be the solution of (41). Then u satisfies,
Proof. Since the operator D ∈ L(U ), Lemma 3.1 holds true.
By Theorem 5.1 applied for θ = 1/3, we therefore obtain (56).
Remark 6.9. Using the same method we get an analogous result for the one dimensional problem. we can also get the observability inequality by a spectrum analysis and that was already done in the paper [5] , where the authors obtained an optimal decay, thus we expect the decay in the two dimensional case to be optimal as well.
Remark 6.10. Consider the following system studied in
where B 0 ∈ M n (C), C 0 ∈ C n are given. System (57) can be written in the form (1) where V = {y ∈ H 1 (0, 1) :
and U = C n . In this case, C = B 0 is a bounded operator and Bη = (η, C 0 )δ 1 for all η ∈ C n . Indeed, since C is bounded then it is enough to verify assumption (O). Assumption (O) was verified in [1] and the polynomial stability of (57) was deduced. In particular, for n = 1 we obtain the system studied in [9] , where a polynomial decay is proved using a mutltiplier method. The polynomial decay can be also obtained by proving an observability inequality for the solutions of the corresponding conservative system which is exactly what has been verified in [1] , thus applying the appraoch intoduced in this paper.
Unbounded example
Consider the following system (58)
where ξ ∈ (0, 1). Define the following spaces and operators:
and In order to verify the assumption (H), we proceed by finding the transfer function, for this purpose we recall that u 2 = u − u 1 and w 2 = w − w 1 satisfies (15) which is in this case (59)        ∂ tt u 2 − ∂ xx u 2 (x, t) + w 2 (x, t) = 0, t ∈ [0, ∞), 0 < x < 1 ∂ t w 2 (x, t) − i∂ xx w 2 (x, t) − ∂ t u 2 = w(ξ, t)δ ξ , t ∈ [0, ∞), 0 < x < 1 u 2 (0, t) = u 2 (1, t) = w 2 (0, t) = w 2 (1, t) = 0, u 2 (x, 0) = 0, ∂ t u 2 (x, 0) = 0, w 2 (x, 0) = 0, 0 < x < 1, and (60)        ∂ tt u 1 − ∂ xx u 1 (x, t) + w 1 (x, t) = 0, t ∈ [0, ∞), 0 < x < 1 ∂ t w 1 (x, t) − i∂ xx w 1 (x, t) − ∂ t u 1 = 0, t ∈ [0, ∞), 0 < x < 1 u 1 (0, t) = u 1 (1, t) = w 1 (0, t) = w 1 (1, t) = 0, t ∈ [0, ∞), u 1 (x, 0) = u 1,0 , ∂ t u 1 (x, 0) = u 1,0 , w 2 (x, 0) = w 2,0 , 0 < x < 1, Verifying the assumption (H) is equivelant to verifying (see [4, For this purpose, we state the following proposition.
Proposition 7.1. Let (u 2 , w 2 ) = (u − u 1 , w − w 1 ) be the solution of (61). Then w 2 verifies |w 2 (ξ, t)| 2 ≤ |w(ξ, t)| 2 .
Proof. Let λ = 1 + iη and considerû 2 ,ŵ 2 the Laplace transforms of u 2 and w 2 respectively. Thenû 2 andŵ 2 satisfies (16) given by (61) λ 2û 2 (x, λ) − ∂ xxû2 (x, λ) +ŵ 2 (x, λ) = 0, λŵ 2 (x, λ) − i∂ xxŵ2 (x, λ) − λû 2 =ŵ(ξ, λ)δ ξ ,
The problem reduces to studyingû 2 andŵ 2 solutions of (62) λ 2 u 2 − ∂ xx u 2 + w 2 = 0 λ w 2 − i∂ xx w 2 − λ u 2 = −iδ ξ Let β > 0 be fixed. It is required then to prove that | w 3 (ξ, λ)| ≤ C 1β , | w 4 (ξ, λ)| ≤ C 2β , ∀λ = β + iy, y ∈ R.
We start by writing the expression of w 3 ,
For simplicity we consider λ = 1 ± iπ 2 y 2 .
We first give an estimate for λ = 1 + iπ 2 y 2 , | w 3 (ξ, λ)| Multiplying the second equation by w then integrating by parts on (0, 1), we find that w(ξ) = 0. We hence deduce that w = 0. Moreover, multiplying the first equation by u, integrating by parts and considering the imaginary part we deduce that u = 0.
In order to verify the observability assumption (O) we study in what follows the spectrum of A c . Recall that the eigenvalues of A c are of the form λ = iµ, µ ∈ R.
