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Abstract Comparingwith univariate framelets, the main challenge involved in study-
ing multivariate framelets is that we have to deal with the highly non-trivial prob-
lem of factorizing multivariate polynomial matrices. As a consequence, multivariate
framelets are much less studied than univariate framelets in the literature. Among
existing works on multivariate framelets, multivariate multiframelets are much less
considered comparing with the extensively studied scalar framelets. Hence multi-
framelets are far from being well understood. In this paper, we focus on multivariate
dual multiframelets (or dual vector framelets) obtained through the popular oblique
extension principle (OEP), which are called OEP-based dual multiframelets. We will
show that from any given pair of compactly supported refinable vector functions, one
can always construct an OEP-based dual multiframelet, such that its generators have
the highest possible order of vanishing moments. Moreover, the associated discrete
framelet transform is compact and balanced.
Keywords Multiframelets · Oblique extension principle · Refinable vector
functions · Vanishing moments · Balancing property · Compact framelet transform
1 Introduction
Dual framelets derived from refinable vector functions are of interest in applications
such as image process and numerical algorithms. The added redundancy in framelet
systems enhances their performance over biorthogonal wavelets in practice. For lit-
eratures studying framelets/wavelets and their applications, see e.g. [1–3, 6, 7, 10–
18, 21–25, 27–32, 34–37, 39, 41] and references therein. Dual framelets are usually
constructed from refinable vector functions via a popular method which is called
the oblique extension principle (OEP), and such framelets are called OEP-based
framelets. In this paper, we concentrate on compactly supported OEP-based dual
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framelets. There are three key features which are desired for a compactly supported
OEP-based dual framelet in applications: (1) the sparseness of the framelet expan-
sion, which is linked to the vanishing moments of framelet generators; (2) the com-
pactness of the underlying discrete framelet transform, that is, whether or not the
transform can be implemented by convolution using finitely supported filters only;
(3) the sparseness of the underlying discrete framelet transform, which is closely re-
lated to the balancing property of the transform. Quite often, one has to sacrifice (2)
to achieve (1), and (3) seems to be too much to expect in most cases. Our goal is to
investigate whether or not an OEP-based dual framelet can achieve (1)-(3) simulta-
neously.
1.1 Background
To better explain our motivations, let us recall some basic concepts. Throughout this
paper,M is a d× d dilation matrix, i.e., M ∈ Zd×d and its eigenvalues are all greater
than one in modulus. For simplicity, let
dM := |det(M)|.
Denote (L2(R
d))r×s the linear space of all r× s matrices of square integrable func-
tions in L2(R
d). For simplicity, (L2(R
d))r := (L2(R
d))r×1. We introduce the follow-
ing notion of inner product:
〈 f ,g〉 :=
∫
Rd
f (x)g(x)
T
dx, ∀ f ∈ (L2(R
d))r×s, g ∈ (L2(R
d))t×s.
Let φ˚ , ˚˜φ ∈ (L2(R
d))r, ψ , ψ˜ ∈ (L2(R
d))s. We say that {φ˚ ;ψ} is an M-framelet in
L2(R
d) if there exist positive constantsC1 andC2 such that
C1‖ f‖
2
L2(Rd)
6 ∑
k∈Zd
|〈 f , φ˚ (·−k)〉|2+
∞
∑
j=0
∑
k∈Zd
|〈 f ,ψM j ;k〉|
2
6C2‖ f‖
2
L2(Rd)
, f ∈L2(R
d),
where ψ
M j ;k := d
j/2
M
ψ(M j ·−k) and |〈 f ,ψ
M j ;k〉|
2 := ‖〈 f ,ψ
M j ;k〉‖
2
l2
. ({φ˚ ;ψ},{ ˚˜φ ; ψ˜})
is called a dual M-framelet in L2(R
d) if both {φ˚ ;ψ} and { ˚˜φ ; ψ˜} are M-framelets in
L2(R
d) and satisfy
f = ∑
k∈Zd
〈 f , φ˚ (·− k)〉 ˚˜φ(·− k)+
∞
∑
j=0
∑
k∈Zd
〈 f ,ψM j ;k〉ψ˜M j ;k, ∀ f ∈ L2(R
d), (1.1)
with the above series convergingunconditionally in L2(R
d). ({φ˚ ;ψ},{ ˚˜φ ; ψ˜}) is called
a dual multiframelet if the multiplicity r > 1, and is called a scalar framelet if r = 1.
Unless specified, we shall use the term framelet to refer both.
For a dual M-framelet ({φ˚ ;ψ},{ ˜˚φ ; ψ˜}), the sparseness of the frame expansion
(1.1) is closely related to the vanishing moments on the framelet generators ψ and ψ˜.
We say that ψ has m vanishing moments if∫
Rd
p(x)ψ(x)dx= 0, ∀p ∈ Pm−1,
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where Pm−1 is the space of all d-variate polynomials of degree at most m− 1. Note
that ψ has m vanishing moments if and only if
ψ̂(ξ ) = O(‖ξ‖m), ξ → 0,
where f (ξ ) = g(ξ )+O(‖ξ‖m) as ξ → 0 means ∂ µ f (0) = ∂ µg(0) for all µ ∈ Nd0;m
with |µ | := µ1+ · · ·+ µd < m. We define vm(ψ) := m with m being the largest such
integer. It is well known in approximation theory (see e.g. [26, Proposition 5.5.2])
that if vm(ψ) = m and vm(ψ˜) = m˜, then we necessarily have
∑
k∈Zd
〈p, φ˚ (·− k)〉 ˚˜φ(·− k) :=
r
∑
ℓ=1
∑
k∈Zd
〈p, φ˚ℓ(·− k)〉
˚˜φℓ(·− k) = p, ∀p ∈ Pm−1.
(1.2)
which plays a crucial role in approximation theory and numerical analysis for the
convergence rate of the associated approximation/numerical scheme. Moreover, we
have
̂˚
φ(ξ )
T ̂˜˚
φ (ξ + 2pik) = O(‖ξ‖m),
̂˚
φ (ξ + 2pik)
T ̂˜˚
φ (ξ ) = O(‖ξ‖m˜), k ∈ Zd\{0},
and ̂˚
φ(ξ )
T ̂˜˚
φ (ξ ) = 1+O(‖ξ‖m˜+m),
as ξ → 0.
A popular method called oblique extension principle (OEP) has been introduced
in the literature, which allows us to construct dual framelets with all generators hav-
ing sufficiently high vanishing moments from refinable vector functions [1–3, 6, 8,
12, 17, 27, 34–36, 41]. Denote (l0(Z
d))r×s the linear space of all r× s matrix-valued
sequences u = {u(k)}k∈Zd : Z
d → Cr×s with finitely many non-zero terms. Any el-
ement u ∈ (l0(Z
d))r×s is said to be a finitely supported (matrix-valued) filter/mask.
For φ ∈ (L2(R
d))r, we say that φ is anM-refinable vector function with a refinement
filter/mask a ∈ (l0(Z
d))r×r if the following refinement equation is satisfied:
φ(x) = dM ∑
k∈Zd
a(k)φ(Mx− k), x ∈ Rd . (1.3)
If r = 1, then we simply say that φ is an M-refinable (scalar) function. For u ∈
(l0(Z
d))r×s, define its Fourier series via û(ξ ) := ∑k∈Zd u(k)e
−ik·ξ for ξ ∈ Rd . The
Fourier transform is defined via f̂ (ξ ) :=
∫
Rd f (x)e
−ix·ξ dx for ξ ∈ Rd for all f ∈
L1(R
d), and can be naturally extended to L2(R
d) functions and tempered distribu-
tions. The refinement equation (1.3) is equivalent to
φ̂ (MTξ ) = â(ξ )φ̂(ξ ), ξ ∈ Rd , (1.4)
where φ̂ is the r× 1 vector obtained by taking entry-wise Fourier transform on φ .
Most known framelets are constructed from refinable vector functions via OEP, and
we refer them as OEP-based framelets. There are several versions of OEP which have
been introduced in the literature (see [7, 11, 26, 29]). Here we recall the following
version of OEP for compactly supported multivariate multiframelets:
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Theorem 1.1 (Oblique extension principle (OEP)) LetM be a d×d dilation matrix.
Let θ , θ˜ ,a, a˜∈ (l0(Z
d))r×r and φ , φ˜ ∈ (L2(R
d))r be compactly supportedM-refinable
vector functions with refinement filters a and a˜, respectively. For matrix-valued filters
b, b˜ ∈ (l0(Z
d))s×r, define
̂˚φ(ξ ) := θ̂(ξ )φ̂ (ξ ), ψ̂(ξ ) := ̂˜b(M−Tξ )φ̂(M−Tξ ), (1.5)
̂˚˜
φ(ξ ) := ̂˜θ(ξ )̂˜φ (ξ ), ̂˜ψ(ξ ) := ̂˜b(M−Tξ )̂˜φ(M−Tξ ). (1.6)
Then ({φ˚ ;ψ},{ ˜˚φ ; ψ˜}) is a dualM-framelet in L2(R
d) if the following conditions are
satisfied:
(1) φ̂(0)
T
Θ̂(0)̂˜φ(0) = 1 with Θ̂(ξ ) := θ̂(ξ )T ̂˜θ (ξ );
(2) ψ̂(0) = ̂˜ψ(0) = 0.
(3) ({a;b},{a˜; b˜})Θ forms an OEP-based dualM-framelet filter bank, i.e.,
â(ξ )
T
Θ̂(MTξ )̂˜a(ξ + 2piω)+ b̂(ξ )T̂˜b(ξ + 2piω) = δ (ω)Θ̂(ξ ), (1.7)
for all ξ ∈Rd and ω ∈ΩM, where
δ (0) := 1 and δ (x) := 0, ∀x 6= 0 (1.8)
and ΩM is a particular choice of the representatives of cosets in [M
−TZd ]/Zd
given by
ΩM := {ω1, . . . ,ωdM} := (M
−TZd)∩ [0,1)d with ω1 := 0. (1.9)
It is clear that the key step to construct an OEP-based dual framelet is to obtain filters
θ , θ˜ ∈ (l0(Z
d))r×r and b, b˜∈ (l0(Z
d))s×r such that ({a;b},{a˜; b˜})Θ is a dual framelet
filter bank which satisfies (1.7). For any u ∈ (l0(Z
d))s×r, define
Pu;M(ξ ) := [û(ξ + 2piω1), . . . , û(ξ + 2piωdM)], ξ ∈ R
d , (1.10)
which is an s× (rdM) matrix of 2piZ
d-periodic d-variate trigonometric polynomials.
It is obvious that (1.7) is equivalent to
Pb;M(ξ )
T
Pb˜;M(ξ ) = Ma,a˜,Θ (ξ ), (1.11)
where
Ma,a˜,Θ (ξ ) :=Diag
(
Θ̂(ξ + 2piω1), . . . ,Θ̂(ξ + 2piωdM)
)
−Pa;M(ξ )
T
Θ̂(MTξ )Pa˜;M(ξ ).
(1.12)
For an OEP-based dual M-framelet ({φ˚ ;ψ},{ ˜˚φ ; ψ˜}), The orders of vanishing
moments of ψ and ψ˜ are closely related to the sum rules of the filters a and a˜ asso-
ciated to φ and φ˜ . We say that a filter a ∈ (l0(Z
d))r×r has order m sum rules with
respect to M with a matching filter υ ∈ (l0(Z
d))1×r if υ̂(0) 6= 0 and
υ̂(MTξ )â(ξ + 2piω) = δ (ω)υ̂(ξ )+O(‖ξ‖m), ξ → 0, ∀ω ∈ ΩM. (1.13)
Title Suppressed Due to Excessive Length 5
In particular, we define
sr(a,M) := sup{m ∈ N0 : (1.13) holds for some v ∈ (l0(Z
d))1×r}.
It can be easily deduced from (1.7) that vm(ψ) 6 sr(a˜,M) and vm(ψ˜) 6 sr(a,M)
always hold no matter how we choose θ and θ˜ . Therefore, we are curious about
whether or not one can construct filters θ , θ˜ ∈ (l0(Z
d))r×r in a way such that the
matrix Ma,a˜,Θ admits a factorization as in (1.11) for some b, b˜ ∈ (l0(Z
d))s×r such
that b̂(ξ )φ̂(ξ ) = O(‖ξ‖sr(a˜,M)) and ̂˜b(ξ )̂˜φ (ξ ) = O(‖ξ‖sr(a,M)) as ξ → 0.
1.2 The major shortcoming of OEP for scalar framelets
With OEP, a lot of compactly supported scalar dual framelets with the highest possi-
ble vanishing moments have been constructed in the literature, to mention only a few,
see [4, 5, 7, 10–13, 21, 24, 26, 30, 31, 33, 34, 38, 40, 43] and many references therein.
Though OEP appears perfect for improving the vanishing moments of framelet gen-
erators, it has a serious shortcoming. To properly address this issue, we need to briefly
recall the discrete framelet transform employing an OEP-based filter bank.
By (l(Zd))s×r we denote the linear space of all sequences v : Zd → Cs×r. We
call every element v ∈ (l(Zd))s×r a matrix-valued filter. For a filter a ∈ (l0(Z
d))r×r,
we define the filter a⋆ via â⋆(ξ ) := â(ξ )
T
, or equivalently, a⋆(k) := a(−k)
T
for all
k ∈ Zd . We define the convolution of two filters via
[v∗ u](n) := ∑
k∈Z
v(k)u(n− k), n ∈ Zd , v ∈ (l(Zd))s×r, u ∈ (l0(Z
d))r×t .
LetM be a d×d dilation matrix, define the upsampling operator ↑M : (l(Zd))s×r →
(l(Zd))s×r as
[v ↑M](k) :=
{
v(M−1k), if k ∈ Zd ∩ [M−1Zd ],
0, elsewhere,
, ∀k ∈ Zd , v ∈ (l(Zd))s×r.
We introduce the following operators acting on matrix-valued sequence spaces:
– For u ∈ (l0(Z
d))r×t , the subdivision operator Su,M is defined via
Su,Mv= |det(M)|
1
2 [v ↑M]∗ u= |det(M)|
1
2 ∑
k∈Zd
v(k)u(·−Mk),
for all v ∈ (l(Zd))s×r.
– For u ∈ (l0(Z
d))t×r, the transition operator Tu,M is defined via
Tu,Mv= |det(M)|
1
2 [v∗ u⋆] ↓M = |det(M)|
1
2 ∑
k∈Zd
v(k)u(k−M·)
T
,
for all v ∈ (l(Zd))s×r.
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Let θ , θ˜ ,a, a˜∈ (l0(Z
d))r×r and b, b˜∈ (l0(Z
d))s×r be finitely supported filters. For
any J ∈ N and any input data v0 ∈ (l(Z
d))1×r, the J-level discrete framelet trans-
form employing the filter bank ({a;b},{a˜; b˜})Θ where Θ := θ
⋆ ∗ θ˜ is implemented
as follows:
(S1) Decomposition/Analysis: Recursively compute v j,w j for j = 1, . . . ,s via
v j := Ta,Mv j−1, w j := Tb,Mv j−1. (1.14)
(S2) Reconstruction/Synthesis: Define v˜J := vJ ∗Θ . Recursively compute v˜ j−1 for j =
J, . . . ,1 via
v˜ j−1 := Sa˜,Mv˚ j+Sb˜,Mw j. (1.15)
(S3) Deconvolution: Recover v˘0 from v˜0 through v˘0 ∗Θ = v˜0.
We call {a;b} the analysis filter bank and {a˜; b˜} the synthesis filter bank. If any
input data v ∈ (l(Zd))1×r can be exactly retrieved from the above transform, then
we say that the J-level discrete framelet transform has the perfect reconstruction
property.
Here comes the major shortcoming of OEP. The deconvolution step (S3) is where
the trouble arises. If ({a;b},{a˜; b˜})Θ is an OEP-based dual M-framelet filter bank
satisfying (1.7), then the original input data v0 is guaranteed to be a solution of the
deconvolution problem v˚0 ∗Θ = v˜0. However, the deconvolution is inefficient and
non-stable, that is, there could be multiple solutions to the deconvolution problem.
Thus we cannot expect that the input data can be exactly retrieved by implementing
the transform. As observed by [29, Theorem 2.3], a necessary and sufficient condi-
tion for a multi-level discrete framelet transform to have the perfect reconstruction
property is that Θ is a strongly invertible filter.
Definition 1.2 Let Θ ∈ (l0(Z
d))r×r be a finitely supported filter. We say that Θ̂ (or
simply Θ ) is strongly invertible if there exists Θ−1 ∈ (l0(Z
d))r×r such that Θ̂−1 =
Θ̂−1, or equivalently all entries of Θ̂−1 are 2piZd-periodic trigonometric polynomi-
als.
When Θ is strongly invertible, the discrete framelet transform is said to be com-
pact, i.e., the transform is implemented by convolution/deconvolution with finitely
supported filters only. The strong invertibility ofΘ forces both θ and θ˜ to be strongly
invertible. In this case, we can define finitely supported filters a˚, ˚˜a ∈ (l0(Z
d))r×r and
b˚, ˚˜b ∈ (l0(Z
d))s×r via
̂˚a(ξ ) := θ̂ (MTξ )â(ξ )θ̂ (ξ )−1, ̂˜˚a(ξ ) := ̂˜θ (MTξ )̂˜a(ξ )̂˜θ (ξ )−1, (1.16)
̂˚
b(ξ ) := b̂(ξ )θ̂ (ξ )−1
̂˜˚
b(ξ ) := ̂˜b(ξ )̂˜θ (ξ )−1. (1.17)
Moreover, if ({φ˚ ;ψ},{ ˚˜φ ; ψ˜}) is a dual M-framelet associated with the OEP-based
dual framelet filter bank ({a;b};{a˜; b˜}Θ , then the following refinable relations hold:̂˚
φ(MTξ ) = ̂˚a(ξ )̂˚φ (ξ ), ψ̂(MTξ ) = ̂˚b(ξ )̂˚φ (ξ ), (1.18)
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̂˜˚
φ(MTξ ) = ̂˜˚a(ξ )̂˚φ˜(ξ ), ̂˜ψ(MTξ ) = ̂˜˚b(ξ )̂˚φ˜(ξ ). (1.19)
The underlying discrete framelet transform is now employed with the filter bank
({a˚; b˚},{ ˚˜a; ˚˜b})Ir without the non-stable deconvolution step as as follows:
(S1’) Decomposition/Analysis: Recursively compute the framelet coefficients v˚ j, w˚ j for
j = 1, . . . ,s via
v˚ j := Ta˚,Mv˚ j−1, w˚ j := Tb˚,Mv˚ j−1,
where v˚0 := v0 is an input data.
(S2’) Reconstruction/Synthesis: Define ˚˜vJ := v˚J . Recursively compute ˚˜v j−1 for j =
J, . . . ,1 via
˚˜v j−1 := S ˚˜a,M ˚˜v j+S ˚˜b,Mw˚ j.
For a scalar filter Θ (i.e., r = 1), it is strongly invertible if and only if Θ̂ is a
non-zero monomial, i.e., Θ̂(ξ ) = ce−ik·ξ for some c ∈ C \ {0} and k ∈ Zd . Thus to
have a compact discrete framelet transform in the case r = 1, θ̂ and ̂˜θ must be both
monomials. However, we lose the main advantage of OEP of improving the vanishing
moments of framelet generators by choosing such filters θ and θ˜ .
1.3 Advantages and difficulties with multiframelets
The previouslymentioned shortcoming of OEPmotivates us to considermultiframelets,
that is, framelets with multiplicity r> 1. Multiframelets have certain advantages over
scalar framelets and have been initially studied in [19, 20] and references therein. In
sharp contrast to the extensively studied OEP-based scalar framelets, constructing
multiframelets through OEP is much more difficult and is much less studied. To our
best knowledge, we are only aware of [24, 28, 30, 38] for studying one-dimensional
OEP-based multiframelets, and [29] for investigating OEP-based quasi-tight multi-
framelets in arbitrary dimensions.
Here we briefly explain the difficulties involved in studying multiframelets. We
see fromTheorem1.1 that the most important step of constructingOEP-based framelets
is choosing the appropriate filters θ , θ˜ ∈ (l0(Z
d))r×r. In many situations, this is not
easy. Except for the examples in [24, 28], all constructed OEP-based dual framelets
with non-trivial Θ (where Θ := θ ⋆ ∗ θ˜ ) do not have a compact underlying discrete
framelet transform, i.e., Θ is not strongly invertible.
On the other hand, the sparsity of a discrete framelet transform is another is-
sue which needs to be worried about when the multiplicity r > 1. First we look at
the scalar case r = 1. Let ({φ˚ ;ψ},{ ˚˜φ ; ψ˜}) be an OEP-based dual M-framelet ob-
tained through Theorem 1.1 with an underlying OEP-based dual M-framelet filter
bank ({a;b},{a˜; b˜})Θ . Suppose that vm(ψ) = m. Then the framelet representation
(1.1) has sparsity in the sense that the polynomial preservation property (1.2) holds.
Moreover, item (1) of Theorem 1.1 yields φ̂(0) 6= 0. Thus it follows from ψ̂ :=
8 Ran Lu
b̂(M−T·)φ̂ (M−T·) that b̂(ξ ) = O(‖ξ‖m) as ξ → 0. For any polynomial p ∈ Pm−1,
using Taylor expansion yields p(x− k) = ∑α∈Nd0
(−k)α
α! ∂
αp(x) for all x,k ∈ Rd . Thus
for any finitely supported sequence u ∈ l0(Z
d), we have
p∗ ut(x) = ∑
k∈Zd
p(x− k)u(k) = ∑
α∈Nd0
[∂ αp](x)
(
∑
k∈Zd
(−k)α
α!
u(k)
)
= ∑
α∈Nd0
(−i)|α |
α!
[∂ αp](x)[∂ α û](0),
which is a polynomial whose degree is no bigger than the degree of p, i.e., p ∗ u ∈
Pm−1. Denote Pm−1|Zd the linear space of all d-variate polynomial sequences of de-
gree at mostm−1.We now input a polynomial sequence data p∈Pm−1|Zd and imple-
ment the J-level discrete framelet transformwith the filter bank ({a;b},{a˜; b˜})Θ . Ob-
serve that the framelet coefficient v1 (see (1.14)) satisfies v1 =Ta,Mp= |det(M)|
1
2 [p∗
a⋆](M·)∈Pm−1, and by inductionwe conclude that v j ∈Pm−1|Zd for all j= 1,2, . . . ,J.
It follows that the framelet coefficients w j (see (1.15)) now satisfy
w j = Tb,Mv j−1 = |det(M)|
1
2 [v j−1 ∗b
⋆](M·) = ∑
α∈Nd0
(−i)|α |
α!
[∂ αv j−1](·)[∂
α b̂](0) = 0,
for all j = 1, . . . ,J, where the last step follows from b̂(ξ ) = O(‖ξ‖m) as ξ → 0 and
v j ∈ Pm−1|Zd . Consequently, all framelet coefficients w j vanish. This means that the
sparsity of the framelet expansion (1.1) automatically guarantees the sparsity of the
underlying multi-level discrete framelet transform. Unfortunately this is in general
not the case when r > 1, simply due to the fact that ψ̂(ξ ) = b̂(M−Tξ )φ̂ (M−Tξ ) =
O(‖ξ‖m) does not imply any moment property of b̂(ξ ) at ξ = 0. This issue is known
as the balancing property of a framelet in the literature ([8, 9, 24–26, 37, 42]). See
Section 2 for a brief review of this topic.
1.4 Main Results and Paper Structure
From the previous discussion, for OEP-based dual framelets, it seems impossible to
achieve high vanishing moments on framelet generators without sacrificing the de-
sired features of the underlying discrete framelet transform. The first breakthrough to
this problem is [24], which proves that for r > 2 and d = 1, one can always obtain
OEP-based dual framelets from arbitrary compactly supported refinable vector func-
tions, such that all framelet generators have the highest possible vanishing moments
and the associated discrete framelet transform is compact and balanced. However, the
case when d > 1 is far from being well investigated.We are only aware of [25] which
systematically studies the balancing property from the discrete setting for d > 1 and
[29] which deals with the problem with the approach of the so-called quasi-tight
framelets. In this paper, we will systematically study multivariate OEP-based dual
framelets with the three key properties. Our main result is the following theorem.
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Theorem 1.3 Let M be a d× d dilation matrix and r > 2 be an integer. Let φ , φ˜ ∈
(L2(R
d))r be compactly supported M refinable vector functions associated with re-
finement masks a, a˜ ∈ (l0(Z
d))r×r. Suppose that sr(a,M) = m˜ and sr(a˜,M) = m with
matching filters υ , υ˜ ∈ (l0(Z
d))1×r respectively such that υ̂(0)φ̂(0) 6= 0 and ̂˜υ(0)̂˜φ(0) 6=
0. LetN be a d×d integer matrix with |det(N)|= r. Then there exist θ , θ˜ ∈ (l0(Z
d))r×r
and b, b˜ ∈ (l0(Z
d))s×r for some s ∈N such that
(1) θ and θ˜ are both strongly invertible.
(2) Define finitely supported filters a˚, b˚, ˚˜a, ˚˜b via (1.16) and (1.17). Then ({a˚; b˚},{ ˚˜a; ˚˜b})Ir
is an OEP-based dual M-framelet filter bank. Moreover, the discrete framelet
transform employing the filter bank ({a˚; b˚},{ ˚˜a; ˚˜b})Ir is order m EN-balanced, i.e.,
bo({a˚; b˚},M,N) = sr( ˚˜a,M) = m (See definition in Section 2).
(3) ({φ˚ ;ψ},{ ˚˜φ ; ψ˜}) is a compactly supported dualM-framelet in L2(R
d)with vm(ψ)=
m and vm(ψ˜) = m˜, where φ˚ ,ψ , ˚˜φ , ψ˜ are vector-valued functions defined as in
(1.5) and (1.6).
For r= 1, we have a similar result which only satisfies item (3), for the following
reasons: (1) a filter θ ∈ l0(Z
d) is strongly invertible if and only if θ = cδ (·− k) for
some c ∈ C and k ∈ Zd , and using such filters loses the advantage of OEP for in-
creasing vanishing moments on framelet generators; (2) the balancing property does
not come in to play when the multiplicity r = 1. Theorem 1.3 extends the main result
of [24] for the case d = 1 to d > 1, but is not a simple generalization. Several tech-
niques for the case d = 1 simply do not work when d > 1. For instance, a 2pi-periodic
trigonometric polynomial has m vanishing moments if and only if it is divisible by
(1− e−iξ )m, which is an important fact for the construction of dual framelets with
high vanishing moments when d = 1. Unfortunately, such factorization is no longer
available when d > 1. A recently developed normal form of a matrix-valued filter
(see [29]) plays a crucial role in our study of OEP-based dual framelets with high
vanishing moments and high balancing order, and we will provide a short review of
this topic in Section 2.
The paper is organized as follows. In Section 2, we briefly review the balancing
property of a multi-level discrete transform, as well as a recently developed normal
form of a matrix-valued filter. These are what we need to prove our main result. In
Section 3, we prove the main result Theorem 1.3. Motivated by the proof of the main
theorem, we shall perform structural analysis of compactly supported balanced OEP-
based dual multiframelets in Section 4. Finally, a summary of our work and some
concluding comments will be given in Section 5.
2 Preliminary
In this section, we review some important concepts and results which we need to
prove our main result on OEP-based dual multiframelets.
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2.1 The balancing property of a multi-level discrete framelet Transform
As mentioned in Section 1, one issue with OEP when the multiplicity r > 1 is the
sparseness of the multilevel discrete framelet transform. In many applications, the
original data is scalar valued, that is, an input data v ∈ l(Zd). Thus to implement a
multi-level discrete framelet transform, we need to first vectorize the input data. Let
N be a d×d integer matrix with |det(N)|= r, and let ΓN be a particular choice of the
representatives of the cosets in Zd/[NZd ] given by
ΓN := {γ˚1, . . . , γ˚r}=: [N[0,1)
d ]∩Zd, with γ˚1 := 0. (2.1)
We define the standard vectorization operator with respect to N via
ENv := (v(N ·+γ˚1), . . .v(N ·+γ˚r)), ∀v ∈ l(Z
d). (2.2)
Clearly EN is a bijection between l(Z
d) and (l(Zd))1×r. The sparsity of a multi-level
discrete framelet transform employing an OEP-based dual M-framelet filter bank
({a;b},{a˜; b˜})Θ is measured by the EN-balancing order of the analysis filter bank
{a;b}, denoted by bo({a;b},M,N) := m where m is the largest integer such that the
following two conditions hold:
(i) Ta,M is invariant on EN(Pm−1|Zd ), i.e.,
Ta,MEN(Pm−1|Zd )⊆ EN(Pm−1|Zd ). (2.3)
(ii) The filter b has m EN-balancing vanishing moments, i.e.,
Tb,MEN(p) = 0, ∀p ∈ Pm−1|Zd . (2.4)
If items (i) and (ii) are satisfied, note that the framelet coefficientw j =Tb,MT
j−1
a,M EN(p)=
0 for all p∈Pm−1|Zd and j= 1, . . . ,J. This preserves sparsity at all levels of the multi-
level discrete framelet transform. A complete characterization of the balancing order
of a filter bank is given by the following result.
Theorem 2.1 [25, Proposition 3.1, Theorem 4.1] Let M be a d× d dilation matrix
and r > 2 be a positive integer. Let a ∈ (l0(Z
d))r×r and b ∈ (l0(Z
d))s×r for some
s ∈N. Let N be a d× d integer matrix with |det(N)|= r and EN in (2.2). Define
ϒ̂N(ξ ) :=
(
eiN
−1 γ˚1·ξ , . . . ,eiN
−1 γ˚r ·ξ
)
, ξ ∈ Rd . (2.5)
Then the following statements hold:
(1) The filter b has order m EN-balancing vanishing moments satisfying (2.4) if and
only if
ϒ̂N(ξ )b̂(ξ )
T
= O(‖ξ‖m), ξ → 0. (2.6)
(2) The filter bank {a;b} has m EN-balancing order if and only if (2.6) holds and
ϒ̂N(ξ )â(ξ )
T
= ĉ(ξ )ϒ̂N(M
Tξ )+O(‖ξ‖m), ξ → 0,
for some c ∈ l0(Z
d) with ĉ(0) 6= 0.
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Let a, a˜,θ , θ˜ ∈ (l0(Z
d))r×r and b, b˜ ∈ (l0(Z
d))s×r such that ({a;b},{a˜; b˜})Θ is
an OEP-based dual M-multiframelet filter bank, where Θ = θ ⋆ ∗ θ˜ . Suppose that
φ , φ˜ ∈ (L2(R
d))r are compactly supported M-refinable vector functions in L2(R
d)
satisfying φ̂ (MTξ ) = â(ξ )φ̂ (ξ ) and ̂˜φ (MTξ ) = ̂˜a(ξ )̂˜φ (ξ ). Define φ˚ ,ψ , ˚˜φ , ψ˜ as in
(1.5) and (1.6). If φ̂ (0)
T
Θ̂(0)̂˜φ(0) = 1 and ψ̂(0) = ̂˜ψ(0) = 0, then Theorem 1.1 tells
us that ({φ˚ ;ψ},{ ˜˚φ ; ψ˜}) is a dual M-framelet in L2(R
d). With m := sr(a˜,M), we
observe that vm(ψ) 6 m, bvm(b,M,N) 6 m and bo({a;b},M,N) 6 bvm(b,M,N).
If bo({a;b},M,N) = bvm(b,M,N) = vm(ψ) = m, then we say that the discrete
multiframelet transform (or the dual multiframelet ({φ˚ ;ψ},{ ˜˚φ ; ψ˜})) is order m EN-
balanced. For r > 1, bo({a,b},M,N) < vm(ψ) often happens. Hence, having high
vanishing moments on framelet generators does not guarantee the balancing property
and thus significantly reduces the sparsity of the associated discrete multiframelet
transform. How to overcome this shortcoming has been extensively studied in the
setting of functions in [8, 37, 42] and in the setting of discrete framelet transforms in
[24–26].
2.2 The normal form of a matrix-valued filter
In this section, we briefly review results on a recently developed normal form of
the matrix-valued filter. The matrix-valued filter normal form greatly reduces the
difficulty in studying multiframelets and multiwavelets, in a way such that we can
mimic the techniques we have for studying scalar framelets and wavelets. Consider-
able works on this topic have been done. We refer the readers to [23–26, 29, 30] for
detailed discussion. The most recent advance on this topic is [29], which not only
generalizes all previously existing works under much weaker conditions but also pro-
vides a strengthened normal form of a matrix-valued filter which greatly benefits our
study on balanced multivariate multiframelets.
We first recall the following lemma which is known as [25, Lemma 2.2]. This
result links different vectors of functions which are smooth at the origin by strongly
invertible filters.
Lemma 2.2 [[25, Lemma 2.2]] Let v̂ = (v̂1, . . . , v̂r) and û = (û1, . . . , ûr) be 1× r
vectors of functions which are infinitely differentiable at 0 with v̂(0) 6= 0 and û(0) 6=
0. If r > 2, then for any positive integer n ∈ N, there exists a strongly invertible
U ∈ (l0(Z
d))r×r such that û(ξ ) = v̂(ξ )Û(ξ )+O(‖ξ‖n) as ξ → 0.
One of the most important results on the normal form of a matrix-valued filter
is the following result which has been developed recently, which is a part of [29,
Theorem and 3.3].
Theorem 2.3 Let v̂,̂˚v be 1× r vectors and φ̂ , ̂˚φ be r× 1 vectors of functions which
are infinitely differentiable at 0. Suppose
v̂(ξ )φ̂ (ξ ) = 1+O(‖ξ‖m) and ̂˚v(ξ )̂˚φ(ξ ) = 1+O(‖ξ‖m), ξ → 0.
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If r > 2, then for each n ∈ N, there exists a strongly invertible filter U ∈ (l0(Z
d))r×r
such that
v̂(ξ )Û(ξ )−1 = ̂˚v(ξ )+O(‖ξ‖m) and Û(ξ )φ̂(ξ ) = ̂˚φ (ξ )+O(‖ξ‖n), ξ → 0.
Proof As this result is important for our study of multiframelets but its proof is long
and technical, here we provide a sketch of the proof.
Note that it suffices to prove the claim for n > m, from which the case n < m
follows immediately. The proof contains the following steps:
Step 1. Choose a strongly invertibleU1 ∈ (l0(Z
d))r×r such that
̂˘φ (ξ ) := Û1(ξ )φ̂(ξ ) = (1,0, . . . ,0)T+O(‖ξ‖n), ξ → 0.
Define ŵ := (ŵ1, . . . , ŵr) := υ̂Û1
−1
and choose uυ ∈ (l0(Z
d))1×r such that
ûυ(ξ ) = (1, ŵ2(ξ ), . . . , ŵr(ξ ))Û1(ξ )+O(‖ξ‖
n), ξ → 0.
Then one can verify that
ûυ(ξ ) = υ̂(ξ )+O(‖ξ‖
m), ûυ(ξ )φ̂(ξ ) = 1+O(‖ξ‖
n), ξ → 0.
Similarly we can find ˘˜υ ∈ (l0(Z
d))1×r such that
ûυ˚(ξ ) =
̂˚υ(ξ )+O(‖ξ‖m), ûυ˚(ξ )̂˚φ(ξ ) = 1+O(‖ξ‖n), ξ → 0.
Step 2. Choose strongly invertible filtersU2,U3 ∈ (l0(Z
d))r×r such that
(1,0, . . . ,0) = ûυ˚(ξ )Û2(ξ )+O(‖ξ‖
n), ûυ(ξ ) = (1,0, . . . ,0)Û3(ξ )+O(‖ξ‖
n),
as ξ → 0. Define
ûφ := (ûφ ,1, ûφ ,2, . . . , ûφ ,r)
T := Û3φ̂ , ûφ˚ := (ûφ˚ ,1, ûφ˚ ,2, . . . , ûφ˚ ,r)
T := Û2
−1 ̂˚
φ .
It is easy to verify that
ûφ ,1(ξ ) = ûφ˚ ,1(ξ )+O(‖ξ‖
n) = 1+O(‖ξ‖n), ξ → 0.
Step 3. Choose g2, . . . ,gr ∈ l0(Z
d) such that
ĝℓ(ξ ) = ûφ˚ ,ℓ(ξ )− ûφ ,ℓ(ξ )+O(‖ξ‖
n), ξ → 0, ℓ= 2, . . . ,r.
Define a strongly invertible filterU4 ∈ (l0(Z
d))r×r via
Û4 :=

1 0 · · · 0
ĝ2 1 · · · 0
...
...
. . .
...
ĝr 0 · · · 1
 .
ThenU ∈ (l0(Z
d))r×r with Û := Û2Û4Û3 is the desired filter as required. ⊓⊔
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A special case of Theorem 2.3 is the following result ([29, Theorem 1.2], cf.
[25, Theorem 5.1]).
Theorem 2.4 Let M be a d×d dilation matrix, and let m ∈N and r > 2 be integers.
Let φ be an r× 1 vector of compactly supported distributions satisfying φ̂(MTξ ) =
â(ξ )φ̂(ξ ) with φ̂ (0) 6= 0 for some a ∈ (l0(Z
d))r×r. Suppose the filter a has order m
sum rules with respect to M satisfying (1.13) with a matching filter υ ∈ (l0(Z
d))1×r
such that υ̂(0)φ̂ (0) = 1. Then for any positive integer n ∈ N, there exists a strongly
invertible filter U ∈ (l0(Z
d))r×r such that the following statements hold:
(1) Define ̂˚υ := ( ̂˚υ1, . . . , ̂˚υr) := υ̂Û−1 and ̂˚φ := ( ̂˚φ1, . . . , ̂˚φr)T := Û φ̂ . We havê˚
φ1(ξ ) = 1+O(‖ξ‖
n) and
̂˚
φℓ(ξ ) = O(‖ξ‖
n), ξ → 0, ℓ= 2, . . . ,r, (2.7)
̂˚υ1(ξ ) = 1+O(‖ξ‖m) and ̂˚υℓ(ξ ) =O(‖ξ‖m), ξ → 0, ℓ= 2, . . . ,r. (2.8)
(2) Define a˚ ∈ (l0(Z
d))r×r via ̂˚a := Û(MT·)âÛ−1. Then ̂˚φ (MT·) = ̂˚â˚φ and the new
filter a˚ has order m sum rules with respect to M with the matching filter υ˚ ∈
(l0(Z
d))1×r.
Let a˚ ∈ (l0(Z
d))r×r be a refinement mask associated to an M-refinable vector
function φ˚ satisfying (2.7), and suppose that a˚ has m sum rules with a matching filter
υ˚ ∈ (l0(Z
d))1×r satisfying (2.8). It is not hard to observe that a˚ has the following
structure: ̂˚a(ξ ) = [̂˚a1,1(ξ ) ̂˚a1,2(ξ )̂˚a2,1(ξ ) ̂˚a2,2(ξ )
]
, (2.9)
where ̂˚a1,1,̂˚a1,2,̂˚a2,1 and ̂˚a2,2 are 1× 1, 1× (r− 1), (r− 1)× 1 and (r− 1)× (r− 1)
matrices of 2piZd-periodic trigonometric polynomials such that
̂˚a1,1(ξ ) = 1+O(‖ξ‖n), ̂˚a1,1(ξ + 2piω) = O(‖ξ‖m), ξ → 0, ∀ω ∈ ΩM \ {0},
(2.10)̂˚a1,2(ξ + 2piω) = O(‖ξ‖m), ξ → 0, ∀ω ∈ ΩM, (2.11)̂˚a2,1(ξ ) = O(‖ξ‖n), ξ → 0. (2.12)
Any filter a˚ satisfying (2.9), (2.10), (2.11) and (2.12) is said to take the ideal (m,n)-
normal form.
If d = 1, then the three moment conditions (2.10), (2.11) and (2.12) further yield
̂˚a1,1(ξ ) = (1+ e−iξ + · · ·+ e−i(|M|−1)ξ )mP1,1(ξ ) = 1+O(|ξ |n), ξ → 0,
̂˚a1,2(ξ ) = (1− e−i|M|ξ )mP1,2(ξ ), ̂˚a2,1(ξ ) = (1− e−iξ )nP2,1(ξ ),
where P1,1,P1,2 and P2,1 are some 1× 1,1× (r− 1) and (r− 1)× 1 matrices of 2pi-
periodic trigonometric polynomials. Recall that a 2pi-periodic trigonometric poly-
nomial û satisfies û(ξ ) = O(|ξ |m) as ξ → 0 if and only if (1− e−iξ )m divides û.
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This is the crucial property to construct univariate dual framelets with high van-
ishing moments. Unfortunately for d > 2, there are no corresponding factors for
(1+ e−iξ + · · ·+ e−i(|M|−1)ξ )m and (1− e−iξ )m. This means the factorization tech-
nique that we have to construct dual framelets with high vanishing moments for the
case d = 1 is no longer available, which illustrates that the investigation is more dif-
ficult for d > 1.
3 Proof of Theorem 1.3
The goal of this section is to prove the main result Theorem 1.1. To do this, we first
need to introduce several notations. For any k ∈Zd , the backward difference operator
∇k is defined via
∇ku(n) := u(n)− u(n− k), ∀n ∈ Z
d , u ∈ (l(Zd))t×r.
For any multi-index α := (α1, . . . ,αd) ∈N
d
0 , we define
∇α := ∇α1e1 ∇
α2
e2
. . .∇αded ,
where {e1, . . . ,ed} is the standard basis for R
d . Observe that
∇̂αu(ξ ) = ∇̂αδ (ξ )û(ξ ) = (1− e−iξ1)α1(1− e−iξ2)α2 · · · (1− e−iξd)αd û(ξ ),
for all ξ = (ξ1, . . . ,ξd)
T ∈Rd and u ∈ (l0(Z
d))t×r .
For d = 1, recall that a 2pi-periodic trignometric polynomial ĉ satisfies ĉ(ξ ) =
O(|ξ |m) as ξ → 0 if and only if ĉ is divisible by (1− e−iξ )m. Though such a fac-
torization is not available when d > 1 and there is no factor which plays the role of
(1− e−iξ )m as in the univariate case, the following lemma tells us exactly how one
can characterize the moments at zero of a multivariate trigonometric polynomial.
Lemma 3.1 ([12, Lemma 5])Let m ∈N and ĉ be a 2piZd-periodic d-variate trigono-
metric polynomial. Then ĉ(ξ ) = O(‖ξ‖m) as ξ → 0 if and only if
ĉ(ξ ) = ∑
α∈Nd0;m
∇̂αδ (ξ )ĉα(ξ )
for some cα ∈ l0(Z
d) for all α ∈ Nd0;m, where
Nd0;m := {α ∈ N
d
0 : |α| := α1+ · · ·+αd = m}.
Next, we introduce the notion of the so-called coset sequences. Let M be an in-
vertible integer matrix and let γ ∈Zd . For anymatrix-valued sequence u∈ (l(Zd))t×r,
we define the γ-coset sequence of u with respect toM via
u[γ;M](k) = u(γ +Mk), k ∈ Zd .
For u ∈ (l0(Z
d))t×r , it is easy to see that
û(ξ ) = ∑
γ∈ΓM
û[γ;M](MTξ )e−iγ·ξ , ξ ∈ Rd , (3.1)
Title Suppressed Due to Excessive Length 15
whereΓM is a complete set of canonical representatives of the quotient groupZ
d/[MZd ],
with
ΓM := {γ1, . . . ,γdM}=: (M[0,1)
d)∩Zd with γ1 := 0. (3.2)
Define ΩM via (1.9). For any filter u ∈ (l0(Z
d))r×r and ω ∈ ΩM, we introduce the
following matrices of trigonometric polynomials associated with u and ω :
– Define the (rdM)× (rdM) block matrix Du,ω;M(ξ ), whose (l,k)-th r× r blocks
are given by
(Du,ω;M(ξ ))l,k :=
{
û(ξ + 2piω), if ωl +ω−ωk ∈ Z
d
0, otherwise.
(3.3)
– Define the (rdM)×(rdM) block matrix Eu,ω;M(ξ ), whose (l,k)-th r×r blocks are
given by
(Eu,ω;M(ξ ))l,k :=
̂u[γk−γl ;M](ξ )e−iγk·(2piω). (3.4)
– Define the r× (rdM) matrix Qu;M(ξ ) via
Qu;M(ξ ) :=
[
û[γ1;M](ξ ), û[γ2;M](ξ ), . . . ,
̂
u
[γd
M
;M](ξ )
]
. (3.5)
From [12, Lemma 7], it is not hard to deduce that
Fr;M(ξ )Du,ω;M(ξ )Fr;M(ξ )
T
= dMEu,ω;M(M
Tξ ), ξ ∈ Rd ,ω ∈ ΩM, (3.6)
where Fr;M(ξ ) is the following (rdM)× (rdM) matrix:
Fr;M(ξ ) :=
(
e−iγl ·(ξ+2piωk)Ir
)
1≤l,k≤dM
. (3.7)
Thus we further deduce that
Pu;M(ξ ) = Qu;M(M
Tξ )Fr;M(ξ ), (3.8)
where Pu;M(ξ ) :=
[
û(ξ + 2piω1), û(ξ + 2piω2), . . . , û(ξ + 2piωdM)
]
as in (1.10).
Now let θ , θ˜ ,a, a˜∈ (l0(Z
d))r×r and b, b˜∈ (l0(Z
d))s×r be finitely supported filters.
Recall that ({a;b},{a˜; b˜})Θ (where Θ := θ
⋆ ∗ θ˜ ) is a dual M-framelet filter bank if
and only if (1.11) holds. Using (3.8) and Fr;MFr;M
T
= dMIdMr, it is straight forward
to see that (1.11) is equivalent to
Na,a˜,Θ (ξ ) = Qb;M(ξ )
T
Qb˜;M(ξ ), (3.9)
with
Na,a˜,Θ (ξ ) := d
−1
M
EΘ ,0;M(ξ )−Qa;M(ξ )
T
Θ̂(ξ )Qa˜;M(ξ ). (3.10)
Therefore, constructing a dual framelet filter bank is equivalent to obtaining a ma-
trix factorization as in (3.10). When the refinement masks a and a˜ are given, all we
have to do is to choose some suitable θ and θ˜ , and then factorize Na,a˜,Θ as in (3.10).
Noting that the matrices Qb;M and Qb˜;M give us all coset sequences of b and b˜, we
can finally reconstruct b and b˜ via (3.1). It is worth mentioning that the approach of
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passing to coset sequences often appears in the literature of filter bank construction.
Before we prove Theorem 1.3, we need some supporting results. The following
result is a special case of [23, Proposition 3.2], which links a refinable vector function
φ with the matching filter υ for the associated matrix-valued filter of φ . Here we
provide a self-contained simple proof.
Lemma 3.2 Let M be a d × d dilation matrix and a ∈ (l0(Z
d))r×r. Let φ be an
r× 1 vector of compactly supported distributions satisfying φ̂(MTξ ) = â(ξ )φ̂(ξ )
with φ̂ (0) 6= 0. If a has order m sum rules with respect to M satisfying (1.13) with a
matching filter υ ∈ (l0(Z
d))1×r and υ̂(0)φ̂ (0) = 1, then
υ̂(ξ )φ̂(ξ ) = 1+O(‖ξ‖m), ξ → 0. (3.11)
Proof By our assumption on a, using υ̂(MTξ )â(ξ ) = υ̂(ξ )+O(‖ξ‖m) as ξ → 0 and
φ̂ (MTξ ) = â(ξ )φ̂(ξ ), we deduce that
υ̂(MTξ )φ̂ (MTξ ) = υ̂(MTξ )â(ξ )φ̂(ξ ) = υ̂(ξ )φ̂ (ξ )+O(‖ξ‖m), ξ → 0. (3.12)
We now prove that (3.12) yields (3.11) using [23, Proposition 2.1]. For a p×qmatrix
A= (ak j)16k≤p,16q and an s× t matrix B, their Kronecker product A⊗B is the (ps)×
(qt) block matrix given by
A⊗B=
a11B . . . a1qB... . . . ...
ap1B . . . apqB
 .
For any n ∈N, define⊗nA := A⊗·· ·⊗A with n copies of A. Recall that if A,B,C and
E are matrices of sizes such that one can perform the matrix products AC and BE ,
then we have (A⊗B)(C⊗E) = (AC)⊗(BE). Thus by induction,we have (⊗n(AC))⊗
(BE) = [(⊗nA)⊗B][(⊗nC)⊗E].
Define the 1× d vector of differential operators
D := (∂1, . . . ,∂d), where ∂ j :=
∂
∂ξ j
, j = 1, . . . ,d. (3.13)
For simplicity, we define g(ξ ) := υ̂(ξ )φ̂ (ξ ). Direct calculation using the chain rule
yieldsD⊗ [ĝ(MT·)] = [(DMT)⊗ ĝ](MT·). HereDMT :=
(
∑dj=1M1 j∂ j, . . . ,∑
d
j=1Md j∂ j
)
is a 1×d vector of differential operators whereM := (M jk)16 j,k6d . By induction, for
j ∈ N, we have
[⊗ jD]⊗ [g(MT·)] = [(⊗ j(DMT))⊗ g](MT·) =
(
[(⊗ jD)⊗ g](MT·)
)
(⊗ j(MT)).
(3.14)
It follows from (3.12) and (3.14) that(
[(⊗ jD)⊗ g](0)
)
(⊗ j(MT)) = [(⊗ jD)⊗ g](0), j = 1, . . . ,m− 1.
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Since all the eigenvalues of M are greater than 1 in modulus, so are the eigenvalues
of ⊗ j(MT) for every j ∈ N. This forces the above linear system to have only the
trivial solution [(⊗ jD)⊗ g](0) = 01×d j for j = 1, . . . ,m− 1. Hence we conclude that
∂ µg(0) = 0 for all µ ∈Nd0 with 16 |µ |6m−1. By g(0) = υ̂(0)φ̂ (0) = 1, we proved
g(ξ ) = 1+O(‖ξ‖m) as ξ → 0, which is just (3.11). ⊓⊔
From Theorem 1.1, the most important step for deducing an OEP-based dual mul-
tiframelet is choosing suitable filters θ , θ˜ ∈ (l0(Z
d))r×r which allow us to perform
construction. The following lemma illustrates the existence of θ and θ˜ with certain
important moment conditions.
Lemma 3.3 Let M be a d× d dilation matrix and r > 2 be an integer. Let φ , φ˜ ∈
(L2(R
d))r be compactly supported M refinable vector functions associated with re-
finement masks a, a˜ ∈ (l0(Z
d))r×r. Suppose that sr(a,M) = m˜ and sr(a˜,M) = m with
matching filters υ , υ˜ ∈ (l0(Z
d))1×r respectively such that υ̂(0)φ̂(0) 6= 0 and ̂˜υ(0)̂˜φ(0) 6=
0. LetN be a d×d integer matrix with |det(N)|= r, and define ϒ̂N as (2.5). Then there
exist strongly invertible filters θ , θ˜ ∈ (l0(Z
d))r×r such that the following moment con-
ditions hold as ξ → 0:
̂˚υ(ξ ) =C ̂˜˚φ (ξ )T+O(‖ξ‖m˜) = ĉ(ξ )ϒ̂N(ξ )+O(‖ξ‖m˜), (3.15)
̂˜˚
υ(ξ ) = C˜
̂˚
φ(ξ )
T
+O(‖ξ‖m) = d̂(ξ )ϒ̂N(ξ )+O(‖ξ‖
m), (3.16)
̂˚φ(ξ )T ̂˜˚̂φ (ξ ) = 1+O(‖ξ‖m+m˜), (3.17)
for some c,d ∈ l0(Z
d) with ĉ(0) 6= 0 and d̂(0) 6= 0, and some C,C˜ ∈ C \ {0}, wherê˚υ := υ̂ θ̂−1, ̂˚φ := θ̂ φ̂ , ̂˜˚υ := ̂˜υ ̂˜θ−1 and ̂˜˚φ := ̂˜θ ̂˜φ .
Proof By Lemma 3.2, we have
υ̂(ξ )φ̂(ξ ) = 1+O(‖ξ‖m˜), ̂˜υ(ξ )̂˜φ(ξ ) = 1+O(‖ξ‖m), ξ → 0.
Thus by Theorem 2.3, there exist strongly invertible filters θ , θ˜ ∈ (l0(Z
d))r×r
such that ̂˚υ(ξ ) := υ̂(ξ )θ̂ (ξ )−1 = r−1/2ϒ̂N(ξ )+O(‖ξ‖m˜),̂˚φ (ξ ) := θ̂ (ξ )φ̂(ξ ) = r−1/2ϒ̂N(ξ )T+O(‖ξ‖n),̂˜˚
υ(ξ ) := ̂˜υ(ξ )̂˜θ (ξ )−1 = r−1/2ϒ̂N(ξ )+O(‖ξ‖m),̂˜˚
φ (ξ ) := ̂˜θ (ξ )̂˜φ(ξ ) = r−1/2ϒ̂N(ξ )T+O(‖ξ‖n),
as ξ → 0, where n := m˜+m. This proves (3.15) and (3.16). Moreover, it is easy to
see that (3.17) holds. This completes the proof. ⊓⊔
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Now we are ready to prove the main result Theorem 1.3.
Proof of Theorem 1.3. By Lemma 3.3, there exist strongly invertible filters
θ , θ˜ ∈ (l0(Z
d))r×r such that (3.15), (3.16) and (3.17) hold as ξ → 0, where ̂˚υ :=
υ̂ θ̂−1,
̂˚
φ := θ̂ φ̂ ,
̂˜˚
υ := ̂˜υ ̂˜θ−1 and ̂˜˚φ := ̂˜θ ̂˜φ . In particular, we see that item (1) holds.
Define a˚, ˚˜a ∈ (l0(Z
d))r×r as in (1.16). We have
̂˚
φ (MT·) = ̂˚â˚φ , and ̂˜˚φ(MT·) = ̂˜˚â˜˚φ .
Furthermore, a˚ (resp. ˚˜a) has order m˜ (resp. m) sum rules with respect to M with a
matching filter υ˚ (resp. ˚˜υ).
Define n := m˜+m. By Theorem2.3, there exists a strongly invertibleU ∈ (l0(Z
d))r×r
such that ̂˘φ (ξ ) := Û(ξ )̂˚φ(ξ ) = (1,0, . . . ,0)T+O(‖ξ‖n),̂˘υ(ξ ) := ̂˚υ(ξ )Û(ξ )−1 = (1,0, . . . ,0)+O(‖ξ‖m˜),
as ξ → 0. Thus by letting ̂˘a := Û(MT·)̂˚aÛ−1 , we see that a˘ takes the ideal (m˜,n)-
normal form, that is, ̂˘a(ξ ) = [̂˘a1,1(ξ ) ̂˘a1,2(ξ )̂˘a2,1(ξ ) ̂˘a2,2(ξ )
]
,
where ̂˘a1,1,̂˘a1,2,̂˘a2,1 and ̂˘a2,2 are 1× 1,1× (r− 1),(r− 1)× 1 and (r− 1)× (r− 1)
matrices of 2piZd-periodic trigonometric polynomials such that
̂˘a1,1(ξ ) = 1+O(‖ξ‖n), ̂˘a1,1(ξ + 2piω) = O(‖ξ‖m˜), ξ → 0, ∀ω ∈ ΩM \ {0},̂˘a1,2(ξ + 2piω) = O(‖ξ‖m˜), ξ → 0, ∀ω ∈ ΩM,̂˘a2,1(ξ ) = O(‖ξ‖n), ξ → 0,
as ξ → 0, where ΩM := {ω1, . . . ,ωdM} is defined as (1.9).
On the other hand, we have
̂˜˘υ(ξ ) := ̂˜˚υ(ξ )Û(ξ )T = ̂˚φ (ξ )TÛ(ξ )T+O(‖ξ‖m) = (1,0, . . . ,0)+O(‖ξ‖m),
̂˜˘
φ(ξ ) := Û(ξ )
−T ̂˜˚
φ (ξ ) = Û(ξ )
−T ̂˚υ(ξ )T+O(‖ξ‖m˜) = (1,0, . . . ,0)T+O(‖ξ‖m˜),
as ξ → 0. Moreover, the condition (3.17) implies that
̂˜˘
φ1(ξ ) = 1+O(‖ξ‖
n), ξ → 0,
where ˘˜φ1 is the first coordinate of
˘˜φ . Thus by letting ̂˜˘a := Û(MT·)−T̂˜˚aÛT, we see that̂˜˘
φ (MT·) = ̂˜˘â˜˘φ and ˘˜a has order m sum rules with respect to M with a matching filter
˘˜υ . Furthermore, we have
̂˜˘a(ξ ) = [̂˜˘a1,1(ξ ) ̂˜˘a1,2(ξ )̂˜˘a2,1(ξ ) ̂˜˘a2,2(ξ )
]
,
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where ̂˜˘a1,1,̂˜˘a1,2,̂˜˘a2,1 and ̂˜˘a2,2 are 1× 1,1× (r− 1),(r− 1)× 1 and (r− 1)× (r− 1)
matrices of 2piZd-periodic trigonometric polynomials such that
̂˜˘a1,1(ξ ) = 1+O(‖ξ‖n), ̂˜˘a1,1(ξ + 2piω) = O(‖ξ‖m), ξ → 0, ∀ω ∈ ΩM \ {0},̂˜˘a1,2(ξ + 2piω) = O(‖ξ‖m), ξ → 0, ∀ω ∈ ΩM,̂˜˘a2,1(ξ ) = O(‖ξ‖m˜), ξ → 0,
as ξ → 0.
For j = 1, . . . ,dM, define
Â j(ξ ) := δ (ω j)Ir− ̂˘a(ξ )T̂˜˘a(ξ + 2piω j),
where δ is defined as (1.8). We have
Â1(ξ ) = Ir− ̂˘a(ξ )T̂˜˘a(ξ ) =
[
Â1;1(ξ ) Â1;2(ξ )
Â1;3(ξ ) Â1;4(ξ )
]
,
where Â1;1, Â1;2, Â1;3 and Â1;4 are 1× 1,1× (r− 1),(r− 1)× 1 and (r− 1)× (r− 1)
matrices of 2piZd-periodic trigonometric polynomials, satisfying the following mo-
ment conditions as ξ → 0:
Â1;1(ξ ) = 1−
(̂˘a1,1(ξ )̂˜˘a1,1(ξ )+̂˘a2,1(ξ )T̂˜˘a2,1(ξ ))= O(‖ξ‖n),
Â1;2(ξ ) =−̂˘a1,1(ξ )̂˜˘a1,2(ξ )−̂˘a2,1(ξ )T̂˜˘a2,2(ξ ) = O(‖ξ‖m),
Â1;3(ξ ) =−̂˘a1,2(ξ )T̂˜˘a1,1(ξ )−̂˘a2,2(ξ )T̂˜˘a2,1(ξ ) = O(‖ξ‖m˜).
For j = 2, . . . ,dM, we have
Â j(ξ ) =−̂˘a(ξ )T̂˜˘a(ξ + 2piω j) = [Â j;1(ξ ) Â j;2(ξ )
Â j;3(ξ ) Â j;4(ξ )
]
,
where Â j;1, Â j;2, Â j;3 and Â j;4 are 1× 1,1× (r− 1),(r− 1)× 1 and (r− 1)× (r−
1) matrices of 2piZd-periodic trigonometric polynomials for each j, satisfying the
following moment conditions as ξ → 0:
Â j;1(ξ ) =−
(̂˘a1,1(ξ )̂˜˘a1,1(ξ + 2piω j)+̂˘a2,1(ξ )T̂˜˘a2,1(ξ + 2piω j))= O(‖ξ‖m),
Â j;1(ξ − 2piω j) =−
(̂˘a1,1(ξ − 2piω j)̂˜˘a1,1(ξ )+̂˘a2,1(ξ − 2piω j)T̂˜˘a2,1(ξ ))= O(‖ξ‖m˜),
Â j;2(ξ ) =−̂˘a1,1(ξ )̂˜˘a1,2(ξ + 2piω j)−̂˘a2,1(ξ )T̂˜˘a2,2(ξ + 2piω j) = O(‖ξ‖m),
Â j;3(ξ − 2piω j) =−̂˘a1,2(ξ − 2piω j)̂˜˘a1,1(ξ )−̂˘a2,2(ξ − 2piω j)T̂˜˘a2,1(ξ ) = O(‖ξ‖m˜).
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For µ ∈ Nd0 , define ∆µ ∈ (l0(Z
d))r×r via ∆µ := Diag(∇
µδ , Ir−1). From what we
have done above, we conclude that
Â j(ξ ) = ∑
α∈Nd0;m,β∈N
d
0;m˜
∆̂α(ξ )
T
Â j,α ,β (ξ )∆̂β (ξ + 2piω j), (3.18)
for some A j,α ,β ∈ (l0(Z
d))r×r for all α ∈ Nd0;m,β ∈N
d
0;m˜ and all j = 1, . . . ,dM.
Define Ma˘, ˘˜a,Ir as in (1.12) with a, a˜,Θ being replaced by a˘,
˘˜a, Ir respectively, and
recall that Dµ,ω;M is defined as (3.3) for all u ∈ (l0(Z
d))r×r and ω ∈ ΩM. Note that
Ma˘, ˘˜a,U˜ =
dM
∑
j=1
DA j ,ω j ;M = ∑
α∈Nd0;m,β∈N
d
0;m˜
D∆α ,0;M
T
DA j,α,β ,ω j ;MD∆β ,0;M,
where the last identity follows from (3.18).
Define Na˘, ˘˜a,Ir as in (3.10) with a, a˜ and Θ being replaced by a˘,
˘˜a and Ir respec-
tively. Recall that Eµ,ω;M is defined as (3.4) for all u ∈ (l0(Z
d))r×r and ω ∈ΩM, and
Fr;M is defined as (3.7). It follows from (3.8) and Fr;MFr;M
T
= dMIdMr that
Na˘, ˘˜a,Ir
(MTξ ) = d−2
M
Fr;M(ξ )Ma˘, ˘˜a,Ir(ξ )Fr;M(ξ )
T
=d−1
M
dM
∑
j=1
∑
α∈Nd0;m,β∈N
d
0;m˜
E∆α ,0;M(M
Tξ )
T
EA j,α,β ,ω j ;M(M
Tξ )E∆β ,0;M(M
Tξ ).
(3.19)
By letting
Eα ,β (ξ ) := d
−1
M
dM
∑
j=1
EA j,α,β ,ω j ;M(ξ ), ξ ∈R
d , α ∈ Nd0;m, β ∈ N
d
0;m˜,
we have
Na˘, ˘˜a,Ir
(ξ ) = ∑
α∈Nd0;m,β∈N
d
0;m˜
E∆α ,0;M(ξ )
T
Eα ,β (ξ )E∆β ,0;M(ξ ). (3.20)
For every α ∈Nd0;m and β ∈N
d
0;m˜, choose Eα ,β ,1 and Eα ,β ,1 which are dMr×dMr ma-
trices of 2piZd-periodic trigonometric polynomials such that Eα ,β = Eα ,β ,1
T
Eα ,β ,2.
Define b˘α ,β ,k,
˘˜bα ,β ,k ∈ (l0(Z
d))1×r for k = 1, . . . ,dMr and all α ∈ N
d
0;m,β ∈N
d
0;m˜ via
̂˘
bα ,β (ξ ) :=

̂˘bα ,β ,1(ξ )
...
̂b˘α ,β ,dMr(ξ )
 := Eα ,β ,1(MTξ )Fr;M(ξ )[ ∆̂α(ξ )0dM(r−1)×r
]
, (3.21)
̂˜˘
bα ,β (ξ ) :=

̂˜˘
bα ,β ,1(ξ )
...
̂˘˜bα ,β ,dMr(ξ )
 := Eα ,β ,2(MTξ )Fr;M(ξ )
[
∆̂β (ξ )
0dM(r−1)×r
]
, (3.22)
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where 0t×q denotes the t×q zero matrix. Recall thatPu;M(ξ )= [û(ξ +2piω1), . . . , û(ξ +
2piωdM)] as in (1.10) for all matrix-valued filter u. It is not hard to observe that
P
b˘α,β ;M
(ξ ) = Eα ,β ,1(M
Tξ )Fr;M(ξ )D∆α ,0;M(ξ )
= Eα ,β ,1(M
Tξ )E∆α ,0;M(M
Tξ )Fr;M(ξ )
T
,
(3.23)
where the last identity follows from (3.6) and Fr;MFr;M
T
= dMIdMr. Similarly,
P˘˜bα,β ;M
(ξ ) = Eα ,β ,2(M
Tξ )E∆β ,0;M(M
Tξ )Fr;M(ξ )
T
. (3.24)
It follows from (3.19), (3.20), (3.23) and (3.24) that
Ma˘, ˘˜a,Ir
(ξ ) = Fr;M(ξ )
T
Na˘, ˘˜a,Ir
(MTξ )Fr;M(ξ )
= ∑
α∈Nd0;m,β∈N
d
0;m˜
P
b˘α,β ;M
(ξ )
T
P˘˜bα,β ;M
(ξ ).
(3.25)
Define
{b˘ℓ : ℓ= 1, . . . ,s} := {b˘α ,β : α ∈ N
d
0;m, β ∈ N
d
0;m˜},
{ ˘˜bℓ : ℓ= 1, . . . ,s} := {
˘˜bα ,β : α ∈ N
d
0;m, β ∈ N
d
0;m˜},
and let b˘ := [b˘T1 , . . . , b˘
T
s ]
T, ˘˜b := [ ˘˜bT1 , . . . ,
˘˜bTs ]
T. We see that (3.25) becomes
Ma˘, ˘˜a,Ir
(ξ ) = P
b˘;M(ξ )
T
P˘˜b;M
(ξ ),
which is equivalent to say that ({a˘; b˘},{ ˘˜a; ˘˜b})Ir is an OEP-based dual M-framelet
filter bank satisfying
̂˘a(ξ )T̂˜˘a(ξ + 2piω)+ ̂˘b(ξ )T̂˜˘b(ξ + 2piω) = δ (ω)Ir, ξ ∈ Rd ,ω ∈ΩM. (3.26)
Now define b˚, ˚˜b,b, b˜ ∈ (l0(Z
d))s×r via
̂˚
b := ̂˘bÛ−1, ̂˜˚b := ̂˜˘bÛT, b̂ := ̂˚bθ̂−1, ̂˜b := ̂˜˚b̂˜θ−1.
It follows from (3.26) that ({a˚; b˚},{ ˚˜a; ˚˜b})Ir is an OEP-based dual M-framelet filter
bank satisfying
̂˚a(ξ )T̂˜˚a(ξ + 2piω)+ ̂˚b(ξ )T̂˜˚b(ξ + 2piω) = δ (ω)Ir, ξ ∈Rd ,ω ∈ ΩM,
and ({a;b},{a˜; b˜})Θ (where Θ := θ
⋆ ∗ θ˜ ) is an OEP-based dual M-framelet filter
bank satisfying (1.7). By (3.16) and (3.21), we have
ϒ̂N(ξ )
̂˚
b(ξ )
T
= d̂(ξ )−1
̂˚
φ (ξ )
T̂˚
b(ξ )
T
+O(‖ξ‖m) = d̂(ξ )
−1̂˘φ (ξ )T̂˘b(ξ )T+O(‖ξ‖m)
=d̂(ξ )
−1
(1,0, . . . ,0)̂˘b(ξ )T+O(‖ξ‖m) = O(‖ξ‖m), ξ → 0,
(3.27)
22 Ran Lu
where d ∈ l0(Z
d) with d̂(0) 6= 0 is the same as in (3.16). Similarly, we deduce from
(3.15) and (3.22) that
ϒ̂N(ξ )
̂˜˚
b(ξ )
T
= O(‖ξ‖m), ξ → 0. (3.28)
On the other hand, it follows immediately from (3.16) and the refinement relation̂˚φ (MT·) = ̂˚â˚φ that
d̂(ξ )
d̂(MTξ )
ϒ̂N(ξ )̂˚a(ξ )T = ϒ̂N(MTξ )+O(‖ξ‖m˜), ξ → 0.
Hence by Theorem 2.1, we have bo({a˚; b˚},M,N) = m = sr( ˚˜a;M). This proves item
(2).
Now define vector functions ψ and ψ as in (1.5) and (1.6). It follows from (3.15),
(3.16), (3.27) and (3.28) that vm(ψ) =m and vm(ψ˜) = m˜. Further note that
φ̂ (0)
T
Θ̂(0)̂˜φ (0) = ̂˚φ (0)T ̂˜˚φ (0) = 1.
It follows from Theorem 1.1 that ({φ˚ ;ψ},{ ˚˜φ ; ψ˜}) is a dual M-framelet in L2(R
d).
This proves item (3). ⊓⊔
Theorem 1.3 is valid for the case r > 1. For the case r = 1, we have to sacrifice
the strong invertibility of θ and θ˜ to improve the orders of vanishing moments of the
framelet generators. Nevertheless, the matrix decomposition technique in the proof
of Theorem 1.3 can be applied to deduce the following result for the case r = 1.
Corollary 3.4 Let M be a d × d dilation matrix and let φ , φ˜ ∈ L2(R
d) be com-
pactly supported refinable functions satisfying φ̂(MTξ ) = â(ξ )φ̂(ξ ) and ̂˜φ(MTξ ) =̂˜a(ξ )̂˜φ(ξ ), where a, a˜ ∈ l0(Zd) have order m˜ and m sum rules with respect toM with
matching filters υ , υ˜ ∈ l0(Z
d), respectively. Suppose that υ̂(0)φ̂(0) = ̂˜υ(0)̂˜φ(0) = 1.
Then there exist b, b˜ ∈ (l0(Z
d))s×1 and θ , θ˜ ∈ l0(Z
d) such that
1. ({a;b},{a˜; b˜})θ⋆∗θ˜ forms an OEP-based dualM-framelet filter bank.
2. ({φ˚ ;ψ},{ ˚˜φ ; ψ˜}) is a compactly supported dual M-framelet in L2(R
d), where
φ˚ ,ψ , ˚˜φ and ψ˜ are defined as in (1.5) and (1.6). Moreover, vm(ψ) = m and
vm(ψ˜) = m˜.
4 Structural investigation on balanced OEP-based dual framelets
In this section, we perform structural analysis on OEP-based dual framelets with
hight balancing orders.
The most important step to obtain an OEP-based dual framelet with high balanc-
ing orders is finding the suitable filters θ , θ˜ . From Theorem 1.3 and its proof, we have
some clue on the choices of such filters. The following theorem states the sufficient
conditions for obtaining an OEP-based dual framelet with all desired properties.
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Theorem 4.1 Let M be a d× d dilation matrix and r > 2 be an integer. Let φ , φ˜ ∈
(L2(R
d))r be compactly supported M refinable vector functions associated with re-
finement masks a, a˜ ∈ (l0(Z
d))r×r. Suppose that sr(a,M) = m˜ and sr(a˜,M) = m with
matching filters υ , υ˜ ∈ (l0(Z
d))1×r respectively such that υ̂(0)φ̂(0) 6= 0 and ̂˜υ(0)̂˜φ(0) 6=
0. Let N be a d× d integer matrix with |det(N)|= r, and define ϒ̂N as in (2.5).
Let θ , θ˜ ∈ (l0(Z
d))r×r be strongly invertible finitely supported filters. Then
(i) the moment conditions (3.15),(3.16) and (3.17) hold as ξ → 0, for some c,d ∈
l0(Z
d)with ĉ(0) 6= 0 and d̂(0) 6= 0, and someC,C˜∈C\{0}, where ̂˚υ := υ̂θ̂−1, ̂˚φ :=
θ̂ φ̂ ,
̂˜˚
υ := ̂˜υ ̂˜θ−1 and ̂˜˚φ := ̂˜θ ̂˜φ ,
implies
(ii) there exist finitely supported filters b, b˜ ∈ (l0(Z
d))s×r such that all claims in The-
orem 1.3 hold.
Conversely, if in addition assume that
(iii) 1 is a simple eigenvalue of â(0) and ̂˜˚a(0). Moreover,
λ α Ir− â(0), Ir−λ
β â(0), Ir−λ
α̂˜a(0), λ β Ir− ̂˜a(0)
are invertible matrices for all α,β ∈Nd0 with 0< |α|< m˜ and 0< |β |<m, where
λ := (λ1, . . . ,λd) is the vector of the eigenvalues ofM.
(iv) p̂(MTξ )ϒ̂N(M
Tξ )̂˜˚a(ξ ) = p̂(ξ )ϒ̂N(ξ )+O(‖ξ‖m) as ξ → 0 for some p ∈ l0(Zd)
with p̂(0) 6= 0, where ̂˜˚a := ̂˜θ (MT·)̂˜â˜θ−1 is defined as in (1.17).
(v) q̂(ξ )̂˜˚a(ξ )ϒ̂N(ξ )T = q̂(MTξ )ϒ̂N(MTξ )T+O(‖ξ‖m˜) as ξ → 0 for some q∈ l0(Zd)
with q̂(0) 6= 0.
Then item (ii) implies (i).
Proof The implication (i)⇒ (ii) follows immediately from the proof of Theorem 1.3.
Now suppose item (ii) holds. Define a˚, ˚˜a ∈ (l0(Z
d))r×r as in (1.16) and define
b˚, ˚˜b ∈ (l0(Z
d))s×r as in (1.17). By item (2) of Theorem 1.3, we have
̂˚a(ξ )T̂˜˚a(ξ )+ ̂˚b(ξ )T̂˜˚b(ξ ) = Ir, (4.1)
and bo({a˚; b˚},M,N) = m. By Theorem 2.1, we have
ϒ̂N(ξ )
̂˚
b(ξ )
T
= O(‖ξ‖m), ϒ̂N(ξ )̂˚a(ξ )T = ̂˚c(ξ )ϒ̂N(MTξ )+O(‖ξ‖m), ξ → 0,
(4.2)
for some c˚ ∈ l0(Z
d) with ̂˚c(0) 6= 0.
Assume in addition that items (iii) - (v) hold.
By left multiplying ϒ̂N on both sides of (4.1) and using item (iv), we have
ϒ̂N(ξ )= ̂˚c(ξ )ϒ̂N(MTξ )̂˜˚a(ξ )+O(‖ξ‖m)= ̂˚c(ξ ) p̂(ξ )
p̂(MTξ )
ϒ̂N(ξ )+O(‖ξ‖
m), ξ → 0.
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From the above relation we conclude that ̂˚c(0) = 1, and thus
̂˚
d(MTξ )ϒ̂N(M
Tξ )̂˜˚a(ξ ) = ̂˚d(ξ )ϒ̂N(ξ )+O(‖ξ‖m), ξ → 0, (4.3)
where d˚ ∈ l0(Z
d) satisfies
̂˚
d(ξ ) =
∞
∏
j=1
̂˚c((MT)− jξ )+O(‖ξ‖m), ξ → 0.
Moreover, it is easy to see from the second relation in (4.2) that
̂˚
d(MTξ )ϒ̂N(MTξ )
T
= ̂˚a(ξ )̂˚d(ξ )ϒ̂N(ξ )T+O(‖ξ‖m), ξ → 0. (4.4)
We now apply the argument in the proof of [23, Lemma 2.2] to prove that (3.15)
and (3.16) must hold.
Since ˚˜a has m sum rules with a matching filter ˚˜υ with
̂˜˚
υ := ̂˜υ ̂˜θ−1, we havê˜˚
υ(MTξ )̂˜˚a(ξ ) = ̂˜˚υ(ξ )+O(‖ξ‖m) as ξ → 0. This implies that[
(⊗ jD)⊗
(̂˜˚
υ(MT·)̂˜˚a)](0) = [(⊗ jD)⊗ ̂˜˚υ](0), j = 1, . . . ,m− 1, (4.5)
where D is the vector of differential operators defined as (3.13). Rearranging (4.5)
yields[
(⊗ jD)⊗
(̂˜˚
υ(MT·)̂˜˚a(0)− ̂˜˚υ)](0) = [(⊗ jD)⊗(̂˜˚υ(MT·)(̂˜˚a(0)− ̂˜˚a))](0), (4.6)
for all j = 1, . . . ,m− 1. By the generalized product rule, we observe that the right
hand of (4.6) only involves ∂ µ
̂˜˚
υ(0) with |µ |< j. By calculation, we have[
(⊗ jD)⊗
(̂˜˚
υ(MT·)̂˜˚a(0)− ̂˜˚υ)](0)
=
(
[(⊗ jD)⊗
̂˜˚
υ](0)
)
[(⊗ jMT)⊗ ̂˜˚a(0)− Id jr], (4.7)
for all j ∈ N. Now by the condition in item (iii) on ˚˜a, the matrix [(⊗ jMT)⊗ ̂˜˚a(0)−
Id jr] is invertible for j = 1, . . . ,m− 1. Moreover, it follows from (4.6) and (4.7) that
up to a multiplicative constant, the values ∂ µ
̂˜˚
υ(0), |µ | < m are uniquely determined
via
̂˜˚
υ(0)̂˜˚a(0) = ̂˜˚υ(0) and
[(⊗ jD)⊗
̂˜˚
υ](0) =
([
(⊗ jD)⊗
(̂˜˚
υ(MT·)(̂˜˚a(0)− ̂˜˚a))] (0)) [(⊗ jMT)⊗ ̂˜˚a(0)− Id jr]−1,
for all j = 1, . . . ,m− 1.
Next, note that the refinement relation
̂˚
φ(MT·) = ̂˚â˚φ (where ̂˚φ = θ̂ φ̂ ) holds. This
implies that
[(⊗ jD)⊗
̂˚
φ(MT·)](0) = [(⊗ jD)⊗ (̂˚â˚φ)](0), j ∈ N. (4.8)
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Rearranging (4.8) yields[
(⊗ jD)⊗
(̂˚
φ (MT·)T−
̂˚
φ
T̂˚a(0)T)](0) = [(⊗ jD)⊗(̂˚φT(̂˚aT− ̂˚a(0)T))](0),
(4.9)
for all j ∈N. Note that the right hand side of (4.9) only involves ∂ µ
̂˚
φ(0)with |µ |< j.
Furthermore, direct calculation yields[
(⊗ jD)⊗
(̂˚
φ (MT·)T−
̂˚
φ
T̂˚a(0)T)](0)
=
(
[(⊗ jD)⊗
̂˚
φ
T
](0)
)
[(⊗ jMT)⊗ Ir− (⊗
jId)⊗ ̂˚a(0)], (4.10)
for all j ∈ N. Now by the condition in item (iii) on a˚, the matrix [(⊗ jMT)⊗ Ir −
(⊗ jId)⊗ ̂˚a(0)] is invertible for j = 1, . . . ,m− 1. Moreover, it follows from (4.9) and
(4.10) that up to a multiplicative constant, the values ∂ µ
̂˚
φ (0), |µ | < m are uniquely
determined via
̂˚
φ (0) = ̂˚a(0)̂˚φ(0) and
[(⊗ jD)⊗
̂˚
φ
T
](0)
=
([
(⊗ jD)⊗
(̂˚
φ
T
(̂˚aT− ̂˚a(0)T))](0)) [(⊗ jMT)⊗ Ir− (⊗ jId)⊗ ̂˚a(0)]−1,
for all j = 1, . . . ,m− 1.
Consequently, by the above analysis and using (4.3) and (4.4), we conclude that
(3.16) holds for some C˜ ∈ C\ {0}, with d ∈ l0(Z
d) being a non-zero scalar multiple
of d˚.
On the other hand, the condition on ˚˜a in item (iii) and item (v) together yield
̂˜˚
φ (ξ ) = Kq̂(ξ )ϒ̂N(ξ )
T
+O(‖ξ‖m˜), ξ → 0, (4.11)
for some non-zero constant K. As item (ii) holds, then in particular item (3) of The-
orem 1.3 holds. Then vm(ψ˜) = m˜ and (4.11) imply that
̂˜˚
b(ξ )ϒ̂N(ξ )
T
= O(‖ξ‖m˜) as
ξ → 0. Now right multiplying q̂ϒ̂N
T
to both sides of (4.1) yields
q̂(MTξ )ϒ̂N(M
Tξ )̂˚a(ξ ) = q̂(ξ )ϒ̂N(ξ )+O(‖ξ‖m˜), ξ → 0. (4.12)
Since a˚ has m˜ sum rules with a matching filter ̂˚υ := υ̂ θ̂−1, we have ̂˚υ(MTξ )̂˚a(ξ ) =̂˚υ(ξ )+O(‖ξ‖m˜) as ξ → 0. Moreover, ˚˜a satisfies the refinement equation ̂˜˚φ (MT·) =̂˜˚
a
̂˜˚
φ . By the condition in item (iii) on a˚, we conclude from (4.11) and (4.12) that (3.15)
must hold for someC ∈C\{0}, with c∈ l0(Z
d) being a non-zero scalar multiple of q.
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Finally, by left multiplying
̂˚
φ
T
and right multiplying
̂˜˚
φ (where
̂˜˚
φ := ̂˜θ ̂˜φ ) to (4.1),
we have
̂˚
φ (MTξ )
T ̂˜˚
φ(MTξ ) =
̂˚
φ (ξ )
T ̂˜˚
φ (ξ )+O(‖ξ‖m˜+m), ξ → 0.
By applying the same argument as in the proof of Lemma 3.2, (3.17) follows from
the above identity. The proof is now complete. ⊓⊔
5 Summary
In this paper, we studied compactly supported multivariate OEP-based dual multi-
framelets with high order vanishing moments, and with a compact and banalced as-
sociated discrete multiframelet transform. We proved the main result Theorem 1.3
on the existence of such OEP-based dual multiframelets, with a constructive proof
relying on a recently developed normal form of a matrix-valued filter. Furthermore,
we provided structural analysis on compactly supported balanced OEP-based dual
multiframelets.
Our investigation on OEP-based dual multiframelets focused on theoretical analy-
sis. It is of practical interest to develop efficient algorithms to construct balanced dual
multiframelets. However, this is well known that constructing multivariate framelets
and wavelets are not easy in general. Moreover, the extremely strong conditions that
both θ and θ˜ must be strongly invertible makes the problem even harder. To achieve
the strong invertibility on both filters θ and θ˜ , quite often it is unavoidable for them
to have large supports, which is the main difficulty for us to perform construction
in applications. Whether or not we can make the supports of both θ and θ˜ as small
as possible without sacrificing other desired properties is unknown. This could be a
future research topic.
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