Using the Johnson homomorphism and the representation theory of the symplectic group, we study the third rational cohomology group of the Torelli group, which gives characteristic classes of surface bundles whose holonomy groups act trivially on the homology groups of their fibers.  2004 Elsevier B.V. All rights reserved.
Introduction
Let Σ g be a closed oriented surface of genus g 3 and let M g be its mapping class group, namely it is the group of all isotopy classes of orientation preserving diffeomorphisms of Σ g . M g acts on the first homology group H := H 1 (Σ g ) of Σ g and it gives the classical representation
with the kernel I g called the Torelli group, which is the main subject of this paper. To study the structure of I g , Johnson defined a surjective homomorphism
H /H in [6] where H is considered to be a subgroup of 3 H as mentioned in Section 3. This homomorphism is now called the (first) Johnson homomorphism and many properties of I g have been derived from this.
In this paper, we use this homomorphism to investigate the rational cohomology group of I g . In particular, we consider the induced homomorphism
H /H, Q → H n (I g , Q).
The case of n = 1 was studied by Johnson in [7] where he showed that τ * is an isomorphism. The case of n = 2 was settled by Hain in [5] where he showed that there exist non-trivial elements of Ker τ * and described them in terms of the representation theory of the symplectic group. Now we treat the case of n = 3 by using the method similar to that of Hain. Main results are described in Section 5. To each irreducible component, except one, of H 3 (( 3 H )/H, Q) ∼ = 3 (( 3 H )/H ) ⊗ Q with respect to the action of Sp(2g, Q), we determine whether it survives in H 3 (I g , Q) or not. Then we show that there exists a relationship between the non-triviality of the last one and that of certain characteristic classes of surface bundles whose holonomy groups are contained in the Torelli group.
Homology and cohomology of groups
In this paper, we mainly use the homology and cohomology of groups. We refer to Brown's book [2] for the general theory of them. Here we briefly review their definitions and some properties.
Let G be a group and A be Z or Q. We regard A as a G-module with the trivial G-action. Then the homology and cohomology of G with coefficients in A are defined by For later use, we observe the homology and cohomology of the finitely generated free Abelian group Z n further. Since K(Z n , 1) = T n , we have
Background
Let Σ g be a closed oriented surface of genus g 3 and H 1 (Σ g ) be its first homology group with coefficients in Z. We fix a symplectic basis a 1 , . . . , a g , b 1 , . . . , b g of H 1 (Σ g ) as in Fig. 1 . The Poincaré duality supplies a canonical isomorphism of H 1 (Σ g ) with its dual module Hom(H 1 (Σ g ), Z) = H 1 (Σ g ), the first cohomology group of Σ g with coefficients in Z. In this isomorphism, a i (respectively b i ) ∈ H 1 (Σ g ) corresponds to −b * i (respectively a * i ) ∈ H 1 (Σ g ) where a * 1 , . . . , a * g , b * 1 , . . . , b * g is the dual basis of H 1 (Σ g ). We use the same symbol H for these canonically isomorphic Abelian groups. Let Diff + Σ g denote the topological group of all orientation preserving diffeomorphisms of Σ g with the C ∞ topology. By a result of Earle and Eells [3] , the identity component of Diff + Σ g is contractible so that Diff + Σ g is homotopy equivalent to the mapping class group M g of Σ g , which is the group of path components of Diff + Σ g . Hence the classifying space BDiff + Σ g is homotopy equivalent to BM g = K(M g , 1). This means that cohomology classes of M g give characteristic classes of oriented Σ g -bundles and enables us to treat the theory of oriented Σ g -bundles from the algebraic point of view.
Our strategy to understand the structure of M g is to approximate it by an object which is easier to access. It is done by making homomorphisms from or to M g . The fundamental one is given by the action of M g on H . This action yields the classical representation
which is known to be surjective. The kernel of this homomorphism is called the Torelli group and denoted by I g . From an argument similar to the above, cohomology classes of I g give characteristic classes of oriented Σ g -bundles whose holonomy groups act trivially on homology groups of their fibers.
In [6] , Johnson defined a surjective homomorphism
which is now called the (first) Johnson homomorphism. Here H is considered as a subgroup of 3 H by the injection
which is Sp(2g, Z)-equivariant. From now on we denote ( 3 H )/H by U , for short. It is easy to see that U is a free Abelian group of rank 2g 3 − 2g. Before reviewing the definition of τ , we introduce the pointed mapping class group M g, * . It is the group of all isotopy classes of orientation preserving diffeomorphisms of Σ g relative to the base point * ∈ Σ g . We denote the corresponding Torelli group by I g, * . Then we have the following diagram:
where vertical arrows are surjective homomorphisms induced by forgetting the base point.
In the pointed case, the Johnson homomorphism has 3 H as its target group and is given as follows. First, note that I g, * is generated by all BP maps. A BP map of genus k has the form of
where T γ i denotes the Dehn twist along the simple closed curve γ i on Σ g given as in Fig. 2 . We define the genus of a BP map T γ 1 T −1 γ 2 to be the genus of the subsurface S γ 1 γ 2 of Σ g bounded by γ 1 , γ 2 and not containing the base point * .
For a given BP map
is a free Abelian group generated by x i , y i (i = 1, . . ., k) and c where c is the homology class of γ 1 given by the orientation putting S γ 1 γ 2 on its left as we move around
by τ is defined to be
which does not depend on the choice of the symplectic basis. This correspondence determines a well-defined homomorphism τ : I g, * → 3 H . A direct computation shows that the image of Ker(I g, * → I g ) is contained in H ⊂ 3 H so that we can define the homomorphism τ : I g → U to be the one which makes the following diagram:
commutative where the right vertical map is the natural projection. That is, τ : I g → U is given by
for ϕ ∈ I g whereφ ∈ I g, * is any lift of ϕ. We use the same symbol τ for the above two versions of Johnson homomorphisms but any confusion will not occur. We mention two important properties of the Johnson homomorphism τ : I g → U which we effectively use later. [6, 7] 
From this theorem, we see that τ gives a good approximation of the abelianization of I g by a free Abelian group U . In the pointed case, there exist properties similar to the above. The Johnson homomorphism is extended from I g to the whole of M g by Morita in [13] and has the following form: U Sp(2g, Z), our next task is to measure the gap between them. We will see it from the view of the rational cohomology, namely, we consider induced homomorphisms
In [9] , Kawazumi and Morita determined Image ρ * 1 completely. To mention their results, we recall the definitions of the Euler class and Morita-Mumford classes which are characteristic classes of oriented Σ g -bundles defined independently in [11, 18] . We now follow the conventions of [11] . 
For the proof of this theorem, we refer to [9] . This theorem shows that the extended Johnson homomorphism ρ 1 captures an important part of H * (M g, * , Q) or H * (M g , Q). Then the following problem naturally occurs to us. 
.
In later sections, we treat this problem in cases of degrees up to 3, starting from results of Johnson and Hain. Note that this problem contains that of the non-triviality of powers of the Euler class e k (k 2) and even Morita-Mumford classes e 2i (i 1) on the Torelli group. For the present, however, we have little information about it. As for odd MoritaMumford classes e 2i−1 (i 1), it is known that they are trivial in H * (I g , Q). See [11, 15] for details.
The cohomology of the Torelli group and the representation theory of the symplectic group
In this section, we begin our study of the problem mentioned in the previous section, namely we consider the homomorphism
and its kernel. The case of * = 1 is settled by using Theorem 3.1(2) due to Johnson that
is an isomorphism. Before we proceed further, we give some remarks about our setting of the homomorphism τ * . As mentioned in Section 2, the source H * (U, Q) of τ * is isomorphic to * U Q where we write U Q for U ⊗ Z Q. The rational dimension of this vector space grows very rapidly as * and g increase. Hence we need some devices to treat it efficiently. We now adopt the representation theory of the symplectic group Sp(2g, Q) for the following reason. The action of Sp(2g, Z) on H naturally extends to an action of Sp(2g, Q) on H Q := H ⊗ Z Q. Then we can consider * U Q to be an Sp(2g, Q)-vector space. On the other hand,
In particular, Ker τ * becomes an Sp(2g, Z)-subspace. Moreover, we can say the following:
Proof. For the proof of this lemma, we refer to the proof of Lemma 2.2.8 in [1] , where more general situations are treated. 2
From this lemma, our problem becomes as follows: Determine the Sp(2g, Q)-subspace Ker τ * in the Sp(2g, Q)-vector space * U Q . For such a situation, the representation theory of Sp(2g, Q) plays an essential role. That is, for a given non-zero vector v which is in some irreducible component of * U Q with respect to the action of Sp(2g, Q), if v is in Ker τ * , then all vectors in this irreducible component are in Ker τ * because of the irreducibility. Here we summarize the notation and general facts concerning the representation theory of Sp(2g, Q) from [4, 5, 15, 16] . First we consider the Lie group Sp(2g, C) and its Lie algebra sp(2g, C). By the general theory of the representation, we see that finite dimensional representations of Sp(2g, C) coincide with those of sp(2g, C). Their common irreducible representations (up to isomorphisms) are parameterized by Young diagrams whose numbers of rows are less than or equal to g. We call such young diagrams admissible. These representations are all rational representations defined over Q so that we can consider them as irreducible representations of Sp(2g, Q) and sp(2g, Q). We follow the notation in [15] to describe Young diagrams as in Fig. 3 .
The correspondence between admissible Young diagrams and irreducible representations are explicitly given as follows. First we assign Q, which is the trivial irreducible representation, to the Young diagram [0] and assign H Q , which is the fundamental representation of sp(2g, Q), to the Young diagram [1] . We fix a symplectic basis
where δ ij is the Kronecker's delta. In the general case, the Young diagram [n 1 n 2 · · · n l ], where n i are integers satisfying n 1 n 2 · · · n l 1 and l g, corresponds to the sp(2g, Q)-vector space V given as follows.
As an example, we consider U Q and 3 H Q in the present contexts. Let C 3 : 3 H Q → H Q be the contraction given by 
where we write + for the operation of direct sum. The above decomposition is explicitly given as follows. Let q :
Then we can see that Image q = Ker C 3 = U Q and the direct sum decom-
It is easily checked that there are 2g relations
g).
Then we obtain an explicit description of U Q as follows:
Lemma 4.2 (Morita [16]). U Q is, as a Q-vector space, spanned by the following elements
and 2g relations of
., g) represent a complete system of linear relations among them.
Note that U can be considered as a lattice in U Q . That is, U is isomorphic to the Sp(2g, Z)-submodule of U Q generated by above generators.
For later use, we define the following elements X i,j , Y i,j (i = j ) and U i of sp(2g, Q) characterized by their actions on H Q as follows:
We can check that X i,j , Y i,j , U i are certainly elements of sp(2g, Q).
We also make use of following four types of sp(2g, Q)-equivariant homomorphisms frequently. Recall that µ :
where x i means to exclude x i and we define 0 H Q to be the trivial representation Q. It is known that the kernel of C k is the irreducible sp(2g, n V → ⊗ n V is given by
where S n is the symmetric group of degree n.
We define the multiplication ψ
(4) Using (2) and the canonical projection
we also define an inclusion j V :
For simplicity, we denote a i 1 ∧ a i 2 ∧ · · · ∧ a i n by A i 1 i 2 ···i n . As for indices which are negative, we interpret them by changing a into b. For example, A 1−2−34 stands for a 1 
Now we return to our problem of determining Ker(τ * :
The case of * = 2 was settled by Hain in [5] . We review his argument in Section 10 of [5] in the present contexts as follows. First, we see the irreducible decomposition of 2 U Q .
Lemma 4.3 (Hain [5] ). If g 3, then the irreducible decomposition of 2 U Q is given by
Note that the notation for describing irreducible representations in [5] Once we obtain the data of the irreducible decomposition, it is easy to check it by hand by using the same method as above.
With respect to the above irreducible decomposition of 2 U Q , Hain showed the following theorem. 
. To obtain an element in H 2 (I g , Q), Hain used a fundamental class of an Abelian subgroup of I g , so that he obtained an element of H 2 (I g , Q) whose image under τ * is given by
Lemma 2.1 is used to do the calculation involved here. Then he showed the result by decomposing v to each irreducible component. For example, v goes to a non-trivial element in [1 6 ] ⊂ 6 H Q by the map which is the composition of
This shows that [1 6 ] are contained in Image(τ * :
As an immediate corollary of this theorem, we see that when g = 3, τ * is trivial for all degrees greater than 0.
Main results
In the rest of this paper, we treat the case of * = 3. First, we need to know the irreducible decomposition of 3 U Q . In this case the stability range is given by g 9. Proof. Once we obtain the data of the irreducible representation, it is a routine matter to check it by hand as mentioned in the previous section. 2
Now we mention the main results of this paper. In Section 6, we also treat the cases of lower genera but here we omit the details. We prove it in Sections 6.1 and 6.2. As for the summand [1] , we can relate it with the Euler class and the Morita-Mumford class as follows.
Theorem 5.3. For all g 5,
where e is the Euler class and e 2 is the second Morita-Mumford class.
We prove this theorem in Section 6.3. The above condition is compatible with the pullback of the universal Σ g -bundle. Therefore comparing the result of Morita in [12] that the pull-back of e 2 ∈ H 4 (M g , Z) on the amenable group vanishes, we obtain the next corollary.
Corollary 5.4. For every amenable group G and every group homomorphism
In the proof of Theorem 5.2, we construct some homology classes of H 3 (I g , Q) which come from fundamental classes of some Abelian subgroups of I g to evaluate summands which survive in H 3 (I g , Q) . This corollary implies that on any Abelian group the summand τ * ( [1] ) is equal to 0 since it is known that (Abelian groups) ⊂ (nilpotent groups) ⊂ (solvable groups) ⊂ (amenable groups).
Proofs of the main results
Now we prove Theorems 5.2 and 5.3. In Sections 6.1 and 6.2, all vector spaces are sp(2g, Q)-vector spaces and all homomorphisms are sp(2g, Q)-equivariant so that we omit the symbol "sp(2g, Q)-" for simplicity.
Summands which are in the kernel
Due to Hain's results, we can obtain some summands in Ker τ * by considering the cup product. That is, we calculate the image of the homomorphism
In terms of sp(2g, Q)-vector spaces, we determine the image of (g = 3).
Proof.
We can obtain the above result by applying the method in [8, 10] , or by using LiE (with checking the result). Here we omit the detail of the proof. 2
With respect to the above decomposition, we prove the following proposition (this fact for the stable range is mentioned in [15, Proposition 6 .3] without proof). (g = 3).
Proposition 6.2. For g 3, the irreducible decomposition of the image of the homomorphism
∧ : [1 3 ] ⊗ ([2 2 ] + [0]) → 3 [1 3 ] is
Proof. We can see that the highest weight vector
and the highest weight vector
by checking that they vanish when we apply X i,j (i < j ), Y i,j (i < j ) and U i . Using v [2 2 ] and v [0] , we construct some vectors in Image ∧ and decompose them to each irreducible component. To do so, we need a lot of sp(2g, Q)-vector spaces and sp(2g, Q)-homomorphisms. We summarize them in the following diagram:
where ι is the inclusion and homomorphisms f i , g i and h i are defined as follows.
[3 2 1]: Taking the wedge product of v [2 2 ] and A 123 , we obtain
When g 4, this is the non-zero highest weight vector of [3 2 1]. Hence we see that Image ∧ contains the summand [3 2 1] .
[321 2 ]: Take the wedge product of v [2 2 ] and A 134 . Then
Hence we obtain 
We denote the former map by F and the latter one by G. By a similar calculation, we obtain
On the other hand, we prepare another vector
Hence, we obtain 
Summands which are not in the kernel
By considering the homomorphism
we can obtain summands which are not in Ker τ * by decomposing the image of τ * into each irreducible component as mentioned in the proof of Theorem 4.4. To obtain elements in H 3 (I g , Q), we construct some Abelian subgroups of I g and take their fundamental classes. We can find some Abelian groups by choosing simple closed curves on Σ g along which Dehn twists are done. 
Since τ is M g -equivariant, the lemma follows.
After the above preparation, we continue the proof of Theorem 5.2. We now assume g 5. As in the previous subsection, we summarize sp(2g, Q)-vector spaces and sp(2g, Q)-homomorphisms in the following diagram:
Similarly we have
This is the highest weight vector of [1 7 ] so that [1 7 ] is not in Ker τ * for g 8.
We have 
This is the highest weight vector of ] whose multiplicity is actually 2 when g 7 and 1 when g = 5, 6. We can see that for trivalent graphs Λ explicitly. Hence we need to write the unique invariant vector of (( 3 U Q ) ⊗ H Q ) Sp by using them.
Lemma 6.6. Up to non-zero scalars, the equality
holds where we write a Λ for the Sp(2g, Q)-invariant tensor which associates to the trivalent graph Λ; namely a Λ = Φ α (Λ).
Proof. Since ((
) Sp is 1-dimensional for g 5, we obtain the result by decomposing some elements of ( 4 ( 3 H Q )) Sp with respect to the direct sum decomposition 4 3
and seeing the component of (( Sp . We refer to Section 3 in [17] for a method for obtaining such a decomposition. We now decompose Λ 2 . In the rest of the proof, we use the notation of [17] we do not know whether they are trivial or not at the present. As for the degree 3, which we treated above, using the well-known fact about the realization of homology classes, we see that the problem is reduced to the case of three-dimensional manifold groups, which are fundamental groups of some three-dimensional closed manifolds. Thus we have given a new approach to the non-triviality problem of Morita-Mumford classes on the Torelli group.
