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Introduction
L
e phénomène de résonance intervient dans tous les domaines de la physique où
la notion d’onde entre en jeu. Les notes issues des vibrations des cordes d’une
guitare et amplifiées dans sa caisse de résonance, l’enfant qui fait en sorte ins-
tinctivement d’exciter le mode fondamental d’une balançoire pour aller le plus haut
possible, les aliments réchauffés au four à micro-ondes en agitant les molécules d’eau
qu’ils contiennent, les progrès de la médecine à travers l’imagerie par résonance magné-
tique nucléaire (RMN), la rupture du pont de Tacoma en 1940 à cause d’un vent faible
mais néanmoins amplifiant ses oscillations, les vagues scélérates etc., tous ces exemples
ont en commun la notion de résonance, qu’elle soit voulue, provoquée, ou subie, indési-
rable. Ces exemples de la vie de tous les jours montrent à quel point le phénomène est
important ainsi que la nécessité de le comprendre pour mieux l’apprivoiser, afin de le
mettre à profit ou au contraire de l’éviter.
Dans le domaine de l’optique ce phénomène peut être utilisé pour concevoir des filtres
sélectionnant de manière préférentielle une bande de fréquences, pouvant être utilisé
par exemple pour filtrer la lumière dans ces composantes Verte, Rouge et Bleue dans les
pixels des appareils photo numériques pour pouvoir reconstruire une image en couleurs
à partir de ces trois couleurs fondamentales.
La volonté de détecter des informations non visibles par l’œil humain a motivé le
développement de capteurs d’image dans d’autres domaines spectraux que le visible. Le
domaine infrarouge (longueurs d’ondes au dessus du rouge, entre 800 nm et 1mm envi-
ron) est particulièrement intéressant dans la mesure où, selon la loi de Planck, les corps à
température ambiante émettent un rayonnement dont la longueur d’onde se situe autour
de 10µm. Il est donc possible de détecter un objet chaud dans un fond plus froid et ainsi
concevoir des dispositifs de vision nocturne. C’est ainsi que certains serpents repèrent
leurs proies dans l’obscurité grâce à des capteurs thermiques.
La détection du rayonnement infrarouge intéresse bien sûr le secteur militaire, pour les
combats de nuit ou le guidage de missiles. Mais ses applications sont également civiles :
contrôle de procédé de fabrication industriel, cartographie des zones de turbulence en
météo, astrophysique, diagnostic d’isolation thermique des bâtiments, etc.. Aussi, l’ima-
gerie infrarouge est-elle en plein développement. Deux grands types de détecteurs se
partagent le marché : les détecteurs quantiques fonctionnant par effet photo électrique,
et les détecteurs thermiques fondés sur la variation de température d’un matériau absor-
bant.
De manière analogue aux dispositifs fonctionnant dans le visible, l’assemblage en
matrice de pixels des détecteurs permet de réaliser des imageurs infrarouges capables
de recréer une image qui est le reflet des variations de température de la scène observée.
De génération en génération, les fabricants proposent des microbolomètres de plus en
plus performants et dont la résolution spatiale augmente de par la diminution de la taille
transverse des pixels qui atteint aujourd’hui 17µm.
En plus de détecter le rayonnement infrarouge, certaines applications nécessitent de
déterminer le spectre de la scène observée, c’est à dire la part des différentes longueurs
d’ondes dans le flux détecté, de la même façon que l’œil est capable de discriminer dif-
férentes couleurs. Ainsi, l’imagerie multispectrale consiste à filtrer la lumière incidente sur
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plusieurs bandes spectrales en amont du détecteur. Cela étant, la majorité des détecteurs
infrarouges du commerce ne produisent que des images de flux même si les développe-
ments actuels vont dans le sens d’une intégration de fonctionnalités de filtrage spectral
dans le but de « voir les couleurs infrarouges ».
Le choix de la technologie de filtrage est un point crucial. Les filtres interférentiels
basés sur des empilements multicouches sont largement utilisés dans le domaine du vi-
sible. L’épaisseur des couches doit être de l’ordre de grandeur de la longueur d’onde de
filtrage, et devient donc de quelquesmicrons dans l’infrarouge, ce qui est complexe à réa-
liser par des procédés de dépôts conventionnels et peut engendrer de fortes contraintes
mécaniques. Il en résulte que cette approche pose un réel problème de coût et de pos-
sible industrialisation. En revanche, le filtrage fondé sur l’utilisation de structures diffrac-
tives, composées typiquement d’une couche métallique microstructurée périodiquement
à l’échelle de la longueur d’onde, est tout à fait réalisable par des techniques de gravure
standard, en photolithographie ou en lift off.
Pour réaliser les fonctions de filtrage adéquates, il est nécessaire de mettre à profit
des phénomènes de résonance dans les structures diffractives. Par résonant, nous enten-
dons qu’une faible modification de la longueur d’onde incidente modifie grandement la
réponse de la structure. Cela est nécessaire pour obtenir des gabarits de filtres abrupts.
Pour observer de tels effets, les dimensions caractéristiques des structures doivent être
de l’ordre de grandeur de la longueur d’onde d’utilisation. Aussi les lois de l’optique
géométrique de Snell-Descartes deviennent-elles inapplicables et il est alors nécessaire de
résoudre les équations de Maxwell de manière rigoureuse pour modéliser correctement
de telles structures. Il est donc essentiel d’étudier les résonances électromagnétiques des
réseaux de diffraction pouvant être utilisés pour le filtrage spectral.
C’est dans ce contexte que s’inscrit cette thèse, fondée sur une collaboration entre
Silios Technologies et l’Institut Fresnel dans le cadre d’une convention CIFRE. Elle porte
sur la modélisation de réseaux de diffraction dans le but de réaliser des filtres optiques
adaptés à l’imagerie multispectrale dans l’infrarouge. Ces filtres doivent être larges spec-
tralement pour obtenir un flux suffisant sur le détecteur, dotés d’une tolérance angulaire
de 30◦ et indépendants de la direction de polarisation incidente. Pour déterminer les ca-
ractéristiques opto-géométriques des structures diffractives candidates, nous employons
une formulation de la méthode des éléments finis (Finite Element Method, FEM) adaptée
aux géométries les plus variées et aux matériaux à pertes. Nous avons développé une
méthode de recherche des modes propres et des fréquences propres desdites structures,
elle aussi basée sur la FEM, permettant d’étudier leurs résonances. Enfin nous avons éla-
boré une procédure permettant de prédire les conditions d’excitation de ces résonances.
Ce manuscrit est composé de sept chapitres. Dans le chapitre 1, nous commençons
par des généralités sur le rayonnement infrarouge et les détecteurs existants dans ce do-
maine.Une étude bibliographique sur les solutions de filtrage diffractif est ensuitemenée,
indépendamment du contexte des imageurs thermiques et de l’infrarouge. Enfin, nous in-
troduirons la notion de résonance et ses applications dans le domaine du filtrage spectral.
Les aspects liés à la modélisation des réseaux périodiques et à la compréhension des
phénomènes de résonance dans ces structures sont regroupés dans la Partie I constitués
des chapitres 2 à 5, et sont séparés d’une étude plus applicative concernant leur concep-
tion, leur fabrication et leur caractérisation expérimentale (Partie II, chapitres 6 et 7).
Au chapitre 2, nous exposons laméthodeutilisée dans cette thèse pour lamodélisation
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de la diffraction d’une onde plane par des réseaux mono-périodiques. Cette formulation
scalaire des cas Transverse Électrique (TE) et Transverse Magnétique (TM) repose sur le
traitement par la FEM d’un problème équivalent de radiation, couplé à l’utilisation de
couches absorbantes parfaitement adaptées (Perfectly Matched Layers, PML) permettant
de se ramener à une cellule de calcul de taille finie. Dans ce contexte, nous avons déve-
loppé des PML adaptatives permettant de traiter le cas d’ordres de diffraction rasants,
les anomalies de Wood, où les PML classiques sont inefficaces.
Le chapitre 3 est consacré à lamise en place d’uneméthode permettant de résoudre un
problème spectral par la FEM, autrement dit à chercher les fréquences propres et les modes
propres de l’opérateur de Maxwell pour des structures périodiques ouvertes, dans le cas
scalaire et pour desmatériaux non dispersifs. Elle repose sur le traitement d’un problème
fermé grâce à l’utilisation de PML dont nous étudions les différents paramètres et leur in-
fluence sur la structure du spectre de l’opérateur en question. Cette approche est validée
en la comparant avec une méthode baptisée tétrachotomie permettant de trouver les pôles
des coefficients de Fresnel (qui sont aussi les valeurs propres du problème) au travers
d’exemples numériques simples. En outre, nous étendons la formulation du problème
spectral au cas de matériaux dispersifs en utilisant un modèle de permittivité qui nous
conduit à résoudre un problème aux valeurs propres quadratique. Cette formulation est
appliquée à un exemple d’un réseau de diffraction.
Dans le chapitre 4, nous présentons uneméthode modale qui nous permet de décompo-
ser un champ solution du problème de diffraction sur la base des modes propres. Cette
formulation, reposant sur le traitement d’un problème spectral adjoint, nous donne les
coefficients de cette décomposition traduisant le couplage d’unmode propre donné avec
une onde plane incidente, révélant comment ce mode est excité. La méthode est compa-
rée dans les deux cas de polarisation aux résultats obtenus par la formulation exposée
au chapitre 2 sur l’exemple d’un réseau de fentes.
Le chapitre 5 constitue une généralisation des chapitres 2 à 4 au cas vectoriel tridimen-
sionnel de réseaux croisés. Nous posons les bases théoriques du problème de diffraction,
du problème spectral et de la méthode modale dans le cas 3D. Les concepts généraux
restant les mêmes que dans le cas scalaire, nous rentrons moins dans les détails et réser-
vons les exemples numériques d’application pour la suite.
En effet, nous étudions au chapitre 6 quatre types de réseaux de diffraction possi-
blement utilisables pour réaliser des filtres dans l’infrarouge. Nous appliquons sur ces
exemples les méthodes présentées au chapitre 5 pour étudier leur propriétés spectrales.
Nous étudions l’influence des paramètres opto-géométriques sur les résonances et déga-
geons dans chaque cas un jeu de paramètres intéressant pour réaliser diverses fonctions
de filtrage spectral. Les avantages et inconvénients en terme de fabrication et d’utilisation
de chaque type de filtre sont mis en évidence.
Enfin les premières fabrications et caractérisations expérimentales des deux types de
filtres définis au chapitre 6 comme susceptibles de répondre aux exigences du filtrage
pour l’imageriemultispectrale sont exposées dans le chapitre 7. Le premier d’entre eux est
un réseau de plots cylindriquesmétalliques sur un bicouchemétal/ diélectrique, réalisant
des filtres coupe bande en réflexion. Le deuxième est un réseau d’ouvertures annulaires
dans un couche métallique qui permet d’obtenir des filtres passe bande en transmission.
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epuis le début des années 1990, l’imagerie infrarouge a profité d’une évolution
majeure avec le développement et la commercialisation de matrices de détec-
tion infrarouge non refroidies. L’imagerie infrarouge était jusque là réservée aux
domaines de pointe (militaire, spatial...). En effet, les détecteurs utilisés étaient de type
quantique, ce qui nécessite un matériau semi-conducteur dont la largeur de bande inter-
dite est adaptée à la longueur d’onde à détecter. Dans l’infrarouge, les énergies mises en
jeu sont plus faibles que dans le visible (environ 0.1 eV pour la bande spectrale centrée à
10µm). Ceci a pour conséquence, qu’à la température ambiante, le courant photonique
engendré dans la structure de détection (photodiode) est complètement masqué par le
courant thermique. La seule issue est donc de refroidir le photodétecteur pour diminuer
le courant thermique jusqu’à pouvoir lire le courant photonique. Ces contraintes font
que les détecteurs infrarouge refroidis sont chers, à la conception, à la production et à
l’utilisation.
En revanche, la détection infrarouge fondée sur la mesure de l’élévation thermique d’un
matériau absorbant nenécessite pasde refroidissement. Ladifficulté est alors l’intégration
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des fonctions nécessaires à ce type de détection dans des pixels qui soient suffisamment
petits pour réaliser des matrices adaptées aux applications d’imagerie. Cela a été rendu
possible par le développement des technologies de la microélectronique, permettant de
réaliser des composants en grande série et à bas coût.
Ainsi, à l’instar du radar ou du GPS par exemple, une technologie initialement réservée
aux applications de défense se retrouve-t-elle dans le domaine civil : de la vision de nuit
équipant les voitures à l’imagerie médicale, en passant par la lutte contre les incendies
et le diagnostic d’isolation thermique des bâtiments, les applications se font de plus en
plus nombreuses.
Le composant de base d’un imageur infrarouge non refroidi est son détecteur ther-
mique : lemicrobolomètre (un bolomètre spécial opérant dans la bande III de l’infrarouge,
entre 8 et 14µm). Il consiste en une matrice de pixels, chaque pixel étant composé d’une
résistance faite d’un matériau absorbant présentant un coefficient de température élevé,
sur une large surface de silicium possédant une faible capacité thermique et dotée d’une
bonne isolation thermique. Lorsque le rayonnement infrarouge situé dans une certaine
bande de longueur d’onde atteint le matériau absorbant, cela modifie la résistance élec-
trique de ce dernier. Toute variation de température dans la scène observée provoque une
variation de la température du bolomètre. Cette variation est convertie en un signal élec-
trique pour chaque pixel, qui permet lui-même de composer l’image. Contrairement au
capteur qu’est l’œil humain dans le visible, lequel est capable de discriminer les couleurs,
la grande majorité des microbolomètres du commerce ne « voient » que des images de
flux. En filtrant spectralement la lumière incidente en amont du détecteur, on peut faire
de l’imagerie multi-spectrale infrarouge, permettant d’extraire différentes informations
dans la scène observée. Les futures évolutions des microbolomètres, outre la réduction
de la taille transverse des pixels, iront probablement dans le sens d’une plus grande in-
tégration de fonctionnalités au sein du pixel. On peut dès à présent imaginer un filtrage
avec des motifs analogues aux motifs de Bayer [2] dans le visible, et ainsi entrevoir la
possibilité de « caméras couleurs » dans l’infrarouge.
Pour parvenir à ces fonctions de filtrage, plusieurs possibilités sont envisageables. La plus
répandue est le filtrage interférentiel, basé sur des empilements multicouche. Mais cette
technique présente le désavantage d’être complexe et onéreuse à mettre en œuvre dans
l’infrarouge lointain de par l’épaisseur importante des couches nécessaires et leur nombre
(plusieurs dizaines). Une alternative potentielle repose sur un filtrage réalisé grâce à des
matériaux microstructurés. En effet, les progrès des technologies de micro-structuration
permettent désormais de graver la matière à des échelles nanométriques. Ces résolutions
atteignables depuis quelques années permettent de transposer les structures de filtrage
réservées jadis aux domaines de grande longueur d’onde comme les micro-ondes aux
domaines de l’infrarouge et du visible. En particulier, un intérêt croissant est porté aux
structures périodiques dans une, deux ou trois dimensions de l’espace. Dénommés cris-
taux photoniques, ces analogues des semi-conducteurs pour l’électromagnétisme car ils
présentent une bande interdite photonique, ont des propriétés optiques spectaculaires
et sans équivalent naturel (réfraction négative par exemple). Cette nouvelle classe de
matériaux artificiels porte le nom de métamatériaux. Notons que les réseaux de diffraction,
constitués typiquement d’un substrat et d’une couche d’un matériau structurée pério-
diquement dans une ou deux dimensions, sont une sous branche de cette catégorie, ils
peuvent être en effet considérés comme des « tranches » de cristaux photoniques. Bien
que connus et étudiés depuis plus de deux siècles, les réseaux de diffraction font encore
aujourd’hui l’objet d’intenses recherches théoriques et sont utilisés dans un large panel
d’applications. Ils seront le sujet d’étude principal de ce travail de thèse.
D’un point de vue pratique, ces structures diffractives sont encore couteuses à réaliser,
si bien qu’il est essentiel de modéliser leur comportement et tester leurs performances
in silico plutôt que de fabriquer un grand nombre d’échantillons et de les caractériser. Le
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fait que leurs dimensions caractéristiques soient de l’ordre de grandeur de la longueur
d’onde d’utilisation leur confère des propriétés de résonance, et il est alors nécessaire de
résoudre les équations de Maxwell de manière rigoureuse pour appréhender correcte-
ment ce phénomène. Par résonance nous entendons qu’une petite variation des causes
peut engendrer une grande variation des effets. Dans notre cas, une petite variation de la
longueur d’onde du champ incident sera susceptible de provoquer une grande variation
du champ diffracté, et par conséquent de la répartition de l’énergie transmise, réfléchie
et absorbée par le composant. Ces variations rapides pourront donc être mises à profit
pour réaliser diverses fonctions de filtrage spectral. Il est donc essentiel d’étudier les
résonances des structures candidates, et donc de calculer leurs fréquences propres.
L’objectif de ce chapitre est de situer le contexte et les objectifs de cette étude. Nous
commençonspardes généralités sur le rayonnement infrarouge, avant étudier unprocédé
de détection de la lumière dans ce domaine spectral, avec notamment son bloc de base, le
microbolomètre, puis nous exposerons les principes de l’imagerie multispectrale. Nous
passerons ensuite en revue différentes solutions de filtrage spectral diffractif existantes.
Enfin, nous nous intéresserons au phénomène de résonance mis à profit pour obtenir des
fonctions de filtrage.
1.1 Le rayonnement infrarouge
La matière émet et absorbe en permanence du rayonnement électromagnétique. Le
processus d’émission est lié à l’agitation moléculaire interne de la matière, agitation
des molécules qui dépend du matériau mais surtout de la température. La théorie de
l’électromagnétisme classique nous montre que la nature du rayonnement émis dépend
de l’accélération subie par les particules. Comme a priori toutes les valeurs d’accélé-
ration sont possibles, chaque molécule fournit une certaine énergie radiative dont les
niveaux d’énergie statistiques prennent toutes les valeurs : le rayonnement est dit à
spectre continu. L’émission thermique des solides est référencée à la notion théorique de
« corps noir » , défini comme un objet capable d’absorber totalement tout rayonnement
incident, quelle que soit sa longueur d’onde. L’émission spectrale du corps noir est décrite
par la loi de Planck bâtie sur des considérations thermodynamiques statistiques. La loi
de Planck définit la distribution de luminance énergétique spectrique du rayonnement
thermique du corps noir en fonction de la température thermodynamique.
La luminance énergétique spectrique est un flux énergétique par unité de surface,
par unité d’angle solide et par unité de longueur d’onde ( elle s’exprime donc en
W ·m−2 · sr−1 ·m−1) et est définie par :
Lλ =
2hcλ2
λ5
1
exp
(
hcλ
kλT
)
− 1
,
où cλ = c/nλ est la vitesse du rayonnement électromagnétique dans le milieu où se
propage le rayonnement, nλ est l’indice de réfraction du milieu à la longueur d’onde λ,
c = 299 792 458m · s−1 est la vitesse de la lumière dans le vide, h = 6.626 069 57 · 10−34 J · s
est la constante de Planck, k = 1.380 661 · 10−23 J · K−1 est la constante de Boltzmann et T
est la température de la surface du corps noir en K.
La loi deWien, qui est obtenuepar dérivationde la loi de Planck, décrit le déplacement
du maximum de l’émission spectrale du corps noir en fonction de la température :
λmax =
2898
T
,
oùλmax est la longueur d’onde dumaximum (enµm) etT est la température du corps noir
enK.Ainsi un corpsnoir à la température ambianteT = 300K, a sonmaximumd’émission
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Figure 1.1 | Spectres de rayonnements de Planck pour différentes températures, en représen-
tation log-log.
spectrale pour une longueur d’onde de 10µm, alors que le soleil dont la température
apparente est de 5777K, donne un maximum à 0.5µm (cf. Figure 1.1). Cette loi de
Wien explique bien le déplacement vers les courtes longueurs d’onde de l’émission des
corps noirs de plus en plus chauds. Le rayonnement infrarouge correspond au domaine
d’émission de la matière dont les températures sont celles trouvées généralement à la
surface de la Terre. Les objets naturels ne sont, en général, pas des corps noirs : on dit
qu’ils sont « gris ». Par là, il est entendu qu’ils n’absorbent pas totalement le rayonnement
qu’ils reçoivent, ils n’émettent pas non plus autant de rayonnement qu’un corps noir. On
définit un coefficient spectral, l’émissivité, notée ǫ, toujours inférieure à 1, qui caractérise
la proportion duflux émis par l’objet par rapport au corps noir théorique. La conservation
de l’énergie implique que le flux absorbé est égal au flux émis : l’émissivité est donc égale
à l’absorption.
1.2 Absorption de l’atmosphère
L’atmosphère terrestre n’est pas transparente pour toutes les longueurs d’onde. La
transmission du rayonnement optique à travers l’atmosphère dépend de deux phéno-
mènes essentiels :
– l’absorption propre des constituants gazeux de l’atmosphère, en particulier H2O et
CO2,
– l’absorption par diffusion due à la présence des particules qu’elle contient, molé-
cules ou aérosols.
Lorsque le rayonnement traverse l’atmosphère, il apparait des bandes d’absorption
dues notamment à la présence de vapeur d’eau. C’est ce constituant qui détermine l’ab-
sorption la plus importante dans l’infrarouge, d’autres gaz comme le gaz carbonique
(CO2) et les gaz à « effet de serre » interviennent avec moins d’intensité. Nous constatons
donc l’existence d’un certain nombre d’intervalles transparents, les « fenêtres de trans-
mission », c’est-à-dire de bandes spectrales à l’intérieur desquelles l’absorption est très
faible (Figure 1.2). Ces fenêtres sont situées aux intervalles de longueurs d’onde :
– 0.4 à 1.0µm : la bande visible,
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Figure 1.2 | Spectre de transmission de l’atmosphère et molécules mises en jeu dans les
fenêtres d’absorption.
– 1.2 à 2.5µm : la bande IR I, dite aussi infrarouge proche,
– 3.0 à 5.0µm : la bande IR II, dite aussi infrarouge moyen,
– 8.0 à 14.0µm : la bande IR III, dite aussi infrarouge lointain. 1
Cette dernière fenêtre est d’une grande importance, car elle correspond, on l’a vu, aux
longueurs d’onde du maximum d’émission thermique du corps noir à la température
ambiante. C’est donc ici que devront fonctionner les systèmes destinés à détecter les
objets par leur émission propre. Il est souvent intéressant d’utiliser aussi la fenêtre 3 à
5µm pour la mise en évidence de corps plus chauds.
1.3 Détection infrarouge
Nous présentons ici les principes de la détection infrarouge, et plus particulièrement
les détecteurs non refroidis. Une étude complète est en dehors du cadre de cette ce travail,
et nous laissons le soin au lecteur intéressé de se reporter par exemple à la référence [113].
Deux types de détecteurs infrarouges coexistent : les détecteurs quantiques et les
détecteurs thermiques. Les détecteurs de type quantique mettent à profit l’effet photo-
électrique et sont fondés sur la mesure d’un courant engendré par la création de paires
électron-trou due à l’absorption du rayonnement infrarouge dans un matériau semi-
conducteur adapté à la longueur d’onde à détecter. Les détecteurs thermiques sont quant
à eux fondés sur la mesure de l’élévation de température d’un matériau absorbant le
rayonnement infrarouge.
Bien que les effets de la concentration du rayonnement solaire avec des miroirs et des
lentilles soient connus depuis la plus haute antiquité, ce n’est que beaucoup plus tard que
les premières expérimentations sur le rayonnement infrarouge ont été menées. En effet
l’italien Giovanni Battista Della Porta (1535-1615), à la fin du XVIe siècle, a détecté avec
son visage la concentration par un miroir convexe de la chaleur issue d’une bougie et du
froid issu d’un bloc de glace. C’est ensuite au début du XVIe siècle que des savants ont
remplacé la sensibilité du visage ou de la main par un instrument de mesure : l’ancêtre
du thermomètre à colonne de liquide. De nombreuses études théoriques et expérimen-
tales font suite aux travaux de ces pionniers. Enfin au début du XIXe siècle, Sir Frederick
William Herschel (1738–1822) mesura la température des différentes couleurs issues de
1. Ce découpage de l’infrarouge n’est pas vraiment normalisé et les différentes bandes et leurs limites
peuvent varier selon les ouvrages, les applications...
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la lumière décomposée par un prisme et se rendit compte qu’elle augmentait du bleu
vers le rouge. En allant au delà du rouge, il mit en évidence l’existence d’un rayonnement
invisible à l’œil humain dont la température associée était encore plus grande et qu’il
nomme calorific rays [111].
L’avènement de l’électronique et les progrès technologiques ont permis de mettre
au point des détecteurs thermiques de plus en plus performants, l’essentiel des progrès
ayant été réalisé dans la fin du XXe siècle avec le développement de la microélectronique
sur silicium. Jusqu’alors, les détecteurs thermiques n’ont été que très peu utilisés pour
l’imagerie à cause de leurs trop grandes dimensions et d’un temps de réponse trop
long. En revanche depuis les années 1980, les développements technologiques de la
microélectronique permettent d’une part la réalisation de structures de détection de
très faible masse thermique, donc de constante de temps réduite et de plus grande
sensibilité, et d’autre part la conception et la fabrication de circuits de lecture matriciels
avec des technologies CMOS de plus en plus performants. Ces deux points font que
les développements de matrices de détecteurs thermiques permettent actuellement de
réaliser des caméras d’imagerie infrarouge de hautes performances à partir de détecteurs
non refroidis. Longtemps classifiés, les premiers résultats ont été publiés au début des
années 1990, et depuis les progrès technologiques ont permis d’adresser des marchés de
plus enplus importants qui dépassent aujourd’hui en chiffre d’affaire lemarché accessible
aux détecteurs infrarouge refroidis [132].
1.3.1 Principe de fonctionnement des détecteurs quantiques
Les détecteurs infrarouges quantiques de hautes performances utilisent comme ma-
tériaux de détection des semi-conducteurs dont l’élaboration et la technologie de réalisa-
tion des structures de détection sont complexes et donc coûteuses. Leur faible largeur de
bande interdite (environ 0.1 eV), adaptée à la longueur d’onde à détecter (10µm), fait que
ces détecteurs présentent un courant d’obscurité tellement important à la température
ambiante qu’il masque le signal utile délivré. Vu que le courant d’obscurité croît expo-
nentiellement avec la température absolue, cela oblige à refroidir ces détecteurs pour
pouvoir lire le signal utile, ce qui en limite l’utilisation aux domaines militaire et profes-
sionnel de haut de gamme à cause de leurs coûts élevés d’acquisition et de maintenance.
Ces difficultés technologiques et les coûts d’utilisation importants motivent depuis le
début des années 1980, le développement de détecteurs infrarouge non refroidis fondés
sur le principe de la détection thermique.
1.3.2 Principe de fonctionnement des détecteurs thermiques
Dans le cas d’un détecteur thermique, le flux infrarouge incident est détecté non plus
par un effet photoélectrique, mais par la mesure de l’élévation de température d’un ab-
sorbeur du flux infrarouge. Tout détecteur thermique est alors constitué de l’assemblage
des fonctions d’absorption, demesure de température et d’isolation thermique, associées
à un circuit de lecture du signal issu du thermomètre selon le schéma représenté sur la
Figure 1.3a.
Le thermomètre doit avoir une grande sensibilité (variation importante de la gran-
deurmesurée pour une variation donnée de la température) et un faible bruit. Le choix du
thermomètre est très large car la plupart des phénomènes physiques sont thermiquement
activés. On peut ainsi considérer des thermomètres électriques (résistifs, pyroélectriques,
ferroélectriques, thermoélectriques...) ou mécaniques (bilames...) voire optiques (varia-
tion de polarisation ou de réflexion de la lumière en fonction de la température). Le
choix du type de thermomètre et du matériau le composant, est important car il entraîne
des contraintes d’une part au niveau de l’intégration du matériau dans l’empilement
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(a) Principe d’un détecteur
thermique.
(b) Schéma de réalisation d’un pixel.
Figure 1.3 | Principe de fonctionnement des détecteurs thermiques
technologique et d’autre part au niveau du système.
Les éléments sensibles constitutifs de l’imageur sont organisés en matrice d’éléments
sensibles appelés pixels pour picture element (cf. Figure 1.3b) dont chacun est relié à
une entrée d’un circuit intégré chargé de lire chaque thermomètre et de multiplexer les
signaux vers une sortie vidéo.
Par principe, la réponse de ce type de détecteur est peu dépendante de la longueur
d’onde, contrairement à celle du détecteur quantique qui dépend de la largeur de bande
interdite ou des niveaux d’impureté du semi-conducteur utilisé. En effet, les propriétés
en longueur d’onde ne sont gouvernées que par les caractéristiques spectrales de l’absor-
beur. Dans la réalité, les détecteurs destinés à l’imagerie thermique sont optimisés pour
détecter les longueurs d’onde comprises entre 8 et 14µm qui correspondent, comme
nous l’avons vu, au maximum d’émission du corps noir à la température ambiante et,
fort heureusement, à une large fenêtre de transparence atmosphérique.
Nous considérons maintenant un type particulier de détecteur non refroidi, les dé-
tecteurs thermiques résistifs , car ils sont désormais les plus employés pour les applica-
tions d’imagerie. On nomme bolomètre un détecteur thermique utilisant une thermistance
commematériau thermomètre. Onmesure alors la variation de résistance de chaque pixel
pour remonter à l’énergie infrarouge incidente sur chaque pixel. On peut ainsi présenter
une image qui est le reflet des différences de température et d’émissivité présents sur la
scène. La version pixellisée et adaptée à fonctionner dans la bande IR III d’un bolomètre
est communément appelée microbolomètre.
Une modélisation complète d’un microbolomètre est extrêmement complexe à cause du
nombre important de paramètres qui entrent en jeu et de leurs influences mutuelles.
Le modèle le plus simple ne tient pas compte de l’effet Joule induit par la lecture de la
résistance électrique qui constitue le bolomètre. On retiendra que le signal est directe-
ment proportionnel, d’une part, à la résistance thermique existante entre l’absorbeur, le
thermomètre et le circuit de lecture (considéré comme un puits thermique) que l’on est
capable de réaliser avec l’empilement technologique retenu et, d’autre part, au courant
qui traverse le bolomètre [132].
Le choix dumatériau thermomètre est essentiel. En effet celui-ci ne doit pas être seule-
ment performant (rapport signal à bruit élevé) mais aussi compatible avec les procédés
technologiques de dépôt et gravure de type monolithique, c’est-à-dire assemblé directe-
ment sur un substrat comportant déjà les structures CMOS d’adressage et de lecture. Ces
deux caractéristiques fondamentales orientent les choix soit vers des matériaux déjà uti-
lisés dans les technologies silicium comme le titane, soit vers des matériaux compatibles
de la technologie silicium comme le silicium amorphe ou, dans une moindre mesure,
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l’oxyde de vanadium.
La réalisation de la fonction absorption est fondée, d’une part, sur un couplage de
l’onde électromagnétique incidente avec une structure comportant des électrodes mé-
talliques de résistivité adaptée à l’impédance du vide, et d’autre part sur la réalisation
d’une cavité quart d’onde centrée sur la longueur d’ondeλp à absorber. Cette cavité quart
d’onde, qui améliore l’absorption du rayonnement à 10µm caractéristique de l’émission
des corps à la température ambiante, a très rapidement été introduite dans les développe-
ments des microbolomètres IR non refroidis quelle qu’en soit leur structure [79]. En pra-
tique cette cavité résonante est composée du vide et des couches, plus ou moins épaisses
selon les technologies, constituées du thermomètre, de l’absorbeur et éventuellement des
couches supports ou de protection qui peuvent être employées dans l’assemblage.
1.4 Spectrométrie
La spectrométrie d’une scène consiste en l’étude de son spectre. Pour être plus précis,
il s’agit de déterminer les différentes longueurs d’onde qui composent la scène observée
et de déterminer la part de chacune d’entre elles dans le flux total que l’on détecte. Un
spectromètre permet donc d’obtenir une signature spectrale caractéristique de l’image,
qui informe sur la nature des objets observés. On pourra par exemple différencier tel ou
tel type de végétal ou deminéral grâce à son empreinte spectrale, souvent dans le proche
infrarouge pour ce type d’objet. La spectrométrie concerne également le domaine de la
détection des gaz. En effet, un gaz particulier possède des raies d’absorption caractéris-
tiques qui dépendent de la structure de la molécule. Par exemple, la liaison C-H présente
une raie d’absorption vers 3.4µm, cette raie sera donc présente dans le spectre de tous
les hydrocarbures. Dans la bande IR III, les raies d’absorption vont être une signature
d’un hydrocarbure particulier.
Il existe différentes catégories de spectromètres. On citera par exemple :
– Les spectromètres à prisme se servent de la relation de dispersion d’un matériau :
les rayons incidents sont réfractés dans le prisme et en émergent avec un angle
dépendant de leur longueur d’onde.
– Les spectromètres à fentes sont basés sur la diffraction du rayonnement à analyser à
travers une fente fine. En fonction de la longueur d’onde, les rayons seront transmis
avec un angle différent pourront être étudiés séparément.
– Les spectromètres à réseaux de diffraction profitent de la diffraction en différents ordres
de la lumière sur un réseau. La loi fondamentale des réseaux, résultant des inter-
férences entre les ondes diffractées par chacune des fentes, va donner l’angle des
rayons diffractés par le réseau en fonction de leur longueur d’onde.
– Les spectromètres à transformée de Fourier. Deux répliques du faisceau à analyser
sont obtenues classiquement grâce à un interféromètre de Michelson dont l’un
des miroirs est mobile, faisant ainsi varier la différence de marche entre les deux
répliques. On obtient alors un interférogramme permettant de remonter, à l’aide
d’une transformée de Fourier, au spectre de la scène.
Le choix du spectromètre est à faire en fonction de son utilisation (gamme spectrale,
résolution spectrale, flux disponible, encombrement...)
1.5 Imagerie multispectrale
De nos jours, on cherche à réaliser des imageurs permettant de résoudre spectrale-
ment une scène pour en extraire une information sur quelques bandes : c’est l’imagerie
multispectrale [133]. Les applications sont nombreuses et variées, de l’observation du
12
1.5. Imagerie multispectrale
spectre des galaxies afin de remonter à leur composition chimique, jusqu’à la micro-
scopie multispectrale de cellules vivantes [62], permettant de mieux comprendre leurs
fonctions et interactions. Les dispositifs se doivent donc de combiner les aspects d’ima-
gerie et de spectrométrie.
Plusieurs possibilités ont été envisagées pour associer à des détecteurs (thermiques
ou quantiques) des fonctions permettant de faire de la spectrométrie. Notons par exemple
deux dispositifs compacts développés récemment à l’ONERA basés sur un spectromètre
à transformée de Fourier. Le premier d’entre eux consiste en un prisme d’épaisseur
continument variable assurant la variation de la différence de marche, et déposé sur
la matrice de détection [116]. En plaçant une lentille devant le dispositif, on peut faire
de l’imagerie, mais un balayage spatial de la scène est nécessaire pour faire une image
complète. Un autre dispositif utilisant un dièdre à la place du prisme a été testé [43], mais
là encore il faut unmouvementmécanique, soit de l’appareil, soit dudièdre, pour pouvoir
faire de la spectro-imagerie. D’autres dispositifs utilisent une roue à filtres placée devant
le détecteur, chaque filtre laissant passer une bande de fréquences [4, 95]. Là encore, il
faut une pièce mécanique mobile. Dans tous les cas, les images à différentes longueurs
d’onde ne sont pas prises simultanément, et cela peut être un problème si la scène
varie rapidement. L’absence demouvement mécanique permettrait aussi d’augmenter la
vitesse d’acquisition ouvrant la voie à des applications qui nécessitent un nombre élevé
d’images par seconde comme les applications embarquées.
(a) [125] (b) [125]
(c) [130]
Figure 1.4 | Architectures de filtrage multispectral. 1.4a : système multi-voies composé d’une
matrice de microlentilles, chacune d’entre elles permettant de faire une imagette de la scène
sur un groupe de pixels connexes de la matrice de détection. 1.4b : en ajoutant un filtre spectral
devant chacune des voies, on obtient des images prises sur différentes plages spectrales.
1.4c : les fonctions de filtrage peuvent être appliquées au niveau d’un groupe de pixels (à
gauche) ou au niveau du pixel (à droite).
S’inspirant du système de vision de certains insectes [118], plusieurs équipes ont
proposé des systèmes multi-voies afin de capturer plusieurs images de la même scène
en un seule acquisition [130, 33]. La plupart des systèmes sont basés sur une matrice
de microlentilles, chacune d’entre elles permettant de faire une imagette de la scène
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sur une petite zone de la matrice de détection (cf. Fig. 1.4a). Ce type de système multi-
voies permet d’ajouter une fonction optique devant chaque voie (cf. Figs. 1.4b et 1.4c,
à gauche). Dans le domaine du visible, le filtrage colorimétrique dans les imageurs est
assuré classiquement par des résines colorées[10]. Des réalisations ont été conduites
avec des filtres interférentiels [125] placés devant chacune des voies. Une autre solution
consiste en des filtres constitués de cavités Fabry Pérot accordables grâce à des systèmes
microélectromécaniques (MicroElectroMechanical Systems en anglais, MEMS) [56]. En ap-
pliquant une tension on peut régler la longueur de la cavité et ainsi déplacer la fréquence
de résonance du filtre de manière continue. Les filtres peuvent aussi êtres réalisés par
des structures diffractives. Notons par exemple une réalisation dans le moyen infrarouge
d’un spectro-imageur statique avec des filtres à réseaux métalliques suspendus [57, 141],
avec détection refroidie. Ce type de structure mono-dimensionnelle est néanmoins dé-
pendant de la polarisation de l’onde incidente, et le caractère suspendu des réseaux de
tiges rend complexe sa fabrication. Ceci dit, des approches de filtrage par des bi-réseaux
de diffraction sub-longueur d’onde ont été conçues et démontrées expérimentalement
[146].
Une autre approcheprometteuse consiste à intégrer les fonctions defilagedirectement
au niveau du pixel (cf. Fig. 1.4c, à droite) [130]. Plusieurs réalisations ont été conduites,
avec différentes solutions pour obtenir la sélectivité spectrale incluant des empilement
multicouches, des structures diffractives, des cristaux photoniques, des micro-antennes,
etc... [128]. Retenons notamment des microbolomètres multispectraux dont la fonction
d’absorption a été modifiée pour restreindre leur détection à un domaine de longueur
d’onde. Ceci est réalisé par exemple avec des réseau de plots déposés sur un empile-
ment métal/diélectrique, provoquant un pic de résonance d’absorption dans la structure
que l’on peu accorder en faisant varier les dimensions transverses du réseau [84, 85].
D’une manière générale, on peut pressentir que l’évolution des détecteurs infrarouge
thermiques ira dans le sens d’une plus grande intégration de fonctionnalités comme la
sélectivité spectrale au niveau du pixel [114].
Notre objectif est de concevoir des filtres optiques pour obtenir des fonctions de
sélectivité spectrale dans la bande III de l’infrarouge, un filtre pouvant correspondre à
un groupe de pixels ou à un pixel unique. Nous avons exposé jusqu’ici un filtrage en
transmission, mais un filtrage en réflexion est tout à fait possible et sera étudié, bien
que cela complique l’architecture du système optique d’imagerie. Comme nous l’avons
vu il existe pléthore de solutions pour réaliser les fonctions de filtrage. La plus utilisée
et mature est le filtrage interférentiel. Cela étant, l’épaisseur des couches à déposer est
de l’ordre de l’épaisseur optique, c’est-à-dire plusieurs microns dans la bande spectrale
d’intérêt. Il en résulte donc une très grande difficulté technologique de réalisation que
ce soit en technologie de gravure ou en technologie lift-off, ainsi que des problèmes de
contraintes mécaniques dus à la grande épaisseur des couches. De plus, le grand nombre
de couches à déposer multiplie les étapes de fabrication, complexifiant le procédé et
accroissant sont coût. En conséquence, la technologie de filtrage interférentiel pose un
réel problème de faisabilité. Elle pose également un problème d’industrialisation future,
de par le nombre d’étapes mis en jeu, et de coût. Nous nous orientons donc vers une
technologie de filtrage diffractif potentiellement plus simple à mettre en œuvre. Ces
structures sont typiquement constituées d’une couche structurée dont les motifs ont
des dimensions critiques inférieures à la longueur d’onde. Dans la bande que l’on veut
adresser, les dimensions critiques sont alors de l’ordre de quelques microns, ce qui est
tout à fait réalisable par les microtechnologies actuelles.
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1.6 Les réseaux de diffraction
1.6.1 Généralités
Au début du XIXe siècle, T. Young et J. Fraunhofer construisirent le premier réseau
de diffraction optique et montrèrent le rôle de la diffraction dans le comportement de ce
type de structure. Depuis lors, les réseaux ont été utilisés dans un très large champ d’ap-
plications technologiques, depuis les premiers spectromètres jusqu’aux récents éléments
d’optique intégrée, et ce dans tous les domaines de longueur d’onde, des rayons X aux
micro-ondes. Dans ce contexte, les réseaux de diffraction ont été l’objet de nombreuses
publications depuis environ deux siècles. De manière surprenante, le sujet est encore
aujourd’hui d’actualité.
De manière générale, les réseaux de diffraction mono-dimensionnels sont constitués
par la répétition périodique d’un motif diffractant, comme par exemple une fente, et
séparent un faisceau monochromatique incident en plusieurs faisceaux, dits ordres de
diffraction transmis et réfléchis. Les directions privilégiées sont données par la formule
des réseaux de l’optique géométrique :
k sinθn = k sinθ + n
2π
d
, ∀n ∈ Z (1.1)
où k = 2πλ est la constante de propagation et d la période du réseau (cf. Figure 1.5).
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Figure 1.5 | Réseau de diffraction
Les réseauxdediffraction ont donc une nature dispersive, leur réponse (soit le nombre
d’ordres propagatifs, les directions et efficacités associées à ces ordres) étant dépendante de
la longueur d’onde incidente, à paramètres opto-géométriques fixés. Les efficacités des
ordres de diffraction, c’est à dire la part de l’énergie incidente redistribuée dans les dif-
férentes directions privilégiées de l’espace, résultent des interférences produites par les
contributions cohérentes diffusées par chaque motif. Leur détermination précise passe
par la prise en compte du caractère vectoriel de la lumière et des équations de Maxwell.
Lorsque la période d est du même ordre de grandeur que la longueur d’onde, l’énergie
incidente est répartie dans les ordres de diffraction dans des quantités très sensibles à
la polarisation incidente. La polarisation de la lumière émanant d’une scène quelconque
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pouvant être considérée comme une superposition de toutes les directions possibles de
polarisation, l’utilisation de réseaux sub-longueur d’onde mono-dimensionnels pour le
filtrage spectral est fortement compromise.
En 1902, R. W.Wood observa de rapides et inhabituelles variations d’intensité dans le
spectre d’un réseau de diffraction [145]. Ces effets non expliqués à l’époque par la théorie
classique des réseaux furent nommés « Anomalies de Wood ».
En 1907, Lord Rayleigh proposa une explication à ces anomalies [112]. La direction de
propagation d’un ordre de diffraction peut être tangente à la surface du réseau quand la
longueur d’onde ou l’incidence augmente. Cet ordre devient ensuite évanescent et l’éner-
gie qu’il transportait est redistribuée entre les autres ordres propagatifs, provoquant de
rapides variations d’intensité.
Vers 1938, U. Fano avança une autre explication selon laquelle ces anomalies sont reliées
à des effets de résonances [38, 37].
D’un point de vue expérimental, les spectres produits par des réseaux sont complexes
et leur interprétation est souvent difficile si l’on ne s’en remet pas aux équations de
Maxwell. De plus, même pour des géométries simples, la résolution de ces équations
devient rapidement une tâche compliquée. Mis à part certains traitements analytiques,
il fallut attendre les années 1960 et les débuts du calcul numérique sur ordinateur pour
obtenir des avancées dans la compréhension des comportements résonants des réseaux.
On peut par exemple citer les résultats fondamentaux d’Hessel et Oliner [61], qui ont
montré le rôle clé des résonances dues à l’excitation des modes propres des réseaux
dans leur propriétés spectrales. Maystre et Nevière [88, 90] ont étudié des cas spécifiques
d’anomalies de résonance. Ils ont présenté une étude approfondie relative aux anomalies
plasmoniques, qui entrent en jeu quand les plasmons de surface d’un réseau métallique
sont excités. Ils ont aussi considéré les anomalies apparaissant quand une couche de di-
électrique est déposée sur un réseau métallique et les ont reliés à l’excitation d’un mode
guidé dans la couche diélectrique.
En 1998, Ebbesen et al. ont reporté une transmission qualifiée d’extraordinaire à travers
un bi-réseau de trous percés dans une couche de métal déposé sur un substrat de verre
[34]. Ces expériences ont renouvelé l’intérêt porté aux réseaux et ont conduit à de nom-
breuses études théoriques et expérimentales sur les matériaux structurés à l’échelle de
la longueur d’onde durant ces quinze dernières années [46, 48]. Pour ces réseaux mé-
talliques, le rôle des plasmons de surface a été mis en exergue pour expliquer les pics
de transmission observés et leur position spectrale [87]. Un plasmon de surface d’un
dioptre plan est un mode électromagnétique non-radiatif associé à l’excitation collective
des électrons à l’interface entre un conducteur et un isolant. Ces modes ne peuvent pas
directement être excités par la lumière, mais le couplage peut être réalisé grâce à une
structuration de l’interface comme c’est le cas pour un réseau.
Par la suite, l’observation théorique et expérimentale de transmission exaltée dans des ré-
seaux diélectriques [75], ou d’autres considérés comme parfaitement conducteurs [109],
où les plasmons de surface ne peuvent pas exister, ont conduit à attribuer les caractéris-
tiques spectrales à d’autres types demodes. Ainsi, d’unemanière générale, les résonances
dans des structures optiques peuvent être attribuées à l’excitation de modes propres de
ces structures. La nature de ces modes varie selon la nature des matériaux et la confi-
guration géométrique : plasmons de surface pour les métaux, phonon-polaritons de
surface [66] pour les matériaux polaires, modes guidés de type Fabry-Pérot [55], modes
de Brewster-Zennek [119], etc...
Nous voyons donc que les propriétés spectrales des réseaux de diffraction sont in-
timement liées à l’excitation de modes de résonance. Il est donc essentiel de pouvoir
comprendre et modéliser les états propres de structures diffractives ainsi que leur cou-
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plage avec une onde électromagnétique excitatrice. C’est un des objectifs de ce travail de
thèse. Nous décrirons plus en détail le phénomène de résonance en partie 1.7, et mettrons
en place des outils théoriques pour la modélisation et l’étude des propriétés spectrales
des réseaux dans la partie I. Comme nous l’avons vu, le spectre des réseaux de diffrac-
tion peut présenter un comportement riche et complexe, qui peut être mis à profit pour
réaliser différentes fonctions de filtrage. Nous allons dans la partie suivante présenter
quelques réalisations récentes qui permettent de rendre compte du potentiel des réseaux
de diffraction pour le filtrage spectral.
1.6.2 Le filtrage spectral diffractif
Les réseaux dits séparateurs de couleur en transmission (en anglais Color Separation
Gratings, CSG), introduits par Damman en 1978 [17] exploitent par exemple le caractère
dispersif angulaire de réseaux de diffraction diélectriques en escaliers . Leur période,
typiquement de 20λ [32] les prémunit des effets néfastes de la polarisation incidente et
les classe dans la gamme des éléments dits de micro-optique. Nous nous intéresserons
quant à nous à des réseaux dont les dimensions sont de l’ordre de grandeur de la
longueur d’onde du champ incident, c’est à dire à des systèmes destinés à fonctionner
dans le domaine de résonance.
Matériaux diélectriques ou semi-conducteurs
Les réseaux de diffraction vus comme des guides d’ondes périodiques peuvent pré-
senter des pics étroits dans leur spectre réfléchi ou transmis, grâce à l’excitation d’un
mode propre de la structure. Cette propriété peut servir à l’élaboration de filtres à bande
étroite. Ils requièrent beaucoup moins de couches qu’un multi-couches à bande étroite.
Cependant, les résonances sont très sensibles à l’angle et à la polarisation incidente.
Fehrembach et al. sont parvenus à contourner cet obstacle modifiant les motifs de telle
sorte qu’il soit possible d’exciter plusieurs modes propres en même temps [39, 41, 121].
Si la bande transmise ou réfléchie par ces filtres est, dans ce cas, bien trop étroite pour
des applications multispectrales dans l’infrarouge, cet exemple montre la possibilité de
réaliser des filtres passe-bandes indépendants de la polarisation.
D’autres études théoriques et expérimentales ont été menées sur ce type de filtre utilisant
des résonances (dites en anglais Guided-Mode Resonances [143], GMR) pour des applica-
tions nécessitant un filtrage à bande étroite tolérant à l’incidence et à la polarisation [60,
40, 11].
Magnusson et al., en utilisant ce type de résonances, ont conçu des réseaux accordables
au moyen de systèmes micro-mécaniques (MEMS) modifiant les caractéristiques opto-
géométriques de la structure [83]. En utilisant des réseaux mono-dimensionnels, ces
auteurs sont parvenus à concevoir des filtres spectraux avec différents profils [29, 28,
126] dont les caractéristiques sont fondées sur l’excitation des modes de la structure [30].
Matériaux métalliques
Dans le domaine des micro-ondes, les réseaux périodiques d’ouvertures dans des
couches métalliques sont utilisés depuis longtemps comme filtres spectraux [94]. Ils
sont communément appelés Frequency Selective Surfaces car leur fonction optique est en
général de réfléchir ou transmettre sélectivement une ou plusieurs bandes de fréquence.
Notons par exemple la conception et la réalisation de ce type de surfaces sélectives en
fréquence à base de structures métallo-diélectriques avec des matrices de plots réalisant
des formes complexes sur une période, optimisées par un algorithme génétique [7]. Ces
grilles métalliques sont peu à peu transposées dans les domaines de l’infrarouge et du
visible grâce à la résolution de plus en plus précise des techniques demicro structuration.
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Différentes formes d’ouvertures dans des couchesmétalliques sont utilisées pour réaliser
des filtres : rectangulaires [80] ou cylindriques, en forme de croix [15], coaxiales [36,
24], en forme de « nœud papillon » (bowtie, [65]), et d’autres formes plus ou moins
biscornues... Ces couches métalliques gravées sont généralement déposées directement
sur un substrat, mais il est possible de rajouter des couches minces entre le substrat et le
réseau [106]. Les recherches autant théoriques qu’expérimentales sur ce type de matrices
d’ouvertures périodiques sont très actives et il est illusoire de prétendre en donner une
revue exhaustive. Retenons que ces structures diffractives peuvent être utilisées en tant
que filtres spectraux, et il est naturel de s’en inspirer pour la conception de nos filtres.
1.6.3 Méthodes numériques pour la modélisation des réseaux
Il existe plus d’une douzaine de méthodes reconnues et dédiées au calcul scalaire du
champ électromagnétique diffracté par un réseau mono-dimensionnel. Certaines d’entre
elles peuvent être appliquées au calcul vectoriel tri-dimensionnel du champ diffracté par
un réseau bi-dimensionnel. On peut citer notamment la méthode des ondes couplées
(Rigorous Coupled Wave Method en anglais, RCWA [91, 115]) aussi connue sous le nom de
méthode modale de Fourier (Fourier Modal Method en anglais, FMM [76]), la méthode de
Chandezon (ouméthode C, [63, 77]), la méthode différentielle [144], la méthode intégrale
[89], la méthode des différences finies dans le domaine temporel (Finite Difference Time
Domain en anglais, FDTD [149, 117]), la méthode des éléments finis (Finite ElementMethod
en anglais, FEM [20, 147, 45, 23]), laméthodedes sources fictives (Method of Fictious Sources
en anglais, MFS [152]) . . .
La RCWA (ou FMM), la méthode différentielle (proche de la RCWA) et la méthode
C sont des méthodes couramment employées pour la caractérisation de réseaux mono-
dimensionnels. Le problème consistant à résoudre les équations de Maxwell (introduites
en Éq. (2.3)) en régime harmonique est réduit à un problème aux valeurs propres dans
l’espace de Fourier discret. L’opérateur matriciel est établi en deux étapes. Le champ
électromagnétique quasi-périodique est décomposé en série deRayleigh et les coefficients
périodiques des équations de Maxwell sont décomposés en série de Fourier. Dans le cas
de la FMM et de la méthode différentielle, on choisit comme coefficients périodiques des
équations de Maxwell la fonction permittivité, tandis que dans celui de la méthode C,
on choisit la dérivée de la fonction définie par le profil géométrique du réseau. Dès lors
que ces fonctions sont discontinues, ces méthodes convergent plus difficilement et plus
lentement. Des problèmes de continuité surgissent en effet dans le cas TM avec un fort
contraste de permittivité dans le cas de la FMM et avec des motifs diffractifs présentant
des bords droits ou non descriptibles par une fonction dans le cas de la méthode C.
Des méthodes [78, 52] existent pour contourner ces problèmes de discontinuité mais
nécessitent des étapes de programmation supplémentaires.
La FDTD repose sur la propagation d’une impulsion le long d’une grille spatiale.
Le champ électrique est calculé à un instant donné, et le champ magnétique à l’instant
suivant grâce à l’utilisation d’une grille temporelle et à partir des équations de Maxwell
en régime temporel. Cetteméthode est largement utilisée pour la résolutiondes équations
de Maxwell. Cependant, il est apparu que pour la recherche de phénomènes résonnants
comme ceux que nous cherchons à mettre en œuvre pour concevoir des filtres diffractifs,
elle nécessite des maillages spatial et temporel très raffinés alourdissant sa résolution. Il
s’agit de plus d’une méthode temporelle. Son emploi pour la résolution de problèmes
purement harmoniques s’avère donc quelque peu contre-nature.
La FEM présente l’avantage d’être une méthode très générale qui peut s’adapter à la
résolution de problèmes physiques variés faisant intervenir des équations aux dérivées
partielles. Une description plus précise en est faite au chapitre 2 dans le cas scalaire.
Elle est largement utilisée dans des domaines tels que la mécanique (pour le calcul de
contraintes par exemple) ou la mécanique des fluides (écoulements). Cependant sa mise
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en œuvre pour la modélisation de phénomènes électromagnétiques dans le domaine in-
frarouge restait rare. Il s’agit d’une méthode précise et rigoureuse grâce à la formulation
qui en a été faite par G. Demésy lors d’une précédente thèse à l’Institut Fresnel [24], et
dont nous expliquons les principes au chapitre 2 pour des réseaux mono-dimensionnels.
De plus, elles est adaptée à la résolution de problème aux valeurs propres tels que ceux
que nous voulons résoudre pour étudier les résonances des réseaux de diffraction. Ce
point fera l’objet du chapitre 3. Nous étendrons la formulation scalaire du problème
de diffraction et du problème spectral au cas vectoriel tri-dimensionnel d’un réseau bi-
périodique dans le chapitre 5.
1.7 Phénomène de résonance
1.7.1 Généralités
La notion de résonance intervient dans tous les domaines de la physique ondula-
toire, comme l’optique, l’acoustique, la mécanique ou l’électronique. Elle correspond à
une importante augmentation de l’amplitude des oscillations d’une grandeur physique
caractéristique du système étudié, sous l’influence d’impulsions régulières dont la fré-
quence est appelée fréquence de résonance.
Prenons un exemple simple. Considérons un résonateur mécanique : celui-ci peut être
formé d’un ressort de raideur k dont une extrémité est fixe et l’autre accrochée à un objet
de masse m reposant sur un plan horizontal. L’étude des oscillations libres de la masse
(sans force extérieure appliquée) montre l’existence d’une solution particulière, appelée
mode propre d’oscillation du système, de pulsation propreωp =
√
k/m , si l’on néglige les
frottements de la masse sur le plan. Lorsque ce système est soumis à une excitationméca-
nique de pulsation proche de ωp (oscillations forcées), l’amplitude du mouvement de la
masse devient immense et tend vers l’infini en théorie. En pratique, la masse est soumise
à une force de frottement, qui amortit l’amplitude des oscillations à la résonance.
En électronique, un circuit composé d’une bobine d’inductance L de résistance négli-
geable et d’un condensateur de capacité C en série constitue également un résonateur, de
pulsationωp = 1/
√
LC . Lorsqu’une tension alternative de pulsationωp est appliquée aux
bornes du circuit, la tension du condensateur devient très grande. Cependant, l’existence
dans le circuit d’une résistance non nulle limite en pratique l’amplitude des oscillations
à la résonance. Notons que la plupart des filtres électroniques sont basés sur ce phéno-
mène. Il paraît donc naturel d’utiliser les résonances en optique pour réaliser des filtres
spectraux.
En électromagnétisme, la propagation des champs électriques et magnétiques est
régie par les équations de Maxwell. Ainsi, l’étude des résonances en optique se ramène-
t-elle à l’étude des modes propres et des fréquences propres d’un opérateur de Maxwell
qui dépend du problème à traiter. Cette étude se fait dans le cadre de la théorie spectrale,
un outil mathématique puissant permettant de connaître la structure du spectre de l’opé-
rateur en jeu. Le problème spectral consiste alors à trouver les solutions non triviales des
équations de Maxwell sans sources.
1.7.2 Systèmes ouverts et modes à fuites
Pour des systèmes conservatifs, c’est à dire ne présentant pas de pertes d’énergie par
effet Joule ou par propagation en espace libre, le problème spectral est dit auto-adjoint
(ou encore Hermitien même si ce terme est plutôt réservé aux problèmes de dimension
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finie). C’est le cas enMécanique s’il n’y a pas de frottements, et en Électronique pour une
résistance nulle. La théorie spectrale stipule alors qu’il existe un infinité dénombrable
de valeurs propres réelles (une seule dans le cas de notre simple problème de résonateur
mécanique), et les modes propres correspondants sont d’énergie finie et forment une
base orthonormée de l’espace des solutions.
Mais le type de problème qui nous intéresse revêt un tout autre aspect : il est dissipatif par
nature. En effet, le fait que nous étudions non pas une structure confinée où l’énergie est
conservéemais une structure ouverte capable de rayonner l’énergie vers l’espace libre fait
que l’opérateur associé est non auto-adjoint, même si les matériaux en jeu ne présentent
pas de pertes. Il advient donc que les fréquences propres associées sont complexes, la
partie imaginaire donnant accès aux pertes d’énergie vers le reste de l’univers (que l’on
appelle communément les fuites). Il faut alors inexorablement considérer desmodes d’un
genre particulier associés à ces fréquences propres complexes : les modes à fuites (leaky
modes [86, 153]). Dans la littérature, ces modes sont aussi appelés quasimodes, quasi-normal
modes [123, 122], decaying states [92], ou encore resonant states [31]. En Électromagnétisme,
ils jouent un rôle majeur dans les propriétés de diffraction de guides d’ondes ouverts [59,
30, 151] et en particulier de réseaux de diffraction [96, 129]. Cesmodes à fuites peuvent être
quasi confinés dans la structure si la fréquence associée a une faible partie imaginaire
comparée à la partie réelle, ou bien au contraire rayonner d’avantage vers l’infini, on
parle alors de modes à fuites. En outre, en plus de valeurs propres discrètes, le spectre de
l’opérateur présente une partie continue caractérisant la propagation de l’énergie de la
structure vers l’infini, et les vecteurs propres associés sont des modes de radiation. Enfin,
l’ensemble de cesmodes propres ne constitue plus une base orthonormale de l’espace des
solutions, et nous ne pouvons plus appliquer les résultats bien établis sur les problèmes
auto-adjoints. Aussi voyons-nous que le fait d’avoir à faire à une structure ouverte rend
l’étude spectrale bien plus délicate.
Les modes propres en Optique sont comme enMécanique et en Électronique caracté-
risés par une pulsation temporelle ωp . Rappelons que ω est reliée à la longueur d’onde
dans le vide λ par : ω = k0c = 2πc/λ. On peut donc parler de longueur d’onde propre
du mode λp := 2πc/ωp. La dérivée spatiale présente dans les équations de Maxwell im-
plique en plus l’existence d’une pulsation spatiale propre αp.A priori, ces deux pulsations
peuvent être complexes. Ceci revient à étendre la notion d’amplitude complexe au plan
complexe ! On notera ωp = ωp′ + iωp′′, où ωp′ est la pulsation de résonance réelle et
ωp′′ l’amortissement. Le signe de ωp′′ dépend du signe utilisé pour la transformée de
Fourier. Notre choix de définition 2 est le suivant : pour toute fonction f intégrable surR
la transformée de Fourier F ( f ) de f est
F ( f )(ω) = 1√
2π
∫
R
f (t)e−iωt dt. (1.2)
Cette convention impose la dispositiondes pulsationsdans le plan complexe : on aωp′ > 0
et ωp′′ < 0. De manière analogue, la pulsation spatiale propre sera notée αp = αp′ + iαp′′.
Considérons une grandeur physique (dans notre cas le champ électrique oumagnétique)
représentée par un champ vectoriel U(r, t) fonction des variables d’espace r = (x, y, z)T et
du temps t, et U˜(r) son amplitude complexe. On peut alors écrire pour un mode propre
Up(r, t), en régime harmonique de convention e−iωt :
Up(r, t) = Re
{
U˜p(r)e−iω
pt
}
= Re
{
U˜p(r)
}
cos(ωp′t + φ)eω
p′′t (1.3)
Ainsi voit-on que le mode propre, en suivant la flèche naturelle du temps (t croissant)
est caractérisé par des oscillations amorties de fréquence ωp′ de constante de temps
2. en toute rigueur il faut étendre cette définition au sens des distributions.
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ωp′
U˜max
2
U˜max
|ωp′′|
ω
‖U˜‖
Figure 1.6 | Représentation schématique d’une résonance.
τp = 2π/ωp′′ (le temps de vie d’un photon couplé avec ce mode). Supposons que le
système à l’étude ne possède que ce mode propre, et considérons une onde incidente de
fréquence réelle ω éclairant la structure. Le phénomène de résonance est alors caracté-
risé par une augmentation importante d’une grandeur caractéristique du système, par
exemple la norme du champ vectoriel en question définie par ‖U˜‖2 =
∫
R3
|U˜p(r)|2 dr, se
produisant autour de ω = ωp′. Nous avons représenté une courbe de résonance typique
sur la Figure 1.6. En faisant varierω on obtiendra unmaximum U˜max de ‖U˜‖pourω = ωp′.
La largeur du pic à mi-hauteur (à U˜max/2) est alors donnée par ∆ω = |ωp′′|. La résonance
sera plus prononcée si |ωp′′| ≪ |ωp′|, et quasiment inexistante si |ωp′′| est grand devant
|ωp′|. On définit le facteur de qualité Q = ωp′|ωp′′| , qui rend compte du même phénomène :
plus le facteur Q est grand, plus le pic est étroit.
Étudions à présent le comportement spatial d’unmode. Supposons que notre système
résonant soit dans le vide, que l’on puisse écrire un mode à fuite sous la forme d’une
onde plane et que, sans perte de généralité, le vecteur d’onde k est porté parOz. On peut
alors écrire :
U˜p = A˜peik·r = A˜p exp
(
i
ωp
c
z
)
= A˜p exp
(
i
ωp′
c
z
)
exp
(
−ω
p′′
c
z
)
. (1.4)
On voit ainsi que, vu que ωp′′ < 0 le champ spatial associé au mode diverge exponentiel-
lement quand z→ +∞. Ce comportement va a priori à l’encontre du sens physique. Mais,
étant donné que nous sommes en régime harmonique, cette croissance peut s’interpréter
comme une accumulation de contributions venant des instants précédents.
Comme indiqué précédemment, les pulsations temporelles et spatiales sont com-
plexes. En général, on fixe l’une réelle et on cherche l’autre complexe, mais les deux
formulations ne sont pas complètement équivalentes [127, 53, 1]. Le choix dépend essen-
tiellement du problème à traiter... Si l’on travaille à fréquence fixée, pour des problèmes
de propagation dans les fibres optiques par exemple, on fixe ω réelle et on cherche la
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constante de propagation complexe, ce qui traduit que l’onde décroît spatialement dans
la direction de propagation. Dans notre cas, nous voulons des filtres spectraux et donc
qui résonnent en fréquence, nous fixerons donc la pulsation spatiale α (ce qui revient,
dans le cas de notre problème périodique, à fixer les conditions de Bloch sur les fron-
tières latérales du domaine) et chercherons les pulsations propres complexes ωp, ce qui
implique, comme on l’a vu, une décroissance temporelle de l’amplitude de l’onde.
1.7.3 Comment calculer les modes à fuites?
Il est connu depuis longtemps que les modes propres et fréquences propres, solu-
tions d’un problème homogène (i. e. sans source), correspondent aux pôles de la matrice
de diffraction ou matrice S (scattering matrix ou S-matrix en anglais), qui peut être vue
comme une fonction de transfert reliant champs incident et diffracté (voir par exemple
[96]). Dans le cas de structures périodiques, il est possible de relier les champs incident
U˜
0
et diffracté (champs transmis U˜
t
et réfléchi U˜
r
) par les coefficients de Fresnel. Ainsi,
le coefficient de réflexion en amplitude est défini par r(ω, α) = U˜
r
/U˜
0
et le coefficient
de transmission par t(ω, α) = U˜
t
/U˜
0
. Les modes propres étant des solutions non nulles
des équations de Maxwell sans champ incident, on voit qu’ils correspondent aussi à des
pôles des coefficients de réflexion et de transmission ([153]). Le calcul numérique de
ces pôles est une tâche compliquée, et plusieurs approches ont été développées. Il s’agit
tout d’abord de calculer la matrice S ou les coefficients de Fresnel. Cette étape peut être
accomplie grâce à différentes méthodes numériques de calcul du champ diffracté passées
en revue dans la partie 1.6.3. Il s’agit ensuite de calculer les pôles de cette matrice. Plu-
sieurs approches ont été adoptées : calculer les pôles de son déterminant [13], les pôles
de sa valeur propre maximale [42], ou bien encore d’autres techniques fondées sur la
linéarisation de l’inverse de la matrice S [49]. En dépit de nombreuses techniques pour
améliorer la convergence de ces méthodes, la dimension de la matrice S doit souvent être
très élevée pour garantir une précision suffisante des résultats, ce qui peut rendre ces
méthodes numériquement instables. Plus récemment, une nouvelle approche reposant
sur une technique itérative a été proposée pour le calcul de ces pôles [12].
Une autre méthode permet de trouver un nombre arbitraire de pôles dans une région
donnée du plan complexe [42, 153]. Elle est basée sur le calcul d’intégrales de Cauchy le
long d’un chemin fermé dont les valeurs indiquent la présence, dans le domaine contenu
à l’intérieur du chemin, d’un seul pôle et donnent sa valeur, la présence de plusieurs
pôles ou bien l’absence de pôles. En subdivisant de manière itérative le domaine initial
en quatre parties, on est capable d’encercler et de calculer chacun d’entre eux. Cette
« chasse aux pôles » et a été baptisée tétrachotomie [103], par analogie avec la dichotomie
pour des fonctions d’une variable réelle. Nous reprendrons à notre compte cetteméthode
dans la partie 3.1.2 pour calculer les pôles de multicouches et de réseaux de diffraction.
La méthode des éléments finis a été déjà été utilisée pour le calcul des modes à fuites
dans différentes configurations [98, 35, 150]. Cependant, il est primordial pour appro-
cher correctement les champs divergents associés à ces modes d’utiliser des conditions
aux limites absorbantes adéquates. La solution ayant attiré le plus d’intérêt est l’emploi
de couches parfaitement adaptées (Perfectly Matched Layers, PML [3]) qui amortissent
les champs dans l’espace libre [104, 110, 5]. C’est cette option que nous choisissons dans
notre travail. L’approche que nous adoptons consiste à résoudre un problème aux valeurs
propres (équations de Maxwell homogènes). On se ramène à un problème numérique
sur une cellule de taille finie en utilisant des PML pour simuler l’espace libre ainsi que
des conditions aux limites de Bloch pour prendre en compte la quasi périodicité des
champs solutions [140]. Une fois discrétisé par la méthode des éléments finis, on obtient
un problème aux valeurs propres sous formematricielle du typeAv = λ v. Les progrès en
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algèbre de matrices creuses associés à l’augmentation des capacités de calcul des ordina-
teurs font que ce type de problème peut être traité avec un coût numérique raisonnable.
On obtient finalement un nombre arbitraire de valeurs propres autour d’un pointωs fixé.
Les développements et la mise en œuvre pratique de cette méthode seront détaillés au
chapitre 3.
Conclusion partielle
Dans cette partie introductive, nous avons tout d’abord expliqué les principes de
la détection du rayonnement infrarouge. Nous avons vu que de nouvelles fonctions
de filtrage optique sont à développer pour mettre en œvre des techniques d’imagerie
multispectrale. Ces filtres peuvent être réalisés par des structures diffractives dont les
motifs ont des tailles comparables à la longueur d’onde, ce qui leur confère des propriétés
de résonance. Il est alors essentiel de résoudre les équations de Maxwell dans ce type
de structure, pour appréhender correctement leurs propriétés électromagnétiques. Le
développement de méthodes numériques fiables pour le calcul de la diffraction par ce
genre de micro-résonateurs ouverts, ainsi que pour chercher leurs modes propres et
fréquences propres, est indispensable. Le développement de ces outils est l’objet de la
Partie I, constituée des chapitres 2 à 5.
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Problème de diffraction par des
réseaux mono-dimensionnels :
formulation scalaire de la FEM
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L
a formulation de la FEM utilisée dans cette étude est celle développée lors d’une
précédente thèse à l’institut Fresnel par Guillaume Demésy [24]. Elle permet le
calcul du champ électromagnétique diffracté par des réseaux mono [22] ou bi-
périodiques [23] de géométries arbitraires imbriqués dans un empilement multicouche,
éclairés par une onde plane d’incidence et de polarisation quelconques [25, 21]. Nous
exposons dans ce chapitre cette formulation adaptée à l’étude de la diffraction d’une onde
plane par un réseau mono-périodique. Elle repose sur la levée des problèmes d’infini
grâce à l’emploi de conditions de Bloch selon la direction de périodicité, à l’utilisation
de PMLs pour tronquer les domaines semi-infinis ainsi qu’au traitement d’un problème
de radiation équivalent dont les sources sont localisées dans l’obstacle diffractif. Cette
étape 2D scalaire nous a paru être une étape indispensable pour apréhender l’étude 3D
vectorielle de bi-réseaux. Nous en rappelons donc ici les différentes étapes.
Une contribution originale de cette étude est le développement de PMLs adaptatives
pour traiter le cas d’ordres de diffraction rasants. Dans cette situation, connue sous le
nom d’anomalie de Wood, la longueur d’onde apparente de l’ordre rasant devient très
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grande et les PMLs classiques à coefficients d’absorption constant deviennent inefficaces.
De ce fait, le résultat numérique est pollué par la réflexion de l’onde en bout de PML. Les
PMLs adaptatives développées dans ce chapitre permettent d’absorber efficacement cet
ordre rasant (et tous les autres) grace à une transformation géométrique ad hoc.
2.1 Diffraction
La résolution du problème de diffraction d’une onde plane par un réseau avec la FEM
implique de résoudre les « problèmes d’infini » (cf. Figure 2.1) puisque cette dernière
repose sur le maillage d’une cellule de dimensions finies.
– Selon Oz : c’est l’axe d’invariance du système.
– SelonOx : un réseaumono-dimensionnel « idéal » présente un nombre infini de pé-
riodes. L’onde plane incidente étant elle-même pseudo-périodique 1, il est possible
de borner la cellule de calcul en ne considérant qu’une seule période du réseau.
– Selon Oy : le substrat et le superstrat sont des domaines non bornés. Par une
transformation géométrique complexe bien choisie, on peut « ramener » ces infinis
à distance finie grâce à l’utilisation de couches parfaitement adaptées (Perfectly
Matched Layers en anglais, PML) et donc de borner ces deux régions selon Oy.
– SelonOy : les sources de l’onde plane incidente étant à l’infini, on doit les « rappro-
cher », en se ramenant à un problème radiatif où les sources sont contenues dans
la cellule de calcul.
On se restreindra dans cette partie au cas mono-dimensionnel. Le lecteur pourra se
reporter à [24] pour l’exposé détaillé de la méthode.
Figure 2.1 | Levée des problèmes d’infini inhérents au problème de diffraction d’un onde plane
par un réseau mono-dimensionnel
2.1.1 Description du problème et notations
Onnote x, y et z les vecteurs unitaires des axes du systèmede coordonnées orthogonal
Oxyz, et le problème est considéré comme invariant selonOz. Seul le régime harmonique
sera ici abordé et les champs électriques etmagnétiques serontpar conséquent représentés
par des vecteurs complexes notés E etH avec une dépendance temporelle choisie en e−iωt,
on note de plus k0 := ω/c. On suppose dans cette partie que les champs de tenseurs de
permittivité relative ε et de perméabilité relative µ peuvent s’écrire comme il suit :
1. Une fonction u est quasi-périodique de période d et de coefficient de quasi-périodicité α selon x s’il
existe u♯ tel que u(x, y) = u♯(x, y)eiαx où u♯(x, y) = u♯(x + d, y) est une fonction d-périodique.
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ε =

εxx εa 0
εa εyy 0
0 0 εzz
 et µ =

µxx µa 0
µa µyy 0
0 0 µzz
 (2.1)
où les coefficients εxx, εaa,...µzz sont des fonctions éventuellement complexes de x et y,
et où εa (resp.µa) est le conjugué de εa (resp. µa). Ces matériaux sont dits z-anisotropes
puisque dans les cas TE et TM, l’anisotropie n’est effective que selon x et y. De plus, ce
formalisme permet l’étude de matériaux à pertes, les matériaux sans pertes étant asso-
ciés à des tenseurs dont les termes diagonaux sont réels, représentés par des matrices
hermitiennes.
Le type de structure d-périodique étudiée est décomposable en plusieurs sous-
domaines (cf. Figure 2.2) :
– le superstrat (y > y0) supposé homogène, isotrope et sans pertes, de permittivité
diélectrique relative ε+ et de perméabilité magnétique relative µ+. On note k+ :=
k0
√
ε+µ+ le module du vecteur d’onde.
– l’empilement multi-couches (y0 < y < yN) constitué de N couches supposées ho-
mogènes et isotropes, caractérisées par leur permittivité diélectrique relative εn,
leur perméabilité magnétique relative µn et leur épaisseur en. Les vecteurs d’onde
associés à la couche n sont notés kn := k0
√
εnµn.
– la région des sillons (yg−1 < y < yg) imbriquée dans la ge couche (εg, µg). Elle peut être
hétérogène et anisotrope et est donc décrite par deux champs de tenseurs εg′ (x, y)
et µg′ (x, y). La périodicité des sillons est notée d.
– le substrat (y < yN) supposé homogène et isotrope, de permittivité diélectrique re-
lative ε− et de perméabilité magnétique relative µ−. On note k− := k0
√
ε−µ−.
ε1, µ1
ε+, µ+
εg−1, µg−1
εg′(x, y), µg′(x, y)
εg+1, µg+1
εN, µN
ε−, µ−
h1
hg−1
hg+1
hN
x
y
z
superstrat
substrat
sillons
θ0
d
k+
Figure 2.2 | Schéma et notations du type de structures étudiées.
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Cette structure est éclairée par une onde plane de vecteur d’onde k+ = αx + β+y =
k+(sinθ0x− cosθ0y) dont le champ électrique (Transverse Électrique, TE ou polarisation-
s) (resp. champ magnétique (Transverse Magnétique, TM ou polarisation-p)) est polarisé
linéairement selon l’axe des z :
E0e = A
0
ee
(ik+.r)z (resp. H0m = A
0
me
(ik+.r)z), (2.2)
où A0e (resp. A
0
m) est un nombre complexe quelquonque. Le champ électromagnétique
associé au champ incident est noté (E0,H0) et vaut (E0e ,H
0
e ) (resp. (E
0
m,H
0
m)).
Le problème de diffraction à résoudre consiste à trouver l’unique couple (E,H) solution
des équations de Maxwell en régime harmonique :
rot E = iωµ0µH (2.3a)
rot H = −iωε0εE, (2.3b)
tel que le champ diffracté satisfait une Condition d’Onde Sortante (COS) et où E et H
sont des fonctions quasi-périodiques selon x.
2.1.2 Découplage des champs et z-anisotropie
Pour des matériaux z-anisotropes, dans le cas non conique, le problème de diffraction
peut être décomposé en deux cas fondamentaux TE et TM. Il faut donc rechercher un
champ électrique (resp. magnétique) polarisé linéairement selon l’axe des z : E = e(x, y)z
(resp. H = h(x, y)z). En notant
δ˜ =
 δxx δa
δa δyy
 , pour δ = {ε, µ}, (2.4)
la matrice 2 × 2 extraite de δ, les fonctions e et h sont solution d’équations différentielles
semblables, le problème de diffraction revient à trouver u tel que :
Lξ,χ(u) := div(ξ gradu) + k20χu = 0 (2.5)
avec
u = e, ξ = µ˜T/det(µ˜), χ = εzz (2.6)
dans le cas TE,
u = h, ξ = ε˜T/det(˜ε), χ = µzz (2.7)
dans le cas TM.
2.1.3 Problème radiatif équivalent
Sous sa forme brute, le problème de diffraction associé à l’équation (2.5) n’est pas
adapté à la FEM. Pour contourner cette difficulté, on décompose la fonction inconnue u
en une somme de deux fonctions :
– u1 correspondant au problème du simple empilement multicouche, donc supposée
connue analytiquement,
– ud2 solution d’un problème radiatif dont les sources sont localisées dans l’élément
diffractif.
En notant ξ1 et χ1 le champ de tenseur et la fonction décrivant le cas de l’empilement
multicouche, et u0 la restriction de uinc au superstrat, le problème peut s’écrire :
Lξ,χ(u) = 0 tel que ud := u − u0 satisfait une COS. (2.8)
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La fonction intermédiaire u1 est alors définie comme l’unique solution de :
Lξ1,χ1(u1) = 0 tel que ud1 := u1 − u0 satisfait une COS. (2.9)
L’expression de cette fonction peut se trouver classiquement par un formalismematriciel
dont on ne donnera pas les développements ici. La fonction inconnue ud2 est alors donnée
par :
ud2 = u − u1 = ud − ud1 (2.10)
qui, en tant que différence de deux champs diffractés, vérifie aussi une COS. Ainsi, le
problème équivaut à résoudre :
Lξ,χ(ud2) = −Lξ,χ(u1) (2.11)
Le membre de droite peut être considéré comme un terme source connu −S1 :=
−Lξ,χ(u1) dont le support est borné par l’élément diffractif. En effet, on a
S1 := Lξ,χ(u1) = Lξ,χ(u1) − Lξ1,χ1(u1)︸     ︷︷     ︸
=0
= Lξ−ξ1,χ−χ1(u1) (2.12)
et puisque ξ et ξ1 d’une part, et χ et χ1 d’autre part, sont égaux partout en dehors de
l’objet diffractif, on voit bien que le support des sources est l’obstacle lui même.
Détaillons à présent l’expression de ce terme source. Des calculs classiques utilisés en
couchesminces (voir par exemple [107]) permettent d’exprimer u1 sous la forme suivante
pour 1 < n < N :
u1(x, y) = u0(x, y) + exp(iαx)

r exp(−iβ+y) pour y > 0
vcn + v
p
n pour yn < y < yn−1
t exp(iβ+y) pour y < yN
(2.13)
où
vpn = u
p
n exp(−iβn(y − yn))
vcn = u
c
n exp(iβn(y − yn))
(2.14)
avec β2n = k
2
n − α2. Le formalisme de matrice de transfert permet d’obtenir les coefficients
complexes upn et u
c
n ainsi que les coefficients de transmission t et de réflexion r de l’empi-
lement. Les exposants p et c indiquent la nature propagative ou contra-propagative des
ondes planes vpn et v
c
n.
Au vu de l’expression de u1 dans la région des sillons (indicée g) et de la linéarité de
l’opérateur Lξ,χ, le terme source peut être décomposé en deux contributions :
S1 = Sp1 + Sc1 (2.15)
où
Sp1 = Lξ−ξ1,χ−χ1(v
p
g) (2.16)
et
Sc1 = Lξ−ξ1,χ−χ1(vcg) (2.17)
En détaillant ces termes sous une forme plus explicite on obtient :
Sp1 = u
p
g
{
i div
[(
ξg
′ − ξg
)
kg,pexp(ikg,p· r)
]
+ k20
(
χg
′ − χg
)
exp(ikg,p· r)
}
(2.18)
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et
Sc1 = ucg
{
i div
[(
ξg
′ − ξg
)
kg,cexp(ikg,c· r)
]
+ k20
(
χg
′ − χg
)
exp(ikg,c· r)
}
(2.19)
où kg,p (resp. kg,c) est le vecteur d’onde associé à l’onde propagative (resp. contra-
propagative) qui se propage dans la couche g comme définie par les équations (2.13)
et (2.14).
Ce problème radiatif équivalent donne alors tout son sens à l’utilisation des PML
pour borner le substrat et le superstrat : leur rôle est de capter le champ rayonné par les
sources depuis l’objet diffractif vers les milieux semi-infinis. En absorbant parfaitement
les sources (sans aucune réflexion à l’interface milieu tronqué/PML), elles laissent inva-
riant le champ dans la région que nous désignons par zone d’intérêt (Y−∗ < y < Y+∗ , cf.
Figure 2.3), enserrée entre les PML du bas et du haut.
2.1.4 Couches Parfaitement Adaptées (PML)
L’emploi de la FEM dans l’étude des réseau se heurte au fait que les ordres transmis
et réfléchis ne s’atténuent pas dans les cas de matériaux sans pertes. Les PML ont été
introduites par Bérenger [3] dans le cadre de la résolution des équations deMaxwell pour
s’affranchir de ce problème. Depuis, cette technique est devenue très populaire pour la
simulation numérique de la propagation d’ondes dans des structures ouvertes par des
méthodes basées sur une cellule de calcul de taille finie comme la FEM ou la FDTD.
L’Optique de Transformation a récemment unifié différentes techniques telles que le trai-
tement de problèmes ouverts qui nous intéresse ici, de géométries hélicoïdales ou encore
le design de capes d’invisibilité [97]. Ces problèmes a priori différents partagent le même
concept de transformation géométrique, se traduisant par des propriétés matérielles
équivalentes [73, 72, 100]. Une règle simple et pratique peut être énoncée [153] : quand
on change de système de coordonnées, il suffit de remplacer les propriétés matérielles
initiales par ε et µ par des propriétés matérielles équivalentes εs et µs données par :
δs = J−1s δJ
−T
s det(Js) pour δ = {ε,µ} (2.20)
où Js est appeléematrice jacobienne étirée constituée des dérivées partielles des nouvelles
coordonnées par rapport aux anciennes, et J−Ts est la transposée de son inverse.
Dans ce cadre, la façon le plus naturelle de définir la PMLs est de la considérer comme
une application sur un espace complexe C3. Les différents systèmes de coordonnées
utilisés sont détaillés ci-dessous.
– (x, y, z) sont les coordonnées cartésiennes initiales.
– (xs, ys, zs) sont les coordonnées complexes étirées. Un sous espace adéquat Γ ⊂ C3
est choisi (avec trois dimensions réelles) tel que (xs, ys, zs) sont les coordonnées à
valeurs complexes d’un point sur Γ (par exemple x = Re(xs), y = Re(ys), z = Re(zs)).
– (xc, yc, zc) sont trois coordonnées réelles correspondant à une paramétrisation réelle
de Γ ⊂ C3.
On présente ici le choix des PML utilisées dans notre méthode, pour tronquer un sub-
strat et un superstrat isotropes avec des PML rectangulaires (dites aussi cartésiennes).
Dans notre cas, le changement de coordonnées affecte seulement la variable y, la ma-
trice Jacobienne est donnée par Js = diag(1, sy(y), 1), où sy(y) est une fonction à valeurs
complexes telle que :
ys(y) =
∫ y
0
sy(y′)dy′. (2.21)
32
2.1. Diffraction
On obtient donc l’expression des tenseurs de permittivité et perméabilité équivalents :
δs =

syδxx δa 0
δa s−1y δyy 0
0 0 syδzz
 , pour δ = {ε, µ}. (2.22)
Remarquons que le milieu équivalent et le milieu initial ont la même impédance, ce qui
garantit le fait que la PML est parfaitement adaptée, c’est à dire sans aucune réflexion à
l’interface avec le milieu tronqué.
Nous pouvons à présent introduire le champ substitué Fs = (Es,Hs), solution de (2.3)
avec ξ = ξs et χ = χs, qui est égal au champ F dans la région Y−∗ < y < Y+∗ , pourvu
que sy(y) = 1 dans cette région (cf. Figure 2.3). Dans les PML, on peut montrer que si
l’on choisit sy tel que Im(sy) > 0, le champ Fs converge exponentiellement vers 0 quand
y → ±∞, contrairement à la solution mathématique F. Le champ Fs est alors d’énergie
finie, ce qui est une condition nécessaire pour pouvoir lui associer une formulation faible
dans le cadre de la FEM. Par le changement de coordonnées complexe, les ondes planes
propagatives dans l’espace libre (substrat ou superstrat) deviennent donc évanescentes
dans la PML.
Dans notre étude, on utilisera la fonction d’étirement suivante :
sy(y) =

ζ− si y < Y−∗
1 si Y∗ < y < Y+∗
ζ+ si y > Y+∗
(2.23)
Dans ce cas, la fonction à valeurs complexes y(yc) définie par l’Équation 2.21 est
donnée explicitement par :
y(yc) =

Y−∗ + ζ−(yc − Y−∗ ) si yc < Y−∗
yc si Y−∗ < yc < Y+∗
Y+∗ + ζ+(yc − Y+∗ ) si yc > Y+∗
, (2.24)
Considérons un ordre de diffraction se propageant dans le substrat 2. Son expression
dans le système de coordonnées étiré est :
u−n,s(yc) = u
−
n (y(yc)) = tne
−iβ−n [Y−∗ +ζ−(yc−Y−∗ )].
La partie non oscillante de cette fonction est :
U−n (y) = tn exp
(
(β
′,−
n ζ
′′,− + β
′′,−
n ζ
′,−)yc
)
,
où β−n = β
′,−
n + iβ
′′,−
n . Pour un ordre propagatif, nous avons β
′,−
n > 0 et β
′′,−
n = 0, tandis
que pour un ordre évanescent β
′,−
n = 0 et β
′′,−
n > 0. Il suffit alors de prendre ζ
− et ζ+ dans
C+ = {z ∈ C, Re(z) > 0 et Im(z) > 0} pour assurer la décroissance exponentielle vers 0
de la solution dans une PML infinie. Dans toute la suite (sauf indication contraire), on
prendra ζ+ = ζ− = a + ib, avec a = b = 1. La décroissance exponentielle du champ nous
autorise à la tronquer sainement la PML à distance finie, à condition que cette distance
soit suffisante pour que l’ordre en question ait suffisamment décru. On peut prendre
comme référence l’épaisseur de peau de l’ordre de diffraction n dans le milieu PML
2. des conclusions analogues sont valables pour le superstrat
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donnée par l−n = (β
′,−
n ζ
′′,− + β
′′,−
n ζ
′,−)−1. Il suffit alors de tronquer à une distance supérieur
à la valeur maximale des ln parmi tous les ordres propagatifs. On notera hˆ+ (resp. hˆ−)
l’épaisseur de la PML associée au superstrat (resp. substrat). La cellule élémentaire de
calcul est donc Ω = [−d/2; d/2] × [Y−;Y+], avec Y− = Y−∗ − hˆ− et Y+ = Y+∗ + hˆ+.
×eiαd
PMLh
PMLb
d
S1
Y+∗
Y−∗
Γg Γd
Γh
Γb
Figure 2.3 | Cellule de calcul Ω.
2.1.5 Formulation faible
La formulation faible (ou variationnelle) associée à notre problème est construite en
multipliant l’équation (2.5) par la conjuguée d’une fonction test u′ et intégrée par partie :
Rξ,χ(u,u′) := −
∫
Ω
(ξ gradu)gradu′ + k20χuu′ dΩ+
∫
∂Ω
u′(ξ gradu)ndS (2.25)
Soit D(Ω, d, α) l’ensemble des fonctions quasi-périodiques de période d, de coefficient de
quasi-périodicité α et d’énergie finie dans Ω.
Le problème revient donc à trouver u ∈ L2(grad, d, α) tel que :
Rξ,χ(u,u′) = 0, ∀u′ ∈ D(Ω, d, α). (2.26)
L’existence et l’unicité d’une solution est garantie par le théorème de Lax-Milgram
[54] (selon les signes de ε et µ, point non abordé ici).
Le terme de bord introduit par l’intégration par parties est nul si on impose sur les
frontières une des conditions aux limites suivantes :
– imposer udirectement sur les frontières concernées de ∂Ω (conditions deDirichlet) :
la fonction de poids peut être choisie nulle sur ces frontières (frontières intérieures)
– imposer (ξ gradu)n = 0 (conditions de Neumann homogènes). La fonction u est
alors une inconnue à déterminer sur les frontières concernées (Γh et Γb sur la Fi-
gure 2.3).
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– imposer des conditions de Bloch (Γg et Γd sur la Figure 2.3). La quasi-périodicité et
le sens des normales sur Γg et Γd assurent la nullité du terme de bord. En pratique,
on considère u inconnue sur Γg, et la valeur de u en un point de Γd est imposée
égale à la valeur du point lui correspondant sur Γg multipliée par le déphasage eiαd.
2.1.6 Maillage et éléments finis
La méthode des éléments finis est basée sur cette formulation faible. la solution re-
cherchée ud2 est projetée sur une base composée de fonctionswi ∈ L2(Ω,div, d, α) associées
au maillage. Ainsi, la fonction ud,I2 définie par :
ud,I2 (x, y) =
∑
i∈I
ziwi(x, y) (2.27)
est une approximation de ud2 où I est un ensemble d’entiers définis à partir du maillage
de Ω. Les zi sont des scalaires à déterminer tandis que les wi sont les fonctions de base
du maillage, qui vérifient :
– à chaque nœud notéMi est associée une fonction wi.
– |wi| = 1 au nœudMi et wi = 0 sur tous les autres nœuds
– wi décroit linéairement deMi aux nœuds voisins
– wi est continue et à support borné
Les élémentswi sont appelés éléments de Lagrange d’ordre 1. Les éléments d’ordre 2 sont
construits de la même manière mais l’interpolation entre nœuds du maillage est réalisée
par des polynômes d’ordre 2. Ce sont ces éléments qui sont utilisés dans les simulations
qui suivent. En introduisant la décomposition (2.27) dans (2.26), on obtient le système
algébrique final. Le nombre NDDL de scalaires zi à déterminer est appelé nombre de De-
grés De Liberté (DDL) du système, et correspond au rang de la matrice finale, qui est
très creuse puisque les fonctions de base du maillage sont nulles partout sauf au nœud
auquel elles sont associées. Dans les simulations numériques qui suivent nous utilisons
un solveur direct (PARDISO [120]).
2.1.7 Considérations énergétiques
Le résultat immédiatement accessible , après calcul, est la carte du champ électro-
magnétique diffracté ud, dans la zone d’intérêt. Si l’on veut avoir accès aux efficacités
associées aux champs propagatifs, voici comment on peut s’y prendre. D’une part, ud est
quasi-périodique selon Ox, et est donc décomposable en série de Rayleigh :
pour y < yN et y > 0, ud(x, y) =
∑
n∈Z
udn(y)e
iαnx, (2.28)
où
udn(y) =
1
d
∫ d
2
− d2
ud(x, y)e−iαnxdx, avec αn = α +
2π
d
n. (2.29)
D’autre part en injectant (2.28) dans l’équation de Helmholtz on obtient, en notant β±n
2
=
k±2 − α±n 2 :
udn(y) =

sne−iβ
+
n y + rneiβ
+
n y pour y > 0,
uneiβ
−
n y + tne−iβ
−
n y pour y < yN.
(2.30)
Avec une convention de dépendance temporelle en e−iωt, les COS imposent sn = un =
0, et on obtient à une altitude yc fixée :
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
rn =
1
d
∫ d
2
− d2
ud(x, yc)e−i(αnx+β
+
n yc)dx pour yc > 0
tn =
1
d
∫ d
2
− d2
ud(x, yc)e−i(αnx−β
−
n yc)dx pour yc < yN
(2.31)
On en déduit immédiatement les efficacités de diffraction des ordres propagatifs transmis
et réfléchis (Rn et Tn) :
Rn := rnrn
β+n
β+ pour yc > 0
Tn := tntn
β−n
β−
γ+
γ− pour yc < yN
avec γ± =

µ± dans le cas TE
ε± dans le cas TM
(2.32)
Le résultat théorique ne dépend évidement pas de « l’altitude » yc. En pratique, les
efficacités sont calculées numériquement par intégration avec la méthode des trapèzes
pour un nombre Nint d’altitudes dans le substrat et le superstrat. Dans la suite on pré-
sentera une moyenne de ces valeurs pour Nint = 20.
Reste à calculer les pertes par effet Joule. La puissance incidente est donnée par la
partie réelle du flux du vecteur de Poynting complexeΠ0 = 12E
0 ×H0 à travers la surface
Σ0 := {y = Y+∗ } :
P0 =
∫
Σ0
Π
0·ndS, (2.33)
où n est la normale sortante à Σ0. En notant ν =
√
µ0µ+
ε0ε+
, il vient :
P0
′
= Re(P0) = −1
2
ηd cosθ0, avec η =
|A
0
e |2ν−1 dans le cas TE,
|A0m|2ν dans le cas TM.
(2.34)
La puissance dissipée dans les domaines à pertes Ωp en régime harmonique, en
l’absence de courant, se calcule en intégrant la densité d’énergie électromagnétiqueWem :
Pd =
∫
Ωp
WemdS = i
ω
2
∫
Ωp
(E·D + B·H)dS (2.35)
En supposant que les milieux à pertes sont homogènes, isotropes, non magnétiques, de
permittivité relative ε = ε
′
+ iε
′′
, on obtient :
Pd
′
= Re(Pd) =
ω
2
ǫ0
∫
Ωp
ε
′′ |E|2dS (2.36)
Les pertes par effet Joule sont alors données par le rapport des deux quantités calculées
précédement :
P =
Pd
′
P0′
. (2.37)
Enfin, nous nous intéressons au bilan d’énergie global entre les différents ordres
transmis et réfléchis et les pertes, ce qui constitue une vérification de nos calculs :∑
n∈Z
Rn +
∑
n∈Z
Tn + P = R + T + P = 1. (2.38)
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2.1.8 Anomalies de Wood
Dans un réseau de diffraction, la structuration périodique selonOx impose une quan-
tification des vecteurs d’onde :
αn = α +
2π
d
n (2.39)
La constante de propagation selon y de l’ordre diffracté n s’exprime alors comme
suit :
β±n
2
= k±2 − αn2 (2.40)
L’anomalie de Wood [145, 112] se trouve au voisinage d’une longueur d’onde ou
d’une incidence pour laquelle il existe un n0 tel que β±n0 = 0. Ainsi pour αn0 ≥ k±, β±n0
est nul ou imaginaire pur. En d’autres termes, l’ordre n’est plus propagatif, il devient
évanescent. La condition de disparition de l’ordre n0 transmis (exposant −) ou réfléchi
(exposant +) est donc :
λ =
d
n0
(
√
ε± − sin(θ0)) (2.41)
Il apparaît alors qu’au voisinage d’une anomalie de Wood, l’angle de diffraction de
l’ordre considéré devient rasant. L’efficacité des PMLs classiques présentées en 2.1.4
n’est alors plus assurée pour ces ordres là. La raison en est que la longueur d’onde
apparente λ/ cosθn devient dans ce cas très grande puisque θn ≃ π/2. En considérant
la PML adaptée au substrat (des conclusions similaires peuvent être faites pour la PML
du haut), pour une épaisseur de cette PML fixée hˆ−, si l’absorption ζ′′− = Im(ζ−) est trop
faible, l’atténuation dans la PML est insuffisante et l’onde est réfléchie sur la frontière
extérieure, perturbant ainsi le calcul. Pour compenser ceci, on pourrait augmenter la
valeur de ζ
′′−, mais ceci donne lieu à des réflexions numériques parasites dues à un
amortissement trop élevé. Il apparaît alors nécessaire de développer une PML adaptée à
ces cas pathologiques, ce qui fait l’objet de la partie suivante.
2.2 PML adaptatives pour les anomalies de Wood
Pour surmonter les problèmes exposés dans la partie 2.1.8, nous proposons un chan-
gement de coordonnées complexe capable de s’affranchir des problèmes numériques liés
aux anomalies deWood. Le développement est mené pour la PML adaptée au substrat, et
peut être étendu sans difficulté à la PML adaptée au superstrat. L’idée principale derrière
cette PML adaptée (Adaptive Perfectly Matched Layer, APML) est de traiter les différents
ordres de diffraction au fur et à mesure que l’on progresse dans le milieu absorbant [134].
2.2.1 Développements théoriques
Considérons un changement de coordonnées réel yd(y), le changement final complexe
sera donné par yc(y) = ζ−yd(y), où le nombre complexe ζ−, avec ζ
′,− > 0 et ζ′′,− > 0, prend
en compte l’amortissement du milieu PML.
Nous commençons par transformer l’Équation 2.40, n 7→ β−n une fonction d’argu-
ment entier en une fonction d’argument réel interpolée continument entre les valeurs
entières imposées. En effet, la transformation géométrique associée à la PML doit être
continue et dérivable pour pouvoir calculer le Jacobien. Pour y parvenir nous choisissons
le paramétrage :
α(yd) = α +
2π
d
yd
λ
, (2.42)
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tel que l’application β− définie par β−(yd)
2
= k20ε
− − α(yd)2 soit continue. La constante
de propagation du ne ordre transmis est donnée par β−n = β−(nλ). L’idée centrale de
la méthode est de combiner un étirement complexe avec une contraction réelle non
uniforme (donnée par la fonction continue y(yd), Équation 2.44). Cette contraction est
choisie telle que pour un ordre n il existe une profondeur ynd telle que au voisinage de cette
profondeur, la longueur d’onde apparente correspondant à l’ordre en jeu est contractée
à une valeur proche de λ. À cet endroit de la PML, cet ordre est parfaitement absorbé
grâce à l’étirement complexe. Nous éliminons donc d’abord les ordres diffractés avec un
angle quasi normal aux profondeurs les plus faibles jusqu’aux ordres rasants (proche des
anomalies deWood) qui sont absorbés à des profondeurs plus importantes. La traduction
en termes mathématiques des considérations précédentes peut être exprimée de la sorte :
exp [−iβ−(yd)y(yd)] = exp (−ik0yd). (2.43)
La contraction y(yd) est donc :
y(yd) =
k0yd
β−(yd)
=
yd√
ε− − (sinθ0 + yd/d)2
. (2.44)
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Figure 2.4 | Exemple d’un changement de coordonnées utilisé pour la construction d’une
APML.
La fonction y(yd) a deux pôles notés y⋆d,± = d(±
√
ε− − sinθ0). Quand y⋆d,± = ±nλ avec
n ∈N⋆, β−(y⋆d,±) = β−(±nλ) = β−± = 0, i.e. on se trouve sur l’anomalie de Wood associée à
l’apparition/disparition du ±ne ordre diffracté. Nous recherchons maintenant le point le
plus proche de y∗d,± associé à une anomalie. En notant
n⋆+/ D+ = min
n⋆+∈N⋆
|y⋆d,+ − n⋆+λ|
n⋆−/ D− = min
n⋆−∈N⋆
|y⋆d,− + n⋆−λ|,
on cherche dans un second temps y0d = n
⋆λ tel que :
n⋆/ D = min
n⋆∈{n⋆+ ,n⋆−}
(D+,D−). (2.45)
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Pour éviter le comportement singulier en yd = y⋆d,±, nous continuons la fonction
yd(y) par sa droite tangente en y0d, dont l’équation est t0(yd) = s(y
0
d)(yd − y0d) + y(y0d), où
s(yd) =
∂y
∂yd
(yd) est le coefficient d’étirement. Le changement de coordonnées final est
donné par :
y˜(yd) =

y(yd) pour yd ≤ y0d
t0(yd) pour yd > y0d.
(2.46)
La figure 2.4 illustre un exemple de ce changement de coordonnées. Enfin, l’étirement
complexe sy utilisé dans l’Équation 2.22 est donné par :
sy(yd) = ζ
− ∂y˜
∂yd
(yd). (2.47)
Équipés de cette formulation mathématique nous sommes capables de concevoir une
PML qui est doublement parfaitement adaptée :
– à une milieu donné, ce qui est l’essence même de la méthode des PML, à travers
l’Équation 2.20,
– à tous les ordres de diffraction à travers le coefficient sy, qui dépend des caractéris-
tiques de l’onde incidente et des paramètres opto-géométriques du réseau.
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εd = 11.7
ε− = 2.25
(a) Réseau de fentes.
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(b) Cellule de calcul.
Figure 2.5 | Configuration du problème du réseau de fentes étudié. Figure 3.1a : réseau de
fentes de largeur w = 1µm et de hauteur hg = 1.5µm gravées dans un matériau de permittivité
εg = 11.7 déposé sur un substrat de permittivité ε− = 2.25 éclairé par une onde plane de
polarisation TM, d’incidence θ0 = 10◦ et de longueur d’onde proche d’une anomalie de Wood
associée à l’ordre +1 transmis, λ = 0.999 y⋆d,+. Le superstrat est l’air (ε
+ = 1) et la période du
réseau est d = 4µm Figure 3.1b : cellule de calcul et paramètres en jeu pour la résolution du
problème de diffraction. Les PML du haut (+) et du bas (−) ont pour coefficient d’étirement
ζ± = 1 + i et pour hauteur ĥ± = 1.1 y⋆d,+. On applique des conditions de quasi périodicité
sur les frontières latérales et des conditions de Neumann ou de Dirichlet homogènes sur les
frontières extérieures des PML. La taille maximale d’un élément de maillage est λmesh/(Nm
√
ε),
où λmesh = 11µm et Nm = 10.
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2.2.2 Exemple numérique
Nous appliquonsmaintenant la méthode développée précédemment pour construire
une APML pour le substrat, sur un exemple numérique. Il s’agit d’un réseau de fentes
(cf. Figure 2.5) de largeur w = 1µm et de hauteur hg = 1.5µm gravées dans du silicium
(εg = 11.7), déposé sur un substrat de permittivité ε− = 2.25. Le réseau de période
d = 4µm est éclairé par une onde plane de polarisation TM, d’incidence θ0 = 10◦ et
de longueur d’onde proche d’une anomalie de Wood associée à l’ordre +1 transmis,
λ = 0.999 y⋆d,+, ce qui correspond à une longueur d’onde de 3.5µmdans le substrat et une
longueur d’onde apparente associée à l’ordre +1 transmis de 84µm! Le milieu incident
est l’air (ε+ = 1) et tous les matériaux sont non magnétiques (µ = 1). De plus, nous fixons
la hauteur des PML hˆ± = 1.1 y⋆d,+ et le coefficient d’absorption ζ
± = 1 + i.
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Figure 2.6 | Cartes de champ du logarithme de la norme de Hz, Ex et Ey pour le réseau étudié
à λ = 0.999 y⋆d,+ (voir les paramètres dans le texte). (a) : PML classiques avec une absorption
inefficace Hz dans la PML du bas. (b) : APML où le champ Hz est correctement absorbé dans
la PML du bas. Dans les deux cas l’épaisseur de la PML est hˆ− = 1.1 y⋆d,+.
Les cartes de champ de la norme deHz, Ex et Ey sont tracées en échelle logarithmique
en Fig. 2.6, pour le cas de la PML classique et de notre PML adaptative. On constate que
le champ Hz qui est calculé en pratique décroît clairement dans la APML du bas (carte
la plus à gauche sur la Fig. 2.6(b)) tandis que ce n’est pas le cas pour la PML classique
(carte la plus à gauche sur la Fig. 2.6(a)), causant des réflexions parasites sur la frontière
extérieure. Les champs Ex et Ey sont déduits de Hz grâce aux équations de Maxwell. La
forte valeur de Ey en bout de la APML du bas (carte la plus à droite sur la Fig. 2.6(b))
est due aux fortes valeurs des propriétés matérielles équivalentes, dues elles-mêmes aux
fortes valeurs de sy, ce qui n’affecte pas la précision du champ calculé dans la zone
d’intérêt
Une autre caractéristique de notre approche est que l’ordre de diffraction rasant est bien
absorbé, comme illustré sur la figure 2.7 : l’ordre +1 transmis ne décroît pas dans la PML
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Figure 2.7 | Module des un pour les trois ordres propagatifs avec une APML (tirets) et une
PML classique (traits pleins). Notons que la PML classique est efficace pour tous les ordres
excepté l’ordre rasant n = 1, comme prévu. Cet inconvénient disparaît en utilisant une APML.
classique (traits pleins bleus) et atteint une forte valeur en y = −hˆ−, alors que cet ordre
tends vers zéro quand y→ −hˆ− dans le cas APML (tirets bleus).
Pour valider la précision de la méthode, nous comparons les efficacités de diffraction
obtenues avec PML et APML à celle obtenues par une autre méthode, la RCWA (cf. sous-
section 1.6.3). Pour les paramètres choisis, seuls l’ordre zéro en réflexion et les ordres
−1, 0 et +1 en transmission sont propagatifs. Nous pouvons vérifier le bilan d’énergie
B = R0 + T−1 + T0 + T+1 puisqu’il n’y a pas de milieu dissipatif dans cet exemple. Les
résultats sont reportés dans le tableau 2.1, et on constate un bon accord entre la FEM
avec APML et la RCWA. Au contraire, si on utilise des PML classiques, les efficacités de
diffraction sont moins précises par rapport à celles calculées avec la RCWA. En vérifiant
le bilan d’énergie, on arrive aux mêmes conclusions : le résultat numérique est perturbé
par la réflexion de l’onde au bout de la PML si celle-ci n’est pas adaptée à la situation
d’un ordre de diffraction rasant.
R0 T−1 T0 T+1 B
RCWA 0.1570 0.3966 0.1783 0.2680 0.9999
FEM + APML 0.1561 0.3959 0.1776 0.2703 0.9999
FEM + PML 0.1904 0.4118 0.1927 0.2481 1.0430
Table 2.1 | Efficacités de diffraction R0, T−1, T0 et T+1 des quatre ordres propagatifs et bilan
d’énergie B = R0 + T−1 + T0 + T+1, calculé par trois méthodes : RCWA (ligne 1), FEM avec APML
(ligne 2), FEM avec PML classique (ligne 3).
Pour terminer, afin d’illustrer le comportement de la PML adaptative quand la lon-
gueur d’onde devient de plus en plus proche d’une anomalie de Wood, nous avons
calculé la valeur moyenne de la norme de Hz le long de la frontière extérieure de la
PML du bas γ = 〈|Hz(−hˆ−)|〉x, quand λ = (1 + 10−n)y⋆d,+ et λ = (1 − 10−n)y⋆d,+, pour
n = 1, 2, ...10. Les résultats sont tracés en Fig. 2.8. Quand la longueur d’onde incidente
se rapproche de y⋆d,+, γ croît tout d’abord mais pour n > 3, γ décroît exponentiellement.
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Figure 2.8 | Valeur moyenne de la norme de Hz le long de la frontière extérieure de la PML
du bas γ = 〈|Hz(−hˆ−)|〉x, pour λ se rapprochant d’une anomalie de Wood y⋆d,+ par valeurs
inférieures (λ = (1 − 10−n)y⋆d,+, carrés rouges) et par valeurs supérieures (λ = (1 + 10−n)y⋆d,+,
ronds bleus) en fonction de n.
Dans tous les cas, sa valeur reste assez petite pour considérer que notreAPML est efficace.
Conclusion partielle
Nous avons, dans ce chapitre, exposé une formulation de la méthode des éléments
finis développée précédemment à l’institut Fresnel, que nous utilisons pour calculer le
champ diffracté par un réseau de géométrie et de propriétés optiques pouvant être com-
plexes, éclairé par une onde plane de fréquence et d’incidence arbitraire, dans les deux
cas de polarisation. Cette formulation est adaptée à la complexité des structures que
nous voulons étudier et permet de prendre en compte sans difficulté les contraintes et
défauts de fabrication. La méthode permet de ne modéliser qu’une période du réseau
(en appliquant des conditions de quasi-périodicité sur les frontières latérales). Le pro-
blème de diffraction est ensuite traité comme un problème radiatif équivalent à sources
confinées dans le ou les élément(s) diffractif(s). La nature ouverte du réseau (substrat
et superstrat semi-infinis) nécessite d’utiliser des couches absorbantes, les PMLs, pour
pouvoir atténuer les ondes propagatives dans l’espace libre. Nous avonsmis en évidence
que les PMLs classiques avec un étirement complexe constant sont inefficaces pour des
configurations particulières où un ordre de diffraction devient rasant, les anomalies de
Wood. Pour pallier ce problème, nous avons développé des PMLs adaptatives (Adaptive
PML, APML) capable de traiter cette limitation [108]. Ces APMLs sont basées sur une
transformation géométrique alliant une contraction réelle et un étirement complexe et
absorbent efficacement tous les ordres de diffraction, en particulier, l’ordre rasant.
Munis de la formulation du problème de diffraction, nous pouvons extraire les gran-
deurs énergétiques (transmission et réflexion dans les différents ordres, pertes Joule)
et ainsi dresser un bilan d’énergie. Cela étant, il nous faut résoudre un problème FEM
pour chaque fréquence, à angle fixé, pour obtenir des spectres sur toute une plage de
fréquences. Ce processus peut être long compte tenu des temps de calcul exigés par
la FEM. Notre but est de réaliser des filtres, c’est à dire des structures où une petite
variation de la longueur d’onde incidente peut donner lieu à une grande variation des
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efficacités de diffraction. Autrement dit, nous cherchons à mettre à profit les résonances
des réseaux. Il est donc beaucoup plus judicieux de résoudre un problème spectral, i.e.
chercher les fréquences propres complexes ω et modes propres des structures étudiées.
Ainsi en résolvant un seul problème FEM, saurons-nous directement à quelle fréquence
(partie réelle de ω) le réseau étudié est susceptible de résonner, et quelle est la largeur
de cette résonance (partie imaginaire de ω). Le chapitre suivant est donc consacré à la
formulation et à l’étude du spectre de l’opérateur de Maxwell qui régit la propagation
des ondes électromagnétiques dans le cas particulier d’un réseau de diffraction.
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L’
analyse spectrale de structures électromagnétiques ouvertes reste à ce jour une
tâchedélicate. En effet, le caractère nonbornéduproblème (substrat et superstrat
semi-infinis dans notre cas) fait que les fréquences propres sont complexesmême
dans le cas où tous les milieux en jeu sont sans pertes. Le problème est dissipatif par
essence, la partie imaginaire des fréquences propres traduisant les pertes radiatives de
la structures vers le reste de l’univers. Cela a pour conséquence que les modes dit à
fuites associés à ces valeurs propres divergent exponentiellement à l’infini. Il devient
alors complexe de traiter rigoureusement de pareils champs. Notre approche, fondée
sur l’Optique de Transformation, permet par un changement de coordonnées complexe
(utilisé pour construire les PMLs) de calculer numériquement les modes à fuites de
l’opérateur de Maxwell.
Nous présentons dans ce chapitre les fondements de notre méthode appliquée au cas de
réseauxmono-périodiques. Nous explicitons tout d’abord la formulation employée pour
résoudre un problème spectral dans le cas de matériaux non dispersifs. Nous traitons
alors un problème borné équivalent où une seule période du réseau est modélisée de
par l’utilisation de conditions de Bloch, et où les domaines semi-infinis (substrat et
superstrat) sont tronqués par des PMLs finies [99]. Les principaux paramètres en jeu
dans nos modèles sont décrits et analysés et leurs effets sur la structure du spectre de
l’opérateur de Maxwell sont mis en évidence. Nous mettons ensuite notre méthode à
l’épreuve en la comparant avec une technique de recherche de pôles des coefficients de
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Fresnel dans le plan complexe [139], sur le cas d’un empilement multicouche puis d’un
réseau lamellaire. Cette formulation est ensuite étendue au cas de réseaux 1D avec un
matériau dispersif dont la permittivité est modélisée par une loi à un pôle, conduisant à
la résolution d’un problème aux valeurs propres quadratique scalaire dans le cas TE et
vectoriel dans le cas TM.
3.1 Le problème spectral sans dispersion
Notre objectif est de trouver les résonances des structures étudiées. Pour ce faire,
nous utilisons deux méthodes indépendantes qui sont détaillées dans cette partie. L’une
consiste à résoudre un problème spectral par une méthode des éléments finis, et l’autre,
baptisée tétrachotomie permet d’obtenir numériquement les pôles du coefficient de trans-
mission en utilisant des outils d’analyse complexe.
3.1.1 Problème spectral
Comme nous l’avons souligné précédemment, la difficulté majeure du problème
spectral traité ici réside dans le fait que nous avons affaire à une structure ouverte.
En effet, le caractère non borné du substrat et du superstrat modifie considérablement la
nature du spectre de l’opérateur associé : en plus du spectre discret (constitué des valeurs
propres) auquel sont associés lesmodes guidés, il existe un spectre continu (constitué des
valeurs propres généralisées) auquel sont associés les modes de radiation. D’un point
de vue numérique, introduire des PML finies pour borner la cellule de calcul revient en
quelque sorte à se ramener à une structure fermée, dont le spectre de l’opérateur associé
est discret. Nous allons détailler ces différents points dans la partie suivante, en illustrant
notre propos avec des exemples numériques.
On se bornera ici à une description « qualitative » du spectre, une analyse spectrale
rigoureuse exige sans doute une collaboration avec la communauté des mathématiciens.
Il serait bon notamment de préciser dans quels espaces fonctionnels «vivent» les vecteurs
propres associés aux différentes parties du spectre, et ce pour les différents problèmes
traités. Nous utiliserons plutôt le langage des physiciens et parlerons de champs d’énergie
finie, ou bien d’énergie infinie. En plus de cela, rappelons que nous recherchons les modes
propres dans des structures périodiques mono-dimensionnelles, les champs seront donc
pseudo-périodiques de période d et de coefficient α.
Formulation du problème
Nous nous intéressons aux champs susceptibles de se propager dans la structure avec
une constante de pseudo-périodicité α réelle, en régime harmonique de pulsation ω et en
l’absence de champ incident. Nous traiterons le cas des modes polarisés rectilignement (TE
ou TM). On étudie le même type de structure que dans la partie 2.1 mais cette fois sans
champ incident (u0 = 0). L’équation 2.5 devient alors :
− div(ξ grad ud) = k20χud (3.1)
En notantMξ(vn) := −div
(
ξ grad vn
)
, le problème spectral revient à trouver les solutions
des équations de Maxwell sans sources, i.e. trouver les valeurs propres généralisées Λn =
k2n = (ωn/c)
2 et les vecteurs propres généralisés non nuls vn de l’opérateur de Maxwell
Mξ tels que :
Mξ(vn) = Λnχvn (3.2)
Il est important ici de noter que les valeurs propres ωn sont généralement complexes,
même si l’opérateur deMaxwellMξ est formellement auto-adjoint pour desmatériaux sans pertes.
De plus, la périodicité selon x permet de réduire le problème à une cellule élémentaire
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de la même manière que pour le problème de diffraction décrit en partie 2.1. On peut
alors appliquer la théorie de décomposition de Bloch-Floquet et ainsi paramétrer l’opé-
rateur par le coefficient de quasi périodicité α, qui est fixé dans R, en dépit de l’absence
de champ incident. Remarquons que α est seulement une « réminiscence » du champ
incident : il manque β. Il est donc vain de retrouver θ grâce à α puisque on ne connait
ni k+ ni β. Il sera donné par la valeur propre ωn : si ω′′n est petit devant ω′n, on peut
poser k+n ≃
√
ε+µ+ωn/c, et déduire l’angle θn correspondant pour lequel une résonance
est susceptible d’avoir lieu par α = k+n sinθn.
Éudions à présent la structure du spectre de notre opérateur.
Structure du spectre de l’opérateur de Maxwell
Le cas d’une structure fermée
Pour fixer les idées, considérons tout d’abord un exemple de deux miroirs plans
parallèles, parfaitement conducteurs, séparés d’une distance h par un milieu homogène
isotrope sans pertes de permittivité ε et de perméabilité µ. Ce cas simple peut se réduire
à un problème mono-dimensionnel selon la direction (Oy) orthogonale aux plans des
miroirs avec des conditions de Dirichlet homogènes en y = 0 et y = h. Le problème
spectral associé consiste à trouver les valeurs propres ωn ∈ C et les vecteurs propres
vn ∈ L2([0, h]) tels que :
M(vn) := −d
2vn
dy2
=
ω2n
c2
εµvn, ∀y ∈ [0, h]
u(0) = u(h) = 0.
Comme l’opérateurM est auto-adjoint (matériaux sans pertes) et à résolvante com-
pacte (puisque de section Ω = [0, h] bornée), la théorie spectrale stipule que les ωn
forment une suite réelle tendant vers l’infini, et que les vn forment une base hilbertienne
de L2([0, h]). Pour le cas académique traité ici, les fréquences propres sont données par :
ωn = n
πc√
εµh
, ∀n ∈N⋆,
et les fonctions propres normalisées par
vn(y) =
1√
2
sin(
nπ
h
).
Le cas d’une structure ouverte
Considérons le même exemple que précédemment, mais cette fois-ci le système est
ouvert (h = +∞). Le problème est toujours auto-adjoint, mais à résolvante non compacte.
On montre que le spectre de l’opérateur associé est uniquement constitué du spectre
continu qui se réduit à l’axe réel positif. Ce dernier résultat peut se voir « à la main » :
si on fait tendre h vers +∞, on voit que le spectre discret constitué des ωn tend vers un
spectre continu qui se trouve être R+.
Ce résultat peut se généraliser à une classe de problèmes dits de Sturm-Liouville,
dans laquelle s’inscrit le problème du réseau que nous traitons ici [58]. D’une manière
générale, les valeurs propres constituent le spectre discret 1, avec des vecteurs propres
1. il faut en tout rigueur faire le distinguo entre spectre ponctuel et spectre discret.
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exponentiellement décroissants à l’infini : ce sont les modes guidés, d’énergie finie. Les
valeurs propres généralisées forment le spectre continu 2 avec des vecteurs propres géné-
ralisés oscillants à l’infini : ce sont les modes de radiation, d’énergie infinie. La résolvante
de l’opérateurMξ est définie pour λ appartenant à l’ensemble résolvant ρ(Mξ) (le com-
plémentaire dans C du spectre) comme RMξ (λ) = (Mξ − λI)−1. Les valeurs propres
correspondent aux pôles de la résolvante, et la résolvante admet vraisemblablement une
coupure sur le spectre continu [51].
Revenons maintenant au problème d’un réseau, constitué de matériaux homogènes,
isotropes et sans pertes. La périodicité selon (Ox) nous amène à rechercher des solutions
vn qui vérifient la décomposition de Bloch :
vn(x, y) =
∑
m∈Z
vdnm(y)e
iαmx (3.3)
avec αm = α + 2πd m. En injectant cette décomposition dans l’Eq. (3.2), on a :
− ∂
2vnm
∂y2
= β2nmvnm (3.4)
avec
βnm
2 = ω2n/c
2εµ − α2m. (3.5)
On se ramène ainsi à l’étude de l’opérateur mono-dimensionnel canonique − ∂2
∂y2 ,
dont nous avons vu que le spectre continu est R+. Nous pouvons donc obtenir pour le
problème du réseau les lieux des pulsations propres complexes ω associées au spectre
continu correspondant au substrat (exposant -) et au superstrat (exposant +) à partir
de l’Équation 3.5, en fonction du paramètre β ∈ R+. Il s’agit des courbes ω(β) = D±m(β)
donnés par les équations paramétriques :
ω(β) = D±m(β) = c±
√
α2m + β2, β ∈ R+, ∀m ∈ Z (3.6)
avec c± = c/
√
ε±µ± la vitesse de la lumière dans le milieu considéré, c’est-à-dire les
demi-droites [c±αm,+∞[.
Introduction de PML infinies
Comme nous l’avons vu en partie 2.1.4, les PML peuvent s’interpréter comme un
changement de coordonnées complexes. Dans notre cas le changement porte sur y et
est tel que y 7→ yc = y/sy, où sy est définie par l’Eq. (2.23) : elle vaut 1 dans la zone
d’intérêt physique, ζ+ dans le superstrat et ζ− dans le substrat. Nous choisissons ζ+ et ζ−
dans C+. Nous considérons donc un nouvel opérateur notéM
ξ˜
qui dépend du choix du
changement de coordonnées sy et dont les valeurs propres sont complexes. Le problème
spectral associé consiste à trouver les valeurs propres ω˜n ∈ C et les vecteurs propres v˜n
tels que :
M
ξ˜
(v˜n) = Λ˜nχ˜v˜n (3.7)
2. là aussi, il faudrait examiner les subtilités mathématiques existant entre spectre essentiel et spectre
continu.
48
3.1. Le problème spectral sans dispersion
Expression explicite de la courbe du spectre continu avec PML infinies
Le changement de coordonnées introduit pour l’utilisation des PML peut se traduire
en raisonnant sur la coordonnée non transformée y et en considérant une nouvelle
constante de propagation β˜ = β/sy. En introduisant cette constante de propagation étirée
dans l’Équation 3.6, nous obtenons les lieux du spectre continu, qui sont donnés par les
chemins dans le plan complexe (ω′ + iω′′) = C±m paramétrés par β :
(ω′ + iω′′)(β) = C±m(β) = c±
√
α2m + (β/sy)2, β ∈ R+, ∀m ∈ Z (3.8)
Ainsi, l’ajout de PML infinies déplace-t-il le spectre dans le plan complexe. Ce dé-
placement révèle des modes à fuites, exponentiellement croissants à l’infini. Les valeurs
propres associées sont complexes et correspondent aux pôles du prolongement analy-
tique en λ de la résolvante, qui est réalisé en ajoutant des PML infinies (ce qui peut
s’interpréter comme un prolongement analytique dans la variable y [51]).
Les modes à fuites peuvent être vus comme les modes de la structure fermée lorsque
celle-ci est ouverte (c’est à dire « plongée » dans les deux milieux semi-infinis que sont
le substrat et le superstrat). Notons enfin que ces modes à fuites sont une caractéris-
tique intrinsèque au problème, l’introduction des PML est seulement un moyen de les
découvrir.
Introduction de PML finies
Finalement, pour mettre en œuvre numériquement la méthode des éléments finis, il
nous faut tronquer les PML. Le problème redevient alors à résolvante compacte, puisque
sa section Ω est bornée, mais n’est plus auto-adjoint et ce à cause de l’introduction des
milieux PML dissipatifs. L’opérateur associé noté M
ξ̂
, qui dépend de sy mais aussi de
la distance de troncature des PML, et des conditions aux limites en bout de PML, a un
spectre qui est alors uniquement discret, les PML tronquées réalisant une discrétisation
du spectre continu ([101]). Le problème spectral finalement résolu en pratique s’écrit
donc :
M
ξ̂
(v̂n) = Λ̂nχ̂v̂n (3.9)
où les vecteurs propres sont maintenant d’énergie finie.
L’opérateur M̂ξ est l’extension non Hermitienne (obtenue à l’aide de la transformation
géométrique réalisée par les PML) et à résolvante compacte (de par la taille finie des PML)
adéquatepour calculer numériquement lesmodesdu systèmeouvert. Ses caractéristiques
spectrales sont reliées à ceuxduproblème initial à travers lesprocessusqui viennentd’être
décrits.
Les modes à fuites du problème (3.9) convergent, dans la zone d’intérêt physique, vers
ceuxduproblème (3.2). Ceci dit, la démonstrationmathématique rigoureuse est endehors
du cadre de ce travail et nous renvoyons le lecteur intéressé à la référence [51]. Dans la
suite, nous confondrons demanière délibérée les deux problèmes et abandonnerons donc
les notations avec chapeau (v̂n, Λ̂n, etc.), mais il faut garder à l’esprit que ce que nous
résolvons numériquement est la version (3.9) étirée dans un espace complexe et bornée
du problème (3.2) défini dans tout l’espace réel.
Formulation de la méthode des éléments finis
Le problème aux valeurs propres (PVP) défini par l’équation (3.2) est ensuite résolu
par la FEM. La formulation est analogue à celle décrite en partie 2.1 : utilisation des
PML au dessus et en dessous de la zone d’intérêt, prise en compte des conditions de
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quasi-périodicité sur les frontières du domaine et conditions de Neumann homogènes
imposées sur les frontières extérieures des PML. Notons qu’il n’y a pas de terme source
dans ce cas.
De plus il est important de souligner que les vecteurs propres vn sont d’énergie infi-
nie (voir section 1.7), mais l’utilisation des PML les rend d’énergie finie, ce qui est une
condition nécessaire à l’élaboration d’une formulation faible associée à la FEM. La cellule
est maillée à l’aide d’éléments de Lagrange d’ordre 2. Dans les exemples numériques
qui suivent, la taille maximale d’un élément du maillage est fixée à λmesh/(Nm
√
Re(ε)),
où Nm est un entier (choisi entre 6 et 10 en pratique, son choix résulte d’un compromis
entre précision et temps de calcul), et où λmesh est une longueur d’onde choisie dans le
voisinage de la bande spectrale où l’on veut trouver des valeurs propres.
Le système algébrique final s’écrit sous forme matricielle comme un problème aux va-
leurs propres généralisé Av = ΛB v. Trouver les valeurs propres les plus proches d’un
décalage arbitraire Λ0 revient à calculer les plus grandes valeurs propres de la matrice
C = (A − Λ0B)−1B. Pour ce faire, le solveur aux valeurs propres utilise les librairies AR-
PACK FORTRAN adaptées aux problèmes aux valeurs propres impliquant des matrices
creuses et de grande taille [74]. Ce code est fondé sur une variante de l’algorithme d’Ar-
noldi appelée Implicitly Restarted Arnoldi Method (IRAM).
Choix des paramètres pour les PML
Il faut à présent choisir des paramètres pour les PML : les coefficients d’étirement ζ±,
leur hauteur ĥ±, leur distance à la structure diffractive h± ainsi que la condition aux limites
à appliquer en bout de PML.Afind’illustrer l’influence de ces différents paramètres, nous
résolvons le problème spectral sur un exemple numérique (cf. Figure 3.1) : un réseau de
période d = 3µm de fentes de hauteur hg = 2µm et de largeur w = 1µm gravées dans
une couche de permittivité εg = 11.7, déposée sur un substrat de permittivité ε− = 4.84.
Le milieu incident est l’air (ε+ = 1) et tout les matériaux sont non magnétiques (µr = 1).
Nous étudions le cas TE, fixons α = 2 · 105 rad ·m−1 et le paramètre de maille Nm = 10.
Taille des PML
En premier lieu, nous regardons le comportement des fréquences propres dans le
plan complexe lorsque l’on augmente la taille des PML. On impose une condition de
Neumann homogène sur les frontières extérieures des PML, on fixe ζ± = eiπ/4, h± =
λref/100, avec λref = 11µm. Les lieux des pulsations propres sont tracés en figure 3.2,
pour différentes tailles de PML. On a aussi représenté les courbesC±m donnant les lieux du
spectre continu. Lorsque l’on augmente ĥ±, on observe que le spectre continu est d’autant
mieux approximé (les points se rapprochent des courbes théoriques en pointillés et se
densifient), ce qui parait assez logique. D’autre part, lesmodes à fuites sont indépendants
de ce paramètre.
Absorption des PML : argument
Observonsmaintenant l’influence du paramètre d’absorption ζ±. On garde lesmêmes
paramètres que précédemment, avec ĥ± = 10λref/
√
ε±, |ζ±| = 1 et on fait varier tout
d’abord arg ζ±. Les lieux des pulsations propres sont tracés en figure 3.3, pour différentes
valeurs de arg ζ±. On observe que le spectre continu se déplace, et les fréquences propres
correspondant aux approximations de ce spectre continu suivent bien les courbes théo-
riques. Si on augmente arg ζ±, on « dévoile » de plus en plus de modes à fuites : le mode
nommé 1 sur la Fig. 3.3 est dévoilé dans les trois cas de figure, alors que le mode 2 n’est
50
3.1. Le problème spectral sans dispersion
hg
d
w
z x
y
ε+ = 1
εd = 11.7
ε− = 2.25
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ĥ+
h+
hg
h−
ĥ−
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(b) Cellule de calcul.
Figure 3.1 | Configuration du problème du réseau de fentes étudié. Figure 3.1a : réseau de
fentes de largeur w = 1µm et de hauteur hg = 2µm gravées dans un matériau de permittivité
εg = 11.7 déposé sur un substrat de permittivité ε− = 2.25. Le superstrat est l’air (ε+ = 1)
et la période du réseau est d = 3µm. Figure 3.1b : cellule de calcul et paramètres en jeu
pour la résolution du problème spectral. Les PML du haut (+) et du bas (−) ont pour coeffi-
cient d’étirement ζ± et pour auteur ĥ±. Le superstrat (+) et le substrat (−) tronqués ont pour
hauteur h±. On applique des conditions de quasi périodicité sur les frontières latérales avec
α = 2 · 105 rad ·m−1 et des conditions de Neumann ou de Dirichlet homogènes sur les fron-
tières extérieures des PML. La taille maximale d’un élément de maillage est λmesh/(Nm
√
ε), où
λmesh = 11µm et Nm = 10.
pas dévoilé pour arg ζ± = π/12, et le mode 3 n’apparait que pour arg ζ± = 5π/12. Comme
constaté précédemment, les modes à fuites, lorsqu’ils sont révélés, ne dépendent pas du
choix du paramètre d’absorption. Les trois mode désignés par 4 présentent quant à eux
un comportement particulier. Il s’agit a priori d’unmêmemode qui se déplace en fonction
de quelle branche du spectre continu le révèle.
Absorption des PML : module
Nous fixons maintenant arg ζ± = π/4 et faisons varier le module de ζ±. Les résultats
sont consignés en figure 3.4. De la même façon que lorsqu’on augmente la hauteur des
PML, le fait d’augmenter le module de ζ± permet une meilleure discrétisation du conti-
nuum. En effet ce faisant, on diminue la longueur d’onde dans le milieu PML et ainsi
plus de solutions oscillantes à l’infini (les modes de radiation) sont accessibles. De plus
on constate là encore que les modes à fuites sont peu affectés par ces changements.
Distance PML-structure
Un autre paramètre important dans le calcul numérique des modes propres est la
distance des PML par rapport à la structure résonante que l’on étudie. En effet, des so-
lutions erronées peuvent apparaitre si les PML sont trop éloignées, du réseau : il s’agit
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Figure 3.2 | Lieux des pulsations propres dans le plan complexe pour différentes tailles de
PML ĥ±. On a aussi représenté en pointillés les courbes C±m donnant les lieux du spectre
continu. Lorsque l’épaisseur des PML augmente, les points correspondant aux modes propres
issus de la discrétisation du spectre continu se rapprochent des courbes théoriques C±m et leur
nombre augmente. Remarquons que les modes à fuites sont indépendants de ĥ±.
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Figure 3.3 | Lieux des pulsations propres dans le plan complexe pour différentes valeurs
de l’argument du paramètre d’absorption ζ± des PML. Ce paramètre joue sur la rotation du
spectre continu dans le plan complexe, et donc sur la possibilité de « révéler » certains modes
à fuite. Lorsque arg ζ± est assez grand, un mode à fuite apparaît dans le spectre de l’opérateur
et peut être ainsi calculé, mais sa valeur ne dépend pas de ce paramètre.
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Figure 3.4 | Lieux des pulsations propres dans le plan complexe pour différentes valeurs du
module paramètre d’absorption ζ± des PML. Lorsque ce paramètre augmente, les fréquences
propres associées aux modes issus de la discrétisation du spectre continu se rapproche des
lieux théoriques C±m et sont plus nombreux : l’échantillonnage du continuum est meilleur quand
|ζ±| augmente. Les modes à fuites sont indépendants de ce paramètre.
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de modes « fallacieux » (spurious modes en anglais). Nous avons représenté en Fig. 3.5 le
spectre pour les paramètres suivants : ζ± = eiπ/4, ĥ± = 10λref/
√
ε±, avec λref = 11µm,
pour plusieurs distances aux PML h±. On constate que la pollution numérique diminue
quand h± diminue. D’autres auteurs ont été confrontés aumême type de problème ([64]),
une solution proposée est de placer les PML le plus proche possible de la structure.
Une explication avancée dans [51] est une croissance exponentielle de la norme de la
résolvante en fonction de la distance de la structure à la PML, ce qui crée une pollution
numérique des résultats. Les auteurs proposent ainsi une solution consistant en des PML
non orthogonales qui épousent les contours de la structure. Ce comportement numérique
peut se voir « à la main » : vu que les modes à fuites sont des objets exponentiellement
croissants à l’infini, si on place les couches absorbantes trop loin, cette croissance expo-
nentielle va être d’autant plus importante, et ainsi amplifier les erreurs numériques sur
le calcul des modes.
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Figure 3.5 | Lieux des pulsations propres dans le plan complexe pour différentes distances h±
des PML à la structure. Lorsque la PML est trop loin de la structure diffractive, des instabilités
numériques apparaissent et les modes sont mal calculés.
Condition aux limites en bout de PML
Enfin, il est légitime de se demander quelle est l’influence de la condition aux limites
que l’on impose en bout de PML. Jusque là nous avons toujours utilisé une condition de
Neumann homogène. Considérons toujours l’exemple numérique du réseau de fentes, de
paramètres ζ± = eiπ/4, ĥ± = 10λref/
√
ε±, h± = λref/100, avecλref = 11µm.En imposant soit
une condition de Neumann, soit une condition de Dirichlet sur la frontière extérieure des
PML, on voit (cf. Fig 3.6) que les modes de radiation calculés sont différents, en revanche
ils sont dans les deux cas une approximation du spectre continu. Les modes à fuites sont,
quant à eux encore une fois très peu sensibles à ce paramètre qui est une caractéristique
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des PML.
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Figure 3.6 | Lieux des pulsations propres dans le plan complexe pour des conditions de Neu-
mann et de Dirichlet en bout de PML. Les deux conditions conduisent à une discrétisation
différente du spectre continu, et n’ont pas d’influence sur le calcul des modes à fuites.
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3.1.2 Tétrachotomie
La recherche des pôles du coefficient de transmission en amplitude est un problème
délicat puisque nous ignorons a priori le nombre de pôles ainsi que leur localisation dans
le plan complexe. Considérons une restriction rectangulaire R du plan complexe de bord
∂R = Γ, et fixons α dans R. On peut montrer que t(ω) possède une infinité dénombrable
de pôles simples ωn et peut être mis sous la forme ([153]) :
t(ω) =
∑
n∈N
An
ω − ωn + g(ω)
où les coefficients An ∈ C et où g est une fonction holomorphe quelconque représentant
le processus non résonant.
On considèremaintenant que Γ est un lacet de Jordan contenant le pôleωm et uniquement
celui-là. On définit les intégrales Ik pour k = 0, 1, 2 :
Ik =
1
2iπ
∮
Γ
ωkt(ω)dω =
1
2iπ
∮
Γ
ωk
Am
ω − ωmdω (3.10)
puisque d’après le théorème de Cauchy (A.2), l’intégrale de g sur un contour fermé est
nulle.
En appliquant le théorème des résidus (A.3) à fk : ω 7→ ωk Amω−ωm on obtient :
Ik = Resωm fk = limω→ωm
(ω − ωm) fk(ω) = Amωkm
+
+
+
ω
′
= Reω
ω
′
′
=
I
m
ω
ω1
ω2
ω3
Γ
Γ1
Γ2
Γ3Γ4
Γ5 Γ6
Γ7Γ8
Figure 3.7 | Exemple de recherche de pôles par tétrachotomie
Ainsi connaissons-nous le coefficient Am = I0, et le pôle ωm est donné précisément
par :
ωm =
I2
I1
=
I1
I0
(3.11)
L’algorithme de tétrachotomie consiste à calculer les pôles les uns après les autres en sub-
divisant le domaine en quatre jusqu’à « cerner » tous les pôles. Un exemple d’illustration
est donné en figure 3.7.
Le calcul des intégrales 3.10 nous permet de distinguer trois cas de figure :
– I0 = I1 = 0 : pas de pôle (cas de Γ2, Γ4, Γ6 et Γ8)
– I2I1 =
I1
I0
: un seul pôle (cas de Γ3, Γ5 et Γ7)
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– I2I1 ,
I1
I0
: plusieurs pôles (cas de Γ et Γ1)
La performance de la méthode est liée à la précision du calcul des intégrales 3.10. Le
procédé de calcul (paramétrisation des bords de Γ et périodisation) est décrit intégrale-
ment dans [103]. D’un point de vue pratique, la méthode est implémentée à l’aide d’une
routine Matlab.
3.2 Validation de la méthode
3.2.1 Exemple d’un empilement multicouche
Afinde valider les deuxméthodes et de les comparer sur un cas simple et académique,
on recherche les résonances d’un empilement de quatre couches, comme schématisé en
Fig. 3.8. On se place dans le cas de polarisation TM. On cherche des résonances en in-
cidence normale (θ = 0), donc on fixe α = 0. Les paramètres de l’exemple suivant sont
h1 = 26µm, h2 = 0.5µm, εair = 1, εSi = 11.7, et les permittivités relatives [105] des autres
matériaux (SiO2 et ZnSe) sont représentées en Fig. 3.9 dans l’infrarouge lointain. Dans ce
domaine spectral, on peut négliger l’absorption dans le ZnSe. En revanche, on travaille
dans la bande d’absorption du SiO2 (due à la résonance de la liaison Si-O vers 9.3µm)
les parties réelles et imaginaires de sa permittivité relative varient rapidement avec la
longueur d’onde (cf. Figure 3.9).
k+
x
y
θ
h1
h2
air
Si
SiO2
ZnSe
Figure 3.8 | Schéma et notations du
multicouche étudié.
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Figure 3.9 | Permittivités relatives de SiO2 et ZnSe
en fonction de la longueur d’onde λ.
L’étude de matériaux dispersifs se heurte au fait que le problème aux valeurs propres
ne peut pas être traité directement par des solvers classiques, puisque l’opérateur dont
on recherche les valeurs propres dépend lui-même de la valeur propre recherchée ωn
via ǫ(ωn). En pratique la permittivité est supposée constante : on recherche Neig valeurs
propres ω(1)n autour de la fréquence ω
(0) fixée arbitrairement. Puis, pour n = 1, 2, . . .Neig
on recherche une seule valeur propre ω(2)n autour de ω
(1)
n avec εr(ω
(1)
n ) «mis à jour », et on
itère en calculant ω(k)n jusqu’à ce qu’il y ait convergence avec une précision désirée sur la
valeur de ω(k)n .
Pour obtenir le coefficient de transmission de la structure, on utilise un formalisme
matriciel abondamment traité dans la littérature (voir par exemple [82, 107]).
La Fig. 3.10 montre la position dans le plan complexe des résonances trouvées par
la tétrachotomie et par la résolution du problème aux valeurs propres par la FEM. Pour
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Figure 3.11 | Différences relatives
entre les deux méthodes pour la je ré-
sonance (haut : parties réelles, bas :
parties imaginaires).
comparer les résultats, on définit les différences relatives suivantes :
E′n =
ω
′,tetra
n − ω
′,fem
n
ω
′,tetra
n
et E′′n =
ω
′′,tetra
n − ω
′′,fem
n
ω
′′,tetra
n
pour n = 1, 2, . . . 7 (3.12)
Les deux méthodes sont en très bon accord comme on peut le voir en Fig. 3.11 :
la différence relative maximale en valeur absolue est de 0.1% pour les parties réelles
et de 2.7% pour les parties imaginaires. Remarquons que cet écart maximum concerne
la résonance numérotée 5, qui se situe autour de 9.3µm, où εSiO2 a un comportement
résonant.
Le coefficient de transmission en énergie obtenu par un formalisme de matrices de
transfert (trait plein) et par la résolution par la FEM décrite en partie 2.1 (cercles) est
représenté sur la Fig. 3.12. Les deux calculs sont en accord satisfaisant, et, conformément
aux résultats de l’analyse modale, la courbe de transmission présente des pics de réso-
nance numérotés de 1 à 7 qui correspondent aux fréquences de résonance représentés
en Fig. 3.10. Pour illustrer cette correspondance, on fait une approximation à un pôle, en
supposant qu’autour du pôle ωn, le coefficient de transmission peut s’écrire :
tn(ω) =
Bn
ω − ωn (3.13)
On peut obtenir le coefficient Bn = −iω′′n t(ω′n) en calculant le coefficient de transmis-
sion complexe t(ω′n) à la résonance par la FEM. Ces modèles à un pôle sont tracées en
Fig. 3.12 (pointillés) : localement autour de la fréquence de résonance, ils constituent une
bonne approximation de la transmission, ω′n définissant la position spectrale du pic et
ω′′n sa largeur spectrale.
Cet exemple simple montre que les deux méthodes nous permettent de trouver les
mêmes résonances avec une précision satisfaisante. Cela étant, la tétrachotomie présente
pour son application en pratique un point faible : le calcul des intégrales 3.10 nécessite
d’évaluer le coefficient de transmission pour un nombre de points dans le plan complexe
qui augmente de manière notable avec la précision demandée. La méthode employée
pour y parvenir doit être rapide pour pouvoir mettre en œuvre efficacement la tétra-
chotomie. On pourrait penser à calculer t(ω) par FEM, mais les temps de résolution
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Figure 3.12 | Transmission en fonction de la longueur d’onde λ obtenue par un formalisme de
matrice de transfert (MT, trait plein bleu) et par la formulation FEM (cercles rouges) ; pointillés :
approximation à un pôle.
du problème pour une fréquence donnée sont prohibitifs. Un modèle analytique est la
méthode la plus efficace (comme dans le cas du multicouche). Pour des réseaux de dif-
fraction que l’on a pour objectif d’étudier, des formules peuvent être dérivées [70, 148],
mais sous réserve de certaines hypothèses sur les matériaux (en considérant les métaux
comme des conducteurs parfaits) et/ou la géométrie (taille dumotif diffractif par rapport
à la période), restreignant le domaine d’application de la méthode. L’avantage de la FEM
est sa totale généralité vis-à-vis de la géométrie et des propriétés des matériaux. C’est
pourquoi nous nous focalisons par la suite sur la résolution du problème aux valeurs
propres par la FEM, que nous allons valider, dans la partie suivante, en comparant les
résultats à ceux de la tétrachotomie sur un exemple d’un réseau de diffraction.
3.2.2 Exemple d’un réseau de fentes
Nous nous intéressons maintenant au problème qui nous préoccupe dans le cadre
de notre étude, à savoir les réseaux de diffraction. L’objectif est toujours de valider la
méthode numérique de recherche des modes à fuites par la FEM. Nous allons donc
appliquer la tétrachotomie sur un exemple numérique d’un réseau de fentes. Comme
nous l’avons fait remarquer dans la sous-section 3.2.1, l’application de l’algorithme de
tétrachotomie nécessite d’évaluer le coefficient de transmission pour de nombreux points
dans le plan complexe (typiquement plusieurs milliers). Le désavantage de la FEM est
sa gourmandise en temps de calcul, de l’ordre de quelques secondes par fréquence pour
un maillage avec Nm = 6. En conséquence, pour cette validation numérique, nous avons
choisi d’utiliser une méthode beaucoup moins couteuse en temps de calcul, la méthode
modale de Fourrier aussi connue sous le nom de RCWA (cf. partie 1.6.3). Cette méthode
très populaire est largement employée pour la modélisation de réseaux de diffraction.
On considère un réseau mono-dimensionnel (voir Figure 3.13) de fentes de largeur
w = 0.1µm gravées dans une couche de germanium (nGe = 4 dans l’infrarouge lointain)
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(a) Réseau de fentes.
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Figure 3.13 | Configuration du problème du réseau de fentes étudié. Figure 3.13a : réseau de
fentes de largeur w = 0.1µm et de hauteur hg = 3µm gravées dans du germanium (Ge) de
permittivité εg = 16 déposé sur un substrat de sulfure de zinc (ZnS) de permittivité ε− = 4.84.
Le superstrat est l’air (ε+ = 1) et la période du réseau est d = 2µm. Figure 3.13b : cellule de
calcul pour la résolution de problème spectral. Les PMLs du haut et du bas ont pour coefficient
d’étirement ζ+ = ζ− = ei
π
20 et pour auteur ĥ± = 5λref/
√
ε±. Le superstrat et le substrat tron-
qués ont pour hauteur h± = λref/100, avec λref = 11µm. On applique des conditions de quasi
périodicité sur les frontières latérales avec α = 0 rad ·m−1 et des conditions de Neumann ho-
mogènes sur les frontières extérieures des PML. La taille maximale d’un élément de maillage
est λref/(20
√
ε).
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d’épaisseur h = 3µm et déposée sur un substrat diélecrique en ZnS (n− = 2.2). Le milieu
incident est l’air (n+ = 1) et la périodicité du réseau est d = 3µm. Nous étudions le cas
de polarisation TM et fixons α = 0 rad ·m−1. Pour la résolution numérique par la FEM,
on impose une condition de Neumann homogène sur les frontières extérieures des PML,
on fixe ζ± = eiπ/4, h± = λref/100 et hˆ± = 5λref/
√
ε± avec λref = 11µm. La taille maximale
d’un élément de maillage est λref/(20
√
ε).
Cas TM
Les résultats obtenus par les deux méthodes sont illustrés sur la Figure 3.14. On
constate que la tétrachotomie permet de trouver uniquement les modes à fuites, qui ont
une partie imaginaire significative. Les deux méthodes présentent un bon accord avec
une erreur relative de moins de 0.07% sur les parties réelles et de moins de 0.7% sur les
parties imaginaires. Observons les efficacités de diffraction : on a tracé les coefficients
de transmission et de réflexion dans l’ordre 0 calculés par la FEM et par la RCWA en
Figure 3.16. Tout d’abord, les deux méthodes sont très proches d’un point de vue des
grandeurs énergétiques, ce qui valide encore une fois notre formulation de la méthode
des éléments finis. De plus, comme l’indiquent les traits verticaux en pointillés, la par-
tie réelle de la longueur d’onde propre coïncide avec une résonance des coefficients de
Fresnel. Les valeurs propres notées 1 et 4 ont une partie imaginaire importante, ce qui se
traduit par un pic ou un creux de résonance assez large, tandis que les valeurs propres
2 et 3 ont une partie imaginaire plus petite, traduisant un amortissement plus faible, ce
qui explique pourquoi les pics associés sont étroits spectralement.
1.2 1.4 1.6 1.8 2 2.2 2.4 2.6
x 1014
−5
−4.5
−4
−3.5
−3
−2.5
−2
−1.5
−1
−0.5
0
x 1013
 
 
4 1
3 2
ω
′ (rad.s−1)
ω
′
′
(r
ad
.s
−
1
)
tétrachotomie
PVP
Figure 3.14 | Lieux des fréquences de résonance dans le plan complexe pour les deux mé-
thodes, polarisation TM.
Cas TE
Nous étudions à présent le cas TE, tous les paramètres étant identiques. Ici encore,
les deux méthodes présentent un bon accord (cf. Fig. 3.17) avec une erreur relative de
moins de 0.005% sur les parties réelles et de moins de 1.4% sur les parties imaginaires.
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(a) Mode 1. (b) Mode 2. (c) Mode 3. (d) Mode 4.
Figure 3.15 | Parties réelles de Hz pour les modes 1 à 4, polarisation TM.
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Figure 3.16 | Efficacités de diffraction en fonction de la longueur d’onde pour la FEM et la
RCWA, polarisation TM. Les traits verticaux en pointillés numérotés de 1 à 4 représentent la
position de la longeur d’onde de résonance calculée par la résolution du problème spectral.
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De plus, la position spectrale des pics de résonance des coefficients de réflexion et de
transmission correspond à la partie réelle de la longueur d’onde propre (cf. Fig. 3.18).
d’un point de vue qualitatif, les pics les plus larges (2 et 5) sont associés à des fréquences
de propres à forte partie imaginaire tandis que les pics étroits (1,3 et 4) correspondent à
des fréquences de propres à faible partie imaginaire.
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Figure 3.17 | Lieux des fréquences de résonance dans le plan complexe pour les deux mé-
thodes, polarisation TE.
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Figure 3.18 | Efficacités de diffraction en fonction de la longueur d’onde pour la FEM et la
RCWA, polarisation TE. Les traits verticaux en pointillés numérotés de 1 à 5 représentent la
position de la longueur d’onde de résonance calculée par la résolution du problème spectral.
A ce stade de note étude, nous avons validé l’approche qui consiste à résoudre le
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problème spectral par le méthode des éléments finis, au travers d’un exemple d’un slab
et d’un réseau de diffraction, en comparant les résultats obtenus avec la tétrachotomie.
Pour les raisons évoquées précédemment (temps de calcul et limitations desméthodes de
calcul du coefficient de transmission par rapport aux propriétés opto-géométriques des
structures étudiées), nous utiliserons dans la suite uniquement la méthode de recherche
des modes propres et fréquences propres par la FEM. Cette étape de validation nous à
permis aussi d’observer qualitativement que la distribution de l’énergie dans la structure
varie brutalement au voisinage de la partie réelle d’une fréquence propre. Autrement dit,
une résonance correspond à l’excitation d’un mode propre, mais cette affirmation repose
sur des observations qualitatives (on observe une corrélation entre les pics de résonance
et la fréquence propre associée). Cette affirmation sera prouvée indiscutablement au
chapitre 4. Mais nous allons poursuivre tout d’abord l’étude des propriétés spectrales
de réseaux, en établissant une formulation de problème spectral adaptée à l’étude de
matériaux dispersifs.
3.3 Le problème spectral en présence de dispersion
Pour traiter le problème spectral d’une structure comportant un matériau dont la
permittivité dépend de la fréquence, nous avons utilisé la méthode classique du cas non
dispersif et l’avons appliquée de manière itérative, comme décrit en sous-section 3.2.1.
Cependant, cette méthode n’est pas directe et est assujettie à des critères arbitraires de
convergence. Nous allons dans cette partie décrire une formulation capable de trouver
les fréquences propres de réseaux ayant un seul matériau dispersif, dont la permittivité
relative peut être décrite localement par un modèle adapté à cette formulation.
3.3.1 Modèle de permittivité
On suppose que la structure étudiée contient un seul matériau dispersif, homogène
et isotrope, dont la permittivité relative peut être mise sous la forme :
εd(ω) = εd1 −
ω2p
ω2 − ω2r
, (3.14)
où ωr est la fréquence complexe de résonance de la permittivité du matériau. Ce modèle
en apparence simpliste est en fait suffisant. En effet, on peut considérer deux cas :
– soit on est loin d’une résonance de la permittivité et l’approche qui consiste à
supposer εd comme non dispersif est valide,
– soit on est proche de la résonance et alors on peut approcher εd par la loi (3.14).
Tous les milieux sauf le vide sont dispersifs. Les relations de Kramers-Kronig [67,
68] relient les parties réelles et imaginaires des fonctions de transfert et sont obtenues
en exprimant la causalité. En Électromagnétisme elles sont vérifiées par la permittivité
et impliquent que s’il y a de l’absorption dans le matériau, il y a aussi forcément de la
dispersion. Dans l’IR III, on a vu (cf. Figure 3.9) que la silice présente un comportement
dispersif pouvant être modélisé par l’Équation 3.14. Les métaux nobles, dans le visible
possèdent des résonances de permittivité dues à des transitions électroniques inter-
bandes. En revanche dans l’infrarouge lointain, la dispersion des métaux est très bien
approchéeparunmodèledeDrude.À titre d’exemple, et vuque cematériau sera employé
par la suite, nous décrivons les paramètres employés pour la permittivité du carbure de
silicium SiC. Dans la littérature, il existe un modèle de Lorentz du type ([105]) :
εL(ω) = ε∞
1 + ω2L − ω2Tω2T − ω2 + iΓω
 , (3.15)
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avec ε∞ = 6.7,σL = 969 cm−1,σT = 793 cm−1,σΓ = 4.76 cm−1, avecωL = 2πcσL,ωT = 2πcσT
et Γ = 2πcσΓ.
La fonction εL possède un pôle ωp = 12 (
√
4ω2T − 2Γ). On se propose un modèle du
type (3.14) avec ωr = ωp = 1.49 · 1014 + i 4.48 · 1011rad · s−1, εd1 = ε∞ = 6.7 et ωp =
ε∞
√
ω2L − ω2T = 2.71 · 1014 rad · s−1. Les parties réelles et imaginaires de εd sont tracées
sur la figure 3.19.
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Figure 3.19 | Parties réelles et imaginaires de la permittivité du SiC en fonction de λ.
3.3.2 Formulation du problème aux valeurs propres
Nous nous intéressons à des structures du type de celles décrites en partie 2.1, c’est
à dire des réseaux de diffraction mono-périodiques imbriqués dans un empilement mul-
ticouche. Les matériaux composant cette structure peuvent être éventuellement hété-
rogènes et anisotropes, à l’exception du substrat Ω−, du superstrat Ω+, et du ou des
domaines contenant le matériau dispersif étudié Ωd1 ,Ωd2 ,...ΩdM . On note ε
j et µ j les ten-
seurs respectivement de permittivité et de perméabilité relative du domaine indicé j. On
introduit les champs matriciels définis par morceaux C et D :
C(x, y) =

εd1Id3 pour (x, y) ∈ Ωd j , j = 1, 2, . . .M,
ε jId3 pour (x, y) ∈ Ω j, j = {+,−},
ε j(x, y) pour (x, y) ∈ Ω j, j = 1, 2, . . .N, j , d1, d2 . . . dM.
et
D(x, y) =
 ω2pId3 pour (x, y) ∈ Ωdi , i = 1, 2, . . .M0 sinon
D’après les définitions précédentes la fonction décrivant la permittivité relative de la
structure peut se mettre sous la forme :
ε(x, y, ω) = C(x, y) − D(x, y)
ω2 − ω2r
, (3.16)
Dans la suite de cette partie et afin de ne pas alourdir les notations on n’écrira plus la
dépendance spatiale de la permittivité, mais il faut garder à l’esprit le fait que C et D
dépendent de x et y.
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Le cas transverse électrique
Le problème défini par l’équation (3.1) s’écrit dans le cas TE (en omettant l’indice n
pour alléger les notations) :
− div(ξ grad v) = ω
2
c2
χ v, (3.17)
avec u = e, ξ = µ˜T/det(µ˜), χ = εzz et µ˜ =
 µxx µa
µa µyy
.
En tenant compte dumodèle de permittivité (3.16) défini précédemment, et en multi-
pliant les deuxmembres de l’équation (3.17) parω2−ω2r , on obtient après développement :
− Czz
c2
vω4 +
[ 1
c2
(Czzω2r +Dzz) v − div(ξ grad v)
]
ω2 + ω2rdiv(ξ grad v) = 0. (3.18)
Cette dernière égalité fait apparaître des opérateurs indépendants de la fréquence Ms2,Ms1 etMs2 définis comme suit :
Ms0(v) = ω2rdiv(ξ grad v),
Ms1(v) =
1
c2
(Czzω2r +Dzz)v − div(ξ grad v),
Ms2(v) = −
Czz
c2
v,
σ = ω2.
On est donc conduit au problème aux valeurs propres généralisé quadratique suivant :
Ms2(v)σ2 +Ms1(v)σ +Ms0(v) = 0. (3.19)
Ce type de problème est réduit à un problème aux valeurs propres classique en posant
w = σv. On obtient ainsi un système de deux équations couplées qui s’écrit sous forme
matricielle comme un problème aux valeurs propres généralisé linéaire : Ms0 00 1
  vw
 = σ  −Ms1 −Ms21 0
  vw
 . (3.20)
Le cas transverse magnétique
Le problème défini par l’équation (3.1) s’écrit dans le cas TM :
− div(ξ grad v) = ω
2
c2
χ v, (3.21)
avec v = Hz, ξ = ε˜T/det(ε˜), χ = µzz(ω) et ε˜ =
 εxx εa
εa εyy
.
On suppose ici que tous les matériaux sont isotropes, on a alors ξ = ε−1(ω)Id2, et on
cherche à mettre ε−1(ω) sous la forme :
ε−1(ω) = ζ(ω) = ζ1 − ζ2
ω2 − ω2R
(3.22)
D’après l’équation (3.14), on a :
ε−1(ω) =
ω2 − ω2r
ε1(ω2 − ω2r ) − ω2p
= ε−11 +
ω2p/ε
2
1
(ω2 − ω2r ) − ω2p/ε1
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Par identification on a donc ζ1 = ε−11 , ζ2 = −ω2p/ε21 et ωR =
√
ω2r + ω
2
p/ε1. Néanmoins, ce
modèle n’est pas adapté à une formulation analogue au cas TE. En effet, si l’on multiplie
l’équation (3.21) par ω2 − ω2R, on ne peut pas « faire rentrer » ce facteur dans le terme
div(ε−1 gradv) puisqueωR dépend de x et y. La situation semble donc désespérée àmoins
de résoudre le problème aux valeurs propres vectoriel avec toutes les composantes du
champ électrique afin de traiter le cas TM. On trouvera donc à la fois les modes TE et TM.
En notant v = (vx, vy, vz)T = (Ex,Ey,Ez)T, le problème spectral revient à chercher les
fréquences propres ω ∈ C et les champs propres v tels que :
rot(µ−1 rot v) =
ω2
c2
ε(ω)v (3.23)
En tenant comptedumodèledepermittivité (3.16) défini précédemment, et enmultipliant
les deux membres de l’équation (3.23) par ω2 − ω2r , on obtient après développement :
− 1
c2
C vω4 +
[
rot(µ−1 rot v) +
1
c2
(Cω2r +D)v
]
ω2 − ω2r rot(µ−1 rot v) = 0. (3.24)
De manière analogue au cas TE, cette dernière égalité fait apparaître des opérateurs
indépendants de la fréquenceMp2,M
p
1 etM
p
2 définis comme suit :
Mp0(v) = −ω2r rot(µ−1 rot v),
Mp1(v) = rot(µ−1 rot v) +
1
c2
(Cω2r +D)v,
Mp2(v) = −
1
c2
C v,
σ = ω2.
On arrive au problème aux valeurs propres généralisé quadratique suivant :
Mp2(v)σ2 +M
p
1(v)σ +M
p
0(v) = 0 (3.25)
que l’on traite comme au paragraphe précédent.
3.3.3 Exemples d’application
Le cas TE
Exemple académique
On se propose de vérifier la méthode développée précédemment tout d’abord sur
un exemple simple où l’on connait l’expression analytique de la solution. On considère
une tige infinie selon (Oz) de section rectangulaire Ω de côté Lx = 5µm et Ly = 9µm,
constituée de SiC de perméabilité égale à 1 et dont la permittivité est du type 3.14, soit :
εd(ω) = εd1 −
ω2p
ω2 − ω2r
,
avec ωr = 1.49 · 1014 + i 4.48 · 1011rad · s−1, ωp = 2.71 · 1014 rad · s−1 et εd1 = 6.7. On
impose sur le bord ∂Ω du rectangle des conditions de Dirichlet homogènes. Le problème
physique consiste donc à trouver les fréquences de résonance de cette tige remplie de
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SiC et dont les bords sont considérés comme parfaitement réfléchissants.
Le problème spectral à résoudre se formule ainsi : −∆v = Λεv dans Ωv = 0 sur ∂Ω (3.26)
avec Λ = ω
2
c2 , et l’opérateur en jeu est l’opposé du Laplacien −∆.
Les valeurs propres sont alors connues analytiquement et sont telles que :
Λm,n = π
2
(
m2
Lx
+
n2
Ly
)
=
ω2m,n
c2
εd(ωm,n) (3.27)
pourm et n entiers non nuls. En injectant le modèle (3.14) dans l’égalité (3.27), on obtient
une équation bicarrée en ωm,n. On résout cette équation et on note les valeurs propres
classées par ordre croissant selon leurs parties réelles ωai .
On résout le problème spectral dans le cas dispersif par la méthode développée précé-
demment, on rechercheNeig valeurs propres notéesωdi . Pour vérification, on résout le cas
non dispersif avec une permittivité εd(ωdj ) pour j = 1, 2, . . .Neig, on cherche une valeur
propre que l’on note ωndi , i = 1, 2, . . .Neig. La Figure 3.20 montre la position dans le plan
complexe des pulsations propres trouvées par les trois méthodes.
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Figure 3.20 | Valeurs propres trouvées par le modèle dispersif, le modèle non dispersif et
analytiquement
On constate un très bon accord entre les méthodes, les erreurs relatives restant infé-
rieures à 10−5 pour les parties réelles et à 10−4 pour les parties imaginaires.
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Nous observons une convergence des fréquences propres vers la fréquence de résonance
du matériau ωr, qui est un « point d’accumulation ». Cette convergence se fait de telle
sorte queRe(ωdi ) < Re(ωr). La permittivité associée devient de plus en plus grande, et par
conséquent la longueur d’onde dans le milieu devient de plus en plus faible. Autrement
dit, les variations spatiales des fonction propres sont de plus en plus rapides, ce qui
nécessite d’un point de vue numérique de mailler très finement la cellule pour pouvoir
approximer ces vecteurs propres correctement. Pour Re(ωdi ) > Re(ωr), on a une autre
« branche » de fréquences propres, qui convergent vers les fréquences propres réelles du
problème Hermitien où εd = ε∞. Ces remarques nous font sentir combien le problème
est intrinsèquement complexe : il serait vain de chercher à trouver toutes les fréquences
propres du système dans une région donnée du plan complexe.
Réseau de diffraction
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Figure 3.21 | Configuration du problème du réseau de fentes étudié. Figure 3.21a : réseau
de fentes de largeur w = 1µm et de hauteur hg = 2µm gravées dans du carbure de silicium
(SIC) de permittivité εd donnée par la loi 3.14 déposé sur un substrat de sulfure de zinc (ZnS)
de permittivité ε− = 4.84. Le superstrat est l’air (ε+ = 1) et la période du réseau est d = 2µm.
Figure 3.21b : cellule de calcul pour la résolution de problème spectral. Les PMLs du haut
et du bas ont pour coefficient d’étirement ζ+ = ζ− = 1 + i et pour auteur hˆ+ = 11µm et
hˆ− = 5.5µm. Le superstrat et le substrat tronqués ont pour hauteur h± = 0.1µm. On applique
des conditions de quasi périodicité sur les frontières latérales avec α = 0 rad ·m−1 et des
conditions de Neumann homogènes sur les frontières extérieures des PML. La taille maximale
d’un élément de maillage est λref/(20
√
ε), avec λref = 11µm (pour le milieu dispersif on prend
la valeur maximale de Re{εd(λ)} sur la bande spectrale 8-14µm).
Nous pouvons après cette étape de validation sur un exemple académique passer
au cas périodique et ouvert. Considérons un réseau de fentes (cf. Figure 3.21) de largeur
w = 1µm et de hauteur hg = 2µm gravées dans du SiC. Ce réseau est placé dans l’air
(ε+ = 1) et déposé sur un substrat deZnS (ε− = 4.84). On fixe α = 0, ζ± = 1+i, h± = 0.1µm,
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hˆ+ = 11µm et hˆ− = 5.5µm. Nous résolvons le problème aux valeurs propres (3.18) en
cherchant 100 valeurs propres autour de λs = 10µm. Les résultats sont consignés sur la
figure 3.22.
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Figure 3.22 | Lieu des fréquences propres dans le plan complexe. Droite : zoom sur la région
proche de ωr.
Comme pour le cas précédent, nous constatons une accumulation de valeurs propres
autour de la fréquence de résonance ωr de la permittivité du SiC, et de telle sorte que
Re(ωn) < Re(ωr). On observe aussi les modes de radiation approchés (modes de PML).
Pour vérifier notre calcul, nous avons aussi cherché comme au paragraphe précédent les
valeurs propres par le problème non dispersif avec une permittivité « mise à jour ». Les
résultats des deuxméthodes sont en très bon accord, avec des erreurs relatives inférieures
à 10−5 sur les parties réelles et à 10−3 sur les parties imaginaires. Nous avons aussi calculé
les efficacités de diffraction entre 8 et 14µm, en incidence normale, qui sont tracées en
Figure 3.24. On observe que les variations des grandeurs énergétiques sont importantes
entre 12.6 et 13.2µm (à gauche sur la Figure 3.24), même si le grand nombre de réso-
nances et leur proximité rend compliquée l’attribution d’un pic ou un creux à l’excitation
d’un mode (cf. traits verticaux). Lorsque l’on se rapproche de λr = 2πc/ωr par valeurs
supérieures, on sait qu’il y a de plus en plus demodes, de plus en plus proches les uns des
autres (non marqués par des traits verticaux pour des question de lisibilité), à tel point
que l’on observe même plus de pics de résonance. En outre, vu que la partie réelle de εd
augmente à mesure que l’on s’approche de ωr, les variations spatiales des modes sont de
plus en plus rapides comme illustré par les cartes de champ en Figure 3.23. Par exemple le
mode 1 à la fréquence propre ω1 = 1.43 · 1014 + i 4.24 · 1011rad · s−1 correspond à une per-
mittivité εd(ω1) = 47.6− 5.9 i, tandis que le mode 2 à ω2 = 1.49 · 1014 + i 4.47 · 1011rad · s−1
correspond à εd(ω2) = 74.8 − 257.6 i. Le mode 12 est tel que Re(ω12) > Re(ωr) correspond
quant à lui à une fréquence propre ω12 = 1.81 · 1014 + i 1.71 · 1013rad · s−1 portant la per-
mittivité à une valeur de εd(ω12) = 1.46 − 3.15 i, ce qui fait, de par la faible valeur de la
partie réelle, que la variation de spatiale de v12 est faible dans le plot de SiC. Notons
enfin qu’aucunmode propre ne correspond à des valeurs oùRe(εd) < 0, là où le matériau
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se comporte comme un métal. Ceci est dû au fait qu’en polarisation TE, les plasmons
polaritons de surface du matériau ne peuvent être excités.
Figure 3.23 | Cartes de champ Re(Ez) des modes propres 1 à 12 calculés par le modèle
dispersif.
Le cas TM
Exemple académique
Nous reprenons ici l’exemple étudié au paragraphe 3.3.3. Notons tout d’abord que
nous trouvons les modes TE et TM, mais les modes TE sont différents de ceux obtenus
dans le cas TE scalaire étudié précédemment puisque nous appliquons ici au bord du
domaine une condition de Dirichlet homogène pour Hz (les modes TM), ce qui implique
une condition de Neumann homogène sur Ex et Ey (les modes TE). Les calculs sont là
encore vérifiés analytiquement, les valeurs propres étant données par l’équation (3.27).
Notons que les fréquences propres ωn sont identiques pour les modes TE et TM, la seule
différence est que m et n peuvent être nuls pour les modes TE. De plus nous vérifions
aussi les solutions trouvées en résolvant le problème TM en vectoriel sans dispersion.
Nous observons le même type de comportement que dans le cas TE : accumulation de
valeurs propres autour deωr et convergence pourω→∞ vers des valeurs propres réelles
(cf. Figure 3.25). Les comparaisons entre les différentes méthodes donnent des erreurs
relatives inférieures à 0.06% sur les parties réelles et 0.1% sur les parties imaginaires.
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Figure 3.24 | Figure de gauche : efficacités de diffraction en incidence normale pour le réseau
considéré. Transmission T0 et réflexion R0 dans l’ordre 0, et pertes P. Figure de droite : zoom
entre 12.6 et 13.2µm. Les lignes verticales noires en pointillés indiquent la longueur d’onde
propre du mode correspondant, indicé de 1 à 12, et dont les cartes de champ sont illustrées
en Fig. 3.23.
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Réseau de diffraction
Passons maintenant au réseau décrit dans la partie précédente. On constate de nou-
veau une accumulation de fréquences propres des modes TE et TM vers ωr (voir Fi-
gure 3.26(a)). Nous remarquons aussi une accumulation de valeurs propres correspon-
dant uniquement à des modes TM vers deux régions du plan complexe. Afin de com-
prendre cet effet, considérons un dioptre plan séparant deux milieus de permittivité ε1
et ε2. Le cœfficient de réflexion en amplitude vaut dans le cas TM ([107]) :
r =
β1/ε1 − β2/ε2
β1/ε1 + β2/ε2
(3.28)
Les modes propres de cette interface plane sont des pôles de r(ω). Ce sont des ondes
se propageant à la surface séparant les deux matériaux, évanescentes dans la direction
orthogonale à la surface. Il s’agit d’ondes de densité de charges : négatives (des électrons),
on parle alors de plasmon de surface pour les métaux, ou bien positives, les polaritons de
surface pour des matériaux polaires (comme le SiC étudié ici). Leur fréquence propre est
telle que β1/ε1 + β2/ε2 = 0, ce qui nous donne la relation de dispersion de ces modes :
α =
ω
c
√
ε1ε2
ε1 + ε2
. (3.29)
En incidence normale (α = 0), en considérant ε1 = ε± et ε2 = εd, la condition de résonance
devient εd(ω±ps) = −ε±, ce qui donne en tenant compte du modèle de permittivité (3.14) :
ω±ps =
√
ω2r +
ω2p
ε∞ + ε±
. (3.30)
Ces fréquences propres correspondant au plasmons polaritons de surface des interfaces
SiC/superstrat (+) et SiC/substrat sont aussi des points d’accumulation pour les modes
TM de notre problème spectral périodique (cf. Figure 3.26(a)). Nous avons aussi calculé
les efficacités de diffraction, qui sont tracées en Figure 3.26(b). Les variations brutales
dans les spectres sont corrélées à la position des fréquences de résonance.
Enfin, nous avons représenté en figure 3.27 la partie réelle du champ électrique associé
à différents modes. Pour des modes de fréquence associée de plus en plus proche de ωr
(modes A de 1 à 4), la variation spatiale devient de plus en plus rapide. Les modes B (5
à 8) sont proches de la fréquence plasmon associée à l’interface SiC/substrat, et ont des
variations spatiales confinées principalement autour de cette interface. Les modes C (9
à 12) sont eux associés à une résonance de surface SiC/air, et sont donc localisés sur ces
interfaces.
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Figure 3.26 | Propriétés spectrales du réseau de fentes dans du SiC étudié ici, polarisation TM.
(a) : lieux des fréquences propres dans le plan complexe calculées par le modèle dispersif. On
a représenté la fréquence de résonance ωr de la permittivité du SiC, ainsi que les fréquences
propres correspondant au plasmons polaritons de surface des interfaces SiC/superstrat ω+ps et
SiC/substrat ω−ps. Ces trois fréquences sont des « points d’accumulation » pour les fréquences
propres du réseau.
(b) : réflexion R0, transmission T0 et pertes P en fonction de la fréquence réelle ω′. Les varia-
tions brutales dans les spectres sont corrélées à la position des fréquences de résonance.
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Figure 3.27 | Re(Hz) des modes propres 1 à 12 (cf. Figure 3.26) calculés par le modèle dispersif
pour le réseau de fentes dans du SiC. Modes A, de 1 à 4 : associés à la résonance du SiC
dont la permittivité grandit quand on se rapproche de ωr, leurs variations spatiales sont de
plus en plus rapides. Modes B : associés à la résonance plasmon de l’interface SiC/substrat,
leurs variations spatiales sont confinées principalement autour de cette interfaces. Modes C :
associés à une résonance de surface SiC/air, et donc localisés sur ces interfaces
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Conclusion partielle
Nous avons dans ce chapitre introduit les fondements de notre méthode d’analyse
spectrale de résonateurs non bornés, appliquée au cas de réseaux mono-périodiques
[137]. Le problème se réduit à l’étude des modes d’une structure fermée, la cellule de
calcul FEM étant réduite à une période du réseau en utilisant des conditions de quasi-
périodicité sur les frontières latérales, et tronqué dans les directions perpendiculaires au
réseau par l’utilisation de PML.
La transformation géométrique de l’espace introduite par les PML a pour effet une ro-
tation dans le plan complexe du spectre continu initialement réel. Nous obtenons ainsi
une extension non auto-adjointe de l’opérateur de Maxwell dont les modes propres
convergent dans la zone d’intérêt physique vers les modes popres du problème initial.
Finalement, le caractère obligatoirement borné des PMLs utilisées dans la FEM entraîne
une discrétisation du spectre continu, puisque le domaine que l’on considère alors est de
taille finie.
Nous avons mis en avant l’effet de ces approximations sur le spectre de l’opérateur de
Maxwell obtenu numériquement sur un réseau de fentes. La taille des PML et le module
de leur coefficient d’étirement, s’ils augmentent, discrétisent demieux enmieux le spectre
continu, autrement dit l’infini est de mieux en mieux simulé. L’argument du coefficient
d’absorption des PML influence la rotation du spectre continu dans C, mettant à jour de
plus en plus de modes à fuites au fur et à mesure que ce paramètre augmente. Changer
les conditions aux limites en bout de PML résulte en des discrétisations différentes du
spectre continu. Notons que tous ces paramètres, intrinsèques aux PMLs, n’influent pas
sur la valeur des valeurs propres associées auxmodes à fuites. Nous avons enfin confirmé
des instabilités numériques sur le calcul des modes à fuites si les PML sont placées trop
loin du réseau.
En premier lieu, cette technique est présentée dans le cadre de matériaux non dispersifs.
Ses résultats sont comparés avec succès à une méthode nommée tétrachotomie permet-
tant le calcul numérique des valeurs propres des modes à fuites, qui peuvent être aussi
vues comme les pôles des coefficients de Fresnel. Cette étape essentielle de validation a
été menée sur un exemple d’un multicouche et sur celui d’un réseau de fentes.
Nous avons par la suite étendu l’analyse spectrale aux réseaux comprenant un matériau
dispersif. En considérant un modèle de permittivité avec une fréquence de résonance
complexe, il faut alors traiter un problème aux valeurs propres quadratique en ω. Dans
le cas TE, ce problème peut être traité par une résolution scalaire, mais il faut inexorable-
ment considérer un problème vectoriel pour pouvoir, avec cette approche, résoudre le cas
TM. Cette formulation est mis en pratique numériquement sur un réseau de fentes dans
du SiC, matériau polaire dont la permittivité présente une résonance dans l’infrarouge
lointain. Des effets de concentration de modes autour de la fréquence de résonance de la
permittivité du matériau ont été mis en avant dans les deux cas. Dans le cas TM, nous
avons observé une concentration des fréquences propres autour des fréquences de réso-
nances correspondant aux plasmons polaritons de surface associés aux interfaces SiC/air
et SiC/substrat.
Nous avons, au travers des exemples étudiés, vu que les résonances dans les pro-
priétés de diffraction des réseaux étaient corrélés à la présence de modes à fuites. Cette
affirmation qualitative repose sur le fait que l’on observe des variations brutales dans
les efficacités de diffraction autour des fréquences correspondant aux parties réelles des
modes en question. La largeur spectrale de ces résonances est quant à elle reliée à la partie
imaginaire des fréquence propres des modes à fuites. Nous pouvons ainsi connaître a
priori la fréquence d’une onde plane susceptible de provoquer une résonance particulière,
sans même avoir éclairé notre réseau ! La résolution du problème spectral nous donne en
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définitive l’ossature des propriétés diffractives des structures étudiées. Mais avec cette
approche il nous manque des informations primordiales. Comment le champ diffracté
par la structure résonne-t-il ? Quelle est la valeur des efficacités à la résonance ? Il nous
faut pour tenter d’apporter un début de réponse à ces questions entreprendre de relier
problème de diffraction et problème spectral. Maintenant que nous avons les briques
élémentaires que sont les modes propres et les fréquences propres, il s’agit de construire
l’édifice : développer un champ diffracté par la structure, solution d’un problème avec
sources, sur la base des modes propres.
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N
ous avons étudié au chapitre précédent la structure du spectre de l’opérateur as-
socié à un réseau de diffraction. Ce spectre est constitué d’une partie ponctuelle
(les modes guidés), ainsi que de parties continues (les modes de radiation).
L’emploi de PML infinies révèle le spectre dans le plan complexe (la localisation de cette
partie du spectre est reliée aux paramètres choisis pour les PML), faisant apparaître des
modes à fuites. Lorsqu’on tronque les PML, on obtient des modes issus de la discrétisa-
tion du spectre continu.
Nous avons aussi considéré au chapitre 2 le problème de la diffraction d’un onde plane
par un réseau et rappelé une formulation du problème en champ diffracté adaptée à la
résolution par la FEM.
Notre objectif dans ce chapitre est de relier les deux approches.
La question de la représentation spectrale de la fonction de Green d’un système ou-
vert, autrement dit sa décomposition sur les modes propres du système, est étudiée de
longue date [124]. Dans le cas de guides d’ondes ouverts quelconques, il n’est toujours
pas évident d’un point de vue théorique de savoir si les modes guidés, les modes à fuites
et les modes de radiation forment une base complète de l’espace des solutions. Il n’est
donc a priori pas rigoureux de parler de base dans ce cas là, mais nous le ferons par
abus de langage, sans prétendre aucunement avoir démontré un quelconque relation de
fermeture...
Nous voudrions savoir si la famille des vecteurs propres peut être utilisée pour
décomposer un champ u solution des équations de Maxwell en présence de sources.
Pour des problèmes hermitiens, les vecteurs propres constituent une base de l’espace
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des solutions, autrement dit on peut décomposer n’importe quel champ u se propageant
dans la structure considérée sous la forme :
u =
+∞∑
n=1
Pnvn, (4.1)
où Pn = 〈u, vn〉 est la projection de u sur le vecteur vn obtenue grâce au produit scalaire
canonique 〈., .〉 de l’espace des solutions.
Mais le problème que nous avons à traiter n’est pas hermitien, et c’est là que les choses
se corsent. Les vecteurs propres ne sont plus orthogonaux au sens du produit scalaire
précédent. Dès lors, comment calculer les coefficients Pn ? Quel produit scalaire utiliser ?
En outre, la décomposition fait intervenir, en plus d’une somme discrète sur le spectre
ponctuel, une intégrale sur le spectre continu Γc [5] :
ud2 =
+∞∑
n=1
Pnvn +
∫
Γc
P(ω)v(ω) dω. (4.2)
On voit assez facilement qu’il faut prendre en compte en réalité un continuum de
modes de radiation, ce qui pose problème pour une méthode numérique. La question
légitime que l’on peut se poser est la suivante : peut on remplacer dans la formule de
décomposition précédente l’intégrale sur le spectre continu par une série sur les modes
propres représentant une discrétisation de ce continuum ? Nous allons dans ce chapitre
tenter d’apporter des éléments de réponse à ces questions.
Notons que des travaux récents portant sur la représentation spectrale de la fonction
de Green de résonateurs électromagnétiques ouverts ont déjà été conduits.
En particulier, une approche analytique a été développée pour des milieux périodiques
1D [123, 122].
Une autre méthode [93, 31] consiste à traiter un système comme une perturbation d’un
problème canonique dont les éléments spectraux sont connus analytiquement, de calcu-
ler numériquement les modes de ce système perturbé et enfin d’utiliser ces modes dans
la décomposition modale.
D’autres approches sont similaires à celle exposée ici [27, 26, 16] car les auteurs utilisent
aussi des PML pour réduire le problème à une cellule de calcul bornée.
Cet engouement pour le sujet prouve l’intérêt d’un point de vue théorique de la repré-
sentation spectrale dans des milieux non bornés, à laquelle nous tentons d’apporter ici
notre contribution.
4.1 Développements théoriques de la méthode
4.1.1 Choix d’un produit interne et problème spectral adjoint
Nous définissons un produit scalaire de deux fonctions f et g de H(Ω), l’espace des
fonctions d’énergie finie sur Ω :
〈
f , g
〉
:=
∫
Ω
f (r)g(r) dr (4.3)
où z¯ désigne le complexe conjugué de z, et oùΩ est un sous-espace, borné ou non, deR2.
Dans le cas d’opérateurs auto-adjoint, les modes propres forment une base Hilbertienne
de H(Ω) et la relation d’orthogonalité s’écrit :
〈χvn, vm〉 = ‖vn‖2δnm (4.4)
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où ‖vn‖ =
√〈χvn, vn〉 =
√∫
Ω
χ|vn|2 dr est la norme du vecteur vn. Mais nous avons affaire
à un opérateur non auto-adjoint, l’opérateur avec PMLs finies et conditions de quasi-
périodicité, et lesmodes propres ne sont alors plus orthogonaux au sens de l’Équation 4.4.
Leproduit scalaire 〈χ., .〉n’en est plusunpuisqueχ est à valeurs complexesdans lesPMLs,
et nous parlerons plutôt de produit interne deH(Ω, d, α), oùΩ désigne notre domaine fini
de modélisation. C’est la raison pour laquelle nous considérons aussi le problème spectral
adjoint qui a pour valeurs propresΛn = (ωn/c)
2 et dont les vecteurs propres sont notés wn,
défini par :
M†
ξ†
(wn) :=Λn χ†wn. (4.5)
L’opérateur adjointM†
ξ†
est défini par :
〈
Mξ(v),w
〉
=
〈
v,M†
ξ†
(w)
〉
. (4.6)
Déduisons maintenant son expression. En projetant la définition du problème spectral
(3.2) sur w (on omet les indices pour alléger les notations) et en intégrant deux fois par
parties, il vient :
〈
Mξ(v),w
〉
= −
∫
Ω
div(ξ grad v)wdr
= −
∫
Ω
vdiv(ξ gradw) dr︸                       ︷︷                       ︸
=
〈
v,Mξ⋆ (w)
〉
+
∫
∂Ω
ξ (vgradw −wgrad v)·ndS︸                                    ︷︷                                    ︸
=Nξ(v,w)
,
où A⋆ = A
T
est la matrice transposée conjuguée de A. Le second terme dans dans le
membre de droite de l’équation précédente est un terme de surface appelé conjoint et
noté Nξ(v,w). Pour les conditions aux limites employées sur ∂Ω (cf. sous-section 2.1.5),
ce terme s’annule. En effet, en bout de PML on utilise :
– soit des conditions de Dirichlet homogènes : v = 0 et w = 0, et donc le conjoint
s’annule sur ces frontières.
– soit des conditions deNeumann homogènes : (ξ.grad v).n = 0 et (ξ⋆.gradw).n = 0,
ce qui impliqueNξ(v,w) = 0.
Sur les frontières latérales Γd et Γg, on utilise des conditions de Bloch. Puisque v et w sont
quasi-périodiques, on peut les écrire sous la forme v(x, y) = v♯(y)e
iαx etw(x, y) = w♯(y)e
iαx,
où v♯ etw♯ sont d-périodiques selon x. On obtient donc pour le conjoint sur ces frontières :
Nξ(v,w) =
∫
Γd∪Γg
ξ (vgradw −wgrad v)·ndS
=
∫
Γd∪Γg
ξ (v♯e
iαxgrad(w♯e
iαx) −w♯eiαxgrad( v♯eiαx))·ndS
=
∫
Γd∪Γg
ξ (v♯(gradw♯ − iαw♯) −w♯(grad v♯ + iαv♯))·ndS.
Puisque l’intégrande est d-périodique selon x, et que les deux frontières parallèles sont
distante de d et ont des normales de direction opposées, les contributions de Γd et Γg sont
de même valeur absolue mais de signe opposé. Cela signifie que le conjoint est aussi nul
dans le cadre de la quasi-périodicité. Nous obtenons finalement :
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〈
Mξ(v),w
〉
=
〈
v,Mξ⋆(w)
〉
⇔ 〈Λχv,w〉 =
〈
v,Λχ†w
〉
⇔ Λ 〈χv,w〉 = Λ
〈
χ†v,w
〉
,
ce qui prouve que χ† =χ. Le problème spectral adjoint s’écrit donc
M†
ξ†
(wn) =Mξ⋆(wn) = −div(ξ⋆ gradwn) =Λnχwn. (4.7)
Le problème adjoint est donc identique au problème initial mais avec des propriétés
matérielles différentes, les tenseurs de permittivité et de perméabilité sont transposés et
conjugués (les matériaux isotropes à pertes sont remplacés par des matériaux isotropes
actifs, de permittivité et perméabilité conjuguées). Cela a son importance pour les pro-
priétés matérielles des PMLs cartésiennes (et cylindriques), qui seront obtenues par un
étirement complexe conjugué. Notons aussi que les conditions aux limites sont inchan-
gées pour les deux problèmes.
Observons à présent une propriété intéressante. En prenant la transposée conjuguée
de l’Équation 3.2, on obtient{
Mξ(v)
}⋆
=Mξ⋆ (v) =M†ξ† (v) =Λχv. (4.8)
On serait tentés de dire au vu de l’équation 4.8 que w = v. Mais c’est sans compter sur
les conditions au bord du domaine. Aussi, si l’on prend la transposée conjuguée des
conditions aux limittes sur ∂Ω du problème spectral, on a :
– pour des conditions de Dirichlet homogènes :v = 0,
– pour des conditions de Neumann homogènes : (ξ⋆ gradv)·n = 0,
– pour des conditions quasi-périodicité :v(x, y) =v♯(y)e
−iαx.
Les conditions de quasi-périodicité donnent un coefficient opposé pour l’équation 4.8,
ce qui montre que dans le cas général w , v. En revanche pour le cas particulier α = 0,
et pour des problèmes non périodiques (où l’on place des PML terminées par des condi-
tions de Neumann ou Dirichlet homogènes tout autour du domaine physique d’intérêt),
les modes adjoints wn sont simplement les conjugués des modes vn.
Enfin, l’introduction de ce problème adjoint est nécessaire pour obtenir une propriété
fondamentale, à savoir que les modes et les modes adjoints vérifient une relation de
bi-orthogonalité :
〈χ vn,wm〉 =
∫
Ω
χvnwm dr = Knδnm. (4.9)
Le coefficientKn est analogue à une norme, à cela près qu’il est complexe et en pratique les
modes et leur adjoint ne peuvent constituer une base orthonormée. De plus, ce coefficient
peut être nul, même si cela n’arrivera pas dans les exemples numériques étudiés par la
suite. La relation (4.9) est fondamentale : c’est elle qui va nous permettre de calculer les
coefficients de décomposition du champ diffracté sur la base des vecteurs propres. Ceci
est l’objet de la partie suivante.
4.1.2 Décomposition d’un champ diffracté sur la base des vecteurs propres
Tout champ ud2 solution de (2.11) peut se décomposer sur la base des vecteurs propres :
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ud2 =
+∞∑
n=1
Pnvn. (4.10)
Le coefficient Pn traduit le couplage du mode n avec l’onde incidente et est donné par :
Pn =
〈
χud2,wn
〉
, ∀n ∈N⋆. (4.11)
En introduisant la décomposition (4.10) dans l’équation (2.11) vérifiée par ud2, on obtient :
Lξ,χ(ud2) =
+∞∑
n=1
PnLξ,χ(vn) = −S1, (4.12)
avec :
Lξ,χ(vn) = −Mξ(vn) + ω
2
c2
χ vn
=
ω2 − ω2n
c2
χvn
d’où
Lξ,χ(ud2) =
+∞∑
n=1
Pn
ω2 − ω2n
c2
χvn = −S1. (4.13)
En projetant (4.13) sur le mode adjoint wn il vient :
Pn =
Jn
ω2 − ω2n
(4.14)
avec
Jn = − c
2
Kn
〈S1,wn〉 = − c
2
Kn
∫
Ωg′
S1wn dr, (4.15)
où l’intégration se fait sur l’élément diffractif Ωg′ puisque le terme source S1 est nul
partout ailleurs.
L’expression des coefficients de couplage Pn est ainsi obtenue simplement grâce aux
fréquences propres ωn, aux cartes de champs des vecteurs propres adjoints wn calculés
numériquement par la FEM, et du terme source S1 connu analytiquement, et, ce, pour
un champ incident de coefficient α fixé et de fréquence ω quelconque (et éventuellement
complexe). Ainsi pouvons-nous savoir comment les modes sont excités lorsqu’une onde
plane de fréquence arbitraire éclaire un réseau [136].
Il va de soi que toute cette théorie est valable pour des sources arbitraires [16], notam-
ment pour un point source 1. Elle est valable également dans des cas de problèmes non
périodiques.
Regardons de plus près le terme Jn : il a la dimension d’une pulsation au carré. De
plus, on a S1 = Sp1 + Sc1 (cf. Eq. 2.15), avec S
p
1 et Sc1 définis par les équations 2.16 et 2.17
respectivement. Chacun de ces termes peut être décomposé en deux contributions :
S j1,ξ = i u
j
g div
[
∆ξ kg, j eik
g, j·r] , pour j = {p, c} (4.16)
et
S j1,χ = i u
j
g∆χ k
2
0 e
ikg, j·r pour j = {p, c} (4.17)
1. Dans ce cas, l’intégration devient alors élémentaire
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avec ∆ξ = ξg
′ − ξg et ∆χ = χg′ − χg. On peut alors écrire Jn = Jpn,ξ + Jcn,ξ + J
p
n,χ + J
c
n,χ. On
obtient :
J jn,χ = −
c2
Kn
〈
S j1,χ,wn
〉
= −ω
2
Kn
u jg
∫
Ω
∆χ(r)wn(r) eik
g, j·r dr (4.18)
Nous voyons donc que J jn,χ est proportionnelle à une transformée de Fourrier spatiale
F ( f ) de la fonction f : r 7→ ∆χ(r)wn(r) définie par :
F ( f )(k) =
∫
f (r) eik·r dr (4.19)
En se souvenant que le terme de contraste des propriétés matérielles ∆χ est nul en
dehors de l’objet diffractif Ωg′ , on peut écrire ∆χ(r) = ∆χ0(r) IΩg′ , où IΩg′ est la fonction
indicatrice du domaine Ωg′ . Il en résulte que
J jn,χ(k
g, j) = −ω
2
Kn
u jg
[
F (∆χ0) ∗ F (IΩg′ ) ∗ F (wn)
]
(kg, j) (4.20)
où f ∗ g désigne le produit de convolution des fonctions f et g.
4.2 Exemple numérique d’un réseau de fentes
Nous étudions ici l’exemple traité à la sous-section 3.2.2 (voir Figure 4.1 pour la
configuration et les paramètres employés), dans les deux cas de polarisation, à la lumière
de la méthode modale exposée dans les parties 4.1.1 et 4.1.2.
4.2.1 Cas TM
Nous résolvons le problème spectral et le problème adjoint, en recherchant 500modes
autour de λs = 11µm. Les lieux des fréquences propres ωn et des fréquences propres
adjointes ωn sont tracés en Figure 4.2. On observe que les deux solutions sont bien conju-
guées l’une de l’autre. Le spectre continu est approximé par des fréquences discrètes
relativement proches des valeurs théoriques (lignes en pointillés).
Observons maintenant les coefficients de couplage Pn. L’équation 4.14 montre que
pour ω = ωn, Pn tend vers l’infini, autrement dit le mode vn est excité. Mais en pratique,
la fréquence de l’onde plane est réelle, et ce comportement résonnant se produit pour
ω = ω′n. La valeur de Pn est alors finie et la largeur spectrale est donnée par ω′′n . C’est un
des points forts de laméthode : en plus de nous révéler sans ambigüité qu’unmodedonné
est excité elle nous indique quelle est l’intensité de cette excitation. D’après l’équation
4.10, on voit en fait que le champ diffracté pour une fréquence incidente donnée est dû
aux contributions simultanées de plusieurs modes propres. Il est donc plus approprié de
parler de résonances que d’une résonance du champ diffracté. Cela étant, il y a souvent
un mode qui est prépondérant dans la décomposition. En d’autres termes le coefficient
de couplage qui lui est associé est plus grand en module que ceux correspondant aux
autres modes et un résonance de ud2 peut être attribuée à l’excitation de ce mode.
Nous avons représenté en Figure 4.3 le module et la phase des Pn associés aux modes à
fuites numérotés de 1 à 4.On observe unpic de résonance de |Pn| ainsi qu’un saut de phase
lorsque l’on s’approche de la longueur d’onde de résonance associée aumode en question
(cf. les traits verticaux en pointillés). Comme on devait s’y attendre, le comportement est
d’autant plus brusque que la valeur de la partie imaginaire est faible.
Nous sommes à présent en mesure de reconstruire le champ diffracté par la formule
4.10. C’est ce qui est fait en Figure 4.4, où l’on voit que les champ diffractés calculés
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hg
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y
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ZnS
ε+ = 1
εd = 16
ε− = 4.84
(a) Réseau de fentes.
ĥ+
h+
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h−
ĥ−
d
w
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w
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z x
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PML haut
ε̂+, µ̂+
PML bas
ε̂−, µ̂−
(b) Cellule de calcul.
Figure 4.1 | Configuration du problème du réseau de fentes étudié. Figure 4.1a : réseau de
fentes de largeur w = 0.1µm et de hauteur hg = 3µm gravées dans du germanium (Ge) de
permittivité εg = 16 déposé sur un substrat de sulfure de zinc (ZnS) de permittivité ε− = 4.84.
Le superstrat est l’air (ε+ = 1) et la période du réseau est d = 2µm. Figure 4.1b : cellule de
calcul pour la résolution de problème spectral. Les PML du haut et du bas ont pour coefficient
d’étirement ζ+ = ζ− = ei
π
20 et pour hauteur ĥ± = 5λref/
√
ε±. Le superstrat et le substrat tron-
qués ont pour hauteur h± = λref/100, avec λref = 16µm. On applique des conditions de quasi
périodicité sur les frontières latérales avec α = 0 rad ·m−1 et des conditions de Neumann ho-
mogènes sur les frontières extérieures des PML. La taille maximale d’un élément de maillage
est λmesh/(20
√
ε), où λmesh = 11µm.
par la méthode modale et par le problème de diffraction sont très proches. L’erreur est
maximale aux interfaces entre différents domaines de propriétés matérielles différentes.
Nous avons vu en partie 3.1.1 qu’il faut garder les PML le plus proche possible des
domaine auxquels elles sont adaptées afin d’éviter des instabilités numériques sur le
calcul des vecteurs propres. Nous pensons que les erreurs, concentrées près des PML
sont dues au comportement croissant des modes à fuites qui fait que les modes (et par
conséquent le champ reconstruit) sont mal calculés précisément à cet endroit, bien que
nous ayons tenté de limitter cette divergence en rapprochant au maximum les PML.
Un autre explication avancée est le fait que nous tentons d’approcher la contribution
du spectre continu (une intégrale) par des contributions dicrètes (une somme), perdant
ainsi inexorablement de l’information. Il se peut enfin qu’il faille prendre en compte des
modes propres de fréquence plus élevée.
Nous pouvons calculer à partir du champ reconstruit les efficacités de diffraction. En
réitérant le processus pour différentes fréquences, on obtient des spectres de transmission
et de réflexion. On a reporté les spectres calculés par sur la figure 4.5, et on constate un
bon accord entre laméthodemodale et le problème de diffraction. Les écarts sont dus aux
erreurs de reconstruction mentionnées précédemment , qui sont maximales précisément
à l’endroit où l’on calcule les efficacités. L’exemple particulier étudié ici nous montre
combien le processus diffractif peut être complexe. En effet, on a deux résonance proches
autour de 7.8µm, qui donnent lieu à une résonance hybride des efficacités de diffraction,
mélange des excitations des modes 1 (à faible facteur de qualité, résonance large) et 2 (à
grand facteur de qualité, résonance étroite). Une conclusion similaire peut être faite pour
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Figure 4.2 | Lieux des fréquences propres dans le plan complexe en polarisation TM. On voit
que les fréquences propres et les fréquences propres adjointes sont bien conjuguées. Les
fréquences associées aux modes issus de la discrétisation du spectre continu sont proches
des valeurs théoriques en pointillés. Les modes à fuites 1 à 4 étudiés par la suite sont indiqués.
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Figure 4.3 | Coefficients de couplage Pn pour les modes à fuites 1 à 4 (haut : module, bas :
phase) en polarisation TM. Les traits verticaux en pointillés représentent la position de la lon-
gueur d’onde de résonance.
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(a) Re(ud,MM2 ) (b) Re(u
d,PD
2 ) (c) Re(u
d,PD
2 − ud,MM2 )
Figure 4.4 | Parties réelles de Hz pour le champ reconstruit par la méthode modale (4.4a), le
champ calculé par la FEM (4.4b), et l’erreur (4.4c), polarisation TM.
les modes 3 et 4 autour de 10.5µm.
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Figure 4.5 | Réflexion et transmission dans l’ordre 0 calculées avec le problème de diffraction
(traits pleins) et la méthode modale (ronds), polarisation TM.
4.2.2 Cas TE
Nous recherchons ici encore 500modes, dont les valeurs propres associées sont repré-
sentées sur la Figure 4.6. Il est là encore clair que les valeurs propres du problème adjoint
sont les conjuguées des valeurs propres du problème spectral. De plus, les différentes
branches du spectre continu théorique, en pointillés, sont approchées par des valeurs
propres discrètes qui « suivent » ces courbes.
Dans la bande spectrale qui nous intéresse, cinq modes à fuites (numérotés de 1 à 5)
sont présents et participent principalement au processus de diffraction. Les modes 1, 3
et 4 ont des fréquences propres situées près de l’axe réel, tandis que les modes 2 et 5 ont
des parties imaginaires plus importantes. Nous pouvons voir que ce sont ces modes qui
sont effectivement excités en étudiant leurs coefficients de couplage avec une onde plane
Pn. Ces coefficients, tracés sur la Figure 4.7, indiquent clairement que ces modes sont
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Figure 4.6 | Lieux des fréquences propres dans le plan complexe en polarisation TE.
responsables des résonances vues dans les spectres de réflexion et de transmission de
la Figure 4.8. Comme prévu, on observe sur ces spectres que les postions des longueurs
d’onde propres correspondent à des résonances du système. Les résonances dues aux
modes 1, 3 et 4 à faible partie imaginaire sont abruptes, tandis que celles imputables aux
modes 2 et 5 sont beaucoup plus larges.
En reconstruisant le champ avec 500 modes sur toute la bande spectrale, nous pou-
vons calculer ces efficacités. Le résultat obtenu est reporté sur la Figure 4.8, où l’on
observe que les valeurs ainsi obtenues (ronds) sont très proches des valeurs de référence
calculées en résolvant le problème de diffraction (traits pleins).
Afin d’évaluer les erreurs de reconstruction, nous avons calculé les erreurs relatives
sur les efficacités :
ER = 1 −
RMM0
RPD0
pour la réflexion,
ET = 1 −
TMM0
TPD0
pour la transmission, ainsi que l’erreur sur les champs calculés intégrée sur la cellule de
calcul Ω
E =
〈
ud,PD2 − ud,MM2 ,ud,PD2 − ud,MM2
〉〈
ud,PD2 ,u
d,PD
2
〉 =
∫
Ω
∣∣∣ud,PD2 (r) − ud,MM2 (r)∣∣∣2 dr∫
Ω
∣∣∣ud,PD2 (r)∣∣∣2 dr
.
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Figure 4.7 | Coefficients de couplage Pn pour les modes à fuites 1 à 5 (haut : module, bas :
phase) en polarisation TE. Les traits verticaux en pointillés représentent la position de la lon-
gueur d’onde de résonance.
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Figure 4.8 | Réflexion et transmission dans l’ordre 0 calculées avec le problème de diffraction
(traits pleins) et la méthode modale (ronds), polarisation TE.
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Les courbes donnant ces erreurs en fonction de λ sont tracées sur la Figure 4.9, pour
différentes valeurs du nombre de modes NM utilisés pour la reconstruction du champ.
Lesmodes utilisés en priorité sont ceux ayant la plus forte valeur demax |Pn| sur la bande
spectrale. Comme on pouvait s’y attendre, ces erreurs diminuent au fur et à mesure que
le nombre de modes pris en compte dans la méthode modale augmente. Nous n’avons
pas représenté les valeurs pour un plus grand nombre de modes, car pour NM > 200, les
erreurs ne diminuent plus de manière significative. Ce comportement laisse penser que,
dans cet exemple et avec les paramètres choisis tout du moins, ces erreurs résiduelles ne
sont pas dues aux erreurs de troncaturemais aux erreurs de calcul sur les valeurs propres
et les vecteurs propres eux-mêmes.
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(a) erreurs sur R0 et T0
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(b) erreur sur le champ diffracté intégrée
Figure 4.9 | Erreurs relatives de reconstruction en fonction de λ pour différentes valeurs du
nombre de modes NM utilisés pour la reconstruction du champ, en polarisation TE.
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Conclusion partielle
Nous avons présenté dans ce chapitre une méthode permettant d’obtenir la repré-
sentation spectrale d’un champ diffracté par un réseau à une longueur d’onde arbitraire
[135]. Elle est basée sur la résolution d’unproblème adjoint dont les vecteurs propres nous
permettent d’orthogonaliser la base des vecteurs propres du problème spectral et ainsi
de calculer les coefficients de couplage de l’onde plane incidente avec unmode donné. La
dépendance fréquentielle des coefficients de couplage associés auxmodes à fuite indique
clairement que ces modes jouent un rôle clé dans les résonances du champ diffracté. Au
travers d’exemples numériques, nous avons montré que cette méthode modale peut être
appliquée en pratique pour calculer les spectres de transmission et de réflexion. Si l’on
veut balayer une large plage spectrale, cette méthode s’avère potentiellement plus effi-
cace en terme de temps de calcul que la résolution, pour chaque fréquence, du problème
de diffraction, puisqu’il suffit alors de résoudre un seul problème FEM et de calculer le
champ diffracté sur la base réduite des modes propres en calculant les coefficients de
couplage par intégration numérique, à partir des fréquences propres et des modes ad-
joints. Nous avons égalementmontré les limites de cette technique en terme de précision,
puisqu’il faut d’une part calculer les modes de manière précise et d’autre part prendre
en compte un grand nombre de modes du fait de la présence du spectre continu.
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N
ous présentons dans ce chapitre une généralisation au cas vectoriel de ce qui a
été fait aux chapitres 1, 2 et 3. En effet, cette étape est nécessaire puisque nous
voulons concevoir des réseaux résonants dont la réponse spectrale est indépen-
dante de la polarisation de l’onde incidente, il est donc crucial de pouvoir modéliser des
réseaux bi-périodiques. Dans la mesure où nous avons détaillé les concepts dans le cas
2D, nous donnerons ici les principaux résultats, en insistant cependant sur les différences
notables entre les deux cas. Les méthodes ainsi généralisées seront illustrées numérique-
ment au chapitre 6, où nous présenterons des applications à la conception et à l’étude
des propriétés diffractives de filtres à réseau.
Dans un premier temps, on présentera la formulation vectorielle de la FEM développée
par Demésy et. al., fondée sur les mêmes principes que ceux exposés au chapitre 1.
Puis nous étendrons notre technique de recherche de modes au cas tridimensionnel.
Enfin, nous développerons une méthode modale de reconstruction d’un champ vectoriel
diffracté par un réseau à partir des modes propres du système.
5.1 Problème de diffraction
5.1.1 Définition du problème vectoriel et notations
On note x, y et z les vecteurs unitaires des axes du système de coordonnées orthogo-
nales Oxyz. La Figure 5.1 représente le type de structure à l’étude dans cette partie, dans
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le cas d’un seul élément diffractif par période, pour une meilleure lisibilité. Le choix de
l’axe Oz comme axe de propagation de la lumière peut sembler contradictoire avec les
notations du Chapitre 2. Il correspond aux notations les plus utilisées lors de la représen-
tation de phénomènes optiques en 3D. Seul le régime harmonique sera ici abordé et les
champs électriques et magnétiques seront par conséquent représentés par des vecteurs
complexes notés E et H avec une dépendance temporelle choisie en exp(−iω t). Enfin, les
champs de tenseurs de permittivité relative ε et de perméabilité relative µ peuvent varier
continûment (resp. de façon discontinue) dans l’élément diffractif, autorisant l’étude de
réseaux croisés à gradient d’indice (resp. saut d’indice).
Les structures à l’étude peuvent être décomposées en plusieurs sous-domaines, re-
présentés en Figure 5.1 :
– Le superstrat (z > z0) est supposé linéaire, homogène, isotrope et sans pertes, donc
caractérisé par sa permittivité diélectrique relative ε+ et sa perméabilitémagnétique
relative µ+. On note k+ := k0
√
ε+µ+ le module du vecteur d’onde.
– L’empilementmulti-couches (z0 < z < zN) est composé d’un empilement deN couches
supposées linéaires, homogènes et isotropes, caractérisées par leur permittivité
diélectrique relative εn, leur perméabilité magnétique relative µn et leur épaisseur
en. On note kn := k0
√
εnµn pour n entier de 1 à N.
– La région des sillons (zg−1 < z < zg) qui est imbriquée dans la couche numérotée
g (εg, µg) du domaine décrit ci-dessus. On se limitera dans ce développement au
cas isotrope. Cette région hétérogène est donc décrite par des champs scalaires
εg′(x, y, z) et µg′(x, y, z). Notons aussi que ces champs peuvent être constants par
morceaux. La périodicité des sillons selon Ox (resp. Oy) est notée dx (resp. dy).
– Le substrat (z < zN) est supposé linéaire, homogène et isotrope, caractérisé par sa
permittivité diélectrique relative ε− et sa perméabilité magnétique relative µ−. On
note k− := k0
√
ε−µ−.
Précisons ici que cette restriction auxmatériaux isotropesn’est en aucun cas indispensable
mais simplifie la présentation du développement de la méthode. Choisir des matériaux
complètement anisotropes pour la région des sillons, ou les couches de l’empilement,
est tout à fait possible. La formulation faible associée au problème comprendrait des
termes supplémentaires mais cela ne rajouterait pas de degré de liberté supplémentaire
au système final.
Figure 5.1 | Schéma et notations de la structure tri-dimensionnelle étudiée
Les permittivités relatives présentées ci-dessus peuvent être complexes, autorisant
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l’étude de couches à pertes. Le champ incident sur cette structure est noté :
Einc = A0 exp(ik+ · r) (5.1)
avec
k+ =
∣∣∣∣∣∣∣∣∣∣
α0
β0
γ0
= k+
∣∣∣∣∣∣∣∣∣∣
− sinθ0 cosϕ0
− sinθ0 sinϕ0
− cosθ0
(5.2)
et
Ae0 =
∣∣∣∣∣∣∣∣∣∣
E0x
E0y
E0z
= Ae
∣∣∣∣∣∣∣∣∣∣
cosψ0 cosθ0 cosϕ0 − sinψ0 sinϕ0
cosψ0 cosθ0 sinϕ0 + sinψ0 cosϕ0
− cosψ0 sinθ0
(5.3)
où ϕ0 ∈ [0, 2π], θ0 ∈ [0, π2 ] et ψ0 ∈ [0, π].
Dans cette partie, on choisit arbitrairement de calculer le champ E, le champ H
pouvant être déduit deÉq. (2.3a). En introduisant Éq. (2.3a) dansÉq. (2.3b), le problèmede
diffraction revient à trouver l’unique E solution de l’équation de propagation vectorielle :
Lε,µ(E) := −rot
(
µ−1r rotE
)
+ k20 εE = 0, (5.4)
tel que le champ diffracté vérifie une COS (Condition d’Onde Sortante) et où E est une
fonction quasi-périodique selon x et y.
5.1.2 Problème radiatif équivalent à sources localisées
Les champs scalaires de permittivité relative ε et de perméabilité relative µ associés à
la structure peuvent donc être décrits à l’aide de fonctions définies par morceaux et des
notations prises en 5.1.1 :
υ(x, y, z) :=

υ+ pour z > 0
υn pour zn−1 > z > zn avec 1 ≤ n < g
υg
′
(x, y, z) pour zg−1 > z > zg
υn pour zn′−1 > z > z′n avec g < n′ ≤ N
υ− pour z < zN
(5.5)
avec :
υ = {ε, µ} , z0 = 0 et zn = −
n∑
l=1
el pour 1 ≤ n ≤ N (5.6)
Comme au chapitre 2, il est à présent utile d’introduire deux fonctions définies par
morceaux ε1 et µ1 décrivant le cas de l’empilement multi-couches invariant selon Ox et
Oy :
υ1(x, y, z) :=

υ+ pour z > 0
υn pour zn−1 > z > zn avec 1 ≤ n ≤ N
υ− pour z < zN
(5.7)
On note enfin E0 la restriction de Einc au superstrat :
E0 :=
 Einc pour z > z00 pour z < z0 (5.8)
Le problème de diffraction dans le cas vectoriel revient donc à rechercher l’unique champ
de vecteur E solution de :
−Lε,µ(E) = 0 tel que Ed := E − E0 satisfait une C.O.S. (5.9)
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Pour se ramener à un problème radiatif, un champ de vecteur intermédiaire noté E1 est
nécessaire et défini comme l’unique solution de :
Lε1,µ1(E1) = 0 tel que E
d
1 := E1 − E0 satisfait une C.O.S. (5.10)
Le champ de vecteur E1 correspond à un problème annexe associé au cas général vectoriel
de l’empilement multi-couches et peut être calculé indépendamment. Ce calcul vectoriel est
rarement traité dans la littérature, on pourra se reporter à l’annexe A de [24]. E1 sera
donc désormais considéré comme connu. C’est ici qu’est introduit le champ de vecteur Ed2
qui sera effectivement calculé grâce à la FEM et simplement défini comme la différence
entre E et E1 :
Ed2 := E − E1 = Ed − Ed1 . (5.11)
Tenant compte de ces nouvelles définitions, Éq. (5.9) s’écrit :
Lε,µ(Ed2) = −Lε,µ(E1) , (5.12)
où le membre de droite est un champ de vecteur qui peut être interprété comme un
terme source vectoriel connu −S1(x, y, z) dont le support est borné dans la région des sillons par
l’élément diffractif. Pour s’en convaincre, on introduit le terme nul défini en Éq. (5.10) et la
linéarité deL (induite par celle du rotationnel) conduit à :
S1 := Lε,µ(E1) = Lε,µ(E1) −Lε1,µ1(E1)︸     ︷︷     ︸
=0
= Lε−ε1,µ−µ1(E1) . (5.13)
5.1.3 Quasi-périodicité et formulation faible
La formulation faible est construite en multipliant scalairement l’Éq. 5.9 par des
vecteurs de poidsE′ choisis dans l’ensemble des fonctions quasi-bi-périodiques de L2(rot)
(noté L2
(
rot, (dx, dy),k
)
) dans Ω :
Rε,µ =
∫
Ω
−rot
(
µ−1r rotE
)
·E′ + k20 εE ·E′ dΩ (5.14)
En intégrant par partie Éq. 5.14 et en utilisant le théorème de Green-Ostrogradski, on
obtient :
Rε,µ =
∫
Ω
−µ−1r rot E · rotE′ + k20 εE ·E′ dΩ −
∫
∂Ω
(
n × (µ−1r rot E)
)
·E′ dS (5.15)
où n désigne le vecteur unitaire de la normale extérieure à la surface.
La solution Ed2 de la formulation faible associée au problème de diffraction, exprimé sous
une forme radiative équivalente en Éq. 5.12, est l’élément de L2
(
rot, (dx, dy),k
)
tel que :
∀E′ ∈ L2(rot, dx, dy,k),

∀(x, y, z) ∈ Ωs, Rεg,µg(Ed2,E′) = −Rεg,µg(S1,E′)
∀(x, y, z) ∈ Ω\Ωs, Rε,µ(Ed2,E′) = 0
. (5.16)
Enfin, comme dans le cas scalaire, des conditions de quasi-périodicité sont imposées
selon Ox et selon Oy grâce au terme de bord. Les PML tri-dimensionnelles adaptées au
substrat et superstrat sont calculées selon les mêmes principes qu’en partie 2.1.4, cha-
pitre 2. Enfin, les conditions de Neumann homogènes sont appliquées sur leur frontière
extérieure orthogonale à Oz respective.
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5.1.4 Considérations énergétiques
Efficacités de diffraction
Contrairement auxméthodes basées sur la détermination des coefficients de Rayleigh
duchampdiffracté comme laméthodedifférentielle, la FEMpermetd’obtenir directement
les composantes complexes deEd défini enÉq. 5.9 en tout point duvolumede calcul. Cette
partie détaille le calcul des efficacités de diffraction à partir des composantes transverses
de ce champ.
En tant que différence entre deux fonctions quasi-périodiques selon Ox et Oy (voir
Éq. 5.9), Ed est quasi-périodique et ses composantes sont décomposables en série de
Rayleigh. Ceci est valable dans tout l’espace de calcul, région des sillons comprise :
Edx(x, y, z) =
∑
(n,m)∈Z2
ud,xn,m(z) e
−i (αn x+βm y) (5.17)
avec αn = α0 + 2πdx n, βm = β0 +
2π
dy
m et
ud,xn,m(z) =
1
dx dy
∫ dx/2
−dx/2
∫ dy/2
−dy/2
Edx(x, y, z) e
−i (αn x+βm y) dx dy (5.18)
En introduisant cette décomposition dans l’équation deHelmholtz vérifiée parEdx partout
sauf dans la région des sillons, on peut exprimer ces coefficients de Rayleigh dans le
substrat et le superstrat :
ud,xn,m(z) = e
x,p
n,m e
−iγ+n,m z + ex,cn,m e
iγ+n,m z (5.19)
avec γ±2n,m = k±
2 − α2n − β2m, avec γn,m (ou −iγn,m) positif. ud,xn,m correspond donc à la somme
d’une onde plane propagative (se propageant vers dans le sens des z décroissants, expo-
sant p) et d’une onde plane contra-propagative (exposant c). Les COS du champ diffracté
Ed imposent :
∀(n,m) ∈ Z2

ex,pn,m = 0 pour z > z0
ex,cn,m = 0 pour z < zN
(5.20)
Comme dans le cas scalaire (cf. 2.1.7, chapitre 2), Éq. 5.18 permet donc de déterminer les
ex,cn,m (resp. e
x,p
n,m) par double intégration numérique (méthode des trapèzes) d’une coupe
de champ à une altitude zc fixée dans le superstrat (resp. substrat). Les composantes Edy
et Edz s’écrivent et les coefficients e
y,{c,p}
n,m et e
z,{c,p}
n,m s’obtiennent numériquement exactement
de la même manière.
On en déduit les efficacités de diffraction transmises et réfléchies définies par :
Rn,m =
γ+n,m
γ0
ecn,m(zc) ·ecn,m(zc) pour zc > z0
Tn,m =
γ−n,m
γ0
e
p
n,m(zc) ·epn,m(zc) pour zc < zN
(5.21)
avec e{c,p}n,m = e
x,{c,p}
n,m x + e
y,{c,p}
n,m y + e
z,{c,p}
n,m z.
Calcul des pertes dues à l’effet Joule
Considérons un diélectrique à pertes caractérisé par sa permittivité complexe ε =
ε′ + ε′′ i, sa perméabilité complexe µr = µ′ + µ′′ i et le vecteur unitaire n de la normale
extérieure à sa surface fermée S délimitant son volumeΩ. En régime sinusoïdal, le champ
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cède par périodeT à lamatière une énergieW que l’onpeut calculer grâce auThéorèmede
Poynting complexe dont la formulation découle directement des équations de Maxwell
en régime harmonique (voir par exemple [107]) :
W
T
= Re
(∫
S
−n · Smoy dS
)
= −Re
(∫
Ω
divSmoy dΩ
)
où Smoy = 12 E ×H. Notons que la continuité de n · Smoy est assurée par celle des compo-
santes tangentielles des champs E et H lors de la traversée de S.
Dans le cas isotrope, en l’absence de courant, tenant compte de l’égalité div(E ×H) =
−E · rotH +H · rotE et des équations de Maxwell définies en Éq. (2.3a) et Éq. (2.3b), on a :
W
T
= Re
(
1
2
∫
Ω
iω (ε0 εE ·E + µ0 µr H ·H)dΩ
)
Ainsi, on obtient les pertes par effet Joule Q dans le matériau à pertes (pour tous les
matériaux utilisés ici, µr = 1) en calculant directement :
Q =
W
T
=
1
2
∫
Ω
ωε′′ E ·E
Les volumes et normales aux surfaces étant complètement définis lors de la mise en
œuvre de la FEM, cette quantité est calculée rapidement, une fois E connu en tout point
de la structure. Connaissant les efficacités des ordres de diffraction propagatifs notés
(n,m), il est donc possible d’effectuer un bilan d’énergie complet pour chaque structure
en vérifiant : ∑
n,m
Rn,m +
∑
n,m
Tn,m +Q = 1.
Maillage et éléments d’arêtes (ou de Whitney) d’ordre 2
Considérons la cellule de calcul Ω et sa surface extérieure ∂Ω. Ce volume est dé-
composé en un nombre de fini de tétraèdres en respectant cette règle : deux tétraèdres
du maillage ont en commun soit une face, soit une arête, soit un nœud, ou n’ont aucun
contact.
L’emploi d’éléments finis nodaux conduirait à imposer la continuité de toutes les
composantes du champ au passage d’un élément à un autre. Ceci n’est pas représentatif
du cas général, puisque la composante normale du champ E est discontinue à la traversée
d’une interface entre deux matériaux de propriétés optiques différentes. Par exemple,
l’utilisation d’éléments finis nodaux dans les problèmes aux valeurs propres de guide
d’onde entraîne la présence de modes parasites dans la solution finale (voir [8]).
Dans le cas vectoriel, on a recours à des éléments finis particuliers, les éléments
d’arête (ou formes deWhitney, adaptées par Bossavit [9]). Ces éléments conviennent à la
représentation des champs de vecteurs comme E, en autorisant la discontinuité de leur
composante normale, tout en imposant la continuité de leurs composantes tangentielles.
Au lieu d’associer les DDL du système algébrique final aux nœuds dumaillagem (comme
les éléments nodaux du cas scalaire), les éléments d’arête (resp. de face) interprètent les
DDL comme les circulations (resp. flux) des champs de vecteurs à approximer le long
(resp. à travers) des arêtes (resp. les faces) du maillage.
À partir des vecteurs de base w et des DDL ϑ définis sur les arrêtesA et les faces F ,
l’approximation de Ed2 sur un maillage tétraédrique m s’écrit dans Ω :
Ed,m2 =
∑
a∈A
ϑa wa +
∑
f∈F
ϑ f w f (5.22)
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Les vecteurs de test E′ (cf. Éq. 5.16, partie 5.1.3) sont choisis dans le même espace que
la solution Ed2, L
2(rot, (dx, dy),k). D’après la formulation de Galerkin, ce choix est fait de
telle sorte que leur restriction à une bi-période appartienne à l’ensemble des vecteurs de
base. En introduisant la décomposition du champ de l’Éq. 5.22 dans l’Éq. 5.16, on aboutit
au système algébrique final qui est résolu, dans les applications numériques qui suivent,
grâce à des solveurs directs.
5.2 Problème spectral
5.2.1 Formulation du problème
De manière analogue à ce qui a été fait en sous-section 3.1.1, nous recherchons dans
cette partie les modes propres et fréquences propres des réseaux étudiés. Cela revient
à chercher les champs capables de se propager dans la structure sans excitation (sans
champ incident), avec des constantes de propagation (coefficients de pseudo-périodicité)
α et β fixées dans R. L’équation homogène associée à Éq 5.12 s’écrit
rot
(
µ−1r rot E
d
2
)
= k20 εr E
d
2 (5.23)
Nous prenons ici en compte le fait que les matériaux peuvent être anisotropes (ceci
sera en fait le cas car nous utilisons des PMLs aux propriétés matérielles équivalentes
anisotropes pour la modélisation de nos structures), par conséquent les tenseurs de
permittivité et de perméabilité seront représentés par des matrices 3 × 3. En notant
Vn = E
d
2,Mµ(Vn) := rot
(
µ−1 rot Vn
)
et Λn = (ωn/c)2, on obtient :
Mµ(Vn) = Λn εVn (5.24)
Ainsi, le problème spectral à résoudre consiste à trouver les solutions non triviales
de l’Équation 5.24, c’est à dire trouver les champs vectoriels propres Vn et les valeurs
propres Λn généralisés de l’opérateur de MaxwellMµ.
Remarquons ici que si les angles d’incidence θ0 et ϕ0 apparaissent de manière subtile
au travers des coefficients de pseudo-périodicité α et β (voir les remarques en partie
3.1.1 à ce sujet), l’angle de polarisation ψ0 n’intervient nullement dans le problème spectral.
Il apparait alors qu’une étude approfondie des vecteurs propres doit être menée pour
savoir quelle polarisation peut exciter le mode propre en question. Cette problématique
sera étudiée en partie 5.3, avec une attention particulière portée sur la dégénérescence de
modes due à la symétrie des structures diffractives.
Comme pour le problème de diffraction, nous devons discrétiser l’équation 5.24 afin
de pouvoir obtenir les solutions de manière numérique. Cette étape est réalisée grâce à
la méthode des éléments finis, ce qui nécessite une cellule de calcul bornée. Le modèle
consiste à ne traiter qu’une seule période du réseau et à appliquer des conditions de
quasi-périodicité sur les frontières latérales. De plus, nous tronquons le substrat et le
superstrat par des PMLs terminées par une condition de Neumann homogène. Enfin, la
cellule est maillée avec des éléments d’arête (dits de Witney, cf. sous-sous-section 5.1.4)
d’ordre 2, et nous fixons la taille maximale d’un élément à λmesh/(Nm
√
Re(εr)), où Nm
est un entier et λmesh une longueur d’onde choisie dans le voisinage d’une des longueur
d’onde de résonance attendue. Le système algébrique final est résolu, dans les exemples
numériques présentés, avec un solveur direct (PARDISO [120]).
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5.2.2 Structure du spectre de l’opérateur de Maxwell
Comme dans le cas scalaire, le spectre de l’opérateurMµ est composé d’une partie
continue et d’une partie discrète. Si les matériaux en jeu sont sans pertes, le problème
spectral est formellement auto-adjoint, et les valeurs propres discrètes (modes guidés) et
continues (modes de radiation) sont réelles. Revenant au problème canonique de l’opéra-
teur mono-dimensionnel − d2dz2 dont le spectre continu est l’axe réel positif, nous pouvons
obtenir une paramétrisation des lieux du spectre continu associé à notre problème du
bi-réseau. En effet, en décomposant les vecteurs propres Vn en ondes de Bloch suivant
Vn(x, y, z) =
∑
(m,l)∈Z2
Vnml(z)e
i(αmx+βly) (5.25)
et en injectant cette décomposition dans l’Équation 5.24, on obtient :
− ∂
2Vnml
∂z2
= γ2nmlVnml (5.26)
Ainsi, les fréquences propres complexes associées au spectre continu sont données
par :
D±ml(γ) = c±
√
α2m + β
2
l + γ
2, γ ∈ R+, ∀(m, l) ∈ Z2 (5.27)
avec c± = c/
√
ε±µ± la vitesse de la lumière dans le milieu considéré. En notant d±ml =
c±
√
α2m + β
2
l ces chemins sont les demi-droites [d
±
ml,+∞[.
Considérons maintenant le problème du réseau où l’on a rajouté des PMLs infinies.
De manière analogue aux considérations développées en partie 3.1.1, le changement de
coordonnées complexes z 7→ zc = z/sz effectué sur la variable z induit un déplacement du
spectre continu dans le plan complexe. Les lieux fréquences propres complexes associées
au spectre continu sont alors données par :
C±ml(γ) = c±
√
α2m + β
2
l + (γ/sz)
2, γ ∈ R+, ∀(m, l) ∈ Z2 (5.28)
Ce déplacement à pour conséquence de révéler les modes à fuite du système. Comme
dans le cas scalaire, ces modes sont exponentiellement croissants selon z. Finalement, la
réduction à une taille finie des PMLs implique que le spectre continu est discrétisé, si bien
que l’opérateur que l’on considère dans le calcul FEM possède un spectre uniquement
discret.
Aussi, les PMLs se révèlent-elles être dans la formulation vectorielle du problème
spectral un outil puissant pour le calcul des modes à fuites. Demeure encore la question
du choix de leurs paramètres. Là encore, les conclusions tirées en partie 3.1.1 restent
valables. L’argument du paramètre d’absorption sz ajuste le déplacement dans C du
spectre continu, révélant plus ou moins de modes à fuite. Le module de sz et la hauteur
des PMLs agissent de façon similaire : au plus ces paramètres augmentent, au plus la
discrétisation du spectre continu est grande, en d’autres termes, on simule de mieux en
mieux l’espace ouvert. Mettre une condition de Neumann ou de Dirichlet homogène en
bout de PML a pour effet l’obtention d’une discrétisation différente du spectre continu.
Notons que les modes à fuites sont quasi-insensibles aux variations de ces paramètres
qui sont des caractéristiques des PMLs. Enfin, la distance PML/réseau est un paramètre
critique : on veillera à la garder la plus faible possible afind’éviter des erreurs numériques
dues à la croissance des modes à fuites avant qu’ils ne soient amortis par la PML.
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5.3 Méthode modale
5.3.1 Produit interne et problème spectral adjoint
Considérant deux fonctions vectorielles F et G de Ω ⊂ R3 dans C3, d’énergie finie,
nous définissons le produit interne suivant :
〈F,G〉 :=
∫
Ω
F(r)·G(r) dr (5.29)
Comme en 2D, les modes propres que nous étudions ne sont pas orthogonaux vis à
vis du produit interne 〈ε., .〉, car le problème que l’on traite (celui avec PMLs finies) n’est
pas auto-adjoint. Il est donc nécessaire de considérer un problème spectral adjoint de
valeurs propres conjuguéesΛn et dont les vecteurs propres sont notés Wn. L’opérateur
adjoint est défini par 〈
Mµ(Vn),Wm
〉
=
〈
Vn,M
†
µ(Wm)
〉
.
Onpeutmontrer que ce problème adjoint s’obtient en remplaçant les tenseurs définissant
les propriétés des matériaux par les tenseurs transposés conjugués, et se formule donc
ainsi :
M
†
µ(Wn) :=Mµ⋆(Wn) =Λn ε
⋆ Wn. (5.30)
En général, on a Vn ,Wn à cause des conditions de quasi-périodicité (voir partie 4.1.1
pour la démonstration dans le cas scalaire, le cas vectoriel se traite de façon similaire),
mais dans le cas particulier où α = β = 0, les vecteurs propres adjoints sont simplement
les conjugués des vecteurs propres 1.
Les modes et leurs adjoints vérifient une relation de bi-orthogonalité :
〈εVn,Wm〉 :=
∫
Ω
εVn(r)·Wm(r) dr = Knδnm. (5.31)
5.3.2 Décomposition d’un champ diffracté sur les modes propres
Tout champEd2 solution de (5.12) peut se décomposer sur la base des vecteurs propres :
Ed2 =
+∞∑
n=1
PnVn (5.32)
Le coefficient Pn traduit le couplage du mode n avec l’onde incidente et est donné
par :
Pn =
〈
εEd2,Wn
〉
, ∀n ∈N⋆. (5.33)
En introduisant la décomposition (5.32) dans l’équation (5.12) vérifiée par Ed2, on
obtient :
Lε,µ(Ed2) =
+∞∑
n=1
PnLε,µ(Vn) = −S1 (5.34)
1. Cette propriété est toujours vraie dans le cas non périodique (où il n’y a pas de conditions de pseudo
périodicité), par exemple un diffuseur placé dans le vide. Dans ce cas, une modélisation adaptée à la FEM
consiste à placer des PMLs tout autour de l’objet.
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avec :
Lε,µ(Vn) = −Mµ(Vn) + ω
2
c2
εVn
=
ω2 − ω2n
c2
εVn
d’où
Lε,µ(Ed2) =
+∞∑
n=1
Pn
ω2 − ω2n
c2
εVn = −S1 (5.35)
En projetant (5.35) sur le mode adjoint Wn il vient :
Pn =
Jn
ω2 − ω2n
(5.36)
avec
Jn = − c
2
Kn
〈S1,Wn〉 = − c
2
Kn
∫
Ωg′
S1(r)·Wm(r) dr (5.37)
où l’intégration se fait sur l’élément diffractif Ωg′ puisque le terme source S1 est nul
partout ailleurs.
Ainsi nous obtenons les coefficients de couplage Pn simplement grâce aux cartes de
champ des modes adjoints, aux fréquences propres (une fois l’étape de résolution par la
FEMdes deux problèmes, ces quantités sont connues et donc le calcul est immédiat) et au
terme source connu analytiquement. La dépendance fréquentielle de Jn est due à ce terme
source (qui dépend du champ incident). De plus, S1, et par conséquent Pn, dépendent
de l’angle de polarisation ψ : on peut ainsi, en regardant la variation du coefficient de
couplage en fonction de la polarisation de l’onde incidente pour unmode donné, obtenir
la ou les polarisations qui permettent d’exciter ce mode de manière optimale, où au
contraire celles qui éteignent l’excitation de ce ce mode.
Conclusion partielle
Ce chapitre a fait l’objet d’une généralisation des principes théoriques des méthodes
exposées aux chapitres 1, 2 et 3. Cette extension au cas vectoriel de réseaux bi-périodiques
était essentielle car nous voulons concevoir des filtres dont la réponse spectrale est in-
dépendante de la polarisation de l’onde incidente. Nous allons à présent mettre en
application ces techniques au chapitre suivant, où nous présentons des applications à la
conception de filtres à réseaux et à l’optimisation de leur réponse spectrale. Les outils
développés dans la première partie de ce mémoire nous permettrons d’approcher sous
différents angles l’étude des propriétés de diffraction de quelques structures potentielle-
ment utilisables pour réaliser des fonctions de filtrage spectral résonant.
104


Deuxième partie
Application à la conception de
filtres diffractifs dans l’infrarouge
107

Solutions de filtrage spectral
diffractif : étude numérique
Chapitre 6
Sommaire
6.1 Réseaux de plots métalliques sur substrat . . . . . . . . . . . . . 110
6.2 Réseaux de plots métalliques sur bi-couche diélectrique . . . . . . . 113
6.3 Réseaux de plots métalliques sur bi-couche diélectrique métal . . . . . 117
6.3.1 Description . . . . . . . . . . . . . . . . . . . . . . . 117
6.3.2 Accordabilité de la résonance . . . . . . . . . . . . . . . . 117
6.3.3 Tolérance angulaire . . . . . . . . . . . . . . . . . . . . 118
6.3.4 Effets de la polarisation . . . . . . . . . . . . . . . . . . 119
6.4 Réseaux d’ouvertures coaxiales sur substrat . . . . . . . . . . . . 122
A
pre`s avoir mis en place dans la première partie de ce mémoire les outils théo-
riques pour étudier les propriétés de diffraction dans des réseaux de diffraction,
nous passons à la phase de conception et d’analyse de structures potentiellement
utilisables comme filtres dans une application d’imagerie multispectrale. Nous étudions
quatre structures différentes et mettons en avant leurs avantages et inconvénients res-
pectifs pour l’application visée. Les méthodes développées dans la première partie sont
utilisées pour simuler et étudier les caractéristiques spectrales des filtres en fonction de
différents paramètres opto-géométriques. L’accent sera mis en particulier sur l’excitation
des modes à fuites des structures pour réaliser les fonctions de filtrage.
Mais détaillons tout d’abord les exigences auxquelles doivent répondre les filtres.
– le domaine spectral : bande III de l’infrarouge (entre 8 et 14µm),
– filtrage en transmission ou en réflexion,
– les gabarits : filtres large bande pour privilégier le flux (passe haut, passe bas, passe
bande large, coupe bande large),
– bon taux de réjection,
– indépendance à l’angle d’incidence θ0 entre 0 et 30◦,
– indépendance à la polarisation.
La dernière exigence peut être satisfaite par des réseaux à maille carrée, et un objet
diffractif à symétrie carrée.
D’un point de vue de la fabrication, des contraintes liées à la technologie et aux coûts
exigent de préférence :
109
Chapitre 6. Solutions de filtrage spectral diffractif : étude numérique
– d’avoir la structure la plus simple possible (éviter de multiplier les sous couches),
– denemodifier que les dimensions transverses de la structure pour obtenir différents
gabarits afin de réaliser tous les filtres sur un même substrat et en une seule
opération de gravure,
– denepasdéposerdes épaisseursde couches tropgrandes afind’éviter les contraintes
mécaniques,
– d’avoir des formes à graver qui ne soient pas étroites et profondes (grands facteurs
de forme).
Les permittivités pour les matériaux employés (ZnS, Si et Ge) sont des valeurs tabu-
lées extraites de [105], et on utilise un modèle de Drude-Lorentz pour la permittivité des
métaux (Al, Au [102] et Cr [44, 81]).
6.1 Réseaux de plots métalliques sur substrat
Une des structures les plus simples est un réseau de plots métalliques déposés sur un
substrat isolant (cf. Figure 6.1a). Ce type de matrice d’éléments diffractifs sub-longueur
d’onde (ainsi que sa contrepartie duale, des trous dans une couche métallique surnom-
mée « tamis à photons ») ont été largement étudiés durant ces dix dernières années (voir
par exemple [46] et ses références). La structuration périodique à l’échelle de la longueur
d’onde leur confère des propriétés optiques particulières, notamment une transmission
qualifiée d’extraordinaire.
métal
substrat
superstrat
hp
dx
dy
Lx
Ly
(a) Géométrie et nota-
tions pour une période
de la structure étudiée.
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(b) Transmission dans l’ordre (0, 0) en incidence normale en
fonction de λ pour différentes valeurs de hp (en µm)
Figure 6.1 | Réseaux de plots métalliques sur substrat.
Nous employons ici un substrat de silicium et le métal utilisé est le chrome. Les
réseaux ont une maille carrée de période dx = dy = d et sont constitués de plots carrés
(Lx = Ly = L) d’épaisseur hp.
Nous étudions la transmission de ce genre de structure en fonction de la hauteur des
plots, et fixons d = 2.2µm et f = L/d = 0.9. Les résultats sont reportés sur la Figure 6.1b.
Pour de faible valeurs de hp, il n’y a pas de résonance. On observe l’apparition d’un pic
de transmission dont la position spectrale se déplace vers les grandes longueurs d’onde
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et qui s’élargit à mesure que hp augmente.
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Figure 6.2 | Évolution des résonances associées aux modes dégénérés 1 et 2 en fonction de
la hauteur des plots hp. 6.2a : déplacement dans le plan complexe des fréquences propres
trouvées par la résolution du problème spectral. 6.2b et 6.2c : comparaison des caractéris-
tiques spectrales des résonances déduites des courbes de transmission 6.1b (cercles rouge,
pb. diff.) avec celles déduites des fréquences propres trouvées par la résolution du problème
spectral (croix bleues et carrés verts).
Cherchons à présent les fréquences propres de ces réseaux. En résolvant le problème
spectral, nous obtenons deux modes dégénérés dont les longueurs d’onde propres sont
proches desmaximas des courbes de transmission. Nous avons tracé sur la Figure 6.2a les
lieux des fréquences propres dans le plan complexe pour différentes épaisseurs des plots.
Nous observons que ces fréquences se déplacent quand hp varie. Si la hauteur augmente :
leur partie réelle diminue et leur partie imaginaire augmente en valeur absolue, ce qui
signifie que les résonances associées se déplacent vers les grandes longueurs d’onde et
s’élargissent. Ce constat est en accord avec l’observation des pics de transmission de la
Figure 6.1b. Pour confirmer cette analyse qualitative, nous avons extrait les paramètres
de résonance à partir des courbes de transmission : la fréquence de résonance ωr est
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Figure 6.3 | Transmission dans l’ordre (0,0) en fonction de λ et θ0 pour hp = 2.5µm.
celle qui correspond au maximum de transmission Tmax0,0 sur le domaine considéré, et la
largeur à mi-hauteur ∆ω est la largeur du pic à Tmax0,0 /2, le facteur de qualité du pic est
alors donné par Q = ωr/∆ω.
Sur les Figures 6.2b et 6.2c, nous avons représenté respectivement les longueurs
d’onde propre et les facteurs de qualité des résonances trouvés par l’étude de la trans-
mission et par le problème aux valeurs propres, en fonction de la hauteur des plots. Nous
voyons que l’accord des deux approches est correct. On observe une variation linéaire
de λr en fonction de hp. Les différences observées tiennent au fait que les caractéristiques
spectrales issues des fréquences propres sont valables pour un mode isolé, alors que
celles extraites de la transmission sont « perturbées » par un autre mode de fréquence
plus faible (non étudié ici).
La Figure 6.3 illustre la dépendance angulaire de la transmission pour hp = 2.5µm.
On constate que dans le cas TM, la longueur d’onde de résonance augmente légèrement
en fonction de θ0, alors qu’en polarisation TE, elle diminue. Dans les deux cas, la largeur
diminue lorsque l’angle d’incidence augmente.
Ces réseaux présentent des spectres intéressants pour des filtres passe bande, avec
une bonne tolérance à l’angle d’incidence jusqu’à 30◦, bien que la transmission à la
résonance ne soit que de l’ordre de 0.5. Cette valeur pourrait être améliorée en ayant
un environnement symétrique (substrat et superstrat identiques), mais ceci complexifie
énormément le procédé de fabrication. Pour obtenir une résonance, les motifs diffractifs
doivent présenter un grand rapport de forme (fentes étroites et profondes), difficilement
réalisables par des procédés standard, que ce soit en chimie ou en gravure plasma. Pour
ces raisons, nous essayons de trouver des structures avec des éléments diffractifs de faible
épaisseur.
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6.2 Réseaux de plots métalliques sur bi-couche diélectrique
L’article [106] présente une étude numérique et expérimentale de bi réseaux de plots
métalliques de faible épaisseur, couplés à une cavité résonante de matériau à fort indice
de réfraction.
métal
HI
LI
substrat
superstrat
hhi
hli
hp
Lx
Ly
dx
dy
Figure 6.4 | Géométrie et
notations.
Ces structures présentent dans la bande II de l’infra-
rougedespics de résonance en transmission, réalisant
ainsi des filtres passe bande avec un très bon taux de
réjectionhors résonance. C’est ce typede structure (cf.
Fig. 6.4) qui est étudié ici, transposé dans la bande III.
Les caractéristiques utilisées pour les simulations
sont les suivantes :
– substrat en silicium,
– couche bas indice (LI) en sulfure de zinc (ZnS),
d’épaisseur hli = 3.25µm ≃ λr/(2nZnS), où λr =
11µm,
– couche haut indice (HI) en germanium (Ge),
d’épaisseur hhi = 1.374µm ≃ λr/(2nGe),
– plots métalliques carrés (Lx = Ly = L) en alumi-
nium, hp = 200 nm, période dx = dy = d,
– facteur de remplissage f = L/d = 0.85,
– superstrat : air.
Avec ces paramètres, certains ordres transmis différents de l’ordre (0, 0) sont propaga-
tifs sur la bande spectrale considérée, ce qui complique l’étude des propriétés diffractives
de ce genre de structure. Ces ordres peuvent être gênants dans la perspective de l’in-
tégration des filtres à un détecteur : si les angles diffractés qui leur sont propres sont
importants, du signal issu d’un filtre associé à un pixel peut venir polluer la détection
des pixels voisins.
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Figure 6.5 | Transmission en fonction de λ.
Physiquement, le résonateur est constitué du réseau de plots couplés à une couche
quart d’onde haut indice en germanium. La couche bas indice en ZnS est une couche
tampon dont le rôle principal est de diminuer, en incidence normale dumoins, l’intensité
transmise dans les ordres différents de l’ordre spéculaire.
113
Chapitre 6. Solutions de filtrage spectral diffractif : étude numérique
Les spectres en transmission sont tracés sur la Figure 6.5. On obtient des filtres passe
bande en transmission dont la longueur d’onde de résonance est ajustable en réalisant
une homothétie sur les dimensions transverses (en pratique on fait varier d à facteur de
remplissage f constant), et relativement étroits (environ 500 nmde largeur àmi-hauteur).
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Figure 6.6 | Évolution des résonances associées aux modes dégénérés 1 et 2 en fonction de
la hauteur des plots d. 6.6a : déplacement dans le plan complexe des fréquences propres trou-
vées par la résolution du problème spectral. 6.6b et 6.6c : comparaison des caractéristiques
spectrales des résonances déduites des courbes de transmission 6.5a (cercles rouge, pb. diff.)
avec celles déduites des fréquences propres trouvées par la résolution du problème spectral
(croix bleues et carrés verts).
Ces pics de résonances sont reliés à l’excitation demodes à fuites de la structure, nous
avons par conséquent résolu le problème spectral avec α = β = 0 (ce qui correspond à
l’incidence normale pour le problème de diffraction). De la même manière que dans la
partie 6.1, nous avons représenté sur la figure 6.6a le déplacement dans le plan complexe
quand d varie des fréquences propres du système correspondant aux deux modes dé-
générés dont l’excitation donne lieu aux pics de transmission. Nous avons aussi extrait
des efficacités de diffraction les caractéristiques spectrales des résonances en question.
L’accord entre les deux approches est bon (cf. Figure 6.6b et Figure 6.6c). On observe
que la longueur d’onde de résonance augment linéairement et que le facteur de qualité
diminue sensiblement avec d, ce qui est cohérent avec l’observation des spectres de la
Figure 6.5a : le pic de transmission se décale vers les grandes longueurs d’onde tandis
114
6.2. Réseaux de plots métalliques sur bi-couche diélectrique
qu’il s’élargit conjointement.
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Figure 6.7 | Transmission dans l’ordre (0,0) en fonction de λ et θ0 pour d = 4.1µm.
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Figure 6.8 | Module des coefficients de couplage |P| en fonction de ω pour le mode désigné
par A, B et C sur la Figure 6.7a. Ce mode est de plus en plus excité quand β augmente.
Nous avons aussi étudié la dépendance angulaire de ce type de structure. On a
représenté sur la Figure 6.7 l’évolution des fréquences propres en fonction de β pour
α = 0, appelée diagramme de dispersion sur imposée à la cartographie du coefficient de
transmission dans l’ordre (0, 0). On observe que la transmission dépend grandement de
β, et de nombreuxmodes sontmis en jeu dans les propriétés diffractives de ces structures.
Dans le cas TM (cf. Figure 6.7a), le pic de transmission autour de 1.85 · 1014 rad · s−1
se déplace vers les fréquences plus élevées avec β et s’affaiblit, alors qu’en parallèle un
second pic apparaît vers 1.65 · 1014 rad · s−1 et se décale vers les faibles fréquences. Nous
avons calculé les coefficients de couplage P associés au mode désigné par A, B et C sur
la Figure 6.7a (il s’agit du même mode donnant lieu à la résonance à basse fréquence
qui se déplace en fonction de β). Les résultats, tracés sur la Figure 6.8, indiquent que ce
mode est de plus en plus excité quand β augmente (|P| augmente à la résonance), ce qui
115
Chapitre 6. Solutions de filtrage spectral diffractif : étude numérique
corrobore les informations données par l’étude de la transmission en fonction de β.
Dans le cas TE, (cf. Figure 6.7b), la résonance du coefficient de transmission reste centrée
autour de 1.85 · 1014 rad · s−1, mais elle diminue en intensité, et on n’observe plus un pic
unique mais plusieurs, associés à excitation de plusieurs quasimodes.
Nous voyons que ce type de structure possède des propriétés spectrales qui sont très
dépendante de l’incidence et de la polarisation, ce qui est un problème pour l’application
d’imagerie multispectrale visée. De plus, les pics de transmission sont trop étroits spec-
tralement, il est en effet essentiel de préserver l’aspect large bande des filtres car le flux
sur les capteurs est généralement très faible dans cette bande de longueur d’onde. Il est
possible d’élargir les filtres, mais c’est au détriment de la transmission à la résonance, et
de toute manière la dépendance à l’incidence et à la polarisation demeure. Ces structures
apparaissent donc comme des candidats médiocres pour le filtrage multispectral dans
l’IR III.
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6.3 Réseaux de plots métalliques sur bi-couche diélectrique
métal
6.3.1 Description
Un autre type de structure étudiée est représenté sur la Figure 6.9. En dehors de la
résonance, la structure se comporte comme un miroir du fait de la couche de chrome.
Pour des paramètres bien choisis, l’onde incidente est quasi totalement absorbée à la
longueur d’onde de résonance, ce qui réalise un filtre coupe bande 1 en réflexion.
métal
diélectrique
métal
substrat
superstrat
hhi
hm
hp
r
dx
dy
Figure 6.9 | Géométrie et
notations.
Cet effet d’aborption totale a été mis à profit pour
la conception de filtres indépendants de l’incidence
dans l’infrarouge proche avec des réseaux mono-
dimensionnels[142, 14]. D’autres études ont été me-
nées sur des structures bi-dimensionnellesmettant en
avant une absorption élevée sous certaines conditions
[131, 18, 71].
Les paramètres employés dans les simulations sont
les suivants :
– substrat en silicium,
– couche métallique en chrome de hauteur hm =
0.2µm,
– couchediélectrique engermaniumdehauteur hhi =
0.25µm,
– plots cylindriques en chrome de hauteur hp =
0.1µm et de rayon r,
– période d = dx = dy = 2.2µm,
– superstrat : air.
6.3.2 Accordabilité de la résonance
On réussit à ajuster la position spectrale du creux de réflexion en faisant varier le
facteur de remplissage f = 2r/d. Lorsque ce paramètre augmente, la longueur d’onde
de résonance augmente et la largeur du creux augmente également (cf. Figure 6.10). Ces
filtres présentent un très bon taux de réjection puisque la valeur de R0,0 est quasi nulle à
la résonance tandis qu’en dehors elle est supérieure à 90%. Il se produit un phénomène
d’absorption totale [6], toute l’énergie incidente est dissipée par effet Joule dans le métal.
Nous avons recherché les fréquences propres associés à cette résonance et observé
leur évolution en fonction de f , pour α = β = 0. Nous trouvons deux modes dégénérés
dont les parties réelles correspondent aux positions spectrales du minimum de R0,0. La
figure 6.11a représente la longueur d’onde de résonance associées à ces modes (carrés
bleus et verts) et la longueur d’onde donnant un minimum de réflexion (ronds rouges).
Les deux approches donnent des résultats en très bon accord : on peut ajuster linéaire-
ment la position du filtre enmodifiant le paramètre f . Nous avons représenté sur la figure
6.11a les largeurs spectrales associées à ces creux. Nous voyons que les deux approches
1. le terme anglais notch filter revient souvent dans la littérature mais semble réservé à des filtres très
étroits spectralement.
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Figure 6.10 | Réflexion dans l’ordre (0, 0) en fonction de λ pour différentes valeurs de f .
donnent la même tendance : la largeur augmente linéairement quand f augmente. Néan-
moins on observe une légère différence entre la valeur obtenue en mesurant la largeur
du creux de réflexion et les valeurs tirées de la partie imaginaire des fréquences propres.
Comme on l’a vu sur l’exemple de la partie 6.1, ces écarts peuvent être attribués au fait
que l’on considère le mode isolé quand on associe une largeur spectrale à une résonance.
Un autre explication pourrait être la suivante. Considérons que l’on peut approcher le
champ diffracté avec un seul mode V1 de fréquence propre ω1. On a donc Ed2 ≈ P1V1.
Le coefficient de réflexion dans l’ordre (0, 0) vaut R0,0 = |r1 + r2|2 où r1 est le coefficient
de réflexion en amplitude associé au problème annexe sans réseau périodique, et r2 est
le champ qui est effectivement calculé. Si de plus on suppose qu’autour de la résonance
r1 ≪ r2, R0,0 est alors proportionnel à |P1|2 =
∣∣∣J1(ω)/(ω2 − ω21)∣∣∣2. De ce fait, même si l’on
considère un mode isolé, même pour des matériaux non dispersifs, on ne peut pas faire
l’approximation qui consiste à dire que la partie réelle de la fréquence propreω′1 est un ex-
trémum des coefficients de Fresnel, ni que la largeur spectrale du pic/creux de résonance
est la partie imaginaire de la fréquence propre ω′′1 , car il faut en toute rigueur considé-
rer la dépendance fréquentielle de J1. Dans la plupart des cas, autour de la résonance,
le dénominateur ω2 − ω21 domine et on peut raisonnablement faire l’approximation sus-
mentionnée.Mais dans d’autres cas cette approximation estmoins justifiée, et ce d’autant
plus que la résonance est large. Cette remarque s’applique à l’exemple traité ici.
6.3.3 Tolérance angulaire
La réponse spectrale de ces réseaux a la particularité d’être indépendante de l’angle
d’incidence, la fréquence de résonance reste constante pour θ0 compris entre 0 et 60◦. Ceci
est illustré sur la Figure 6.12 où l’on a représenté le diagramme de dispersion ω′(β) pour
α = 0 et f = 0.5, superposé sur la cartographies de R0,0(β, ω), dans les cas de polarisation
TM (Figure 6.12a) et TE (Figure 6.12b). Lorsque β augmente, on observe que la fréquence
correspondant au minimum de réflexion ne varie quasiment pas (elle augmente légère-
ment en polarisation TM et diminue légèrement en TE). L’évolution des parties réelles
des fréquences propres associées ωTM1 et ω
TE
1 corroborent ces observations. On constate
aussi une très légère augmentation (resp. diminution) de la largeur spectrale du creux en
polarisation TM (resp. TE), constatations confirmées par l’étude des parties imaginaires
des fréquences propres (non représentées ici : ωTM1
′′
augmente et ωTE1
′′ diminue quand β
augmente).
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Figure 6.11 | Caractéristiques spectrales des résonances trouvées par le problème de diffrac-
tion (DP) et par le problème spectral (SP) en fonction de f .
(a) TM. (b) TE.
Figure 6.12 | Diagrammes de dispersion ω′(β) et cartographies R0,0(β, ω) en polarisation TM
(6.12a) et TE (6.12b) pour α = 0 et f = 0.5.
6.3.4 Effets de la polarisation
Voyons à présent l’influence de la polarisation sur la réponse spectrale de ces absor-
beurs. D’après la Figure 6.12, le comportement spectral est quasiment indépendant de
la polarisation TE ou TM entre 0 et 60◦. Puisque dans le problème spectral il n’y a par
définition pas de champ incident, l’angle de polarisation ψ n’intervient pas lors de la re-
cherche des modes propres. La dépendance à la polarisation des coefficients de couplage
Pn = Jn(ω,ψ)/(ω2 − ω2n) est régie par le terme Jn(ω,ψ) = − c
2
Kn
〈
S1(ω,ψ),Wn
〉
. Nous avons
vu que deux modes dégénérés coexistent pour α = β = 0 (cas de « l’incidence normale »
si l’on peut dire). Notons ces deux modes VA1 et V
B
1 , associés à la fréquence propre ω1. Il
est évident que toute combinaison linéaire de ces deux modes est aussi un mode propre
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du système. Il est donc possible de trouver des coefficients A1 et B1 tels qu’un de ces
modes que l’on notera VTE = A1VA1 + B1V
B
1 soit excité à la résonance (ω = ω
′
1) de façon
maximale en polarisation TE (ψ = −π/2) et pas du tout en polarisation TM (ψ = 0). En
termes mathématiques, cela peut se traduire par : ITE,TE1 =
〈
S1(ω′1,−π2 ),WTE1
〉
= 1,
ITE,TM1 =
〈
S1(ω′1, 0),W
TE
1
〉
= 0.
En se souvenant que pour le cas particulier α = β = 0 on a Wn =Vn, et en exploitant
la linéarité du produit interne, on obtient u système de deux équations à deux inconnues
A1 et B1 :  A1 IA,TE1 + B1 IB,TE1 = 1,A1 IA,TM1 + B1 IB,TM1 = 0, (6.1)
avec 
IA,TE1 =
〈
S1(ω′1,−π2 ),WA1
〉
,
IB,TE1 =
〈
S1(ω′1,−π2 ),WB1
〉
,
IA,TM1 =
〈
S1(ω′1, 0),W
A
1
〉
,
IB,TM1 =
〈
S1(ω′1, 0),W
B
1
〉
.
Le système 6.1 nous permet de trouver les coefficientsA1 et B1 et donc de construire le
mode VTE1 . Pour le mode V
TM
1 , il suffit alors d’appliquer la procédure d’orthogonalisation
de Gram-Schmidt à, par exemple, VA1 pour construire un vecteur V
TM′
1 :
VTM′1 = V
A
1 −
〈
εVTE1 ,W
A
1
〉〈
εVTE1 ,W
TE
1
〉 VTE1
On veut, de plus, afin de pouvoir comparer leurs coefficients de couplage, que les
deuxmodes dégénérés aient lamêmepseudo-norme. Il suffit pour y parvenir de prendre :
VTM1 =
√√ 〈
εVTE1 ,W
TE
1
〉〈
εVTM′1 ,W
TM′
1
〉 VTM′1 .
Une fois ces vecteurs propres construits, on peut vérifier numériquement les valeurs
prises par les coefficients de couplage associés PTE1 et P
TM
1 , en fonction de la longueur
d’onde et de la polarisation. C’est ce qui est fait sur la Figure 6.13a, pour α = β = 0 et
f = 0.5. On voit que pour ψ = 0 (TM, en haut), seul le mode TM est excité alors que
pour ψ = −π/2 (TM, en bas), seul le mode TE est excité. Pour ψ = −π/4 (au milieu),
les deux modes présentent des contributions égales au champ diffracté. Cette procédure
d’orthogonalisation permet d’étudier plus clairement les effets de polarisation, qui ne
peuvent être révélés que par une étude approfondie des vecteurs propres et de leurs
coefficients de couplage.
Pour finir, nous avons reconstruit le champ électrique diffracté uniquement avec les
deux quasimodes TE et TM que l’on vient d’étudier :
Ed2 ≈ PTE1 VTE1 + PTM1 VTM1 .
À partir de cette approximation, nous pouvons calculer le coefficient de réflexion
R0,0 en fonction de λ. Sur la Figure 6.13b, nous avons comparé les valeurs issues de ce
modèle simplifié (MM, courbe rouge) à celles calculées par la résolution du problème de
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Figure 6.13 | Effets de la polarisation. Figure 6.13a : coefficients de couplage P1 en fonction
de λ pour les deux modes dégénérés TE (croix bleues) et TM (ronds verts), pour α = β = 0 et
f = 0.5, et pour différents angles de polarisation ψ. On voit que pour ψ = 0 (TM, en haut), seul
le mode TM est excité alors que pour ψ = −π/2 (TE, en bas), seul le mode TE est excité. Pour
ψ = −π/4 (au milieu), les deux modes contribuent également à la résonance. Figure 6.13b :
coefficient de réflexion dans l’ordre (0, 0) calculé par la résolution du problème de diffraction
(DP, en bleu) et à partir du champ reconstruit par la méthode modale avec les deux modes
dégénérés (MM, rouge) pour ψ = 0, −π/4 et −π/2 (de haut en bas). Dans les trois cas, la
reconstruction avec seulement deux modes permet d’obtenir un modèle réduit satisfaisant qui
capture le comportement résonant de R0,0.
diffraction (DP, courbe bleue), pour ψ = 0, −π/4 et −π/2 (de haut en bas). Il s’avère que
dans les trois cas, lemodèle réduit construit avec seulement deux 2modes représente avec
pertinence les variations spectrales du coefficient de réflexion autour de la résonance.
2. en fait pour les cas de polarisation TE et TM il suffirait de prendre en compte seulement le mode de
polarisation correspondante puisque la contribution de l’autre est négligeable (cf. Figure 6.13a)
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6.4 Réseaux d’ouvertures coaxiales sur substrat
La dernière structure que nous étudions est représentée schématiquement sur la
Figure 6.14. Il s’agit d’ouvertures coaxiales dans une couche métallique déposée sur
un substrat. Ce genre de structure est relativement simple à fabriquer puisqu’elle ne
nécessite qu’un dépôt sur un substrat d’une fine couche de métal, et une seule étape de
micro-structuration.
Les paramètres utilisés sont :
– substrat en silicium,
– couche métallique en or de hauteur h = 90 nm,
– ouvertures symétriques selon x et y : largeur intérieure w1, largeur extérieure w2,
– période d = dx = dy,
– superstrat : air.
métal
métalair
substrat
superstrat
h
w1
w2
d
Figure 6.14 | Géométrie et notations.
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Figure 6.15 | Transmission dans l’ordre
(0, 0) en fonction de λ pour différentes va-
leurs de la période d du réseau (θ = 0,
φ = 0, polarisation TM).
Pour des paramètres géométriques adéquats, ces réseaux présentent des spectres en
transmission présentant un pic, et sont donc potentiellement utilisables pour réaliser un
filtrage passe bande en transmission. Nous avons étudié un exemple particulier en fixant
les ratios f2 = w2/d = 0.55 et f1 = w1/w2 = 0.8, et en faisant varier la période (les diffé-
rentes structures sont donc homothétiques). On observe une résonance marquée dans le
spectre de transmission dans l’ordre spéculaire, en incidence normale. Lorsque la période
augmente, le pic de résonance se déplace vers les grandes longueurs d’onde, sa largeur
augmente légèrement, mais la valeur de T0,0 reste autour de 55%, ce qui est exceptionnel
compte tenu du fait que la couche métallique est opaque dans ce domaine spectral et que
le rapport de la surface ouverte sur la surface totale (w22 − w21)/d2 = f 22 (1 − f 21 ) n’est que
de 11% !
Les résonances sont dues à l’excitation d’un mode propre des structures, relié en par-
ticulier à un mode propagatif TEM11 supporté par une ouverture coaxiale unique. Ces
structures présentent de plus une transmission exaltée supérieure à celle produite par
des réseaux de trous possédant le même ratio de surface ouverte, et ajoutent un degré de
liberté supplémentaire dans la conception de par la présence de l’îlot central.
L’étude spectrale de la structure vient confirmer que l’excitation des modes propres
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Figure 6.16 | Caractéristiques spectrales des résonances trouvées par le problème de diffrac-
tion et par le problème spectral en fonction de d.
(a) TE. (b) TM.
Figure 6.17 | Diagrammes de dispersion ω′(β) et cartographies T0,0(β, ω) en polarisation TE
(6.17a) et TM (6.17b) pour α = 0, d = 2.3µm, f1 = 0.8 et f2 = 0.55.
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est reliée à cette transmission exaltée.Nous avons représenté sur la Figure 6.16 l’évolution
des caractéristques spectrales des résonances en fonction de d, mesurées sur les courbes
de transmission 6.15 et déduites des fréquences propres calculées par l’analyse spectrale.
On constate un très bon accord sur la longueur d’onde de résonance λr qui augmente
linéairement quand d augmente. L’accord est moins bon pour la largeur à mi-hauteur
∆λ (cf. discussion sous-section 6.3.2), néanmoins la tendance est la même pour les deux
approches.
L’étude de l’évolution de la transmission montre que la résonance est peu modifiée
entre 0 et 60◦ en polarisation TE, comme illustré sur la Figure 6.17a, bien qu’il y ait un
léger décalage vers les grandes longueur d’ondes ainsi qu’une diminution de la largeur
spectrale et de la transmission à la résonance. En revanche, le cas TM (Figure 6.17b) est
plus complexe, il y a un dédoublement du pic de transmission du à l’excitation d’autres
modes propres quand β augmente. La position spectrale des fréquences propres (ronds
noirs) coïncident avec ces variations brutales dans les spectres, ce qui indique le rôle clé
joué par les quasimodes du système dans les propriétés de diffraction de la structure.
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Conclusion partielle
Nous avons proposé dans ce chapitre plusieurs type de filtres dans l’infrarouge loin-
tain et étudié comment évoluent leurs caractéristiques spectrales en modifiant leurs
dimensions transverses ainsi que leur tolérance à l’incidence et à la polarisation.
Le premier d’entre eux, un réseau de plots métalliques sur substrat étudié dans la sec-
tion 6.1, présente un large pic de transmission utilisable pour réaliser un filtre passe
bande, tolérant à l’incidence et la polarisation. Cela dit, ce type de composant est com-
plexe a réaliser car il faut des plots épais et proches les un des autres pour observer
une résonance exploitable, ce qui est complexe à réaliser technologiquement avec les
procédés standard de fabrication.
Le second type de composant considéré est un réseau de plots métalliques sur bi-couche
diélectrique (cf. section 6.2), présentant un pic de transmission étroit dont la position
est ajustable avec la période du réseau. Malheureusement, ces structures sont très dé-
pendantes de l’angle d’incidence et de la polarisation, les rendant inutilisables pour des
applications d’imagerie multispectrale.
Le troisième type de structure, des réseaux de plots métalliques sur bi-couche diélec-
trique/métal (section 6.3), constituent des candidats prometteurs. Ils peuvent être utilisés
comme filtres coupe bande en réflexion grâce à une absorption totale de l’onde incidente
à la fréquence de résonance. Leur caractère large bande, ainsi que leur très bonne tolé-
rance à la fois à l’incidence et à la polarisation en font de très bons prétendants pour le
filtrage multispectral [138], bien que l’architecture optique de filtrage se complexifie à
cause de leur caractère réflectif.
Le quatrième et dernier type de structure étudié est fondé sur un réseau d’ouvertures
coaxiales dans une fine couche métallique déposée sur un substrat (cf. section 6.4). Ils
présentent de larges pics de transmission utilisables pour un filtrage passe bande, et sont
peu dépendants de l’incidence et de la polarisation.
Dans le chapitre suivant, nous allons passer à la mise en pratique des études théo-
riques précédente. Nous avons choisi de fabriquer et caractériser en parallèle deux types
de filtres étudiés précédemment.
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D
ans cette partie, nous détaillons les deux voies de filtrage identifiées au cha-
pitre 6 comme permettant de répondre aux exigences de l’application imagerie
multispectrale, et que nous avons explorées de manière pratique.
Lapremière concernedes réseauxdeplotsmétalliques surbi-couchediélectrique/métal
(réseaux absorbeurs), étudiés dans la section 6.3, qui réalisent des filtres coupe bande
en réflexion. La deuxième piste concerne des réseaux d’ouvertures coaxiales dans une
couche métallique déposée sur un substrat présentées dans la section 6.4, donnant lieu à
un filtrage passe bande en transmission. Pour chacune d’entre elles, des structures ont été
fabriquées puis caractérisées dans l’infrarouge par des mesures spectrophotométriques.
Dans les deux cas, nous décrivons les procédés de fabrication. Les mesures ont été réa-
lisées avec un spectrophotomètre à transformée de Fourier acquis par l’Institut Fresnel
dont les caractéristiques sont détaillées en Appendice B. Nous présentons ici les premiers
résultats obtenus sur les toutes premières structures fabriquées.
7.1 Réseaux absorbeurs
7.1.1 Couche résonante en germanium
Fabrication
Nous avons en premier lieu fabriqué des réseaux absorbeurs du même type que
ceux étudiés à la section 6.3, et schématisés une nouvelle fois sur la Figure 7.1. Afin
de valider expérimentalement les solutions de filtrage proposées nous avons choisi de
réaliser des structures avec des propriétés opto-géométriques correspondant auxmoyens
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Figure 7.1 | Géométrie et notations.
de photolithographie disponibles et maîtrisés. Les composants fabriqués seront destinés
à produire les fonctions de filtrage entre 14 et 20µm. Les caractéristiques des échantillons
fabriqués, fixées à partir des modélisations réalisées, sont les suivantes :
– substrat en silicium intrinsèque d’orientation 100 et d’épaisseur 525µm,
– couche métallique en chrome de hauteur hm = 0.2µm,
– couche diélectrique en germanium de hauteur hhi = 1.4µm,
– plots cylindriques de rayon r constitués d’une couche d’accroche en titane de
hauteur hTip = 10 nm et d’une couche de chrome de hauteur h
Cr
p = 90 nm,
– période d = dx = dy,
– superstrat : air.
Tout le processus de fabrication a été réalisé à SILIOS Technologies selon un procédé
classique de photolithographie, à l’exception du masque et du dépôt de la couche de
germanium réalisés sur commande. Les différentes couches ont été déposées par pulvé-
risation cathodique sur une plaquette de silicium de 100mm de diamètre. Vient ensuite
l’étape de structuration à proprement parler. Elle est réalisée par photolithographie. Pre-
mièrement, une couche de résine photosensible est déposée sur la couche à graver. Cette
résine est ensuite soumise à un rayonnement ultraviolet. Lors de cette étape l’utilisation
d’un masque formé de zones opaques et transparentes permet de définir les motifs à
reproduire. Les caractéristiques chimiques des zones irradiées sont alors modifiées et
sont ainsi solubles dans un agent chimique spécifique qui est appliqué lors du déve-
loppement. L’étape suivante est la gravure chimique de la couche située sous la résine
dans toutes les zones non recouvertes. Finalement la résine restante est enlevée par un
solvant.
Lors de la gravure chimique de nos échantillons, il est apparu que le produit utilisé
classiquement pour le chrome n’arrivait pas à graver la couche. Ce problème a été at-
tribué à une réaction chimique avec la couche de germanium produisant un composé,
aux propriétés physiques différentes de celles du chrome métallique. Pour remédier à
ce problème, nous avons employé une fine couche protectrice de titane juste au dessus
du germanium. On a ensuite déposé la couche de chrome et gravé chimiquement sans
encombre les deux couches métalliques Cr/Ti.
Tous les composants sont fabriqués sur la même plaquette de silicium (wafer) et
chacun recouvre une zone de 1 cm2 (cf. le masque de photolithographie représenté sur
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Figure 7.2 | Masque de photolithographie utilisé pour la réalisation des échantillons.
la Figure 7.2). Seules les dimensions transverses des structures varient, la fabrication
ne requiert donc qu’une seule étape de photolithographie. Les différentes périodes d
utilisées sont 4, 4.4, 4.8, 5.2 et 5.8µm. Deux jeux de filtres ont été fabriqués : le premier
pour un diamètre D = 2µm des plots constant et le second pour un ratio f = D/d = 0.5
constant. Les différents filtres sont repérés par le couple période-diamètre des plots d-D
en µm. Les courbes de réflexion dans l’ordre (0, 0), en incidence normale, calculées par la
FEM sont tracées sur la Figure 7.3.
Dans l’optique de tester la solution de filtrage au niveau du pixel d’un détecteur IR,
nous avons également prévu deux matrices bi-spectrales avec un pas de 17µm (taille
des pixels dans les microbolomètres de dernière génération). Elles sont constituées d’un
damier de deux filtres différents :
– matrice A : 4.0-2.0 (4 × 4 plots) et 4.8-2.4 (3 × 3 plots),
– matrice B : 4.0-2.0 (4 × 4 plots) et 4.8-2.0 (3 × 3 plots).
De plus, nous avons gardé quatre zones sans couche supérieure de chrome pour pouvoir
mesurer le bicouche seul. Des images prises au Microscope Électronique à Balayage
(MEB, en anglais Scaning Electron Microscope, SEM) du réseau 4.0-2.0 sont reportées sur
la Figure 7.4.
Caractérisation
Nous avons étudié tout d’abord le bicouche Cr/Ge sur silicium seul (sans le réseau
de plots). Dans un premier temps, nous avons observé au MEB cet échantillon. En
prenant quatre images sous des illuminations différentes, il est possible de reconstruire
par stéréoscopie le profil de hauteur des couches. Une image MEB du bi-couche est
reportée sur la Figure 7.5a et le profil calculé est tracé sur la Figure 7.5b. On observe un
bon accord par rapport aux épaisseurs de consigne (hGe = 1.4µm, hCr = 0.2µm). Notons
que l’épaisseur de la couche de chrome est moins critique car il suffit que la couche soit
plus grande que l’épaisseur de peau du chrome dans cette bande spectrale, soit environ
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Figure 7.3 | Calcul numérique de la réflexion dans l’ordre spéculaire en fonction de λ pour
les deux jeux de filtres fabriqués. Figure 7.3a : D constant, Figure 7.3b : f constant. Dans les
légendes, les différents filtres sont repérés par le couple période-diamètre des plots d-D en
µm
D = 2µm
d = 4µm
Figure 7.4 | Image MEB du réseau 4.0-2.0.
90 nm pour que la couche se comporte comme un miroir).
Les mesures ont été faites en réflexion pour une incidence de 67◦, en faisceau colli-
maté. Sur la Figure 7.6, on voit que la réflexionmesurée sur ce bi-couche (carrés bleus) est
bien moindre que celle à laquelle on s’attendait en théorie (courbe bleue en traits pleins).
Nous avons aussi mesuré la transmission qui est nulle, nous en déduisons que l’absorp-
tion dans l’échantillon est beaucoup plus importante que prévue. De plus, les positions
spectrales des maxima et minima de réflexion pour des longueurs d’onde plus faibles
coïncident avec celles prévues par le calcul. Les épaisseurs mesurées sur les couches
étant du bon ordre de grandeur, nous avons modifié dans le calcul les différents para-
mètres optiques des matériaux afin de retrouver l’allure des courbes expérimentales. Le
paramètre important est la partie imaginaire de la permittivité du chrome.
Pour exemple nous donnons le résultat de ce calcul avec une absorption accrue (la
courbe bleue en pointillés sur la Figure 7.6). Passons maintenant à un échantillon mi-
crostructuré, le réseau 4.0-2.0. La courbe théorique correspondante (traits pleins rouges)
montre plusieurs résonancesmarquées, alors que la courbe expérimentale (carrés rouges)
est relativement plate et très similaire à la courbe correspondant au bi-couche seul. Nous
avons recalculé par la FEM la réflexion de ce réseau en injectant les paramètres modifiés
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(a) Image SEM du bicouche Cr/Ge sur
substrat de silicium.
0 5 10 15 20
−1.6
−1.4
−1.2
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
coupe AB
h
au
te
u
r
d
u
p
ro
fi
l
(µ
m
)
hCr ≈ 0.4
hGe ≈ 1.4
(b) Profil de hauteur des couches.
Figure 7.5 | Mesure à l’aide du MEB des épaisseurs des couches déposées.
issus de l’ajustement sur le bi-couche et qui traduisent l’absorption supplémentaire dans
le chrome. Le résultat est radical (cf. courbe rouge en pointillés) : une absorption trop
importante « tue » les résonances.
L’origine de cette dissipation inattendue est probablement liée aux phénomènes évoqués
dans la section 7.1 concernant les problèmes de gravure des plots en chrome. Il semble
qu’une réaction chimique ait lieu entre les deux couches chrome et germanium, formant
un composé d’indice inconnu, mais dont la partie imaginaire est grande devant la par-
tie réelle, provoquant une absorption trop importante dans les échantillons pour qu’un
comportement résonant puisse être observé. Afin de résoudre ces difficultés, nous avons
décidé de fabriquer d’autres structures en remplaçant le germanium par du silicium.
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Figure 7.6 | Résultats de mesures sur les échantillons et courbes théoriques, θ = 67◦, faisceau
collimaté, polarisation TM. Bi-couche : réflexion théorique (traits pleins bleus), mesurée (carrés
bleus) et ajustement (pointillés bleus). Réseau 4.0-2.0 : R0,0 théorique (traits pleins rouges),
mesurée (carrés rouges) et calculée avec les valeurs d’absorption dans le chrome issues de
l’ajustement (pointillés rouges). On observe qu’une trop grande absorption dans le chrome
annihile les résonances du réseau.
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7.1.2 Couche résonante en silicium
Fabrication
Nous avons donc fabriqué des structures avec les mêmes paramètres, mais en chan-
geant la couche de germanium par une couche de silicium de 530 nm d’épaisseur. Les
dépôts des différentes couches ont été réalisés à l’Institut Fresnel par l’équipe RCMO
par pulvérisation cathodique magnetron, grâce au bâti HELIOS qui fera partie du futur
Espace Photonique du laboratoire. L’étape de photolithographie a été réalisée à SILIOS
dans les mêmes conditions que celles évoquées précédemment. Notons que dans ce cas
il n’est pas nécessaire de déposer un couche d’accroche, et les réseaux sont finalement
constitués de plots cylindriques de hauteur 100 nm.
Caractérisation
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Figure 7.7 | Simulations et mesures de trois réseaux absorbeurs avec couche résonante en
silicium.
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Figure 7.8 | Paramètres spectraux de la résonance en fonction de la période d obtenus par
différentes méthodes : extraits des spectres de réflexion calculés (cercles verts) et mesurés
(triangles noirs) et extraits des fréquences propres complexes (carrés orange).
Nous avons caractérisé trois de ces structures tout d’abord en incidence normale, en
faisceau focalisé non polarisé. Les spectres de réflexion sont reportés sur la Figure 7.7b et
comparés aux résultats issus des simulations numériques Figure 7.7a. On constate un bon
accord pour la position spectrale de la résonance. En revanche les niveaux de réflexion
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à la résonance sont plus importants sur les mesures, ainsi que la largeur spectrale. Ceci
peut s’expliquer par les imperfections de fabrication sur les dimensions transverses des
plots, paramètre qui affecte la position et la valeur du minimum de réflexion. Notons
aussi que les mesures ont été ici réalisées en faisceau focalisé dont le demi angle est de
16◦, alors que les simulations considèrent une onde plane en incidence normale. Cela
étant, la grande tolérance de ces structures à l’angle d’incidence fait que la présence de
plusieurs incidences dans le faisceau focalisé utilisé perturbe peu le résultat demesure en
incidence normale. En tout état de cause, ces premiers résultats démontrent en pratique
l’accordabilité spectrale des filtres en ne modifiant que les dimensions transverses des
réseaux. Cette accordabilité est linéaire comme on peut le voir sur la Figure 7.8a, où l’on
a représenté la fréquence de résonance en fonction de d obtenue à partir des spectres
calculés et mesurés ainsi qu’à partir des fréquences propres complexes. Les résultats
donnés par les deux approches numériques sont en excellent accord avec la réalité ex-
périmentale. Pour la largeur à mi-hauteur (Figure 7.8a), les données mesurées sont plus
grandes que les valeurs théoriques pour les raisons évoquées précédemment, mais la
variation en fonction de la période présente un comportement similaire à celle obtenue
numériquement.
Nous avons mesuré la dépendance angulaire du filtre (4.0-2.0) toujours en faisceau
focalisé non polarisé. Les résultats sont reportés sur la Figure 7.9a. On observe une
indépendance de la résonance jusqu’à 70◦, avec néanmoins une légère augmentation de
la réflexion à la résonance pour θ = 70◦, comme les simulations numériques le prédisent
(cf. Figure 7.9b). Ces premiers résultats de mesure démontrent la faisabilité de filtres
coupe bande très tolérants à l’angle d’incidence.
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Figure 7.9 | Dépendance angulaire du filtre (4.0-2.0), cas non polarisé. On constate une grande
tolérance de la résonance jusqu’à 70◦.
7.2 Réseaux coaxiaux
7.2.1 Fabrication
Le deuxième type de filtre fabriqué pour valider expérimentalement nos calculs
numériques et démontrer la faisabilité du filtrage est celui étudié dans la section 6.4, des
réseaux d’ouvertures coaxiales. La fabrication des échantillons a été faite au CINAM 1
sur la plateforme de lithographie électronique Planète 2. Les échantillons sont fabriqués
1. Centre Interdisciplinaire des NAnosciences de Marseille, UMR CNRS 7325.
2. faisant partie de CT-PACA, la station de fabrication utilisée a été financée par les fonds FEDER.
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sur un substrat de silicium intrinsèque (100) poli double face d’épaisseur 1mm. Deux
approches ont été envisagées pour réaliser les motifs :
– par gravure,
– par lift-off.
La méthode par gravure a l’avantage d’utiliser une résine positive qui donne des sur-
faces à graver plus faibles et donc des temps de gravure réduits, cependant les structures
obtenues présentaient des défauts (bords des ouvertures irréguliers) et des imprécisions
dans la taille transverse des tranchées. La méthode par lift-off finalement retenue nous
oblige à utiliser une résine négative et à affiner le procédé existant, en effet les motifs de
petite taille n’étaient pas reproduits régulièrement. Après différentes étapes de calibra-
tion et de tests, un premier échantillonA a été fabriqué sur une surface carrée de 6×6mm2
avec les paramètres suivants : d = 2µm, w1 = 0.88µm, w2 = 1.1µm et h = 90 nm. Une
image MEB montrant plusieurs périodes de cette puce est reportée sur la Figure 7.10a.
(a) (b)
Figure 7.10 | Images MEB de l’échantillon A d’un réseau coaxial sur substrat.
Néanmoins, une légère dérive apparaît dans la structuration sur une si grande surface
(40 h de fabrication), due à une panne sur le laser réalisant le contrôle optique de posi-
tionnement en cours de gravure. Il en résulte des décalages des motifs, assez réguliers
comme on peut le voir sur la Figure 7.10b.
Un second échantillon, noté M, a été fabriqué. Il s’agit d’une puce multispectrale,
constituée de quatre filtres diffractifs de taille plus réduite (3 × 3mm2) afin de réduire le
temps d’écriture ainsi que les dérivesmentionnées précédemment. Néanmoins, quelques
défauts de fabrication subsistent. Les quatre zones gravées sont séparées d’environ
3mm2. Les dimensions relatives des différents réseaux correspondent au cas étudié à
la section 6.4 ( f1 = 0.55, f2 = 0.8). La variation de la position spectrale de la résonance
étant linéaire en fonction de d (cf. Figure 6.16a), nous pouvons par interpolation trouver
les paramètres qui nous donnent des filtres centrés à quatre longueur d’onde λr choisies
sur la bande IR III. L’équation de la droite est λr = 4 d + 0.3 (avec λr et d en µm. Les
paramètres utilisés sont résumés dans la Tableau 7.1.
7.2.2 Caractérisation
Les mesures sur l’échantillon A ont été réalisées en fonction de l’angle d’incidence θ,
en faisceau collimaté dans les deux cas de polarisation. Les résultats sont normalisés avec
un background réalisé sans l’échantillon. Il est important de noter ici que la valeur que l’on
obtient alors est la transmission à travers tout l’échantillon (réseau + substrat), ce qui est
différent de ce que l’on calcule numériquement (la transmission dans le substrat supposé
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M1 M2 M3 M4
d (nm) 1920 2250 2600 2930
w1 (nm) 850 990 1140 1290
w2 (nm) 1060 1240 1430 1610
λr (µm) 8 9.7 10.3 12
Table 7.1 | Paramètres utilisés pour l’échantillon multispectral M.
infini, juste derrière le réseau). Il y a donc la propagation dans le substrat ainsi que la
transmission sur la face arrière qui entrent en jeu. Nous avons délibérément présenté
dans un premier temps les résultats sous cette forme car la transmission ainsi mesurée
est celle qui sera effectivement obtenue dans l’application de filtrage. On a représenté sur
la Figure 7.11 les résultats de ces mesures.
Considérons d’abord le cas d’une très faible incidence θ = 2◦. On observe un large pic
de résonance vers λr = 7.8µm et de largeur à mi-hauteur ∆λ = 2.6µm du à l’excitation
d’un mode à fuites. Par rapport aux spectres simulés (λr = 8.3µm et ∆λ = 2.1µm), ce pic
est légèrement décalé vers les faibles longueurs d’ondes, ce qui est probablement du aux
imperfections de fabrication, notamment la dérive évoquée à la section 7.2, et la valeur
de la largeur spectrale est en bon accord. D’autre part, la valeur de la transmission à la
résonance est d’environ 29% pour l’échantillon. La transmission à travers le substrat nu
a été mesurée également et vaut environ 54% à 2◦, et montre une résonance d’absorption
vers 9µmdue à la vibrationdemolécules d’oxygène présentes dans le volumedu silicium
de type CZ, ainsi qu’à la présence probable d’oxyde natif sur les deux faces. Cette bande
d’absorption se retrouve sur lesmesures effectuées sur l’échantillon (C sur la Figure 7.11).
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Figure 7.11 | Transmission mesurée sur l’échantillon A en fonction de l’angle d’incidence θ.
Nous avons calculé les transmissions normalisées par rapport aux transmission ob-
tenues sur le substrat, afin de s’affranchir de son influence (Figure 7.11a et 7.11b). Les
valeurs obtenues sont plus comparables aux modèles numériques utilisés pour les simu-
lations (Figure 7.12a et 7.12b). Ce faisant, la résonance C due à l’absorption du substrat
n’apparaît plus sur les courbes de transmission. De plus, la transmission globale se trouve
augmentée et atteint environ 55% à 2◦, valeur comparable aux résultats obtenus numéri-
quement en incidence normale.
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Figure 7.12 | Transmission dans l’ordre (0, 0) de l’échantillon A en fonction de l’angle d’in-
cidence θ. Simulations numériques dans les cas TM (Figure 7.12a) et TE (Figure 7.12a).
Mesures en prenant comme référence le substrat dans les cas TM (Figure 7.11a) et TE (Fi-
gure 7.11a). On observe un accord satisfaisant entre théorie et expérience.
Lorsque l’angle d’incidence augmente, la résonance principale A reste centrée sur
λr = 7.8µm pour θ compris entre 2 et 30◦. En revanche, la transmission globale chute
pour de grandes incidences. Ceci pourrait s’expliquer par le fait que la surface apparente
du faisceau sur l’échantillon varie de façon inversement proportionnelle à cosθ, et donc
augmente lorsque θ augmente. Il est donc possible que le spot « déborde » de la surface
gravée, ou tout du moins couvre une plus grande surface, et vu que l’échantillon n’est
pas homogène, les contributions de ces inhomogénéités sont plus grandes, faisant chuter
la transmission. La taille du spot a été réduite au maximum pour tenter de diminuer ces
effets, c’est ce qui explique le caractère bruité des spectres.
Pour le cas de polarisation TM (Figure 7.11a), on voit de plus apparaître des creux de
résonances secondaires notés W qui se déplacent vers les grandes longueurs d’ondes à
mesure que θ augmente. Ces résonances sont reliées à la présence d’une anomalie de
Wood associée à l’ordre (0, 1) et sont prévues par le calcul numérique (cf. Figure 7.12a).
Leur position spectrale est en bon accord avec les simulations. Dans le cas TE en revanche,
on n’observe pas ces anomalies (cf. Figure 7.11b), comme nous l’avions anticipé par le
calcul (cf. Figure 7.12b). Là aussi les niveaux de transmission chutent lorsque l’incidence
augmente. Enfin, la largeur du pic A diminue quand θ devient grand. Ce comportement
que l’on peut observer sur les spectres calculés est néanmoins plus marqué sur les me-
136
7.2. Réseaux coaxiaux
sures expérimentales.
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Figure 7.13 | Simulations pour le cas non polarisé et mesures en faisceau focalisé non polarisé
(divergence ±16◦), avec référence substrat, pour l’échantillon A.
Nous avons enfin caractérisé l’échantillon A pour différentes incidences en faisceau
focalisé non polarisé (ce qui représente les conditions d’utilisation réelles du filtre), dans
ce cas la taille du faisceau est beaucoup plus faible et nous nous affranchissons des pro-
blèmes mentionnés précédemment. Les résultats sont reportés sur la Figure 7.13. Nous
observons que la dépendance en angle est moindre que dans le cas d’un faisceau colli-
maté.
Nous avons également recherché les modes à fuites de la structure correspondant à la
résonance A. Vu que nous savons que la fréquence de résonance ωA ≈ 8.3µm reste quasi
constante en fonction de l’angle d’incidence, nous résolvons le problème spectral avec
α = Re(ωA/c sinθ) pour θ compris entre 0 et 30◦, et pouvons donc tracer les variations
des fréquences propres en fonction de l’angle d’incidence. Les valeurs des paramètres
spectraux de la résonance (longueur d’onde de résonance et largeur à mi-hauteur) en
fonction de θ sont reportés sur la Figure 7.14. Les deux approches théoriques (problème
dediffraction et problème spectral) donnent des résultats similaires et qui rendent compte
des résultats expérimentaux :
– qualitativement : la position spectrale de la résonance principale A varie peu (cf.
Figure 7.14a) et idem pour la largeur spectrale (cf. Figure 7.14b),
– quantitativement :même si nous avons émisdes réservespuisque l’échantillonn’est
pas parfait, les valeurs obtenues sont assez proches. La fréquence de résonance se
trouve autour de 8µm et la largeur spectrale vaut grosso modo 2.5µm.
Passons maintenant à l’échantillon multispectral M décrit la section 7.2. Nous l’avons
caractérisé uniquement en faisceau focalisé à cause de la taille réduite des zones gra-
vées, en lumière non polarisée et en incidence normale. Les spectres obtenus pour les
quatre filtres M1, M2, M3 et M4, en prenant comme spectre de référence la transmission
à travers le substrat, sont tracés sur la Figure 7.15b. Nous avons représenté à côté sur la
Figure 7.15a la transmission théorique.
L’accord entre simulation est expérience est correct, même si les filtres fabriqués ont
des longueurs d’onde de résonance légèrement plus faibles et sont spectralement plus
larges. Les niveaux de transmission à la résonance (≈ 60%) sont du même ordre de
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Figure 7.14 | Paramètres spectraux de la résonance (longueur d’onde de résonance et largeur
à mi-hauteur) en fonction de θ.
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Figure 7.15 | Transmission spectrale des filtres de la puce multispectrale.
grandeur que ce que les simulations laissaient présager. Notons qu’une légère résonance
secondaire se retrouvant sur tous les filtres apparaît autour de 8.3µm. Des investigations
sont encore nécessaires pour déterminer son origine. La présence de cette résonance se-
condaire est plus évidente sur le filtre M2 dont la résonance principale se situe elle aussi
autour de 8.3µm : il apparait dans ce cas un résonance hybride.
Tous les écarts constatés entre théorie et expérience sont à mettre en perspective avec
les incertitudes sur les indices des matériaux ainsi que les différences entre les condi-
tions des simulations (infinité de périodes, substrat infini, bords des ouvertures droits
et angles parfaits, onde plane...) et celles rencontrées en pratique dans la fabrication et
la caractérisation (nombre fini de périodes, substrat d’épaisseur finie, déviation des pé-
riodes, motifs imparfaits, faisceau convergent...). Une prise en compte plus rigoureuse
des imperfections de fabrication est donc nécessaire. Des images SEMdesmotifs uniques
révèlent en effet des différences entre les dimensions en x et y, ainsi que des coins lé-
gèrement arrondis et une rugosité de surface (cf. Figure 7.16a). Nous avons à partir de
cette image SEM extrait le profil réel d’une ouverture pour l’échantillon M3. Les imper-
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(a) Motif unique (b) Imperfections à grande échelle.
Figure 7.16 | Imperfections de fabrication.
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Figure 7.17 | Prise en compte des imperfections de fabrication.
fections sont prises en compte facilement avec la FEM car les géométries pouvant être
traitées sont arbitraires. Le maillage du motif répété périodiquement est représenté sur
la Figure 7.17b. La transmission en incidence normale pour ce motif est tracée sur la
Figure 7.17a, et comparée à la mesure expérimentale et au cas d’un motif parfait. On
constate que la position du pic pour les simulations avec le motif réel est plus proche
de celle mesurée expérimentalement. Cet accord démontre la polyvalence de la méthode
des éléments finis, capable de prendre en compte les imperfections de fabrication ren-
contrées en pratique, et ce sans nécessité de modifier lourdement le code de simulation
numérique. Notons cependant que notre code étant fondé sur la répétition périodique
d’un élément diffractif, il est beaucoup plus délicat (voire impossible en terme de res-
sources de calcul) de prendre en compte les imperfections à plus grande échelle comme
celles observées sur la Figure 7.16b (décalage des périodes, recouvrement desmotifs, etc.).
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Figure 7.18 | Réflexion dans l’ordre (0, 0)mesureée en faisceau collimaté en fonction de l’angle
d’incidence sur l’échantillon M3, pour les deux cas de polarisation. Cela prouve expérimenta-
lement la bonne tolérance du filtre jusqu’à une incidence de 30◦.
Pour finir, nous avons réalisé des mesures en fonction de l’angle d’incidence sur
l’échantillon M3, en faisceau polarisé et collimaté. Les diagrammes de dispersion sont
représentés en Figure 7.18 et démontrent la bonne tolérance du filtre jusqu’à 30◦, dans les
deux cas de polarisation. On observe dans le cas TM la présence d’un creux secondaire
de résonance due à l’excitation d’un autre modes à fuites comme nous l’avions étudié
numériquement dans la section 6.4.
Conclusion partielle
Nous avons dans cette partie exposé la fabrication et la caractérisation des deux voies
de filtrage spectral retenues.
La première (filtrage coupe-bande en réflexion) est basée sur l’utilisation de réseaux de
plotsmétalliques sur un bi-couche isolant/métal. Nous avons après une étude numérique
de conception fabriqué des premières structures. L’incompatibilité manifeste (du moins
dans nos conditions de fabrication) entre les matériaux choisis (chrome et germanium)
nous a amené à remplacer le germanium par du silicium. Les composants alors fabri-
qués et les mesures réalisées démontrent la faisabilité d’un filtrage ajustable en longueur
d’onde en ne modifiant que les dimensions transverses des réseaux, ainsi que des filtres
très tolérants à l’angle d’incidence jusqu’à 70◦.
La deuxième voie de filtrage a été explorée avec des résultats très satisfaisants. Le premier
échantillon fabriqué et mesuré réalise un filtre passe bande en transmission, doté d’une
bonne tolérance angulaire jusqu’à 30◦, peu dépendant de la direction de polarisation in-
cidente et avec des niveaux de transmission corrects. Une puce multispectrale constituée
de quatre filtres centrés à différentes longueurs d’onde a ensuite été fabriquée, montrant
l’accordabilité spectrale de ces réseaux d’ouvertures coaxiales en ne modifiant que leurs
dimensions transverses. La fabrication de plusieurs filtres sur un même support reste
donc simple puisqu’elle ne nécessite qu’une étape de dépôt et une étape de gravure,
ouvrant ainsi la voie aux applications à grande échelle et donc bas coût. Les résultats des
mesures sont en accord avec les simulations numériques, et nous avons montré que l’on
peut prendre en compte certains défauts de fabrication (au niveau du motif) de manière
simple avec la FEM.
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Enfin, ces résultats ont permis de confirmer la capacité de nos approches théoriques à
rendre compte de la réalité expérimentale. L’excitation des modes à fuites trouve ainsi
une application concrète dans le filtrage spectral dans l’infrarouge.
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Conclusion générale
L
e développement des applications multispectrales dans l’infrarouge nécessite la
conception de filtres large bande, dotés d’une bonne tolérance angulaire et indé-
pendants de la polarisation de la lumière incidente.Nous avons identifié des pistes
de filtrage prometteuses par des réseaux de période sub-longueur d’onde fonctionnant
dans le domaine de résonance. Pour modéliser correctement les propriétés spectrales
de ces structures diffractives, il convient de résoudre les équations de Maxwell afin de
calculer les efficacités de diffraction. De plus, le filtrage étant réalisé par des effets de
résonance, il est primordial de calculer les fréquences propres et les modes propres des
structures pressenties ainsi que de comprendre leur excitation par une onde incidente.
Nous avons utilisé une formulation scalaire de la FEM pour résoudre les équations
de Maxwell en régime harmonique dans les deux cas de polarisation TE et TM. Celle
ci est fondée sur le traitement d’un problème de radiation équivalent et l’utilisation de
conditions de Bloch et de PML, et est adaptée à l’étude de la diffraction d’une onde plane
par un réseau mono-dimensionnel de géométrie arbitraire composé de matériaux possi-
blement z-anisotropes. Dans ce contexte, nous avons développé des PMLs adaptatives
pour traiter le cas des anomalies deWood, lorsque un ordre de diffraction devient rasant,
pour lequel les PML classiques ne remplissent plus leur rôle.
Afin d’étudier les résonances de structures périodiques ouvertes, nous avons déve-
loppé une méthode scalaire de recherche de leurs modes propres et de leurs fréquences
propres par la résolution d’un problème spectral par la FEM dans les deux cas de po-
larisation. Cette formulation, qui repose aussi sur le traitement d’un problème borné
équivalent grâce à l’utilisation de conditions de Bloch et de PML, nous permet de trouver
un nombre arbitraire de fréquences propres complexes pour des réseaux non dispersifs
de géométrie quelconque.
Nous avonsmis en évidence la structure du spectre de l’opérateur deMaxwell, constituée
d’un spectre discret et d’un spectre continu. L’emploi d’une transformation géométrique
ad hoc pour définir les PMLs permet de déplacer le spectre continu dans le plan com-
plexe et permet de calculer numériquement les modes à fuites, des êtres mathématiques
dont le champ est exponentiellement croissant à l’infini et qui traduisent physiquement
la dissipation d’énergie du réseau vers le reste de l’univers. Une étude des différents
paramètres des PML et de leur influence sur les résultats numériques a été menée.
Notre approche a été validée en comparant les résultats obtenus avec la tétrachotomie,
une méthode de recherche de pôles des coefficients de Fresnel (qui correspondent aux
valeurs propres du système), sur des exemples d’unmulticouche et d’un réseau de fentes.
Nous avons étendu enfin la méthode de résolution du problème spectral au cas de ré-
seaux comportant unmatériau dispersif ayant unmodèle de permittivité à un pôle. Cette
formulation, qui nous conduit au traitement d’un problème aux valeurs propres quadra-
tique, a été mise en œuvre pour l’étude des propriétés spectrales d’un réseau de fentes
dans du carbure de silicium, matériau qui possède une bande d’absorption résonante
dans l’infrarouge.
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Une contribution de ce travail a été de relier le problème de diffraction au problème
spectral. En traitant un problème spectral adjoint, nous obtenons une famille de vec-
teurs propres adjoints bi-orthogonaux aux vecteurs propres du problème spectral. Nous
pouvons ensuite décomposer un champ solution du problème avec sources sur la base
des modes propres, les coefficients de cette décomposition modale sont alors calculés
simplement à l’aide des fréquences propres, des cartes de champ des modes adjoints
ainsi que du terme source. Ces coefficients traduisent le couplage d’un mode donné avec
les sources, et en particulier avec une onde plane incidente de fréquence arbitraire, et
nous permettent de savoir comment ce mode est excité. Cette méthode modale a été
appliquée sur un exemple numérique d’un réseau de fentes, et comparée avec succès
aux résultats issus de la résolution du problème de diffraction dans les cas TE et TM. Elle
permet de calculer un champ diffracté projeté sur un nombre fini de modes propres, et
d’obtenir un modèle réduit satisfaisant permettant de calculer les spectres de réflexion,
de transmission et d’absorption avec des temps de calcul raisonnables puisqu’il suffit de
résoudre uniquement deux problèmes FEM et de calculer les efficacités a posteriori par
des intégrations numériques à différentes longueurs d’onde.
Étant donné que nous voulons concevoir des filtres indépendants de la polarisation,
les réseaux mono-dimensionnels ne sont pas adaptés à notre application. Nous avons
donc présenté la généralisation des méthodes exposées dans le cas scalaire au cas vec-
toriel pour des réseaux bi périodiques de géométrie arbitraires. Les principes généraux
sont analogues à ceux du cas mono-dimensionnel. En premier lieu, nous avons donné
les bases de la résolution du problème de diffraction d’une onde plane de polarisation
arbitraire par des réseaux croisés, fondée aussi sur l’utilisation de conditions de Bloch et
de PML et sur le traitement d’un problème radiatif équivalent. Puis nous avons étendu
la résolution du problème spectral au cas vectoriel bi périodique en traitant un problème
borné équivalent avec conditions de quasi périodicité et PML. Enfin, nous avons exposé
les fondements d’uneméthode de décomposition d’un champ solution du problème avec
sources sur la base des modes propres du système grâce à la résolution d’un problème
adjoint. Nous avonsmis en évidence que les effets de polarisation, bien que n’intervenant
pas dans le problème spectral, peuvent être étudiés grâce aux coefficients de couplage
calculés par la méthode modale.
Nous avons exploité cesméthodes vectorielles pour l’étude des propriétés diffractives
de quatre types de bi-réseaux. Des études paramétriques ont été menées pour identifier
l’influence des différents paramètres géométriques et optiques sur les réponses spectrales
des réseaux. Le premier d’entre eux, un réseau de plots métalliques permet d’obtenir des
filtres passe-bande larges dont la fréquence de résonance se déplace avec la hauteur des
plots. L’étude comparative des spectres et des fréquences propres montrent que ces réso-
nances sont dues à l’excitation de modes de type Fabry-Pérot dans l’espace séparant les
plots. Néanmoins, il faut des plots peu espacés et épais pour observer les résonances, ce
qui est complexe à réaliser avec des techniques classiques de gravure. De plus, il est judi-
cieux d’un point de vue de la fabrication de réaliser tous les filtres sur un même substrat
en une seule étape de gravure, et donc de ne modifier que les dimensions transverses
des réseaux. Le deuxième type structure considéré consiste en des réseaux de plots mé-
talliques carrés de faible épaisseur sur un bi-couche diélectrique. Ces réseaux réalisent
des filtres passe bande en transmission ajustables en longueur d’onde avec la période du
réseau. Malheureusement, ils sont trop étroits pour notre application et sont dépendants
de l’angle d’incidence et de la polarisation, comportement confirmé par les spectres en
transmission et l’étude des modes propres. Nous avons donc étudié des réseaux de plots
cylindriques métalliques de faible épaisseur déposés sur un bicouche métal/diélectrique,
réalisant des filtres coupe bande large en réflexion par l’excitation de deuxmodes propres
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de la structure dont la position est ajustable avec les dimensions transverses du réseau.
Ces filtres sont indépendants de l’incidence jusqu’à 60◦, ce qui est confirmé par l’étude du
diagramme de dispersion pour les modes considérés. Enfin, les réponses spectrales sont
indépendantes de la polarisation grâce à l’excitation simultanée des deux modes à fuites
ce qui est confirmé en étudiant les coefficients de couplage desdits modes propres pour
différentes polarisations. L’utilisation de ces deux modes uniquement pour calculer cor-
rectement le spectre en réflexion montre que le modèle réduit qui en résulte est suffisant
pour décrire les propriétés de diffraction de la structure dans le domaine spectral consi-
déré. Le dernier type de réseau étudié est constitué d’ouvertures annulaires dans une
couche métallique. L’excitation de modes à fuites dans les ouvertures permet d’obtenir
une large résonance en transmission pouvant être utilisée pour réaliser un filtrage passe
bande peu dépendant de la polarisation et de l’incidence jusqu’à 30◦. Les filtres peuvent
être accordés spectralement enmodifiant les dimensions transverses des ouvertures ainsi
que la période.
Finalement nous avons fabriqué et caractérisé expérimentalement deux types de bi-
réseaux que nous avons étudié numériquement. Le premier type, des réseaux de plots
cylindriques en chrome sur un empilement chrome/silicium réalisant un filtrage coupe
bande en réflexion, ont donné des résultats de mesure en accord avec la théorie. Les pre-
mières structures fabriquées et mesurées démontrent l’accordabilité spectrale des filtres
avec les dimensions transverses des réseaux ainsi que leur grande tolérance angulaire et
leur indépendance à la polarisation.
Le deuxième type, des réseaux d’ouvertures annulaires dans une couche d’or, ont pré-
senté des résonances dont la position et la largeur spectrale sont en bon accord avec
la théorie. De plus, l’étude de l’influence de l’angle d’incidence et de la polarisation
montre que ces structures sont peu dépendantes à ces paramètres, comme prévu par les
simulations numériques. Nous avons ainsi conçu et fabriqué une puce multispectrale
constituée de quatre filtres échantillonnés sur la bande IR III sur un même substrat, dé-
montrant la possibilité d’accorder les filtres avec les dimensions transverses des réseaux,
ce qui simplifie la fabrication en limitant le nombre d’étapes technologiques (une seule
photolithographie). Ces résultats expérimentaux viennent valider les méthodes dévelop-
pées et montrent la faisabilité de filtres diffractifs pour des applications multispectrales
dans l’infrarouge lointain.
Perspectives
Filtrage multispectral
Il reste à ce jour de nombreux aspects à étudier. L’architecture optique du dispositif
de filtrage est, dans le cas de filtres passe bande en transmission, relativement simple
puisqu’il suffit de placer une matrice de filtres centrés à différentes longueurs d’onde
devant le microbolomètre. Le filtrage peut alors être réalisé au niveau du pixel ou bien au
niveau d’un groupe de pixels connexes. Le pas des pixels dans les dernières générations
de microbolomètres est de 17µm. Il est clair que dans le cas d’un filtrage au niveau du
pixel, les phénomènes de diaphotie (crosstalk en anglais) entre pixels voisins peuvent
devenir gênants, surtout si d’autres ordres que l’ordre spéculaire sont propagatifs. De
plus, la taille des pixels devient alors de l’ordre de grandeur de la longueur d’onde, ce qui
est propice aux phénomènes de diffraction par les pixels eux mêmes. Ces points méritent
donc une étude approfondie. En outre, il convient d’étudier les effets de taille finie du
réseau sur sa réponse spectrale car des pixels de taille aussi réduite ne peuvent accueillir
qu’un nombre réduit de périodes. Nous avions commencé l’étude de ce point par la
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réalisation de matrices bi-spectrales de 17 × 17µm2 pour les réseaux de plots en chrome
sur un bicouche Ge/Cr, mais ils faisaient partie du lot d’échantillons ne présentant pas de
résonances, et donc inexploitables. Un autre aspect à étudier concerne le type de substrat,
car nous avons vu que la silice native sur les substrats de silicium pouvait perturber les
réponses des filtres. De plus, l’épaisseur de ces substrats diminue la transmission effec-
tive des filtres, il serait donc bénéfique de prendre des substrats moins épais. En revanche
pour les filtres en réflexion que nous avons étudiés, le support importe peu puisque la
couche de chrome déposée par dessus est opaque dans le domaine spectral envisagé.
Néanmoins, le filtrage en réflexion nécessite de concevoir une architecture optique plus
complexe qui reste à étudier et qui diminuera inexorablement la compacité du dispositif.
Méthodes numériques
La méthode de recherche de modes propres consiste, nous l’avons vu, à traiter un
problème borné équivalent tronqué par des PML. Lorsque les PML sont trop éloignées
de la structure diffractive, des instabilités numériques apparaissent, faussant le calcul
des fréquences propres. Il apparaît essentiel de comprendre ce phénomène et d’essayer
d’y remédier un développant des PML adaptées aux problèmes spectraux. Une solution
consiste vraisemblablement à développer des PML non convexes épousant les contours
de l’objet étudié.
Pour ce qui est du filtrage spectral, maintenant que laméthode de recherche demodes
a été mise en place, la conception de filtres s’en trouve possiblement simplifiée. Le pro-
blème inverse consiste à partir d’un gabarit que l’on se donne à trouver les paramètres
opto-géométriques qui permettent d’approcher au mieux cette cible. En raisonnant en
termesd’excitationdemodes à fuites, le problème se réduit alors àplacer un (ouquelques)
point(s) dans le plan complexe.
D’un point de vue théorique, notre approche consistant à trouver les modes à fuites
fonctionne aussi pour des problèmes non périodiques, et peut donc être appliquée à
l’étude de résonateurs ouverts. Il en est un qui a récemment attiré une attentionmondiale,
puisqu’il s’agit de la cavité utilisée dans des expériences d’électrodynamique quantique
(Quantum Electro Dynamic, QED) par Serge Haroche et ses collaborateurs, couronné du
prix Nobel de Physique 2012. Le piégeage de photons individuels durant des temps ma-
croscopiques (120ms) a été une prouesse technique, et permet d’enregistrer la naissance,
la vie et la mort d’un photon [50]. Nous avons étudié cette cavité ouverte [19] constituée
de deux miroirs toroïdaux en niobium et retrouvé numériquement les caractéristiques
spectrales, obtenues expérimentalement dans la référence [69], des résonances dues aux
deux modes à fuites dont les valeurs propres associées possèdent une partie imaginaire
très faible devant la partie réelle, c’est à dire ungrand tempsde vie. Ces résultats prouvent
la capacité de notre formulation à calculer des caractéristiques spectrales de résonateurs
ouverts de géométrie complexe dans le cas non périodique. De plus, ils montrent la pré-
cision de la méthode puisqu’il s’agissait là d’un cas extrême où la partie imaginaire de la
fréquence propre est plus faible de 9 ordres de grandeur que la partie réelle !
La méthode modale que nous avons développée devrait se révéler particulièrement
utile dans l’étude de nanoparticules. En effet, la résolution du problème spectral nous
donne lesmodes propres, mais on ne sait pas quelles sont les conditions d’excitation d’un
mode donné, mis à part sur des cas simples par des considérations de symétrie. L’étude
des coefficients de couplage avec une onde plane incidente en fonction de la longueur
d’onde, des angles d’incidence et de la polarisation permet ainsi de trouver les conditions
optimales d’excitation, ou au contraire de non excitation du mode en question. Enfin, la
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méthode modale fonctionne avec des sources arbitraires, et le calcul de la fonction de
Green devient alors élémentaire. On obtient ainsi sa représentation spectrale, qui peut
être utilisée notamment pour calculer la densité locale d’états (Local Density of States,
LDOS) de diverses structures résonantes.
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A.1 Fonctions de C dans C, C-dérivabilité et holomorphie
On considère une fonction f : U → C d’une variable complexe z = x + iy, définie sur
un sous-ensemble ouvert U du plan complexe C.
Définition A.1 On dit qu’une application L : C→ C est R-linéaire si :
∀(a1, a2) ∈ R2, ∀(z1, z2) ∈ C2, L(a1z1 + a2z2) = a1L(z1) + a2L(z2) (A.1)
Définition A.2 On dit que la fonction f est R-différentiable en un point z0 ∈ U s’il
existe une applicationR-linéaire L : C→ C et une fonction ǫ d’une variable complexe
telles que :
ǫ(h)→ 0 quand h→ 0 et f (z0 + h) = f (z0) + L(h) + hǫ(h) (A.2)
avec |h| < r, où r est le rayon d’une boule B(z0, z) ⊂ U centrée en z0.
Lorsqu’elle existe, l’application L est unique et est appelée différentielle de f en
z0. On la note habituellement d f (z0). On dit que f est R-différentiable sur U si elle est
R-différentiable en tout point de U.
 Propriété A.1 Si f est R-différentiable en un point z0 ∈ U, alors :
– elle est continue en z0
– elle admet des dérivées partielles d’ordre 1 en z0 :
∂ f
∂x
(z0) = L(1) = d f (z0)(1) et
∂ f
∂y
(z0) = L(i) = d f (z0)(i) (A.3)

La dérivabilité au sens complexe se définit ainsi :
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Définition A.3 On dit que la fonction f est C-différentiable en un point z0 ∈ U si la
limite
f ′(z0) = lim
h→0,h∈C∗
f (z0 + h) − f (z0)
h
(A.4)
existe et est finie.
Il est important de remarquer que la condition deC-différentiabilité pour les fonctions
de variable complexe est bien plus contraignante que la condition analogue pour les
fonctions de variable réelle. La différence est la suivante :
– dansR, il y a essentiellement deuxmanières de s’approcher d’un point : à droite, ou
à gauche. Une fonction de variable réelle est dérivable en un point si et seulement
si le "taux d’accroissement" admet en ce point une limite à droite et une limite à
gauche ayant la même valeur (finie)
– dans C, il y a une infinité de manières de s’approcher d’un point ; chacune d’elles
doit donner lieu à une limite (finie) du "taux d’accroissement", ces limites étant de
plus toutes égales.
Théorème A.1 Pour que la fonction f soit C-différentiable en un point z0 ∈ U, il faut
et il suffit :
– qu’elle soit R-différentiable en z0
– et que, de plus, elle vérifie les conditions de Cauchy-Riemann en z0 :
∂ f
∂y
(z0) = i
∂ f
∂x
(z0) (A.5)
La différentielle de f au point z0 est l’application d f (z0) : C → C, h 7→ f ′(z0)h et la
dérivée au sens complexe s’écrit :
f ′(z0) =
∂ f
∂x
(z0) = −i
∂ f
∂y
(z0) =
∂ f
∂z
(z0) (A.6)
Définition A.4 On dit qu’une fonction est holomorphe sur un ouvert U de C si elle
est C-différentiable en tout point de U.
A.2 Intégration sur une courbe dans C
L’intégrale curviligne est un des outils de base de l’analyse complexe. Si U est un
ouvert du plan complexe, f une fonction continue de U dans C et γ un arc paramétré
continûment dérivable tracé de [a, b] dans U on définit l’intégrale de f le long de γ en
écrivant une intégrale de variable réelle∫
γ
f (z)dz =
∫ b
a
f (γ(t))γ′(t)dt (A.7)
A.3 Théorème de Cauchy
Un important résultat concernant les intégrales curvilignes de fonctions holomorphes
dans le plan complexe est le théorème de Cauchy. D’après ce théorème, si deux chemins
différents relient les deux mêmes points et si une fonction est holomorphe « entre » les
deux chemins, alors les deux intégrales de cette fonction suivant ces chemins sont égales.
Le théorème est habituellement formulé pour les chemins fermés de lamanière suivante :
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Théorème A.2 SoitU un sous-ensemble ouvert de C qui est simplement connexe, soit
f : U → C une fonction holomorphe, et soit γ un chemin rectifiable dans U dont le
point de départ est confondu avec le point d’arrivée (c’est-à-dire un lacet), alors :∫
γ
f (z)dz = 0 (A.8)
La formule intégrale de Cauchy est un point essentiel de l’analyse complexe. Elle exprime
le fait que la valeur en un point d’une fonction holomorphe est complètement déterminée
par les valeurs qu’elle prend sur un chemin fermé contenant (c’est-à-dire entourant)
ce point. Elle peut aussi être utilisée pour exprimer sous forme d’intégrales toutes les
dérivées d’une fonction holomorphe. Supposons que U soit un ouvert connexe du plan
complexe C, que f : U → C soit une fonction holomorphe sur U. Soit γ un chemin fermé
inclus dansU, soit enfin z0 n’appartenant pas à ce chemin. On a alors la formule suivante :
f (z0) · Indγ(z0) = 12iπ
∫
γ
f (ξ)
ξ − z0 dξ (A.9)
où Indγ(z0) désigne l’indice du point z0 par rapport au chemin γ :
Indγ(z0) =
1
2iπ
∫
γ
dζ
ζ − z0 (A.10)
Corollaire A.1 Toute fonction holomorphe sur un ouvert U est indéfiniment déri-
vable en tout point par rapport à la variable complexe. Une telle fonction coïncide au
voisinage de tout point z0 deU avec sa série de Taylor en ce point (elle est analytique),
et la série converge sur tout disque ouvert de centre z0 et inclus dans U. On a alors :
f (z) =
∞∑
n=0
cn(z − z0)n avec cn = 12iπ
∫
γ
f (ξ)
(ξ − z0)n+1
dξ (A.11)
A.4 Théorème des résidus
Le théorème des résidus en analyse complexe est un outil puissant pour évaluer des
intégrales curvilignes de fonctions holomorphes sur des courbes fermées ; il peut aussi
bien être utilisé pour calculer des intégrales de fonctions réelles ainsi que la somme de
certaines séries. Il généralise le théorème intégral de Cauchy et la formule intégrale de
Cauchy.
Théorème A.3 Soit U un sous-ensemble ouvert et simplement connexe du plan com-
plexe C, z1, ..., zn un ensemble de points distincts et isolés de U et f est une fonction
qui est définie et holomorphe sur U − z1, ..., zn. Si γ est une courbe rectifiable dans U
qui ne rencontre aucun des points singuliers zk et dont le point de départ correspond
au point d’arrivée (c’est-à-dire un lacet rectifiable), alors :∮
γ
f (z)dz = 2iπ
n∑
k=1
Reszk f Indγ(zk). (A.12)
où Reszk f désigne le résidu de f en zk.
153
Annexe A. Notions d’analyse complexe
Définition A.5 Soit D ⊆ C un ouvert de C, D f isolé dans D et f : D r D f → C
une fonction holomorphe. Pour chaque point z0 ∈ D, il existe un voisinage de z0
notéU = Ur(z0)r {z0} ⊂ D relativement compact dansD, telle que f |U est holomorphe.
La fonction f possède dans ce cas un développement de Laurent sur U :
f
∣∣∣
U
(z) =
∞∑
n=−∞
an(z − z0)n (A.13)
On définit alors le résidu de f en z0 par :
Resz0 f := a−1 =
1
2iπ
∮
∂U
f (z)dz (A.14)
Le résidu d’une fonction holomorphe f en un point singulier z0 (pôle ou point singulier
essentiel) est donc a−1, c’est à dire le cœfficient de 1/(z − z0) dans le développement de
Laurent de la fonction au voisinage de z0. Le résidu est C-linéaire, c’est-à-dire que pour
λ, µ ∈ C on a : Resz0(λ f + µg) = λResz0 f + µResz0g.
On calcule les résidus traditionnellement de deux manières :
– soit à partir du développement de Laurent au voisinage de z0
– soit en utilisant la formule générale suivante, si f possède en z0 un pôle d’ordre n :
Resz0 f =
1
(n − 1)! limz→z0
∂n−1
∂zn−1
(z − z0)n f (z) (A.15)
En particulier, si f a en z0 un pôle d’ordre 1 :
Resz0 f = limz→z0
(z − z0) f (z) (A.16)
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Annexe B
L’appareil utilisé est un spectrophotomètre infrarouge à transformée de Fourier (en
anglais Fourier Transform InfraRed spectrometer, FTIR). Il est constitué de quatre éléments
fondamentaux : la source infrarouge, un interféromètre, un détecteur et l’électronique de
calcul. C’est un spectrophotomètre Thermo Fisher-Nicolet 6700 accompagné du logiciel
d’acquisition et de traitement des données OMNIC. Sa gamme spectrale s’étend de 7400
à 350 cm−1 (1.35 à 28.6µm) avec une résolution de 0.125 cm−1. Le système comprend
également une source laser He-Ne ( λ = 632.8 nm) qui sert de signal de référence pour le
temps d’acquisition des données et pour lamesure du déplacement des différentsmiroirs
optiques de l’appareil.
Figure B.1 | Schéma de principe de fonctionnement d’un FTIR.
La Figure B.1 représente le schéma de principe du fonctionnement de l’appareil. La
source ETC (Electronically Temperature Controlled) émet dans le centre infrarouge et la
totalité du rayonnement est envoyée vers un interféromètre de Michelson, le cœur de
l’instrument. L’intensité du rayonnement de la source est divisée en deux par une sé-
paratrice semi réfléchissante composé d’un substrat en KBr recouvert d’un traitement
multicouches diélectriques : 50% retournent à la source et 50% (deux fois 25%) sont
recombinés de manière cohérente et envoyés vers l’échantillon. L’intensité lumineuse
enregistrée par le détecteur (qui peut être soit un DTGS,Deuterated TriGlycine Sulfate, py-
roélectrique et refroidi à l’azote liquide soit unMCT,Mercury Cadmium TellurideHgCdTe,
photoconducteur et refroidi par effet Peltier) en fonction de la différence de marche in-
duite par le déplacement du miroir mobile (c.-à-d. en fonction du temps) pour constituer
un interférogramme. La transformée de Fourier de cet interférogramme permet d’obtenir
un spectre dans l’espace des fréquences. Il faut en premier lieu enregistrer un spectre
de référence (background), qui tient compte en particulier de l’absorption de l’eau et du
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dioxyde de carbone présents dans l’enceinte, et ensuite procéder à la mesure sur notre
échantillon. Le rapport des deux signaux nous donne pour finir le spectre utile. Le fais-
ceau est focalisé dans le compartiment principal de l’appareil, dans lequel nous pouvons
mettre un porte échantillonmonté sur une platine de rotation afin de réaliser desmesures
en transmission de 0 à 90◦. Un accessoire composé d’un jeu de miroirs de renvoi permet
de faire des mesures de réflexion en fonction de l’angle d’incidence, entre 0 et 90◦.
La spécificité du FTIR utilisé est qu’il est possible de réaliser des mesures avec un fais-
ceau collimaté (±0.3◦ de divergence, 6mm de diamètre ajustable par un iris). Le faisceau
est mis en forme par un système optique constitué de plusieurs miroirs et déporté vers
un banc externe, où un porte échantillon et une platine de rotation nous permettent de
réaliser des mesures entre 0 et 60◦ en transmission et 67 et 90◦ en réflexion. Un polari-
seur motorisé placé devant l’échantillon permet de faire varier l’état de polarisation du
faisceau.
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Étude de résonateurs électromagnétiques ouverts par approche modale.
Application au filtrage multispectral dans l’infrarouge.
Résumé : L’imagerie infrarouge est aujourd’hui en plein développement de par la production à grande échelle de
détecteurs non refroidis. Une des évolutions potentielles pour ces capteurs est d’y intégrer des dispositifs de filtrage
optique pour réaliser des images sur plusieurs bandes spectrales, permettant d’extraire différentes informations comme
par exemple la composition chimique de la scène observée. Dans ce mémoire, nous discutons des possibilités de réaliser
ces fonctions de filtrage spectral par des structures diffractives bi-périodiques dont les motifs sont de taille comparable
à la longueur d’onde, ce qui leur confère des propriétés résonantes. Pour ce faire, nous avons développé une approche
modale fondée sur la méthode des éléments finis (FEM) adaptée à des structures diffractives de géométrie quelconque.
Si l’étude des modes propres dans le cas de domaines bornés est bien connue, elle se révèle beaucoup plus délicate
dans le cas non borné, laissant apparaitre des quasimodes associés à des valeurs propres complexes. Notre méthode, à
travers une transformation géométrique de l’espace, permet de se ramener à un problème borné où l’espace libre est
tronqué par des couches parfaitement adaptées (Perfectly Matched Layers, PML). Cette technique qui nous permet de
trouver numériquement un nombre arbitraire de valeurs propres a été validée dans le cas scalaire en la comparant avec
une méthode de recherche de pôles dans le plan complexe. De plus, nous montrons qu’il est possible de décomposer
le champ solution du problème avec sources sur la base réduite des vecteurs propres associés. Ainsi pouvons-nous
obtenir les coefficients de couplage d’une onde plane de fréquence, d’incidence et de polarisation arbitraires avec un
mode particulier, nous donnant ainsi des informations précieuses sur les conditions d’excitation des résonances du
système. Ces méthodes, développées en détail dans le cas scalaire, sont généralisées au cas vectoriel. Nous avons en
outre développé un modèle numérique pour prendre en compte la dispersion d’indice dans le cas du problème spectral.
De plus nous utilisons une formulation de la FEM adaptée au calcul de la diffraction d’une onde plane par des structures
diffractives de géométrie quelconque, et avons développé des PMLs adaptatives pour traiter le cas des anomalies de
Wood pour lequel les PMLs classiques deviennent inefficaces. Nous appliquons ensuite ces techniques à la conception
de plusieurs structures bi-périodiques destinées à réaliser différentes fonctions de filtrage dans l’infrarouge et à l’étude
de leurs propriétés spectrales. Enfin, deux types de filtres, coupe bande en réflexion et passe bande en transmission, ont
été fabriqués et caractérisés expérimentalement.
Mots clés : résonances, quasimodes, réseaux de diffraction, éléments finis, filtrage multispectral, infrarouge, métama-
tériaux, nanophotonique.
Study of open electromagnetic resonators by modal approach.
Application to infrared multispectral filtering.
Abstract : Infrared imaging is nowadays growing rapidly due to large-scale production of uncooled detectors. One
of the potential evolution of these sensors is to integrate optical filtering capabilities to realize images on several spectral
bands, allowing to extract information such as the chemical composition of the observed scene. In this thesis, we discuss
the possibilities to realize these filtering functions by bi-periodic diffractive structures patterned at a sub-wavelength
scale, which shows a resonant behaviour. To that extent, we have developed a modal approach based on the finite
element method (FEM) adapted to diffractive structures of arbitrary geometry. If the modal analysis in unbounded
domains is well known, it shows to bemuchmore difficult in the unbounded case, revealing quasimodes associatedwith
complex eigenvalues. Through a geometrical transformation of space, our method allows to treat a bounded problem
where the free space is truncated by Perfectly Matched Layers (PML). This technique that allows us to find numerically
an arbitrary number of eigenvalues has been validated in the scalar case by comparing it with a pole finding method
in the complex plane. In addition, we show that it is possible to expand the solution of the problem with sources on
the reduced eigenvectors basis. Thus we can obtain the coupling coefficients of a plane wave of frequency, incidence
and arbitrary polarization with a particular mode, giving us valuable information on the conditions of excitation of
resonances of the system. These methods, developed in detail in the scalar case, are generalized to the vector case. We
also developed a numerical model to take into account index dispersion in the case of the spectral problem. In addition
we use a FEM formulation suitable for the calculation of the diffraction of a plane wave by diffractive structures of
arbitrary geometry, and have developed adaptive PMLs to treat the case ofWood anomalies for which the classical PMLs
become ineffective. We then apply these techniques to the design of several bi-periodic structures realizing different
filtering functions in the infrared and study their spectral properties. Finally, two types of filters, band cut in reflexion
and bandpass in transmission, have been fabricated and experimentally characterized.
Keywords : resonances, quasimodes, diffraction gratings, finite elements, multispectral filtering, infrared, metamaterial,
nanophotonics.
