1.
Introduction. Let A, B, C = A + B be n-square matrices with singular values α, ^ ^ α n , β^ ^ β n , y^ • ^ γ π respectively. In when / is an increasing concave function of a nonnegative real variable, with /(0) = 0. This inequality is of some interest as in previously published work a convexity (rather than concavity) hypothesis has usually been necessary to establish results of the general type of (1) . See, for example, Gohberg and Krein [3], page 49, or Marcus and Mine [4] , pages 103 and 116. In this paper we shall uncover the algebraic foundation of (1) by giving a short proof of a generalization. Our proof, which is simpler and more direct than the proof of (1) given by RotfeΓd, will be based on an interesting matrix valued triangle inequality, a special case of which was given by RotfeΓd. We note that the methods used by RotfeΓd are very much adapted to the inequality (1) that he wished to prove, and do not appear capable of proving the extensions of his results to be presented below.
2.
Positive semidefinite matrices. In this section we discuss an important special case for which sharper results are possible. Throughout §2 we let A, B, C = A + B be n x n Hermitian positive semidefinite matrices with eigenvalues α^ ^ α n , β γ ^ β n , y x ^ ^ γ n , respectively. Let F(x u , x 2n ) and G(x u , x 2n ) be functions of 2n nonnegative variables, symmetric in these variables (i.e., remaining unchanged if the variables are permuted), with F concave and G convex: for all nonnegative vectors x, y and real numbers θ with Reversing the order of the factors in the last product, and using the fact that this reversal leaves unchanged the nonzero eigenvalues, we see that where S is a 2n -square doubly stochastic matrix. By Birkhoff's theorem this implies that the left hand side of (4) (The argument there only shows that F achieves its maximum at a vector in the convex polytope having all components equal; however, it is easy to show that v is the unique such vector.) This proves the first and third inequalities of the theorem; the second and fourth follow from the corresponding fact for convex functions G in which the words "least" and "greatest" above are interchanged.
Previously known inequalities for functions on the eigenvalues of A, B, C = A + B take the form
-,y n )= where F t (x u ,x n ) and G λ (x λ , , x n ) are symmetric functions of n nonnegative variables, with F λ concave and G λ convex. These follow from the well known results that
(with equality for k = n), and therefore Si ^ * ^ s n . Then
Proof of lemma. Take v u , υ n and w u , w n to be orthonormal sets of eigenvectors for \{M + M*) and MM* respectively:
Let k be fixed, 1 S k ^ n. The spans of Vi, --,v k and vv k , , w n intersect in at least one dimension; let x be a unit vector in this intersection. Then where ( , ) denotes inner product. We now have:
This completes the proof of the lemma.
Turning to the proof of Theorem 2, let C = A + B. Passing to CW = ΛW + BW with W unitary, we see that no generality is lost if we take C to be positive semidefinite. From C = A + B we then obtain, after forming the adjoint and adding, the equation In the same way unitary V exists such that i(B + B)*^ V|B| V*. Substituting these inequalities into (7) and using C = | C |, we obtain (6) .
This lemma may be used to give a variant of certain proofs in [8].
Singular value inequalities.
We continue to let F(x u --, x 2n ) and G(x u , JC 2 M) be symmetric functions of 2n nonnegative variables, with F concave and G convex. We now let A, B, C = A + B be not necessarily Hermitian matrices with singular values a x ^ ^ α n , βi ^ ^ j8 n and γi g ^ γ π respectively. Using first the nondecreasing nature of F, then Theorem 1 applied to U\A\U* and V|J3| V*, we get
The remaining parts of the theorem are proved similarly.
