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Abstract
The development of platforms and techniques for emerging Big Data and
Machine Learning applications requires the availability of real-life datasets. A
possible solution is to synthesize datasets that reflect patterns of real ones
using a two-step approach: first, a real dataset X is analyzed to derive relevant
patterns Z and, then, to use such patterns for reconstructing a new dataset X 0
that preserves the main characteristics of X. This survey explores two possible
approaches: (1) Constraint-based generation and (2) probabilistic generative
modeling. The former is devised using inverse mining (IFM) techniques, and
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consists of generating a dataset satisfying given support constraints on the
itemsets of an input set, that are typically the frequent ones. By contrast, for
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the latter approach, recent developments in probabilistic generative modeling
(PGM) are explored that model the generation as a sampling process from a
parametric distribution, typically encoded as neural network. The two
approaches are compared by providing an overview of their instantiations for
the case of discrete data and discussing their pros and cons.
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1 | INTRODUCTION
Emerging “Big Data” platforms and applications call for the invention of novel data analysis techniques that are capable
to effectively and efficiently handle large amount of data (Chen & Zhang, 2014; Michael & Miller, 2013). There is therefore an increasing need to use real-life datasets for data-driven experiments but the scarcity of significant datasets is a
critical issue for research studies (Weikum, 2013). Companies have data resulting directly from the services they
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medium, provided the original work is properly cited and is not used for commercial purposes.
© 2022 The Authors. WIREs Data Mining and Knowledge Discovery published by Wiley Periodicals LLC.
WIREs Data Mining Knowl Discov. 2022;12:e1450.
https://doi.org/10.1002/widm.1450

wires.wiley.com/dmkd

1 of 33

2 of 33

MANCO ET AL.

provide, and industrial labs have access to such data and real-life workloads; however, such datasets are often proprietary and out of reach for academic research.
A main question is hence whether it is possible to benefit of such proprietary data for academic purposes, without
forcing companies and private entities to disclose the information coming from them. Synthetic data generation can
help in this, by reproducing the internal mechanisms and dependencies that justify the occurrence of some specific
pieces of information, and hence being able to replicate them stochastically. The idea underlying a synthetic data generation process is hence to synthesize the main properties of real data, either by understanding and modeling the underlying processes or by accurately describing the distribution of their features.
In many situations, synthetically generated datasets are the only choice as comprehensive real data is often hard to come by
for many reasons: it might not be available at all, it might not be comprehensive enough to evaluate the system under test, its
availability is limited by copyright or intellectual property rights, or its disclosure is forbidden or hindered for privacy reasons.
The latter case includes, for instance, organizations that outsource the testing tasks of their database applications to
other organizations without being able to share proprietary data due to privacy considerations. In these circumstances,
data masking techniques (i.e., the process of deidentifying or obscuring data) such as encryption, shuffling, substituting,
and nulling (Ravikumar et al., 2011), can be adopted in order to outsource a database where original information are
hidden, so as sensitive information remain unavailable outside of the origin place. An alternative choice
(or complementary, depending on the privacy degree to be pursued) to data masking techniques is to generate synthetic
data based on the properties (e.g., distributions, integrity constraints, functional dependencies, domain constraints, etc.)
of the original dataset, that is, summarize the features of the input tuples and generate new tuples with same features.
In this way, organizations can reveal characteristics of data patterns without actually revealing the actual patterns.
As pointed out at the beginning, an other important motivation for designing synthetic datasets is “availability.” For
instance, a key need for many research areas studying the behavior of large populations of individuals is the ready availability of realistic synthetic datasets that reproduce relevant attributes and activities of large populations without violating confidentiality of individuals (Wu et al., 2018).
In this article, we focus essentially on the problem of generating high-dimensional discrete data. The latter is common in several scenarios, such as customer modeling, molecular biology, social media analytics, natural language
processing. An example is a high-dimensional discrete tuple representing a given customer, where each feature can represent a preferences/purchase or any other attribute characterizing the customer and his behavior. Generating such
data is a challenge for several reasons. First, the high dimensionality that naturally arises in the underlying domains
makes it difficult to appropriately model concepts such as proximity or relevance. Although several approaches in the
current literature exist, based on subspace modeling, the curse of dimensionality is still a huge problem. The situation
is further exhacerbated by the discrete nature of the domain, for which the modeling can be affected by the combinatorial explosion of the possible subpatterns, which can represent the regularities in the data. In practice, the combination
of both high dimensionality and discrete components may result in a complex structural domain with lots of variety
and irregularities and not necessarily smooth.
Throughout the article, we study approaches to data generation, which rely on the idea that high-dimensional discrete
data can be mapped into a simpler manifold where smoothness and regularity can be recovered and suitably exploited.
The core idea is that each point in the real domain can be mapped into a suitable latent space and vice versa. These mappings guarantee a consistency with regards to the original dataset. At the same time, the manifold in the latent space summarizes the main characteristics of the data, that can hence be injected into the synthesized data in a controlled way.
Thus, learning manifold representations for data and then utilizing it for synthetic generation can be particularly
effective.
We consider two main approaches here. The first approach exploits inverse mining techniques. In practice, given a
dataset D, the frequent itemsets are discovered first. Next, a new dataset can be generated that satisfies given support
constraints on the itemsets of an input set. We call this approach IFM. By contrast, the recent developments in probabilistic generative modeling (PGM) has given rise to approaches which model the generation as a sampling process from
a parametric distribution, typically encoded as neural network. variational autoencoders (VAEs) and generative adversarial networks (GANs) are the most prominent examples of this line of research. We will discuss these and study their
adaptation for the case of discrete data.
In the end, this article will provide an overview and comparison of such lines of research. The objective is to illustrate similarities and differences, together with strengths and weaknesses.
The rest of the article is organized as follows: in Section 2 we provide a brief overview and related work of the IFM
problem, along with a number of techniques used for discovering the set of frequent itemsets, as well as the PGM
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techniques VAE and GANs; in Sections 3 and 4 we go into detail of IFM- and machine learning-based generative
models, respectively; in Section 5 we provide a comparison of the two approaches by means of experimental results;
finally, in Section 6 we conclude the article.

2 | B ACKGROUND
Let us first recall some basic definitions on complexity theory—the interested reader may consult (Papadimitriou, 1994)
for more details. The class P is the set of decision problems where the “yes”-instances can be decided in polynomial
time by a nondeterministic Turing machine. A problem in P is P-complete if it is P-hard, that is, every problem in P
can be reduced to it in logarithmic space. The class NP (resp., PSPACE) is the set of decision problems whose “yes”instances can be decided in polynomial time (resp., space) by a nondeterministic Turing machine. The notions of
NP-completeness and PSPACE-completeness are defined in a similar way as for P-completeness. It is well known that,
P ⊆ NP ⊆ PSPACE. The class PP is the set of decision problems that can be solved by a nondeterministic Turing
machine in polynomial time, where the acceptance condition is that a majority (more than half) of computation paths
accept. It is known that NP ⊆ PP ⊆ PSPACE. Finally,

 NEXP is the class of decision problems that can be solved by a
nondeterministic Turing machine using time O 2pðnÞ for some polynomial pðnÞ, where n is the size of the input.
Several techniques for generating realistic synthetic datasets have been proposed in literature that mainly follow
two distinct approaches, procedural and declarative.
Procedural approaches provide for a programmer to give the features of the original dataset as input to a generation
algorithm, where the steps for generating new tuples are specified. These techniques differ with each other mainly in
the set of features that underlie the generation task. Bruno and Chaudhuri's Data Generation Language (Bruno &
Chaudhuri, 2005) specifies value distributions. Hoag and Thompson's Synthetic Data Description Language (Hoag &
Thompson, 2007) has a construct for specifying foreign keys. Houkjær et al. (2006) presented a graph-model based datageneration algorithm which uses cardinalities and value distributions to generate data for large database schemas with
complex inter- and intratable relationships. More recently, Li et al. (2018) presented Touchstone, a query-aware synthetic data generator, which adopts a random sampling algorithm for instantiating the query parameters. The key technical challenge here is to meet the equality constraints over the join operator, which involve the dependencies among
primary and foreign keys from multiple tables.
On the other hand, declarative approaches require the user to specify how new data has to look like rather than
how it has to be generated. A rule-based probabilistic approach, based on an extension of Datalog, has been proposed
in (Barany et al., 2017), which is capable of generating data characterized by parametrized classical discrete distributions. Arasu et al. (2011) exploited the declarative characteristic of cardinality constraints for the design of a linear programming based algorithm which instantiates tables that satisfy those constraints. More recently, Gilad et al. (2021)
have drawn on (Arasu et al., 2011) for the design of a generation algorithm which allows for the satisfaction of integrity
constraints also, enabling the generation of foreign keys for existing database relations. HYDRA (Sanghi et al., 2018)
uses a declarative approach that allows for the generation of a database summary that can be used for dynamically generating data for query execution purposes.
A declarative technique that has received particular attention in the context of the generation of synthetic transactional databases is the Inverse Frequent Itemset Mining (IFM). IFM is the problem of constructing a binary dataset satisfying given support constraints for frequent itemsets that belong to the original dataset. Given an itemset
I ¼ fi1 , i2 , …,in g, its support is defined as the number of transactions in the original database that contain the items
i1 , i2 , …,in . An itemset is defined as frequent if its support is above a certain user-defined threshold. Frequent itemsets
along with their support are considered as the features of the original data to be replicated in the synthetic data.
IFM was initially introduced by Mielikainen (2003) and characterized as a NP-hard problem. Subsequent work have
mainly focused in reducing the computational workload by means of approximated solutions. Wu et al. (2005) proposed
a heuristic according to which the original itemsets are divided into components that preserve maximum likelihood
estimation, and then the iterative proportional fitting method is used on each component. In the approach presented by
Guzzo et al. (2009), each equality support constraint is relaxed into a minimum and maximum support constraint.
Then, the minimum support is satisfied as long as possible while guaranteeing the maximum support, which improves
the tractability of IFM. Wong et al. (2019) introduced the marginal support and global closure concepts. The marginal
support of an itemset is the nonderivable information based on the support of all of its supersets. By determining the
marginal support, all itemsets whose supports can be derived by their supersets can be detected. When the sum of all
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marginal supports in a set of itemsets is less than or equal to 1 then the set of itemsets is globally closed. Finally, they
propose Itemset2Data, an algorithm for generating Boolean datasets which is efficient (i.e., it makes the problem of
reconstructing data from itemsets tractable), if a globally closed set of itemsets can be derived by the set of frequent
itemsets of the original dataset.
Later on, IFM has been reformulated in terms of frequencies by Calders (2004, 2007) with the name FREQSAT
{NTRANS}. This version is equivalent to the original formulation and their decision complexity has been better characterized: they are in PSPACE and NP-hard. A simpler version of the frequency formulation, simply called FREQSAT,
does not fix the number NTRANS of transaction in a feasible database and the decision problem has been proved to be
NP-complete. In the same work Calders introduced a further variant of the problem with the name FREQSAT
{NTRANS, NDUP}: all itemsets may occur as transactions in the synthetic data at most a fixed number of times
(i.e., NDUP). This problem is in PSPACE and PP-hard.
Besides the NP-hardness, another drawback of the original IFM problem is that the generation task may output
itemsets that result to be frequent in the synthetic dataset but that are not in the original one. To overcome this issue,
Guzzo et al. (2013) proposed an alternative formulation where itemsets that are not frequent are constrained to be infrequent below a threshold, and solved using a column generation technique as a variation of the simplex method,
designed to solve linear programs with a huge number of variables.
We observe that an other popular data mining technique could be used to generate realistic datasets: Association
Rules (ARs), that were introduced few decades ago by Agrawal et al. (1993a) for discovering regularities between products in large-scale transactional data and are still attracting further investigations (e.g., multitask AR miner to jointly
discover rules by considering multiple tasks [Taşer et al., 2020]). However, to the best of our knowledge, ARs have been
rarely used as the basis of the generation task. Indeed, the only work we are aware of that exploits the potential of AR
mining for generating synthetic datasets is (Ansari et al., 2018). Here, the authors proposed an ARs-driven algorithm,
which generates frequent itemsets ensuring their support value is kept within an acceptable range of their original support used as the basis of the generation task. Nevertheless, ARs may play an important role in the overall process of
dataset generation: they can be used to determine whether a synthetic dataset preserves the original patterns. Thus, if
the AR patterns discovered in the original data are also present in the synthetically generated data, then the synthetic
dataset can be considered to be realistic.
The declarative techniques previously described require a preliminary learning task to be performed for discovering
the frequent itemsets in a database, given a user-defined support value. The problem of computing the frequent itemsets
of a database was first stated by Agrawal et al. (1993b), and called the frequent itemset mining (FIM) problem. FIM was
originally developed for market basket analysis, and it is used nowadays for almost any task that requires discovering
regularities between nominal variables. Among the best known methods are Apriori (Agrawal et al., 1993b), Eclat (Zaki
et al., 1997), FP-Growth (Frequent Pattern Growth) (Han et al., 2000), and LCM (Linear time Closed item set Miner)
(Uno et al., 2003). Other frequency-based solutions include the Itemset Generating Model (IGM) (Laxman et al., 2007),
and the more recent Latent Dirichlet Allocation-based (LDA) model (Lezcano & Arias, 2019). IGM connects the process
of frequent itemsets discovery with the learning of generative models. An IGM generates transactions by embedding a
specific pattern in a transaction according to a probability distribution that is peaked at the pattern in question, and is
uniform everywhere else. In this manner, each itemset is associated with a specific IGM, so as, given any two itemsets,
the IGM associated with the more frequent itemset is the one more likely to generate the database of transactions. Such
a connection allows for a generative model-learning interpretation of the frequent itemsets mining process.
LDA (Blei et al., 2003) is a generative model whose main aim is to model a set of documents by discovering the principal topics each document contains, and how the words are distributed for each of these topics. Every document of the
corpus is assumed to have its own probability distribution of topics, and every word in a document is created by sampling from a probability distribution determined by topic. In this regard, the authors of (Lezcano & Arias, 2019) proposed to consider each transaction as a document of a corpus, and each item of a transaction as a word in a document.
This way a LDA-based model can be fitted to a transactional dataset, and a synthetic version of this dataset using the
probability distribution functions thrown by the model can be created.
Unlike the above algorithms, which define the relevance of an itemset based solely on its frequency/support, alternative solutions based on different statistical models to define the relevance of an itemset. Some of the most successful
approaches are MTV (Maximally informaTiVe summaries) (Mampaey et al., 2011), KRIMP (Dutch for “to shrink”)
(Vreeken et al., 2011), and SLIM (Dutch for smart) (Smets & Vreeken, 2012), that are based on the minimum description
length principle, according to which the most relevant itemsets are those that best compress the dataset following a previously defined encoding scheme. These methods have been shown to lead to much less redundant pattern sets than
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FIM. To find relevant itemset, Fowkes and Sutton (2016) used a probabilistic learning approach that directly infers the
itemsets that best explain the underlying data. They also proposed a generative model, called Interesting Itemset Miner,
that is, a probability distribution over the database in the form of a Bayesian network model, based on the relevant
itemsets.
Approaches pertaining to a different line of research than the ones described so far, are those based on the use of
deep neural networks as generative models. In the context of machine learning, generative modeling is an unsupervised
learning task that involves automatically discovering and learning the patterns in the input data so as the model can be
used to generate new examples that plausibly could have been drawn from the original dataset.
Two examples of deep learning generative modeling algorithms include the VAEs, and the GANs. VAEs (Kingma &
Welling, 2013) are autoencoders with the fundamental property of having a continuous latent space, which allows for
an easy random sampling, thus for generating new data (Greco et al., 2020). This is achieved by making its encoder not
output just an encoding vector, but rather outputting two vectors, that are a vector of means μ, and a vector of standard
deviations σ. They form the parameters of a vector of random variables, with the ith element of μ and σ being the mean
and standard deviation of the ith random variable from which we sample to obtain the sampled encoding passed
onward to the decoder. This stochastic generation means that, even for the same input, the actual encoding will somewhat vary simply due to randomly sampling from the area of the latent space identified by the circle centered in μi with
radius σ i . This makes VAEs generative models, as opposed to discriminative models such as autoencoders that are
designed to classify (i.e., replicate) the input data.
GANs (Goodfellow et al., 2014b) consist of two components, the generator and the discriminator. These components
are trained together in a zero-sum game: the generator generates a batch of samples, and these, along with real examples from the domain, are provided to the discriminator and classified as real or fake (generated). When the discriminator is not able to distinguish about half of the generated examples, it means the generator is generating plausible
examples. The zero-sum game is because when the discriminator successfully classifies the samples, no change are
needed to the model, whereas the generator is penalized with large updates. Alternately, when the generator fools the
discriminator, no changes are needed to the model, but the discriminator is penalized and its model parameters are
updated.
The main difference between IFM and machine learning-based techniques is that the former is supervised, as it
needs the user to find the characteristics of the original dataset (in terms of relevant itemsets) by means of a preliminary
discovery task (e.g., FIM), and feed the generation algorithm with these characteristics so as to be replicated on the synthetic data. On the contrary, machine learning-based techniques are totally unsupervised, as they do not need any a
priori knowledge to work properly, rather, the discovery of relevant itemsets is performed in parallel with the learning
task. In the next sections, we provide a more detailed analysis of the two approaches.

3 | INVERSE FREQUENT ITEMSET M I N I N G - B A S E D GE N E R A T I V E
MODELS
Let ℐ be a finite domain of n elements, also called items. Any subset I ⊆ ℐ is an itemset over ℐ, also called a transaction. Let U ℐ denote the set of all itemsets on ℐ; then, j U ℐ j¼ 2n . A (transactional) database D over R is a set of tuples
½k,I , where k is the key and I is an itemset. The size j D j of D is the total number of its itemsets, that is, transactions.
A transactional database D is very often represented as a bag of itemsets, that is, the keys are omitted so that tuples
are simply itemsets and may therefore occur duplicated—in this case D is also called a transactional dataset. In the article, we shall also represent an itemset I  D by its one-hot encoding x, that is a binary vector of size n (the number 
of
items in A) such that its i-th position x i ¼ 1 if the i-th item in A is in I, 0 otherwise. Consequently, X ¼ x 1 , …, x η ,
where η ¼j D j, is the one-hot encoding of the whole dataset D.
For each itemset I  D, there exist two important measures: (i) the number of duplicates of I, denoted as δD ðI Þ, that
is the number of occurrences of I in D, and (ii) the support of I, denoted as σ D ðI Þ, that is the sum of the number of
P
duplicates of each itemset J in D containing I, that is, σ D ðI Þ ¼ J  D ^ I ⊆J δD ðJ Þ. 
A dataset D can be represented in a succinct format as a set of pairs I, σ D ðI Þ . Given ℐ ¼ fa, b,c, dg, an example of
dataset in the succinct, one-hot format is shown in Table 1a.
We say that I is a frequent (resp., infrequent) itemset in D if its support is greater than or equal to (resp., less than) a
given threshold. A classical data mining task over transaction datasets is to detect the set of the frequent/infrequent
itemsets, and a rich literature deals with this topic: after the seminal articles in the 1990s (Agrawal et al., 1993b;
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Transactional dataset end frequent itemsets

(a) Dataset D
a

b

c

d

σD

1

1

1

0

40

0

1

1

1

40

1

1

0

0

60

0

1

1

0

20

1

0

1

1

10

(b) Frequent itemsets with threshold 50
Si

a

b

c

d

σ Si

S1

1

1

0

0

100

S2

0

1

1

0

100

S3

0

0

1

1

50

Gunopulos et al., 1997), additional aspects were studied in the 2000s (Han et al., 2007; Zhong, 2007) and in the last
decade (Cagliero & Garza, 2013; Jindal & Malaya, 2016). Given the threshold 50, the frequent itemsets for the dataset of
Table 1a are listed in Table 1b.
The perspective of the FIM problem has been later inverted as follows: given a set of itemsets together with their frequency constraints the goal is to compute, if any, a transaction dataset satisfying the above constraints. The new problem, called the inverse IFM problem, has been introduced for defining generators for benchmarks of mining algorithms
(Mielikainen, 2003), and has been later investigated also in privacy preserving contexts (Agrawal & Srikant, 2000; Wu
et al., 2005)).
Given a set ℐ of items, the IFM problem consists in finding a dataset D that satisfies given support constraints on
some itemsets Si on ℐ—the set of such itemsets is denoted by S. The support constraints are represented as follows:
8Si  S : σ imin ≤ σ D ðSi Þ ≤ σ imax , where σ D ðSi Þ is the sum of all number of duplicates of itemsets in D containing I. As mentioned in Section 2, IFM has been proved to be in PSPACE and NP-hard (Mielikainen, 2003).
As an example, consider ℐ ¼ fa, b, c,dg, S ¼ ffa, bg, fb, cg, fc, dgg, and the support constraints represented in
Table 1b—in this example minimal and maximal supports coincide. The itemsets S1 ¼ fa, bg and S2 ¼ fb,cg must occur
in exactly 100 transactions (possibly as their sub-transactions) whereas the itemset S3 ¼ fc,dg must occur in exactly
50 transactions. It is also required that the dataset size (i.e., the total number of transactions) be 170.
The dataset D1 shown in Table 2a is feasible as it satisfies all constraints: S1 is satisfied by the transactions fa,b, cg
and fa, bg, S2 by the transactions fa,b, cg, fb, c, dg, and fb, cg, and S3 by the transactions fb, c,dg and fc, dg.
Let S0 be the set of all itemsets that are neither in S nor subsets of some itemset in S. In the example, S0 consists of
fa, b, c, dg, fa, b, cg, fa, b, dg, fa, c,dg, fb, c, dg, fa, cg, fa, dg, and fb, dg. IFM does not enforce any constraint on the
itemsets in S0 and, therefore, it may happen that D contains additional (and, in some cases, unsuspected or even undesired) frequent itemsets. In the dataset D1 of Table 2a, the itemset fa, b, cg is in S0 but it turns out to be frequent with a
support of 70.
To remove the anomaly, Guzzo et al. (2009) have proposed an alternative formulation, called IFMS , that requires
that only itemsets in S can be included as transactions in D and, therefore, no unexpected frequent itemsets may eventually occur. Obviously, the decision complexity of this problem is lower as it is NP-complete. Despite the complexity
improvement, the IFMS formulation has a severe drawback: it is too restrictive in excluding any transaction besides the
ones in S as confirmed by the fact that no feasible dataset exists for our running example.
To weaken the tight restrictions of IFMS , Guzzo et al. (2013) proposed a new formulation of the problem, called
IFM with infrequency support constraints (IFMI for short), which admits transactions in S0 to be in a feasible dataset if
their supports are below a given threshold σ 0 . By the anti-monotonicity property, the number of infrequency support
constraints can be reduced by applying them only to a subset of S0 consisting of its minimal (inclusion-wise) elements.
This subset, denoted by BS0 , is called the negative border and coincides with the set of all minimal transversals of the
hypergraph E ¼ fℐnI : I  Sg (see [Gunopulos et al., 1997]). In the example, BS0 ¼ ffa, cg, fa, dg, fb, dgg and the dataset
D2 in Table 2b is a feasible dataset for IFMI for σ 0 ¼ 40. In fact, all infrequency support constraints on BS0 are satisfied
as the supports of fa, cg, fa, dg, and fb, dg are respectively 40, 0, and 40.
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Examples of feasible datasets with size 170 for an IFM instance
b

c

d

σD

1

1

1

0

70

0

1

1

1

10

1

1

0

0

30

0

1

1

0

20

0

0

1

1

40

1

1

1

0

40

0

1

1

1

40

1

1

0

0

60

0

1

1

0

20

0

0

1

1

10

1

1

1

1

30

1

1

1

0

30

0

1

1

1

20

1

1

0

0

40

0

1

1

0

50

a
(a) Dataset D1

(b) Dataset D2

(c) Dataset D3

An other possibility to enforce infrequency constraints is to fix a duplicate threshold δ0 so that an itemset in S0 is
admitted as transaction in a feasible dataset if its number of occurrences is at most δ0 . This formulation has been given
in (Saccà et al., 2019) with the name of IFM with infrequency duplicate constraints (IFMD for short). Observe that duplicate constraints are less restrictive than infrequency constraints in the sense that some itemset I in BS0 may happen to
be eventually frequent as it may inherit the supports of several itemsets in S0 with duplicates below the threshold. For
instance, given the threshold δ0 ¼ 30, the dataset D3 in Table 2c is a feasible dataset for IFMD . However, the supports of
fa, cg, fa, dg, and fb, dg are respectively 60, 30, and 50, thus fa, cg and fb, dg are frequent.

3.1 | General formulation of IFM
In this section, we present the general formulation of IFM given in (Saccà et al., 2019) that takes into account both
infrequency and duplicate constraints. Let us first recap and extend the notation introduced at the beginning of this
section:
•
•
•
•
•

ℐ is a set of n items and U ℐ is the set of all 2n itemsets on ℐ;
S is a set of m nonempty itemsets in U ℐ (frequent itemsets);
S0 ¼ fI  U ℐ j∄J  S : I ⊆ J g (infrequent itemsets);
BS0 ¼ fI  S0 j ∄I 0 S0 : I 0  Ig (minimal infrequent itemsets);
ΣS ¼ I, σ Imin , σ Imax j I  S, 0 ≤ σ Imin ≤ σ Imax g is a set of triples assigning a minimum and maximum support to each
itemset in S (frequent itemset support constraints)—an unlimited maximum support is denoted by ∞;
• σ 0 is the support threshold for infrequent itemsets (infrequency support constraint;
• δ0 is the duplicate threshold for infrequent itemsets (infrequency duplicate constraint;
• size is the number of transactions in a feasible dataset.
The general inverse frequent itemset mining problem (IFMG ) consists in finding a dataset D over ℐ such that:
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8I  S : σ Imin ≤ σ D ðI Þ ≤ σ Imax

ð1Þ

8I  BS0 : σ D ðI Þ ≤ σ 0

ð2Þ

8I  S0 : δD ðI Þ ≤ δ0

ð3Þ

j D j¼ size:

ð4Þ



IFMG reduces to: IFM if σ 0 ¼ δ0 ¼ ∞, to IFMI if δ0 ¼ ∞, and to IFMD if σ 0 ¼ ∞. It also reduces to IFMS if the constraint (3) is replaced by 8I  S : δD ðI Þ ¼ 0 so that only the itemsets in S are admitted as transactions in a feasible
dataset. In the latter case, constraints (2) can be removed as they are automatically enforced by the revised formulation
of constraints (3).
It is easily seen that: (i) a feasible dataset for IFMS is also feasible for both IFMI and IFMD , (ii) a feasible dataset for
IFMI or IFMD is also feasible for IFM, and (iii) if σ 0 ≤ δ0 , a feasible dataset for IFMI is also feasible for IFMD .
The complexity of the decision version of IFMG has been proved to be NEXP-complete in (Saccà et al., 2019). Next,
we summarize the complexity of the decision versions of all formulations of IFM:
•
•
•
•

Decision IFMG and IFMI are NEXP-complete;
decision IFMD is in PSPACE and PP-hard;
decision IFM is in PSPACE and NP-hard;
decision IFMS is NP-complete.

The NEXP complexity of IFMG and of IFMI depends on the size of BS0 that can be exponential in n and m. To reduce
this complexity for IFMI , Guzzo et al. (2013) have considered a subclass k-bounded IFMI (k  IFMI for short) of
instances for which the size of BS0 is polynomial and can be computed in polynomial time as well. This subclass is composed by all IFMI instances ℓ for which j BS0 j ≤ n  n þ nκðℓÞ , where n ¼j [ I  S I j, where κðℓÞ is an instance parameter
that can be computed in polynomial time, κ ðℓÞ ≤ k and k is a given rational constant. Experiments conducted in (Guzzo
et al., 2013) and the analysis of 12 real large datasets, performed in the same article, show that the parameter κðℓÞ is
small (around 3) in practice. Saccà et al. (2019) have applied the notion of k-boundedness to IFMG , thus defining the
class k-bounded IFMG (k  IFMG ). As a consequence, the complexity of the two problems reduces as follows: decision
k  IFMG is in PSPACE and PP-hard and decision k  IFMI is in PSPACE and NP-hard.
To get a further and more drastic reduction of the complexity, the integer constraint for the number δI of duplicates
for a transaction I of a feasible dataset has been relaxed, that is, δI may be a rational number. Then, there is a relaxed
version for each IFM formulation and their decision complexity is:
• relaxed k  IFMG and relaxed IFMD are in PSPACE and PP-hard;
• relaxed k  IFMI and relaxed IFM are NP-complete;
• relaxed IFMS is in P.

3.2 | Modeling general IFM by linear programming
IFMG has been formulated in (Saccà et al., 2019) as a linear program LP with a very large number of variables and constraints, following the approach used by (Guzzo et al., 2013) to solve IFMI . A model based on a set of decision variables,
an objective function to optimize, and a set of constraints to be satisfied has been also used in (Guns et al., 2011).
As for the formulation given in (Guzzo et al., 2013) for IFMI , the linear program LP contains a very large number of
variables: 2n —to get an idea, the number of variables for a problem with 250 items is around 1:8  107 5, which is of the
order of the number of atoms in the universe, as estimated by scientists. In addition, the linear program formulation of
IFMG also includes a large number of constraints because of the presence of infrequency duplicate constraints. We
anticipate that LP is represented in a succinct format (Bertsimas & Tsitsiklis, 1997) that avoids to list all variables and
duplicate constraints.
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We next present the LP formulation of IFMG , which gives a unified framework for the resolution of the various specializations of IFMG as they are achieved by simply removing some of the constraints.
Let us first take any ordering of all nonempty itemsets, say fI 1 , …, I 2n 1 g, for example, by selecting any lexicographic
order of them. The vector v ¼ ½1, …, 2n  1 lists all possible nonempty itemset indices according to this ordering. We
denote subsets of such indices as follows:
• 
the vectors ¼ ½i1 , …, im , j1 , …, jm0  contains the indices of the itemsets in S and in BS0 , that is, S ¼ fI i1 ,…, I im g and BS0 ¼
I j1 , …, I jm0 - these indices in s are actually stored;
• the vector s0 contains the indices of the itemsets in S0 —these indices are not stored but it can be easily checked in
Oðm0 ÞÞ time whether an index is in s0 .
We next present suitable data structures for representing coefficients and variables of LP:
• l and u are two vectors of m integers such that for each j, 1 ≤ j ≤ m, lj ¼ σ Jmin and uj ¼ σ Jmax , where J ¼ I sj is the j-th
itemset in S according to the ordering of s - the two vectors are actually stored;
• y is a vector of 2n  1 non-negative rational variables such that, for each j < 2n , yj stores the number of duplicates for
the transaction I j —a suitable data structure is used to store only the nonzero elements;
• A is a ðm þ m0 Þ  ð2n  1Þ matrix such that for each i, 1 ≤ i ≤ m þ m0 , and for each j  v, aij ¼ 1 if I si ⊆ I j or aij ¼ 0
otherwise—the elements are not stored but they are easily computed in linear time whenever they are needed;
• w is a vector of 2m þ 1 non-negative rational number artificial variables, whose values are the costs of violating support constraints: w1 , …, wm and wmþ1 , …, w2m are associated to respectively lower-bound and upper-bound support
constraints on the itemsets in S and w2mþ1 is the cost of violating the database size constraint—the two vectors are
actually stored.
The relaxed version of IFMG is formulated using the following linear program, whose objective function is minimizing
the overall cost of violating the constraints:
LP : minimize

2mþ1
X

wi

ð5Þ

i¼1

wi þ

X

aij yj ≥ li 1 ≤ i ≤ m

ð6Þ

aij yj ≥  ui 1 ≤ i ≤ m

ð7Þ

jv

wmþi 

X
jv



X

aij yj ≥  σ 0

m þ 1 ≤ i ≤ m þ m0

ð8Þ

jv

yj ≤ δ0
w2mþ1 þ

X

j  s0
yj ≥ size

ð9Þ
ð10Þ

jv



X

yj ≥  size

ð11Þ

1 ≤ i ≤ 2m þ 1,j  v

ð12Þ

jv

wi , x j  Qþ

Inequalities (6) and (7) enforce the satisfaction of respectively lower bounds and upper bounds of frequency support
constraints. The infrequency support constraints and the infrequency duplicate constraints are modeled by the
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inequalities (8) and (9), respectively—note that the number of inequalities (9) is exponential because of the size of the
array s0 . Inequalities (10) and (11) enforce any feasible dataset to have the required size. Finally, the constraints (12)
require the variables wi (1 ≤ i ≤ 2m þ 1) and yj (8j  v) to be non-negative rational numbers.
The artificial variables in w have the role of absorbing possible violations of the constraints (6), (7), and (10).
Instead, the constraints (8), (11), and (9) must be directly satisfied as nonartificial variables are included in them. The
optimal solution of LP consists of a dataset (described by the nonzero variables y in the optimal solution) with a minimal value for the sum of all artificial variables, that is, the minimization of such values select a dataset with the minimal number of violations of the constraints (6), (7), and (10). Two important remarks are in the order:
• an optimal solution for LP always exists as an initial feasible solution can be easily constructed as follows:
w2mþ1 ¼ size1 , wi ¼ li , wmþi ¼ 0, and yj ¼ 0 (1 ≤ i ≤ m and 8j  v);
• if the optimal solution of LP problem happens to be greater than zero, then the dataset D returned by the resolution
of LP is only an approximate solution, since no feasible dataset actually exists for one (or both) of the following reasons: the frequency support of at least one itemset in S is below the prescribed lower bound or the dataset size is less
than the required value.
As mentioned before, LP is represented in a succinct format. In particular, the input is given by: (1) the vector s with
size ðm þ m0 Þ storing the indices of the itemsets in S and BS0 , (2) the two vectors l and u of support bounds (each with
size m), (3) the values of σ 0 and δ0 , (4) the database size, and (5) two arrays of index tuples storing the indices of the
itemsets in S and in BS0 respectively, whose overall size is at most n  m þ n  m0 . Therefore, the input size is at most
ðn þ ðn þ 1Þðm þ m0 Þ þ 2m þ 3Þ  ω, where ω is the number of bits that are used to represents constants. The coefficients
aij as well the bound constraints (9) are computed as they are needed. We stress that the algorithm for the resolution of
LP, described in the next sub-section, implements suitable mechanisms to avoid the whole input expansion.

3.2.1

| Column generation algorithm to solve general IFM

The linear program LP for IFMG has been solved in (Saccà et al., 2019) by extending the column generation algorithm
(see [Gilmore & Gomory, 1961]), which is variant of the simplex method used in operation research literature for solving linear programs with an exponential number of variables (Beheshti & Hejazi, 2015). A column generation algorithm
has been first adopted in (Guzzo et al., 2013) to solve IFMI and has been later extended in (Saccà et al., 2019) to handle
inequalities (9) defining infrequency duplicate constraints. We recall that the number of such inequalities is exponential
and the novelty of the extension is to solve them by exploiting their succinct representation.
We first present the general scheme of the classical column generation simplex by referring to a generic linear program LPg with nc variables and nr inequalities for which nc  nr , represented in the following standard format:
minimize cT y, subject to Ay ¼ b and y ≥ 0,
where y is the array of nc variables, cT is the transpose of the nc -array c of costs, b is the array of bounds for the nr
inequalities, and A is a nr  nc matrix. We assume that (1) both the variables and the coefficients are rational numbers,
(2) mr ¼ Oðpolðlognc ÞÞ, where pol is a polynomial in lognc , and (3) LPg can be represented in a succinct format with
input size polynomial in nr . Any assignments of values to the nc variables represents a point, the feasible region of LPg
is a convex polytope of the points satisfying Ay ¼ b and a basic feasible solution, also called a basis, is any vertex of
it. The variables taking a value different from zero in a basis are at most nr (basic variables) so that any basis can be represented with size linear in nr by simply storing the list of basic variables together with their values. From linear programming theory (see (Bertsimas & Tsitsiklis, 1997)), it is known that if there is an optimal solution, then there is an
optimal basis as well.
The column generation simplex solves the linear program LPg without explicitly including all nc columns but only
nr of them. These columns are selected by solving an auxiliary optimization problem, called the pricing problem, which
searches for the ones, which reduce the overall current cost by exploiting suitable properties to avoid to perform the
evaluation of all possible columns.
If we modify the standard format by adding an upper bound to all nr variables, the classical column generation simplex cannot be used anymore as the number of inequalities is now exponential. Therefore, an extension of column
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generation is needed to take into account the additional bounds without expanding their representation. Such an extension has been devised in (Saccà et al., 2019) to handle the bounds introduced by the inequalities (9). In the following,
we briefly describe this extension that has been implemented in (Saccà et al., 2019) for solving the linear program LP
modeling IFMG .
The linear program LP to be solved is called the master problem (MP) and consists of r ¼ 2m þ m0 þ 2 rows and c ¼
2n þ 2m columns. In addition, the variables yj with j es0 have an upper bound of δ0 . A linear program with only a subset
of c0 columns, with c0 ¼ r, is called the restricted master problem (RMP). As r is polynomial in the succinct size of the
input, RMP does not need a succinct representation. We point out that the number of columns c0 managed by RMP can
be greater than r, provided that c0 is polynomial in r.
The column generation method looks for an optimal basis as within the simplex algorithm. It starts from an initial
basis that, as anticipated in the previous sub-section, is easily obtained by setting w2mþ1 ¼ size1 and wi ¼ li (1 ≤ i ≤ m),
whereas all other variables are set to zero. The algorithm moves from a current basis to a new one by adding a new
basic column with a negative reduced cost (iteration step)—the reduced cost of a column can be computed by using the
current dual variables. Primal feasibility is maintained during all the iteration steps and the objective function is nonincreasing during each step. The selection of a column with a negative reduced cost is delegated to the pricing problem.
If no such a column exists, then the algorithm terminates and the current basis is optimal.
The extension of the column generation method introduced by (Saccà et al., 2019) to handle bound constraints (9)
follows the approach described in (Luenberger, 2003), which adopts an extended notion of basic solution to avoid to
explicitly include the bounds as constraints of the program. An extended basic solution is a basic feasible solution where
the variables are partitioned into three groups: the set B of the classic basic variables, the set U of the variables equal to
the duplicate bound and the set N of those equal to 0. It turns out that only the additional list of the variables in U is to
be stored during the iteration steps. A crucial part of the extension is the implementation of the pricing problem that is
different from the one presented in (Guzzo et al., 2013) for the resolution of IFMI because of the bound constraints (9).
The problem has been then reformulated using a novel resolution scheme—more details on the formulation and resolution of the pricing problem can be found in (Saccà et al., 2019). We stress that the hardest task is the resolution of the
pricing problem, that is in general NP-hard.
As the execution time for the column generation algorithm could be high, Saccà et al. (2019) have fixed a time-limit
TL for termination. The algorithm stops for one of the following two conditions: (i) the time-limit has been reached so
that the algorithm returns a sub-optimal solution and (ii) the pricing algorithm does not return a column with negative
reduced cost and, therefore, the current solution is optimal. The overall algorithm eventually terminates, provided that
certain precautions against cycling are taken. We point out that the hardest task is the implementation of procedure
PRICE, that is in general NP-hard.
Saccà et al. (2019) have shown that the extended column generation algorithm can handle linear programs with an
enormous number of variables and constraints (from 1022 to over 10240 in their experiments) using a reduced amount of
space. These experiments reveal that time does not grow exponentially in practice as it often happens for the classical
execution of the simplex algorithm. Indeed, the column generation algorithm has an attractive characteristic that allows
it to overcome its theoretical intractability: it makes a bounded use of the space, proportional to the number r of constraints and of the size of the list U.
Finally, as shown in (Saccà et al., 2019), the extended column generation algorithm can be easily specialized to solve
all versions of the general problem but IFMs , in particular:
• IFMI is modeled by LP if the inequalities (9) are removed. Then, the extension of the column generation algorithm
to handle bounded variables is not necessary anymore and, then, the algorithm reduces to the one proposed in
(Guzzo et al., 2013). The main simplifications w.r.t. to the extended version are two: the list U of variables with value
equal to the duplicate bound is not used and (ii) the pricing problem has a simpler formulation whose implementation can be done in most cases by an efficient polynomial-time heuristic.
• IFMD is modeled by LP if inequalities (8) are removed. Because of the presence of inequalities (9), the column generation algorithm must preserve the extension introduced to satisfy them, in particular the procedures for constructing
and maintaining the list U of bounded variables and for using them in the resolution of the pricing problem. The
only difference w.r.t. the general algorithm for IFMG is efficiency: the negative border BS0 no longer has to be computed and, as its size is typical very large also when is not exponential because of k-boundedness, the number of
inequalities is drastically reduced.
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• IFM is modeled by LP if both inequalities (9) and (8) are removed. Therefore, the simplifications of the two previous
versions are combined and the column generation algorithm of (Guzzo et al., 2013) is performed in a very efficient
way because of the reduced number of inequalities.
As for the resolution of IFMS , there is no need to use a column generation algorithm as its linear program formulation
has a polynomial number of columns, one for each frequent itemset in S. Then IFMS can be immediately solved by any
classical linear program solver—in a sense, the resolution can be simply obtained with a single call of RMP.

3.3 | Accuracy analysis
Saccà et al. (2019) performed an empirical accuracy comparison of the solutions computed by IFMS , IFM, IFMI , IFMD
^

using two accuracy indices that were computed by comparing the original dataset D and the dataset D computed by the
^

^

column generation algorithm for each of the various IFM formulations—let S denote the set of frequent itemsets in D,
n
n
^
^
^
^
^
SF ¼ I  S j σ D ðI Þ > σ 0 g (i.e., the frequent itemsets of D that are also frequent in D) and SI ¼ I  S0 j σ D ðI Þ > σ 0 g
^

(i.e., the frequent itemsets of D that are infrequent in D):
^

• Frequency Accuracy, that evaluates how much the set S of the frequent itemsets in D is reflected in D:


^
D
D
^
min
σ
ð
I
Þ,σ
ð
I
Þ
X
1


AF D ¼
^
j S j I  S max σ D ðI Þ,σ D
ðI Þ

This index is a variant of the Jaccard similarity index for bags (i.e., multi-sets) that only evaluates the similarity of all
^
itemsets in S (i.e., the frequent ones in D) in the two datasets but not the similarity of all itemsets in SnS (the frequent
^
ones in D but not in D).
^

• Overall Accuracy, that evaluates the overall similarity between S and S using the classical Jaccard similarity index
for sets:
^
^
^ j S\S
j
j SF j
A D ¼
¼
^
^
j S [ S j j S j þ j SI j

^

As the computation of SI is, in general, very heavy for the datasets computed by IFM
approxi ^ or IFMD , the following
^
^
by
replacing
S
with
SB ¼
mate
overall
accuracy
index
was
actually
used
that
is
obtained
from
A
D
I
n
o
^
^
I  BS0 jσ D ðI Þ > σ 0 (i.e., the frequent itemsets of D that are minimal infrequent ones in D):
^
^
^
j SF j
j SF j
AA D ¼
¼
^
^
j S [ SB j j S j þ j SB j

^
 
 
As A D ≤ j AA D , the approximate index AA D gives an “optimistic” estimation of the overall accuracy measure, particularly for IFM and IFMD .
The experiments conducted in (Saccà et al., 2019) have shown that: (1) IFMI achieves very high overall accuracy but it
may get a lower frequency accuracy when the number m0 of infrequent itemsets in BS0 is so large that the column generation algorithm execution is interrupted by time limit expiration, thus delivering a sub-optimal solution, (2) both IFM
and IFMD have a good frequency accuracy but return a large number of frequent itemsets that were instead supposed
to be infrequent, and (3) IFMS does respect infrequency constraints but often returns inaccurate support values for the
itemsets in S mainly because enforcing the transactions to be in S may prevent it from satisfying frequent constraints.
To provide more insights on the accuracy of the various IFM versions, we next report the experiments on two of the
three dataset analyzed in (Saccà et al., 2019): the real dataset BMS-WebView-1 with around 60,000 click-stream
^

^
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transactions from an e-commerce web site and the artificial dataset T10I4D100K with hundred thousands transactions
synthesized by the IBM Almaden AR data generator. Both datasets can be consulted at the link (KDDCUP, 2000).
A total of nine test instances for each of the two datasets were constructed by using standard itemsets discovery
algorithms to extract the set S of all itemsets that are frequent w.r.t. the nine thresholds s: ½0:2%,0:3%, …,
0:9%, 1%—the thresholds s are expressed in percentage points w.r.t. the number of itemsets in the dataset. Table 3
reports the number n of items for the two datasets and the number m and m0 of itemsets in respectively S and BS0 in the
nine instances associated to the various thresholds s of the two datasets.
For each dataset and for every S of the nine related test instances, the four IFM problems were formulated by setting: (1) σ Imin ¼ σ Imax ¼ σ D ðI Þ for each I  S, (2) σ 0 ¼ σ max 0  0:04  j D j, where σ max 0 is the greatest integer number that
divided for the size of D is smaller than the threshold t, and (3) δ0 ¼ 10, which is significantly smaller than σ 0 .
The column-generation algorithms were coded in Java using the Ilog cplex 12:0 library for solving the restricted
master LP problem RMP. A time limit of 3 h was imposed to each test—we recall that a solution is delivered also after
an interruption for time limit, although it will probably be sub-optimal.
For the dataset BMS-WebView-1, all executions were completed within the time limit. Not surprisingly, IFMS had the best
performance, followed by IFM. For this dataset IFMI performed better than IFMD because the value of m0 was relatively “small.” The performances for the dataset T10I4D100K were much worse: the executions were completed within
the time limit for all values of s only for IFMS , whereas IFM and IFMD succeeded to complete the execution only for
s ≥ 0:7% and for s ≥ 0:9%, respectively. Due to the high values of m0 , IFMI never completed the execution within the
time limit.
The frequency accuracy for the nine instances for the two datasets are reported in Figure 1. The accuracy for the
dataset BMS-WebView-1 of all IFM formulations but IFMS is substantially 1 for all nine cases. The reason for the rather
low accuracy of IFMS is that frequency constraints on the itemsets in S result to be so restrictive that they cannot be satisfied without including infrequent transactions. As for the dataset T10I4D100K, the accuracy of IFMI is not anymore
1 as instead it continues to be for IFM and IFMD . The lower accuracy of IFMI accuracy, which still reaches values over
0.8, was caused by the large number of infrequency support constraints that brought to prematurely interrupt the IFMI
column generation algorithm. Also in this case the accuracy of IFMS is rather poor and decreases with increasing of s.
The overall accuracy values, reported in Figure 2, clearly show that only IFMI is able to delivery accurate solutions
for both datasets. In particular, as for the dataset BMS-WebView-1, accuracy for IFMI is close to 1 for all nine instances,
whereas it is between 0.6 and 0.8 for IFMS and is close to zero for IFM and IFMD when sst is less than 0:8% and 0:6%,
respectively. The result is not surprising for IFM as it confirms that the lack of any type of infrequency constraints may
yield very inaccurate solutions. Instead, the low accuracy of IFMD for s < 0:6% is rather unexpected. Concerning the
dataset T10I4D100K, the results clearly show that only IFMI is able to delivery accurate solutions, whereas both IFM
and IFMD have accuracy close to zero and IFMS starts from a value around 0:7 and then drops below 0:5 for s > 0:4%.
In conclusion, IFMI results to be the most effective method but it has the drawback of a heavy execution time when
the number m0 of infrequent itemsets in BS0 becomes too large. A possible solution is to select a higher threshold for

TABLE 3

Characteristics of the nine test instances for the two datasets
BMS-WebView-1
n ¼ 497

T10I4D100K
n ¼ 870

sð%Þ

m

m0

m

m0

0.20

798

36,506

13,255

273,436

0.30

435

25,530

4552

238,332

0.40

286

16,605

2001

197,796

0.50

201

11,498

1073

161,617

0.60

162

8732

772

133,080

0.70

133

6260

603

113,368

0.80

105

4226

494

98,294

0.90

90

3260

421

81,858

1.00

77

2633

385

70,611
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infrequency support constraints to reduce the value of m0 , compensated by the introduction of infrequency
duplicate constraints whose execution cost is lower. In other words, the general formulation of IFMG is a promising
solution provided that the two thresholds σ 0 and δ0 for infrequency constraints are suitably selected through careful
tuning.

4 | MACHINE L EARNING-BASED GENERATIVE M ODELS
In this section, we provide a probabilistic perspective on the problem of synthetic data generation. Probability theory
can be applied to any problem involving uncertainty. In terms of data generation, the question that we would like to
answer is: what is the best model to explain some data?
The probabilistic approach to modeling transactional data (PGM) assumes that in a database D the itemsets are
modeled as stochastic events: that is, they are sampled from an unknown true distribution Pr . The analysis of the statistical distribution of the stochastic events provides insights on the mathematical rules governing the generation process.
The problem hence becomes how to obtain a smooth and reliable estimate of Pr .
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In general, it is convenient to use a parametric model to estimate Pr when the constraints on the shape of the distribution are known. By associating each observation x with a probability measure PðxjθÞ  Pθ ðx Þ where θ is the set of the
distribution parameters, our problem hence becomes:
1. to devise the optimalRparameter set θ that guarantees a reliable approximation Pθ ≈ Pr , given X , or alternatively
2. to infer Ptrue ðxjX Þ ≈ Pθ ðx ÞPðθjX Þθ.
The idea is that, by identifying an accurate parameter θ (or, alternatively, being able to devise a tractable inference), we
can then emulate the sampling process x Pr in a tractable and reliable way.
An example parametric model can hence be represented by θ ¼ fλ, Πg where λ is the parameter of a Poisson distribution and Π  π 1 , …,π n represent the parameters of a multinomial distribution. The sampling process for an itemset x
can hence be summarized as
h

PoissonðλÞ

x

Multiðh;ΠÞ

The above notation encodes a two steps process: first we devise the number h of items composing the transaction; next,
we sample h items from A according to a multinomial distribution over Π.
A natural way of estimating parameters of a given probabilistic model is via Maximum likelihood. The principle is
that, given the underlying stochastic generation process, the observed data X is the most likely under Pr . As a consequence, any model Pθ should maximize the probability of observing X as well:
LðθjX Þ ¼ Pðx 1 , x 2 ,jθÞ ¼

η
Y

P θ ðx i Þ

i¼1

Maximum likelihood estimation chooses the model parameter θ that maximizes LðθjX Þ or, equivalently, minimizes the
P
negative log-likelihood ℒðθjX Þ ¼  i logPθ ðx i Þ. For the example above, the likelihood on X is
ℒðλ, ΠjX Þ ¼ nλ  logλ

η
X
i¼1

ni 

η X
n
X

x i,j logπ j

i¼1 j¼1

where ni is the number of nonzero elements in x i and x i,j represents the jth element of x i .
A clear advantage of a parametric approaches to data generation lies in the insights that it can provide within the
data generation process. They allow to detect the factors governing the data, thus providing a meaningful explanation
of complex phenomena. Besides data generation, probabilistic generative models can be used for compression, denoising, semi-supervised learning, unsupervised feature learning, and other tasks. However, simple parametric models,
like the one exemplified above, do not accurately capture complex phenomena characterized by manifold distributions.
Mixture models (McLachlan & Peel, 2000) generalize the approach by assuming more complex distributions structured
into mixtures. In practice, the basic idea underlying mixtures is that the probability space can be devised into components and, as a consequence, the underlying generative process can be expressed as a composition of two hierarchical
steps: first, choose the component responsible for the generation of the data; second, generate the instance according to
the parameters of the components. More formally, given a multinomial distribution α1 , …,αK representing the prior
probabilities, and a parameter set θk associated with each component k, the generative process can be devised as:
k

Multið1; α1 , …, αk Þ

x

Pθ k

The overall probability for an example x can be obtained through the mixture
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Pðxjθ1 , …, θK , α1 , …,αK Þ ¼

X

αk Pðxjθk Þ,

k

which can be exploited to estimate the optimal parameter set θ1 ,…, θK ,α1 , …, αK through maximum likelihood or its
approximations (Bishop, 2006).
The current literature has been focusing on deep generative models parameterized by neural networks. The adoption of Stochastic backpropagation and approximate Bayesian inference, deep neural networks and adversarial learning
have made these models extremely flexible and accurate in describing the properties of the data. In the following, we
shall review two main approaches and will study how they can be adapted to the task of modeling high-dimensional
discrete data.

4.1 | Variational autoencoders
A VAE is an artificial neural architecture that combines traditional autoencoder architectures (Baldi, 2012) with the
concept of latent variable modeling (Murphy, 2012). Essentially, we can assume the existence
latent
 of a K-dimensional

space Z, that can be the generation engine of the samples in X . The transactions X ¼ x 1 , …, x η can be modeled
through a chain dependency: (i) given a distribution Pθ (over the parameter set θ) we can sample z  Z, and (ii) given a
z and another distribution Pϕ (over the parameter set ϕ) we can sample x. Hence, the likelihood of X can be specified
as the marginalization over Z:
P ðX Þ ¼

η
Y

P ðx i Þ ¼

i¼1

η Z
Y
i¼1

zZ

Pϕ ðx i jzÞPθ ðzÞdz

The core idea is that even complex dependencies can be explained by normally distributed variables. Hence, the distribution Pϕ ðx i jzÞ can be seen as a function that maps the realizations z into such dependencies. A simple way to implement Pϕ is by exploiting a neural network, whose input is z and whose parameters are ϕ.
Optimal values of ϕ can be found by trying to maximizing PðX Þ (or more conveniently its logarithm), according to
the maximum likelihood principle. Unfortunately, the maximization of logPðX Þ is typically an intractable problem that
requires the exploitation of heuristics. Variational inference (Blei et al., 2017) introduces a proposal distribution Qðzjx Þ,
whose purpose is to approximate the true posterior Pðzjx Þ. By considering a single sample x  X , by Jensen's inequality
and the concavity of the logarithm we can in fact observe the following:
R
logPðx Þ ¼ log z  Z PðxjzÞPðzÞdz
R
P ð zÞ
¼ log z  Z Qðzjx ÞPðxjzÞ
dz
Qðzjx Þ

R
P ð zÞ
dz
≥ z  Z Qðzjx Þlog PðxjzÞ
Qðzjx Þ
¼ E z Q ½logPðxjzÞ  KLðQðzjx Þ k PðzÞÞ
In short, the inequality
logPðxÞ ≥ Ez

Q ½logPðxjzÞ  KL½Qðzjx Þ k P ðzÞ

ð13Þ

defines a suitable approximation of the likelihood, which depends on the choice of Q. In practice, the right-hand side of
the inequality (called evidence lower bound, ELBO) offers a tractable version of the likelihood when Q is accurately
chosen.
Based on the above inequality, a VAE can be devised by concatenating two neural networks: an “Encoder,” that
maps an input x into a latent variable z, exploiting Qλ ðzjx Þ, and a “Decoder” that reconstructs x by applying Pϕ ðxjzÞ to
z. The loss function of VAE is based on the ELBO devised Equation (13):
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ℒðλ,ϕ;X Þ ¼

1X
1X
ELBOðx, λ, ϕÞ ¼
Ez
ηx  X
ηx  X

Qλ

logPϕ ðxjzÞ  KL½Qλ ðzjx Þ k PðzÞ

As a consequence, by solving the optimization problem argmaxλ,ϕ ℒðλ, ϕ;X Þ we can finally find a suitable approximation of the likelihood function. The issue with this formulation is that the optimization with regards to λ can be problematic. In fact, optimizing the term E z Qλ logPϕ ðxjzÞ would require sampling from the proposal distribution Qλ ðzjx Þ
that we want to optimize. However, sampling is a nondeterministic function that depends on λ and is not differentiable.
Monte Carlo approximations are prone to high variance and consequently to instability in the learning process, which
is hence likely to produce weak solutions.
Kingma and Welling (2014) proposed to overcome this issue by resorting to a reparametrization trick: instead of
sampling z directly from Q, we can sample an auxiliary noise variable ϵ according to a fixed distribution PðbsϵÞ, and
then obtain z by means of a deterministic transformation which depends on both λ and ϵ. In practice, λ would model
the core properties of the distribution underlying Qλ ðzjx Þ, whereas ϵ models the stochastic nature of the sampling. To
illustrate this, we can model Q as a Gaussian distribution Qðzjx Þ ¼ N ðzjμλ ðx Þ,Σλ ðx ÞÞ, whose parameters μλ ðx Þ, Σλ ðx Þ are
obtained through a neural with input x and λ representing network weights and biases. By exploiting the properties of
the Gaussian, the sampling z N ðzjμλ ðx Þ,Σλ ðx ÞÞ, we can obtained by sampling from an auxiliary standard-normaldistributed variable ϵ N ð0, I K Þ, and then obtain zλ ðϵ, x Þ ¼ μλ ðx Þ þ σ λ ðx Þ  ϵ.
The original VAE framework (Kingma & Welling, 2014; Rezende et al., 2014) assumes z to be a standard normal
random variable, that implies θ ¼ f0,I K g and z N ð0,I K Þ. It turns out that the KL-divergence between two Gaussian
distributions has a closed form:
KL½N ðμ1 , Σ1 Þ k N ðμ2 , Σ2 Þ ¼



1
j Σ2 j
T 1
log
 K þ tr Σ1
2 Σ1 þ ðμ2  μ1 Þ Σ2 ðμ2  μ1 Þ
2
j Σ1 j

By simplifying the Σλ ðx Þ parameter into a diagonal matrix, that is, Σλ ðx Þ ¼ diagðσ λ,1 ðx Þ, …, σ λ,K ðx ÞÞ, we can finally obtain
a fully tractable loss function:
(
K 
X 1X

ℒðϕ, λ; X Þ ¼
σ λ,k ðx Þ  1  logσ λ,k ðx Þ þ μλ,k ðx Þ2  E ϵ
2
xX
k¼1

)
N ð0,I Þ

logPϕ ðxjzλ ðϵ, x ÞÞ

ð14Þ

To summarize, by using the loss 14 we can learn the parameters λ and ϕ, and consequently the encoder Qλ ðzjx Þ and the
decoder Pϕ ðxjzÞ.
The reference model that we shall investigate for discrete high-dimensional data is the
multinomial variational autoencoder proposed in (Liang et al., 2018). This framework devises x according to the generative setting:
z

N ð0, I K Þ

n h
io
π ðzÞ ¼ softmax exp f ϕ ðzÞ
x

ð15Þ

Multiðn;π ðzÞÞ

The Decoder is modeled by:
logPϕ ðxjzÞ ¼

n
X

x i logπ i ðzÞ

i¼1

thus enabling a complete specification of the overall variational framework.
Generation for new itemsets is accomplished by resorting to the learned function f ϕ . The overall process can be
devised according to the above algorithmic scheme:
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(a) Real data mapping inZ

FIGURE 3

(b) Synthetic data generation using alg. (1)

(c) Synthetic data generation using alg. (2)

Illustration of the data generation process within VAE

In short, each transaction x i is characterized by a size (sampled from a Zipf distribution with parameter α)
and a latent Gaussian variable zi upon which the sampling distribution π ðzi Þ relies. The parameter of the
Zipf distribution can be estimated from the initial dataset. Below we report typical values for popular benchmark
datasets.
This first algorithm has a strong drawback due to the sampling of z, in fact, the term zi N ð0,I K Þ in Equation (15)
represents a strong bias in data generation. It assumes that data maps into the latent space according to standard normal distribution, but this assumption is very likely to not hold in many cases. To better fit the data domain, we can
modify the algorithm according to the following generation process:
The new procedure requires X , a real dataset that can represent the transaction domain. Initially, it trains a
VAE over X (function train_VAE). This operation produces the embeddings Z that can be clustered by an
Expectation Maximization algorithm (Dempster et al., 1977) for Gaussian Mixture (function gmm_EM). The
clustering algorithm provides, for each cluster c, the number mc of items belonging to its shortest transaction, its probability ξc , and its mean μc and standard deviation σ c in the latent space Z. These parameters are the key setting to feed
the loop generating synthetic transactions. For each generation: (i) a cluster c is chosen according to a
multinomial distribution over the probability distribution ξ; (ii) a number N i of items is determined by the sum of mc
and a Zipf distribution governed by the input parameter α; (iii) a new latent representation zi is created by
sampling from a normal distribution with mean μc and standard deviation σ c ; and finally, (iv) a brand new synthetic
transaction x i is generated by selecting N i items through a multinomial sampling over the VAE decoder distribution
πðzi Þ.

4.1.1

| Analysis

In order to provide a practical idea of the generative capability of a VAE, we can consider a simple
example. Let us supposed to deal with a transaction domain, related to a very large item space, that is characterized by only two main patterns (i.e., maximal frequent itemsets): this means that each transaction is a variation of one of the two patterns by including some other rare items which are not able to generate a third
frequent itemset.
We built a dataset X composed by η ¼ 4000 transactions that are sampled over a domain of n ¼ 1000 items. The first
pattern p1 is the transaction containing only the first 100 items in the domain, while the second one p2 contains only
the last 100 ones. We set the probability of sampling from p1 to 60% and to 40% for p2 (according to an exponential
prior) and each transaction x  X was generated as follows:
First, a pattern pi between p1 and p2 has been chosen according to their probabilities, than a number N i of noisy
items ζi was sampled through a truncated to 20 exponential function. ζ i items were collected according to a discrete
uniform distribution over the candidates list (items not in p1 or p2 ) and were added to pi to obtain the new sample x i .
Notice that, since n  N i , it is very unlikely to generate an unexpected third pattern.
The encoder of a VAE can map the transactions into the latent space Z splitting them into two clouds of
points; a possible 2D graphical representation of this generated data is depicted in Figure 3a, where the red dots belong
to p1 , while the blue ones to p2 . By applying the algorithms Algorithms 1 and 2, to generate new synthetic datasets, we
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Algorithm 1
Itemset generation using variational autoencoders
Data: Itemset size parameter α;
η0 number of transactions to generate. 

Result: A new synthetic database X 0 ¼ x 1 , …x η0 of transactions.
For i  f1, …, η0 g do
N i Zipf ðαÞ;
zi N ð0,I K Þ;
x i MultiðN i ; π ðzi ÞÞ;
end

Algorithm 2
Itemset generation via mixtures of Gaussian posteriors
Data: A real dataset X representing the transaction domain.
Itemset size parameter α;
η0 number of transactions to generate. 

Result: A new synthetic database X 0 ¼ x 1 , …x η0 of transactions.
Z ¼ train_VAE ðX Þ;
fðm1 , ξ1 , μ1 , σ 1 Þ, …, ðmM , ξM , μM ,σ M Þg ¼ gmm_EM ðZ Þ;
for i  f1, …, η0 g do
c Multið1; ξÞ;
N i mc þ Zipf ðαÞ;
zi N ðμc , σ c Þ;
x i MultiðN i ;π ðzi ÞÞ
end

obtained the results shown in Figure 3b and Figure 3c, respectively. The former shows a low capability of representing
the data domain, being only able to generate data around the coordinates ð0, 0Þ in a single pattern of the latent space,
while the latter seems to well fit the domain, by isolating the two input patterns in the same latent regions of the
original data.

4.2 | Generative adversarial networks
4.2.1

| General framework

We have seen in the above section that a generative approach based solely on VAEs can be problematic when the
original data exhibit multiple modalities. The fact is that a VAE aims at approximating the likelihood, thus in a
sense it still tries to maximize the likelihood. However, the approaches based on maximum likelihood have been
shown to suffer from over-generalization (Theis et al., 2016). Let Pr denote the true data distribution, and Pθ a generative distribution parameterized by θ. The maximum likelihood approach finds the parameter b
θ maximizing the empirical evidence, or alternatively minimizing the Kullback–Leibler divergence between the true and the generative
distribution:
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Algorithm 3
Synthetic transaction generation with two frequent itemsets
Data: The number of items n;
The frequent itemsets fp1 , p2 g as binary vectors;
The number of transactions to generateη

Result: A new synthetic database X ¼ x 1 , …x η of transactions.
candidates ¼ f1, …, ng  p1  p2
for i  f1, …, ηg do
pi BinomialðPðp1 Þ, Pðp2 ÞÞ
N i TruncatedExpð20Þ
ζ i DiscreteUniformðfloor ðN i Þ;candidatesÞ
x i ¼ pi þ ζ i
end

FIGURE 4

Difference between maximum likelihood and adversarial learning. The red lines represent Pr and the blue lines represent Pθ

b
θ ¼ arg max x Pr ½logPθ ðx Þ
θ
Z
Ptrue ðx Þ
¼ arg max
dx
Ptrue ðx ÞlogPθ ðx Þ
θ
Ptrue ðx Þ
x
Z
Z
P θ ðx Þ
dx þ
Ptrue ðx Þlog
Ptrue ðx ÞlogPtrue ðx Þdx
¼ arg max
θ
Ptrue ðx Þ
x
x
Z
P θ ðx Þ
dx
Ptrue ðx Þlog
¼ arg max
θ
Ptrue ðx Þ
x
Z
Ptrue ðx Þ
dx
Ptrue ðx Þlog
¼ arg max 
θ
P θ ðx Þ
x
Z
Ptrue ðx Þ
dx
Ptrue ðx Þlog
¼ arg min
θ
P θ ðx Þ
x
¼ arg min KL½Pr k Pθ 
θ

Maximum likelihood is consistent: it can learn any distribution, provided that it is given infinite data and the model
space for θ has sufficient capacity. However, when data from Pr is limited, the analysis of the above equivalence shows
that there can be instances where Ptrue ðx Þ < Pθ ðx Þ. In such case, in fact, the contribution of such instances to the
Kullback–Leibler is 0, and still the model Pθ does not provide a reliable approximation of Pr . Figure 4a shows this with
an example on one-dimensional data.
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GANs (Goodfellow et al., 2014a) propose an alternative modeling which departs from the maximum likelihood and
instead focuses on an alternative optimization strategy. In order to learn the probability space Pθ , Adversarial Networks
rely on an auxiliary classifier D trained to discriminate between real and generated data. In practice, optimality can be
achieved when x Pθ indistinguishable from x Pr . The training process can be hence devised as a competitive game,
with the generator trying to produce realistic samples, starting from random samples in the latent space Z, and the classifier focusing on the detection of generated data. By denoting with ϕ the parameters of the classifier D, we can define a
value function V ðϕ,θÞ as
V ðϕ, θÞ ¼ x

Pr

logDϕ ðx Þ þ x

Pθ



log 1  Dϕ ðx Þ :

ð16Þ

The adversarial game is set up by solving the optimization problem
min max V ðϕ, θÞ:
θ

ϕ

In practice, by minimizing ϕ we ensure that Dϕ is capable of discriminating between real and generated data. By contrast, the maximization of θ aims at “fooling” Dϕ , by generating data for which the response of the classifier is not
consistent.
It can be shown (Goodfellow et al., 2014a) that the adoption of this alternate optimization is equivalent to train θ to
minimize the Jensen–Shannon divergence, defined as
1
½Pr k Pθ  ¼ ð½Pr k Pθ  þ ½Pθ k Pr Þ:
2

ð17Þ

Differently from the approaches based on maximum likelihood (which minimize the directional Kullback–Leibler
divergence), minimizing the Jensen–Shannon has the objective of a complete adherence of Pr and Pθ . Figure 4b shows
this difference on the same true distribution illustrated in Figure 4b.
The algorithmic scheme for learning both θ and ϕ is outlined in Figure 4 (Algorithm 4).
Besides the general scheme, the adoption of GANs for data generation poses some questions that we will try to
answer in the next subsections.

Algorithm 4
Adversarial learning
for number of training iterations do
for number of discrimination steps do
Update ϕ by ascending

rϕ x

Pr

logDϕ ðx Þ þ x

Pθ



log 1  Dϕ ðx Þ

end
for number of generation steps do
Update θ by descending

rθ x
end
end

Pθ


 
log 1  Dϕ ðx Þ
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| Discrete data

Within the learning process, the first issue is how to compute the gradient of the generator, namely

rθ  x

Pθ


 
log 1  Dϕ ðx Þ :

Once again, the main problem is how to compute the gradient of the expectation. In practice, passing the gradient to
the generator is not trivial and some assumptions are needed. Within continuous domains such as image data
(i.e., where x  ℝHW ), a typical trick consists in structuring the generator as a neural network Gθ : ℝK 7! ℝHW which
depends on a latent code z Pz (where Pz represents a prior such as, e.g., a uniform distribution). As a consequence,
the gradient can be rewritten as
z

Pz



rθ log 1  Dϕ ðGθ ðzÞÞ ,

and can backpropagate through G.
Transactions, on the other side, represent discrete elements, where x  f0, 1gn . The main problem with discrete
domains is that the resulting neural network G, in order to map the latent code z into f0, 1gn , has to introduce discrete
random variables at some point in the computation. As a consequence, backpropagation does not directly apply and a
workaround is needed.
The simplest workaround is to admit a continuous relaxation of the output of the generator. Just like with the VAE,
the output of G can be modeled a multinomial probability (with no direct sampling channel), rather than a binary vector. However, there is a major problem with this: the input of the discriminator would be a softmax distribution from
the generated transactions, and a binary vector for the real transactions. As a result, the discriminator could easily tell
them apart, with the result that the GAN would get stuck in an equilibrium that is not good for the Generator. Different
formulations of the adversarial training (based on Wasserstein distance [Arjovsky et al., 2017], to be discussed in
Section 4.2.3) can partially mitigate this issue. Also, using an approximated embedding layer (Xu et al., 2017) to map
both real and generated transactions into dense representations can solve this. In practice, the discriminator D would
be trained to provide a response on r ðx Þ rather than x, where r is a pretrained embedding mapping itemsets into a
lower dimensional space according, for example, to their closeness.
A possible solution is to consider the generative model as a stochastic parametrized policy which can be trained by
policy gradient (Sutton et al., 2000). The latter naturally avoids the differentiation difficulty for discrete data in a conventional GAN, by means of the equality

rθ x

Pθ


 
log 1  Dϕ ðx Þ
¼ x

Pθ



log 1  Dϕ ðx Þ rθ logPθ ðx Þ :

However, the problem with this solution lies in the estimation of the mean x
tion of the complete domain space,
x

Pθ



log 1  Dϕ ðx Þ rθ logPθ ðx Þ ¼

X

Pθ .

Exact estimation requires an explora-



Pθ ðx Þlog 1  Dϕ ðx Þ rθ logPθ ðx Þ

x  f0, 1gn



which is clearly intractable when n is large. We can introduce Monte Carlo approximation: given a set x 1 , …, x η where
x i Pθ ,
η



1X 
Pθ ðx Þlog 1  Dϕ ðx Þ rθ logPθ ðx Þ ≈
log 1  Dϕ ðx i Þ rθ logPθ ðx i Þ
η
i¼1
x  f0,1gn

X

Again, the approximation is prone to high variance as it strongly depends on the size η of the sample. As a consequence,
the learning process can become extremely unstable and the resulting Pθ poorly fits Pr and variance reduction techniques need to be employed.
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Alternative solutions to this issue consider the adaptation of the Gumbel–Max trick (Maddison et al., 2017). The
trick essentially consists in a refinement of the continuous relaxation through Softmax/Sigmoid distribution by exploiting the concrete distribution (also referred to as the Gumbel-Softmax/Sigmoid distribution in [Jang et al., 2017]). To
illustrate this, consider a categorical distribution with class probabilities π 1 , …, π n . Maddison et al. (2017) provide a simple way of drawing a sample ξ from such distribution as
ξ ¼ one_hot arg max½log π i þ gi 
i

ð18Þ

where gi ¼ logðlogui Þ (with ui Uniformð0, 1Þ) are samples drawn from the Gumbel distribution.1 In fact, it can be
shown that, with the above construction, ξ Catðπ 1 , …, π n Þ. This simple trick allows to introduce a reparametrization in
the style of (Kingma & Welling, 2014), which allows a control of the variance in the sampling procedure. In practice,
when the logits of the discrete distribution depend on a parameter set θ (i.e., Catðπ 1 , …, π n Þ  Catðπ 1 ,…, π n jθÞ), the reparametrization trick induces the equivalence
rθ ξ

Catðπ 1 ,…,π n jθÞ ½f ðξÞ ¼  u

i

0
Uniformð0,1Þ ½ f ðξÞ  rθ ξ

i ¼ 1,…n
and the problem hence becomes the estimation of the gradient of Equation (18). The latter is still indefinite
because of the nondifferentiable argmax operator, but it can be approximated by the Gumbel-Softmax distribution e
ξ,
defined as
e
ξk ¼

expððlogπ k þ gk Þ=τÞ

 
M
P
exp logπ j þ gj =τ
j¼1

where τ is a temperature parameter. The resulting distribution is smooth for τ > 0 and has the property that
limτ!0e
ξ ¼ ξ. We can hence devise a Straight-Through (ST) Gumbel approximation rθ ξ ≈ rθe
ξ, with the further trick to
annihilate the temperature τ during the training process to make the trade-off between smooth samples and small
variance.
The concrete distribution allows to sample single items from a categorical distribution. The
generation of a transaction x  f0, 1gn requires additional refinements, since the objective is to generate an itemset
instead.
• We can decompose the problem in two steps: First, identify the number k of items to generate. Then, given k, a subset of k items can be obtained by repeatedly sampling from the Gumbel-Softmax. Xie and Ermon (2019), propose an
extension to the Gumbel-max trick which perturbs the log-probabilities of a categorical distribution with Gumbel
noise and takes the top-k elements to produce samples without replacement. The extension introduces on a differentiable approximation of a top-k operator, in the same vein as the Gumbel-Softmax proposes a differentiable approximation to argmax. The intuition is to emulate a repeated sampling with the guarantee that items previously drawn
are not resampled: By defining the sequence 8i  f1, …,ng

ð1Þ

αi ¼ logπ i þ gi


ðt Þ
exp αi =τ
ðt Þ
pi ¼ n


P
ðt Þ
exp αj =τ
j¼1
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ðtþ1Þ

αi



ðt Þ
ðt Þ
¼ αi þ log 1  pi ,

where the superscript ðtÞ nindicates the
o iteration step in the loop for t  f1, …,k g, we can finally obtain an approximation
P
ðt Þ
ðt Þ
e
x ¼ kt¼1 pðtÞ , with pðtÞ ¼ p1 , …,pn . Again, it can be shown that, when τ ! 0, each pðtÞ converges to a one-hot vector
and consequently e
x to an itemset.
• Alternatively, x can be considered as a the result of sampling from a joint distribution of n binary random variables
x i Bernoulliðπ i Þ, for which a simple adaptation of the Gumbel-Max trick (Maddison et al., 2017) yields

xi ¼

with u

1 if log u  log ð1  uÞ þ log π  log ð1  π Þ > 0
0 otherwise

Uniformð0, 1Þ. Again, by defining αi ¼ logπ i  logð1  π i Þ, we can exploit the Sigmoid relaxation

log u  logð1  uÞ þ αi
e
x i ¼ 1 þ exp
τ

1

from which the approximation x can be devised.

4.2.3

| Extensions

Despite its elegance in modeling, there are a number of issues with GANs that the recent literature is still investigating.
First of all, the training process with GANs can be extremely unstable. Unlike other neural network architectures, a
GAN does not have a fixed optimization minimum during training. Rather, the optimization minimum changes dynamically during the training procedure. The result is that the overall optimization does not converge to a minimum but to
a potentially unstable equilibrium. Regularization (Roth et al., 2017) and improved training through noise (Arjovsky &
Bottou, 2017) partially mitigate these issues.
However, one of the sources of instability is given by the difficulty in training a good generator, when the underlying distributions are supported by low-dimensional manifolds. In situations where Pr and Pθ are perfectly separable,
the auxiliary discriminator provides little feedback to the generator (which exhibits a vanishing gradient), which consequently does not learn to generate realistic data. The problem is to effectively measure the distance between Pr and Pθ ,
rather than their separability, and to use this distance as a feedback to the generator. Wasserstein GAN (Arjovsky
et al., 2017) (WGAN) is an extension to the GAN model that adopts such a change. Within a WGAN, the discriminator,
does not model the probability of a generated x being “real”: Rather, it quantifies the “realness” of x. This change complies theoretically with a different optimization objective: instead of minimizing the JS divergence of Equation (17), a
WGAN minimizes the Earth Mover (or Wasserstein) distance between Pr and Pθ , through the objective
min max Ex
θ

ϕ:kDϕ kL ≤ 1

Pr ½Dðx Þ  Ex Pθ ½Dðx Þ

Here, the constraint k Dϕ kL ≤ 1 denotes that Dϕ is required to be a 1-Lipschitz function. The constraint on Dϕ can be
enforced by clipping the weights (Arjovsky et al., 2017), or alternatively stabilizing the gradient (Gulrajani et al., 2017)
during the learning process. The adaptation with the Wasserstein criterion allows to train a Dϕ that approximates the
real distance between Pr and Pθ . As a consequence, there is no need to balance the capacity of Gθ and Dϕ and the overall learning process is more stable, with a resulting a more robust generator.
Another advantage of WGAN is the capability to deal with mode collapse, which occurs when the adversarial game
gets stuck in a local minimum where generator identifies a subspace that the discriminator has difficulty in detecting.
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Illustration of the data generation process within GAN and WGAN models

Originary experimental dataset

Tuple ID

i1

i2

i3

i4

nd

t1

1

0

1

1

210

t2

0

1

0

1

140

t3

1

1

1

0

110

t4

1

0

0

0

100

t5

1

1

0

0

90

t6

0

0

0

1

80

t7

0

1

1

0

70

t8

1

1

0

1

70

t9

0

1

0

0

70

t 10

1

0

1

0

60

Itemset

Frequent

Support

i1

Y

640

i2

Y

550

i3

Y

450

i4

Y

500

i1 , i2

Y

270

i1 , i3

Y

380

i1 , i4

Y

280

i3 , i4

N

210

i2 , i3

N

180

i2 , i4

N

210

This situation is illustrated in Figure 4b, where only one modality is identified, as it represents a viable solution to the
adversarial game. The adoption of the EM criterion can better model the difference between the two distributions, thus
alleviating the mode collapse.
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TABLE 5

Discrepancy

Patterns

IFM

IFMI

IFMD

IFMDI

IFMDI – 5%

VAE

VAE  ft 4 , t6 g

IFMDI – 5%  ft 4 ,t 6 g

Transactions

33.00%

12.00%

48.00%

50.00%

4.80%

7.00%

36.00%

23.10%

3.68%

0.82%

1.91%

0.82%

0.11%

3.02%

16.68%

4.71%

Items and item pairs

FIGURE 6

Details of the discrepancies on the number of duplicates between the original dataset and IFM-based techniques

FIGURE 7

Details of the discrepancies on the itemsets support between the original dataset and IFM-based techniques

4.2.4

| Analysis

To perform an empirical comparative analysis between GAN and WGAN we used the same dataset X described in
Section 4.1.1 generated by Algorithm 3. We trained a GAN and a WGAN model, based both on the Bernoulli's
approach. This time, we have no information or assumption about the prior distribution of the latent variable Z, so we
decided to explore the whole domain Z. Both the models were trained by feeding them latent vectors z of size 2, whose
elements are randomly sampled from a Uniform distribution and, then, were exploited to generate 20,000 data points
that were clustered according to their distance with respect to the two patterns. The results of this kind of analysis are
shown in Figure 5:
• Figure 5a shows that the GAN model collapsed on the first patter, associating all the latent point to it (red dots);
• Figure 5b highlight the capability of the WGAN model to mitigate the mode collapsing issues, dividing the latent
space into two regions: the red one, corresponding to p1 , covers the 60% of the space, while the blue one,
corresponding to p2 , covers the 40% of it. As it can be noticed, the coverage reflects the prior probabilities of the
patterns.
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FIGURE 8
and t 6

Details of the discrepancies on the number of duplicates between VAE and IFM-based techniques, without transactions t 4

FIGURE 9

Details of the discrepancies on the itemsets support between VAE and IFM-based techniques, without transactions t 4 and t 6

5 | C O M P A R A T I V E AN A L Y S IS
In this section we compare the two approaches discussed in Sections 3 and 4 by analyzing their behavior on a set of
controlled experiments. For these, we use a toy dataset, shown in Table 4, comprising 4 items upon which 10 patterns
are selected. The dataset used in the experiments is hence built by replicating such patterns with some fixed frequencies. We use the following approaches to generate the synthetic datasets:
• IFM: IFM formulation with support constraints on the frequent itemsets. In our analysis the frequent itemsets are all
the itemsets with a support greater or equal of 250.
• IFMI: IFM formulation imposing that the supports of all the infrequent itemsets to be lower or equal than a fixed
threshold. In our analysis, the threshold is 210.
• IFMD: IFM formulation imposing that the number of duplicates for all the transactions to be lower or equal than a
fixed threshold. In our analysis, the threshold is 100.
• IFMDI: IFMD merged with IFMI .
• IFMDI5%: IFMI formulation imposing that each transaction has a number of duplicates that differ less than 5% from
the number of duplicates in the original dataset.
• VAE: Variational Auto Encoder generator.
• VAE–{t4, t6}: VAE without the generation of t 4 and t 6 transactions (see Table 4) by means of sampling with rejection.
• IFMDI5%–{t4, t6}: IFMDI – 5% formulation imposing the number of duplicates for t 4 and t 6 to be zero.
Table 4 shows the details of the dataset and the patterns exploited. The purpose of the experiments is to observe the
reconstruction process in both methods and compare the resulting reconstructed datasets. The comparison relies on the
transactions (t 1 …t 10 in the table) as well as both simple items and item pairs. We evaluate the faithfulness of the
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FIGURE 10

Details of the discrepancies on the number of duplicates between VAE and IFM-based techniques

FIGURE 11

Details of the discrepancies on the itemsets support between VAE and IFM-based techniques

FIGURE 12

Two-dimensional representation of the latent space
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FIGURE 13
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Execution times of autoencoder, IFM, IFMD, and IFMI for the datasets BMS-WebView-1 and T10I4D100K

reconstruction in two respects: (1) whether the patterns are reproduced and (2) whether their frequencies are faithful.
The empirical comparison we propose is meant to better characterize both groups of methods, with their advantages
and limits. We deliberately choose to use a toy dataset, where the number of patterns is low and the same patterns are
simple. This allows us to carefully analyze the results of the generation and compare the methods on them.
A simple metric to measure the reconstruction accuracy is the discrepancy S, computed as
P
S¼

i

j D i  Oi j
P
,
Oi
i

where, for a pattern i (either a transaction or an item pair), Di and Oi represent the frequency of the pattern in the
reconstructed and original dataset, respectively. Table 5 reports the values of discrepancy, which are further detailed in
Figures 6–9.
We first analyze the results of the reconstruction for a VAE-based generative model by means of Algorithm 2. Figures 10 and 11 show a comparison with IFMDI – 5% , the IFM-based formulation which provides the best performances.
The reconstruction provided by IFMDI – 5% is extremely faithful, both on the itemsets and the transactions. This because
this formulation enforces that the number of duplicates of each transaction differs less than 5% from the number of
duplicates in the original dataset. Figure 12 shows the details of how the original patterns are mapped into the latent
generative space: the leftmost picture shows the mapping of the original data, and the rightmost shows how the generation results from a larger region of the latent space. The main advantage of the approach based on generative modeling
through latent variables is that the latter allows to control the reconstruction process. By acting on the latter we can
modify the characteristics of the reconstructed space. For example, we see that transaction t 11 (the only spurious transaction generated by VAE) is placed in a specific region, denoted by a red star in the figure. Sampling repeatedly from
that region would allow us to change the overall distribution of the transactions while still maintaining the itemset
distribution.
By contrast, the IFM-based approaches are in general successful in maintaining the itemset distributions. However,
they tend to produce a higher noise with transactions unless not explicitly constrained by the IFMDI – 5% formulation
(see Figures 6 and 7). This noise can in principle be considered an advantage in specific contexts where a differentiation
from the original dataset is required (e.g., due to privacy concerns).
In principle, the adoption of IFM allows to implement a reconstruction “by design,” by choosing which itemsets to
maintain or suppress. As an evidence, we report the cases of IFMDI – 5%  ft 4 , t 6 g and VAE  ft 4 ,t 6 g, where transaction
t 4 and t 6 are removed from the generation phases. In fact, Figures 8 and 9 shows that IFMDI – 5%  ft 4 , t 6 g keeps the
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number of duplicates and the supports almost similar to the ones of the original dataset, while VAE  ft 4 , t 6 g changes
many of them to remove the two transactions.
We extend the comparison also to by analyzing the running time of the proposed methods. To do so, we consider
the datasets in Figures 1 and 2 and reports the results of the execution times in Figure 13. The approach based on generative modeling is in general more efficient. However, constraint-based generation is sensitive to the frequency threshold
and a suitable tuning can make these approaches comparable.
To summarize, these experiments support an underlying intuition: Constraint-based generation allows more control
on the expected outcome at the expense of a higher computational cost, whereas probabilistic generative models provide more faithful reconstructions but are less controllable. This essentially means that, without any further modeling
artifact (that we do not consider here), generative models are prone to fail in providing tailored reconstructions where
some patterns can be suppressed and new ones introduced. By contrast, constraint-based generation is more suitable
for reconstructions “by design.”

6 | C ON C L U S I ON S
This article has provided an overview about state-of-the-art approaches for synthetic transactional data generation. A
transaction has been modeled as a high-dimension sparse itemset, that can be mapped into a binary vector, defined
over the item space. The goal of the generation is to build synthetic transactions with a high degree of realism, by:
(i) keeping all the statistical properties of a reference domain, (ii) avoiding to introduce inexistent or unexpected patterns, and (iii) preventing any data leakage of confidential information. In this perspective, the biggest challenges to
tackle are essentially the scalability of the discovery of the patterns, due to their exponential explosion, the exploration
and understanding of the complex manifold that may characterize the domain.
The algorithms, investigated in this work, are actually machine learning models, which need a training phase for
learning the underlying patterns in a real dataset extracted from the domain, before being able to infer new data. The
studied approaches can be divided into two families:
• Inverse frequent itemset mining (IFM), whose objectives are to: (i) find out the frequent itemsets (of any size) in the
training set, (ii) exploit them as constraints for the new data generation, and (iii) prune unexpected patterns;
• Probabilistic generative models (PGMs), which map the training data patterns into suitable data generative functions
from which sampling the synthetic data.
According to our analysis, the IFM approaches result to be extremely flexible and understandable; they enable the control of the data generation procedure by the direct identification of the discovery patterns to preserve. On the other
hand, they proved to have extremely onerous computational costs, to the point of not being feasible in highdimensional contexts. An opposite conclusion has been obtained by analyzing PGMs: they are extremely fast and accurate, but strongly lacking in control, flexibility, and understandability.
We argue that the need for methods for synthetic data generation is crucial when real-life datasets are scarce or
incomplete (due essentially to privacy concerns or high costs of data collection), or even inaccurate (due to inconsistencies in the data collection process). This is an extremely relevant topic in several areas, including, but not limited to,
financial services, healthcare, manufacturing, security, marketing and social media. We would like to stress that in all
these scenarios the aforementioned issues are likely to occur and, since the data can be deemed “transactional”
(i.e., organized in transactions representing events or properties), the approaches that we survey here can be applied.
For example, when transactions represent patients' health records, synthetic data generation can be exploited to generate data preserving all the original statistical properties. Thus, the generated data can be distributed as a viable alternative to the adoption of complex data anonymization processes. More in general, synthetic data generation can be used
with several objectives.
• Data quality improvement. Generated data fit the original patterns, hence, they are: smooth (with low presence of
outliers); and denoised (since noise is not learnt);
• Domain focus. Generation algorithms allow generation control: empowerment of chosen patterns; class imbalance
mitigation; and smart oversampling;
• Reducing the costs of data collection. Collecting brand new data may be expensive in term of resources or time;
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• Support for next data manipulation and analysis. Smart data compression (data can be summarized by the functions and the
patterns learnt by the data generation algorithms); Improved classification (the generating algorithms can be exploited to
produce samples hard to predict, in order to force any classifier to better define their decision boundaries);
• Data obfuscation, since synthetic data generation enables a control of which information to highlight or hide.
As future work, an interesting research line is trying to investigate and define novel methodologies and techniques that
are able to take advantage of IFM and PGMs, by combining their strong points and mitigating their weakness. Another
promising research line is to apply the combination of the two approaches to NoSQL applications by considering the
extension of IFM that has been recently proposed in (Saccà et al., 2019). This extension considers more structured
schemes for the datasets to be generated, as required by emerging big data applications, for example, social network
analytics.
To this end, the basic simple schema RðK, AÞ is replaced with a more general NoSQL schema

R K, A1 , …, Ap , A1 , …, Aq Þ, where K is the table key, A1 , …, Ap are single-valued attributes, and A1 , …,Aq are multi-valued
attributes. This problem reduces to classical case when p ¼ 0 and q ¼ 1, that is, there is exactly one multi-valued attribute. As an example, consider individuals who are characterized by the SV attributes Gender, Location and Age and by
the MV attributes Groups and Events: an individual may belong to various groups and may attend a number of events.
A transaction I ¼ ½Male, Rome, 25, fg1 , g4 g, fe1 ,e3 g represents a 25-year old male individual located in Rome who
belongs to the groups g1 and g4 and attends the events e1 and e3 .
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