I
recently attended a workshop at my university on research bibliometrics, defined as "the quantitative analysis of scholarly output." It was something of an eye-opener.
Of course, many of us are aware of impact factors, h-indices, and so forth, but what surprised me was the sheer scale and sophistication of the apparatus that has emerged in recent years to assign a numerical value to aspects of research performance. These metrics are increasingly used for all kinds of important decisions, especially in the academic world: who will be appointed or promoted, what research grants will be awarded, how the research performance of groups or even entire universities will be evaluated. They acquire a certain legitimacy in that clearly excellent work achieves a high score while obviously weak research scores poorly. However, in between (at least in my view), the situation is much more complex and problematic.
Most metrics are based on the quantification of citation impact, which varies widely within disciplines. They are also poor at measuring impact with practitioners: for example, a paper may have a relatively low number of citations but might be extensively downloaded from IEEE Xplore and widely used by working engineers, leading to a high impact not measured by the common impact factors.
Particularly disquieting is the ease with which a particular research metric can quickly become a proxy for research quality-even though the link is not always clear or justified. Ultimately, I feel that the assessment of research quality is a judgment best made by experts in the field, and even that assessment may change significantly over time: there are plenty of examples of papers whose value became apparent only many years after their publication. It seems to me that the surest indicator of research quality within a community is the existence of a true quality culture, together with a commitment to upholding research integrity-not the computation (with the associated risk of manipulation) of simplistic numerical metrics.
The workshop made me reflect on the culture of research quality within the IEEE Microwave Theory and Techniques Society (MTT-S). I believe our community has a strong ethos of quality (for which we can be justly proud), sustained by the largely unpaid efforts of our army of volunteer peer reviewers, editors at different levels, conference organizers, and so on, who are committed to upholding the scientific originality and technical excellence of the Society's publications. The Society's leadership-the president and officers, Administrative Committee members, and other committee chairs-has shown a consistent dedication over many years to protecting and enhancing quality within the Society.
For example, the reviewers of our premier journal, IEEE Transactions on Microwave Theory and Techniques, are asked directly whether a submitted paper represents a "new and original" contribution, and a high bar is set in terms of meeting the verification requirement for research results. In addition, all subcommittee members on the Technical Program Review Committee for our flagship conference, the IEEE MTT-S International Microwave Symposium, read all submissions assigned to that committee (maybe 30 or more) and meet together face to face to discuss each paper in detail. Double-blind reviewing is used to remove any possible prejudice in favor of (or against) a contributing author. Furthermore, members of the Society's Fellows Evaluation Committee read all the nominations before meeting to select and forward recommended nominees to the central IEEE Fellows Committee. And the list goes on.
These examples, and many others, contribute to the strong quality culture within the MTT-S; and, like so much that we do, these efforts rely on the commitment of all the unpaid volunteers who give generously of their time and expertise to maintain that quality brand. All I can do as president is acknowledge the great debt of gratitude we owe to each and every one of these individuals.
The IEEE, as a body, also takes quality very seriously. That is why, every five years, each IEEE Society is subject to an in-depth evaluation by the IEEE Society and Council Review Committee. In 2018, it is the MTT-S's turn to undergo this review, a process that involves compiling a detailed report covering all facets of the Society's activities, followed by a face-to-face meeting at the IEEE Meeting Series in June, after which a set of recommendations is issued.
I look forward to reporting on the outcome of the 2018 MTT-S review in a future column. One thing I know for sure, however: it will not be based on simplistic metrics! 
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