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In this paper, a new class of Markovian jump linear system model with polytopic parameter
uncertainty, continuous disturbance and discrete disturbance is introduced. The transition
rate matrix of the Markov process and the parameters of the system are either exactly
known, or unknown but belong to a given polytope. The general criteria for the stochastic
stability of this model and the method for designing a robust stable linear time-invariant
H∞ ﬁlter under sampled measurements are derived in terms of certain linear matrix
inequalities (LMIs). Finally, a numerical example is given to show that the method is
effective and feasible.
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1. Introduction
There exist some industrial systems that cannot be represented by the class of linear time-invariant model since the
behavior of the dynamics of these systems is random with some special features. A lot of dynamical systems have variable
structures subject to random abrupt changes. These may be due to random failures or repairs, modiﬁcation of the operating
components, changes in the interconnections of subsystems, sudden environment changes, etc. Such class of dynamical
systems can be adequately described by the class of Markovian jump linear systems, which is the subject of this paper.
The cases where the transition rate matrix of the Markov process and the parameters of the system may be uncertain are
also considered. It is a well-known fact that in a great variety of stochastic modeling problems, it is very diﬃcult to know
precisely the statistics of the additive noise actuating in the system, the noise sources are always arbitrary deterministic
signals with bounded energy, or bounded average power. This is a particularly important issue when we are dealing with the
ﬁltering problem. In this case, the celebrated Kalman ﬁltering scheme [1,13] is no longer applicable. One way to deal with
this issue is to use the H∞ norm measure of performance [10–12,14,15]. Robust H∞ control is a controller design method
which focused on the control algorithm reliability. The robust controller is designed to ensure the safety requirements and
meet the minimum requirements of the control system. So the system is not always working optimally. On the other hand,
when a Markovian jump system is controlled by digital control algorithms, or under sampled measurements, the system
is referred to as a sampled-data system deﬁned on the product space of a regular continuous-time space, a discrete-time
space, and a sampled space. It is diﬃcult to apply the standard analysis results for linear continuous-time systems and
discrete-time systems to the analysis of sampled measurements systems. This fact has motivated much of the research on
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a number of papers [2,3,5–7]. The hybrid system approach has been applied to robust H∞ ﬁltering under sampled-data
measurements [3]. The situation that the restriction that the distance between sequel sampling times does not exceed a
given bound in the robust H∞ ﬁltering problem was studied in [6]. The robust H∞ ﬁltering for continuous-time plant with
uncertain impulsive disturbance under sampled measurements was studied in [2], at the same time, some technique of
simpliﬁed the derivation process were used in the robust H∞ ﬁltering on uncertain systems under sampled measurements.
In [7], the problem of designing an H∞ fuzzy feedback control for a class of nonlinear systems described by a continuous-
time fuzzy system model under sampled output measurements was studied. In [4], a mode-dependent H∞ ﬁltering problem
for Markovian jump linear systems was studied, and a novel design method of asymptotically stable linear time-invariant
ﬁlters was ﬁrst given, which were derived for Markovian jump linear system subject to polytopic-type parameter uncertainty
in either the transition rate matrix of the Markov process, or in the matrices of the state-space model for the possible modes
of operation of the system.
In this paper, we further deal with the problem of robust H∞ ﬁltering for Markovian jump systems with parameter
uncertainty and impulse effects under sampled measurements based on the previous achievements. The parameters of the
system and the transition rate matrix of the Markov process are uncertain but belong to a given polytope. Here attention is
focused on the design of a stochastically stable ﬁlter using the locally sampled measurements such that the ﬁltering error
system is robustly stochastically stable and a prescribed H∞ performance level is satisﬁed for all admissible uncertain-
ties. Motivated by the ﬁlter design method introduced in [4], we design the robust H∞ ﬁlter expressed in terms of LMIs.
A numerical example is given to show the effectiveness of the proposed approach.
The rest of this paper is organized as follows. Section 2 gives the system description and deﬁnition of the design prob-
lem. Some suﬃcient conditions were given to guaranteed the Markovian jump system under impulsive disturbance and
uncertain switching probability robustly stochastically stable. In Section 3, The robust H∞ ﬁltering problem under sampled
measurements subject to polytope uncertainty is formulated and the main results providing a solution to the robust H∞
ﬁltering problem are developed. In Section 4, a simulation example is exploited for an uncertain Markovian jump system in
order to demonstrate the effectiveness of the proposed design procedures. Section 5 concludes the paper.
2. Problem formulation
For the vector x = col(x1, . . . , xn) ∈ Rn and the matrix A = (aij)n×n ∈ Rn×n , ‖x‖ and ‖A‖ denote the norms of x and A,
respectively. A real matrix P > 0 denotes P being a positive-deﬁnite matrix, and A > B means A − B > 0. M denotes the
transpose of the matrix M . Let L2[0,∞) is the space of square-integrable vector functions over [0,∞), while l2[0,∞) is the
space of square summable vector sequences over [0,∞). λmin(·), λmax(·) denote the minimum and maximum eigenvalue
of the corresponding matrix, respectively. The identity matrix of order m is denoted as Im (or simply I if no confusion
arises). ∗ denotes the symmetric block of a symmetric matrix, diag{·} denotes the block diagonal matrix. E{·} stands for the
mathematical expectation.
Fix an underlying probability space (Ω,F ,P) and consider the following uncertain impulsive stochastic system⎧⎪⎨
⎪⎩
dx(t) = [A(r(t))x(t) + B(r(t))v(t)]dt + [E(r(t))x(t) + G(r(t))v(t)]dω(t), t = kh,
x(kh) = Cd
(
r(t)
)
x
(
kh−
)+ Dd(r(t))δ(kh), k = 0,1,2, . . . ,
z(t) = J(r(t))x(t),
(1)
where x(t) ∈ Rn is the state, z(t) ∈ Rq is the state variables to be estimated. v(t) ∈ Rm1 is the continuous disturbance which
belongs to L2[0,∞) and δ(kh) ∈ Rm2 is the discrete disturbance which belongs to l2[0,∞), ω(t) is a zero-mean real scalar
Wiener process satisfying
E{dω(t)}= 0, E{dω(t)2}= dt.
z(t) ∈ Rz is the signal to be estimated. Let {r(t), t  0} be a right-continuous Markov process on the probability space which
takes values in the ﬁnite space S = {1,2, . . . ,N} with generator Π = (λi j), (i, j) ∈ S given by
Pr
{
r(t + ) = j ∣∣ r(t) = i}= {λi j + o(), i = j,
1+ λii + o(), i = j,
where  > 0, lim→0 o() = 0, and λi j  0 for i = j, λii  0 with
∑N
j=1, j =i λi j = −λii for each i ∈ S . Ai , Bi , Ei , Gi , Cdi , Ddi
and J i are known real constant matrices. Throughout the paper we shall use the following concept of stochastic stability.
Deﬁnition 2.1. (See [8].) The nominal impulsive stochastic system of (1) with v(t) = 0 and δ(kh) = 0 is said to be mean-
square stable if for any ε > 0 there is a μ(ε) > 0 such that E |x(t)|2 < ε, t > 0, when E |x0| < μ(ε). If in addition,
limt→∞ E |x(t)|2 = 0, for any initial conditions, then the nominal Markov jump system of (1) with v(t) = 0, δ(kh) = 0 is
said to be mean-square asymptotically stable. The uncertain Markov jump system (1) is said to be robustly stochastically
stable if the system associated to (1) with v(t) = 0 and δ(kh) = 0 is mean-square stochastically stable for all admissible
parameter uncertainties and the uncertain switching probability belongs to a given polytope.
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y(kh) = C(r(t))x(kh−)+ D(r(t))η(kh), k = 0,1,2 . . . , (2)
where y(kh) ∈ Rp is the sampled measurements, η(kh) ∈ Rm3 is the discrete measurement noise, Ci and Di are known
constant matrices.
Designing the following ﬁlter⎧⎪⎨
⎪⎩
dxˆ(t) = A f xˆ(t)dt, t = kh,
xˆ(kh) = B f xˆ
(
kh−
)+ C f y(kh), k = 0,1,2 . . . ,
zˆ(t) = J f xˆ(t),
(3)
such that the ﬁltering error system is robustly stochastically stable. Deﬁne the ﬁlter estimation error z˜(t)
z˜(t) = z(t) − zˆ(t), (4)
which satisﬁes
‖z˜‖22  γ
(‖v‖2L2 + ‖δ‖2l2 + ‖η‖2l2) 12 , (5)
where γ > 0 is a given scalar.
3. Stability analysis
In this section, we propose the suﬃcient condition which guarantees the robustly stochastically stability of system (1).
Theorem 3.1. Consider system (1) and let γ > 0 be a given scalar. The system (1) is robustly stochastically stable and ‖z‖22 
γ (‖v‖2L2 + ‖δ‖2l2 )
1
2 , if there exist matrices P i > 0, i ∈ S such that the following LMIs hold⎡
⎣ Pi Ai + Ai P i + P¯ i + Ji J i P i Bi Ei P i∗ −γ 2 I Gi P i∗ ∗ −Pi
⎤
⎦< 0, (6)
[
Cdi P iCdi − Pi Cdi P i Ddi
∗ Ddi P i Ddi − γ 2 I
]
< 0, (7)
where P¯ i =∑Nj=1 πi j P j , i = 1,2, . . . ,N.
Proof. Consider system (1), with v(t) = 0 and δ(kh) = 0. For any t > 0, there exists an integer k > 0 such that
t ∈ [kh, (k + 1)h). The stochastic Lyapunov function for system (1) is given as
V
(
x(t), r(t)
)= x(t)P(r(t))x(t), (8)
where P (r(t)) = Pi , i = 1,2, . . . ,N . Applying Itô formula to the system (1), we can obtain that for t ∈ [kh, (k + 1)h)
dV
(
x(t), i
)=LV (x(t), i)dt + 2x(t)Pi Eix(t)dω(t),
where
LV (x(t), i)= x(t)(Pi Ai + Ai P i + P¯ i)x(t) + x(t)Ei P i Eix(t). (9)
From Eq. (6), it follows that
Pi Ai + Ai P i + P¯ i + Ei P i Ei < 0. (10)
Combing (9) and (10) we can get for all t ∈ [kh, (k + 1)h) and x(t) = 0
LV (x(t), i)−λ∣∣x(t)∣∣2, (11)
where λ = −mini∈S {λmin(Pi Ai + Ai P i + P¯ i + Ei P i Ei)} > 0, then
dV
(
x(t), i
)
−λ∣∣x(t)∣∣2 dt + 2x(t)Pi Eix(t)dω(t). (12)
Let β = mini∈S λλmax(Pi) > 0. From (11) and following the same line as in [3,9] we obtain
d
[
eβt V
(
x(t), i
)]
 2eβt x(t)Pi Eix(t)dω(t). (13)
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E{V (x(t), i)} eβ(kh−t)E{V (x(kh), i)}. (14)
On the other hand, from inequality (7) we can get
x(t)
(
Cdi P iCdi − Pi
)
x(t) < 0, (15)
combing with (14) we can obtain that for t ∈ [kh, (k + 1)h)
E∣∣x(t)∣∣2  e−βt
λmin(Pi)
E{V (x0, i)}, i ∈ S,
which implies that system (1), with v(t) = 0 and δ(kh) = 0 is robustly stochastically stable. Next, we will discuss the H∞
performance of system (1) with v(t) = 0
dV
(
x(t), i
)=LV (x(t), i)+ 2x(t)Pi[Eix(t) + Gi v(t)]dω(t), (16)
where
LV (x(t), i)= 2x(t)[Pi Ai + Ai P i + P¯ i]x(t) + 2x(t)Pi Bi v(t) + [Eix(t) + Gi v(t)]Pi[Eix(t) + Gi v(t)]. (17)
We have for any t ∈ [kh, (k + 1)h)
dV
(
x(t), i
)
 [ x(t) v(t) ]Γ1
[
x(t)
v(t)
]
dt + 2x(t)Pi
[
Eix(t) + Gi v(t)
]
dω(t), (18)
where
Γ1 =
[
Pi Ai + Ai P i + P¯ i + Ei P i Ei P i Bi + Ei P iGi
∗ Gi P iGi
]
.
Integrating both sides of (18) from kh to t and taking expectation, we can get
E{V (x(t), i)} E{V (x(kh), i)}+ E
{ t∫
kh
[
x(t) v(t)
]
Γ1
[
x(t)
v(t)
]⎫⎬
⎭ ds. (19)
Combing inequalities (6) and (19), we can deduce that for any t ∈ [kh, (k + 1)h)
E
{ t∫
kh
[
z(s)z(s) − γ 2v(s)v(s)]ds
}
< E{V (x(kh), i)}. (20)
Now, taking into account (7) and applying the Schur complement, we have
Cdi P iCdi − Pi − Cdi P i Ddi
(
Ddi P i Ddi − γ 2 I
)−1
Ddi P iCdi < 0.
By considering the second equation in (1), we have
−γ 2δ(kh)δ(kh) + E{V (x(kh), i)}− E{V (x(kh−), i)}
 E{x(kh−)(Cdi P iCdi − Pi − Cdi P i Ddi(Ddi P i Ddi − γ 2 I)−1Ddi P iCdi)x(kh−)},
that is
−γ 2δ(kh)δ(kh) E{V (kh−, i)}− E{V (x(kh), i)}. (21)
Noting the zero initial conditions and combing (20), then we can get that for all kh ∈ [0, t]
E
{ t∫
kh
[
z(s)z(s) − γ 2v(s)v(s)]ds
}
−
∑
t∈(0,t)
γ 2δ(kh)δ(kh) < 0,
which implies ‖z‖22  γ (‖v‖2L2 + ‖δ‖2l2 )
1
2 hold. This completes the proof. 
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It is worth mentioning that the problem in this paper essentially aims at designing a ﬁlter to estimated z(t) based on
H∞ norm constraint. The following theorems provide suﬃcient conditions for the existence of robust H∞ ﬁlter for uncertain
Markovian jump linear system under sampled measurements. Before proceeding, we recall the following lemma that will
be used for the proof of the results.
Lemma 4.1. (See [4].) Given matrices Ψi = Ψi ∈ Rn×n and Hi ∈ Rm×n, i = 1, . . . ,N, then
xi Ψi xi < 0, ∀xi ∈ Rn: Hixi = 0, xi = 0, (22)
if and only if there exist matrices Li ∈ Rn×m, such that
Ψi + Li Hi + Hi Li < 0. (23)
Note that conditions (23) remain suﬃcient for (22) to the scaling matrices Li , including setting Li = L.
Theorem 4.1. Consider the uncertain Markovian jump system (1), with ﬁlter (3), under the sampled measurements (2). Given a scalar
γ > 0, the robust H∞ ﬁltering problem is solvable if there exist matrices R, S, W , X, Y , Z , T , Ni , i ∈ S with appropriate dimensions
satisfying the following LMIs⎡
⎢⎢⎢⎢⎢⎣
Ω + Ω Ai −Ni 0 Ei J i ΩΛi∗ λiiNi Bi 0 0 0
∗ ∗ −γ 2 I Gi 0 0∗ ∗ ∗ −Ni 0 0
∗ ∗ ∗ ∗ −I 0
∗ ∗ ∗ ∗ ∗ − ˜Ni
⎤
⎥⎥⎥⎥⎥⎦< 0, (24)
⎡
⎢⎣
Ω + Ω −Ni 0 Ci
∗ −Ni 0 0
∗ ∗ −γ 2 I Di
∗ ∗ ∗ −Ni
⎤
⎥⎦< 0, (25)
where
Ω =
[
R 0
S + W W
]
, Ai =
[
Ai R
 Ai S
 + X
0 X
]
, Ei =
[
Ei R
 Ei S

0 0
]
,
J i =
[
Ji − Y
−Y
]
, Bi =
[
RBi
SBi
]
, Gi =
[
Gi R
 Gi S
 ],
Ci =
[
Cdi R
 Cdi S
 + Ci Z + T
0 T
]
, Di =
[
Ddi R
 Ddi S

0 Di Z

]
,
Λi = [√λi1 I . . .
√
λi(i−1) I
√
λi(i+1) I . . .
√
λiN I ]
 ,
Ni = T M−1NiM−T , ˜Ni = diag{N1, . . . ,Ni−1,Ni+1, . . . ,Ni}.
Further, a suitable H∞ ﬁlter in the form of (2) is given by
A f = VW−1NiM−V−1, B f = VW−1BV−1, C f = VW−1 Z , J f = Y V−1.
Proof. Noticing (1), (2) and the ﬁlter (3), we can obtain the augmented systems⎧⎪⎨
⎪⎩
dξ(t) = [ A˜iξ(t) + B˜ i v(t)]dt + [E˜ iξ(t) + G˜ i v(t)]dω(t), t = kh,
ξ(kh) = C˜diξ
(
kh−
)+ D˜di η¯(kh), k = 0,1, . . . ,
z(t) = J˜ iξ(t),
(26)
where
A˜i =
[
Ai 0
0 A f
]
, B˜ i =
[
Bi
0
]
, E˜ i =
[
Ei 0
0 0
]
, G˜ i =
[
Gi
0
]
,
C˜di =
[
Cdi 0
C f Ci B f
]
, D˜di =
[
Ddi 0
0 C f Di
]
, J˜ i = [ J i − J f ] , ξ(t) =
[
x(t)
xˆ(t)
]
.
Using (6) and (7) in Theorem 3.1, we have the augment system (26) is robust stochastically stable if the following LMIs hold
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⎣ Pi A˜i + A˜i P i + P¯ i + J˜i J˜ i P i B˜ i E˜i P i∗ −γ 2 I G˜i P i∗ ∗ −Pi
⎤
⎦< 0, (27)
[
C˜di P i C˜di − Pi C˜di P i D˜di
∗ D˜di P i D˜di − γ 2 I
]
< 0, (28)
where P¯ i have been deﬁned in Theorem 3.1. The Lyapunov function has been already deﬁned in (8), using similar techniques
as in [4], let
Pi = MN−1i M, i ∈ S, (29)
where Ni > 0, and M is a nonsingular matrix. Moreover, it will be assumed that λii = 0. Noticing Lyapunov function (8)
and (29), inequality (27) can be rewritten as
φi Υiφi < 0, (30)
where
Φi =
⎡
⎢⎢⎢⎣
I MN−i 0 0 0 0
0 0 I 0 0 0
0 0 0 MN−i 0 0
0 0 0 0 I 0
0 0 0 0 0 I
⎤
⎥⎥⎥⎦ , Υi =
⎡
⎢⎢⎢⎢⎢⎣
0 A˜i M
 0 E˜ iM J˜ Λi M˜
∗ λii Ni M B˜i 0 0 0
∗ ∗ −γ 2 I G˜i M 0 0∗ ∗ ∗ −Ni 0 0
∗ ∗ ∗ ∗ −I 0
∗ ∗ ∗ ∗ ∗ −N˜i
⎤
⎥⎥⎥⎥⎥⎦ ,
and Λi has been deﬁned in Theorem 4.1, N˜i = diag{N1, . . . ,Ni−1,Ni+1, . . . ,NN}, M˜ = diag{M, . . . ,M}.
Inequality (24) ensures that the matrices R and W are nonsingular, deﬁne nonsingular matrices U and V such that
UV = W and let the matrix M be parameterized as follows
M =
[
I −I
0 V
][
R 0
S U
]
. (31)
Moreover, let the transformation matrix T = [ R S
0 U
]
. Combing (31), we have M−T = [ I 0
V V
]
. Next, introduce matrices
Ta = diag
{
M−T ,M−T , I,M−T , I, M˜−T˜ }, (32)
where T˜ = diag{T , . . . ,T }, T˜ contains (N − 1) blocks T .
Inequality (30) can be written as follows
ζT a ΥiTaζ < 0,
where ζ = T −1a φiξ and ξ = 0, then there exists Hi that
HiTaζ = 0, ζ = 0. (33)
Substituting ζ = T −1a φiξ in to equality (33), we have Hi = [M −Ni 0 0 0 0 ].
From Lemma 4.1 we can obtain that
ζT a ΥiTaζ < 0, ∀ζ = 0, HiTaζ = 0
holds, if
T a ΥiTa + L˜i HiTa + T a Hi L˜i < 0, (34)
where L˜i = T a Li , Li = [ I 0 0 0 0 0 ].
The inequality (34) can be rewritten as
T a Υ¯iTa < 0, (35)
where
Υ¯i =
⎡
⎢⎢⎢⎢⎢⎣
M + M A˜i M − Ni 0 E˜i M J˜ i Λi M˜
∗ λii Ni M B˜i 0 0 0
∗ ∗ −γ 2 I G˜i M 0 0∗ ∗ ∗ −Ni 0 0
∗ ∗ ∗ ∗ −I 0
˜
⎤
⎥⎥⎥⎥⎥⎦ .∗ ∗ ∗ ∗ ∗ −Ni
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⎢⎢⎢⎢⎢⎣
Ξ11 Ξ12 0 Ξ14 Ξ15 Ξ16
∗ Ξ22 Ξ23 0 0 0
∗ ∗ −γ 2 I Ξ34 0 0
∗ ∗ ∗ Ξ44 0 0
∗ ∗ ∗ ∗ −I 0
∗ ∗ ∗ ∗ ∗ Ξ66
⎤
⎥⎥⎥⎥⎥⎦< 0, (36)
where
Ξ11 = T M−1
(
M + M)M−T = [ R + R S + W∗ W + W
]
= Ω + Ω,
Ξ12 = T M−1
(
A˜i M
 − Ni
)
M−T =
[
Ai R
 Ai S
 + X
0 X
]
−Ni,
Ξ14 = T M−1
(
E˜i M
)M−T = [ Ei R Ei S
0 0
]
,
Ξ15 = T M−1 J˜i =
[
Ji − Y
−Y
]
,
Ξ16 = T˜ M˜−1Λi M˜M˜−T˜ =
[
R S + W
∗ W + W
]
Λi = ΩΛi ,
Ξ22 = λiiNi,
Ξ23 = T M−1MB˜i =
[
RBi
SBi
]
,
Ξ34 = G˜i MM−T =
[
Gi R
 Gi S
 ],
Ξ44 = −Ni,
Ξ66 = − ˜Ni,
and Ni = T M−1NiM−T , X = U A f V , Y = V Jf . We can see that inequality (36) is equivalent to inequality (24).
Noticing A f = U−1XV−1, combining with W = UV , we have A f = VW−1XV−1 and J f = Y V−1.
On the other hand, inequality (28) is equivalent to the follows⎡
⎣−Pi 0 C˜di P i∗ −γ 2 D˜di P i∗ ∗ −Pi
⎤
⎦< 0. (37)
Using the same technique as what we have used above, as Pi has been deﬁned in (29), then inequality (37) can rewritten
as
ϕi Ψiϕi < 0, (38)
where
ϕ =
[ I MN−1i 0 0
0 0 I 0
0 0 0 MN−1i
]
, Ψi =
⎡
⎢⎣
0 0 0 C˜diM

∗ −Ni 0 0
∗ ∗ −γ 2 I D˜diM∗ ∗ ∗ −Ni
⎤
⎥⎦ .
Next, introduce matrix
Ta =
{
M−T ,M−T , I,M−T }. (39)
Inequality (38) can be written as follows
ςT a ΨiTaς < 0, (40)
where ς =T −1a ϕiξ and ξ = 0, then there exists Hi that
HiTaς = 0, (41)
substituting ς =T −1a φiξ in to equality (41), we have Hi = [M −Ni 0 0 ].
From Lemma 4.1 we can obtain that
ςT a ΨiTaς < 0, ∀ς = 0, HiTaς = 0, (42)
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T a ΨiTa + L˜iHiTa +T a Hi L˜ i < 0, (43)
where L˜i =T a Li , Li = [ I 0 0 0 ] . The inequality (43) can be rewritten as
T a Ψ¯iTa < 0, (44)
where
Ψ¯i =
⎡
⎢⎣
M + M −Ni 0 C˜diM∗ −Ni 0 0
∗ ∗ −γ 2 I D˜diM∗ ∗ ∗ −Ni
⎤
⎥⎦ .
Combining (39) and substituting C˜di and D˜di into it, we have⎡
⎢⎣
Θ11 Θ12 0 Θ14
∗ Θ22 0 0
∗ ∗ −γ 2 I Θ34
∗ ∗ ∗ Θ44
⎤
⎥⎦< 0, (45)
where
Θ11 = T M−1
(
M + M)M−T = [ R + R S + W∗ W + W
]
= Ω + Ω,
Θ12 =
[−Ni11 −Ni12
∗ −Ni22
]
,
Θ14 = T M−1C˜diMM−T =
[
Cdi R
 Cdi S
 + Ci Z + T
0 T
]
,
Θ22 = Θ44 = −Ni,
Θ34 = D˜diMM−T =
[
Ddi R
 Ddi S

0 Di Z
]
,
and Z = Cf U , T = VBf U , then C f = U Z = VW−1 Z and B f = VW−1T V−1. We can see that inequality (45) is
equivalent to (25). This completes the proof. 
If the transition rate matrix of the Markov process Λ = λi j is uncertain, but belongs to a given polytope, namely, Λ ∈PΛ ,
where PΛ is a polytope with vertices Λi , i = 1, . . . , νΛ , i.e.,
PΛ =
{
Λ
∣∣∣Λ = νΛ∑
r=1
αrΛr: αr  0,
νΛ∑
r=1
αr = 1
}
, (46)
where Λr = [λ(r)i j ], i, j ∈ S , r = 1, . . . , νΛ are given transition rate matrices. Note that the convex hull of transition rate
matrices is also a transition matrix, then λ(r)i j  0 for i = j, λ(r)ii  0 with
∑N
j=1, j =i λ
(r)
i j = −λ(r)ii . We can extend Theorem 4.1
to the uncertain switching probability case.
Theorem 4.2. Consider system (1) with an uncertain transition rate matrix Λ belonging to the polytope PΛ and the ﬁlter (3), under
the sampled measurements (2). Given a scalar γ > 0, the robust H∞ ﬁltering problem is solvable if there exist matrices R, S, W , X, Y ,
Z , T , Ni , i ∈ S with appropriate dimensions satisfying inequality (25) and the following LMI⎡
⎢⎢⎢⎢⎢⎢⎣
Ω + Ω Ai −Ni 0 Ei J i ΩΛ(r)i
∗ λ(r)ii Ni Bi 0 0 0
∗ ∗ −γ 2 I Gi 0 0∗ ∗ ∗ −Ni 0 0
∗ ∗ ∗ ∗ −I 0
∗ ∗ ∗ ∗ ∗ − ˜Ni
⎤
⎥⎥⎥⎥⎥⎥⎦
< 0, r = 1, . . . , νΛ, i = 1, . . . ,N, (47)
where Λ(r)i = [
√
λ
(r)
i1 I . . .
√
λ
(r)
i(i−1) I
√
λ
(r)
i(i+1) I . . .
√
λ
(r)
iN I ] , the other matrices and the suitable ﬁlter matrices are the same
as given in Theorem 4.1.
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can be determined by solving the following convex optimization problem{
minγ 2
s.t. R, S,W , X, Y , Z , T ,Ni, and LMIs (25), (47).
(48)
When the matrices Ai , Bi , Ei , Gi , Cdi , Ddi , Ci , Di and J i , i ∈ S of system (1) are uncertain but belong to given matrix
polytopes Pi , i ∈ S , described by
Pi =
{
(Ai, Bi, Ei,Gi,Cdi, Ddi,Ci, Di, J i)
∣∣∣ (Ai, Bi, Ei,Gi,Cdi, Ddi,Ci, Di, J i)
=
νi∑
k=1
αik (Aik , Bik , Eik ,Gik ,Cdik , Ddik ,Cik , Dik , J ik ); αik  0,
νi∑
k=1
αik = 1
}
, (49)
where νi is the number of vertices of Pi , Aik , Bik , Eik , Gik , Cdik , Ddik , Cik , Dik and J ik are given matrices. Following the
same line as in [4], Pi is assumed to be parameterized in the form Pi = MN−1i (αi)M, with Ni(αi) =
∑νi
k=1 αik N
(k)
i and
N(k)i , i = 1, . . . ,N , k = 1, . . . , νi are positive-deﬁnite matrices. We can extend Theorem 4.1 to the uncertain parameter case.
Theorem4.3. Consider the uncertainMarkovian jump system (1)withmatrices Ai , Bi , Ei , Gi , Cdi , Ddi , J i belonging to the polytopePi ,
i ∈ S and the ﬁlter (3), under the sampled measurements (2) and Ci , Di also belonging to the polytope uncertainty. Given a scalar
γ > 0, the robust H∞ ﬁltering problem is solvable if there exist matrices R, S, W , X, Y , Z , T , N (k)i , i ∈ S , k = 1, . . . , νi with
appropriate dimensions satisfying the following LMIs⎡
⎢⎢⎢⎢⎢⎢⎢⎣
Ω + Ω A(k)i −N (k)i 0 E (k)i J (k)i ΩΛi
∗ λiiN (k)i B(k)i 0 0 0
∗ ∗ −γ 2 I G(k)i 0 0
∗ ∗ ∗ −N (k)i 0 0∗ ∗ ∗ ∗ −I 0
∗ ∗ ∗ ∗ ∗ − ˜N [πi ]i
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
< 0, (50)
⎡
⎢⎢⎢⎣
Ω + Ω −N (k)i 0 C(k)i
∗ −N (k)i 0 0
∗ ∗ −γ 2 I D(k)i
∗ ∗ ∗ −N (k)i
⎤
⎥⎥⎥⎦< 0, (51)
where
A(k)i =
[
Aik R
 Aik S + X
0 X
]
, E (k)i =
[
Eik R
 Eik S

0 0
]
,
J (k)i =
[
Jik − Y
−Y
]
, B(k)i =
[
RBik
SBik
]
, G(k)i =
[
Gik R
 Gik S
 ],
C(k)i =
[
Cdik R
 Cdik S
 + Cik Z + T
0 T
]
, D(k)i =
[
Ddik R
 Ddik S

0 Dik Z

]
,
πi = [p1, . . . , pi−1, pi+1, . . . , pN ], ∀pk ∈ {1, . . . , νi},
˜N [πi ]i = diag
{
N (p1)1 , . . . ,N
(pi−1)
i−1 ,N
(pi+1)
i+1 , . . . ,N
(pN )
i
}
,
the other matrices and the suitable ﬁlter matrices are the same as given in Theorem 4.1.
5. Example
In this section, we will give a numerical example to demonstrate the effectiveness of the proposed method. Consider the
system (1) with transition matrix uncertainty, together with (2) and suppose the parameters are as follows
A1 =
[−1 0 0
0 −2 1
0 0 −1
]
, A2 =
[−2 0.3 0
0 −2 0
0 0 −1.8
]
, Dd1 = Dd2 =
[0.1
0
0.2
]
, G1 =
[0
0
1
]
,
G2 =
[1
0
]
, B1 =
[1
0
]
, B2 =
[−0.6
0.5
]
, C1 =
[ 0
0.1
]
, C2 =
[0.2
0.2
]
,1 1 0 0.3 0
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J1 =
[ 0.5
−0.1
0.1
]
, J2 =
[ 0
−0.3
0.2
]
, Λ1 =
[−0.5 0.5
0.3 −0.3
]
, Λ2 =
[−0.2 0.2
0.4 −0.4
]
,
E1 = 0.1I, E2 = 0.5I, Cd1 = Cd2 = 0.4I, D1 = 0.5, D2 = 0.2, i ∈ {1,2}.
Let V = I , applying Corollary 4.1 on this example, we can get the ﬁlter (3) with parameters as follows
A f =
[−1.1238 0.2157 0.2115
0.0504 −1.6606 0.4745
0.2050 0.0944 −1.0340
]
, B f =
[ 0.1550 −0.0754 −0.0666
−0.0436 0.2352 −0.0494
−0.0475 −0.0840 0.1413
]
,
C f =
[ 0.5970
0.3764
0.5438
]
, J f = [−0.1241 0.1415 −0.1192 ]
and the optimal H∞ performance level γmin = 0.9869. Fig. 1 shows the simulation result of the xk and xˆk . The numerical
results in this example show that the ﬁlter can be obtained by solving some LMIs, and the designed H∞ ﬁlter meets the
requirements.
6. Conclusion
The problem of robust H∞ ﬁlter on a class of uncertain Markovian jump linear systems under sampled measurements
is studied in this paper. The cases of the system parameters and the transition rate of Markov process are either exactly
known or unknown but belong to a given polytope are considered in the model. Some suﬃcient conditions are developed
to design a robustly stable ﬁlter, which guarantees both the stochastically stability and a prescribed H∞ performance level
of the ﬁltering error system with all admissible uncertainties. A numerical example has been given to demonstrated the
effectiveness of the proposed method.
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