Differential network analysis (DiNA) denotes a recent class of network-based Bioinformatics algorithms which focus on the differences in network topologies between two states of a cell, such as healthy and disease, to identify key players in the discriminating biological processes. In contrast to conventional differential analysis, DiNA identifies changes in the interplay between molecules, rather than changes in single molecules. This ability is especially important in cases where effectors are changed, e.g. mutated, but their expression is not. A number of different DiNA approaches have been proposed, yet a comparative assessment of their performance in different settings is still lacking. In this paper, we evaluate 10 different DiNA algorithms regarding their ability to recover genetic key players from transcriptome data. We construct highquality regulatory networks and enrich them with co-expression data from four different types of cancer. Next, we assess the results of applying DiNA algorithms on these data sets using a gold standard list (GSL). We find that local DiNA algorithms are generally superior to global algorithms, and that all DiNA algorithms outperform conventional differential expression analysis. We also assess the ability of DiNA methods to exploit additional knowledge in the underlying cellular networks. To this end, we enrich the cancer-type specific networks with known regulatory miRNAs and compare the algorithms performance in networks with and without miRNA. We find that including miRNAs consistently and considerably improves the performance of almost all tested algorithms. Our results underline the advantages of comprehensive cell models for the analysis of -omics data.
Introduction
Each cell in the body harbors a vast amount of different biochemical entities, most of which interact with many other entities to perform diverse functions [1] . Network models allow us to represent, investigate and visualize such interactions at large scale. Studying these networks quantitatively and qualitatively is a core topic of Systems Biology [2] [3] [4] . Recently, a novel approach to network analysis, called differential network analysis (DiNA), was proposed, which measures the change in network structure (topology and edge weights/activation strength) between two different states of the same cellular network, such as healthy versus cancerous or wild-type versus mutated [5] [6] [7] . DiNA builds on two successful lines of prior work: (1) differential expression analysis (DEA), focusing on the difference in abundance of a single entity or groups of entities between two states, such as the expression levels of genes [8] [9] [10] [11] , and (2) network expression analysis (NEA), which studies the role of single entities within a given network, such as the centrality of genes in a disease network [12] [13] [14] [15] [16] [17] . By combining these two ideas, DiNA overcomes their respective limitations: compared with DEA, DiNA takes the complexity of many phenotypical changes into account which cannot be tracked down to the changes of single entities. In contrast to NEA, it focuses on the changes within the underlying network which more directly hints to key players associated to or even causing these changes. DiNA algorithms are particularly suitable for cases in which phenotypical changes are caused by rewiring in the network, due to changes in gene regulatory relationships [5, [18] [19] [20] , for instance, or when key players are changed but their expression is not, such as a mutation in a transcription factor (TF) influencing its function but not its own regulation [5, [21] [22] [23] . Several recent works have demonstrated the potential of this approach: in [24] [25] [26] , the authors performed DiNA on gene expression correlation networks and identified key transcriptional regulators involved in cancer, even though their expression levels were not changed significantly. Fuller et al. [23] discovered body-weight-related genes using DiNA on networks of two mouse strains. Hudson et al. [22] compared gene co-expression networks constructed from two different breeds of bulls, one with and one without a known mutation in the TF myostatin. Although myostatin was not differentially expressed, DiNA ranked it highest when comparing the networks. The common theme of DiNA algorithms is the comparison of two states of the same underlying network ( Figure 6 ). Most often, gene coexpression networks are used, i.e. networks in which nodes represent genes or proteins, and edges are determined using coexpression analysis based on microarrays or RNASeq data. DiNA algorithms first compute a score for each gene in each network and subsequently rank genes based on the difference in their scores. In contrast to conventional DEA, these scores reflect properties of the network topology. For instance, genes could first be scored by their degree in a co-expression network, i.e. the number of other genes whose expression values are significantly correlated, and then ranked by the degree change, thus identifying genes whose connectivity in the networks changes the most [5, 27] .
Several sophisticated variations of this general scheme have been proposed, such as DiffK [23] , DCGlob/DCLoc [21] or DiffRank [28] . They differ, for instance, in the degree to which they consider global network changes for gene scores (node degree is a particularly simple and local measure) and the way how differences in the gene score are computed. However, it is currently unclear whether any of these methods is generally better in identifying entities altered in a given disease than the others, as no comparative assessment has been performed, yet. Furthermore, we are not aware of any study which assesses DiNA methods on different types of networks. Gene coexpression networks are popular, but must be considered as a largely incomplete model for a cell, as a multitude of different regulatory players is ignored. One important class of such molecules is MicroRNAs (miRNA), which are stretches of RNA that act as negative post-transcriptional regulators of gene expression by binding to partially complementary sites of mRNAs. Thereby, they cause inhibition of translation or, in most cases, degradation of the mRNAs [29] . In human, around 1200 different miRNA are known, playing a role in the regulation of more than 30% of all known mRNAs [30] . MicroRNA de-regulation is associated with the development and the progression of various diseases [31] . In particular, they are believed to act as tumor suppressors and oncogenes in different cancer types [32] .
In this work, we compare the relative performance of 10 DiNA algorithms on co-expression networks using gold standard gene lists. Our analysis is built on a recently published high-quality human regulatory network containing only experimentally verified interactions from public databases and expert curated textmining [33] . For four types of cancer (prostate adenocarcinoma (PRAD), breast invasive carcinoma (BRCA), lung adenocarcinoma (LUAD) and liver hepatocellular carcinoma (LIHC)), we constructed four instances of this network to compare healthy and cancerous samples with and without miRNAs. Each pair of healthy/disease networks was analyzed by the 10 different DiNA algorithms with the goal to recover genes that are known to play an important role in the respective cancer. We find that results of DiNA methods clearly cluster by their general underlying strategy, that local DiNA methods are overall superior to global methods, that all DiNA methods outperform conventional differential expression analysis and that the inclusion of miRNAs consistently and considerably improves the performance of almost each tested method. By performing extensive randomization experiments, we show that these positive effects also remain when the changes in network topology introduced by the often highly connected miRNA are removed, which indicates that the inclusion of miRNA co-expression brings truly new knowledge into the networks which can be exploited by most DiNA methods. Our results underline the advantages of comprehensive cell models for the analysis of -omics data.
Results

Cancer-specific human regulatory networks
To compare the performance of DiNA algorithms on regulatory networks, we used a recently published high-quality human regulatory core network of TFs and the genes they regulate which was created using public databases and expert-curated text mining [33] . Henceforth, this network is called gene regulatory network (GRN). To assess the influence of miRNAs on the performance of DiNA algorithms for regulatory networks, we augmented this network with all known miRNAs and their regulatory relationships to form the so-called miRNA-enhanced GRN*. Figure 1 shows the sources of every kind of regulatory interaction in these networks. Altogether we extracted 13 550 regulatory interactions among 517 TFs, 510 miRNAs and 3739 genes and TFs. As all data either stems from manually curated databases, from expert-curated text mining, or from multiple, independent data sources, we consider both networks to be of high quality.
These two core networks were transformed into cancer-type specific networks by weighting edges with gene expression correlation scores from cancer-type-specific experiments and their respective controls. Edges with non-significant correlation values were removed, see section Methods. This procedure was performed for four different types of cancer: PRAD, BRCA, LIHC and LUAD. Eventually, we obtained 16 different networks: GRN* and GRN for each cancer-type and tissue-specific control.
Generally, the GRN*s have nearly three times as many edges and nodes as the GRNs. Table 1 shows the important network characteristics for all four networks of the PRAD data set. Although the number of edges and nodes highly differs between GRNs and GRNs*, all four networks are highly similar in many structural aspects such as average shortest path (min: 4.6, max: 5.8), diameter (min: 10, max: 14), average degree of TFs (min: 3.8, max: 4.8), average degree of genes (min: 1.4, max: 1.7) and the distribution of degrees (Supplementary Figure S7. 2).
MicroRNAs have a considerably higher degree (8.8 in the disease GRN* and 12.8 in the control GRN* for PRAD) than TFs. This is consistent with the literature, as single miRNAs may have dozens or even more targets [30] . Genes have the lowest average degree, as they are not regulating other entities. Note that the number of TF !TF and TF !Gene edges differs between GRNs and GRNs* because miRNAs add new connecting edges into the network, which can prevent the removal of other edges from the connected component of a network. Our observations made on the GRNs and GRNs* for PRAD are consistent for the other data sets (Supplementary Table S7 .1).
Selection of DiNA algorithms and evaluation procedure
The purpose of our study is to compare the performance of DiNA algorithms and to assess the impact of miRNAs on the performance of DiNA algorithms in finding disease-associated genes using transcriptome data. To obtain a robust finding, we perform this analysis not with a single DiNA algorithm, but instead selected 10 different algorithms, most of which were recently published: DiffK [23] , DCLoc and DCGlob [21] , DiffRank [28] , local structure (LS) measure [28] , differential degree/betweenness/PageRank/Eigenvector centrality (DDC, DBC, DPC and DEC) [13, 28, 34, 35] and differential motif centrality (DMC) [34, 36] . A detailed description of each algorithm can be found in the Methods section. The 10 considered algorithms can be classified into three groups. The first group (global) measures global changes in the topology of the networks (DBC, DPC, DEC and DCGlob). For instance, DPC computes the DPC of each node in each network and ranks nodes based on the change in their DPC. The second group (local) focuses on local changes (DDC, DMC, DiffK, LS and DCLoc); as an example, DiffK computes the sum of edge weights of each node with all its neighbors and ranks nodes based on the changes in this sum. The third group (hybrid) comprises only the method DiffRank which uses a combination of local and global measures. We used a gold standard list (GSL V ) for each cancer type to assess the performance of the algorithms. We derived this list from a general cancer-census list published by Vogelstein et al. [37] which we augmented with cancer-specific miRNAs. As a primary quality indicator, we computed the overlap between top-k results of the considered algorithms and the respective GSLs for each cancer type. We chose k ¼ 40 which is supported by the graphical display of the distribution of differential centrality scores, see Supplementary Figure S7 .3 and Methods section).
Relative performance of DiNA algorithms Table 2 shows the mean number of recovered key components within the 40 top-ranked nodes over all cancer data sets for the different classes of DiNA algorithms (local/global/hybrid). With a value of 14.3, the hybrid DiffRank (partly based on betweenness centrality) recovers the most entities (genes, TFs and miRNAs) on an average for GSL V. For the other two classes, algorithms considering local changes in topology recover, on an average, three entities more from GSL V than the algorithms considering global topology changes. The improvement is particularly clear in the case of the DCLoc/DCGlob pair of algorithms; DCLoc achieves considerably better results than DCGlob (Table 3) , although both are based on the same principles, but one uses only local changes and one only global changes. DBC achieves the best results of the global topology algorithms. On an average, it finds 12.5 entities from GSL V compared with the overall average of the global DiNA algorithms of 7.3 nodes (Table 3) . Notably, DBC, like DiffRank, is based on betweenness centrality, which, in contrast to other common centrality measures, may also assign nodes a high rank that are not well connected locally [35] . Another interesting case is DMC, which explicitly takes the motifs each node is part of into account (feed-forward loops). Since miRNAs often co-regulate the expression of targets together with TFs in such loops [27, 38, 39] , it is highly expected that DMC improves with the inclusion of miRNAs and so it does (compare upper and lower parts of Table 3 ). DCGlob depends on significantly differential edge weights between the disease and the control network. Recovery rates are very low for LUAD and LIHC, which is due to the very small result lists DCGlob produces. This method works only well when the data set is large and shows only good results in the PRAD and BRCA data sets. DPC does not work well on any data set; likely because it can only find nodes which are regulated by other nodes (incoming edges) as central but not nodes which regulate many other nodes (outgoing edges). Results obtained on cancer-type specific GSLs from MalaCards [40] confirm our results (see section Methods and Supplementary S7.4).
DiNA algorithms cluster on their algorithmic basis
We compare different DiNA algorithms based on the concrete entities they recover. To this end, we count how many common nodes (genes, TFs and miRNAs) are detected by pairs of two different methods and cluster all methods according to the Jaccard index across all data sets ( Figure 2 ).
The clustering generally resembles the classification of the algorithms in global, local and hybrid, but there are also outliers. The lower cluster in Figure 2 contains three local, one global (DBC) and the one hybrid method and encompasses the best algorithms in our evaluation; within this cluster, DBC and DiffRank, both based on betweenness centrality, form an own subcluster. The rooting of DBC in the degree-independent betweenness centrality score gives this method an advantage over the other methods. The upper cluster contains three global (DPC, DEC and DCGlob) and two local methods (DCLoc and DMC). DMC and DCLoc produce few miRNAs in their results, which is in contrast to the other local approaches (Supplementary Table S7 .8).
Performance of DiNA compared to conventional differential expression
We also compared the performance of DiNA methods with two baselines: (1) conventional differential expression analysis (DEA) of single genes [10] , and (2) minimum redundancy-maximum relevance (MRMR) [41] , which improves on DEA by considering statistical dependencies between genes. Results are shown in Table 4 . MRMR produces significantly enriched result lists in three out of four cases and thus performs much better than DEA, but still largely inferior to most DiNA algorithms. Strikingly, results of MRMR contain only miRNA among the top-40 entities, meaning that this method filtered away all relevant TFs and genes.
DiNA results significantly improve with miRNA
Extending on the results listed in Table 3 , we compared the ability of 10 DiNA algorithms to recover key players in four different cancer types in the GRNs*, consisting of genes, TFs and miRNAs, with that in the GRNs, consisting only of genes and TFs for different k. Results are plotted in Figure 3 and associated P values assessing the significance of the overlap sizes are shown in Table 3 . Note that our method to derive P values takes the different set sizes of the GSLs and the different network sizes into account. The most striking observation is that recovery rates improve drastically for almost all 10 algorithms in all four cancer types when moving from GRN to GRN*.
The absolute number of detected nodes from GSL V improves in 35 out of 40 cases, but remains unchanged for DPC in PRAD, DEC in LUAD and DCGlob in LIHC. In many cases, recovery rates nearly double. Taking DiffRank as an example, we see improvements from 4 to 17 recovered genes, TFs or miRNAs in BRCA, from 6 to 10 in PRAD, from 6 to 17 in LIHC and from 8 to 13 in lung cancer. The P values obtained in GRNs* are significant (P value < ¼0.05) in 33 out of 40 cases, whereas P values in GRNs are mostly not significant. Figure 4A shows a heatmap visualizing the differences in the number of recovered key components.
One difference when comparing the GSLs between the GRN* and the GRN is that the former contains miRNAs, whereas the latter does not. Accordingly, the improvements in recovery rates could be due only to many miRNAs showing up in the topk results. To assess this possibility, we perform the same evaluation as before, but this time only consider genes and TFs in the GSLs. Figure 4B proves that improvements are still visible. Recovery rates improve in 58% of the cases (maximum improvement: three entities) and degrade in 25% of the cases (maximum deterioration: four entities). The total numbers of entities across all combinations that are recovered in the GRN* are much higher than the total number of entities recovered only in the GRN, meaning that miRNAs have a positive impact on DiNA algorithms even if only their regulated genes are focused. This is confirmed by the resulting P values (Supplementary  Table S7 .5). 
Discussion
Impact of the distribution of correlation values
The distribution of Spearman's correlation values in the different networks could be the source for two different kinds of bias in our results. First, differences in the distribution of correlations between the networks for cancerous and control tissue could result in deviating rankings of the entities leading to incorrectly derived differential centralities. Second, differences in the distribution of correlations between edges adjacent to miRNAs and edges not adjacent to miRNAs could be a bias when comparing results obtained with GRNs* and GRNs. Therefore, we inspect the distribution of correlations in our networks (Supplementary Table S7 .6). Correlations in all networks are normally distributed (Wilk-Shapiro test) with mean 0. The standard deviation ranges from 0.20 to 0.32, but is similar between control and cancerous tissue given a cancer data set. The last column of Supplementary Table S7.6 gives the percent of absolute correlations greater than the theoretical significance threshold given the sample size. Only edges with a significant correlation will be used for the final networks. For all data sets, there are more significant correlations in the normal tissue network than in the cancer tissue network, as also observed in [42] .
Supplementary Figure S7 .7 shows the distribution of correlation values for each kind of interaction of the BRCA regulatory network (top) and the corresponding regulatory network derived from the normal tissue (bottom). For regulatory interactions between TFs and genes or other TFs, there are clearly more positive significant correlation values. For regulatory interactions by miRNAs, more negative edges are significant. This meets expectations since miRNAs are negative regulators of gene expression [29] . Nevertheless, not all regulatory interactions by miRNAs are negative because negative feedback circuits can result in an overall positive regulation as reported in [43, 44] . In summary, we do not find a strong bias in our results due to changes in the distribution of correlation values.
Correlation of DiNA results and node degree
All interactions of the types TF !miRNA, TF !TF and TF !gene are derived from experimental analysis of individual genes. Genes and TFs from GSL V that are known to play an important role in the development of cancer have a bias towards higher network degrees because these genes were investigated more frequently. To test if these nodes are recovered more easily by DiNA algorithms, we retrieved the top-40 entities for each DiNA algorithm and calculate the Spearman correlation between each entitie's degree in a network and its differential score. Supplementary Table S7 .8 lists the top-20 entities according to each DiNA algorithm exemplarily for the PRAD data set. Notably, LS, DiffK and DDC rank more miRNAs than other algorithms; here 18-20 out of the 20 top-ranked nodes are miRNAs. MicroRNAs also have the highest average degree in our networks (Table 1) . Supplementary Table S7 .9 shows that indeed for three local DiNA algorithms, the correlation between node degree and differential score is significant (>0.31) in the control network. For LS, the averaged correlation over all data sets is 0.79 for the control networks and 0.49 for the disease networks, for DiffK, it is 0.61 and 0.17, respectively, and for DDC, 0.4 and 0.17, respectively. This is expected as the differential score directly depends on the number of edges or the sum of edge weights. For the global DiNA algorithms, DEC, DiffRank and DBC, the correlation between degree and differential score is significant only in the control networks. For DBC, the correlation is 0.41 and 0.28, respectively. It also gives nodes a high rank although they have a low degree but play an important role in the larger topology, e.g. bridges, in the respective cancer network. In summary, for some DiNA algorithms, there is a significant correlation, hinting to their vulnerability to a publication bias.
Effect of network structure
An important difference between GRNs* and GRNs that influences DiNA results is their variety in size and topologies. To study the impact of these factors, we create two types of randomized networks. In the first type, called edge-shuffled, we shuffle the miRNA targets randomly. In the second type, called randomly weighted, we distort the GRN* by assigning random edge weights sampled from a normal distribution with mean and standard deviation equal to that of the true correlation values. We then compare DiNA results for both types of randomized networks with that of the original GRNs* using GSL V, expecting the difference between the original network and the randomly weighted networks to be smaller than that between the original network and its edge-shuffled counterparts, as still the same entities are connected by regulatory links. Figure 5A visualizes the relative performance of the original and the edgeshuffled networks. As expected, results are much better for the non-randomized network (on an average 4.1 more entities); differences are particularly high for DiffRank, DCLoc, DBC and LS. And as expected, the difference in recovery rates is higher between the original networks and the edge-shuffled networks than between the original networks and the randomly weighted networks ( Figure 5B ). This shows that DiNA methods in general are very sensitive to the topology of the underlying networks.
To further test the impact of edge weights and network topology, we computed the intersections of the DiNA algorithm's results across the four different cancer types. If the underlying, experimentally obtained expression values had only a small influence on the results, each DiNA algorithm should produce similar rankings regardless of the particular cancer type. This clearly is not the case, as can be seen in Table 5 and Supplementary Figure S7. 10.
For LS, we have the largest intersection: 11 nodes are among the top-40 nodes of each cancer type, eight of which are miRNAs. For DiffRank, the intersection contains eight nodes (four miRNAs). Intersections of the other methods are of no relevance, i.e. zero to 5 nodes. The small sizes of the intersections emphasize the strong impact of the individual experimental evidences on the outcome of the DiNA algorithm.
In summary, these results show that the topology of the underlying regulatory network plays a critical role in DiNA and underline the importance of using high-quality networks to cope with the high levels of noise typically observed in transcriptome data [45] [46] [47] . Including miRNAs notably changes this topology; however, their positive effects on DiNA performance are not only due to these changes but also heavily depend on the concrete experimental data brought into the analysis (Table 5) . 
Influence of correlation cutoff on the results
To test how strongly the results depend on the chosen correlation cutoff, we repeat the experiments for the PRAD data set with two further cutoffs. We compare the results obtained with our original cutoff of 0.33 to the results obtained with a 10% lower cutoff of 0.3 and with a 10% higher cutoff of 0.36. Results are shown in Supplementary Table S7 .11. For each DiNA algorithm, we calculate the intersection of nodes from GSL V ranked among the top-40 in each of the three settings for the correlation cutoff. Looking at DBC, we find 13 nodes from GSL V with the original cutoff, 14 for the lower cutoff and 13 for the higher cutoff. For all DiNA algorithms, the differences are at most one node. While the number of nodes identified from GSL V hardly changes, it is important to carefully choose the cutoff. We determine the cutoff by using a statistical test (see section Methods).
Conclusion
In this work, we compare the performance of 10 DiNA algorithms on four cancer transcriptome data sets for networks without miRNA to those on networks including miRNA. When comparing these algorithms to each other, local methods and, even more, one hybrid algorithm outperforms methods considering global network changes. All DiNA methods outperform conventional differential expression analysis. Several studies have shown that considering miRNAs improves performance in single network analysis [27, 39, 48, 49] ; however, their impact on DiNA has not been studied before. Evaluated on two sets of gold standard gene lists, we find that consideration of miRNA almost always considerably improves recovery rates. Improvements are due partly to a better ranking of genes and TFs and partly to correctly identified miRNA. We based our evaluation mostly on the cancer gene list from [37] (GSL V ). Note that genes and TFs from this list are unspecific with respect to the cancer types. However, this does not imply that all genes in this list are equally relevant for all types of cancer; instead, it should be considered as a union of several cancer-type-specific lists. Accordingly, it is not surprising that our analysis produces different gene lists depending on the cancer type which the underlying transcriptome data were obtained from. Obviously, the best evaluation would be based on cancer-type-specific GSLs; however, we are not aware of such lists with robust community acceptance. Our findings cannot directly be extrapolated to other configurations of DiNA. DiNA is based on the underlying network, which in this work is a rather small, high-quality regulatory core network obtained by manual curation of published findings. DiNA algorithms rank only the entities contained in its network, which is here enriched for TFs [33] . Therefore, performance of DiNA could be different on pure correlation networks or on protein-protein interaction networks [21] [22] [23] 25, 26, 28] . Nevertheless, our results are a strong evidence for (a) the strength of DiNA algorithms to find key players in regulatory networks based on transcriptome data and (b) the advantages of using more comprehensive regulatory models than those just building on genes.
Materials and methods
In this section, we first give an overview of our workflow (Figure 6 ), then we describe each step in detail. Initially, we selected RNASeq data sets from The Cancer Genome Atlas [50] for four different cancerous and corresponding normal tissues. Next, we mapped pairwise correlation values on gene levels into cancer-specific edge weights in two high-quality human core regulatory networks obtained from public databases and literature curation. We used two such networks. In the miRNAGRNs*, genes, TFs and miRNAs are contained. In the GRNs, only genes and TFs are represented. For each cancer type, four networks were created: GRN* for cancerous tissue, GRN* for control tissue, GRN for cancerous tissue and GRN for control tissue. We analyzed each pair of networks using 10 DiNA algorithms and evaluated each method by its ability to identify those genes which are known to play an important role in the respective cancer using GSLs. Data processing was generally performed using the statistical programming environment R [51] . For network construction, network analysis, calculation of differential centralities in the disease networks and the comparison of the networks, we use Python [52] and the NetworkX package [53] .
RNASeq data sets and processing
We downloaded mRNASeq and miRNASeq data sets from four different cancer types available from TCGA [50]: prostate adenocarcinoma (ID: PRAD), breast invasive carcinoma (ID: BRCA), lung adenocarcinoma (ID: LUAD) and liver hepatocellular carcinoma (ID: LIHC). We used preprocessed TCGA data sets (Level 3), i.e. count values for each miRNA were already aggregated/calculated. Data were quality checked and normalized using the DESeq package [10] . In each data set, we only used those samples where cancerous and control tissues stem from the same patients, leading to 36 expression sets for PRAD, 83 for BRCA, 40 for LIHC and 17 for LUAD. We downloaded all data sets in January 2014.
Assembling a human regulatory core network
Analysis was performed on the basis of the same underlying human regulatory core network. The miRNA-GRNs* consist of miRNA, genes and TFs and their regulatory interactions represented as directed edges: miRNA ! gene, miRNA ! TF, TF ! gene, TF ! miRNA and TF ! TF. In contrast, the GRNs only consist of genes and TFs and their relationships to each other. They are generated by simply removing all miRNA and adjacent edges from the GRN*. The GRN* was constructed based on a carefully selected set of data sources ( Figure 1A) . (1) Relationships between miRNA and other entities were taken from the database miRTarBase [54] which only contains experimentally validated relationships. Additionally, we extracted miRNA-target relationships listed in all four of the databases TargetScan [55] , MirTarget2 [56] , miRanda-mirSVR [57] and DIANA-microT-CDS [58] ; since these databases contain only computationally predicted targets, we follow the suggestion of [59] and require a relationship to be predicted in all of them before accepting it for our network. For all these databases, we used the versions available as of June 2015; our selection of miRNA prediction tools follows the suggestions of [60] . (2) Relationships between TFs and genes or other TFs were obtained from TRANSFAC [61] , ORegAnno [62] and TRRD [63] , all of which are curated databases. We augmented these data with an additional set of 865 TF-TF relationship from an in-house curation project. This set is generated by first identifying potential TF-TF relationship using automated text mining in all PubMed abstracts, followed by manual curation of the top-2500 sentences where curators explicitly took the strength of the experimental evidence reported in the respective paper into account; the method is described in detail in [33] . (3) Regulations of miRNA by TFs were taken from TransmiR [64] which contains only manually curated human regulatory relationships. TFs and genes were mapped to their corresponding HGNC symbol [65] . In summary, all interactions of the types TF !miRNA, TF !TF and TF !gene are derived from experimental analysis of individual genes. Of the miRNA !TF and miRNA !gene interactions, 30% are experimentally verified, whereas the remaining 70% are predicted. Note that all the regulatory interactions we use are not tissue specific (we are not aware of tissue specific regulatory networks). We partly address this problem by removing edges with non-significant correlation values (see next Section), as only nodes with a significant correlation value are supposed to interact with each other [5] .
Cancer-specific networks with/out miRNA
The core networks GRN and GRN* are transformed into cancerspecific weighted networks by assigning each edge a initial weight corresponding to the correlation strength of expression values of the adjacent nodes in the respective RNAseq data set. Correlation is computed using Spearman's rank correlation which does not make assumptions about the distribution of the underlying data [66, 67] . Signs of relationships are determined from the sign of correlation between the two genes. For some DiNA algorithms, the edge weights are transformed (see next section). To obtain the final networks, we applied a significance threshold to remove edges with non-significant correlation values: we tested if the correlations are significantly different from zero (P value < 0.05) by using the t-distribution. A requirement for this test is the normality of the correlation values which we ensured beforehand by applying the Shapiro-Wilk test [68] : for each network, we randomly draw 100 values from all correlations and calculated the P value. This was repeated 100 times and the mean P value is calculated for each network. Only for calculating DCGlob and DCLoc, no threshold was applied, because this is already done by the methods themselves.
Algorithms for DiNA
We compared the performance of 10 different DiNA methods regarding their ability to recover key players in the cancer-specific GRNs* (including miRNA) to the performance in the corresponding GRNs. Each algorithm was applied only on the largest connected component of the networks. Here, we briefly describe each algorithm we considered. They all have in common that they (1) derive, for each network, a score per node (miRNA, TF or gene) and (2) compute a final ranking of nodes based on the differences in scores between the two networks (cancerous and control). In the following, v, u are nodes, A,B are the cancerous and control tissue networks, d X ð Þ is the degree of node v in network X and c X ðu; vÞ is the correlation strength between nodes u and v, which is transformed to edge weights w X ðu; vÞ in a particular way by each algorithm. Differential Degree Centrality (DDC) [5] DDC simply takes the normalized difference between a node's degrees in two networks. Degrees are normalized by the maximum degree in each network: Odibat et al. [28] used the LS measure as a baseline for evaluating their DiffRank algorithm.
Differential DBC/DPC/DEC [13, 28, 34, 35] . Several works proposed to use DPC centrality to study the role of nodes within a disease network and differential DPC centrality to find changes between two disease networks [28] . The DPC of a node v is the difference between its DPC scores S X PR ðvÞ in the two networks. Here, we also normalize the raw scores by the maximum score in the given network:
DPCðvÞ ¼ j In the same way, we rank nodes using DBC centrality which considers shortest paths between all nodes of a network to calculate a score for node v. For calculating the shortest paths in single networks, weights are set to w X ðu; vÞ ¼ 1 À jc X ðu; vÞj as stronger related nodes need a smaller edge weight to get a high betweenness score. For DEC, we rank the nodes in the same way with edge weights w X ðu; vÞ ¼ jc X ðu; vÞj.
DCLoc and DCGlob [21]
Bockmayr et al. developed two algorithms to identify differentially co-expressed nodes between two co-expression networks. The first algorithm, called DCLoc, compares the local topology of two networks, while the second, called DCGlob, compares global topologies. In a first step, the cancer-specific networks are constructed as described in the previous section but no significance threshold is applied. Next, the differential coexpression of each node is calculated as global topological change (comparison of connected components of the network) or local topological change (comparison of next neighbors of the investigated node) between the networks. The main characteristic of both algorithms is the repetition of this analysis for a series of 200 correlation thresholds, instead of using a single threshold. Results are averaged and a list of differentially correlated genes is obtained. For more details, see [21] . We slightly adapted both algorithms for regulatory networks. In regulatory networks, each node has much less edges than in a coexpression network. Therefore, in step 3 of the DCGlob algorithm, we lowered the expected cardinality of genes to 2 instead of 3. In step 2 of the DCLoc algorithm, we lowered the expected size of correlation clusters from 3 to 2.
DiffRank algorithm [28] The DiffRank algorithm iteratively optimizes an objective function that is a linear combination of differential connectivity and DBC centrality within a DPC-style framework. Differential connectivity considers the difference in edge weights between two networks for a node v and the DiffRank scores of its neighbors. DFC centrality for a node v considers the difference in shortest paths that pass through v from s to t (with s; t 6 ¼ v) in network A versus network B and then sums all these absolute differences for all s, t. Note that this definition is different from the definition for DBC.
The algorithm combines both local and global properties into a single score. See [28] for details.
Differential motif centrality [36, 34] Motif centrality [36] calculates a score for each node in a network based on the number of certain motifs (here feed-forward loops (FFL)) the node is involved in. We extended this approach to also take edge weights into account (see Supplementary ma terial S7.12). To compute DMC, we use the difference between the motif centrality scores in the two networks.
Gold standards for evaluation of DiNA algorithms
DiNA algorithms compute ranked list of nodes, reflecting the strength of changes these nodes underwent between the two networks being compared. To assess the quality of these rankings, we used GSLs.
For building the GSLs, we used the list of 138 cancer genes recently published by Vogelstein et al [37] extended by a list of cancer-specific miRNAs from the curated database mirCancer [69] (joint list henceforth called GSL V ). Genes and miRNAs not present in the RNASeq data or not present in the GRN* after applying the correlation cutoff was removed, leading to different list sizes for the different cancer types (Table 6 ). TFs and genes from GSL V were mapped to their corresponding HGNC symbol [65] . We also built cancer-type-specific GSLs using MalaCards (Version November 2015) [40] but as our experiences with these second GSLs were mixed, results regarding these GSLs are only covered in Supplementary S7.4. The performance of a DiNA algorithm with respect to any of these lists was obtained by computing the size of the intersection of the top-k nodes found by the algorithm with the respective (unranked) GSL. P values for the size of the overlaps for k ¼ 40 were derived using Fishers exact test [70] . For selecting k, we took into account the distribution of differential centrality scores across the different DiNA algorithms and datasets. To consider only nodes whose differential centrality score is substantially higher than for most of the nodes, we visually chose a cutoff of k ¼ 40 (Supplementary Figure S7. 3). We used an absolute number for k rather than a percentage value for each network individually, as this would result in an unfair comparison, given the larger size of GRNs* compared with GRNs.
Clustering of DiNA methods
We were not only interested in the absolute performance of the different methods but also studied their inter-algorithm similarity by clustering them based on the overlap of their computed top-k lists using the Jaccard Index: Here, m1 and m2 are two DiNA methods, D contains the four cancer data sets and jm 1 ðxÞ \ m 2 ðxÞj is the number of genes detected by m 1 and m 2 in data set x.
Randomization experiments
We performed two types of randomization experiments. First, we assigned random weights to all edges, leading to randomly weighted networks. Therefore, we started with GRN* for a specific cancer type and sampled correlation values from a normal distribution with mean and standard deviation equal to that of the original GRN*. Second, we shuffled the targets of all edges adjacent to a miRNA, leading to edge-shuffled networks. Here, we started with the GRN and added miRNAs using a random mapping to the nodes of the GRN* preserving the outdegree of all miRNAs. Edge weights for the randomized edges were randomly drawn from all correlation values assigned to edges with miRNAs in the GRN*. In each experiment, we generated 100 networks for each cancer type and corresponding control and computed the mean recovery rate within the top-40 entities for all DiNA algorithms.
Non-DiNA methods for comparison
We compared results from applying DiNA algorithms to two baselines. The first baseline ranks entities by their differential expression, disregarding any network structure. Differential expression was computed using DESeq [10] , which uses an RNASeq-specific error model based on the negative binomial distribution. P values are multiple testing corrected using Benjamini-Hochberg [71] . All mRNAs and miRNAs with an adjusted P value < ¼ 0.05 and a Log 2 Fold > ¼ 1.5 were ranked by their absolute Log 2 Fold. We filtered for mRNAs and miRNAs present in the respective cancer or control GRNs* and selected the top-40.
The second baseline performs discriminative analysis based on a feature selection approach. We applied the MRMR method suggested by Ding and Peng [41] . As recommended by the authors, we discretized the data to three categorical states. We assume each gene expression to be negatively binomially distributed and used the 0:56k x -quantiles with x 2 fmiRNA; mRN Ag as thresholds. Best results were obtained using k miRNA ¼ 0.3 and k mRNA ¼ 0.45 for miRNA and mRNA data, respectively. We filtered for mRNAs and miRNAs present in the respective cancer or control GRNs* and selected the top-40 ranked mRNAs and miRNAs as most discriminative between cancer and control.
Key Points
• We compared the performance of 10 DiNA algorithms on four cancer transcriptome data sets for networks without miRNA to the performance for networks including miRNA using GSLs.
• Our results are a strong evidence for the strength of DiNA algorithms to find key players in regulatory networks based on transcriptome data.
• Consideration of miRNAs improves recovery rates for most tested algorithms.
• The evaluation of such algorithms is difficult, because no gold standard lists with a robust community acceptance exists and DiNA algorithms in general are very sensitive to the topology of the underlying networks.
Supplementary data
Supplementary data are available online at http://bib.oxford journals.org/.
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