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I. INTRODUCTION
Gauge theories with higher derivatives have a potential interest for the study of the
existence of several symmetries given their intrinsic nature. The Hamiltonian formalism
provides a convenient way to formulate and explore the symmetries of field theories as well
as to explore the ghost problem and the unitary properties of quantum gauge field theo-
ries for systems with higher-order singular Lagrangians. In particular, we are interested in
linearly acceleration-dependent Lagrangians. Some interesting gauge theories presenting a
linear dependence on acceleration, include General Relativity, cosmological brane models,
and Electromagnetism with Chern-Simons corrections, for example, thus deserving special
attention whenever the quantum counterpart by means of canonical quantization proce-
dures is aimed. A common strategy to develop the Hamiltonian formalism for this type
of theories is by means of the introduction of auxiliary variables which is accompanied by
certain constraints enforcing the definition of the new variables. However, this procedure
sometimes may become hard to manipulate since for a generic system we must work out
the constraint algebra of an enlarged set of constraints. Thus, our standpoint will be to test
the Ostrogradski-Hamiltonian (OH) formalism in order to completely analyze the constraint
structure for the theories we are interested in, avoiding the cumbersome constraint analysis
found in recent literature.
As mentioned before, in this paper we review the OH framework for Lagrangians with a
linear dependence on the accelerations for which the Hessian vanishes identically1–9. Even
though for this kind of Lagrangians one may find, under certain conditions, an equivalent
Lagrangian where the acceleration terms go into a surface term, in this work we have opted
to keep all the variables in the enlarged phase space in order to construct a natural Dirac
algorithm to determine the physical constrained surface where dynamics will take place.
Our motivation is thus to avoid the potential emergence of deviations in the Hamiltonian
formalism induced by discarding surface terms associated to the general covariance of the
system, as discussed for example in10. In our opinion, this is an issue that has been overlooked
in many contributions. In this sense, our study contributes to elucidate the relationship of
the constraint analysis between the formalism for systems with boundary terms and Dirac’s
for first-order theories. We find that this constrained OH structure may be completely
inferred from the associated Euler-Lagrange equations of motion. The approach considered
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here has been of particular relevance for the analysis of the canonical formalism for singular
systems for which the Hamiltonian does not result in a quadratic expression of the dynamical
momenta involved. Indeed, this is the case for certain brane models encountered either in
the minisuperspace cosmological context or within Dirac’s model of the electron as a charged
membrane11–14. Similar interpretations, as the ones carried out for the brane models, bring
back into life the old idea that considers General Relativity as a second-order field theory15,16.
For a comparison, we encourage the reader to see the treatment of the Regge-Teitelboim
model for General Relativity a` la string either within the Hamiltonian formalism of an
enlarged phase space established in17,18, or from the geometrical viewpoint related to tangent
forms developed in8,9.
Lagrangians of this type have been discussed extensively in the regular case1–3,19–22. For
the singular case, however, there are several points which seem to remain unclear and,
therefore, this will be our purpose here: to analyse the singular nature of these Lagrangians
by means of an OH approach. In particular, we resolve the conditions under which the
system we consider allows surface terms and explore the role that this kind of terms play on
the constraint structure of the theory. Further, we also emphasize the character of geometric
invariants which provide well-defined energies and the general Noether charge, and examine
their relevance for covariant systems through the so-called Zermelo conditions23–30. Although
most of these last references are written in the elegant language of differential geometry, we
decided to keep the widely known physicist notation in order to establish a direct comparison
with recent works found in the literature where an analogous setup is considered for the
analysis of the constrained structure for brane theoretical models by means of auxiliary
variables.
This paper is organized as follows. In Section 2 we explain at some length why these
Lagrangians are best understood straightforwardly as standard second-order Lagrangians
instead of neglecting the surface term from the beginning. We compute both the general
energies and the Noether charge for this type of systems. Also, this Section serves as a
guide in the transition towards the OH formalism for this type of theories. In Section 3
we describe the important role of the surface term, and we decompose our Lagrangian into
two components, one related to the dynamic term, and the other related to the surface
term. In Section 4 we complete the OH approach within Dirac formulation for constrained
systems. Section 5 is dedicated to the geometric analysis of the constraints. We provide
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several examples of applications of our scheme in Section 6, related to the chiral oscillator,
the geometric dynamics resulting from a second-order 2-form and an optimal growth model
from Economics, respectively. In Section 7 we specialize our formulation to the analysis
of covariant theories, and in particular, we develop our results for covariant brane theories
where we present one further example given by a electrically charged bubble. In Section 8,
we include some concluding remarks. Finally, we address some technical issues related to
conserved quantities and Helmholtz conditions in Appendices A and B, respectively.
II. LAGRANGIANS AFFINE IN ACCELERATION
Let us consider the dynamical evolution of physical systems governed by the local action
S[xµ] =
∫
c
dτ L(xµ, x˙µ, x¨µ), (1)
where the integral is well-defined for a parametric curve c, and the Lagrange function L :
T 2M → R defined on a basis manifold M is of the explicit form
L(xµ, x˙µ, x¨µ) = Kµ(x
ν , x˙ν) x¨µ + V (xµ, x˙µ). (2)
Here, Kµ(x
ν , x˙ν) and V (xµ, x˙µ) are two arbitrary C2(M) functions and µ, ν = 0, 1, 2, . . . , N−
1 label the local coordinates on the extended configuration space. An overdot stands for
a derivative with respect to a parameter τ . We will consider for simplicity systems with a
finite number of degrees of freedom. The Lagrangian (2) sometimes is referred to as affine
in acceleration due to the fact that the Hessian Hµν = (∂
2L/∂x¨µ∂x¨ν) vanishes identically5.
As it is expected the Lagrangian L is determined up to a total time derivative of the form
L˜(xµ, x˙µ, x¨µ) = L(xµ, x˙µ, x¨µ) +
d
dτ
Y (xµ, x˙µ), (3)
that clearly do not affect the equations of motion as far as the function Y (xµ, x˙µ) is an
arbitrary function not depending on accelerations. This arbitrariness imposes the following
transformations laws for the functions Kµ and V
K˜µ(x
ν , x˙ν) = Kµ +
∂Y
∂x˙µ
, (4)
V˜ (xµ, x˙µ) = V +
∂Y
∂xµ
x˙µ. (5)
These transformation laws closely resemble a sort of gauge transformation. Indeed, Eq. (4)
looks like an Abelian gauge transformation in the velocity coordinates sector whereas Eq. (5)
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seems like an Abelian gauge transformation for a scalar potential in the position coordinates
sector. Analogous transformations for Lagrangians affine in velocity were developed in32.
Associated with a generic second-order Lagrange function, L, the Euler-Lagrange (EL)
equations of motion (eom) read
E(0)µ (L) = 0, (6)
where the differential operator E
(0)
µ is defined on the basis manifold as
E(0)µ :=
∂
∂xµ
−
d
dτ
(
∂
∂x˙µ
)
+
d2
dτ 2
(
∂
∂x¨µ
)
. (7)
The E
(0)
µ operator is also known as the first Craig-Synge covector associated to a differen-
tiable Lagrangian of second order (see A for details).
In our particular formulation, we have
∂L
∂xµ
=
∂Kν
∂xµ
x¨ν +
∂V
∂xµ
,
∂L
∂x˙µ
=
∂Kν
∂x˙µ
x¨ν +
∂V
∂x˙µ
,
∂L
∂x¨µ
= Kµ,
from which we obtain the equations of motion in the compact form
Mµν x¨
ν = Fµ, (8)
provided that
∂Kµ
∂x˙ν
=
∂Kν
∂x˙µ
. (9)
This relation implies thatKµ should be related to a partial derivative of an arbitrary function
with respect to the velocities x˙µ, as may be inferred from transformation law (4). We will
explain in detail this last relation below.
Equations of motion in the form (8) suggests thatMµν may be interpreted as a “mass-like
matrix”, while the term Fµ may be interpreted as a “force” vector. These quantities are
defined as
Mµν :=
∂Pν
∂xµ
−
∂pµ
∂x˙ν
, (10)
Fµ :=
∂pµ
∂xν
x˙ν −
∂V
∂xµ
, (11)
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respectively. Here, we have introduced the quantities
Pµ :=
∂L
∂x¨µ
= Kµ, (12)
pµ :=
∂L
∂x˙µ
−
d
dτ
(
∂L
∂x¨µ
)
=
∂V
∂x˙µ
−
∂Kµ
∂xν
x˙ν , (13)
which are nothing but the canonical momenta in the so-called Ostrogradski-Hamiltonian
approach (see Section IV). Conditions (9) ensure that no third-order derivatives appear
in the eom (6). A trivial example of this is obtained by considering the particular case
Kµ = Kµ(x
ν) as thus the eom are second order and conditions (9) vanish identically. A
different example is considered whenever Kµ specializes to Kµ = Kµ(x˙
ν) for which the
form (8) is preserved with Mµν = −∂pµ/∂x˙
ν . Thus, within our formulation, Eqs. (8) are
of second-order even if the action (1) involves second-order derivative terms. This issue is
of a remarkable physical relevance since within this framework neither we have propagation
of extra degrees of freedom nor we confront the instability issues associated to higher-order
theories33–36. This is so because condition (9) allows to split the original Lagrangian in
two terms where one of them is a total time derivative which contains the acceleration
dependence of the Lagrangian L. According to the dependence of Kµ and V , we have
that Pµ = Pµ(x
ν , x˙ν) and pµ = pµ(x
ν , x˙ν , Pν) and, in consequence Mµν = Mµν(x
α, x˙α) and
Fµ = Fµ(x
α, x˙α).
For a regular matrix Mµν , there is an inverse matrix M
−1
µν such that M
−1
µαMαν = δµν or
MµαM
−1
αν = δµν . Hence, we can solve (8) for the accelerations x¨
µ = M−1 µνFν . This regular
case is related to the so-called inverse problem in Lagrangian mechanics which has been
studied at length in1–3,21. Clearly, we emphasize that to study the singular nature of the
Lagrangian (2) we must focus on the analysis of matrix Mµν .
In addition, we may note that condition (9) corresponds to an identically vanishing curl
of Pµ in the velocity configuration space sector, namely
Nµν :=
∂Pν
∂x˙µ
−
∂Pµ
∂x˙ν
= 0 . (14)
It is straightforward to check that the quantities Mµν , Fµ and Nµν are all invariant under
the transformations (4) and (5). Hence, it is not surprising that all these quantities will play
a fundamental role in the following sections.
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A. Noether charge
We describe now the conserved quantities for this type of theories. Our strategy will follow
closely the content of Refs.25,26 (see A, for further details). We begin from Eqs. (A10) and
(A11) for the energies of a second-order system associated to the vector field W µ in terms
of the momenta (12) and (13)
E (1)c (L) := −W
µPµ, (15)
E (2)c (L) :=W
µpµ + W˙
µPµ − L. (16)
We must emphasize that these energies are only conserved along the solutions of the so-called
Craig-Synge covectors, as described in A, where we also show the way in which these energies
are helpful in order to construct a Noether theorem for the Lagrangian we are working with.
With regards the function (A16) we have
Q(L, φ) =W µpµ + W˙
µPµ − η E
(2)
c (L) + η˙ E
(1)
c (L)− φ, (17)
where E
(1)
c (L) and E
(2)
c (L) are given by (15) and (16), and again we have used the definitions
(12) and (13). This function is conserved through an infinitesimal transformation of the
form
xµ 7→ xµ + ǫW µ(x, τ),
τ 7→ τ + ǫη(x, τ),
(18)
along the solution curves of the EL equations (6). In relations (17) and (18) we have
introduced the differentiable vector field W µ locally defined along a trajectory c and such
that it vanishes at the endpoints of that curve, the sufficiently small real number ǫ > 0, and
the smooth arbitrary (locally defined) functions η := η(x, τ) and φ := φ(x, x˙).
We will realize in the following that for the case W µ = x˙µ the energies (15) and (16)
become
E (1)c (L) = −Pµx˙
µ, (19)
E (2)c (L) = pµx˙
µ + Pµx¨
µ − L. (20)
The first one corresponds to the term leading to a total time derivative in the Lagrangian (2),
while the second one corresponds to the canonical Hamiltonian, H0 (see Eq. (39) below).
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For covariant brane theories these constitute first-class constraints generating gauge trans-
formations (see Section VIIA). Also, for this particular case, note that energies E
(1)
c (L) and
E
(2)
c (L) are related trough the identity E
(2)
c (L) = (∂V/∂x˙µ)x˙µ − V + (∂E
(1)
c (L)/∂xµ)x˙µ as
may be deduced from general expressions (A10) and (A11).
In addition, on physical grounds, the function (17) is nothing but the Noether charge
associated to the action (1), which may be expressed in terms of the momenta (12) and (13)
as
Q(L, φ) = −η H0 + pµx˙
µ + Pµx¨
µ − [η˙ Pµx˙
µ + φ], (21)
where W µ has been specialized to the velocity vector x˙µ, E
(1)
c = −x˙µPµ and E
(2)
c = H0 =
pµx˙
µ−V is the canonical Hamiltonian. It is worth noting that the results given by (15), (16)
and (17) are quite general for a second-order Lagrangian and comprise a natural extension
of the usual results for the Lagrangians L(xµ, x˙µ) to second-order Lagrangians L(xµ, x˙µ, x¨µ).
III. ON THE SURFACE TERM AND S-EQUIVALENT LAGRANGIANS
We turn now to explore the conditions on Kµ such that partial integrations of the linear
term in the accelerations in (2) does not lead to total time derivatives. If so, the condition
d(x˙µKµ)/dτ = 0 is equivalent to(
Kµ +
∂Kν
∂x˙µ
x˙ν
)
x¨µ = −
∂Kµ
∂xν
x˙µx˙ν . (22)
On the contrary, suppose now that we can identify a total time derivative. Without loss of
generality we may define alternative quantities and rewrite the Lagrangian (2) as follows
L(xµ, x˙µ, x¨µ) = f(xµ, x˙µ) +
d
dτ
[g(xµ)h(x˙µ)] , (23)
where f(xµ, x˙µ), g(xµ) and h(x˙µ) are smooth functions. In fact, the function h(x˙µ) is defined
up to an integration constant. This results as a consequence that Eq. (9) implies the existence
of a boundary function Λ(xµ, x˙µ) such that Kµ = ∂Λ/∂x˙
µ. For simplicity, from now on, we
consider separation of variables for the boundary term. From a more general viewpoint,
analogous conclusions follow if we adopt the boundary function Λ(xµ, x˙µ) instead of the
functions g(xµ) and h(x˙µ)37. (see also1).
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By expanding the total time derivative and comparing to Eq. (2) yields
Kµ(x
ν , x˙ν) = g
∂h
∂x˙µ
, (24)
V (xν , x˙ν) = f + x˙µ
∂g
∂xµ
h. (25)
Expression (24) automatically fulfills condition (9), indeed. Hence, we can rewrite the
original Lagrangian (2) as the sum of two Lagrangian functions
Ld := f = V −
∂g
∂xµ
h x˙µ, (26)
Ls :=
d (g h)
dτ
= g
∂h
∂x˙µ
x¨µ +
∂g
∂xµ
h x˙µ. (27)
Clearly, Ld = Ld(x
µ, x˙µ) while Ls = Ls(x
µ, x˙µ, x¨µ). The Lagrangian Ls contains all the infor-
mation related to the second-order derivatives. We will refer to these Lagrangian functions
as the “dynamic” Lagrangian and the “surface” Lagrangian, respectively. Lagrangians (2)
and (26), belonging to the set known as s-equivalent Lagrangians, are characterized by eom
which are solved by the same orbits1,19. The advantage of this separation is particularly
conspicuous in certain cases of covariant theories. Indeed, sometimes f(xµ, x˙µ), regarded
as an ordinary first-order Lagrangian, does not allow for a consistent Hamiltonian treat-
ment whenever Mµν is singular (see, for example,
11,12,38 as the Hamiltonian is not a simple
quadratic expression in the momenta. In addition, this separation helps to understand
deeply the role of Mµν .
With respect to the surface Lagrangian, Ls, and considering the definitions (12) and (13),
we have the momenta
Pµ = g
∂h
∂x˙µ
, (28)
pµ =
∂g
∂xµ
h. (29)
Analogously, with respect to the dynamic Lagrangian, Ld, we have the momenta
pµ =
∂f
∂x˙µ
=
∂V
∂x˙µ
−
∂g
∂xν
∂h
∂x˙µ
x˙ν −
∂g
∂xµ
h. (30)
Obviously, we have that with respect to the original Lagrangian (2) the conjugate momenta
to the position variables (13) are given by
pµ = pµ + pµ =
∂V
∂x˙µ
−
∂g
∂xν
∂h
∂x˙µ
x˙ν , (31)
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that is, the total momenta pµ associated to the Lagrangian (2) (or (23)) is obtained by
adding a contribution from both the surface and the dynamic momenta. At this point it is
clear what to do in order to express the original Lagrangian (2) in the fashion (23). Starting
from (24) we need to identify first g and ∂h/∂x˙µ. Then we proceed to integrate the partial
derivatives to obtain h, and enter this information in (25) to obtain f and, finally, we finish
the process by inserting these quantities in (23).
We also note from Eqs. (28) and (29) that we have the relation
∂Pν
∂xµ
=
∂pµ
∂x˙ν
. (32)
This identity is the key point when we try to connect the two points of view for the La-
grangians (2) and (23). From Eqs. (10), (31) and (32) we have
Mµν = −
∂pµ
∂x˙ν
= −
∂2Ld
∂x˙µ∂x˙ν
= Mνµ. (33)
We have thus established that the mass-like matrix (10) corresponds to the Hessian matrix
for the s-equivalent Lagrangian Ld. By virtue of the symmetry of Mµν we have that
∂pµ
∂x˙ν
=
∂pν
∂x˙µ
, (34)
∂Mµν
∂x˙ρ
=
∂Mρµ
∂x˙ν
=
∂Mνρ
∂x˙µ
. (35)
Moreover, the force vector becomes
Fµ =
∂pµ
∂xν
x˙ν +
∂2g
∂xµ∂xν
h x˙ν −
∂V
∂xµ
, (36)
and, by considering (32) we have in addition the identity
Θµν :=
∂Pµ
∂xν
−
∂Pν
∂xµ
=
∂pν
∂x˙µ
−
∂pµ
∂x˙ν
, (37)
where the last relation establishes that the curl of Pµ in the coordinate configuration space
sector corresponds to the curl of the non-dynamical momenta pµ in the velocity configuration
space sector.
IV. OSTROGRADSKI-HAMILTONIAN APPROACH
Since the Lagrangian (2) depends on the accelerations, it is quite natural that we try
to develop a canonical analysis by means of the OH approach39,40. The configuration space
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is spanned by C = {xµ; x˙µ} and in consequence the ordinary phase space is enlarged and
spanned by Γ = {xµ, pµ; x˙
µ, Pµ}, where the conjugate momenta to x˙
µ and xµ are given by (12)
and (13), respectively. The highest momenta Pµ must satisfy the N primary constraints
Cµ = Pµ −Kµ(x
ν , x˙ν) ≈ 0, (38)
which follows directly from the definition (12). Hereinafter and following Dirac’s terminology,
the weak equality symbol ≈ stands for equality modulo all constraints41–43. Squaring the
primary constraints in order to obtain a resulting Hamiltonian quadratic in the momenta
Pµ does not prove to be always correct
44. The canonical Hamiltonian is
H0 = pµx˙
µ + Pµx¨
µ − L(xµ, x˙µ, x¨µ) = pµx˙
µ − V (xµ, x˙µ), (39)
so that the total Hamiltonian of the system is given by
H = pµx˙
µ − V + uµCµ. (40)
Here, uµ are Lagrange multipliers enforcing the primary constraints (38). These are a priori
functions of the phase space variables and possibly of time.
For two phase space functions F and G, we introduce the generalized Poisson bracket
(PB)
{F,G} :=
∂F
∂xµ
∂G
∂pµ
+
∂F
∂x˙µ
∂G
∂Pµ
− (F ←→ G). (41)
Thus, we observe easily that the primary constraints are in involution in a strong sense
{Cµ, Cν} = 0. (42)
From Eqs. (38) and (39), it is not hard to find that {Cµ, H0} = −
∂Kµ
∂xν
x˙ν − pµ +
∂V
∂x˙µ
. Con-
sequently, taking into account (40) and (42), persistence of the primary constraints under
evolution of the parameter τ requires that
{Cµ, H} ≈ {Cµ, H0}+ u
ν{Cµ, Cν} = −
∂Kµ
∂xν
x˙ν − pµ +
∂V
∂x˙µ
≈ 0. (43)
As a consequence we can identify the N secondary constraints
Cµ := pµ −
∂V
∂x˙µ
+
∂Kµ
∂xν
x˙ν ≈ 0. (44)
Now, a straightforward calculation shows that the PB of primary and secondary con-
straints is directly related to the matrix Mµν
{Cµ, Cν} = Mµν . (45)
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Similarly, the PB of the secondary constraints with the canonical Hamiltonian reads {Cµ, H0}
= −Fµ where Fµ is given by (11). Hence, the stationary condition on the secondary con-
straints is given by
{Cµ, H} ≈ {Cµ, H0}+ u
ν{Cµ, Cν} = −Fµ + u
νMµν ≈ 0, (46)
which merely provides a restriction on the Lagrange multipliers uµ, and therefore the process
of generation of more constraints is finished at this point. Additionally, the PB among the
secondary constraints
{Cµ, Cν} =
∂pν
∂xµ
−
∂pµ
∂xν
=: Xµν . (47)
This expression stands for the curl of the momenta pµ in the coordinate space sector and
it will play a fundamental role in the subsequent discussion. Further, Xµν is also invariant
under the transformations (4) and (5). In terms of the momenta associated to the dynamic
Lagrangian (26) we have that
Xµν =
∂pν
∂xµ
−
∂pµ
∂xν
. (48)
As can easily be verified, the matrix (47) satisfies the Bianchi identity
∂Xµν
∂xρ
+
∂Xρµ
∂xν
+
∂Xνρ
∂xµ
= 0 . (49)
There are other relationships, known as Helmholtz conditions, which relate matrices Mµν
and Xµν with all the momenta. See B for more details.
A. Hamiltonian equations
The Hamiltonian equations are obtained in the standard way. First,
x¨µ ≈ {x˙µ, H} = uν
∂Cν
∂Pµ
= uµ, (50)
i.e., uµ are nothing but the accelerations which were not possible to solve out from (12).
Notice that Eq. (46) is reduced to the eom (6) when uµ is inserted. The second Hamilton
equation for x˙µ is a mere identity
x˙µ ≈ {xµ, H} =
∂H0
∂pµ
= x˙µ, (51)
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since the only dependence on pµ in H0 is through the term pµx˙
µ. With respect to the
Hamilton equation for P˙µ we have
P˙µ ≈ {Pµ, H} = −
∂H0
∂x˙µ
− uν
∂Cν
∂x˙µ
= −pµ +
∂V
∂x˙µ
+ uν
∂Kν
∂x˙µ
. (52)
This expression reproduces the form of the momenta (13) once we insert the Lagrange
multiplier (50). Finally, the Hamilton equation for p˙µ reads
p˙µ ≈ {pµ, H} = −
∂H0
∂xµ
− uν
∂Cν
∂xµ
=
∂V
∂xµ
+ uν
∂Kν
∂xµ
. (53)
Here again, the eom (8) are recovered when we insert the Lagrange multiplier (50). Thus,
the Lagrangian and Hamiltonian descriptions are entirely equivalent, as expected.
V. ANALYSIS OF THE CONSTRAINTS
Following the ordinary Dirac treatment for constrained systems we require to decompose
the set of primary and secondary constraints into first- and second-class constraints41–43.
According to Eqs. (42), (45) and (47) we construct the matrix Ωij whose elements are the
PB among all the constraints
(Ωij) =
 {Cµ, Cν} {Cµ, Cν}
{Cµ, Cν} {Cµ, Cν}
 =
 0N×N −Mµν
Mµν Xµν
 , (54)
where Mµν and Xµν were defined in (10) and (47), respectively, and i, j = 1, 2, . . . , N,N +
1, . . . , 2N . The rank of this non-singular matrix is 2N which indicates the presence of 2N
second-class constraints. Indeed, the primary and secondary constraints exhaust the whole
set of constraints being second-class and we can use them as mere identities strongly equal
to zero. This is useful in order to express some canonical variables in terms of others. The
counting of degrees of freedom (dof) is readily obtained42: dof = [4N − 2N ]/2 = N .
We may therefore construct the Dirac bracket as usual42,43. For two phase space functions,
F and G, we define
{F,G}∗ := {F,G} − {F, χi}Ω
−1
ij {χj , G} , (55)
where χi denotes the second-class constraints χi = (Cµ, Cµ) and Ω
−1
ij is the inverse of the
matrix Ωij such that Ω
−1
ij Ω
j
k = δik. As a result we have a reduced phase-space Hamiltonian
description where we must replace the PB (41) by the Dirac bracket (55) in order that the
second-class constraints hold strongly.
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It is worthwhile commenting on these results in connection with the inverse problem of
Lagrangian mechanics. The representation (54) for the non-singular matrix Ωij is consistent
with the results found in45,46 where Ωij takes the form of a non-singular matrix which
makes the eom (8) derivable from a variational principle. Additionally, the components of
the matrix Ωij follow the Helmholtz integrability conditions given by equations (35), (49)
and (B2), respectively.
A. The singular case
A wide range of interesting physical systems does not have a regular matrix Mµν . For
a singular matrix Mµν of rank RM there exist n = N − RM independent left (or right)
zero-modes eigenvectors ξµ(n) = ξ
µ
(n)(x
ν , x˙ν), satisfying
ξµ(n)Mµν = 0 or Mµνξ
ν
(n) = 0. (56)
This condition clearly imposes certain restrictions on the previously introduced arbitrary
function V (xµ, x˙µ) and the momenta pµ. Indeed, from eom (8) we have the Lagrangian
constraints
ϕ(n)(x
µ, x˙µ) := ξµ(n)Fµ = ξ
µ
(n)
(
∂pµ
∂xν
x˙ν −
∂V
∂xµ
)
= 0, (57)
for each independent left zero-mode ξµ(n). On the contrary, if these conditions are not satisfied
then the action (1) does not provide a consistent theory. Therefore, for a singular matrix
Mµν and a consistent action (1), this description requires that the accelerations x¨
µ or the
Lagrange multipliers uµ, seen as solutions to (8) or (46), respectively, are defined only up to
arbitrary linear combinations of the zero-modes eigenvectors ξµ(n), that is, x¨
µ → x¨µ + an ξ
µ
(n)
and uµ → uµ + bn ξ
µ
(n) where an and bn are some arbitrary constants.
VI. EXAMPLES
We turn now to consider some examples of applications of the approach developed above.
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A. Chiral oscillator
Consider the 2-dimensional non-relativistic oscillator with a Chern-Simons like term de-
scribed by the Lagrangian47–51
L(xµ, x˙µ, x¨µ) = −
λ
2
ǫµν x˙
µx¨ν +
m
2
x˙µx˙
µ, (58)
where λ and m are non-vanishing constants, xµ = (x, y) and ǫµν is the Levi-Civita symbol
such that ǫ12 = 1 (µ, ν = 1, 2). We immediately identify
Kµ =
λ
2
ǫµν x˙
ν =
λ
2
(y˙,−x˙), (59)
V =
m
2
x˙µx˙
µ. (60)
Notice that both Kµ and V only depend on the velocities. Condition (22) is satisfied by
(59) and, in consequence it is not possible to identify a surface term. It is crucial to note
that this is an effect of the fact that condition (9) is not followed by this system, that is,
∂Kµ/∂x˙
ν 6= ∂Kν/∂x˙
µ, which is a signal that eom for this case will not be of second-order.
In fact, the form of the eom (8) is not valid anymore for this model. Indeed, from (6) we
obtain
λǫµν
...
x ν −mx¨µ = 0. (61)
Despite the third-order of these equations, it is possible to reduce this system of equations
of motion to a soluble second-order one, in a standard manner. From (12) and (13) the OH
momenta associated to (58) are
Pµ =
λ
2
ǫµν x˙
ν , (62)
pµ = mx˙
µ − λǫµν x¨
ν . (63)
The canonical Hamiltonian reads
H0 = pµx˙
µ −
m
2
x˙µx˙
µ. (64)
The two primary constraints are given by Cµ = Pµ −
λ
2
ǫµν x˙
ν ≈ 0 and, in consequence the
total Hamiltonian is
H = pµx˙
µ −
m
2
x˙µx˙
µ + uµ
(
Pµ −
λ
2
ǫµν x˙
µ
)
, (65)
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where uµ are Lagrange multipliers enforcing the primary constraints. The PB among the
primary constraints results
{Cµ, Cν} = λ ǫνµ. (66)
Evolution in time of Cµ leads only to a restriction of u
µ
C˙µ = {Cµ, H} ≈ −pµ +mx˙µ + λ ǫνµu
ν = 0, (67)
and in consequence Cµ are second-class constraints. The number of dof is readily obtained:
dof = [8− 2]/2 = 3. See47 for a detailed quantum description for this model.
B. Geometric dynamics inferred from a second-order form
Consider the so-called second-order general energy Lagrangian given by4,5
L(xµ, x˙µ, x¨µ) = ωµ(x
α)x¨µ + ωµν(x
α)x˙µx˙ν , (68)
where the terms ωµ are considered as potentials on a Riemannian manifold (R
n, δµν) with
the metric δµν , and the terms ωµν are symmetric functions on the indices. These coefficients
(ωµ, ωµν) characterize the second-order form ω = ωµ(x
α)d2xµ + ωµν(x
α)dxµ ⊗ dxν . The
geometric properties of this Lagrangian have been extensively studied in a huge variety of
contexts ranging from biomathematics, mathematical economics, to a non-standard version
of electrodynamics4,5,52. In fact, this Lagrangian is interesting as the inherent eom are
straightforwardly related to the geodesic equation. The tensor
Nµν :=
1
2
(∂νωµ + ∂µων), (69)
which is known as the deformation rate tensor field, allows us to introduce a new metric
gµν := ωµν −Nµν , (70)
where we assume that det(gµν) 6= 0. In our notation, Kµ = ωµ and V = ωµν x˙
µx˙ν . Note
further that (9) is trivially satisfied. From (12) and (13) we have
Pµ = ωµ, (71)
pµ = (2ωµν − ∂νωµ)x˙
ν = (2gµν + ∂µων)x˙
ν . (72)
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The mass-like matrix (10) becomes Mµν = −2gµν . Similarly, the force vector is
Fµ = 2(ωαβµ − Ωαβµ)x˙
αx˙β, (73)
where we have introduced the connection symbols associated to ωµν
ωαβµ :=
1
2
(∂αωβµ + ∂βωαµ − ∂µωαβ), (74)
Ωµαβ :=
1
2
(∂α∂βωµ + ∂µ∂βωα − ∂µ∂αωβ). (75)
Thus, from (8), the equations of motion read
gµαx¨
α + Γαβµx˙
αx˙β = 0, (76)
where Γαβµ := ωαβµ − Ωαβµ. Technically, as discussed in
5, we have obtained the dynamics
of the geodesics governed by an Otsuki type connection Γαβµ
53. Further, from relations (26)
and (27), we realize that the dynamic and the surface Lagrangians are explicitly given by
Ld = gµν x˙
µx˙ν and Ls = ωµx¨
µ +Nµν x˙
µx˙ν , respectively. The canonical Hamiltonian is
H0 = pµx˙
µ − ωµν x˙
µx˙ν , (77)
and we have N primary constraints
Cµ = Pµ − ωµ ≈ 0, (78)
which are in involution in a strong sense, {Cµ, Cν} = 0. The total Hamiltonian is H =
H0 + u
µCµ. By requiring that C˙µ ≈ 0, we generate the N secondary constraints
Cµ = pµ − (2ωµν − ∂νωµ)x˙
ν ≈ 0. (79)
The PBs among the constraints (78) and (79) read {Cµ, Cν} = −2gµν . As discussed before,
no further constraints exist as evolution in time of the secondary constraints Cµ ≈ 0 leads
to an expression that determines the Lagrange multipliers
2gµν(x¨
µ − uµ) ≈ 0. (80)
Indeed, uµ = x¨µ, in agreement with (50). In addition, we have {Cµ, Cν} = Xµν = 2(∂µgνρ −
∂νgµρ)x˙
ρ. Hence, from Eq. (54) we have
(Ωij) =
 0 2gµν
−2gµν 2(∂µgνρ − ∂νgµρ)x˙
ρ
 , (81)
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and its inverse matrix
(Ω−1ij ) =
1
4
 Xαβgαµgβν −2gµν
2gµν 0
 , (82)
where gµν stands for the inverse matrix associated to the metric gµν . It follows that the
corresponding Dirac brackets become
{F,G}∗ = {F,G} −
1
4
Xαβg
αµgβν {F,Cµ} {Cν , G}
+
1
2
gµν ({F,Cµ} {Cν , G} − {F, Cµ} {Cν , G}) . (83)
C. Optimal growth model in Economics
We start by considering the optimal growth model as considered in5,54. The model con-
sists of maximizing the functional J [x] :=
∫
R
U(x, x˙, x¨)dt, where the utility function U will
work as our Lagrangian through the combination U(C, C˙) = Ca + γC˙, and is considered as
an increasing and concave function. Here the variable x stands for the capital stock, while
C(x, x˙) stands for the consumption function regarding the dynamic utility and capital ac-
cumulation, while the parameters a, γ ∈ [0, 1]. Following5, we consider that C(x, x˙) follows
the capital accumulation law C(x, x˙) = Y (x)− x˙ where Y (x) stands for the Gross National
Income. According to the Economics lore, C(x, x˙) is the Gross National Product left over
after the accumulation x˙ is met. Under the assumption that Y (x) = bx with b being a
constant, the utility consumption function U(C, C˙) may be rewritten as
U(x, x˙, x¨) = (bx− x˙)a + γbx˙− γx¨, (84)
which clearly defines an economic growth model affine in the acceleration term x¨. By
comparison to (2), we immediately identify
K = −γ, (85)
V = (bx− x˙)a + γbx˙. (86)
From Eqs. (26) and (27) we may recognize the dynamical and surface parts of the Lagrangian
U as Ud = V (x, x˙) and as Us = −γx¨, respectively. Also, from (8) the eom reads (1− a)x¨+
(a− 2)bx˙+ b2x = 0. The momenta are
P = −γ, (87)
p = −a(bx − x˙)a−1 + γb, (88)
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while the canonical Hamiltonian is
H0 = (p− γb)x˙− (bx− x˙)
a. (89)
From Eqs. (38) and (44) we have the primary constraint C = P + γ ≈ 0 and the secondary
constraint C = p + a(bx − x˙)a−1 − γb ≈ 0 which results second-class because {C, C} =
a(a − 1)(bx − x˙)a−2. Thus, the total Hamiltonian governing the evolution in the reduced
phase space is H0 itself. Additionally, from the second-class C we can obtain x˙ in terms of
x and p such that the total Hamiltonian in the reduced phase space reads
H = (p− γb)bx − (1− a)
(
a
γb
) a
1−a
(
1−
p
γb
) a
a−1
. (90)
The number of dof is: dof = [4− 2]/2 = 1, which corresponds with the capital stock x.
An interesting approximation is provided whenever the capital accumulation results lower
than the capital stock. For such a case we have |p/γb| < 1 and thus, by expanding the second
term in (90) up to quadratic terms of the quotient p/γb, the approximated total Hamiltonian
may be written as the expression
H =
1
2m
[p+mA(x)]2 + V (x), (91)
where we have made the identifications
m :=
[
1
a(a− 1)
(
a
γb
) 2−a
1−a
]
−1
, (92)
A(x) := bx−
(
a
γb
) 1
1−a
, (93)
and the potential function V (x) is recognized as the quadratic function
V (x) = −
[
γb2x+ (1− a)
(
a
γb
) a
1−a
]
−
m
2
A(x)2. (94)
Hamiltonian (91) resembles the one usually encountered for a charged particle with a mass-
like term m in a magnetic field provided by A(x) and under a quadratic interaction given by
the potential V (x). This resemblance may be exploited in order to straightforward obtain a
quantum counterpart for this model.
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VII. COVARIANT THEORIES
Extended objects, sometimes referred to as branes, are intended to represent physical
systems at almost all energy scales31. The dynamical evolution is described by an action
constructed with geometrical scalars associated to their surface of evolution. The Lagrangian
is given by a second-order derivative function, L(gab, Kab), where gab and Kab denote the in-
duced metric and the extrinsic curvature, respectively, defined on the surface which contains
the only significant derivatives of the field variables being the immersion functions Xµ31.
The main symmetry of this type of actions is the invariance under reparametrizations of the
trajectory of the extended object. Tipically, these geometric models lead to fourth-order
equations of motion. Favorably, there is a special subset of such geometric invariants whose
associated equations of motion remain of second-order in Xµ11,12. When these Lagrangians
are specialized to a particular geometry they clearly exhibit a linear dependence in the
accelerations, X¨µ.
One of the most important consequences of gauge theories invariant under reparametriza-
tions is that the Hamiltonian vanishes identically.From an uncommon but interesting geo-
metric point of view, the vanishing of the Hamiltonian is a consequence of Zermelo condi-
tions (see23–25 and A) which state the invariance of the Lagrangian under the Lie derivative
of the Liouville vector fields associated to a second-order Lagrangian55, that is, £Γ(i)(L) = 0
for any Liouville vector field Γ(i). In other words, Zermelo conditions are the necessary
conditions for an action integral (in our case (1)) to be invariant under parametrization of
the trajectory c (see A for further details). On physical grounds, for our case, the action
integral (1) together with (2), must be a Lorentz invariant as well as a homogeneous func-
tion in the generalized velocities. Indeed, from Eqs. (A5) and (A6) the associated Legendre
transformation yields
H0 =
∂L
∂x¨µ
x¨µ +
[
∂L
∂x˙µ
−
d
dτ
(
∂L
∂x¨µ
)]
x˙µ − L,
= Γ(2)(L)− L−
d
dτ
Γ(1)(L),
or, more explicitly
H0 =
∂V
∂x˙µ
x˙µ −
∂Kµ
∂xν
x˙ν x˙µ − V = E (2)c . (95)
Note that the Hamiltonian H0 is equivalent to the energy E
(2)
c introduced in relation (16),
which, together with the energy E
(1)
c , vanishes whenever Zermelo conditions are considered.
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Zermelo conditions (A9) may be interpreted in our notation as the condition that the func-
tion V has to be a homogeneous function of first degree in the velocities, while the function
Kµ has to be orthogonal to the velocity vector. Under these conditions, our canonical Hamil-
tonian vanishes accordingly as shown in (A11). With regards the Noether charge (21), this
reduces immediately to
Q(L, φ) = pµx˙+ Pµx¨
µ − φ. (96)
A different but equivalent viewpoint shows also the vanishing of the canonical Hamiltonian
H0 in terms of the functions f and h introduced in (23). Indeed, from Eq. (26) we see that
the function f(xµ, x˙µ) must be also homogeneous of first degree in the velocities, while it is
required that the function h(x˙µ) be homogeneous of order zero, that is,
x˙µ
∂h
∂x˙µ
= 0. (97)
By virtue of x˙µ∂f/∂x˙µ = f , we have that x˙ν(∂2f/∂x˙µ∂x˙ν) = −x˙νMµν = 0 and in conse-
quence the velocity vector results to be one of the zero-modes ofMµν . This fact is important
since if Mµν is singular and if the rows (or columns) are proportional to each other, hence
Mµν can be written as the direct product of two vectors. For our case,
Mµν = l(x
α, x˙α)nµnν , (98)
where nµ is a unit spacelike vector such that nµx˙
µ = 0 and nµn
µ = 1, and l(xα, x˙α) is a
function of the configuration space.
In the light of this geometrical interpretation, we can see directly from Eqs. (28) and (31)
that contraction of the momenta Pµ and pµ with the velocity vector leads to the vanishing
of Pµx˙
µ as well as to the vanishing of the canonical Hamiltonian H0, as given by (95) and
(39). This, of course, is a direct result from Zermelo’s conditions (A9). We also comment
that these important relations are classified as first-class constraints in the Dirac approach
for constrained systems (see for example, Theorem 1.3 in42). As a byproduct, from Eq. (97),
it follows that ∂h/∂x˙µ is proportional to a normal vector, nµ, satisfying also nµx˙
µ = 0,
∂h
∂x˙µ
= m(x˙ν)nµ, (99)
where m is function depending on the velocities. This fact is also useful in the search of
more constraints. All these features represent the hallmark of reparametrization invariant
systems such as GR and brane theories11,12,15,56.
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We should also note the fact that H0 appears as a secondary constraint may be inferred
initially from equation (57) by considering ξµ = x˙µ. Clearly,
x˙µFµ = x˙
µ ∂
∂xµ
(pν x˙
ν − V ) =
d
dτ
(pµx˙
µ − V )−
∂(pν x˙
ν − V )
∂x˙µ
x¨µ.
By using Eqs. (10), (12) and (13) we verify the identity ∂(pν x˙
ν − V )/∂x˙µ = −Mµν x˙
ν = 0,
which simplifies the last equation to
x˙µFµ =
d
dτ
(pµx˙
µ − V ). (100)
Thus, we have outlined the constrained scheme for the Lagrangian (2) which will be con-
firmed shortly by means of Dirac formalism for constrained systems.
A. Covariant brane theories
In the representation provided by (54), under certain conditions, the whole set of second-
class constraints χi could involve a hidden sector of first-class constraints. Certainly, for
covariant theories the matrixMµν is singular and we can uncover these constraints as follows.
From equation (56) we infer that
f 1(n) := ξ
µ
(n)Cµ, (101)
are n first-class constraints. Indeed, by contracting equations (42) and (45) on the right
with ξµ(n), we have
{
Cµ, f
1
(n)
}
≈ 0 and
{
Cµ, f
1
(n)
}
≈ 0. We note that these identities hold
off-shell. Note further that still we are left with RM second-class constraints.
Likewise, we can uncover another set of first-class constraints. To find this, we first
project (45) on the left by ξµ(n) and we obtain that
{
f 2(n), Cµ
}
≈ 0 where
f 2(n) := ξ
µ
(n)Cµ. (102)
Similarly, from (56), (45) and (101) we have
{
f 1(n), f
2
(n′)
}
≈ 0 where n, n′ = 1, 2, . . . , N−RM .
With respect to the second-class constraints, for this specific case and adopting a ge-
ometric viewpoint, we need to find the whole set of orthogonal vectors to ξµ(n), say n
µ
(s),
and then contract Cµ and Cµ with n
µ
(s). Here, s keeps track of the number of orthogonal
vectors to ξµ(n). To prove this, we rely on a geometrical identity that relates the complete
orthogonal basis vectors57. Subsequently, we rewrite the primary and secondary constraints
by using the metric in order to expand these constraints in terms of the orthogonal basis,
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i.e., Cµ = gµ
νCν = Hµ
νCν+ ⊥µ
νCν . From here, by linear independence, we can identify an
equivalent set of constraints to Cµ and Cµ. We can check by straightforward computation
that the resulting expressions Cµn
µ
(s) = 0 and Cµn
µ
(s) = 0 are second-class constraints. Hence,
the vectors ξµ(n) span a basis for the first-class constraint surfaces in the phase space whereas
nµ(s) span a basis for the second-class constraint surfaces.
As we have noted for covariant theories, it is convenient to deal with the primary and
secondary constraints transformed, instead of considering them in their original form, by
projecting them along suitable independent vectors Zµ(r) = Z
µ
(r)(x
ν , x˙ν) in order to have the
constraints40
PµZ
µ
(r) = A(r)(x
µ, x˙µ), (103)
pµZ
µ
(r) = B(r)(x
µ, x˙µ), (104)
where r denotes the dimension of the orthonormal basis. Thus, we have changed to an
equivalent set of constraints
Cµ −→ φµ = Aµ
ν Cν , (105)
Cµ −→ ϕµ = Bµ
ν Cν , (106)
with φµ = (f
1
(n), χ
1
(s)) and ϕµ = (f
2
(n), χ
2
(s)).
B. Electrically charged bubble
As a final illustration we consider a relativistic bubble in the presence of an electromag-
netic field with a total electric charge q on the shell12,58. The Lagrangian is given by
L(t˙, t¨, r, r˙, r¨) = −α
r2
N2
(
r¨t˙− r˙t¨
)
− 2αrt˙− β
q2t˙
r
, (107)
where α and β are constants. Here, N =
√
t˙2 − r˙2. For this case µ, ν = 1, 2 = t, r. We
recognize from (107)
K1(t˙, r, r˙) = Kt = α
r2r˙
N2
, (108)
K2(t˙, r, r˙) = Kr = −α
r2t˙
N2
, (109)
V (t˙, r, r˙) = −2αrt˙− β
q2t˙
r
. (110)
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From condition (22) we obtain that d(x˙µKµ)/dτ = 0 shows an inconsistency and thus it is
possible to identify a surface term12. For this case, from Eq. (24) we observe that g(r) = αr2
while the derivatives of the function h are ∂h(t˙, r˙)/∂t˙ = r˙/N2 and ∂h(t˙, r˙)/∂r˙ = −t˙/N2.
Thus, integrating we have up to a constant, h(t˙, r˙) = − tanh−1(r˙/t˙). In summary, we have
g(r) = αr2 and
∂h
∂x˙µ
= −
1
N
nµ, (111)
where nµ =
1
N
(−r˙, t˙). From Eq. (25) we have now f(r, t˙, r˙) = 2αrr˙ tanh−1(r˙/t˙) − 2αrt˙ −
β q2 t˙/r. Finally, from (27) we obtain the associated surface Lagrangian
Ls =
d
dτ
[
−αr2 tanh−1
(
r˙
t˙
)]
, (112)
which is in agreement with the results found in12.
From Eqs. (12) and (13) we have the momenta associated to this theory
P1 = Pt = α
r2r˙
N2
, (113)
P2 = Pr = −α
r2t˙
N2
, (114)
p1 = pt = −
2αrt˙2
N2
− β
q2
r
=: −Ω, (115)
p2 = pr =
2αrr˙t˙
N2
, (116)
where Ω is the conserved bulk energy. Then, by considering these momenta in (10) and (47)
it is found that
(Mµν) = −
4αrt˙
N4
 r˙2 −r˙t˙
−r˙t˙ t˙2
 ,
(Xµν) =
 0 2αt˙2N2 − βq2r2
−2αt˙
2
N2
+ βq
2
r2
0
 . (117)
Note that (Mµν) is singular. In consequence, we have a left (right) zero-mode given by
ξµ = x˙µ = (t˙, r˙). Hence, from (38), (113) and (114) we have a first-class constraint
f1 = ξ
µCµ = Pµx˙
µ = Ptt˙+ Prr˙ ≈ 0. (118)
Similarly, by contracting (44) and considering (115) and (116) we have another first-class
constraint
f2 = ξ
µCµ = pµx˙
µ +
(
2αr + β
q2
r
)
t˙ = ptt˙+ prr˙ +
(
2αr + β
q2
r
)
t˙ = 0. (119)
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An orthogonal vector to ξµ = x˙µ, under a Minkowski metric, is provided by the unit spacelike
vector nµ = 1
N
(r˙, t˙). In consequence, the matrix Mµν in (117) may be expressed as
Mµν = −
4αrt˙
N2
nµnµ , (120)
which is in agreement with Eq. (98). Hence, by contracting (38) and (44) along nµ, and
considering equations (113) to (116), we find the second-class constraints
s1 = NPµn
µ + αr2 = Ptr˙ + Pr t˙+ αr
2 ≈ 0, (121)
s2 = Npµn
µ + β
q2
r
= ptr˙ + pr t˙+ β
q2
r
≈ 0. (122)
We also note that if we calculate either the PB or the Dirac bracket between the first-class
constraints, f1 and f2, we explicitly get {f1, f2} = −f2 which resembles a truncated Virasoro
algebra of the form {Lm, Ln} = (m− n)Lm+n, (m = 0, n = 1) by redefining the constraints
as L0 := f1 and L1 := f2.
The canonical Hamiltonian is
H0 = ptt˙+ prr˙ +
(
2αr + β
q2
r
)
t˙, (123)
and the total Hamiltonian is given by
H = H0 + u
t
(
Pt − α
r2r˙
N2
)
+ ur
(
Pr + α
r2t˙
N2
)
. (124)
where ut and ur are Lagrange multipliers enforcing the primary constraints (113) and (114),
respectively.
VIII. CONCLUDING REMARKS
We have presented a Hamiltonian analysis for Lagrangians linearly depending on the
accelerations. Our presentation was strongly based on the geometric analysis of the quan-
tities involved and, in particular, on the conditions under which our Lagrangian accepted
a decomposition into a true dynamic term plus a surface term. In this sense, we analyzed
in detail the relation of our original setup to the standard Dirac formalism for first-order
theories. Also, we have obtained the general Noether charge for this type of systems. We
have highlighted the role that the surface term played in our formulation, and the existence
of surface equivalent Lagrangians. The main interest for the study of these systems has been
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motivated by certain brane models, although several other examples with different charac-
teristics may be found in the literature, for which the existing canonical approaches are not
entirely transparent. In this sense, we emphasize that most of the available examples enclose
regular Lagrangians, for which the Hamiltonian is developed by the introduction of auxiliary
variables resulting, from our point of view, in a cumbersome description hiding the true ge-
ometric interpretation available for these sort of systems. Our claim is that the description
developed in this work allowed us, in a very natural way, to obtain within the well-known
Ostrogradski-Hamilton formalism a simplified Hamiltonian version for which the geometric
invariants are explicitly written. Our geometric formulation allowed us to straightforwardly
incorporate our results to the analysis of either non-regular or covariant Lagrangians. As
stated in the Introduction, we argue that our formulation paves the way for the quantisation
of this sort of systems, at least within canonical schemes of quantization. We will develop
quantum aspects for theories with Lagrangians affine in acceleration somewhere else.
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Appendix A: Noether theorem and energies of the system
This section follows closely the notation in references24–26. We start by introducing a
differentiable vector field W µ along the trajectory c at which the action (1) takes place. We
impose that W µ is (at least locally) regular and satisfies the condition that the vector and
its first derivatives vanish at the end-points of such action.
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Associated to W µ we may define the linearly-independent operators
dW
dτ
:= W µ
∂
∂xµ
+
dW µ
dτ
∂
∂x˙µ
+
d2W µ
dτ 2
∂
∂x¨µ
, (A1)
I
(1)
W := W
µ ∂
∂x¨µ
, (A2)
I
(2)
W := W
µ ∂
∂x˙µ
+ 2
dW µ
dτ
∂
∂x¨µ
. (A3)
In particular, operator (A1) simply stands for the total derivative in the direction of the
vector field W µ. The relevance of these operators mainly relies on the fact that for any
differentiable Lagrangian, L(x, x˙, x¨), dWL/dτ , I
(1)
W (L) and I
(2)
W (L) become real scalar fields,
that is, they are invariant under local coordinate transformations on T 2M . It is straight-
forward to show that these operators are related to the Euler-Lagrange (EL) operator E
(0)
µ ,
Eq. (7), through its projection along W µ
dW
dτ
−
d
dτ
(
I
(2)
W −
d
dτ
I
(1)
W
)
= W µE(0)µ . (A4)
Note that, for the particular case W µ = dxµ/dτ , the operator (A1) becomes the total
derivative with respect to the parameter τ , while (A2) and (A3) become identical to the Lie
derivatives along the flows of the so-called Liouville vector fields
Γ(1) := x˙µ
∂
∂x¨µ
, (A5)
Γ(2) := x˙µ
∂
∂x˙µ
+ 2x¨µ
∂
∂x¨µ
, (A6)
that is, I
(1)
x˙ = £Γ(1) and I
(2)
x˙ = £Γ(2) . For any differential Lagrangian, I
(1)
x˙ (L) and I
(2)
x˙ (L)
are called the main invariants of the Lagrangian L and, for the specific choice of our La-
grangian (2), these become
I
(1)
x˙ (L) = x˙
µKµ, (A7)
I
(2)
x˙ (L) =
(
∂Kµ
∂x˙ν
x˙ν + 2Kµ
)
x¨µ +
∂V
∂x˙µ
x˙µ. (A8)
Both invariants (A7) and (A8) serve to establish conservation theorems, as we will see
below. Also, from these last relations we may deduce Zermelo conditions23, which state the
necessary conditions for an action integral to be independent of the parametrization of the
curve c, namely,
I
(1)
x˙ (L) = 0, I
(2)
x˙ (L) = L. (A9)
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Indeed, the first of these conditions (A9) stands for the invariance of the Lagrangian along
the vector field I
(1)
x˙ , while the second sets I
(2)
x˙ as a genuine Liouville vector field when applied
to the Lagrangian function. In our notation, Zermelo conditions may be explicitly obtained
by combining Eqs. (A7) to (A9).
Now, the so-called energies for a second-order Lagrangian L are defined in terms of the
main invariants of L as
E (1)c (L) := −I
(1)
W (L) = −W
µ ∂L
∂x¨µ
,
= −W µPµ, (A10)
E (2)c (L) := I
(2)
W (L)−
dI
(1)
W (L)
dτ
− L = W µ
∂L
∂x˙µ
+ 2W˙ µ
∂L
∂x¨µ
−
d
dτ
(
W µ
∂L
∂x¨µ
)
− L,
= W µpµ + W˙
µPµ − L, (A11)
where we have used the definitions of the momenta (12) and (13). Conservation of these
energies is dictated by the relations
dE
(1)
c (L)
dτ
= −
1
2
[
I
(2)
W (L) +W
µE(1)µ (L)
]
, (A12)
dE
(2)
c (L)
dτ
= −W µE(0)µ (L). (A13)
The first of these identities may be obtained straightforwardly, while the second is a con-
sequence of identity (A4). Here, we used the covector fields E
(0)
µ (defined in (7)), E
(1)
µ :=
−∂/∂x˙µ + 2d/dτ(∂/∂x¨µ) which, together with E
(2)
µ := ∂/∂x¨µ, are the so-called Craig-Synge
covectors associated to a differentiable second-order Lagrangian59,60. When W µ = x˙µ, it is
straightforward to see that E
(2)
c , which is related to the canonical Hamiltonian H0 (see (39)
or (95)), is conserved only along the solution curve to EL equations E
(0)
µ (L) = 0. Further-
more, we see from equations (A10) and (A11) that these energies are identically vanishing
whenever Zermelo conditions (A9) are considered, that is, for covariant systems.
Finally, in order to study the behaviour of the function (17), we choose two points,
(x, τ) and (x′, τ ′) belonging to the same domain of a local chart U × (a, b) ⊂ M × R.
These points are connected through an infinitesimal transformation of the form (18), where
ǫ ∈ R is a sufficiently small positive number, and η := η(x, τ) is an arbitrary smooth
function locally defined at the point (x, τ). Then, it is direct to show that the infinitesimal
transformation (18) is a local symmetry of the Lagrangian L(x, x˙, x¨) if and only if for any
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C∞-function F (x, x˙) the following equation holds
L
(
x′,
dx′
dτ ′
,
d2x′
dτ ′2
)
dτ ′ =
[
L
(
x,
dx
dτ
,
d2x
dτ 2
)
+
d
dτ
(
F
(
x,
dx
dτ
))]
dτ. (A14)
From this last relation, we may Taylor expand the left hand side around unprimed coordi-
nates, and keeping first order terms in ǫ, we may find, after some calculus, the identity
dQ(L, φ)
dτ
= (W µ − ηx˙µ)E(0)µ (L), (A15)
where we have defined the function
Q(L, φ) := I
(2)
W (L)−
dI
(1)
W (L)
dτ
− η E (2)c (L) + η˙ E
(1)
c (L)− φ, (A16)
and η˙ = dη/dτ and φ stands for the first-order term in the ǫ-expansion of the function
F (x, x˙), that is, F (x, x˙) = ǫφ(x, x˙). From this, we are ready to establish the Noether theo-
rem, which state that, along the solution curves of EL equations of motion E
(0)
µ (L) = 0, the
function Q(L, φ) is conserved under evolution of the parameter τ . Note that the conserved
function Q(L, φ) depends solely on the invariants I
(1)
W , I
(2)
W and the energies E
(1)
c , E
(2)
c . In
physical grounds, Q is known as the Noether charge. Also, we must note that whenever
Zermelo conditions (A9) hold, the conserved function Q(L, φ) is reduced to
Q(L, φ) = I
(2)
W (L)−
d
dτ
I
(1)
W (L)− φ, (A17)
thus, we expect (A17) to be conserved for covariant theories.
Appendix B: On Helmholtz conditions
Concerning the integrability conditions for Mµν and Kµ, our starting point will be the
matrix introduced in (10). Making use of the partial derivatives with respect to the coor-
dinates xρ and considering the skew-symmetric part with respect to the indices µ and ρ,
respectively, we get
∂Mµν
∂xρ
−
∂Mρν
∂xµ
=
∂2Pν
∂xρ∂xµ
−
∂2Pν
∂xµ∂xρ
+
∂
∂x˙ν
(
∂pρ
∂xµ
−
∂pµ
∂xρ
)
. (B1)
From equation (47) we thus have
∂Xµν
∂x˙ρ
=
∂Mµν
∂xρ
−
∂Mρν
∂xµ
. (B2)
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Now, by taking partial derivatives of the force term (11) with respect to x˙µ, and taking
the symmetric part with respect to the indices µ and ν, we get
∂Fµ
∂x˙ν
+
∂Fν
∂x˙µ
= x˙α
∂
∂xα
(
∂pµ
∂x˙ν
+
∂pν
∂x˙µ
)
+
∂
∂xν
(
pµ −
∂V
∂x˙µ
)
+
∂
∂xµ
(
pν −
∂V
∂x˙ν
)
. (B3)
Definition (13) can now be used to express the last two terms on the right hand side of this
equation in terms of the highest momenta Pµ as
∂Fµ
∂x˙ν
+
∂Fν
∂x˙µ
= x˙α
∂
∂xα
(
∂pµ
∂x˙ν
+
∂pν
∂x˙µ
)
− x˙α
∂
∂xα
(
∂Pµ
∂xν
+
∂Pν
∂xµ
)
. (B4)
Now, by splitting the momenta pµ in terms of pµ and pµ, and taking into account the identity
(32) we obtain
∂Fµ
∂x˙ν
+
∂Fν
∂x˙µ
= x˙α
∂
∂xα
(
∂pµ
∂x˙ν
+
∂pν
∂x˙µ
)
, (B5)
whereby we will have, from equation (33), the condition
2x˙α
∂Mµν
∂xα
= −
(
∂Fµ
∂x˙ν
+
∂Fν
∂x˙µ
)
. (B6)
Similarly as for (B6), by taking partial derivatives of (11) with respect to xµ, and con-
sidering the symmetric part with respect to indices µ and ν, we get
x˙α
∂Xµν
∂xα
=
∂Fν
∂xµ
+
∂Fµ
∂xν
. (B7)
Expressions (33), (35), (B6) and (B7) are usually referred to as the Helmholtz integrability
conditions satisfied for a non-singular matrix Mµν and the vector Kµ in order to obtain
eom (8) from a variational principle.
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