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Chapter 1: Introduction

As a part of Applied Mathematics, statistics can be thought as the application of
mathematics to observational data (Fisher, 1934). From the Latin word “status ” which means
“state,” the word statistics was originated (Johnson, 2009). Initially, statistics was identified as just
displays of data and charts. However, advances have allowed statistics to grow into an important
discipline of data reasoning (Johnson, 2009). Now, the main role of statistics includes the
collection of informative data, interpretation of data and formulation of conclusions (Johnson,
2009). Statistics provide the principles and methods needed for designing data collection, and
interpreting such data. Statistics may be regarded as the study of populations, variation and/or
methods for the reduction of data (Fisher, 1934).
A study typically conveys the observation of a certain population. The population is made
of units which are objects or people that contain the characteristics of interest. Samples are
collected with the purpose of learning about the population. The samples are also known as sample
data (Johnson, 2009).
When conducting a study, the main goal is to evaluate the hypothesis. When collecting the
data that will be used in the study, generally a statement is made regarding the population. This
statement is known as the hypothesis. In order to evaluate the hypotheses statistical methods are
employed to provide mathematical and conceptual evaluation (Romeijn, 2017). Statistical methods
asses the samples provided and determine the reliability of the hypothesis (Romeijn, 2017).
A problem often faced by traditional statistics is that when the sample is too small, the
probability that any result might be due to chance is generally lower than the commonly accepted
threshold value (5%). Power analysis can predict the minimum sample number required to have a
fair chance to be able to obtain a statistically significant effect, if it exists it is known as the “power”
1

of the method. However, sometimes the sample available is less than the number necessary for
statistical analysis, making it impossible to obtain more data. In this case, our attention should shift
from whether the data can prove or disprove an hypothesis beyond the “reasonable doubt”
threshold to what is the most likely effect that will produce the given set of data.
On the other hand, non – parametric methods are extensively used in classical statistics
because they do not require a – priori information. These methods can predict whether an effect
“exists” or “does not exists.” However, in general, they cannot predict the magnitude of the effect.
These methods can decide whether a treatment is beneficial or not, but not the magnitude of the
effect.
The main focus of this work is to suggest a novel maximum likelihood estimator for
Survival Analysis, the Most Likely Average Survival Time Difference (MLASTD) between
groups. The estimator is calculated based on the time-to-event data but does not assume the hazard
proportionality. This estimator provides directly the magnitude of the "clinical differences" (how
much is the "average survival time" improved between groups). Even at low sample sizes (below
statistically significance), the estimator could indicate whether a larger scale experiment is worth
pursuing. The reliability of the estimator at low sample numbers is investigated via Monte Carlo
simulations (random sampling of a large set of data).

2

Chapter 2: Mathematical Methods

2.1. Maximum likelihood

A numerical body or some quantitative data may be interpreted as a sample of some
random hypothetical populations (Fisher, 1925). This gives rise to a problem of estimation. The
estimation problem occurs when the shape of the distribution of the population is known, or
estimated, as a function of unknown parameters, and said parameters are estimated by means of
observational record available (Fisher, 1925).
A statistic may be interpreted as a estimate of any set of parameters (Fisher, 1925).
Aforementioned statistic is referred as a consistent estimate of all parameters and tends to fix
exactly the parameter when computed from a infinitely large sample (Fisher, 1925).
When developing new statistical methods, the criteria of consistency was used and
sometimes served as the only criterion employed, ex. The “method of moments” (Fisher, 1925).
There are cases where consistency can be considered adequate enough to provide a solution,
however, there are many different statistics available that are all consistent but are not equal of
value (Fisher, 1925).
In order to determine the efficiency of a statistic, at least one statistic must be included in
the estimation of the same parameters. Also the variance from the larger sample must be known
(Fisher, 1925). Least – square estimation (LSE) and maximum likelihood estimation (MLE) are
two general methods of parameter estimation (Myung, 2003). Parameter estimation is a
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procedure where the goodness of fit is studied by finding the parameter values that best fit the
data (Myung, 2003).
One of the most commonly used statistical estimators is the maximum likelihood
estimation (Le Cam, 1990). The principle of maximum likelihood estimation was originally
developed in the 1920s by R. A Fisher(Hart, 1999, Myung, 2003; Le Cam, 1920). With the
application of this principle, it is possible to find the distribution that makes the observed data
most likely (Myung, 2003). Inference methods in statistics such as the chi – square test, the G
square – test and Bayesian methods were developed based on the maximum likelihood
estimation (Myung, 2003).
Now it will be shown that the maximum likelihood method always provides statistics that
can be efficient if they are normally distributed over large samples (Fisher, 1925). In the case of
large samples, the variance can be obtained directly from the equation from which the samples
were obtained (Fisher, 1925).
Let’s say we have observations obtained from a population with a distribution given by
1

𝑑𝑥

𝑑𝑓 = 𝜋 ∙ 1+(𝑥−𝑚)2

(2.1.1)

In order to obtain an estimate of m from the observation, we can write the probability in
terms of m, Then the probability will be (Fisher, 1925)
𝜋 −𝑛 𝑑𝑥1 𝑑𝑥2 … 𝑑𝑥𝑛 {1 + (𝑥1 − 𝑚)2 }−1 {1 + (𝑥2 − 𝑚)2 }−1 … {1 + (𝑥𝑛 − 𝑚)2 }−1 (2.1.2)
The likelihood of a value of m is defined as the quantity whose maximum value is unity
and proportional to the probability previously mentioned (Fisher, 1925). Likelihood is an amount
that does not follow the law of probability and is a property of the parameter values that can be
4

obtained from observation without prior knowledge (Fisher, 1925). The likelihood does not say
anything regarding the probability that m will fall within a certain range (Fisher, 1925).
If we write
𝑆(log 𝑑𝑓) = 𝐿,

(2.1.3)

then the equation for the maximum likelihood which will be denoted as 𝑚
̂ , would be
𝜕𝐿

= 0.

𝜕𝑚

(2.1.4)

taking the previous example, the equation would be reduced to
2 (𝑥−𝑚)

𝑆 {1+(𝑥−𝑚)2 } = 0

(2.1.5)

the second derivative is calculated in order to find the variance 𝑚
̂ of the sample;
𝜕2 𝐿
𝜕𝑚2

2 (𝑥−𝑚)2 −2

= 𝑆 {{1+(𝑥−𝑚)2}2 },

(2.1.6)
1

for large samples the right – hand side is divided by n, veer to the value of − 2. If we
represent the variance of 𝑚
̂ as 𝑉(𝑚
̂ ), then we can write (Fisher, 1925)
−𝑛
2

−1

= 𝑉(𝑚̂)

(2.1.7)

or
2

𝑉(𝑚
̂) = 𝑛

(2.1.8)

Knowing this value will aid in the determination of the effectiveness of other proposed
metrics, particularly, because the maximum likelihood equations do not always provide a direct
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solution (Fisher, 1925). It is of importance that efficient estimates should be obtained by a single
approximation process based on inefficient estimates (Fisher, 1925).
As it was previously mentioned, the method of maximum likelihood is one of the most
widely used (Le Cam, 1990). This was shown through out literature, where the method was
applied to different areas in order to observe it effectiveness (Fan, et.al, 2018; White, 1982;
Wang & Zhou, 2018; Enders & Bandalos, 2001). .
Although its effectiveness has been demonstrated in previous studies, there are some
points that should be considered when using this method. In his paper, Niwattisaiwong et. al
(2018) mentions the importance when it comes to selecting the initial parameterization values.
According to the paper different initial values results in different estimates which can be
problematic. Le Cam (1990) also explains that there are some cases where the estimator might
misbehave. The paper contained examples where the maximum likelihood estimator was not the
better option. It was then concluded, that spite of the virtues of the estimator it cannot be
universally recommended (Le Cam, 1990). Another area where the estimator might not work at
its fullest capability would be at low sample numbers, which will be discussed next section.

6

2.2. Maximum Likelihood at low sample numbers

The maximum likelihood method is widely used when it comes to estimation. However,
it hasn’t been proved that this method can be used in every scenario. The scenario that will be
covered in this section it that of low sample numbers. Although the properties of the maximum
likelihood estimator have been demonstrated, little it is know about it’s properties when it comes
to low sample numbers. However, it can be intuited that the efficiency and unbiasedness of the
parameters are no longer given at small sample numbers (Hart, 1999).
As previously mentioned, when it comes to parameter estimation there are two general
methods; least squares and maximum likelihood (Myung, 2003). When dealing with small
sample numbers, usually the least square is employed (Hart, 1999). This is due to the fact that
least square looks to minimize the sum the squares of the observations, while maximum
likelihood intends to maximize the probability that the observed data is a result of some
distribution parameters (Hart, 1999). Making the key difference between these two is the
extension of the amount of information that facilitates the estimates (Hart, 1999).
When there is no enough data to chose points in order to derive the information, the
maximum likelihood maximization is faced with a challenge (Hart, 1999). When there is not
enough data there is a probability that any number of processes might generate the data (Hart,
1999). In order to illustrate this point, let’s think of a sample with only 30 cases. The ML
conducted would assume that those 30 cases are a representation of the population and that the
curve shape represents those cases correctly. However if we run the same procedure to a 300
case study, then there is more information available to create the curve and there is less
uncertainty (Hart, 1999).
7

In the experiment conducted by Hart. Et al (1999) the behavior of ML estimates across
different sample sizes was explored. In order to do so, sets of data were generated with a known
relationship between the dependent and independent variables. Then the estimates and the
variance – covariance matrix were calculated. Then the z – scores were also calculated in order
to observe the frequency of Type I (false positive finding) and Type II (false negative finding)
errors occurred. For this study they had 1,000 models. Hart, et. Al found a lack of Type I errors
when it came to small sample numbers, but a presence of Type II errors. It was concluded, that
there should be more trust in positive findings when dealing with low sample numbers and that
in order to avoid Type II problems there should be a minimum of 30 to 50 cases. should be a
minimum of 30 to 50 cases. This showed that although maximum likelihood is a good option
when dealing with large sample, when it comes to low samples error will be present.

2.3. Expectation maximization

Parameter estimation plays a key role in methods such as maximum likelihood estimation
(Sammaknejad, 2018). In the previous section, when describing maximum likelihood, the
importance of parameter estimation was mentioned. As it was mentioned different initial
parametrization values yielded to different results. The main goal when using maximum
likelihood is to estimate the set of parameters in which the observations are most likely to occur
(Sammaknejad, 2018). The maximum likelihood approach can provide a flexible structure that
allows the model to consider different types of randomization in the allocation of an appropriate
distribution (Sammaknejad, 2018). Maximum likelihood is suitable for several cases. However is
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there is missing data or hidden states the convergence of the actual parameters may fail
(Sammaknejad, 2018).
In the presence of parameter estimation problems, the fact that the accessibility to the
data required for the estimation is impossible creates a problem (Moon, 1996). Typically this
difficulty arises when the result occurs when simpler results are cumulative or when the results
are grouped (Moon, 1996). There is also the probability of having some censoring and/or
truncation (terms that will be discussed next chapter) (Moon, 1996).
In order to solve this problem, we have the expectation maximization algorithm (EM).
This algorithm is ideal for these types of problems, as it produces the maximum likelihood (ML)
estimates from the underlying distribution when the many – to – one mapping is present (Moon,
1996). The term EM algorithm was coined by A.P Dempster in 1977, before that the term was
utilized independently by different researchers until their ideas were brought together (Dempster,
1977, Moon, 1996).
The algorithm has two major steps: an expectation and a maximization step. The
expectation step is based on the unknown variables and used the current parameter estimation
and is conditioned based on observations. Then the maximization step provides a new set of
parameter estimation (Moon, 1996). Following the maximization step, the steps are repeated
several times until convergence (Moon, 1996). This is illustrated in Figure 1.

9

Figure 1 An overview of the Expectation Maximization algorithm (Moon, 1996).
Some applications of the expectation maximization algorithm are genetics, econometric
studies, clinical studies, sociological studies, maximum likelihood tomographic image
reconstruction, parameter estimation, pattern recognition, neural network training, direction
finding, noise suppression, spectroscopy, signal detection, sequence detection, time – delay
estimation, and many more (Moon, 1996).

2.4. Maximum entropy method

10

The Principle of Maximum Entropy is used to estimate the input probabilities in a more
general form (Penfield, 2003). Information theory provides a basis for the determination of
statistical interference results known as maximum entropy (Jaynes, 1957). When dealing with
maximum entropy the result it is usually an unbiased probability distribution that is consistent
with the known constraints expressed (Penfield, 2003). The maximum entropy principle is a rule
that allows us to choose a ‘best’ from a number of different probability distribution that all
express the current state of knowledge, and is a technique that can be used to estimate input
probabilities more generally (Penfield, 2003). This estimate is the least biased estimate possible
when it comes to the given information (Jaynes, 1957).
The maximum entropy method was first pioneered by Edwin T. James, a professor at
Washington University in St. Louis. (Jaynes, 1957) The principle was originally used in
statistical physics but as time went by the maximum entropy method Maximum entropy
applications have been increasing (Bryan, 1990; Penfield, 2003).. Although the principle has
many different applications, initially it was used to relate astroscopic, measurable properties of
physical systems to a description at the atomic or molecular level. [11]
Before the Maximum Entropy principle, there was Laplace’s “Principle of Insufficient
Reason” which attempted to give a criterion of choice if two events were assigned equal
probabilities (Jaynes, 1957). However this didn’t worked because in order for this to work,
symmetry was needed. If there was no symmetry then the assumption was arbitrary (Jaynes,
1957). The principle of maximum entropy can be regarded as the extension of the principle of
insufficient reason but there is a difference between the two. The difference is that the maximum
entropy distribution “may be asserted for the positive reason that it is uniquely determined as the
one which is maximally noncommittal with regard to missing information, instead of the negative
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one that there was no reason to think otherwise.” (Jaynes, 1957) The principle of maximum
entropy supplies to the missing criterion of choice that Laplace’s Principle of Insufficient Reason
had. Also the principle of maximum entropy shows that this principle can be “modified in case
there are reasons for thinking otherwise.” (Jaynes, 1952).
The principle of maximum entropy has an important mathematical property that no
possibility is ignored. This property assigns positive weight to every situation that is not
absolutely excluded by the given information (Jaynes, 1952).
In An Introduction to the Maximum Entropy Approach and its Application to Inference
Problems in Biology, it is mentioned how the maximum entropy is “ increasingly applied to
construct descriptive and predictive models of biological system, especially complex biological
networks, from large experimental data sets.” (De Martino, 2018). It is mentioned that the
maximum entropy method has been repeatedly employed for the analysis of large – scale
biological data in the contexts ranging from the determination of macromolecular structures and
interactions to inference of regulatory and signaling networks and the organization of coding in
neural populations, analysis of DNA sequences, the study of the HIV fitness landscape,
collective behavior in large animal groups and ecological relationships. (De Martino, 2018). De
Martino (2018) mentions that a major advantage of the maximum entropy method lies in its
ability to work effectively with limited data.
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Chapter 3: Survival Analysis

Survival analysis is a statistical term that includes the application of statistical techniques
in the analyzation of positive – valued random variables (Miller, 1981). Survival analysis can
also be defined as an assembly of several statistical procedures utilized for data analysis where
the outcome of interest is “time until an event occurs” (Kleinbaum, 1996). In survival analysis
we have the term, survival data, which typically is used for data involving survival time (Lee,
1992).
Survival time can be determined as the time it took for an event such as death, disease
incidence, relapse, or response to treatment to occur (Kleinbaum, 1996). In the case of survival
analysis, the variable of time is known as survival time since it provides the time in which the
subject “survived” over some period (Kleinbaum, 1996). Time can be years, months or days; this
would depend on the type of experiment being conducted. The event of interest is commonly
referred as failure, since most of the time the event of interest usually involved death, disease
incidence, relapse or any negative event (Kleinbaum, 1996). Although the event is usually
defined as a failure, the event can also be something positive such as recovery. When looking at
the event of interest, there is a possibility that another event might happen simultaneously. If this
were to happen then only one event is considered as the event of interest.
We also have the conditional failure rate/ instantaneous hazard, h(t) (Stevenson, 2007).
The hazard function is also called the force of mortality, the instantaneous death rate of the
failure rate (Stevenson, 2007). The hazard function provides the potential for the event to
happen, by taking into account that the individual has survived until time t (Kleinbaum, 1996).
In other words, the hazard function provides the negative side of the information provided by the
13

subject function (Kleinbaum, 1996).. A cumulative hazard, H(t), gives the probability that a
certain point in time the event of interest has taken place (Stevenson, 2007).
When the variable that is being observed is the time taken for an event to occur, a
histogram can be constructed to illustrate the events as a function of time (Stevenson, 2007).

Figure 2 Line plot of death density as a function of time (Stevenson, 2007)
The histogram showed above was retrieved from the article An introduction to survival
analysis by Mark Stevenson. From a histogram like the one shown above we can obtain the
death density and the survival. If we set the area under the curve of the death density equal to 1
then the area under the curve on the left side is representing the subjects that showed the event of
interest (Stevenson, 2007). On the right side of the curve we have the subjects that survived
(Stevenson, 2007).

14

In survival analysis, there is an analytical problem where the information regarding the
individual is known but the exact survival time is unknown (Kleinbaum, 1996). This problem is
known as censoring. Usually there are three main reasons for censoring: (1) the study ends
before the individual is able to experience the event, (2) during the time of the study the
individual lost follow – up, and (3) the individual abandons the study due to death or other
reason (Kleinbaum, 1996). Censoring can also be classified into two types; right – censored and
left – censored. Right – censoring usually occur when the individuals are lost during follow – up
period or are withdrawn (Kleinbaum, 1996). In these cases the complete survival time in
unknown causing it to be right – censored. In the case of left – censoring, we are referring to the
case where the survival time of the subject becomes incomplete at the left side of the period
(Kleinbaum, 1996). The best example to represent this case would be an individual that is tested
HIV positive. Usually in this case the individual would start treatment but the time where the
individual was exposed to the virus is unknown. Basically right – censoring is when the event
occurs after the follow – up period, while the left – censoring occurs when the event occurs
before the follow – up period (Stevenson, 2007). Along with these types of censoring, we can
also have interval censoring. Interval censoring occurs when there is a period where it is known
that the event occurred but the exact time is unknown (Stevenson, 2007).
As it was mentioned previously, when dealing with survival data we run into the term
censoring. It is common that once the follow – up period ended, not all patients showed the event
of interest. When this happens, the survival time is said to be censored (Jager et. al, 2008) . Due
to the censoring of some data, survival analysis requires special techniques. There are two main
assumptions related to censoring (Jager et. al, 2008). First, it is assumed that those patients who
are censored and those who are not censored have the same survival odds. Secondly, that no
15

matter the time the subjects where recruited they all have the same survival probability (Jager et,
al, 2008).
We have mentioned that when we are referring to censoring we mean that the event of
interest may have occurred (Stevenson, 2007). Now, there is another case where the event of
interest cannot possibly occur (Stevenson, 2007). This period is known as truncation. Just like
with censoring we can have right truncation or left truncation. In right truncation we have an
individual that left the at risk population after the beginning of the study, and it is known that the
event of interest has no chance of happening (Stevenson, 2007). In left truncation we have an
individual that enters the at risk population after the beginning of the follow – up period
(Stevenson, 2007).

3.1. Survival Analysis Applications

Survival analysis is used with three main goals in mind. The first goal is to get an
approximation and to interpret survivor and hazard functions from survival data (Kleinbaum,
1996). The second goal is to compare survivor and hazard functions (Kleinbaum, 1996). Lastly,
the third goal is to evaluate the relationship of the variables to survival time (Kleinbaum, 1996).
Survival analysis initiated with early work on mortality tables that were available
centuries ago (Miller, 1981). In the past, survival analysis was heavily focused on the
probability of the response or survival (Lee, 1992). It was also focused on the comparison
between the survival distributions of animals and humans (Lee, 1992). However, as time went by
new applications have appeared. In recent years, survival analysis has been used in the
16

identification of risks and factors related to response, survival and in the development of disease
(Lee, 1992).
Some examples of problems that are studied using survival analysis are: (1) a study that
follows leukemia patients and their time in remission, (2) a study that follows a group of disease
– free individuals in order to observe who will develop the disease of interest, (3) a study that
follows an elderly population for a set amount of time to see how long the population stays alive,
(4) a study that follows released felons to observe if they will get re- arrested, and (5) a study that
follow how long subjects live after receiving a heart transplant (Kleinbaum, 1996). As it can be
seen all the examples mentioned have a variable that they are studying until some kind of event
occurs.
Although survival analysis is widely used in the biomedical science, it also has utility in
other areas. As time went by the applications of the statistical methods for survival data analysis
have been applied to fields such as biomedical, criminology (felons’ time to parole), sociology
(dilution of marriage), marketing (length of newspaper/magazine subscription), engineering
(components and systems) and health insurance practice (workmen’s compensation claims) (Lee,
1992).
Often survival data is used with the purpose of aiding investigators in the estimation of
the probability that a patient has in surviving for a certain time period (Jager et. al, 2008).
Survival data is also used in the comparison of different groups.

17

3.2. Kaplan Meier

Once the survival data is obtained, the first thing that must be done is to describe the
distribution form of the data. The data can be classified as parametric or non – parametric. If the
data is consistent a parametric distribution, then the parameters can be derived and the data can
use parametric methods (Stevenson, 2007). If there is no theorical distribution that is not suitable
for the data, then non – parametric methods are used (Stevenson, 2007). When it comes to
describing data with non – parametric distribution, there are three methods that are used: (1) the
Kaplan – Meier method, (2) the life table method, and the (3) Nelson – Aalen method
(Stevenson, 2007).
The Kaplan – Meier method is heavily used to analyze survival data. This method is
derived from individual survival times, while assuming the independent relationship between
censoring and survival time (Stevenson, 2007).
The Kaplan - Meier probability of survival at failure time 𝑡𝑗 can be obtained with
(Kleinbaum, 1996)
𝑆(𝑡𝑗 ) = 𝑆𝑡𝑗−1 ∗ Pr(𝑇 > 𝑡𝑗 |𝑇 ≥ 𝑡𝑗 )

(3.2.1)

which can also be written as (Kleinbaum, 1996), this formula is known as the product limit
formula
𝑗−1
𝑆(𝑡𝑗−1 ) = ∏𝑖=1 Pr (𝑇 > 𝑡𝑗 |𝑇 ≥ 𝑡𝑖 )

(3.2.2)

Both of the previously mentioned formulas are equivalent, by setting them equal to each
other we would obtain (Kleinbaum, 1996)
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𝑗−1
𝑆𝑡𝑗−1 ∗ Pr(𝑇 > 𝑡𝑗 |𝑇 ≥ 𝑡𝑗 ) = ∏𝑖=1 Pr (𝑇 > 𝑡𝑗 |𝑇 ≥ 𝑡𝑖 )

(3.2.3)

In order to analyze survival data, Kaplan – Meier curves are constructed. In order to
determine the curves, the data must be displayed with the failure times ordered from smallest to
largest (Kleinbaum, 1996). The figure below depicts an example of survival table used in Stel et
al.(2011).

Figure 3 Example of survival table (Stel, 2011)

Once the data is organized in this fashion, a estimated survival probability is measured
applying the product limit formula (Kleinbaum, 1996). Using the data depicted on the figure
above, the Kaplan – Meier curves obtained are shown in the figure below
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Figure 4 Example of Kaplan Meier curves ( Stel, 2011)
As it can be demonstrated in the figure above, Kaplan – Meier curves are displayed in ‘steps’
, this is due to the fact that the total survival remains unchanged until the day a subject
experiences the event of interest (Stel et. al, 2011). Although both graphs appear different from
one another, both represent the same data. Owning to the fact, that graph A represents the
cummulative survival while graph B represents cummulative mortality. The vertical lines drawn
on the curves represent the ceonsored observations (Steel et.al, 2011).

3.3. Log Rank Test

From the Kaplan Meier curves we can analyze the survival data. However, most of the
time it is desiarable to compare the survival of two groups. If we were to compute and compare
the Kaplan Meier curves of two groups, we won’t have an accurate comparison since this method
only provides a comparison at some time and not a comparison of the total survival experience
(Bland & Altman, 2004). In order to achieve an accurate comparison there is a method known as
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Log-rank Test, in which the whole follow up period is taken into account (Bland & Altman,
2004).
The Log-rank Test has several names such as Mantel long-rank test, the Cox Mantel log
rank test and the Mantel Haenszel test (Stevenson, 2007). This method is the most commonly
used method when it comes to comparing survival distributions (Stevenson, 2007). As the most
popular method in comparing populations, the log-rank test is used to accept or reject the null
hypothesis (Bland & Altman, 2004). The null hypothesis states that there is no difference in the
probability of the event happening between both populations (Bland & Altman, 2004). It should
be noted that the logrank test takes into consideration the complete follow – up period (Bland &
Altman, 2004).
The log – rank test is a chi – square test which utilizes the the observed and the expected
values for a given category (Kleinbaum, 1996).. If comparing two groups, the log – rank test is
obtained by (Kleinbaum, 1996),
# 𝑜𝑓 𝑓𝑎𝑖𝑙𝑢𝑟𝑒 𝑡𝑖𝑚𝑒𝑠

𝑂𝑖 − 𝐸𝑗 = ∑𝑗=1

(𝑚𝑖𝑗 − 𝑒𝑖𝑗 )

𝑖 = 1, 2

(3.3.1)

where, 𝑂𝑖 is the observed and 𝐸𝑗 is the expected.
When dealing with two groups, then the log – rank is computed by (Kleinbaum, 1996),
𝐿𝑜𝑔 − 𝑟𝑎𝑛𝑘 𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐 =

(𝑂2 − 𝐸2 )2

(3.3.2)

𝑉𝑎𝑟(𝑂2 −𝐸2 )

and the estimated variance is
𝑉𝑎𝑟(𝑂𝑖 − 𝐸𝑖 ) = ∑𝑗

𝑛1𝑗 𝑛2𝑗 (𝑚1𝑗 +𝑚2𝑗 )(𝑛1𝑗 +𝑛2𝑗 −𝑚1𝑗 −𝑚2𝑗 )
(𝑛1𝑗 +𝑛2𝑗 )^2(𝑛1𝑗 +𝑛2𝑗 −1)
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(3.3.3)

When calculating the estimated variance both the number of risk (𝑛𝑖𝑗 ) and failures (𝑚𝑖𝑗 )
are considered. Also it should be noted that the sumation is over the different failure times
(Kleinbaum, 1996).
The log – rank also has an apporximation that can be used without computing the
estimated variance (Kleinbaum, 1996),
# 𝑜𝑓 𝑔𝑟𝑜𝑢𝑝𝑠 (𝑂𝑖 −𝐸𝑖 )2
𝐸𝑖

𝑋 2 = ∑𝑖

(3.3.4)

Just like the Kaplan Meier curver , the log – rank test assumes that the prognosis and
censoring are unrelated (Bland & Altman, 2004). It also assumes that those first participants and
late participants have the same probability of showing the event of interes (Bland & Altman,
2004). It is also important to note that the log – rank test has a greater chance of detecting the
groups’ difference if the risk is greater for one group than for the other (Bland & Altman, 2004).
Log – rank test may fail when the survival curves cross each other (Bland & Altman, 2004).
In the end, the log – rank test can be used to compare the survival curves of two or more
groups. However, its use is unable to provide how different one group is from the other (Bland &
Altman, 2004). In order to find about the difference between the groups there are other methods
used such as the Cox proportional hazard model, which will be described next (Bland & Altman,
2004).

3.4. Cox proportional

The Cox proportional hazards model is a popular mathematical model used for analyzing
survival data (Kleinbaum, 1996). The Cox proportional hazard model can be written as
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𝑝

ℎ(𝑡, 𝑋) = ℎ0 (𝑡)𝑒 ∑𝑖=1 𝐵𝑖 𝑋𝑖

(3.3.5)

The formula says that the hazard at time t is the product of two quantities. In this case the
ℎ0 (𝑡) is known as the baseline hazard and the second quantity is the exponential expression e to
the linear sum of 𝐵𝑖 𝑋𝑖 (Kleinbaum, 1996). An important feature is that the baseline hazard is a
function of t, but does not involve the X’s.
A key reason for the popularity of the Cox proportional model is that, even
though the baseline hazard is not specified, reasonably good estimates of regression coefficients,
hazard ratios of interest, and adjusted survival curves can be obtained for a wide variety of data
simulations (Kleinbaum, 1996).
As it was mentioned earlier, the specific form of the Cox model gives the hazard
function as a product of a baseline hazard involving t and an exponential expression involving
the X’s without t. This exponential part is appealing because it ensures that the fitted model will
give estimated hazards that are non – negative.
Another appealing property is that even though the baseline hazard part of the model is
unspecified, it is possible to estimate the B’s in the exponential part of the model (Kleinbaum,
1996). The measure of effect is calculated without having to estimate the baseline hazard
function. Lastly another reason for it’s popularity is that the Cox model uses more information
than the logistic model, which considers a (0,1) outcome and ignores survival times and
censoring (Kleinbaum, 1996).
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Chapter 4: A Novel Maximum Entropy Method for the Average Survival Time Difference
Between Two Groups
4.1. Motivation of the method

Survival analysis has become a widely used tool in diverse fields of research, from
medicine to political sciences (Allison, 1995). The peculiarities of the statistics of the time-toevent data are due to the fact that the underlying distributions are typically far from the normal
distribution and the data are often "censored". The most employed procedure, when comparing
two "at risk" groups, is to calculate the Kaplan-Meier estimates (Allison, 1995) and to use the logrank test to establish whether the two curves exhibit statistically significant differences (Peto &
Peto, 1972), as described in the Section II. When the hazards can be consider proportional,
typically the Cox method is employed (Cox, 1975), which has the advantage of being able to
incorporate more than one covariates, and is equivalent to the long rank test for one covariate.
When the underlying parametric distribution is known (for example, Weibull) then the parametric
tests are typically more accurate (Allison, 1995).
However, at low sample numbers, one cannot infer neither that there is an underlying
parametric distribution, or that the hazards are proportional. When the Kaplan-Meier curves
crosses (a signature of non-proportional hazards), the use of the log-rank test is debatable (Zaman
& Ppfeiffer, 2012). Even if the hazard ratio can be "assumed" constant, the log rank test was shown
to be too permissive (being strongly affected by outliers) and a more stringent test (the F* test) has
been proposed (Berty, et. al, 2010). If even the log-rank test fails (which happens very often at low
sample numbers), what can be inferred about the sample?
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Furthermore, assuming that the Kaplan-Meier estimators are statistically significant
different, how can the difference be quantized? A commonly used procedure is to report the
difference between medians, which sometimes might be misleading. Another one is to report the
hazard ratio, which become debatable when the hazards are clearly not proportional. Let us
exemplify this problems with a simple example.
In figure 5 we are illustrating how Kaplan Meier estimators at low sample numbers
usually look like. By observing at the curves depicted in Figure 5, it can be seen that the curves
are not statistically significant different (log – rank test provides p=0.68) and the median survival
time is about the same. Even if the hazards of the populations might be proportional, due to the
low sampling numbers it cannot be inferred that the crossing of the curves suggests that the
hazards are not proportional.
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Figure 5 Kaplan Meier estimator for two groups
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If only Figure 5 is observed it might be tempting to claim that the data suggest a cure for
the disease in 30% of the population. However, looking at the same data represented at a
different time range (depicted in Figure 6) it can be seen that the average survival time which is
proportional to the area under the curve, is much larger for the treatment group. Due to this long
– term survival rate is preferred estimator rather than the median survival time (Motulsky, 2013).
Average survival time depends heavily on the duration of the experiment, making it an unreliable
estimator.

Figure 6 Same data as the one shown in Fig. 5 but with larger
time range
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4.2. Proposed Method. An intuitive description.

The Wilcoxon rank sum test, also known as Mann – Whitney U test (Wilcoxon, 2010.
Mann, et. al., 1947) takes into account exclusively the order of events and calculates the outcome
probability. It should be noted that the Wilcoxon rank sum test assumes that the null hypothesis
is valid meaning that there is no difference between the groups being studied. In the case where
the probability is low, then the null hypothesis is rejected but no quantitative estimate is provided
for the difference between the groups (Motulsky, 2013).
In order to represent this test we take into account two teams of racers, assumed to be
equally good. These teams compete and the order of arriving at the finish line is recorded. In the
case where one team occupies the majority of top places, the null hypothesis will be rejected
since one team is “better” than the other. Although it is known that one team is “better,” there is
no quantitative measurement that tell how “better” that team is. In order to make the race more
equal, one team might receive a “handicap” (∆). The handicap can be in the form of a shorted
distance or earlier start time. With the use of handicap a new arising question is, what should the
handicap be in order for the race to be the most fair possible. Another question arising is, how
the handicap value can be inferred from the available data known.
The possible outcome of the race between fast and slow racers is illustrated in Figure 7.
In Figure 7 the handicap is in the form of start time. When both teams start at the time same,
meaning ∆ = 0, the fast racers win. However if the slow racers starts at a much earlier time, ∆ =
100 , then the fast racers would lose. In this case there is an optimal value of handicap in order to
have the fairest race. In this scenario when ∆ = 50, the race has the most random mixing of the
outcome order, which is also known as the maximum entropy of the result.
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Figure 7 Outcome of a race between "fast" and "slow" racers
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Taking the term of handicap into survival analysis the question becomes, what should be
the additional “survival time” added to a group in order for the outcome to have the maximum
entropy?
Assuming that 𝑅1 represents the sum of the ranks of team 1, it can be shown that the
variable Z (Wilcoxon, 2010. Mann, et. al., 1947):

Z=

n1 (n1 + n2 + 1)
2
n1 n2 (n1 + n2 + 1)
12

R1 −

(4.2.1)

Where 𝑛1 and 𝑛2 represent the number of racers in both groups, is normally distributed
(Z~N(0,1)) at large sample numbers. As it was previously shown, the outcome order is
tremendously affected by the handicap (𝑅1 = 𝑅1 (∆)). The maximum mixing of the outcome
order occurs consequently for:

R1 ( ) =

n1 (n1 + n2 + 1)
2

(4.2.2)

The ∆ value that best approximates Eq. (4.2.2) is the one that will maximize the chances
to produce a fair race between the two teams. Once that value is obtained, if the experiment were
to be repeated both teams would have the same probability to win. This handicap corresponds to
the most likely average survival time difference between the two groups.
The rank sum test does not make assumption about the parametric distribution or hazard
proportionality of the two sampled groups. Other test such as log rank and Cox proportional
hazard, provide the probability p of the outcome assuming that the null hypothesis is valid and
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maximize p as a function of ∆. The maximum entropy will take place at the value of ∆ at
maximum p.
For example, the data shown in Figure 5 is now shown as a function of average survival
difference in Figure 8. In Figure 8 it can be observed that the p value reaches a maximum at
∆~20, which is an estimator for the average survival time differences between the groups.

Figure 8 Probability of the outcome as a function of ∆ from the data from Figure 1;
the value of ∆ that maximizes p is the MLASTD estimator
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The maximum likelihood “average survival time” is an estimator of the clinical
differences between the two populations being observed and it becomes more precise with the
increase in the sample number. However, it should be emphasized that the estimators does not
imply statistical significant differences between the groups. Looking back at the case of the
racers, the rank sum test cannot indicate statistically significant differences between the two
groups and the winning of the fast racers was attributed to chance (p=0.1). In the next section,
Monte Carlo simulations illustrate that even at low sample numbers the Maximum Likelihood
estimator for the Average Survival Time Difference (MLASTD) estimator provides good
indication for the clinical differences between groups.
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4.3. Application of the method on real data

In this section, using the data available in the library “survival” of the R software (R Core
Team, 2013) we will test this method representing the survival in patients with advanced lung
cancer from the North Central Cancer Treatment Group (George,1974). In Figure 9, the Kaplan Meier survival estimators for two groups are plotted.

Figure 9 Kaplan - Meier survival estimators for male and female survivors of lung cancer
(Loprinzi, 1994)

In this case the data consists of 138 males with 28 right censored cases and 90 females
with 37 right censored cases. The data set in large enough to exhibit statistically significant
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differences between groups. The log – rank test results in a Mantel – Haenszel’ hazard ratio
𝜆 = 1.661, with the 95% confidence interval 1.22<λ<2.26 (p=0.0017), and Cox proportional
hazard test results in λ = 1.6996 (p=0.0015). Due to crossing of the curves it can be argued that
the hazards are not proportional.
The survival time differences between the medians of the groups is 156 days, while the
average survival time (which is calculated until the day of the last event, day 883) is 305 days for
males and 436 days for females. The difference for the average survival time between both
groups is only 131 days. If the experiment were to being followed for a longer time, then the
average survival difference will demonstrate an increase. This would be owning to the fact that
the long term survival for females was 8.32% while for males 3.57%. To demonstrate this, let it
be assumed that no event occurs until day 1000, in this case the average survival time would
increase only to 137 days, which still will be lower than the difference between the medians.

34

Figure 10 Probability of the outcome as a function of ∆ for the data set from (Loprinzi, 1994);
the value of ∆ that maximizes p is the MLASTD estimator.
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The proposed MLASTD estimator for the average survival time difference, obtained at the
maximum of p as a function of ∆ (the extra survival time difference), as shown in Figure 10, is
138.6 days, and is a more accurate predictor of the "clinical effect" than the differences between
the medians. In addition, from Figure 10 the confidence interval for the average survival time
difference can be easily estimated (the 95% CI is between 44 and 231 days).
One of the most useful functions of a statistical estimator is to predict as accurately as
possible the large-population value, using as few sample points as possible. In this section, we will
examine how reliable is the MLASTD estimator can be calculated from a sub-set of the data
available data set.
Assuming that hazard rates are proportional, the number of events 𝑛𝑒 required to have a
detection power (1-β) can be estimated from the expression (George, 1974)
4(𝑍

𝑛𝑒 =

𝛼 +𝑍1−𝛽 )2
2
(𝐼𝑛(𝜆))2

1−

(4.3.1)

Which for the data from (R Core Team, 2013) that is plotted in Fig. 9 (λ=1.669), α=0.05
and β+0.2 leads to 𝑛𝑒 = 160 events or 222 cases, where about 28% of the data is censored.
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4.4. Power of the method

By random sampling we constructed 1000 subsets with the original data, which contained
228 cases. Each subset contained N=100 of cases, then Monte Carlo simulations were performed.
This corresponds to approximately 72 events per subset. Then for each subset, the hazard ratio
and the MLASTD were calculated. The results then were plotted as histograms in Figures 11 and
12. From the results obtained, it was shown that for most cases, the “clinical effect” predicted by
the MLASTD is positive and it closely adheres to the value 138.6 that correlates to the whole
data set.

Figure 11 Histogram of the natural logarithm of the hazard ratio for 1000 subsets of the data,
each containing N=100 cases.
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Figure 12 Histogram of the MLASTD value for 1000 subsets of the data, each containing N=100
cases.

Then we proceeded by making the subsets smaller, now with N=75 cases each. In this
case we had about 54 events. Monte Carlo simulations were made, and the hazard ration and the
MLASTD were calculated. The results were plotted in the histograms shown in Figures 13 and
14.
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Figure 13 Histogram of the natural logarithm of the hazard ratio for 1000 subsets of the data,
each containing N=75 cases.
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Figure 14 Histogram of the MLASTD value for 1000 subsets of the data, each containing N=75
cases.

Most simulations does not display statistically significant differences between the Kaplan
– Meier estimators between both sampled populations, but the MLASTD is generally a good
estimator at least for the order of magnitude of the clinical effect.
From the results obtained in fig. 11 and fig. 13, one can attest that the obtained hazard
ratio for each of the sample subsets does not differ greatly from the one corresponding to the
whole data set (λ=1.669). The problem arises from the fact that at low sample numbers there is
no reason to imply from the data that the hazard is actually proportional.
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If we go back to figures 9 and 10, the data presented was from randomly selecting sample
subsets with N=20 cases. In this case the value obtained is still a plausible predictor for the
difference between the Kaplan Meier estimators displayed. This then can be used as an indicator
if the experiment is worth pursuing.
In Figures 15 and 16, the Monte Carlo simulations for the hazard ratio and the MLASTD
are shown. In the figures the average value of the estimators and the 80% confidence interval are
also plotted. The sample numbers required for 80% confidence detection power is N=222. We
can notice that even at low sample numbers the MLASTD estimators are reliable predictors for
large sample values.

Figure 15Average hazard ratio with 95% CI (1000 Monte – Carlo simulations) as a function of
the number of cases in each of subset of data.
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Figure 16 Average MLASTD with 95% CI (1000 Monte Carlo simulations) as a function of the
number of cases in each subset of data.
If we go back to our case of N=100, we can see that less than 60% of the data subset
exhibit statistically significant differences between the Kaplan – Meier survival estimators
(p<0.05), but the MLASTD value is between 50 and 250 days for more than 95% of them. In the
case of N=75, less than 43% exhibit statistically significant differences, but the MLASTD values
is between 50 and 250 days for about 88% of them.
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Chapter 5: Conclusion

We suggested a Maximum Likelihood Estimator for the Average Survival Time
Differences (MLASTD) between two Kaplan – Meier survival estimators which corresponds to
the time difference that maximize the entropy of the available data sets. In order to maximize the
entropy, the extra time which should be added to one data set to make two data sets as similar as
possible was calculated. At large data sample the Kaplan – Meier estimators exhibit statistically
significant differences and the estimator is comparable to the time difference between the
medians of the survival estimators. The estimator holds the advantage that the confidence
intervals can be constructed and provides a direct insight into the extent of the “clinical
differences” exhibited by the two estimators.
By the application of Monte Carlo simulations, we were able to show that at low sample
numbers the MLASTD estimator still provides a reasonable quantitative estimate of the “clinical
differences” between groups determined for large sample. On that account, we advocate for the
usefulness of the estimator to decide if a experiment is worth pursuing based on low sample
preliminary data.
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