The source identification method is a standard psychophysical procedure for studying the ability of listeners to localize the source of a sound. The method can be described in terms of a statistical model in which listeners' responses are determined by the width and bias of an internal distribution. This article presents a theoretical study of the method, particularly the relationships between the average experimental observables, rms error and variability, and parameters of the internal distribution. The theory is tested against source-identification experiments, both easy and difficult. Of particular interest is the experimental dependence of observable statistics on the number of sources in the stimulus array, compared with theoretical predictions. It is found that the model gives a good account of several systematic features seen in the experiments. The model leads to guidelines for the design and analysis of source-identification experiments.
INTRODUCTION
The source-identification method is an experimental technique for studying the ability of human ͑or other͒ listeners to localize the source of a sound. The method is easy to describe. The listener is in an environment with a number, N, of sound sources. One source is caused to emit a signal, and it is the listener's task to identify the location of the source. The location may be identified by name, number, or by coordinates on a prearranged scale. Over trials the listener receives presentations from all the sources, typically many times.
The source-identification method, hereafter called the ''SIM,'' is especially applicable for localization experiments in a room. Here, the experimenter may be interested in localization as a function of the signal, or the listener, or the room itself. However, because of standing waves in the room, an experiment done with a sound source in any one location may be special and not representative of the system of interest. By averaging performance over a number of source locations, the experimenter achieves greater generality. Therefore, SIM data are normally averaged over the source array.
The SIM is naturally modeled in terms of statistical decision theory ͑Searle et al., 1975 ͑Searle et al., , 1976 Hartmann, 1983b͒ . The present article is primarily a theoretical study of that model. It shows how observable variables, rms error and variability, averaged over the source array, are related to parameters of the model internal distribution. Therefore, this article provides a guide to the design of SIM experiments that are intended to discover the internal parameters. The article is concerned especially with the choice of the number of sources to be used in an experiment that measures localization ability over a fixed angular range.
The SIM experiments studied here are constrained by the following assumptions: First, it is assumed that the allowed response set is identical with the stimulus set. For example, there might be Nϭ24 loudspeakers in front of a listener labeled 1 through 24. After presentation of a sound from one of the speakers, the listener must respond with a number from 1 to 24. Next, it is assumed that the sources are equally spaced by a common angle, A, measured in degrees along a single angular dimension, for example azimuth or elevation. For definiteness, the following discussion will be couched in terms of the azimuthal dimension, but the method is applicable to sources in any plane.
The decision theory model used for calculations below is one dimensional. Therefore, the model is inappropriate when the perceptual character of the localization task is multidimensional. It is assumed that sources are arranged over part of a circle, to be called the span, with angular extent ⌫ϭ(NϪ1)A, and with source number 1 at one extreme and source number N at the other.
A SIM experiment begins with a choice of statistics to describe localization error. Searle et al. ͑1975, 1976͒ used the absolute value of the discrepancy between response and target. Hartmann ͑1983b͒ used the root-mean-square ͑rms͒ error, which has theoretical advantages described below. The rms statistic is designated by the symbol D, the square root of an average squared error, computed as follows:
where W(k) is the fraction of the trials on which source k was presented, and D 2 (k) is the mean square localization error for source k. This function is given by
where R i is the listener's response-on the scale of source numbers-to the ith trial on which source k is presented. There are a total of M k of such trials. Equation ͑1͒ introduces the notation whereby a bar over a symbol indicates an average over sources and a bar under a symbol indicates the square root of that average.
Statistic D includes both variability and constant error. A second statistic, s គ , measures only variability by computing error with respect to the mean response. It is the square root of quantity s 2 given by
where the variability for source k is given by
and R(k) is the average response of the listener-in terms of source numbers-when a given source k is presented,
Statistic s(k) is a biased estimate of response variability that tends to underestimate the actual standard deviation for small sample sizes. For comparison with the variability observed experimentally or in a Monte Carlo simulation s(k) should be multiplied by ͱM k /(M k Ϫ1), a factor which becomes important if the number of presentations is small. In addition to variability, there is constant error. The constant error, C(k), measured in degrees, is the difference between the true location of a source, k, and the mean perceived location of the source, C(k)ϭA͓R(k)Ϫk͔. It may be positive or negative except when k is a well-defined extreme location. Rakerd and Hartmann ͑1986͒ noted a Pythagorean relationship among rms error, variability, and constant error:
Therefore D(k) was called the overall error. It follows that D 2 ϭs 2 ϩC 2 , where C 2 is an average over sources analogous to D 2 and s 2 . The calculations below are devoted to calculating these statistics, particularly D and s គ .
I. DECISION THEORY MODEL
The decision theory model for a listener's response, given a sound coming from source k, includes several basic assumptions. The first is that the listener has an internal coordinate for the source positions, undoubtedly established visually if the sources are visible, and that the presentation of source k leads to a normally distributed representation of location cues on that coordinate system. The probability density that source k leads to internal value is given by
Here, parameter k is the location on the reference coordinate for source k, and b k is a bias such that the acoustical cues for source k are not centered exactly on this referent. A key parameter is the angular standard deviation, k , called the width of the internal distribution, or, simply, the width. It depends on the listener, the type of sound that must be localized, the environment in which the experiment is performed, and the position of the source. The sound may be easy to localize ͑small k ), e.g., a broadband impulsive noise, or it may be difficult ͑large k ), e.g., a spectrally sparse tone without onset transient. Normally, the purpose of a SIM experiment is to determine the width as a function of experimental conditions. Because the width is not zero the listener makes inconsistent responses to a given source. The width is generally a function of k because some sources are more difficult to localize than others. In the azimuthal plane sources to left and right are more difficult than sources in front, and in the median sagittal plane sources overhead are more difficult than others.
A second assumption of the model calculation is that responses are quantized; when a listener experiences internal coordinate , the listener responds by choosing the source with referent k that is closest to . ͑Alternatively, listener responses on a continuum scale may be quantized in the process of recording the data.͒ There are two kinds of calculation, terminated span or wrapped span. For a terminatedspan calculation, the span has well-defined ends, typical of a span that is much less than a complete circle. Here, the probability of making a particular response given a particular source is a simple monotonic function of the distance along the span between the two locations. By contrast, a wrappedspan calculation includes both errors along the span and error outside the span; it is defined in more detail below.
A. Calculations without bias
The present section examines statistics D and s គ when there is no bias (b k ϭ0). The calculations were motivated by the conjecture that for a given source array span, the values of overall error, D, and variability, s គ , should be insensitive to the number of sources in the array. The logic was simple: As the number of sources is reduced the listener is less likely to make an error because the sources are farther apart. However, when the listener does make an incorrect choice, the contribution to the overall error sum is a larger number of degrees. The conjecture that D and s គ should be insensitive to N follows from the expectation that these two effects should largely cancel one another. One purpose of the calculations below was to test that conjecture.
The dependence of D and s គ on the number of sources was tested in a computation where each source is presented an equal number of times ͓W(k)ϭ1/N͔. The calculation used an analytic form for the cumulative normal function to determine the probabilities of each possible response for each possible source.
The small-span limit
A source array with a small span extends over a limited range of azimuth values. Therefore, a small-span sourceidentification experiment can provide the same information as a minimum audible angle experiment with the advantage that the source-identification method should be less sensitive to standing waves in the environment.
When the span is small, the width may be regarded as independent of the source number, i.e., k becomes a constant, 0 . Calculations in the small-span limit are normally terminated-span calculations. From the structure of the equations it is possible to come to some general conclusions. There is reason to expect that function D 2 (k) should be approximately equal to 0 2 , because the second moment of a normal density is the variance. Function D 2 (k) resembles the second moment of density P. This is a theoretical advantage of the rms quantities D and s គ . However, D 2 (k) is not exactly equal to 0 2 , both because the formula is a discrete sum-not an integral-and because of end effects. In the limit that the width 0 becomes very small while the number of sources N becomes large, D(k) approaches 0 , as long as k is not close to the edges of the source array. In those limits, the discrete sum approaches an integral, and end effects are not important because the distribution has little strength near the ends. Also, in those limits the value of D approaches 0 because the fraction of sources near the end becomes small, and D is determined primarily from values of D(k) that are away from the ends.
A logical problem with terminated-span calculations is that when the width 0 becomes comparable to the source span ⌫, the model sometimes predicts performance that is worse than random guessing. When this unreasonable result occurred in calculations below, the calculations were halted and the limiting point was noted in the graphical presentation of the results. The random guessing limits for D and s គ are given by Eqs. ͑A8͒ and ͑A12͒ of the Appendix, where they are derived.
The results of the calculations are given in scaled units, normalized to either the span ⌫ or the width 0 . Therefore, the calculations are not immediately applicable to any particular experiment, but, with a little work, they are applicable to all particular experiments. Parameter 0 is always given in units of the span. The work of Searle et al. ͑1976͒ suggests that the internal width 0 increases in proportion to the span. Therefore, the normalized parameter 0 /⌫, as used here, is a convenient choice.
2 Figure 1 shows the predictions of the analytic cumulative normal calculation for D as a function of increasing number of sources, N. The figure shows that D converges to the width when N is large and 0 is a small fraction of the span. For example, when 0 /⌫ϭ0.025, D converges to within one percent of 0 when there are 50 sources. When 0 /⌫ is not small, D always converges to a value that is less than 0 . The discrepancy is caused by end effects, but see Sec. I A below. Figure 1 also shows that the expected value of D is close to its asymptotic value ͑for large N͒ when there are enough sources that the spacing between the sources is less than or equal to 0 . These adequate values of N are indicated with a filled star.
Although Fig. 1 shows that D/ 0 decreases with increasing 0 , in fact, D itself increases monotonically with increasing 0 : the larger the width, the larger the rms error.
The quantity D/ 0 decreases because D increases less rapidly than linearly with increasing 0 .
For practical purposes, Fig. 1 , and other figures in this article, must be used iteratively to find a self-consistent solution for the width. The experimenter begins by knowing ⌫ and N. The experimenter measures D. The self-consistent calculation begins with the assumption that 0 ϭD. This leads to a value of the graph parameter 0 /⌫. The graph then leads to a predicted value of D/ 0 , and hence a revised value of 0 . Because the plots in Fig. 1 are smooth, one expects the calculation to converge to a stable value of 0 after only one or two iterations.
The insensitivity of D to the number of sources is further demonstrated in Fig. 2 , which shows D/ 0 as a continuous function of 0 /⌫. The calculated value of D varies by less than 10% as the number of sources is varied, provided that there are at least six sources and 0 is greater than 5% of the span. When 0 is greater than 20% of the span, D becomes extremely insensitive to the number of sources.
Parallel calculations for variability, s គ , for the case of no bias show that s គ is very similar to D, as would be expected. Although s គ is logically required to be smaller than D, calculated plots of s គ vs N or s គ vs 0 /⌫ almost coincide with the corresponding plots for D ͑Figs. 1 and 2͒ so long as the width is less than 10% of the span ͑i.e., 0 /⌫Ͻ0.1). The discrepancy between s គ and D grows as 0 /⌫ increases, but the difference is not more than 10%, even when 0 /⌫ is as large as 0.5.
Spans approaching 180 degrees
As the source span increases it becomes more important to take account of the dependence of the width on source location. For definiteness, we continue to assume that the sources are in the horizontal plane. The dependence of the width, k , on the angular position of the source, k , is modeled by assuming a constant difference limen for the interaural time difference. This model is known to capture some, but not all, of the azimuthal dependence of the width. In this model, the localization error is inversely proportional to the derivative of the interaural time difference with respect to angular position. For an azimuthal coordinate system, with ϭ0°directly in front of the listener, the interaural time difference is described by the Woodworth formula ͑1938͒,
where is in radians and ␣ is a constant equal to the head radius divided by the speed of sound. Differentiating with respect to and inverting gives
where 0 is the width directly in front of the listener. The absolute value in the denominator is necessary to account for the sign of cos in the different quadrants.
As the span approaches 180°, there is a second, and structurally more important, effect that must be considered in the computations, namely ''wrapped'' probabilities. If, for example, the source is at 80°to the left of center, the probability of choosing a response that is 70°to the right of center is not just the probability of making an error of 150°; one must add also the probability of making an error of 210°( 360Ϫ150ϭ210). The need to include wrapped probabilities signifies the departure from the terminated-span calculation considered in Sec. I A 1. For example, it is no longer necessary to consider the random guessing limit because large probabilities for responses off the ends of the array are correctly wrapped. The calculations shown in Figs. 3 and 4 below include both the effect of source-dependent width and wrapped probability. Figure 3 illustrates how D depends on span ⌫ when the array is centered on the forward direction and extends equally to the listener's left and right by ⌫/2. The figure shows the effect of the variation of with source angle for various values of 0 when the number of sources is large. If the span is small, is approximately constant. The fact that D/ changes by less than 10% as ⌫ increases to about 120°s hows that the assumption of constant ITD is equivalent to a constant-sigma approximation even as a source span becomes as large as Ϯ60°. As the span increases beyond 120°D begins to rise. When 0 р0.1⌫ this rise is proportional to the increase in the average value of . Therefore, if the plot of D is normalized to the value of averaged over the span the plot becomes almost a flat line, independent of ⌫. The average value of from integrating Eq. ͑10͒ is
where ⌫ is expressed in radians. For 0 greater than 10% of ⌫, the average-sigma model is less successful. For a span greater than 160°, there is an anomalous curvature when 0 ϭ0.2⌫. shows D as a function of the number of sources for a span of 180°. As described in connection with Fig. 3 , the asymptotic values in the large N limit are similar to Fig.  1 except that they are scaled by the average of / 0 . From Eq. ͑11͒ for ⌫ϭ180°, this is equal to a scale factor 4/ or 1.27. Figure 4 shows that when N is not asymptotically large this simple scaling does not always apply. The figure also shows that D does not vary monotonically with 0 ; the value for 0 ϭ0.2⌫ seems to be out of order. Figure 3 suggests that this nonmonotonic behavior is restricted to spans greater than about 160°. The curiously large curvature for the plot with 0 ϭ0.2⌫ occurs only for such large spans. The nonmonotonic behavior is the result of the combined effects of source-dependent width and wrapped probability. Calculations that exclude either one of these show only a monotonic dependence on width.
Calculations with a 180°span and wrapped probability were also done for a constant ͑source-independent͒ value of the width. The calculations led to a plot of D vs N that was almost identical to the terminated-span calculation in Fig. 1 , except for the extreme case, 0 ϭ0.4⌫. For both, D systematically underestimated the width. For the terminated span the reason was end effects, as noted in Sec. I A 1. For the wrapped span the reason is the wrapped probabilities themselves.
If the width is less than 20% of the span, wrapped probability has a negligible effect on D(р1%) when the span is not greater than 180°. Because wrapping complicates the analysis of data, an experimenter would do well to avoid spans approaching 180°if the experimental conditions promote large internal width, 30°or more.
Span greater than 180 degrees
When a span exceeds 180°, the source array cannot be entirely in front of the listener. Some sources must extend toward the rear, and this changes the perceptual nature of the localization task. Sources which differ considerably in azimuth may lie on the same cone of confusion and be perceptually similar. This multidimensional aspect of perception is not captured in our one-dimensional localization model. For purposes of illustration we proceed with the model anyway.
When ⌫ becomes greater than 180°, the array itself wraps around so that some sources are closer to each other across the gap between source 1 and source N than along the span. This possibility requires a new computational rule for scoring such that the maximum error charged against the listener is 180°. Any error that is found to be greater than 180°is replaced by its 360°complement. Thus for any pair of sources in the array, there is a unique magnitude and direction of the difference between them.
When the source array extends behind the listener, it is common to deal with the multidimensional character of the task by regarding confusions between front and back sources as separate from azimuthal confusions. Therefore azimuthal errors are computed by giving the listener the benefit of a reflection in the frontal plane ͑includes the points at Ϯ90°a zimuth and the point overhead͒ if that leads to a smaller error ͑Wightman and Kistler, 1989͒. Below, the calculations that employ that rule are called ''reflection scoring.'' It is not necessary that an actual source be present at the site of the reflection. When reflection scoring is introduced, the final value of the error is the smallest of the listener's choice or its 360°complement, or the reflected choice or its 360°comple-ment.
As an example of large spans, we chose a span ⌫ ϭ270°. The array was centered on the midline, with one end at Ϫ135°, the other end at ϩ135°, and the remaining sources (NϪ2) equally spaced in between. The internal width was taken to depend on source angle per Eq. ͑10͒. Figure 5͑a͒ shows the results without reflection scoring. As before, D/ 0 is quite insensitive to the number of sources. Upon careful observation, periodic variations can be observed in the D/ 0 data, especially for small 0 . This effect is due to the arrangement of the sources based on ⌫ and N. When ⌫ϭ270°, there are sources located at ϭϮ90°whenever Nϭ6nϩ1 ͑where nϭ1,2,...). This creates peaks because the average k is increased. ͑The same effect occurs for circular spans whenever Nϭ4n.) The analogous plot of s គ / 0 is the same as D/ 0 in Fig. 5͑a͒ within 10%, except when 0 /⌫ϭ0.4 where the discrepancy becomes about 15%. Figure 5͑b͒ shows the effect on D when reflection scoring is introduced. The values of D are generally reduced, of course. Further, the tendency for peaks at Nϭ6nϩ1 is greatly enhanced. A better description of the effect is that FIG. 5 . rms error for source-dependent width, and for a large span, ⌫ ϭ270°. Part ͑a͒ does not give the subject the benefit of a front-to-back reflection; part ͑b͒ has reflection scoring. reflection scoring introduces a valley centered on N values given by Nϭ6nϩ4. Valleys result from source placements in which the localization score benefits the most when the listener is given credit for a correct answer despite a frontto-back reversal.
According to Eq. ͑11͒, the average width, (270), is equal to 1.35 0 . In the limit of a large number of sources, D agrees very well with the expectation Dϭ1.35 0 if reflection scoring is not used ͓Fig. 5͑a͔͒. Only as the ratio of width to span grows to 0.4 is there appreciable departure. ͑For a 270°array a ratio of 0.4 means that the internal width is more than 100°, a case of extreme uncertainty.͒ Even if the number of sources is not large, the D values in Fig. 5͑a͒ do not differ from the expected value by more than about ten percent. The same statements cannot be made about the calculation with reflection scoring ͓Fig. 5͑b͔͒. Then statistic D is less stable both with respect to 0 and with respect to the number of sources. The peak and valley structure is, however, particularly apparent for a 270°span. For general span ⌫(⌫Ͼ180°), peaks and valleys are not as frequent. A peak occurs for N sources when there are two integers N and k that satisfy the condition
where G is the span fraction, Gϭ⌫/360. It is somewhat difficult to evaluate the significance of the structure observed for reflection scoring because we do not believe that our one-dimensional calculation is appropriate perceptually for sources that extend to the rear. However, this objection to the calculation is not fatal. The actual cause of the valleys in the structure is a series of source locations that particularly benefit the listener when reflection scoring is introduced. To some degree, this experimental artifact is bound to appear with reflection scoring. The precise size of the artifact depends on the perceptual model.
Summary
At the outset of this section on the SIM without bias, it was conjectured that the values of D and s គ might be insensitive to the number of sources. It was expected that the smaller probability of making an error when the number of sources is small would be compensated by the larger penalty when an error is actually made. Therefore, it was further conjectured that experimental values of D and s គ should provide reliable estimates of internal width . In the end, Secs. I A 1-3 above support these conjectures. The conjectures hold for a wide range of widths and source spans. However, the relationship between quantities D and s គ and the width parameter depends on the width parameter itself, in the form /⌫, as shown by Figs. 1-5. Therefore, an actual determination of the width from D or s គ may require some modest iteration. The functions in the figures are so well behaved that convergence is assured.
B. Calculations with bias
The model of Sec. I A described a listener without bias. When the sound originated from source k, the internal distribution for auditory localization cues was centered at the location k , corresponding to the reference position of the source as established visually. It is this reference coordinate that the listener uses in making responses. Therefore, the statistics of the responses to source k depended only on a single parameter, the width k . The model without bias is, however, an idealization. Unfortunately, in sound localization, bias is the rule and not the exception. Bias is introduced by visual cues ͑ventriloquism͒ and by acoustical cues, such as the reflections from walls in an asymmetrical room environment. Bias can be introduced into an experiment deliberately; a large visual bias is caused by directing a listener's gaze to the end of a source array ͑Hartmann, 1983a͒. A large acoustical bias can be created by putting a single reflecting surface in an otherwise anechoic room ͑Rakerd and Hartmann, 1985͒. But although bias can be experimentally controlled, it cannot be entirely eliminated; it is normally present for any listener whether one wants it or not ͑Hartmann, 1983b͒.
Bias consists of a displacement of internal acoustical cues with respect to the angular reference coordinate system, k . Therefore, bias can be seen in plots of R(k), and it is measured for individual sources by constant error C(k). An average measure of bias is C. Because the rms error, D, includes C ͓Eq. ͑6͔͒, the bias also appears in D.
In this article we take the view that the goal of the experimenter is to use the source identification method to learn about the width of the internal distribution . The presence of bias poses a problem, and the purpose of the present section is to try to deal with it. Although can be determined from either s គ or D in the absence of bias, the presence of bias has a major direct effect on D which makes it unreliable for estimating . By contrast, the variability s គ should, in principle, be independent of bias because variability is calculated with respect to the mean response made by the listener and not with respect to a physical referent. In practice, however, s គ is affected by bias, both because of effects at the ends of the arrays and because of the quantization of the responses. Therefore, statistic s គ is the best statistic to use to estimate in the case of bias, but it is not without troubles of its own, as will be seen below. What makes it difficult to discuss bias is that bias can take many forms. Below, we deal with two types, constant bias and central bias. Calculations are presented in the small-span limit.
Constant bias
Constant bias means that the displacement of the acoustical cues with respect to the reference coordinate system is constant, independent of the source. Constant bias is a common occurrence, especially if the array of sources is small. The effect of directed gaze on the localization of sources in a 28°span was found to be modeled best by a constant bias ͑Hartmann, 1983a͒.
Numerical studies, using the decision theory model and constant width, on the effects of constant bias showed that bias can always be neglected if the number of sources is large enough. If the bias is large, it may not be practical to run as many sources as are needed for s គ to give a good estimate of 0 , but large N is an important limit to keep in mind. The effect of bias on s គ depends sensitively on the ratio of bias b to width 0 . Bias effects are shown in the plot of s គ in Fig. 6 for the special case that the bias is twice the width. The filled-circle plot in Fig. 6 shows s គ when the bias is 5% of the source span (b/⌫ϭ0.05) and 0 /⌫ϭ0.025. It can be compared with s គ in the absence of bias ͑open circles͒. When there is no bias, s គ gives a good estimate of 0 if the number of sources is about Nϭ14 or greater. Adding the bias has a dramatic effect on the variability, leading to a peak at N ϭ9. The peak overestimates 0 by a factor of 2.
The behavior shown by the circles in Fig. 6 is typical. Whenever the bias is twice the width there is a peak ͑height 1.5Ͻs គ / 0 Ͻ2.5) as a function of N. The peak occurs at N ϭN max , where N max ϷInt(0.2⌫/ 0 )ϩ1. Not surprisingly, a given bias has the largest effect for the smallest 0 , and the number of sources needed to eliminate that effect may become large. The square symbols in Fig. 6 check the above statements when the bias is b/⌫ϭ0.2 and the width is 0 /⌫ϭ0.1. If the bias becomes as large as 4 0 , s គ becomes an oscillating function of N and cannot estimate 0 . On the other hand, if the bias is no larger than 0 itself then the effects of bias on s គ are less than 10%, so long as there are four or more sources in the array and 0 /⌫ is larger than about 0.02. Then it is possible to ignore the bias in determining 0 as the large-N limit of s គ .
Central bias
Whereas constant bias is necessarily directed toward one end of the source array or the other, central bias is directed toward the center of the array. In the common case of a symmetrical array with the subject looking at the center, a central bias may be a visual effect. In general, any central tendency, such as a reluctance to choose extreme responses, appears as a central bias.
The central bias function itself might take different forms: straight line, S-curve, step function, etc. The calculations of this section employ a step-function bias function because the experiments described below often found R(k) functions approximately of this form. In a step-function bias the auditory cues for all the sources to the left of center are biased toward the right by a constant (b l ) and all the sources to the right of center are biased toward the left by a constant (b r ). The bias can be characterized by a single central-bias parameter b c if it is symmetrical (b l ϭb c and b r ϭϪb c ).
Model calculations for small spans indicated that s គ calculated with central bias was very similar to s គ calculated with a constant bias of the same magnitude. Typical differences between the two kinds of bias were less than 10% for N large enough to provide a reasonable estimate of s គ . The sign of the difference was always the same; central bias led to the larger s គ . The difference grew with increasing bias magnitude. However, as long as the bias was not greater than twice the width, the difference was less than 33% even when the bias was as large as 80% of the span.
II. EXPERIMENTS
To test the model calculations we performed localization experiments. We were particularly interested in how D and s គ depend on the number of sources in a given span. Therefore, the experiments were performed using 3, 6, 12, and 24 sources.
A. Tasks
In order to test the computations in several ranges of 0 , we used two tasks, one in which the localization was easy and one in which it was difficult. Both tasks were performed in a reverberation room.
Easy (EL) experiment
In the easy localization ͑EL͒ task, listeners sat 3 m away from an array of speakers in the horizontal plane. The array extended 23°to the left and right of the midline (⌫ϭ46°). Broadband noise at a level of 55 dB SPL was given a stepfunction amplitude envelope and played through one of the speakers. The subjects' task was to declare which loudspeaker had sounded.
Difficult (DL) experiment
The difficult localization task ͑DL͒ was made much more difficult than the EL task. Listeners were 6 m away from the source array, again in a 46°span. Because of the larger distance to the source, incoherent reverberant sound was a larger fraction of the total sound power, making localization more difficult. The stimulus was broadband noise that had been low-pass filtered ͑corner frequency of 5 kHz, Ϫ48 dB/octave͒. Therefore, listeners could not use highfrequency interaural intensity cues that are especially helpful in this room. The SPL of the noise before filtering was identical to the EL experiment. The filtered noise was given a linearly rising amplitude envelope with a duration of 2 s. During the onset, uncorrelated broadband noise was played at a level of 85 dB through a speaker behind the subject's neck to mask the onset of the stimulus. Therefore, listeners gained no benefit from the precedence effect, further degrading localization ability. Again, the task was to declare which loudspeaker sounded. 
B. Method
The reverberant room was rectangular with dimensions 7.67ϫ6.35ϫ3.58 m high. It had a reverberation time of 4 s at midrange frequencies. The orientation of the array in the room is best described as a nonspecial geometry. The 24 loudspeakers were Realistic Minimus 3.5, consisting of a single driver in a sealed box. They had been chosen from a set of 85 based on similar on-axis frequency response in an anechoic environment.
The configurations for the different number of sources were as follows:
Nϭ3⇒Aϭ23°⇒⌫ϭ46°.
The loudspeakers were at ear level of a seated subject. A bar rested on the head of the subject to help the subject maintain a constant, forward facing position. Each source was labeled with a number, and the subject made a response by using a button box to increment a numerical display up or down. The display reading was then recorded by the computer running the experiment.
C. Subjects and procedure
Four subjects participated in these experiments. Subjects W, R, and G were males, ages 57, 45, and 21, respectively, and were the coauthors of this article. Subject J was a female of age 17. Subjects W and R had extensive experience in localization experiments and had high-frequency hearing losses typical of males their age. Subjects G and J had recent experience as subjects and had normal hearing.
The experiments were performed in blocks of runs for both easy ͑EL͒ and difficult ͑DL͒ tasks. A block consisted of a run for each source spacing condition for either the EL or the DL case. The runs of a given block were performed on the same day, and the order of the runs within a block was randomized. Each run consisted of 48 stimulus-response pairs and lasted 10-15 min. Within each run, all stimuli were presented an equal number of times in random order. Therefore, a particular source was presented twice for Nϭ24, four times for Nϭ12, eight times for Nϭ6, and 16 times for N ϭ3. There was no feedback, but a curious subject was allowed to view the results at the end of a run. Each subject did three blocks for both EL and DL conditions.
D. Results
The experimental results appear in their greatest detail in plots of R(k), the average response of a listener to source k. For illustration, plots of R(k) are shown for listener W in Fig. 7͑a͒ and ͑b͒ for the EL and DL experiments, respectively. Perfect performance corresponds to an R(k) plot that is a 45-degree line. It can be seen that Fig. 7͑a͒ approximates a 45-degree line, although there is considerable central bias, as described above. The plot for the DL experiment in Fig.  7͑b͒ shows enormous deviations from the 45-degree ideal as well as central bias. Figure 7͑a͒ and ͑b͒ is typical of R(k) plots for all the listeners, although different listeners had different forms of bias, some better approximated as constant bias, not central.
Of primary interest in the present article are the average quantities D and s គ for the eight different conditions (N ϭ24, 12, 6, and 3 for both the EL and DL experiments͒. These are given in Table I , averaged over the three runs for each listener. These averages and corresponding standard deviations (nϪ1) over the three runs appear in Figs. 8 and 9 .
III. COMPARISON-THEORY AND EXPERIMENT
The principal comparison between theory and experiment was a test of the prediction of the decision theory model for the dependence of s គ and D on the number of sources in the array. This dependence was the primary focus of model calculations themselves, for small and large spans, with and without bias.
Because the experimental span was only 46°the model calculation could be done in the small-span limit. The input parameters to the model were the width of the internal distribution and the bias. The bias was assumed to be of the constant type, or, equivalently, central. The biases observed experimentally were of both types, but, as described in Sec. I B 2, these two types of bias have similar effects on the average statistics of interest. It was assumed that the width and bias parameters depend only on the listener and the experimental conditions-EL or DL. Therefore, it was expected that the dependence on number of sources, for both D and s គ , should be predicted by the model.
The procedure for assigning model parameters was simple. We assumed that the width should be determined by the large-N limit of s គ , i.e., Nϭ24 in Table I . When the model width is small it is equal to s គ (24); when the width is not small, it must be taken to be somewhat larger than the experimental s គ (24) in order that s គ (N) agrees with experiment in the limit that Nϭ24.
We also determined the bias parameter from the experimental constant error, C(24), in Table I . As a measure of bias, this constant error approximately agreed with the vertical shifts seen in plots of R(k). For example, C(24) for listener W in Table I is 3.29°. This agrees with R(k) in Fig.  7͑a͒ , which suggests a central bias averaging 1.5-2.0 divisions, or 3°-4°.
Therefore, the nature of the comparison was to determine the model parameters from the width and estimated bias for Nϭ24 and to compare the model predictions, for both s គ and D, with the experimental results for Nϭ3, N ϭ6, and Nϭ12. The model parameters are shown in the right two columns in Table I .
The comparisons between calculations and the EL experiments are shown in Fig. 8 . The comparisons show that the model is in reasonable numerical agreement with experiment, even though the parameters were not chosen to provide an optimum fit. Further, the model captures a number of features seen in the experiments: There is a tendency for a peak in s គ and D as a function of N when the width is small. However, theoretically the peak is less prominent for D than for s គ , and experimentally no significant peak appears in D.
The comparisons between calculations and the DL experiments are shown in Fig. 9 . In the DL experiments the width is large. For large width, theory and experiment agree that there is no peak for 3рNр24; there is only a tendency for s គ to decrease with increasing N. D is also predicted to decrease in the region of small N, as observed experimentally for two of the listeners. Overall, the agreement between experiment and model is better for s គ than for D, and this result is not surprising given that D is more sensitive to bias, which is treated only in the simplest possible way by the present model calculation.
IV. CONCLUSIONS
The source-identification method ͑SIM͒ is a standard technique used to measure the ability to localize a sound. The method uses an array of source positions, which is particularly useful when there is reason to expect that the perception of any one source would be special. Such conditions occur in rooms. The experimental data from this method are in the form of variability ͑theoretically insensitive to bias͒ and rms error ͑includes both variability and bias͒. The method can be analyzed with a decision theory model based on a coordinate system imagined to be internal to the listener. Sources from the physical world lead to distributions of localization cues on this internal coordinate, characterized by a model width and a displacement bias of the mean. A similar model was used to analyze the minimum audible angle method ͑Hartmann and Rakerd, 1989͒. Calculations are simplest for a terminated-span model. Here, the array is short enough that points on the internal coordinate that are to the left of the leftmost source must be assigned to the leftmost source; they do not wrap around and become confused with positions on the right. Terminatedspan calculations find that if bias is negligible, both the rms error and the variability can provide good estimates of the average width of the internal distribution if there are enough sources in the array. The results are very insensitive to the number of sources if the spacing between the sources is less than or approximately equal to the width. The variability appears to be a good measure of the width even in the presence of bias if the bias is smaller than the width.
Bias that is larger than the width-a frequent occurrence-complicates the relationship between experimental results and the parameters of the internal distribution. The variability ͑not the rms error͒ may still be a reliable measure of the width if the number of sources is large enough. To determine the required number of sources, one must model the bias in some way and fit the experimental data to width and bias model parameters. Two simple bias models, constant and central, were found to give similar results.
When the angular span of the model is not terminated, probabilities are wrapped around a complete circle. Calculations indicate that the variability continues to provide a good measure of the internal width, as long as the width is not greater than 20% of the span.
When the angular span of the actual sources is wrapped beyond 180°, source localization becomes a multidimensional perceptual problem, and the perceptual distance between two sources is not a monotonic function of the azimuth difference. Therefore, our one-dimensional model is not applicable. Applying the model anyway reveals complicated effects that occur when localization scores are given the benefit of a front-to-back reversal. Similar effects are expected to occur independent of the model.
Finally, experiments with human listeners were done in order to test the model calculations. The experiments used a small span in which the number of sources varied from 3 to 24. To provide a stringent test, both easy localization ͑EL͒ and difficult localization ͑DL͒ experiments were done. The experiments were done in a reverberation room, and constant errors ͑biases͒ were a major component of the overall errors. It was found that the model gave a reasonable account of the experimental results, even though the model treatment of bias was simple. To improve on the methods used here would require a treatment of bias peculiar to each individual listener. The resulting model would lead to better agreement with experiment, at the cost of generality.
Because of its internal consistency and satisfactory experimental validation, the decision theory model in this article can serve as a guide to the design and analysis of source identification experiments. In the matter of experimental design, the model can determine the correct number of sources to use in an array, based on anticipated results. After the rms error and variability data are experimentally known, the model can be used, first to decide whether a reliable value of the width of the internal distribution can be determined from the data, and second to calculate the actual values of the width and the bias.
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APPENDIX: LIMITS OF HIGH UNCERTAINTY
In the limit of high uncertainty, the width of the internal distribution becomes large compared to the span. In the extreme uncertainty limit, there is a negligible probability that the internal representation of the source lies within the span of allowed responses. Therefore, terminated-span model calculations find that all responses become extreme responses. In the absence of bias, sources 1 and N are chosen equally.
Then D 2 is given by summing the squared differences between the N sources and the extremes. The two extreme sums get the same weight ͑1/2͒, and they are, in fact, equal. Therefore,
The finite sum can be done, and
Because the span is ⌫ϭ(NϪ1)A,
The second term inside the square root can be neglected when the number of sources becomes large; even if there are as few as four sources, dropping this term makes less than a 10% change in D.
In the limit that all responses are extreme responses, statistic s គ can be calculated from the differences between the extremes and the mean. If there is no bias, the mean of the extremes is (Nϩ1)/2, and so that
The extreme response results for D and s គ ͓Eqs. ͑A3͒ and ͑A5͔͒ are the correct limits for the statistical technique used in this article as the uncertainty becomes infinite. However, these limits are unreasonable because listeners can achieve better performance by guessing randomly among the sources. Better large uncertainty limits are the random guessing limits calculated below.
If the N sources are presented equally often, D is the square root of
where P(kЈ͉k) is the probability of choosing source kЈ given that source k was presented. If listeners guess randomly then, in the absence of bias, they make each response kЈ equally often, independent of the source k, and P(kЈ͉k)ϭ1/N. The double sum can be done and
or, in terms of span ⌫,
NϪ1
. ͑A8͒
Equation ͑A8͒ is less than ͑A3͒ as expected.
Similarly s គ can be calculated from
where R(k) is the mean response given source k. In the random guessing limit and in the absence of bias, the mean response to source k is the mean location, independent of k, R(k)ϭ(Nϩ1)/2. Therefore, 
. ͑A12͒
Equation ͑A12͒ is less than ͑A5͒ as expected. From Eqs. ͑6͒, ͑A8͒, and ͑A12͒, Cϭs គ and the overall rms error is equally divided between variability and central bias.
