Abstract. Large-scale sensor networks are becoming more present in our life then ever. Such an environment could be a cellular network, an array of fire detection sensors, an array of solar receptors, and so on. As technology advances, opportunities arise to form large-scale cooperative systems in order to solve larger problems in an efficient way. As more large-scale systems are developed, there is a growing need to (i) measure the hardness of a given large-scale sensor network problem, (ii) compare a given system to other large-scale sensor networks in order to extract a suitable solution, (iii) predict the performance of the solution, and (iv) derive the value of each system property from the desired performance of the solution, the problem constraints, and the user's preferences. The following research proposes a novel system term, the coverage density, to define the hardness of a large-scale sensor network. This term can be used to compare two instances of large-scale sensor networks in order to find the suitable solutions for a given problem. Given a coverage density of a system, one may predict the solution performance and use it jointly with the preference and the constraints to derive the value of the system's properties.
Large-scale agent systems focus on the behavior of multiagent systems with many agents. As this is a relatively new research area, the number of agents needed to consider a multiagent system as a large-scale agent system has not yet been defined [28] . It became clear to us that researchers do not tend to refer to scale of large scale agent system by means other than the number of agents. Researchers may discuses system properties, but never include them as part of their large scale agent system definition. We claim that this system property is misleading. In this paper we prove that claim and suggest a better system property. We will introduce the coverage density and will show how this largescale sensor network property can be used to predict the performance of a given instance of a large-scale agent system capable of sensing objects.
In the next section we survey related work. We will then introduce the coverage density term as a tool for classifying large-scale sensor network. Next we will demonstrate how to use the coverage density to predict the performance of a large-scale sensor network and to choose the values of the system properties. A simulator based on our previous work on large-scale sensor networks' architecture and challenges will be introduced. We will then report simulation results of a total of 50 years of CPU time examining hundreds of thousands of different agents and goals. We will conclude by showing how these results establish our claim that coverage density is a dominant property of large-scale sensor networks.
Related Work
Focusing on the number of agents forming large-scale agent system, the research community holds different opinions about how many agents may form a largescale agent system. In some cases, thousands of agents are considered to be a large-scale agent system [7] , [22] , while in other cases hundreds compose such a system [3] , [4] , [23] , [24] and there are even cases where only dozens of agents are considered to be a large-scale system [13] .
We suggest that certain large-scale agent systems, i.e. large-scale sensor networks, should be measured relative to their context, such as the size of their problem space, and not simply by the number of participating agents.
Recent technology has made small low-cost devices available to build sensor networks [5] , [8] , [9] , [10] , [11] , [27] . Wireless sensor networks benefit from technology advances in micro-electro-mechanical systems (MEMS) [25] . These advances have facilitated the development of low-cost simple wireless sensors. Combining the information gathered from thousands of such sensors is a very difficult problem [12] . However, solving this problem may lead to an efficient way of producing global information. As we have witnessed, such information could save lives. We will use the coverage density property to support this technological development. Coverage density may be used to (i) measure the hardness of a given large-scale sensor network problem, (ii) compare a given system to other large-scale sensor networks in order to extract a suitable solution, (iii) predict the performance of the solution, and (iv) derive the value of each system prop-erty from the desired performance of the solution, the problem constraints, and the user's preferences.
The term sensor coverage is traditionally used to denote the effectiveness of a sensor network [1] , [15] , [16] , [17] , [18] , [14] , [26] . Previous studies have shown that increasing the The sensor coverage increases the number of tracked objects. Gage [6] defines the coverage as a "spatial relationship that adapts to specific local conditions to optimize the performance of some function". Gage distinguishes between three basic types of coverage behavior: blanket coverage, where the objective is to achieve a static arrangement of sensors that maximizes the detection rate of targets appearing within the coverage area; barrier coverage, where the objective is to achieve a static arrangement of sensors that minimizes the probability of undetected targets passing through a barrier; and sweep coverage, where the objective is to move a group of elements across a coverage area to balance between maximizing the detection rate and minimizing the number of missed detections. Gage specifies that a sweep is equivalent to a moving barrier. The coverage density is different from the sensor coverage. The coverage density considers the many properties of a given system and is related to the problem space and time as well as to single-agent characteristics, while sensor coverage is related only to the geometrical alignment of the sensors.
The Coverage Density
Many properties influence the-scale and the hardness of a given problem. When designing a solution for a large-scale sensor network problem the different aspects of the system's properties should be considered. Properties such as the number of agents and the quality of the sensors, may be related to each other. For instance, given a limited budget, the system designer should consider whether to use many cheap sensors or a small number of expensive sensors. A classifying tool, the coverage density, is proposed to classify large-scale sensor networks and to predict the performance of different property configurations. This predicting tool can be used to design the system in order to meet imposed constraints such as budget limitations, battery supply, or technological constraints. The coverage density defines the time it takes to cover an area equal to the size of the controlled zone. The following definition formalizes this notation: Definition 1. i. let A be a set of n agents such that A = i∈N a i whereas N = {0, 1, ..., n − 1}.
ii. let w ai (t) be the area covered by the sensor of agent a i at a given time t. The agent may detect objects in this area at time t.
The measurement units of the area are square meters.
iii. Let agent coverage, w ai , be the average area covered by the sensor of agent a i such that w ai =
The measurement units of the agent coverage are square meters second . The coverage density denotes the amount of the controlled area that can be covered rather than the area that is actually covered. There may be an overlap of agent coverage such that, for example, a value of 100% coverage density does not reflect coverage of all the controlled area. A coverage density of 100% will result in full coverage only when the sensors have no overlapping coverage. We do not require such a constraint in sensor alignment.
Using The Coverage Density
To examine the role of the coverage density on large-scale sensor networks we used our hierarchical large-scale agent system architecture, the Distributed Dispatcher Manager (DDM) [19] , [20] , [21] , and applied it to the Autonomous Negotiating Teams (ANTs) [2] problem.
The DDM Hierarchy
The DDM is designed for efficient coordinated resource management in largescale agent systems; the model makes use of a hierarchical group formation to restrict the degree of communication between agents and to guide processes in order to very quickly combine partial information to form a global assessment. Each level narrows the uncertainty based on the data obtained from lower levels. DDM organizes the sensing agents in teams, each with a distinguished team leader agent. A team is assigned to a specific sector of interest. Each such agent can act autonomously within its assigned sector of interest while processing local data. Teams are themselves grouped into larger teams. Communication is restricted to flow only between an agent (or team) and its team leader agent. Each team leader is provided with an algorithm to integrate information obtained from its team members. Each individual information-collecting agent can extend its local information through the application of causal knowledge. The causal knowledge may be inaccurate and noisy, and therefore it only constrains the set of possible solutions that could be associated with a collection of data measurements.
In some cases naive distribution of thousands of agents will not be efficient, thus a load balancing mechanism may be required. Therefore, a load balancing mechanism is applied to the hierarchical architecture of the DDM. This mechanism dynamically balances the ratio between agents and goals throughout the controlled area. While applying the load balancing mechanism, the DDM strives to balance the ratio between agents and goals in each hierarchy level from the top down. Each level directs only its immediate subordinate level. The directed level, then, directs its own immediate subordinate level and so on. We will refer to DDM activating the load balancing algorithm as LB and to DDM not activating the load balancing algorithm as NLB.
The ANTs Challenge
We developed a simulator to study large-scale problems associated with the application of DDM. The ANTs challenge [2] was chosen as the test case of DDM, and simulated Doppler radars were selected as sensors. The key task of the ANTs challenge is to detect and track moving objects while using low-cost hardware. The simulation consists of an area of a fixed size in which Doppler sensors attempt to extract the object state functions of moving targets. Doppler sensors are attached to mobile agents named samplers. The ANTS program uses Doppler sensors that may activate its beam in three different directions. According to the ANTS specific Doppler radar, only one direction may be activated at a time. The orientations of the beams are 0, 120 and 240 degrees. Each of these sensors may move and spin around its center. Given a measurement of a Doppler radar the target is located based on the following equation:
Where, for each sensed target, i, R i is the distance between the sensor and i; θ i is the angle between the sensor and i; η i is the measured amplitude of i; β is the sensor beam angle; and k and σ are characteristics of the sensors and influence the shape of the sensor detecting area.
A sampler agent may sense targets only when it is not moving. While sensing, a sampler agent may detect targets located within a short distance from it. We refer to this distance as the range of interaction. The number of sampler agents, the time spent on detection versus the time spent on movement, and the range of interaction characterize the system. As we will see, these characteristics determine the quality of the solution. Balancing these characteristics results in a desired system quality under given limitations, such as budget.
Experiments
One hundred and fifty different personal computers running Windows XP, Windows 2000, and Linux operating systems were used to simulate hundreds of scenarios for four consecutive months. Each scenario simulated 7 days of target tracking. A total of 50 years of CPU time were logged, examining hundreds of thousands of different agents and goals.
While using the basic settings (Table 1) we simulate a 400,000,000 square meter area. In this area, agents track moving targets. At a given time 1,000 Fig. 1 . Simulation of two sensors targets are moving in the area. In total, during 7 days, 13,635 targets enter and exit the controlled area at any given time. Each target has an initial random location along the border and an initial random velocity as high as 50 kilometers per hour in a direction that leads inward. Targets leave the area when reaching the boundaries of the area. Each target that leaves the area causes a new target to appear at a random location along the border and with a random velocity in a direction that leads inward. Therefore, each target may remain in the area for a random time period.
There are 5,000 Doppler agents and each of them contains a Doppler with a beam range of 50 meters. Since the Doppler beam is essentially a circle while the range of interaction is its diameter (Figure 1 ), the area covered by the beam is 1,963 square meters. Every Doppler senses targets for 10 seconds and then moves for 5 seconds. That is, on the average, the agent coverage , w ai , is 1,309 ( As stated earlier, the coverage density ρ characterizes the size of a given largescale sensor network problem. As ρ decreases, the size of the problem increases. In the following sections we present a study on the properties that affect ρ. We will show how different sets of properties, having similar coverage density values, achieve similar results. We will establish a strong correlation between the coverage density and system performance as opposed to the other properties, such as the number of agents.
We will begin studying the coverage density by changing the number of sensing agents. As the number of sensing agents increases, the coverage density grows (Table 2 -left). The number of sensing agents not only influences the coverage density but also holds an important role in distributing the solution and reducing the computation load. We will show that up to a certain point, decreasing the coverage density by reducing the number of agents slightly affects the amount of tracked targets. In our load balancing algorithm case, having only 3,000 agents, which is a coverage density of 0.98%, yields results almost equivalent to the results of situations with a much larger number of agents. Having only 3,000 agents moderately reduces the tracked target percentage in comparison to not using the load balancing algorithm. Using fewer agents will reduce the tracked target percentage more dramatically. After focusing on the impact that changing the quantity of agents has on the system, we proceeded to study the impact of changing the quality of the sensor agents. The range of interaction in the basic settings was 50 meters. In the following section we compare the behavior of DDM while using sensors with different ranges of interaction. This range reflects the complexity and the cost of the sensors. As the range of interaction increases, the sensor is likely to be more complex and expensive. Therefore, there may be an interest in using sensors with smaller ranges of interaction. However, decreasing the range of interaction increases the coverage density and therefore increases the scale of the problem. We will show how decreasing the coverage density by reducing the range of interaction influences DDM performance with and without the load balance algorithm (Table 2 -middle).
The next property affecting the coverage density is the ratio between the sensing time and the moving time (Table 2 -right). As in the range of interaction, the ratio affects the cost of using DDM. Activating the sensor for longer periods of time is likely to cost more if the energy of producing the electromagnetic beam is expensive. On the other hand, a more mobile sensor may cost more if the fuel needed to drive a sensor around the controlled zone is expensive. Activating the sensor for longer periods of time at the expense of movement time decreases the coverage density and therefore reduces the scale of the problem. We will show that this period of time influences the performance of DDM with and without the load balancing mechanism. We will also show how to compensate for using simple and less expensive sensors by increasing the period of the sensing time.
Results
In the following sections we will show that system performance is strongly correlated to the coverage density rather than to the number of agents, the range of interaction, and the sensing/moving time. In Figures 2 ,3 ,4 the coverage density value is included below the X axis in parentheses. Results of DDM applying load balancing are in black, while DDM without load balancing is in gray. The results of the basic setting are denoted in bold symbols.
Agent Population
We investigated the influence of the coverage density through changing the number of sensor agents. During this investigation we ran different scenarios. Each scenario had the same properties (see Table 1 ) with a different number of sensor agents. In the first scenario, there were 1,000 agents; in the second, 2,000 agents; in the third, 3,000 agents; in the fourth, 4,000 agents; in the fifth, 5,000 agents; in the sixth, 7,000 agents; in the seventh, 8,000 agents; and in the eighth, 9,000 agents. The coverage densities of the scenarios were 0.33%, 0.65%, 0.98%, 1.31%, 1.64%, 2.30%, 2.63%, and 2.95%, respectively, whereas the basic setting trial had a coverage density of 1.64%.
Following Figure 2 , one can see an improvement in performance as the number of agents increases. Note that an increment of the number of agents reflects a corresponding increment of the coverage density ( Table 2 ). The improvement is achieved regardless of whether the a load balancing mechanism is used. The results show that the system can efficiently utilize additional resources. However, the improvement is significant only up to a certain number of agents. For NLB it is 7,000 agents and for LB it is 4,000. In the next paragraphs we will show that the major influence on the system performance is the coverage density and not just the number of agents.
Range of Interaction
Another property influencing the coverage density is the sensor maximum range of interaction. In this part of the study we varied the range of interaction and compared the performance with and without load balance. In different settings, the maximum detection range of each sensor was 13, 25, 50,100, and 200 meters. This translates to coverage densities of 0.11%, 0.41%, 1.64%, 6.54%, and 26.18%, respectively.
In Figure 3 one can see that the system performs better as the range of interaction increases. That may be explained by the fact that each sensor may detect more targets as its range increases. Once again, the improvement is presented for both NLB and LB cases and is significant up to a certain point. We can see that keeping the number of agents constant does not imply that the performance of the system will stay constant. However, as in the case of the number of agents, increasing the range of interaction reflects a corresponding increment of the coverage density (Table 2) . We can see that in both cases increasing the coverage density leads to better performance.
Sensing and Moving Time
In the basic settings each agent repeats the following activities: (i) it senses targets for 5 seconds and then (ii) it moves for 10 seconds. The ratio between the moving time and the sensing time is therefore 1:2 in the basic setting case. In this case the coverage density was 1.64%. To check the impact of the coverage density on the ratio between the sensing and the moving times we compared the basic settings to settings with different sensing and moving times. We increased the sensing period to 20 seconds while the moving period remained at 10 seconds. The ratio between the sensing time and the moving time in this case was 2:1 and the coverage density was 0.82%. The fact that the coverage density in this setting was lower than for the basic settings suggests that the problem of accurately identifying the targets' trajectories is harder. Looking at Figure 4 we can see that once again keeping the number of agents constant does not ensure achieving the same performance. Moreover, it supports our findings that decreasing the coverage density decreases performance. In this case we decreased the coverage density from 1.64% to 0.82%, and the performance dropped from 98% to 90% while we applied a load balancing and from 85% to 50% while we did not. 
Integration
To establish the importance of the coverage density definition we compared the tracking percentage of different settings. Figure 5 presents the results reported in the previous paragraphs as a function of the coverage density. The results are the aggregation of the results presented above. Looking at Figure 5 , one cannot distinguish between the different scenario sets. The results of all the sets are situated along the curve of the LB and the NLB graphs. This proves that the important characteristic of large-scale sensor networks is the coverage density and not a single component of it. Moreover, Figure 6 demonstrates that the number of agents does not necessarily predicts system performance. When we used 5,000 agents with different ranges of interaction or sensing/moving times, the system performed differently. The same results presented in Figure 6 were measured for the sensing/moving time and the range of interaction properties.
To compare the correlation between system performance and its properties, we calculated the correlation coefficient of each property. We used only the measurements that described a contribution to system performance. For example, we considered all the results up to 5,000 agents for the Agent population property with load balancing (see Figure 2) . We did that because there is no sense in looking for correlation after the system reaches its full utilization. The correlation coefficient for the Agent population property with load balancing was 0.2 and without load balancing was 0.32. For the Range of interaction property with load balancing the coefficient was 0.79, while without the load balancing it was 0.68. The Sensing/moving time property had the worst correlation of 0.08 with load balancing and -0.16 without load balancing. The best correlation was achieved by the coverage density and had the value of 0.86 with load balancing and 0.89 without load balancing. These results prove that the coverage density has a strong correlation to system performance. To further depict the uses of the coverage density, Figure 7 presents the different alternatives for the basic settings. The figure illustrates an isogram surface of a continuous variation of the three property dimensions. Recalling that the coverage density is correlated to the multiplication of these three properties, each point on the surface represents a certain number of agents, an interaction range, and a moving-sensing ratio that result in the same coverage density of 1.64%, which is the same coverage density of the basic settings.
Coverage density defines the time needed to cover an area equal to the size of the controlled zone. We have shown that there is a strong correlation between the coverage density of a system and its behavior. In comparing large-scale sensor networks having different coverage densities, we have proven that system properties such as the number of agents, the range of detection of each agent, and the agent's activation time have the same influence on the number of detected objects. For instance, by analyzing only the number of objects a large-scale sensor network successfully detects, one may not know whether there is a large number of cheap sensors or a small number of expensive ones. Given this fact, we introduced a way to achieve the same system results with different preferences. As a result, a system designer may find it easier to achieve a certain level of system performance under given specific constraints, such as budget limits.
