We study higher-dimensional interlacing Fibonacci sequences, generated via both Chebyshev type functions and m-dimensional recurrence relations. For each integer m, there exist both rational and integer versions of these sequences, where the underlying prime congruence structures of the rational sequence denominators enables the integer sequence to be recovered.
Introduction
Let F 0 = 1, F 1 = 1, L 0 = 2 and L 1 = 1 and define the nth Fibonacci number, F n , and the nth Lucas number, L n , in the usual fashion [21] , so that F n+2 = F n+1 + F n , and the same recurrence for the Lucas numbers. We begin by examining the relationship that exists between the Fibonacci and Lucas numbers, binomial coefficients and the Chebyshev polynomials of the first and second kinds, which we now define.
Definition (of Chebyshev polynomials). For 0 ≤ θ ≤ π, and n a non-negative integer, the Chebyshev polynomials (see for example [13, 15] ) of the first and second kinds, T n (x) and U n (x), are defined by T n (cos θ) = cos nθ, U n (cos θ) = sin (n + 1)θ sin θ .
(1.1)
The related functions C n (x) and S n (x), are then defined to be C n (x) = 2T n (x/2), S n (x) = U n (x/2).
Some key properties of the Chebyshev polynomials are given in Lemma 1.1, with equivalent Fibonacci and Lucas number expressions given in Lemma 1.2. LEMMA 1.1 (Chebyshev identity lemma). With T n (x) the Chebyshev polynomial of the first kind, U n (x) the Chebyshev polynomial of the second kind, as defined in (1.1), we have Proof. For proofs of the above identities we refer the reader to chapters one and two of [15] .
LEMMA 1.2 (Fibonacci identity lemma).
With i 2 = −1, the Fibonacci and Lucas numbers can be expressed in terms of Chebyshev polynomials by
i n , n = 0, 1, 2, . . . , (1.7) and in terms of binomial coefficients such that
The binomial sum for the Fibonacci numbers is often referred to as the shallow diagonal sum of the Pascal triangle. The second sum can be viewed as a scaling of the terms in the previous sum, highlighting the interconnectedness that exists between the Fibonacci and Lucas sequences.
Proof. For proofs of these Chebyshev and Fibonacci identities, we refer the reader to pages 60-64 of [15] , where it is shown that one can deduce the binomial sums in (1.8) from the Chebyshev expressions in (1.7).
Definition (of cosine functions). For k ∈ Z, let φ m k , ψ m k , µ m k and ν m k be defined such that φ m k = 2 cos 4m+2 .
Hence −φ 2 2 = (1 + √ 5)/2 = φ, is the Golden Ratio, from which it can be seen that −φ 2 1 = (1 − √ 5)/2 =φ = 1/φ 2 2 .
Definition (of vector convergents). We say that the sequence of vectors {v r } ∞ r=1 in Q m converges to the limit v ∈ R m , if for any ǫ > 0, there exists an r ǫ ∈ N, such that |v r − v| < ǫ for r > r ǫ , where | | denotes the standard Euclidean distance in R m .
In this paper we identify the two (countably) infinite rational interlacing Fibonacci and Lucas sequences F To give a structural overview of this work, in Section 2 we use a rational recurrence relation to construct the two interlacing Fibonacci and Lucas sequences N (2,1) r r=1,2,3,... 
as the numerator sequences of the respective rational sequences F (2,1) r and F (2,2) r . The divisibility and continued fraction properties of these sequences are examined, and closed form expressions analogous to Binet's formula are derived. The denominators of these rational sequence terms are powers of 5, thus indicating a 5-adic structure. To achieve alignment of the denominator factors between the two sequences, both sequences (as ordered above) commence with the term r = 1.
Central to our results are the four families of polynomial functions P m (x), Q m (x), P m (x), and Q m (x), which are introduced in Section 3, with connecting trigonometric, binomial, Fibonacci, Lucas and Chebyshev identities for these polynomials given in Theorem 1. The m-dimensional interlacing Fibonacci sequences of the title {F (m,j) r } ∞ r=1 , with 1 ≤ j ≤ m, along with the sister sequences {G (m,j) r } ∞ r=1 , are subsequently defined, and in Theorem 2 we obtain the generating functions for these sequences. As detailed in the Corollary to Theorem 2 and Lemma 3.2, this yields a number of ways to express F With n = 2m + 1, the right-hand display allows for the geometric representation of the sequence terms as ratios of the diagonal lengths of an odd-sided regular n-gon inscribed in the unit circle (Theorem 5).
The convergence properties of the pairwise ratios of these sequences are then considered (Theorem 3), enabling the construction of the vector sequences Ψ (m) r ∈ Q m , which converge to the limit point Φ (m) ∈ R m . Bounds for the remainder term and connections with simple continued fractions are briefly discussed in the two corollaries. In Theorem 4 we show that the sequences F In Theorem 7, we obtain sums of squares identities via the sequence term relations 
(1.11)
In Section 4 we examine in greater detail our Fibonacci, Lucas and Chebyshev polynomial functions, deriving orthogonality conditions, differential and recurrence relations, Mellin transforms with zeros only on the critical line Re(s) = 1/2, a Christoffel-Darboux identity, and minimal polynomial relations. To conclude, in Section 5 we take a brief look at the sequences of matrix minors.
Aside from the binomial Fleck number representation given in Theorem 4, as far as the authors are aware, the results contained herein are seemingly new and unpublished. Before deriving our results, we first reacquaint ourselves with the convergence properties of the Fibonacci and Lucas sequences.
Fibonacci Convergents
The method known as Euclid's algorithm or the highest common factor rule or the continued fraction rule is central to classical number theory. This algorithm produces all "good approximations" to a given real number α which can be rephrased in terms of 2 × 2 matrices such that, given a fraction a/c in its lowest terms so that hcf (a, c) = 1, find a matrix of integers
As a consequence it means that much of number theory is fundamentally concerned with how pairs of integers behave, and so it is natural to study them accordingly. Taking a 0 = [α], the simple continued fraction algorithm produces a series of positive integers a 1 , a 2 , . . ., from which one obtains the convergents p 0 /q 0 , p 1 /q 1 , p 2 /q 2 , . . ., such that p 0 /q 0 = a 0 /1, and thereafter
This algorithm allows the matrix representation 12) and by Dirichlet's theorem for continued fractions (see [5] p131), the convergents have a remainder term satisfying
As every real irrational number α has an infinite simple continued fraction expansion, one can think of R as being the completion of Q with respect to its Cauchy sequence limit points. 14) by (1.12), concurring with the three term recurrence relation
The corresponding recurrence equation is x 2 − x − 1 = 0, which has largest root φ. As the sequence of Lucas numbers [21] obeys the same recurrence relation, with the initial values L 0 = 2 and L 1 = 1, we again find that the sequence of ratios of successive Lucas numbers converges to φ, and their reciprocals to 1/φ = φ 2 1 . In terms of φ 2 r , Binet's closed form expression for the Fibonacci sequence, and the Lucas sequence analogue (see Theorems 5.6 and 5.8 p79 of [8] ) equate to 15) and
Subtracting the limit point of φ = −φ 2 2 from the sequence ratios F n+1 /F n ; rewriting using the closed form (1.15), and applying Dirichlet's theorem (1.13), we have that the Fibonacci convergent remainder terms satisfy
Regarding the Lucas numbers for n > 3, and using (1.16), we obtain the slightly weaker bound
Other variations on Binet's formula, connecting the fifth roots of unity and the Fibonacci sequence, are 17) discussed by Grzymkowski and Witula in [7] , and (−φ 2 2 ) n = −φ 2 2 F n + F n−1 , given by Vajda in [21] . From the relations given in (1.7), (1.16) and (1.17) one can deduce a multitude of identities, of which some of the better known are
The two identities in (1.11) (proved in Theorem 7) are a variation on the righthand display in (1.18), leading to representations of the sequence terms F (m,1) 2r as a sum of the squares of m non-zero integers, and the sequence terms F (m,1) 2r+1 as a sum of the squares of 2m + 1 positive integers. The relations (1.19) and (1.20) highlight the interconnectedness that exists between these two sequences and also to the number 5. As a motivation for our general theories, we now describe an alternative recurrence approach that yields two rational sequences, whose numerators are interlacing Fibonacci and Lucas numbers, and denominators powers of 5.
Interlacing Fibonacci and Lucas Sequences
= −1, and thereafter
so that in matrix notation
is the rth term of the first sequence and F (2,2) r the rth term of the second sequence. Then both sequences satisfy a three-term recurrence relation, with recurrence equation x 2 + x + 1/5 = 0, whose roots are
LEMMA 2.1. The generating functions for the sequences F Proof. The result follows by applying the method of summation over the recurrence relation terms and rearranging. The relationship between the two sequences can then easily be seen by comparing the generating function structures. LEMMA 2.2. For r = 1, 2, 3, . . . we have
so that there exist closed form expressions for the sequences F COROLLARY. The sequence of ratios of consecutive terms F
, with j ∈ {1, 2}, approximates −φ/ √ 5 with an accuracy
Proof. We give the proof for F , or equivalently z = − √ 5 φ 2 1 = µ 2 1 and z = √ 5 φ 2 2 = µ 2 2 . The residue at 0 gives the term F (2,2) r , and as the sum of the residues is 0, one obtains
we deduce the desired closed form for F , are not cancelled).
As described in the Corollary to Lemma 2.2, the ratios of consecutive sequence terms yields two sequences of convergents with common limit point −φ/ √ 5. The initial terms of these two convergent sequences are given below. 
−F
As a preamble to proving this lemma we now introduce the Gauss hypergeometric functions, as well as the Fibonacci and Lucas polynomials, which underpin many of the results discussed later on.
Definition. For integers r, k, with k ≥ 0 let the rising factorial, falling factorial and hypergeometric functions be respectively defined in the usual manner such that
with none of the b i zero or a negative integer (to avoid division by zero).
Definition (of Fibonacci and Lucas polynomials). Let the Fibonacci polynomials F n (x), be defined by the recurrence relation 2) or equivalently by the explicit sum formula
(2.3) Similarly, define the Lucas polynomials L n (x) by the recurrence relation in (2.2), but with initial values L 1 (x) = x, L 2 (x) = x 2 + 2, or equivalently by the explicit sum formula
LEMMA 2.6 (Factorisation and divisibility lemma). The Fibonacci and Lucas polynomials and numbers have the following factorisation and divisibility properties.
(1) With i 2 = −1, the roots of the Fibonacci and Lucas polynomials can be expressed in terms of i multiplied by the cosine of rational multiples of π, so that the polynomials can be factorised as
2) The Fibonacci and Lucas polynomials have the divisibility properties
and
3) The Fibonacci sequence is obtained by setting x = 1, so that F n = F n (1), and similarly for the Lucas sequence with L n = L n (1). Taking x ∈ {2, 3, 4, . . . }, then produces one possible definition of higher dimensional Fibonacci and Lucas sequences which obey the divisibility properties as stated. 
(5) With the extra constraint that s/d and t/d are both odd integers, an analogous divisibility sequence result holds for the Lucas numbers whereby hcf (s,
The Lucas numbers also have the factoring property
Proof. For proofs of these divisibility properties see T. Koshy [8] , p196-214, and p451-479.
Higher-Dimensional Interlacing Fibonacci Sequences
In order that we may generalise our previous results for F Definition (of generating function polynomials). For positive integer m, we define P m (x), Q m (x), P m (x), Q m (x) and V m (x), to be the polynomials of degree m given by
where the identity
We label the roots of P m (x), ordered in terms of increasing absolute value, by µ m 1 , µ m 2 , . . . , µ m m , and similarly ν m 1 , ν m 2 , . . . , ν m m the ordered m roots of Q m (x), so that we may write In Theorem 1 we show that the above definitions for µ m i and ν m i agree with those previously given in the definition following Lemma 1.2. This leads to simple identities for the polynomials P m (x), Q m (x), P m (x), Q m (x) and V m (x), in terms of Chebyshev S m (x) and C m (x) polynomials, as well as Fibonacci and Lucas polynomials. 
, with x = 2 cos 2y − 2, (3.10) and
, with x = 2 cos 2y + 2, (3.12)
x − 2 cos 2πk 2m + 1 (3.14)
, with x = 2 cos 2y.
COROLLARY. We also have the relations
along with the integral identity
Proof of Theorem 1. For k = 1, 2, . . . , m, the function cos
is a decreasing function of k. It follows that φ m k is a decreasing function of k, and so in terms of absolute values we have, µ m 1 < µ m 2 < . . . < µ m m . A similar argument holds for the ν m k , 1 ≤ k ≤ m, and hence (3.5).
Although it follows from (3.6) that the roots of P m (x) are simple and lie in the interval [−4, 0], we demonstrate this by two other methods in order to highlight the links that exist between P m (x) and the Legendre and Chebyshev functions . Method 1. By using manipulations with Pochhammer symbols which we omit, P m (x) may be written in terms of the Gauss hypergeometric function 2 F 1 . Letting P m n (x) denote the associated Legendre function, in turn P m (x) may be expressed as
The functions P Method 2 It is known that (e.g., [12] , p. 64)
Then with ϕ replaced by cos −1 ϕ and x = 2(ϕ − 1) it again follows that the zeros of P m (x) are in [−4, 0] and simple. Remark. It is then possible to write
where U ν−1/2 is the Chebyshev function of the second kind. To see (3.14) and the first part of (3.7), we have
where we have used the relations (1.3), (1.4) and (1.5), of Lemma 2.1. Hence (3.24) and the result follows. Similar arguments can be used to obtain the first statements of (3.9) and (3.11). The latter statements in (3.7), (3.9), (3.11) , and that of (3.13), concerning expressions for P m (x), Q m (x), P m (x) and Q m (x) in terms of Fibonacci and Lucas polynomials, can be deduced via binomial relations as follows. We have
The Fibonacci polynomial identities follow similarly. The respective generating functions for the Lucas and Fibonacci polynomials (see page 447 of [8] ) are
and so the ordinary generating functions of P m (x) and Q m (x) can be written as
(3.25) Combining the above relations with the identity
The Chebyshev identities in (3.8), (3.10), (3.12) and (3.15) can be derived directly from the definition (1.1), with further connections to the Chebyshev polynomials established via the expression for P m (x) given by
The expressions (3.16) and (3.17) of the Corollary, follow from direct manipulation of the binomial coefficient polynomials (see Lemma 2.2 of [4] ) given in the definitions for
, and Q m (x). To see (3.19) , substituting −(x+2) in the product formula for P m (x) in (3.7) and comparing with (3.14), gives us P m (x − 2) = V m (x), and writing
we obtain the first expression in (3.19) . Similar arguments produce (3.18), the second expression in (3.19) , and (3.20) . Considering (3.21) we have
and differentiating we obtain the final display.
Definition (of m-dimensional interlacing Fibonacci sequences). Let the matrices of binomial coefficients B odd and B even be defined such that
and let the recurrence matrix R m be given by r+1 , where both sequences satisfy the recurrence relation (given here in terms of
For example, when m = 5 and r = 2, we have 
Denoting by R m (x) and R −1 m (x) the respective characteristic polynomials of R m and R −1 m , we have
where the eigenvalues of the inverse recurrence matrix R −1 m are the roots of the polynomial P m (x) and the eigenvalues of the recurrence matrix R m are the roots of the polynomial P −1 m (x) (say). By (3.6) of Theorem 1, the roots of P −1 m (x) are given in descending order by µ 
evaluating the determinant along the first column yields |K m | = (−1) m a m , and similarly we obtain the characteristic polynomial
Hence if a m = 0, then the inverse recurrence matrix K −1 m exists, and is given by 
THEOREM 2. For m a positive integer, and 0 ≤ j ≤ m − 1, we have 
33) so that the sum of the numerator coefficients of each generating function is a Fibonacci number.
Inverting the expressions for F (m,j) r and G (m,j) r in (3.32), we obtain 
The contour encloses the origin and at least the interval (−4, 0] of the negative axis, in order to contain all of the simple poles of P m (z) and the higher order pole at the origin.
Assuming the partial fractional decomposition
we now show that c k = 1/P ′ m (µ m k ), where the condition that P m (x) has distinct roots implies that P ′ m (µ m k ) = 0. Using the form with lowest common denominator P m (x), we have 
and the residue at z = µ m k is given by
.
The pole at the origin gives the F 
We have thus established (3.39) and (3.40).
Remark (to Theorem 2). For 1 ≤ j ≤ m, the sequence terms F (m,j) r and G (m,j) r naturally occur in matrix powers of particular circulant matrices as described in [10] . In this setting there exists an additional sequence G (m,0) r , which appears in the leading diagonal of the powers of this circulant matrix, thus bringing the total number of sequences to n = 2m + 1. This sequence satisfies the relation
(3.42)
so it also obeys the recurrence relation R m , and we can write r , without affecting the ratios.
44) and
µ m (m−2j+1)t − µ m (m−2j)t µ m (m−j+1)t − µ m (m−j)t = φ m (m−2j+1)t − φ m (m−2j)t φ m (m−j+1)t − φ m (m−j)t = φ m jt , 1 ≤ j ≤ [ m 2 ] , (3.45) µ m (2j−m)t − µ m (2j−m−1)t µ m (m−j+1)t − µ m (m−j)t = φ m (2j−m)t − φ m (2j−m−1)t φ m (m−j+1)t − φ m (m−j)t = −φ m jt , [ m 2 ]+1 ≤ j ≤ m.µ m t − µ (j−1) k = µ m jt − µ m (j−1)t = φ m jt − φ m (j−1)t , (3.47) µ m t j k=1 (µ m t − ν j k ) = φ m (j+1)t − 2φ m jt + φ m (j−1)t , so that F (m,j) r = m t=1 (µ m t ) −r φ m jt − φ m (j−1)t , (3.48) G (m,j) r = m t=1 (µ m t ) −r φ m (j+1)t − 2φ m jt + φ m (j−1)t .(
THEOREM 3 (Limit theorem). We have lim
, . . . 
and let r k be the least positive integer satisfying
Then for r > r k we have
, with remainder ≤ 2B j k |σ m 2 | r .
Furthermore, let r ′ be the maximum of all the r k , B ′ be the maximum of all the B j k , and for ǫ > 0, let r * be the least positive integer with r * > r ′ satisfying
Then |Ψ 
so that for r > r k we have
COROLLARY 2 (Continued fraction corollary).
For each sequence of convergents to the limit point a
, there will exist a corresponding sequence of simple continued fractions, which will converge to the simple continued fraction expansion of the limit point itself.
Proof of Lemma 3.2. From (3.23) and (3.24) in the proof of Theorem 1, we can write µ m t P j (µ m t ) = µ m t U j cos 2πt 2m + 1 + U j−1 cos 2πt 2m + 1 and using the identity µ m t = −4 sin 
51) by the definition of T n (x). Applying the relation T n+1 (x) = 2xT n (x) − T n−1 (x) from (1.6) of Lemma 1.1 and cancelling, we obtain
and substituting into (3.51) then gives µ m t P j (µ m t ) =
which is (3.44). For (3.45), we write
and using the identity 2T m (x)T n (x) = T m+n (x)+T |m−n| (x) from (1.6) of Lemma 1.1, after cancellation then gives us
as required. Similarly we deduce (3.46).
Proof of Theorem 3. From (3.39) of the Corollary to Theorem 2, we have
and we consider
by (3.44) of Lemma 3.2.
In the numerator sum above, for large positive values of r, the (µ m 1 ) 1−r factor will dominate as the µ m t are ordered in terms of increasing absolute value. Hence, as r → ∞ the above expression will converge to the ratio of the coefficients of (µ m 1 )
1−r
in the numerator and denominator. Therefore we can write
by (3.44) and (3.45) of Lemma 3.2, and hence the result. The polynomial identity in the limit then follows immediately .
Regarding the first Corollary, let H 
|, and
Hence for r > r k with r k as defined, the results follow.
Regarding the vector distance |Ψ (m) r − Φ (m) |, by the definition of B ′ and r ′ it follows that for any specific values for j and k with r > r ′ , the remainder term will be < B ′ |σ m 2 | r−1 . Taking the square root of m times the square of this bound to obtain the Euclidean distance, we see that the remainder term is now < B ′ √ m|σ m 2 | r−1 . As |σ m 2 | < 1, we can always find such an r * > r ′ satisfying the inequality, as required.
To see the second Corollary, for an irrational number α, the simple continued fraction algorithm begins with the largest integer not exceeding α and then proceeds to generate what can be thought of as one infinite branch of number plus fraction. For the (m + 1) term recurrence relation that generates the sequence of numerators and denominators in F , at each step the continued fraction branch will have number plus m − 1 fractions, so at each step the number of branches will increase by a factor of m − 1. For m ≥ 3, it is expected that in general the resulting sequence of rational numbers will converge at a slower rate than that for the simple continued fraction expansion of a
, as guaranteed by Dirichlets theorem (1.13). However, the resulting sequence can itself always be translated into a sequence of simple continued fraction expansions, and by the theory, this must converge to the unique simple continued fraction expansion of the limit point a , are a rational sequence of convergents to some real limit points, including those of the form 2 cos
Proof. The proof follows immediately from the construction of the unlaced Fibonacci sequences of dimension m from the interlaced sequences of dimension m.
Example (Three-dimensional interlacing case). By construction, the interlacing Fibonacci sequences of dimension 3 are given by 
53) and thereafter for j ∈ {1, 2, 3} by
By (3.33) of Theorem 2, the generating functions for the sequences F 7(x 2 + 4x + 3) . We note that due to these sequence structures, the rational sequences can be replaced with the non-reduced numerator integer sequences * N In terms of polynomials, this yields (to two decimal places) the remainder term Definition (Of Fleck's and Weisman's congruences). Let p be a prime and a be an integer. In 1913 A. Fleck discovered that
for all positive integers N > 0. In 1977 C. S. Weisman [23] extended Fleck's congruence to obtain We define the Fleck numbers, F(N, a (mod n)), such that
These sums have many well known properties [17] , [18] such as
from which we can deduce the recurrence relation
By modularity we also have F(N, a (mod n)) = F(N, (a + n) (mod n)).
In the following theorem we give new expressions for the renumbered Fleck numbers in terms of our polynomial functions. 
60) and so when n is a prime power, they satisfy an analogue of Weisman's Congruence [23] .
The renumbered Fleck numbers can be written as n F(2r 
Remark (to Theorem 4). Using the recurrence Q m (x) and its inverse recurrence, we can construct a similar family of sequences, which at negative indices correspond to (2m) times the Fleck numbers obtained using the even modulus (2m).
There are many geometric interpretations of the Fibonacci numbers and the Golden Ratio, including the triangles inscribed in a circle representation, given by J. Rigby in [14] . In the following theorem we establish geometric relations for our rational interlacing Fibonacci sequences F (m,j) r (and G (m,j) r ), with the ratios of diagonal lengths between the vertices of the regular n-gon inscribed in the unit circle.
THEOREM 5. Let n a positive odd integer, with n = 2m + 1, and v n 0 , . . . v n (n−1) the n vertices of the regular n-gon H n , inscribed in the unit circle. Let d n k be the signed distance from vertex v n 0 to vertex v n k , so that d n 1 = 2 sin (π/n) is the side length of H n , d n k = 2 sin ((πk)/n) is the signed length of the kth diagonal of H n , and d n n = 0. Then working (mod n) the second subscript of d n k , we have Hence for r a negative integer, these sums over the signed diagonal lengths correspond to integers which are the renumbered Fleck numbers multiplied by n.
Proof of Theorem 5. Combining the definitions of the diagonal distances and ratios with the closed form trigonometric expressions for F (m,j) r , given in the Corollary to Theorem 2, we obtain (3.62).
Applying the trigonometric identity sin x−sin y = 2 cos
, we find that (d n (2j+1)t −d n (2j−1)t )/d n t = φ m jt , and hence (3.63) ∀ r ∈ Z.
Remark (To Theorem 5). Defining the diagonal to side length ratio r n k , such that r n k = d n k /d n 1 , we note that the sums over ratios of signed diagonal lengths, corresponding to ratios in the unit n-gon, are closely allied to Steinbach's unsigned diagonal and ratio product formulae (see [16] and [9] ) given by
where we take (k − ℓ + 2j + 1) (mod n).
In the following theorem we examine the non-reduced numerator integer interlacing Fibonacci sequences of dimension m, N , and when n = p α is a prime power, let
Then with n = p , are the renumbered Fleck numbers, and when n = p α is a prime power, the sequence terms N (m,j) r are the (renumbered) Fleck quotients discussed in [18] .
COROLLARY. When n = p, a prime number, we have
Proof of Theorem 6. The case n = p, a prime number, was proven in Lemma 7.5 of [10] . An expansion of this argument then leads to the deduction that for n = p
. . p at t , and r at positive integer values, the power of p i in the denominator of the sequence terms never exceeds ⌊(r − 1)/q i ⌋. Hence we can treat each prime number individually, replacing the denominator m in the exponent of p ⌊(r−1)/m⌋ , with q i for each prime factor p i . It follows that multiplying together the product of the prime numbers to their individual exponents yields an integer sequence.
By Theorem 4, we know that the sequence terms F (m,j) r are the renumbered Fleck numbers, and so are already integer values and satisfy an analogue of Weisman's congruence. The property relating to Fleck quotients when n = (2m + 1) = p, a prime number, then follows from the exponent so that
as required. 
Remark (to Theorem 6). When n = 2m+1 has repeated prime factors, it appears to be the case that particular sequences out of the m sequences have further divisibility properties. One area for future investigation would be to derive a concise formula that describes these patterns.
LEMMA 3.4 (Sum of diagonal products lemma). Let H n be the regular odd-sided unit n-gon H n , as defined in Theorem 5, so that n = 2m + 1 > 0, H n has signed diagonal distances given by d n k = 2 sin ((πk)/n). Then we have
Proof. Applying trigonometric identities we can write the sum as a difference of sine ratios, such that 
so that for all r ∈ Z we have (F(2r + 2, (r + j + 1) (mod n))) 2 .
The corresponding combinatorial identities (not given in [6] ) are
We note that the above identities appear to be true when n = 2m.
Proof. Writing the first display of the Theorem in terms of the signed diagonals of the unit n-gon H n and rearranging, gives us
By Lemma 3.4, for u = v the inner sum is zero, and by (3.48) the result follows. The second display can be obtained similarly. To see that each sequence term can be written as an integer linear combination of sums of square integers, by the preceding results we can write each term F to be written as an integer linear combination of 16 square integers.
Properties of the Polynomial Generating Functions
THEOREM 8. With P 0 (x) = 1, P 1 (x) = 1 + x/3, Q 1 (x) = 1 + x/2 and Q 2 (x) = x 2 /4 + x + 1/2, the polynomials P m (x) and Q m (x) respectively satisfy the three-term recurrences P m+1 (x) = (x + 2)P m (x) − P m−1 (x), (4.1)
the ordinary differential equations
3) 4) and for integers k, ℓ, the explicit orthogonality condition We have the orthogonal polynomial relations
The polynomial factors of M P m (s) and M Q m (s) satisfy the functional equations
and have zeros only on the critical line Re s = 1/2.
Proof of Theorem 8. The three term recurrences for P m (x) and Q m (x) in (4.1) and (4.2) follow from the Legendre function expression for P m (x) given in (3.22) , and using [1] [p. 99 or 247 or 295] with α = β = −1/2 the Jacobi polynomial P
We sketch the details for Q m (x). A recurrence for the polynomial P
and using the change of variable z = 1 + x/2 and (2.5.14) of [1] , applied to the polynomials Q m (x), we obtain (4.2). Considering now the ordinary differential equation satisfied by P µ ν (z),
and an elementary application of the chain rule, we find
and hence (4.3).
By using an integrating factor x 3/2 (4 + x) 1/2 , the differential equation for P m (x) may be written as
We then obtain
Writing this equation for P k (x), multiplying the P m (x) equation by P k (x), and the P k (x) equation by P m (x) and subtracting there follows
By integrating between x = −4 and 0, we obtain the stated result (4.5).
The orthogonality of the sequence {P m (x)} m≥0 allows the development of integral transforms with zeros only along vertical lines in the complex plane and hence (4.7) and (4.9).
For (4.4) we use the hyperbolic trigonometric function analogue for Chebyshev polynomials to obtain Q m (x) = 2 cosh 2m sinh
The differential equation for the Gauss hypergeometric function 2 F 1 (a, b; c; z),
and the result follows. In consequence, the family {Q m (x)} m≥1 is orthogonal, and with the integrating factor √ x √ 4 + x, the differential equation may be written as
The integrating factor is obtained as the exponential of
We then obtain the orthogonality relation (4.6) [the steps being omitted] Γ(s + m) .
In the Corollary, (4.11) and (4.12) are obtained by solving the recurrences in (4.1) (4.1), whereas (4.13) and (4.14) arise from iteratively applying the recurrences.
The last part of the Corollary follows from properties of orthogonal polynomials. The proof that the polynomial factors of M P m (s) and M Q m (s) satisfy the functional equations p n (s) = ±p n (1 − s), and q n (s) = ±q n (1 − s), and have zeros only on the critical line Re s = 1/2, follows that given in [3] THEOREM 9. The polynomials P m (x) obey the Christoffel-Darboux formula
the confluent form of which (i.e., for y → x) is
They also satisfy the relation 20) and have the raising and lowering operators
The ordinary differential equation for P m (x) can then be written in terms of these operators. The polynomials Q m (x) obey the quadratic identity 23) have the generating function
where R = (1 − 2r − xr + r 2 ) 1/2 , and satisfy the differential relation
Proof of Theorem 9. The polynomials P m (x) have the hypergeometric form
Hence their ODE may also be found from that of the 2 F 1 function.
If we normalize such that
we obtain the Christoffel-Darboux formula of (4.18)
and the confluent form of this result (4.19)
then follows. When the relation
is transformed to the polynomials P m (x), the result is
which is (4.20). The raising and lowering operators of (4.21) and (4.22) can then be deduced. From the application of linear and quadratic transformation of the 2 F 1 function we have the following.
With (a) n the Pochhammer symbol, we note the limit for j > 0
otherwise this ratio is 1 for j = 0. We then obtain a reduction of Clausen's identity for the square of a special 2 F 1 function, Q 2 m (x) = Q 2m (x) + 2, which is (4.23). To see (4.24) we identify Q m (x) in terms of Jacobi polynomials P 
which is the Gegenbauer polynomial case of C λ→0 m . A generating function for Jacobi polynomials is [1] (p. 298)
where R = (1 − 2zr + r 2 ) 1/2 . Correspondingly we find the generating function
as required, where now R = (
which is (4.25). We note that in terms of Jacobi polynomials P m (x) can be written as
Remark (to Theorem 9 -Generalized raising operator and Rodrigues' formula). It is possible to obtain a generalised Rodrigues' formula for the polynomials P m (x), as we now present. Following the procedure of [2] we put
, where h is an arbitrary function and f 1 and g 2 are functions to be determined. We find
By way of the iteration P m+1 (x) =
for h = 0 we obtain a generalised Rodrigues' formula
THEOREM 10. Let C n (x) be the minimal polynomial of 2 cos π n , and Θ n (x) the minimal polynomial of 2 cos 2π n . Then we have
otherwise.
(4.26)
otherwise. (4.27)
otherwise. (4.28)
otherwise. (4.29)
otherwise. (4.30)
COROLLARY. Let ρ n (x) be the minimal polynomial of 2 cos 2π n − 2, τ n (x) be the minimal polynomial of 2 cos π n − 2, and ϕ n (x) be the minimal polynomial of −2 cos 2π n − 2. Then
when m = 2m 1 is even. If m = 2m 1 + 1 = 2 r (m r + 1) − 1 is odd, with m r = 2m r+1 even, so that for 1 ≤ j ≤ r − 1, m j = 2m j+1 + 1, we have
Proof of Theorem 10. We recall that the minimal polynomial of an algebraic number β, is defined to be the monic polynomial of minimal degree, with rational coefficients, which has β as one of its roots. Such polynomials often exhibit structural properties, such as Φ n (x), the minimal polynomial of a primitive nth root of unity, e(k/n), with (k, n) = 1, which satisfies
It was shown in [19] that when n is a prime number p, then the minimal polynomial Θ n (x) of 2 cos (2π/n) is given by Θ n (x) = f n (x), with
and that Θ n (x) | f n (x) for all n ∈ N. By algebraic manipulation we have P m (x−2) = f m (x), and hence (4.26). In fact, for p a prime number, we can write Θ p (2x) = 2 (p−1)/2 Ψ p (x), whereΨ n (x) denotes the minimal polynomial of the algebraic number β(n) = cos (2π/n). It was shown by Watkins and Zeitlin [22] that analogous formulae to (4.35) for Ψ n (x) are given by T n 1 +1 (x) − T n 1 (x) = 2 x − cos 2πk n , so that deg Ψ n (x) = 1 if n = 1, 2 and φ(n)/2 if n ≥ 3. From this one deduces that C n (x), the minimal polynomial of 2 cos π/n, is given by
It follows that deg C n (x) = 1 if n = 1 and φ(2n)/2 if n ≥ 2, the zeros of C n (x), n ≥ 2, are 2 cos(πk/n), with k = 1, ..., n − 1 and (k, 2n) = 1. Hence each of the expressions in (4.27), (4.28), (4.29) and (4.30) are in Z[x] and equal to 1 for the prime conditions stated. In fact, for n an odd integer, we have Θ n (−x) = (−1) φ(2n)/2 C n (x). When n is a power of 2 we use the identity 2 2 m−2 Ψ 2 m (x) = 2 T 2 m−2 (x), and the result follows.
For completeness we state the case that n is an odd prime power p m , with p = 2q + 1, for which we have 
On Minor Recurrence Relations
The matrices M o (m, r) and M e (m, r), defined after the proof to Theorem 1, respectively generate our sequences F (m,j) r and G (m,j) r , for 1 ≤ j ≤ m, via the recurrence matrix R m . In consequence, the i × i minors of these matrices sequence form a set of sequences in their own right, which also obey (different) recurrence relations, for 2 ≤ i ≤ m − 1. The 2 × 2 minors then correspond to the difference between consecutive convergents F , after multiplying through by the product of the two sequence terms which form the denominators of the convergents.
We now briefly outline the general theories underpinning these i × i minor recurrence sequence properties. For 1 ≤ j ≤ m, let the m sequences {y j k } ∞ k=1 be defined by an m × m initial value matrix, and an m-th order rational linear recurrence matrix K m , of the form (3.29) with a 0 = 1, described in the proof of Lemma 3.1. Then In this general setting we also assume that the system of polynomials K m (x) are orthogonal, and so satisfy a three-term recurrence, whose measure is supported on some interval [a, b] ∈ R. This ensures that the roots λ m 1 , . . . , λ m m , of the polynomial equations K m (x) = 0, are distinct, real algebraic numbers lying in the interval [a, b] and that these roots interlace. Hence for m > n, there is a root of K m (x) = 0 between any two roots of K n (x) = 0.
We note that the condition a 0 = 1 produces a system of normalised roots, so that λ m 1 × . . . × λ m m = 1. We also note that the minimal polynomials for each of the algebraic numbers λ m j divides the characteristic polynomial K m (x).
As stated in the proof of Lemma 3.1, the sequences Y 
which is of a similar form to that of Dirichlet's Theorem for standard continued fraction convergents.
