Abstract. In this paper, a symplectic model reduction technique, proper symplectic decomposition (PSD) with symplectic Galerkin projection is proposed to achieve computational savings for the simplification of large-scale Hamiltonian systems while preserving the symplectic structure. As an analogy to the classical POD-Galerkin approach, the PSD is designed to build a symplectic subspace to fit empirical data, while the symplectic Galerkin projection constructs a low-order Hamiltonian system on the symplectic subspace. For practical use, we introduce three algorithms for PSD, which are based upon: nonlinear programming, the cotangent lift, and the complex singular value decomposition. The proposed technique has been proved to preserve system energy, volume of flow, and stability. Moreover, PSD can be combined with the discrete empirical interpolation method to reduce the computational cost for nonlinear Hamiltonian systems. Due to these properties, the proposed technique can be better suited for model reduction of hyperbolic PDEs compared the classical POD-Galerkin approach, especially when long-time integration is needed. The stability, accuracy, and efficiency of the proposed technique are illustrated through numerical simulations of linear and nonlinear wave equations.
reduced system, even if the original system is stable [24, 23] . The instability of a reduced system is often accompanied by the blowup of system energy and the flow volume. Therefore, when the original large-scale system is conservative, it is preferable to construct a low dimensional reduced system that preserves the geometric structure and allows symplectic integrators. However, much less effort has been expended in the field of geometric model reduction. In the context of a Lagrangian system, Lall et al. [13] show that performing a Galerkin projection on the Euler-Lagrange equation and lifting it to the tangent bundle of the phase space lead to a reduced-order model that preserves Lagrangian structure. In order to reduce the complexity of nonlinear Lagrangian systems, Carlberg et al. combine the Lall's method with the gappy POD method to derive reduced-order equations [6] , and speedups are obtained for nonlinear Lagrangian systems.
In this paper, we propose a new model reduction method that preserves the symplectic structure underlying the Hamiltonian mechanics, and that ties in with the POD-Galerkin method. Since the Hamiltonian is the Legendre transform of the Lagrangian, both approaches give equivalent equations for the same physical problem. Our motivation to use Hamiltonian approach instead of Lagrangian approach comes from many desirable properties of the symplectic structure of Hamiltonian systems. Our main focus is to develop a basic framework behind symplectic model reduction, which allows us to derive energy preservation, volume preservation, and stability preservation. The proposed technique yields a canonical form of reduced-order Hamiltonian systems which are applicable to the long-time integration. Compared with model reduction algorithms based on Lagrangian mechanics, the proposed technique is easier to apply to some problems. It also provides increased flexibility to construct an optimal subspace that can yield a more accurate solution for the same subspace dimension.
The remainder of this paper is organized as follows. Preliminaries of Hamiltonian systems and symplectic integrators are briefly reviewed in section 2. The symplectic projection, which constructs reduced-order Hamilton's equations, is presented in section 3 and proved to be energy preserving, volume preserving, and stability preserving. In section 4, three different algorithms are proposed to construct a symplectic matrix, including the nonlinear optimization method, the cotangent lift method, and the complex SVD method. In section 5, the symplectic discrete empirical interpolation method (SDEIM) is developed in order to reduce the complexity of evaluating the nonlinear vector term. Sections 3, 4, 5 respectively associate with the classical Galerkin projection, POD, and DEIM. In section 6, the stability, accuracy, and efficiency of the proposed technique are illustrated through numerical simulations of linear and nonlinear wave equations. Finally, conclusions are offered in section 7.
Hamilton's Equation and Symplectic
Integrator. Let an n-dimensional real vector space Q be a configuration space. We can select coordinates (q 1 , . . . , q n ) on Q. Let (p 1 , . . . , p n ) be the coordinates of the dual space Q * . With T * Q = Q×Q * , the pair (T * Q, Ω) is a symplectic space, where the cotangent bundle T * Q is the phase space and Ω is a closed non-degenerate two-form on T * Q. Moreover, Ω takes the following canonical symplectic form, Ω = n i=1 dq i ∧ dp i . Throughout this paper, we implicitly assume that T * Q is a vector space over the field R. In this case, T * Q = R 2n , and for all y ∈ Twhere J 2n is the Poisson matrix and I n is the n × n identity matrix. It is easy to verify that J 2n J T 2n = J T 2n J 2n = I 2n , and J 2n J 2n = J T 2n J T 2n = −I 2n . Let H : T * Q → R denote a Hamiltonian function. The time evolution of the Hamiltonian system is defined by: (2.1)q = ∇ p H(q, p),ṗ = −∇ q H(q, p), where q ∈ Q, and p ∈ Q * . We abstract this formulation by introducing the phase space variable y = [q; p]
1 and the abstract Hamiltonian differential equation
where X H (y) := J 2n ∇ y H(y) is the Hamiltonian vector field. The flow Ψ t of X H is a symplectomorphism, meaning that it conserves the symplectic two-form (Ω • Ψ t = Ω), the system Hamiltonian (H • Ψ t = H) and the volume of flow 2 (Θ • Ψ t = Θ), where Θ := dq 1 ∧ . . . ∧ dq n ∧ dp 1 ∧ . . . ∧ dp n . We recommend readers to refer [15] for more details of these fundamental facts of symplectic geometry.
Symplectic integrators are numerical schemes for solving the Hamiltonian system, while preserving the underlying symplectic structure. If the symplectic structure is preserved, then the flow volume is automatically conserved during the symplectic time integration. Moreover, symplectic integrators conserve the Hamiltonian with a slightly perturbed "energy drift". By virtue of these advantages, symplectic integrators have been widely applied to the long-time integrations of the molecular dynamics, discrete element methods, the accelerator physics, and the celestial mechanics [11] .
The simplest symplectic scheme for the numerical integration of a finite-dimensional ODE system is given by
where δt is the unit step for time integration. The above methods are implicit for general Hamiltonian systems. For separable H(q, p) = T (p) + U (q), however, both variants turn out to be explicit. If the implicit midpoint rule is applied, then a second order symplectic scheme is obtained:
Most of the usual numerical methods, like the primitive Euler scheme and the classical Runge-Kutta scheme, are not symplectic integrators. A comprehensive review of symplectic integrators for Hamiltonian ODEs could be found in [11, 16] , the extension for Hamiltonian PDEs is reviewed by Bridges and Reich [5] .
3. Symplectic Projection. The proposed symplectic model reduction technique in the paper takes advantage of empirical data to construct a low-dimensional system, while simultaneously preserving the underlying symplectic structure. Specifically, if the original system is Hamiltonian, the reduced system remains Hamiltonian, but with significantly fewer dimensions.
3.1. Definition of symplectic projection. Let (T * R, ω) be a symplectic vector space with dim(R) = k for some k ≤ n. By choosing coordinates (r 1 , . . . , r k ) for R and (s 1 , . . . , s k ) for R * , the canonical symplectic form ω on T * R has the following form ω = k i=1 dr i ∧ ds i . Definition 3.1. Let (T * Q, Ω) and (T * R, ω) be two symplectic vector spaces. A symplectic lift is a linear mapping φ : T * R → T * Q that satisfies
for all x ∈ T * R and
Using the above coordinates for T * R and T * Q, the symplectic lift φ : x → y can be written in matrix form
By identifying T * R and T * Q with with their corresponding tangent spaces, it immediately follows that φ * (u 1 ) = Au 1 , and φ * (u 2 ) = Au 2 . Since u 1 and u 2 are arbitrary vectors in T x (T * R), (3.1) is equivalent to
where superscript T represents the matrix transpose. A 2n × 2k matrix A is called symplectic if A ∈ Sp(2k, R 2n ), where
Since J 2n and J 2k are nonsingular, (3.3) requires that k ≤ n and rank(A) = 2k. Especially, when k = n, A is a square matrix and Sp(2n, R 2n ) forms a symplectic group, denoted by Sp(R 2n ). However, for model reduction purposes, we are more interested for the case k ≪ n; we will implicitly assume k ≤ n throughout the rest of this paper.
In mathematics, Sp(2k, R 2n ) denotes the symplectic Stiefel manifold. It may also be defined as a homogeneous space for the action of a symplectic group. The symplectic group Sp(R 2n ) acts transitively on Sp(2k, R 2n ), while the stabilizer subgroup of A is a subgroup of Sp(R 2n ) isomorphic to Sp(R 2n−2k ). Therefore, Sp(2k,
The symplectic inverse of a real matrix A ∈ R 2n×2k , denoted as A + , is defined by
Although A + is not equal to the Moore-Penrose pseudoinverse of A, A + has several interesting properties, as stated in the following two lemmas. Using the definition of A + , it is straightforward to verify Lemma 3.3.
Lemma 3.3. Suppose A ∈ R 2n×2k and A + is the symplectic inverse of A. Then,
Lemma 3.4. Suppose A ∈ R 2n×2k and A + is the symplectic inverse of A. Then the following are equivalent:
Substituting A by (3.6), we have Definition 3.5. Let x ∈ T * R, and y ∈ T * Q. Using the standard coordinates, a linear mapping π : y → x is a symplectic projection if there exist a symplectic matrix A ∈ Sp(2k, R 2n ), such that
By (3.9) in Lemma 3.4, π • φ is the identity map on T * R. Now suppose y = Ax. Taking the time derivative of (3.10), using (2.2), and the chain rule, the time evolution of x is given byẋ
A necessary and sufficient condition for the last equation to be Hamiltonian is that
By Lemma 3.4, this is equivalent to A T J 2n A = J 2n , i.e., A ∈ Sp(2k, R 2n ).
Definition 3.6. The symplectic Galerkin projection, or symplectic projection, of a 2n-dimensional Hamilton's equationẏ = J 2n ∇ y H(y), with an initial condition y(0) = y 0 is given by a 2k-dimensional (k ≤ n) system A matrix of the form K = J 2n L, where L is symmetric, is called a Hamiltonian matrix. Moreover, the set of all 2n × 2n Hamiltonian matrices, denoted by sp(R 2n ), is a Lie algebra [17] . The fundamental matrix solution to (3.12) is given by (3.13) y(t) = e Kt y 0 .
Since exp(Kt) satisfies (exp(Kt)) T J 2n exp(Kt) = J 2n , we have exp(tK) ∈ Sp(R 2n ), which means the matrix exponential of a Hamiltonian matrix is symplectic. Conversely, the logarithm of a square symplectic matrix is Hamiltonian, see reference [18] for the proof.
Applying the symplectic projection on the linear system (3.12) gives (3.14)ẋ = A +ẏ = A + Ky = A + KAx =Kx.
whereK := A + KA is the reduced linear operator. Using (3.7) in Lemma 3.3, we obtain
SinceL = A T LA is symmetric,K is also Hamiltonian. In fact, (3.14) can also be obtained by pluggingH(
T L(Ax) into (3.11). Generally, a reduced system constructed by the standard Galerkin projection does not have to be Hamiltonian, consequently energy and volume are not conserved during the time evolution. In contrast, the symplectic projection presented here preserves symplectic structure of Hamiltonian systems, therefore energy and volume are also preserved.
3.2. Preservation of Energy, Volume, and Stability. Let Ψ t and ψ t respectively denote the Hamiltonian flow of the original system (2.2) and the reduced system (3.11) . By definition, we have y(t) = Ψ t (y 0 ) and x(t) = ψ t (x 0 ). The approximating solution in the original coordinate system is given byỹ(t) = Ax(t). Alteratively, we can write it asỹ(t) =Ψ t (y 0 ), whereΨ t = A • ψ t • A + . Since the energy of the full Hamiltonian system is preserved, we have
Analogously, energy conservation of the reduced Hamiltonian system gives (3.17)
Let ∆H(t) := |H(ỹ(t)) − H(y(t))| denote the energy discrepancy between the state y(t) and its approximation,ỹ(t), based on a reduced system. If ∆H(t) = 0 holds for any t in the interested time domain, we say the reduced system is energy preserving. Equations (3.16) and (3.17) indicate that, for the symplectic projection, ∆H(t) is determined by the initial condition y 0 and the basis matrix A, i.e., If y 0 / ∈ Range(A), the energy error ∆H(t) could be directly computed by (3.18) even before the reduced system is evolved. If H is continuously differentiable, we have ∆H(t) ≈ DH(y 0 ) · r 0 as the first order approximation of (3.18). As long as r 0 ≪ 1, ∆H(t) ≪ 1 is obtained. Otherwise, we can always extend A to a larger symplectic matrix A ext such that the symplectic projection can generate a reduced system with the energy-preservation property. Specifically, suppose
, we must have r 0 = 0. Otherwise, by (3.19) , we obtain y 0 = A(A + y 0 ), which breaks the assumption. Thus, the unit vectorr 0 = r 0 / r 0 is well-defined. One possible extension of A can be constructed by (3.20) A
It is straightforward to verify that A . Analogously, if |Θ(y(t)) − Θ(ỹ(t))| = 0 holds for any t in the interested time domain, we say a reduced system is volume preserving. Because of volume conservation, the reduced Hamiltonian system (3.11) preserves the volume of the original system if y 0 ∈ Range(A). Otherwise, we can construct a larger symplectic matrix A ext by (3.20) such that y 0 ∈ Range(A ext ). Then, the new system based on A ext preserves the volume.
Moreover, the energy conservation also leads to the stability preservation for many Hamiltonian systems. Let S denote an open set of R 2n that contains y 0 , and let ∂S denote the boundary of S. Moreover, we assume y 0 ∈ Range(A), and the initial condition of the reduced system is given by x 0 = A + y 0 .
Theorem 3.7. Consider the Hamiltonian system in (2.2) with the initial con-
, for all y ∈ ∂S, then both the original system and the reduced system constructed by the symplectic projection are bounded for all t ∈ R.
Proof. We first prove that the statement is true for the case that H(y 0 ) < H(y) for all y ∈ ∂S. Let E = min{H(y) : y ∈ ∂S}, so H(y 0 ) < E. By (3.16), we have H(Ψ t (y 0 )) = H(y 0 ) < E. It follows that Ψ t (y 0 ) ∈ S for all t, because if not, there is a time t 1 when Ψ t1 (y 0 ) ∈ ∂S, and H(Ψ t1 (y 0 )) ≥ E, a contradiction.
Let
A is also open in Range(A) and bounded. Moreover, ∂S A = ∂S ∩ Range(A). Thus, H(y 0 ) < H(y) for all y ∈ S A . By the same argument in the last paragraph, we must haveΨ t (y 0 ) ∈ S A for all t, which means that the reduced system constructed by the symplectic projection is also bounded.
Finally, if H(y 0 ) < H(y) is exchanged with H(y 0 ) > H(y) for all y ∈ S, the conclusion still holds, because −H(y 0 ) < −H(y) and −H(Ψ t (y 0 )) is a conserved quantity.
The symplectic projection is analogous to the standard Galerkin projection, both of which construct reduced equations in some low-order subspaces. However, the symplectic projection yields a symplectic system by (3.11) while the standard Galerkin projection generally destroys the symplectic structure. Evolving the system (3.11) by a symplectic integrator preserves the system energy, the volume of flow, and the stability of the system. Furthermore, if all the empirical data points approximately lie on the subspace spanned by A, (3.11) provides an accurate approximation for the original system. In the next subsection, we shall discuss the proper symplectic decomposition (PSD) to construct the symplectic matrix A. This approach is an analogy to the POD method that constructs the orthonormal basis.
Proper Symplectic Decomposition (PSD
By (3.10), the symplectic projection of Y onto a low-order subspace is given by
is the corresponding reduced state of y(t i ). The same projection of Y in the original coordinates is given by
In this section, we propose three different algorithms to construct the symplectic matrix A: these are nonlinear programming, the cotangent lift, and the complex SVD.
Nonlinear Programming.
Suppose a symplectic matrix A minimizes the projection error for representing Y onto the column subspace in a least squares sense. The Frobenius norm · F is used to measure the difference between Y with its projectionỸ . This problem can be expressed with the following programming problem in the standard form:
The column space of A is optimal for model reduction since no other symplectic subspace can represent better snapshot approximation in the same dimension. Plugging (3.4) into the objective function yields
Notice that the above expression has a fourth-order term in A, the optimization problem can only be solved iteratively by a nonlinear programming method.
Cotangent Lift.
In this section, we propose a SVD-based algorithm to directly construct a symplectic matrix. The idea is to search the optimal matrix, A 1 , in a subset of Sp(2k, R 2n ), such that all the empirical data approximately lies on the range of A 1 . Especially, we define a set M 1 (2n, 2k) by
Let R and Q denote two vector spaces; dim(R) = k, dim(Q) = n, and k ≤ n. Suppose f : R → Q and g : Q → R are linear mappings and satisfy g • f = id R . Let f * : T R → T Q denote the pushforward, or the tangent lift by f . Let · denote the inner product. The pullback, or the cotangent lift, f * : T * Q → T * R, of f is a linear mapping that satisfies
for any q ∈ Q, r = g(q) ∈ R, w ∈ T r R, and y ∈ T * q Q. In the standard coordinates, we have f (r) = Φr for some Φ ∈ R n×k . By identifying R with its tangent space, the tangent lift of f gives f * (w) = A 1 w, where A 1 = diag(Φ, Φ). By (4.6), the cotangent lift y → x can be written as
), it is easy to verify that
, which means the cotangent lift essentially yields a special symplectic projection A + 1 . It follows that A
It should be mentioned that in [13] , a tangent lift method is used to construct a reduced Euler-Lagrange equation to preserve the Lagrangian structure of the original system. Specifically, a POD basis matrix Φ can be constructed by the SVD of a snapshot matrix [q(t 1 ), . . . , q(t N )] in the configuration space. The original Lagrangian L(q,q) in the tangent bundle T Q is approximated byL(r,ṙ) = L(Φr, Φṙ) in T R. Then, a reduced system is obtained by solving the Euler-Lagrange equation of L(r,ṙ). Since the Lagrangian mechanics is equivalent to the Hamiltonian mechanics, the method in [13] is essentially equivalent to the cotangent lift algorithm in this paper. However, q(t) andq(t) have the same status in the phase space, and a Hermite subspace [22] that directly constructed on the T Q (rather than Q itself) leads to a better approximation of the original Hamiltonian system. An extended data ensemble that contains both q andq has already been used for the online manifold learning based on the subspace iteration using reduced systems [21] .
The same idea applies for the approximations in the cotangent bundle T * Q. In order to obtain an accurate reduced system, the range of Φ should approximately fit for both q and p. As Algorithm 1 indicates, Φ can be computed by the SVD of an extended snapshot matrix X ∈ R n×2N , defined by Proof. Similar to (4.3), we can express the optimization problem as:
Plugging them into the objective function yields
Thus, Φ can be directly solved by the truncated SVD of X,
where the matrix Λ is a k × k diagonal matrix with nonnegative real numbers on the diagonal, and Φ and M are real matrices and satisfy Φ T Φ = M T M = I k . Thus, the symplectic matrix A 1 constructed by Algorithm 1 is the optimal solution for the optimization problem (4.9).
Similar to the standard POD(SVD) method, the projection error of Y can be determined by the truncated singular values of X. As a result, there exists a global error bound for the reduced system constructed by the symplectic projection.
Complex SVD.
The cotangent lift method may still keep some redundant dimensions. For instance, consider the case that p has very rapid oscillation in every possible directions while q is moving near a straight line. In this case, the trajectory of p needs a relatively large dimension to approximate while the trajectory of q could be approximately embedded in a one-dimensional space. However, since A T 1 projects the original system onto a 2k-dimensional space, k − 1 modes in R are redundant in describing q. As a result, a block-diagonal matrix might not be the best option for a basis matrix.
If we use q(t) + ip(t) to describe the solution trajectory in the phase space, we can construct a complex snapshot matrix Z ∈ C n×N by (4.11)
By definition, we have Z = Y 1 + iY 2 . The orthonormal basis matrix U ∈ C n×k is constructed to minimize the projection error of Z onto the column subspace of U . Specifically, it is the solution of the following optimization problem:
Here U H is the conjugate transpose of U . In fact, U can be obtained by the truncated SVD of Z,
where the matrix Σ is a k × k diagonal matrix with nonnegative real numbers on the diagonal, and U and V are complex matrices and satisfy
denote the Stiefel manifold in C n and write its element U ∈ V k (C n ) in the form U = Φ + ιΨ, where Φ, Ψ ∈ R n×k . We define a mapping A :
by the formula (4.14)
where h(U ) ∈ R 2n×2k is a block matrix. M 2 (2n, 2k) , where
Lemma 4.2. The mapping A is injective. The image of A is equal to
(4.15) M 2 (2n, 2k) := Sp(2k, R 2n ) ∩ Φ −Ψ Ψ Φ Φ, Ψ ∈ R n×k .
Proof. It follows from
Let A 2 = A (Φ + ιΨ). Using (4.16), it is easy to verify that A
16). It follows that, (Φ + ιΨ)
H (Φ + ιΨ) = I k . As a result, Φ + ιΨ ∈ V k (C n ), and
. Ensure: A symplectic matrix A 2 in the block form.
1: Construct a complex snapshot matrix Z as (4.11). 2: Compute the SVD of Z to obtain the basis matrix Φ + ιΨ. Lemma 4.2 implies that a symplectic matrix A 2 can be constructed through the mapping A . Algorithm 2 outlines the procedure. Since both A and A −1 are smooth mappings, M 2 (2n, 2k) ∼ = V k (C n ), and M 2 (2n, 2k) is a submanifold of Sp(2k, R 2n ) with dimension 2nk − k 2 .
Moreover, by substituting
, the mapping (4.14) yields that A (Φ + ιΨ) ∈ Sp(2k, R 2n ) and
It is noted that A also preserves algebraic structures, as one can easily verify the following lemma. Proof. By Lemma 4.4, the truncated SVD of Z given by (4.13) yields
Since U H U = I k , By Lemma 4.4, we have
is a real diagonal matrix that contains the first 2k dominant singular values of A (Z). Thus, (4.18) provides the truncated SVD for A (Z).
In Algorithm 2, the symplectic matrix is constructed by A 2 = A (U ). Meanwhile, using the definition of Z and Y , we have
Thus, by the SVD method A 2 gives the basis such that the projection error of [Y, −J 2n Y ] onto the spanned subspace is minimal for a fixed dimension 2k.
It should be emphasized that since the complex SVD method is designed to fit [Y, −J 2n Y ], rather than Y itself, Algorithm 2 can only construct a near optimal matrix in M 2 to fit the empirical data. 
So far, we have proposed three different algorithms to construct a symplectic basis matrix A. Corresponding to three manifolds with the inclusion maps:
we propose the cotangent lift, the complex SVD, and nonlinear optimization respectively to form a symplectic matrix, as listed in Table 4 .1. The cotangent lift and the complex SVD are more efficient in offline computation, since direct SVD methods could be used to compute the basis matrix. However, as they are restricted to the block form, these methods search optimal basis matrices in submanifolds of Sp(2k, R 2n ), rather than Sp(2k, R 2n ) itself. Therefore, they sacrifice certain accuracy to fit empirical data in order to achieve stability guaranteed for reduced models and reduce the offline searching complexity. On the contrary, the nonlinear programming method requires more computational cost in the offline stage, since it computes several iterations to obtain a convergent value. However, it results in the best symplectic matrix that approximates a given snapshot ensemble.
Symplectic discrete empirical interpolation method (SDEIM).
The complexity of the PSD with symplectic projection introduced above is approximately the same as the standard POD-Galerkin method for online computation. According to some previous studies, the standard Galerkin method generally cannot reduce the complexity for a large-scale system unless the vector field is a linear or quadratic function [7, 24] . Otherwise, the computation of the reduced system could be as expensive as, if not more than, the original system. Similarly, the PSD with symplectic projection cannot always construct a efficient reduced model when the original Hamiltonian system is nonlinear. Motivated by this fact, the SDEIM is proposed in this section to reduce the complexity of the nonlinear Hamiltonian system while simultaneously preserving the symplectic structure. The original Hamiltonian, X H (y) can be split into a linear part and a nonlinear part, i.e., H(y) = H 1 (y) + H 2 (y), such that ∇ y H 1 (y) = Ly for a real symmetric matrix L, and ∇ y H 2 (y) = F (y) for a nonlinear function F . Thus, the original system (2.2) can be rewritten as
where K = J 2n L ∈ sp(R 2n ). Similar to (3.14), the reduced Hamiltonian system can be written as
Unless A T F (Ax) can be analytically simplified, the computational complexity of (5.2) still depends on 2n. In the worst scenario, one needs to first compute the matrix multiplication y = Ax, then compute the nonlinear vector term F (y) in R 2n , and then project it back to R 2k by computing A T F . As a result, the cost of the reduced PSD system is as expensive as, if not more than, the full system.
As an approximation of the symplectic Galerkin projection, the SDEIM is developed in this section that combine the PSD with the classical DEIM. Assume F is a smooth function of y. If F (y) resides approximately on the range of a 2n × m matrix V , there exists a corresponding coefficient vector τ ∈ R m such that F (y) ≈ V τ (y). The coefficient vector τ (y) can be determined by matching the nonlinear vector term at selected m elements. Define a 2n × m projection matrix
where e βi is the β i th column of the identity matrix I 2n . Let β = [β 1 ; . . . ; β m ] ∈ R m be an index vector. Then, left multiplication of F (y) with P T projects a state variable or a vector field onto m elements corresponding to the index vector β. Thus, we have P T F (y) = (P T V )τ (y). Suppose P T F (y) is nonsingular. Then, the coefficient vector τ (y) is computed from τ (y) = (P T V ) −1 P T F (y). Thus, the approximationF (y) of the nonlinear vector term F (y) becomes
and the reduced system from (3.11) can be approximated as
The standard DEIM can be used to determine the matrix V in the above equation. However, a reduced POD-DEIM system is not necessarily to be Hamiltonian. To see this, define a 2k × 2k matrix,
T , and rewrite (5.5) in the following form (5.6)ẋ =Kx + J 2k W ∇ x H 2 (Ax).
Equation (5.6) is Hamiltonian iffK +
is a symmetric matrix for all x. Unfortunately, the standard DEIM does not always guarantee this condition.
One can form a nonlinear programming problem to search the optimal values of A, V , and P to fit empirical data and satisfy the above condition. But this process could be very expensive for a large-scale problem. Thus, this section is devoted to discuss an easy-implemented algorithm to construct A, V , and P with relatively low cost. Note that as long as
we have A T A = I 2n and A + = A T . It follows that W = I 2k , and W D 2 H 2 (Ax) is symmetric. Thus, (5.7) is a sufficient condition for (5.6) to remain Hamiltonian. Replacing V by A, and using A T A = I 2k , we simplify the RHS of (5.5) and achieve the following definition.
Definition 5.1. The SDEIM of a nonlinear Hamilton's equationẏ = J 2n ∇ y H(y), orẏ = Kx + J 2n F (Ax), with an initial condition y(0) = y 0 is given by
where A ∈ M 2 (2n, 2k),K = A T KA, and x 0 is the initial condition of (5.8) .
Since y(t) ∈ T * Q, [y(t); ∇ y H 2 (y(t))], or [y(t); F (y(t))], can be considered as a trajectory of T * (T * Q). By assuming A = V in (5.7), we actually lift a mapping φ : T * R → T * Q to φ * : T (T * R) → T (T * Q) via a 4n × 4k matrix, diag(A, A). Using a similar idea from section 4.2, we can construct an extended snapshot ensemble in the phase space, (5.9)
X := {y(t 1 ), . . . , y(t N ), F (y (t 1 )) , . . . , F (y(t N ))}, that contains both snapshot y(t i ) and the nonlinear vector term F (y(t i )). Both the cotangent lift method (in section 4.2) and the complex SVD method (in section 4.3) can be used to find a symplectic matrix A ∈ M 2 (2n, 2k) based on X . A greedy algorithm in standard DEIM [7] is applied here to construct the index vector β, as listed in Algorithm 3.
3 In step 4, [ρ, β i ] = max{|r|} means ρ = |r(β i )| = max j=1,...,2n |r(j)|. In step 5, we add a column vector a i (and an element β i ) to a matrix B (and a vector β). Initially, we select the first interpolation index β 1 ∈ {1, . . . , n} corresponding to the first basis function a 1 with largest magnitude. The remaining interpolation indices, β i for i = 2, . . . , m, are respectively corresponding to the largest magnitude of the residual r, where r is the residual or the error between the input basis a i and its projection on a subspace spanned by B. In [7] , it has been proved that ρ = 0 implies that P T A is nonsingular, which means that the approximation of F (y) in (5.4) is well-defined. Moreover, it is easy to verify that P TF (y) = P T F (y). In terms of computational complexity of SDEIM, P , A and J 2k (P T A) −1 are calculated only once at the beginning. For each step in the online stage, the nonlinear vector term P T F (Ax) is only evaluated on selected 2k elements of F (Ax). Thus, a significant speedup is obtained when k ≪ n, and m ′ ≪ n, where m ′ denotes the number of elements of Ax that is required to compute 2k elements of F (Ax). Table 5 .1 compares the standard POD-Galerkin method with the proposed symplectic model reduction method, and lists the main features and properties in the framework of symplectic model reduction. It serves as a short summery of section 3 through section 5.
6. Numerical Examples. In this section, the performance of symplectic model reduction is illustrated in numerical simulation of wave equations. After deriving the Hamiltonian form of general wave equations, we first study a linear wave equation 
POD-Galerkin
Symplectic model reduction Original systemẏ = f (y),
Reduced state Orthogonal projection:
Reduced system Galerkin projection:
Symplectic Galerkin projection: numerically and focus on demonstrating the capability of symplectic model reduction algorithms to deliver stability-preserving reduced models. Then we simulate the nonlinear sine-Gordon equation to illustrate that the SDEIM is able to deliver accurate and long-time stable results with significant speedups.
Hamiltonian Formulation for Wave Equation.
Let u = u(t, x). Consider the one-dimensional semi-linear wave equation with constant moving speed c and a nonlinear vector term g(u),
With the generalized coordinates q = u and the generalized momenta p =u, the Hamiltonian PDE associated with (6.1) is given by
where the Hamiltonian is defined as
For Hamiltonian PDEs, both symplectic and multisymplectic schemes [5] can be applied to construct a fully resolved model that preserve the symplectic structure of the original PDE. In this paper, we choose a symplectic scheme with spatial semidiscretization of n equally spaced grid points. The spatial discretized Hamiltonian is given by
where q i := u(t, x i ), p i :=u(t, x i ), y := [q 1 ; . . . ; q n ; p 1 ; . . . ; p n ] ∈ R 2n , x i = i∆x, i ∈ {1, . . . , n} are the points of a uniform discretization in space. In the limit ∆x → 0 and n∆x = L, (6.4) converges to (6.3). Moreover, the periodic boundary condition requires that q 0 = q n and q n+1 = q 1 ; the Dirichlet boundary condition gives specified values for q 0 and q n+1 ; and the Neumann boundary condition requires that q 0 = q 1 and q n+1 = q n . Now, we have a Hamiltonian system of coupled nonlinear ODEs,
Let D xx ∈ R n×n denote the central difference approximation of the second order spatial derivative, and (6.6)
For the periodic boundary condition, b = 1, a = −2; for the Dirichlet boundary condition, b = 0, a = −2; and for the Neumann boundary condition, b = 0, a = −1. Thus, (6.5) can be written in the formẏ = Ky +y bd +J 2n F (y), where the Hamiltonian matrix is given by
and the nonlinear function F (y) is a vector in R 2n with zeros in the last n elements, i.e., F (y) = [g(q); 0 n×1 ]. If the Dirichlet boundary condition is used, y bd = [0 n×1 ; q 0 , 0 (n−2)×1 ; q n+1 ] ∈ R 2n , otherwise y bd = 0 2n×1 . Time discretization can be achieved by using the implicit symplectic integrator scheme (2.3). If G(u) = 0, the successive over relaxation can be used to update the linear system for each time step; otherwise, the system is nonlinear and the Newton iteration can be used to time advance one step.
Linear Wave Equation.
For our numerical experiments, we first study a linear system with G(u) = g(u) = 0 and with the periodic boundary condition on the interval [0, L]. Let s = 10 × |x − 1 2 |, and let h(x) be a cubic spline function, which is 1 − 
which gives rise to a periodic system with wave propagating in both directions of x in a periodic domain. The full model (reference benchmark solver) is computed using the following parameter set:
Space interval L = 1 Number of grid points n = 500 Space discretization step ∆x = L/n = 0.002 Time interval T = 50 Time discretization step δt = 0.01
Speed of the wave c = 0.1
The solution profile can be seen in Figure 6 .1(a), where the initial state and the wave amplitude at t = 2.5 and t = 5 are shown. The snapshot ensemble takes 101 snapshots from the benchmark solution trajectory with uniform interval (∆t = 0.5). We first compare the standard POD-Galerkin method and the cotangent lift method with the symplectic projection method. For short-time integration, both methods could obtain very accurate results by taking the first 20 modes. In Figure 6.1(b) , the blue line represents the singular values of the snapshot matrix Y for the standard POD method. Suppose {λ 1 , . . . , λ k } denotes the singular values of the extended snapshot matrix X in the cotangent lift method. The red line represents the duplicated singular values {λ 1 , λ 1 , . . . , λ k , λ k } of X corresponding to the symplectic basis matrix A 1 = diag(Φ, Φ). The black line represents the duplicated singular values of the complex snapshot matrix Z in the complex SVD method. This plot demonstrates that when we use the cotangent lift or the complex SVD, we do sacrifice certain accuracy to fit empirical data in the exchange of stability preservation and energy preservation. Using more modes, one may expect both methods to produce more accurate solutions. However, as Figure 6 .2 indicates, the standard POD-Galerkin method blows up quickly when we use more than 30 POD modes. Moreover, the more modes we use, the earlier the system blows up. This phenomena implies that the PODGalerkin projection may be unstable for some hyperbolic equations, and can generate unpredictable results. While reduced systems constructed by symplectic methods show some numerical error, this error could be systematically reduced by using more modes. Figure 6 .3 indicates that the L 2 error of the cotangent lift and the complex SVD converges to a small number when more modes are used, while the L 2 norm error of the POD method is small only for k = 20 for the cases tested with k = 10, 20, . . . , 80.
Using 20 modes (k = 20), both POD-Galerkin method and the symplectic methods can generate reduced models with relatively small error. However, as Figure  6 .4 demonstrates, symplectic methods preserve the system energy E, no matter how many modes are used in constructing the reduced system. However, for k = 20, the POD-Galerkin method decreases the energy in the time domain [0, 50] . For k = 30 or 40, the energy quickly grows and indicates an unstable reduced model. 
Stability Preservation of Symplectic Model
Reduction. To explain our observations mentioned above, we study the stability of the linear wave equation. According to [14] , the eigenvalues γ i (i = 1, . . . n) of D xx (6.6) with periodic boundary conditions are given by
and the corresponding eigenvectors are given by
It follows that the eigenvalues of the Hamiltonian matrix K in (6.7) are given by 2n pure imaginary numbers
, where γ i = c √ −β i for k = 1, . . . , n; and the corresponding eigenvectors are given by
.
] by the above equation, we can redefine ζ n to be
]. Thus, we can choose an insertable matrix Q = [ξ 1 , ζ 1 , . . . , ξ n , ζ n ] so that K is transformed to a real Jordan form
Although K contains an unstable mode ζ n , the projection coefficient of initial condition (6.8) onto this mode vanishes, i.e., ζ T n y 0 = 0. Thus, the original system is bounded for all t.
Next, we consider the reduced model constructed by the symplectic projection. By (6.4), the system energy H(y) of the linear wave equation with the periodic boundary condition can be expressed as
where q 0 = q n . Then H(y) ≥ 0, and the equality holds if and only if y is parallel to ξ n . Let S 2n−1 denote the unit sphere from the origin of R 2n , and let S 0 = S 2n−1 ∩ Range(A). If ξ n / ∈ Range(A), we have H(z) > 0 for all z ∈ S 0 . Since S 0 is closed in R 2n and H(z) is a continuous function of z, there exist a positive constant ε such that H(z) ≥ ε for all z ∈ S 0 . Let y ∈ Range(A), and z = y/ y . Since H(y) is a homogeneous function of y, we have H(y) = y 2 H(z) ≥ ε y 2 if ξ n / ∈ Range(A). In our numerical simulations, we do observe that AA + ξ n is nonzero for both the cotangent lift and the complex SVD. Since the reduced system is Hamiltonian and evolves in Range(A), the energy is conserved during time evolution. Therefore, the reduced system constructed by the symplectic projection are bounded for all t, i.e., the symplectic projection preserves the stability of the linear wave equation (6.1) with f = 0 and initial condition (6.8) .
Instability of POD-Galerkin. Since the standard POD-Galerkin method does not preserve the system energy, there are no mechanisms similar to our symplectic approach that limit the solution trajectory in a bounded region. Therefore, it is entirely possible that the reduced system may blow up. To corroborate this claim, let λ * denote the eigenvalue of Φ T KΦ with maximal real part and ξ * denote a corresponding eigenvector with unit length. Additionally, let a * = ξ T * y 0 denote the projection coefficient of y 0 onto ξ * . The following table indicates that for different subspace dimensions k, we have Re(λ * ) > 0 and a * = 0. Since the solution has an exponential term a * exp(λ * t)ξ * , the reduced system constructed by the Galerkin projection is always unstable for long-time integration.
Assume that Φ k and Φ l respectively contain the first k and l dominant modes. If
T KΦ , the matrix norm of Φ T KΦ provides an upper bound for Re(λ * ). Thus, the upper bound of Re(λ * ) is a monotonically increasing function of k. The following table also shows that Re(λ * ) with 80 modes is much larger than Re(λ * ) with 20 modes. This explains why a reduced POD system with 80 modes blows up faster than a reduced POD system with 20 modes. Although for k = 20, POD can produce a reduced model with reasonable accuracy for a short time domain [0, 50], we can still observe that for a large enough integration time, say t > 10 4 , the reduced POD system will blow up exponentially. Next, we consider a special nonlinear wave equation with G(u) = 1 − cos(u), g(u) = sin(u) and c = 1, which corresponds to the sine-Gordon equation. This equation was first studied in the 1970s, and then appears in a number of physical applications, including applications in relativistic field theory, Josephson junctions or mechanical transmission lines [28] . One can show that the sine-Gordon equation admits a localized solitary wave solution,
which travels with the speed |v| < 1. The ± signs correspond to localized solutions which are called "kink" and "antikink", respectively [28] . In our simulations, the full model is solved for the "kink" case on the interval [0, L] with Dirichlet boundary conditions (u(t, 0) = 0, u(t, 1) = 2π) using the following parameter set: space interval L = 50 Number of grid points n = 2000 Space discretization step ∆x = L/n = 0.025 Time interval T = 150 Time discretization step δt = 0.0125
Speed of the wave v = 0.2
For the SDEIM, the cotangent lift method is used to construct a symplectic basis matrix A 1 = diag(Φ, Φ). Specifically, after collecting a snapshot ensemble (5.9) in the phase space, we construct an extended snapshot matrix
The standard SVD is then applied to construct Φ. The "kink" solution profile can be seen from Figure 6 .5(a), where the initial state and the state at t = 25 and t = 75 are shown. The snapshot ensemble takes 1201 snapshots from the solution trajectory, solved by the full model with uniform interval (∆t = 0.125). We first compare the standard POD-Galerkin method and the cotangent lift method with the symplectic projection. If the first 60 modes are used to construct reduced systems, accurate results can be obtained by both methods. In Figure 6 .5(b), we plot the (duplicated) singular values of snapshot matrices by different methods, which demonstrates that POD is better to fit empirical state vectors than the cotangent lift and the complex SVD while standard DEIM is better to fit empirical nonlinear vector terms than the SDEIM. Figure 6 .6 illustrates that, during time evolution, all symplectic schemes (including the cotangent lift method, the complex SVD method, and the symplectic DIEM) yield low computational errors with appropriate subspace dimension, k, while nonsymplectic schemes (including the standard POD method and the standard DEIM) yield large numerical error or even blow up. In Figure 6 .7, all symplectic schemes can effectively preserve the system energy. In contrast, the standard POD method results in infinite energy while the standard DEIM yields large and unstable energy. Figure  6 .8(a) indicates that by using more modes all symplectic schemes could obtain better accuracy and approaches to the full model. However, the POD method yields infinite solution for k > 60 for the interested time domain, and the standard DEIM maintains large numerical error for all ks.
By the analysis in Section 5, we know that a direct use of the PSD with the symplectic projection is not able to obtain any speedups for the sine-Gordon equation, since it contains a nonlinear vector term. Numerical results in Figure 6 .8(b) also verify this point. Especially, the running time for the cotangent lift and the complex SVD with the symplectic projection is even larger than the running time for the full mode. On the other hand, the SDEIM approximation with the cotangent lift could significantly improve the efficiency and reduce the running time.
The stability of symplectic reduced models could be derived by its energy conservation property. By (6.4), the system energy H(y) of the sine-Gordon equation with
