Deep learning models frequently make incorrect predictions with high confidence when presented with test examples that are not well represented in their training dataset. We propose a novel and straightforward approach to estimate prediction uncertainty in a pre-trained neural network model. Our method estimates the training data density in representation space for a novel input. A neural network model then uses this information to determine whether we expect the pre-trained model to make a correct prediction. This uncertainty model is trained by predicting in-distribution errors, but can detect out-of-distribution data without having seen any such example. We test our method for a state-of-the art image classification model in the settings of both in-distribution uncertainty estimation as well as outof-distribution detection. We compare our method to several baselines and set the state-of-the art for out-of-distribution detection in the Imagenet dataset.
Introduction
Deep learning methods have delivered state-of-the art accuracy in challenging tasks such as image classification, language translation, voice-to-speech or learning to act in complex environments. Yet these methods can make incorrect confident predictions when shown certain data [20, 1] . As an example consider a standard convolutional network [13, 26] trained to classify images in one of two classes: 'dog' and 'cat'. When shown a picture of a seal it can only output probability estimates for class 'dog' or 'cat', neither of which match the ground truth. The classification decision problem thus becomes ill-posed.
At the heart of this issue is the fact that we train models to map a certain data probability distribution to a fixed set of classes. In the real world these models must cope with inputs which fall out of the training distribution. This can be either due to adversarial manipulation [2, 11] ; drifts in the data distribution or unknown classes.
When performing inference we can therefore distinguish between two types of uncertainty [25, 22] : the ambiguity between classes due to noise in the data (which is reflected in the posterior distribution output by a correctly trained model) and which cannot be resolved even with a perfect model trained on infinite data (known unknowns); and the uncertainty over whether the model has captured the data distribution correctly (unknown unknowns).
In this work we focus on the latter kind of uncertainty. There are many possible causes for this kind of deficiency: small dataset, incomplete/not fully optimized loss function, model capacity or lack of architectural flexibility. If the model under consideration is well fit to the training dataset, we expect that points 'close' to the training set will be less likely to suffer from the above mentioned problems. We are therefore looking for a well defined such metric and a way to decide whether a sample is likely to be misclassified based on that metric. Iris dataset reduced to two dimensions using PCA, and corresponding linear classifier boundaries for each class (shaded in the same color as the data points). Some regions in representation space have no supporting data, yet are assigned high confidence by the classifier (such as around region A). We would expect the model to be more confident about its prediction around region B, then region C (where the neighborhood contains points of different classes) or region A. Yet all these regions are assigned similar probabilities due to the geometry of the classifier's decision boundaries.
One approach would be to build a likelihood model which can independently detect whether a new data sample is part of the training distribution -and by implication how confident we are in the model's predictions. Current generative modeling approaches are not able to correctly identify out-of-distribution data [18] , but a promising alternative is to use a non-parametric approach to determine how close a new data sample is to the training distribution.
In the case of high-dimensional data it is difficult to approximate the density of the training set as the data points cover only a vanishing volume of the input space. Therefore we focus on performing this density estimate on a high level representation space of a neural network model, as we hypothesize that representations of in-distribution data will converge to smaller volumes in this space thereby making an approximate estimate of kernel density methods more feasible.
In this work, we study the properties of a neural network model's high level representation space as it relates to predicting model uncertainty for new inputs. Our contributions are:
• We show that a neural network classification model trained on Imagenet has higher accuracy when the representation of a new data point is close to previously seen representations of that same class. This holds true even for incorrectly classified examples in the training set.
• We use the above observation to propose a simple method to detect out-of-distribution data as well as misclassifications for existing trained models. Crucially, this method does not need to be trained with an external out-of-distribution dataset.
• We test the performance of our method in the challenging scenario of Imagenet image classification and show that it outperforms several baselines. Out-of-distribution prediction is tested on several datasets including Imagenet classes outside of the ILSCVR2012 set, Imagenet-C, and Imagenet-V2.
Method
Consider a dataset with N labeled pairs x i , y i with x i usually a high dimensional data element and y i a lower dimensional label. We wish to train a model to minimize the error in the estimator argmax y P θ (y|x), with P θ the probability distribution for the labels output by the model. This is done by minimizing the cross-entropy between P θ and the true distribution P of the training data. This loss is minimized for points drawn from P train (x), the training data distribution. We expect a model to generalize well when the support of P test (x) matches that of P train (x). Figure 2 : Schematic of the proposed model for uncertainty estimation. Top row, a deep neural network model is trained using the standard cross-entropy loss to produce class probabilities within a known set. The high level representation (before the logits layer) is additionally stored in a queriable memory database. When a new input is classified, its representation can be used to query the database, and information about its nearest neighbors is fed to the uncertainty model, which predicts the likelihood of the classification result being incorrect.
To illustrate this point, consider Figure 1 where we have plotted representations for the Iris dataset projected to a 2D space via PCA, and trained a linear classifier to separate them. If we compare points A and B the confidence implied by the softmax probabilities is similar, yet the neighborhood around B provides a lot more evidence to support that inference.
This observation leads us to postulate the following hypothesis: if the above observation holds true for realistic datasets, then we can define volumes in the high-dimensional input space where we expect the model to generalize well. For practical computational purposes, these regions should be defined implicitly. This is the main goal of method proposed here, which can be broken down into two key ideas: approximate the training set density in a local neighborhood using k-nearest neighbors in a high-level representation space; and train a classifier to predict whether the model will make a mistake or not, which will implicitly define regions of confidence.
Approximating the training distribution density
Most interesting datasets are very high dimensional, which makes a direct approximation of the training distribution density computationally challenging. To alleviate this problem we propose performing the estimation procedure in the high-level representation space used by a neural network model, which can be seen as a compressed representation of the data.
A typical deep neural network model with N layers will transform x via a series of nonlinear maps
A linear mapping is then applied to the final representation r to obtain the logits = f N (r N −1 ), which when passed through the softmax function are taken to be an estimate of the class conditional probability distribution P (y|x).
These representations r i are lower dimensional than x and in particular the last representation r N in a trained model will have a high mutual information with the variable y (as the posterior P (y|x) is just a linear function of r N ). Therefore, in this space we expect data points with similar classes to roughly cluster together which makes it feasible to use k-nearest neighbors in this space to calculate an approximation of the training set density.
Let r i be the representation of input x i ; y i be its corresponding ground truth label andŷ i the model's prediction for the class label. Define N (r i , k) as set of k-nearest neighbours of r i . We can then define the following approximations to the density estimate using the neighbor information: [26] . We plot the average distance Eq. 1, 2 (left); and class label agreement Eq. 3 (right) between a new representation and its nearest neighbors in the training set conditioned on whether that point was correctly or incorrectly classified. The neighborhood statistics are significantly different, which justifies the intuition behind our method.
The unconditional kernel density estimate of x i with representation r i is proportional to
with d a suitable kernel (such as the 2 norm or the cosine similarity).
The class conditional kernel density estimate considers only neighbors with the same class as that predicted by the model:
The binary agreement density estimate of x i does not use distance information in representation space, but instead counts how many neighbors match the predicted labelŷ:
This is equivalent to calculating an unweighted kernel density estimate in a ball of radius with = max (d(r i , r j )). While this is a high variance estimate of P (x|y), it is computationally efficient especially if we are computing an estimate of Eq. 1 at the same time.
We plot these quantities as a function of k for a pretrained network on the Imagenet dataset. We use as test points the images in the validation set, and query the representations of the whole training set to compute the statistics. As hypothesized, points where the network makes a misclassification are significantly more distant than their nearest neighbors, and their neighbor's ground truth labels tend to disagree more with the network's predicted label. The distances for the class-conditional KDE grow more slowly as the effective number of neighbors gets smaller with increasing k.
Classifier model
The density estimates outlined above don't necessarily correlate linearly with the model's performance. The representation space might be structured in such a way that accuracy is relatively constant for a given volume and drops rapidly after that; or the agreement of the neighbors' labels might be relevant for accuracy if they are very close but not otherwise; among others. To take these factors into account we propose training a nonlinear model parameterized by a feedforward neural network that receives the topological features as inputs and outputs the probability of misclassification.
Formally we are looking for a model which can output an uncertainty score given the neighborhood information:
Furthermore, we want to learn the parameters θ of this model without resorting to any out-ofdistribution information. Rather, we will rely on the related task of detecting a model's mistakes to train the model. This task only requires in-distribution data where the model still makes some mistakes.
We can therefore use either a subset of the validation set or the training set itself as long as the model has not been trained to reach 0% training error. This assumption is often true on state-of-the art models as they are trained with some form of regularization (weight decay, early stopping, etc...). In this case, the mistakes will be data points that are harder to fit as they are more likely to be outliers far from the majority of data (e.g. C in Fig.1 ).
In this dataset we minimize the binary cross entropy loss
with the binary labels t i = 1 if y i =ŷ i and t i = 0 otherwise.
As the order with which the model is presented with its inputs should not vary, we use an architecture invariant to permutations in the inputs via the use of an aggregation step [27, 6] . g θ is a model with L layers, where each hidden layer is of the form
Where q is a linear transform. For l > 1, a nonlinearity is applied to the hidden representation after the aggregation. In this case L = 1 corresponds to a linear model. At the very last layer l = L a linear layer with output dimensionality 2 is applied to the aggregated representation to obtain the classification logits.
The full training procedure is summarized in Algorithm 1. The algorithm requires a trained model f which returns unnormalized log-probabilities forŷ; a precomputed index of all representations at the final layer which we denote by A for all points in the training set; and the choice of hyperparameter k, the number of nearest neighbors.
For every point in the dataset we obtain the representation and query its k nearest neighbors (excluding the exact point, which will be in the index too). This gives us the set of all neighbor representations as well as their ground truth labels {(r j , y j )}. This information is fed to the model g and used to perform one step of gradient descent. for x i ∈ training set do 3:
u(x i ) ← g θ ({(r j , I (y j =ŷ i )} j∈N (ri) ) 8:
end for 10: end for 3 
Related Work
Existing methods for classification using deep neural networks deliver high accuracy, but suffer from overly-confident outputs and fragility to out-of-distribution data. While ideally we should work towards model architectures which have a built-in concept of uncertainty, here we focus on the more tractable problem of adding uncertainty estimates to the uncertainty unaware model classes currently in widespread use.
The class probabilities output at the softmax layer level can be seen as a baseline for a model's confidence [10] . However, [7] show that powerful models tend to be over-confident in their predictions. This can be measured by calculating whether the empirical accuracy on the test set matches the accuracy estimate implied by the model's confidence. Adjusting the temperature of the softmax function can be used to improve calibration [17] .
Further approaches to out-of-distribution detection can be broken down into two categories: either the goal is to calibrate a model's posterior predictive distribution so that out-of-distribution data results in a uniform posterior; or a secondary procedure is developed which produces an uncertainty estimate separate from the model prediction [21] .
A number of publications focused on steering the network's outputs towards a more uniform distribution in cases where the output is uncertain [15, 14] . The idea is that such methods would produce more calibrated confidence estimates as well as uncertainty estimates indirectly derived from the entropy of the confidence distribution.
It is also possible to train a network to predict how certain the original model is by allowing the network to scale the loss function with a predicted uncertainty value, thereby being penalized less for making mistakes for more challenging data [3] . Similarly to our approach, the result is a second model which predicts the uncertainty of the original. In this case the knowledge about uncertainty is implicitly encoded in the auxiliary network's weights rather than in the density of the training data itself.
A number of prior works have used the idea of measuring the distance from a sample to the data manifold to estimate uncertainty. In [4] a kernel density estimate of the likelihood of the current point is fed as a feature along with a dropout uncertainty estimate calculated (as in [5] ) to a classifier which can predict adversarial examples reliably.
A number of recent papers used conformal methods to determine what is the probability of a new point being within the data distribution we have observed before. [8] builds class-conditional uncertainty estimates using a kernel density estimator for P (x|y). In [23] the conformal framework is also used, but this time the neighborhood agreement across multiple layers is calculated and aggregated to compute a p-value. This value is used as a proxy for uncertainty.
[12] uses the ratio of the distance between the closest points of the predicted class and the next closest class as a proxy for uncertainty. [16] calculates a class conditional gaussian approximation for P (x|y) in representation space.
Results

Experimental setup
We consider two scenarios where the proposed method could be useful: in-distribution uncertainty estimation (i.e. predict incorrect classifications); and out-of-distribution detection. We wish to perform these tests on a real world dataset of practical use, and we therefore choose the widely used Imagenet ILSVRC2012 set. Unlike datasets such as MNIST or CIFAR-10 where performance is saturated [16] and any differences between methods are difficult to see, for ILSVRC2012 there is a lot of headroom to demonstrate the difference between different performing methods.
To generate representations, we use a pretrained checkpoint for the Inception-ResNet-v2 network [26] as it comes close to state of the art accuracy on this dataset and is very widely accessible. The 1.2 million 1536-dimensional vectors needed to represent the whole training set require 5GB of memory which allows us to keep the complete index in memory in a modern workstation. Table 1 : Results for the in-distribution uncertainty quantification task. We predict classification mistakes (top-1) for the ILSVRC2012 validation set, Imagenet-V2 [24] new validation set and the Imagenet-C [9] dataset. We report the threshold independent metrics AUROC, AUPR-Out and AUPR-In [10] . Items marked with † used the calibration procedure described in [7] .
We then train the model described in Section 2.2 with L = 2 by following the procedure in Algorithm 1 using the Adam optimizer with a learning rate of 10 −3 annealed to 10 −4 after 40000 steps. We train the model for one single epoch before testing. Hyperparameter optimization details (number of neighbors k, number of layers L and others) are provided in the Appendix.
In-distribution uncertainty detection results
For this task, we use datasets with images following the same distribution as that of the original ILSVRC2012 training set: the ILSVRC2012 validation set; Imagenet-V2 [24] , an alternative validation set with subtle distributional shifts (we use the MatchedFrequency subset as that is the most challenging); and the Imagenet-C [9] dataset which adds a number of visual perturbations to the images which leave the class unchanged to a human observer.
In all these cases, we have access to the ground truth label and can calculate the original model's accuracy. We can then use our method and a number of baselines to compute their performance at predicting the original model's accuracy on each prediction. We report the performance using a series of threshold-independent measures: the AUROC, AUPR-In and AUPR-Out, as suggested in [10] .
We use the following methods as comparative baselines: the softmax confidence (both original model's and calibrated confidence on the validation set as in [7] ); the kernel density estimates Eq. 1 (average distances), Eq. 3 (neighborhood agreement), Eq 2 (conditional distances) using 200 k-nearest neighbors; and the mahalanobis distance to the predicted class's centroid (calculated following [16] ).
We report results in Table 1 for our method using k = 10 as well as k = 200. In the case of misclassification prediction for the Imagenet validation dataset, our best result matches the softmax confidence, and is slightly outperformed by the calibrated softmax (which is calibrated on that same validation set). Our method outperforms all other baselines for the Imagenet-V2 and Imagenet-C datasets.
Finally we also test combining the predictions of our method with the softmax confidence to create a combined uncertainty measure. As long as their independent predictions are not completely correlated, it is possible to obtain better performance by combining them. We train a logistic classifier on the same objective Eq. 5 using both scalar uncertainties as inputs. This combined method is able to achieve state-of-the art results on this task for all datasets.
Interestingly, this combined method's performance seems to work equally well for high and low k, as we hypothesise the decorrelation between the two methods means we are more robust to approximation error in the neighborhood estimates. Table 2 : Results for the out-of-distribution detection task. The in-distribution set is composed of correctly classified ILSVRC2012 validation set images, and as out-of-distribution sets we consider the following: Imagenet images with unknown classes (details in main text); SVHN [19] ; CIFAR-10. We report the threshold independent metrics AUROC, AUPR-Out and AUPR-In [10] . Items marked with † used the calibration procedure described in [7] .
Out-of-distribution detection results
To test our model in the out-of distribution case we collected 30000 images from the Imagenet database with classes not represented in the original ILSVRC2012 competition's 1000 classes, which we call Imagenet unk. . All out-of-distribution datasets are combined with the ILSVRC2012 validation set for positive samples. We also test the model against the SVHN and CIFAR-10 datasets. We report the same metrics as before on all the baselines.
For the Imagenet new classes case our method significantly outperforms all other baselines. We hypothesise this dataset is close enough to in-distribution to make it difficult for other methods to capture uncertainty. In the case of SVHN and CIFAR-10, the performance of other methods is quite robust and therefore the results are all close. As before, our method combined with the softmax confidence provides the best performance overall.
Conclusions
In this work we introduced a new method to detect out-of-distribution data shown to an already trained deep learning model. We proposed training a classifier to infer whether a source model will misclassify a given example. This classifier takes as input only an estimate of the training data density in that point's neighbourhood in representation space. In this way it can generalize better to out-of-distribution examples, as it only uses the topological features of representation space.
With experiments on the challenging Imagenet dataset, we show that this method can avoid some of the shortfalls of uncertainty estimation based directly on model posterior predictions, and be used to more effectively detect misclassifications or out-of-distribution samples. We expect non-parametric methods such as the one here suggested can be further improved and be used a general tool to introduce uncertainty in deep neural networks.
