INTRODUCTION
In this paper we study the asymptotic behavior for the hyperbolic conservation law u, +.I-@), = 0, t > 0, --oo<x<co, (1.1) u(x, 0) = uO(x), -al<x<co, (1.2) with Riemann-like data for (x] large. The function f is a smooth nonlinear function of U. In general, Eq. (1.1) does not have a continuous solution for all time. Shock curves appear after finite time. We will consider a piecewise continuous weak solution of (1.1) 19, lo]. It is well known that across a discontinuity line x =x(t), the solution satisfies the Rankine-Hugoniot condifion (R-H) and the entropy condition (E) ] 111, (R-H) x'(t) = a@-, u,), W a (u..,uJ<a(u-,u) for all u between u _ and u I , where U-= u(x(t) k 0, t) and a (ui, u2) is the shock speed defined as a(u, u2) _ .f-(Ul) -J-w 1 u,--2 .
where h, is the inverse function off' restricted in u < 0, x,(t) = -s tS'(u,)t.
x*(t) = 4 t./-'(a)& x,(t) = s + a(a, u,) 1.
x4(t) satisfies
x;(t)=u (h, (x4(f;+s) ,u+ X4(t,)=x*(t,)=X3(t,),fZ>t~f*, and -~4(f2) = X,(t,>>
x,(t) = x, + du,, 4) 4 X5@*) = x,(t*) =x40*);
t, is the time x3(t) meets x2(t) and t, is the time x4(f) meets x,(t). It is easy to calculate t,; in fact, t, = 2S/(f'(a) --u(a, 24,)).
Note that f'(a) -~(a, u,) > 0 is the consequence of entropy condition (E) and assumption (2.1) . To see that x4(f) will meet x,(t) at finite time t,, we recall that f'(q) <xi(t) <f' (h, ("'("t'")) =: -y+s , which is condition (E). (The strict inequalities are due to assumption (2.1).) We can calculate x:(t), xC(r) = _ h',(b,W + www -(X4(9 + W)' @ I((X4W + w> -ur) G _ minkWx4W + WWW -(x4(f) + W>'l Cur -4 +o. (2.2) Thus for sufficiently large t, x;(t) <f '(u) ). This would ensure that x,(t) meets x,(t) at finite time t,. To find x,, we proceed as in Liu (91. We take A sufficiently large so that u,(x, t) = U, for x = A + at. It is easy to see from (1.1) and (R-H) that VW = J .-cL (U&G t) -u,) dx is time invariant. For t > t, = t,, q(t) = (u, -u,) (A -x,) . SO V(I)=1(0)= jA (u,(x,O)-u,)dx . u
.s = 1 (a-u,)dx+ r (u,-U,)dK.
-s
Thus 1 x =---u, + u/ a ur--u/ [ ___-a (2s).
I
We prove the lemma in this subcase.
(ii) U, < a < u,, then the solution u,(xI t) is u,(x, t) = u/ for X <x,(t), a for x,(t) < x <x*(t), O<t<t,, =U , for x*(t) < x, u,b-9 0 = u/ for x < x3(t), t, (1: UT for x3(f) < x, where x,(t) = -4 + a@,, a)t, x,(t) = s + a(a, u,)t, x,(t) = x, + 4% u,)t, t > t,, XlOl> = Xl@,) = x3(1,).
It is easy to see that t, = r, exists and x, can be obtained as in A (i) . This proves the lemma for this subcase.
(iii) u,. < a < OI then the solution u,(x, t) is UJX, 1) = u/ for x <x,(t), for x,(f) < x < x1(t),
x-s c i O<t<t,, =h, -y-for x*(t) < x < x.Jt)? = 11, for x1(t) < x, u,(x, t) = u, for x Q x4(t), x;(t)=o (,,A, ("'yS)), x4@,) = x,(t,) = h@,), t>t,, and x,(t) =x, + u(u,, u,)t = x, + ut, x5(h) = x,(t*) = x,(t*)* Using arguments similar to those in case A(i), we can prove that t, is finite. Thus we can choose t, = t, in this case. x, can be similarly determined.
(iv> u,** > UT, 0 < Q ,< uT, then the solution u,(x, t) is U,(& t) = u/ for x,<x,(t) =a for x,(t) < x <x*(t), O<t<t,,
for x3(t) < x, for x < x,(t), for x5(t) < x, t, < L where x,(t) satisfies SOLUTION OF CONSERVATION LAW xl(t) = 7s + U(U,? a)t, x2(t) = S t a(a, a,)t = S tf'(a*)t, X3(f) = s l tf'(U,)C xl,(t>=o (u,,h, ("'y S))) x4@,) = Xl@,) =-a,), t> t,,
x,(t) = x, + at, x&) = .df*) = x,(t,).
Similar arguments as in A (i,iii) can be used to complete the proof of the lemma in this subcase.
(v) uT* > 247, ul* < a < u T*, then the solution u~(x, t) is a = UF(X, t) for x < x1(t), for x,(t) < x <x,(t), for x,(t) < x s q(t), O<lSl,, for x3(t) < x < x4(f), for x,(f) < x, for x ,< x,(t), for x,(t) < x <x,(t), for x5(f) < x <x3(t), I, ctst,, for x3(t) < x S x,(t), for x4(l) < x, for x < x6(t), for x6(t) < x < x3(l), t, < 1s t,: for -q(t) < x S x4(f), for x4(t) < x, for x < x,(r), X-S =h, 7 ( 1 for x,(f) < x < x4(t), t, <t<t,, = X6(4) = x&h tat,,
x,(t) =x, + at, x&d = x,&l) =x404)
The curve x&) has the property that x;(t) < 0. The function u~(x, t) can be constructed as follows: First, we draw a line through (x, t) which is tangent to curve x,(t). This line is unique and contacts with x,(t) at one point, let it be (2, ?). Then we let .f+S q.(x, t) = h, 7 ( ) * *
The existence of the curve x,,(f) and the solution u,(x, t) can be found in Ballou [ I] . The fact that times f, , 2, t t, and t, exist and are finite can be established similarly. This completes the proof in this subcase. x,(t) < x < x&>,
x < x,(t).
O<f<f,, 
The function u,(x, t) is connected to the curve x6(t) as in A(v). It is straightforward to verify that I, is finite; however, we do not go through this here.
(vii) u,** < u,*, 0 < a < UT*, then the solution u,(x, t) is u,(x, 0 = u/ for x <xl(t), =Ct for x,(t) < x S x*(t), =x1(*,) =-a*,), *a*,, X!(f) =x, + fft, with I = x4(t,) = x3(t,). This completes the proof for this subcase.
(viii) lp < UT, u;** < u < u:, then the solution u,(x, t) is
where Xl(f) = 4 + a(u,, a)*, x2(t) = S + a(a, u,)t, x,(t) = x, + at with x,(l,) = xz(t,) = x3(t,). This complete the proof for this subcase. 0x1 u,** < u:, UT < a, then the solution u(x, t) is u&9 t) = u/ for x < x,(t), for x,(t) < x < X?(f), 0 < t<t,, for x#) < x < X3(I), for x&) < x, for x < x,(t), for xl(t) < x < x4(C), t, <t,<t,,
and finally x,(t) =x, + ut with x5(&) = x,(1,) =x4(1,). This complete the proof for subcase A.
B. u,< O<u, < u:
(i) a < u,, this case is similar to A(i).
(ii,) U, < a < u,, this case is similar to A(ii,iv,v).
(iii) U, < a < ~7, this case is also similar to A(ii) (two shocks).
(iv) UT < a, then the solution U(X, t) is 24,(x. t) = u, for x < X,(f), LEMMA 2.2. If0 < u, < u,, then there exists t,, X,(a) and X,(a), t, > 0, such that for x < x,(a), for x,(a) < x < x,(a), for X,(a) < x, Remark. We have a similar theorem for I(, < u, ( 0.
ProoJ We divide the range of a into several cases:
(i) 0 <a, this case is trivial. (ii) u,* < a < 0, then the solution u,(x, 1) is u,(x. t) = u, =a for x <x,(f), for x,(t) < x < x,(t), o<t<t,, for x2(r) < x < x4(f), for x,(t) < x, for x < x,(t), for x,(t) < x <x,(l), I, <t<t,, = u, for x4(t) < x, where x,(t) = -S + u(u!, a)t, x,(t) = S + a(a, a*)t = S +J'(a*)t,
with x&,) = X,(fl> =-%(I*), tat,, and finally xs(t,) = x3(t,). It is obvious that we can choose t = t,, X,(a) = xs(t,), X,(a) = x4(t,) to complete the proof for this subcase.
(iii) (u,)** < a < u,*, then the solution u,(x, tj is
( 1 = u,(x, t) where = 24, for x <x,(t), for x,(t) < x ,< x2(t), for X2(I) < x ,< x3(t), O<t<t,, for x3(t) < x <x4(t), for x4(t) < x, for x < x,(t), for x,(t) < x < x5(t), for x5(t) < x < x3(t), 1, < t<t,,
with x,(t,> = x+,) = x,(t,), t 2 t,, and t, is the time when x5(t,) =x,(t,).
The curve x,(t) and function u,(x, t) is similar to the case A(v). Choose t, = I,, X,(a) = x5(t,), and X,(a) = x, (12) to complete the proof.
(iv) a < (u,),,, then the solution u,(x, t) is u,(x, t) = u, for x < xl(t), for x,(t) < x < x.&h o<r<r,, a for x3(t) < x <x?(t), = u, for X4(f) < x, where x5(t) satisfies with x6(l) satisfies with for x < x, (1), for x,(t) < x < x,(l), 1, < r B f,, for x,(t) < x, for x < x,(t), for x,(t) < x < X6(l), for x,(t) < x <x2(t),
and finally x6(t,) = x,(I,). Choose I, = t,, X,(a) = x,(r,), and X,(a) = x,(t, to complete the proof, Q.E.D LEMMA 2.3. ifu, < UT <U,, let x,(t) = sup(x: z&(x', t) = u, Vx' < x}, then there exists x,, t, > 0 such that (i) x;(t) > cs(u,, u?) for all t > 0 except at Jnite points oft,
(ii) x,(t) < x, + u(u,, uf) t, (iii) Cm,-, [xn + a(u,, uf)t -x,(t)] = 0.
(iv) u,(x, 1) >, 247 for x > x, + a(u,, u;") t, t > t,.
Remark. We have a similar lemma for the case uI > u,* > u,.
Proof: (i) a < (q)**, then the solution u,(x, t) is ll,(XI t) = u,
where for x < xl(t), for x,(t) < x < x,(t), for x3(t) < x <x4(t), for x4(t) < x, for x ,< x,(t), for x,(t) < x < x,(t), for x5(t) < x, for x <x,(t), for x,(t) < x < x,(t), for x6(t) < x < x,(t), for x,(t) < x, for x < x,(t), for x,(t) < x,<x,(t), for x9(t) < x, (ii) u,** < a < ul, then the solution u,(x, r) is u,(x, q = uj for x < x,(t), for x,(t) < x <x2(t), =Ct for x2(t) < x < X3(f), O<t<r,, for x3(f) < x < x,(t),
where for x < x1(t), for x,(t) < x < x,(t), for x5(t) < x < x&)9
for x3(r) < x 6 x,(t), for x,(t) < x. 
x2(t) = S + a(a, a*) = S +f'(a")t, x,(t) = s +f'(uT)t,
x,(4 = s +f'(U,>t, x;(t)=u (u,,h, ( x""l-s)) x50,) =x,@,> = x*(tA t> t,.
x,(f) =x,(t) for O<t,<t,, = x5 (4 for t, < t.
Choose x, = S, t, = 0 to complete the proof.
(iv) 0 <a < UT, this case is similar to the above case.
(v) u: < a, this case is trivial.
Thus we complete the proof for the lemma. Q.E.D.
Before we present our main theorems, we state an ordering principle due originally to Douglis IS] . See also Wu [ 13 1, Ballou [ 1) and Keyfrtz 171.
ORDERING PRINCIPLE.
Let the function f be smooth function, and let u(x, t) and u(x, t) be piecewise smooth weak solutions satisfying condition (E) to the Cauchy problem (l.l), (l-2), where the initial data are u(x, 0) and u(x, 0), respectively. Then u(x, 0) < zi(x, 0) Vx E (-co, co) implies u(x, t) < u(x, t) vt 2 0, vx E (-co, 00). DEFINITION 2.3. For solutions of (1. l), (1.2), (1.3), u(x, t), let x,(t) = sup(x: u(x', 1) = u, Vx' <x), x,(t) = inf(x: u(x', t) = u, Vx' > x). Now we state our main theorems. From Lemma 2.1, let the solutions corresponding to a = M and a = m be respectively uw(x, t) and u,(x, t) with corresponding x,~, x,, cM, t,,. It is easy to see that x,~ < x,,. If x,,, =x,, which is the case M = m, then we are done. So assume x,~ < x,. Using the Ordering Principle, we have 4&, q < u(x, t) < u'&, t) vx, vt >, 0.
Thus for all t > T= max(t,, tm}, we have u(x, t) = u, for x < x,+r t at, = 11, for x > x,, -t ot and u/ = u,(x, t) < u(x, 1) < u,&, t) = u, for x,~ + at < x < x, + ut.
From Definition 2.3, for t > E it is easy to see that x, + ut < x,(t) < x,(t) < x, + ut.
Furthermore x,(t) and x,.(t) are Lipschitz continuous curves with slopes x;(t) = u(u,, u@,(t) + 0, t)), and x:(t) = @, , u(x# -0, t)), respectively, and with bounded second derivatives. Since u(x,(t) + 0, t) and u(x,(t) -0, t) are both between uI and u, for t > < we have from (E) xi(t) > u(u,, 24,) = u > xi(t).
Thus g(t) -u 20 and x;(t) -a< 0 or (x,(t)-at) is nondecreasing and x,(t) -ut is nonincreasing for t > i But x,(t) -at <x,(t) -ut for t > i Thus
if there exists t, > F such that x,(t,) = x,.(t,,), then we have x,(t) = x,(t) and x;(t) = u = xi(t) for all t > t,. If this is the case, then we are done. Now suppose the opposite, that is, x,(t) < x,(t) for all t > E then x,(t) -at is nondecreasing and bounded and x,(t) -ut is nonincreasing and bounded for all t > l Hence ',iz (x,(t) we can choose sufficiently small 6 such that f'(u) > u >f'(u) for all u E (u,, u, + S), u E (u, -6, 24,) . (2.7) From (2.5) and (2.6), we can choose sufficiently large t,, such that u(x,(t) + 0, t) E (u, -6, u,.) and u(x,(t) -0, t) E (u,, u, + 6) for all t > t,. Now for t> t,, through (x,(t) + 0, t) and (x,(t) -0, t) we draw characteristics backward in time. They would intersect along a discontinuity line whose slope is approximately u due to (2.7) and (R-H). (Note that they cannot terminate to a contact discontinuity before they meet.) But it is obvious that this discontinuity line violates (E). Q.E.D. Remark. We have a similar theorem for the case U, < U, < 0. (ii) (u(x, t) -Nz(x, t)l <A; 'O(S) t-' for any x fhat lies between max(x,(t),f '(u,)t -+2P,Wf "(u,)t) and
or between x,.(t) and (f'(u,)t + d2q,(oo)f"(u,)t), (iv) 4x, t) =N,( , > P x t I x 1 ies outside the regions of (ii) and (iii), where xl(t) and x,(t) are defined in DeJinition 2.3, A, = minB>rr>(u ,.,. f "(u), and B is a bound for u"(x).
Remark. We have a similar theorem for the case u,. < uI < 0.
ProoJ This theorem is an easy consequence of Lemma 2.2, Theorem 2.5, and Theorem 4 of Liu 191. We omit the proof. THEOREM 2.7. If u, < UT < u,, then there exist x0, t, > 0, such that 0) x;(t) > 4q, 43 (ii) x,(t) ,< x0 + @q, 46 (iii) lim,_, [x, + @I' uT")t -x,(t)] = 0, (iv) ~(4 t) > ((IL:)*)* for x > x,(t), t > to.
Remark. We have a similar theorem for the case I(, > u,* > u,.
ProoJ (i) is obvious. From (i), (xl(t) -o(u,, uT)t) is nondecreasing. But x,(t) < x,,, + u(u(, uf) t, where x, is the x, when a = m in Lemma 2.3 and m is the number defined in (2.4). Thus (x,(f) -a(~,, uT)f) is nondecreasing and bounded. Hence, lim,.,,(x,(t) -u(u[, u:)t) exists; let it be x0. We already proved (ii) and (iii). Now it is easy to see that we can find a time t, sufficiently large, such that u(x, t,) > ((UT)*)* for x,(t,) < x < x, + a(~,, UT) t, and u(x, + o(u,, UT) t, + 0, t,) = UT. Furthermore, the line segment x0 + a(~,, u;")t, t > t, : is the characteristic line passing through the point (x0 + a(~,, ur) t, + 0, t,) and t, > t,. Thus we have u(xo + ~(a,, uT)t + 0, t) = UT and U(X, t) > UT for all t 2 t,, x > x, + u(u,, uT)t. Hence we can choose t, suf'ficiently large, such that u(x, t) > UT for ail t > t,, x > x0 -t-u(u,, uT)t. Choose to = t, to complete the proof for (iv).
Q.E.D. (ii) there exists t,, such that q(t) = q(t,)for aZZ t > t,.
Proof: (i) follows from Liu [9, Theorem l(i) ]. To prove (ii), take the t, of Theorem 2.7 as the to we want. Assume that the maximum point in the definition of q(t) is taken place at X*(C). We want to prove (1) u(x*(t), t) = u, and u(x, t) is continuous at x*(t), and (2) q'(t) -0 for all t > to. If x*(t) is a discontinuity, then since x*(t) > x,(t), we must have u(x*(t) -0, t) > u(x*(t) + 0, t). But in this case, x*(t) is not the maximum point. Hence U(X, t) must be continuous at x*(t). Now if u(x*(t), t) # u,, then x*(f) cannot be the maximum point too. This proves (1). To prove (2), we know that from (l), ak*(t)/dt exists and is equal tof '(u,) . From the definition of q(t), we have s(t) = jy; -0 (u(Y, t) -u,) dy.
This proves (ii).
Q.E.D.
THEOREM 2.9. Under the assumptions of Theorems 2.1 and 2.8, let x0 and q(c0) = q(t,) be the respective constants in Theorems 2.7 and 2.8. Define the following one-sided generalized N-wave N(x, t) = u, for x < x0 + o(u,, ul*> t, for x > f'(u,)t -!-dw(u,)t + x0, otherwise.
Then we haue (i) there exists t, > 0, such fhat xl(t) = x, + u(u,, $)t for all t > t,, (ii) Ju(x, t) -N(x, t)l <A-'O(S) t-' for x between x, + u(u,, $)t and min(x,(t),S(u,) t + d2q( ao)f"(u,) t + x0 j.
(iii) [xr(t) -f'(u,)t -&qb >f%,)t i = O(S), (iv) ] 24(x, t) -N(x, t)j < O(S) t-l'* for x between x,(t) and f'(u,)t + d2q(oo)S"(u,)t +x0, where A = min((ui),).(,~RS'(u).
Remark. We have a similar theorem for the case u, < uI* < u,.
Proof: Let -X(t) =x,(t) -x0 -f'(uF) t, then Proof: If a < 0, then the solution u,(x, t) is u,(x, t) = 0 for x < x1(t), for x,(t) < x <x2(t), O<t<t,, =(Y for x2(t) < x < x3(t), =o for x,(t) < x, z&(x, t) = 0 for x <x,(t), Similarly we can consider the case a > 0. This completes the proof. Q.E.D. (i) . Ifp(0) < 0, then we want to prove that the maximum point x,(t) as defined in (iii) is a shock curve with z&,(t) -0. t) < 0 and 0 < z+,(t) + 0, t) < u(x,(t) -0, f)*. If u(x, r) is continuous at x,(t), then u(x,(t). t) = 0 and u(x,(t) -E, t) < 0:
u(x,(f) -t-E, t) > 0 for sufficiently small E > 0. But this is impossible, because the characteristics from the immediate left-hand side of x,(t) will intersect the characteristics from x,(t) immediately. Thus x,(t) must be a shock curve. It is then obvious that u(x,(t) -O1 t) ( 0 and 0 < ~(xJt> + 0, t) < u(x,(t) -0, t)". Thus This proves (iii); (iv) follows from Liu [9, Theorem l(i) ]. To prove (v), first, we use the solution u,Jx, f) to prove that u(x, t) > u,(x, t) > (u,)** for all t > t, , where m is the intimum of U(X, 0) and f, is some constant greater than zero. This is by direct construction of the solution u,,,(x, f). We do not want to repeat it here. Assume that the maximum point in the definition of q(f) is taken place at X(t). Since U(X, f) > (u,)**, for all f > t,, X(f) cannot be a shock curve. Hence u(x, t) is continuous at the point X(f) and u(X(f), f) = u,. Direct calculation of q'(f) will prove (v). Q.E.D. 
