In this paper, a phase eld system of Penrose Fife type with non conserved order parameter is considered. A class of time discrete schemes for an initial boundary value problem for this phase eld system is presented. In three space dimensions, convergence is proved and an error estimate is derived. For one scheme, this error estimate is linear with respect to the time step size.
Introduction
In PF90], Penrose and Fife derived a phase eld system modeling the dynamics of di usive phase transitions. In the case of a non conserved order parameter, their approach leads to the following system: c 0 t + 0 ( ) t + 1 = g; This system determines the evolution of the order parameter and the absolute temperature . Here, c 0 and denote the physical data speci c heat and thermal conductivity, which are supposed to be positive constants. The datum g represents heat sources or sinks, and stands for a positive space dependent relaxation coe cient. Choosing this coe cient in a particular way, an anisotropic growth can be simulated. " is a positive relaxation coe cient and denotes the subdi erential of the convex but non smooth part of a potential on R, while ? corresponds to the non convex but di erentiable part of the potential. The latent heat of the phase transition is represented by 0 ( ). In the context of solid liquid phase transitions, one typically has a quadratic or linear function and The results in this work cover all these situations. Its main novelty is a time discrete scheme for an initial boundary value problem for the phase eld system (1.1) (1.2) such that in three space dimensions an error estimate linear with respect to the time step size h can be derived. Moreover, a general class of time discrete schemes is investigated, including some which are explicit in the approximation of 0 ( ) or 0 ( ). For these schemes an error estimate is derived, which is linear with respect to h in two space dimensions and still nearly linear in three space dimensions. In Hor93], Horn considers a time discrete scheme in one space dimension for the Penrose Fife system for quadratic and . He derives an error estimate of order p h. In previous works Kle97a, Kle97b] of the author a time discrete scheme for a simpli ed Penrose Fife system with linear and linear or quadratic has been considered and an error estimate of order p h has been shown. Using the time discrete scheme, the existence of a unique solution to the Penrose Fife system is proved. This result is a minor novelty of this paper, because of the weakened regularity assumption used for and . These functions are supposed to be C 1 functions on R with 0 and 0 locally Lipschitz continuous such that the Lipschitz constants ful ll some growth conditions. Until now, in papers concerning existence, uniqueness, and regularity of similar Penrose Fife systems these functions are supposed to be at least C 2 functions with 00 bounded (see, e.g. HLS96, HSZ96, Lau93, Lau95, SZ93] or C 1 functions with 0 global Lipschitz (see KN94]) resp. convex (see DK96] ). The same holds for papers like CL98, CS98, CLS, Lau98], where more general heat ux laws are considered. The layout of this paper is as follows: In Section 2, a precise formulation of the considered phase eld system is given, the class of time discrete schemes is introduced, and the existence and approximation results are presented. The remaining sections are devoted to the proof of these results. In Section 3, estimates concerning the approximation of the data are derived and the existence of a solution to the scheme is shown under the additional assumption that the domain D( ) is bounded. Uniform estimates for a solution to the scheme are derived in Section 4. Based on these results, the existence of a unique solution to the scheme is proved in Section 5. This is done by considering the time discrete scheme with replaced by + @I ?C;C] , where I ?C;C] denotes the indicator function of the interval ?C; C] for some su ciently big C > 0. In Section 6, the error estimates are derived, and the existence of a unique solution to the Penrose Fife system is proved.
2 The Penrose Fife system and the time discrete schemes
In this section, a precise formulation of the considered phase eld system of Penrose Fife type is given. Moreover, existence results and approximation results for a class of time discrete schemes are presented.
The phase eld system
In the sequel, If one chooses this function as 0 d , the approximation for 0 ( ) t used in the discrete energy balance (2.4c) will coincide with the discrete di erential quotient arising in the approximation of ( ( )) t . 3 Some properties of the approximation of the data and a special existence result
To prepare the proof of the theorems and the corollary in the last section, some notations will be xed and some properties for the approximation of the data will be proved. Moreover, the existence of a unique solution will be shown, under the additional condition that D( ) is bounded.
In the sequel, we use the notation k k p for the L p ( ) norm, for all p 2 1; 1]. Moreover, k k 2 will also be used for the (L 2 ( )) 2 resp. (L 2 ( )) 3 norm.
Properties of the data and their approximations
In the following lemma it is shown that those approximations discussed in Remark 2.2 ful ll the condition (A6). Now, we see immediately that (2.5) holds under the considered assumptions. Proof. From (2.4f), we get 0 ; u 0 ; 0 ; 0 . Now, we assume that m?1 2 L 2 ( ); m?1 2 H 2 ( ) for some m 2 f1; : : :; Kg are given. To show that there exists a solution to the system in (D Z ), i.e. to (2.4a) (2.4e), we will rst consider the discrete energy balance equation and the discrete equation for the order parameter separately. Afterwards, we will rewrite the system as a xed point problem and apply Schauder's xed point theorem. By translating the proof of Br 71, Corollary 13], we see that the operator corresponding to (3.4) and the left hand side of (3.5) is maximal monotone. By showing that this operator is also coercive, we obtain that the operator is also surjective. The injectivity follows by estimating the di erence between two given solutions. Details can be found in Kle97a, for some B > k 0 k 1 . In the light of (A1), we see that is a convex, lower semicontinuous function with 0
Now, a modi ed version of the time discrete scheme is considered, where in (D Z ), i.e. in (2.4b), is replaced by . Let any solution to this scheme be given.
In the sequel, C i , for i 2 N, will always denote positive generic constants, independent of the decomposition Z, the considered choice of , and the solution itself. The following Lemmas use ideas from HSZ96, SZ93, CS97, Hor93, HS, Lau93, Lau94, Kle97a] Lemma 4.1. a) There is a positive constant C 1 such that Because of (4.5), (A6), (A2) ; we obtain from (4.13), (A5), the discrete version of Gronwall's lemma, and (4.6) that (4.9) is satis ed. Therefore, (4.10) holds because of (4.14). Now, owing to (AP.1), (4.9), (4.6), and Young's inequality, we observe that , and Young's inequality, we observe that the sequence ( m;n ) n2N is bounded in H 1 ( ). Hence, the sequence ( m;n ) n2N is bounded in L 2 ( ), because of (4.33). Comparing the terms in (4.29), using (4.30) and Lemma AP.4, we see that ( m;n ) n2N is also bounded in H 2 ( ).
Thus, there is a 2 H 2 ( ) and a 2 L 2 ( ) such that, for some subsequences, m;n i ! weakly in H 2 ( ); strongly in H 1 ( ); 
We assume that (A1) (A6) hold. In the framework of Theorem 2.1, we obtain from (A6) that we have positive constants h and C 5 such that (2.7) is satis ed. We assume that jZj h . In the framework of Corollary 2.1, it is part of the assumptions that jZj h where h and C 5 are positive constants ful lling (2.7).
Because of (A4) and Sobolev's embedding Theorem, we see that k 0 k 1 is nite. to the scheme (D Z ). Hence, the estimates in the last section are valid for both solutions.
In the sequel, C i , for i 2 N, will always denote positive generic constants, independent of the decomposition Z and the considered solutions. Thanks to (2.4f), we have 
m . Using (2.4b), (2.4c), (2.4e), Green's formula, and (5.2), we deduce Therefore, if we assume that jZj c 2C 4
, we obtain I 1 +I 2 C 2 2 ku m k 2 + c 2hm k m k 2 : Combining this with (5.6), (5.3), and (5.5), we see that (5.9) is satis ed.
Since we have shown that the scheme has a unique solution, if jZj is su ciently small, Theorem 2.1 is proved.
6 Proof of Theorem 2.2 and Theorem 2.3
We assume that (A1) (A4) and (A6) hold. Thanks to (A6), we have positive constants h and C 5 such that (2.7) is satis ed.
Properties of the approximations
In this section, we only consider decompositions Z with (A5) and jZj su ciently small. Hence, (6.11) holds because of (4.15).
Error estimates
Now, we estimate the di erence between the approximation and one exact solution. Here, ideas from CS97, Col96, Kle97a, NSV] are used. (6.39) Thus, (6.37), (6.6), and (6.7) yield that = ( ) a.e. on T . Hence, using (2.12) (2.20), (6.37) (6.39), and (6.3) (6.10), we can pass to the limit in (6.2a) (6.2h) and obtain that ( ; u; ; ) is a solution to the Penrose Fife system (PF). Details can be found in Kle97a, Sec. 8]. It remains to show that this solution is unique. Let ( ; u ; ; ) be any solution to the Penrose Fife system (PF). Since we can apply Lemma 6.3 for this solution, using (6.15) and the convergences (2.12) (2.19) yields that = ; u = u; = a.e. in T : Comparing the terms in (2.1f), we see that the two solutions coincide.
Proof of Theorem 2.3
Proof. Thanks to (2.1d), (6.2d), H lder's inequality, (2.9), (2.10), and (6. Moreover, we have ? b Z 2 C( 0; T]; L 2 ( )), because of (6.2b) and (2.1b). Hence, we obtain from (6.14) and Young's inequality that Therefore, by comparing the terms in (6.19), and using (6.10) and (6. 
