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Multipath Matching Pursuit
Suhyuk (Seokbeop) Kwon, Student Member, IEEE, Jian Wang, Student Member, IEEE, and
Byonghyo Shim, Senior Member, IEEE
Abstract—In this paper, we propose an algorithm referred to
as multipath matching pursuit (MMP) that investigates multiple
promising candidates to recover sparse signals from compressed
measurements. Our method is inspired by the fact that the
problem to find the candidate that minimizes the residual is
readily modeled as a combinatoric tree search problem and the
greedy search strategy is a good fit for solving this problem. In the
empirical results as well as the restricted isometry property (RIP)
based performance guarantee, we show that the proposed MMP
algorithm is effective in reconstructing original sparse signals for
both noiseless and noisy scenarios.
Index Terms—Compressive sensing (CS), sparse signal recov-
ery, orthogonal matching pursuit, greedy algorithm, restricted
isometry property (RIP), Oracle estimator.
I. INTRODUCTION
In recent years, compressed sensing (CS) has received
much attention as a means to reconstruct sparse signals from
compressed measurements [1]–[8]. Basic premise of CS is
that the sparse signals x ∈ Rn can be reconstructed from
the compressed measurements y = Φx ∈ Rm even when the
system representation is underdetermined (m < n), as long as
the signal to be recovered is sparse (i.e., number of nonzero
elements in the vector is small). The problem to reconstruct an
original sparse signal is well formulated as an ℓ0-minimization
problem and K-sparse signal x can be accurately reconstructed
using m = 2K measurements in a noiseless scenario [2].
Since the ℓ0-minimization problem is NP-hard and hence not
practical, early works focused on the reconstruction of sparse
signals using the ℓ1-norm minimization technique (e.g., basis
pursuit [2]).
Another line of research, designed to further reduce the
computational complexity of the basis pursuit (BP), is the
greedy search approach. In a nutshell, greedy algorithms
identify the support (index set of nonzero elements) of the
sparse vector x in an iterative fashion, generating a series
of locally optimal updates. In the well-known orthogonal
matching pursuit (OMP) algorithm, the index of column that is
best correlated with the modified measurements (often called
residual) is chosen as a new element of the support in each
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iteration [4]. Therefore, it is not hard to observe that if at least
one incorrect index is chosen in the middle of the search, the
output of OMP will be simply incorrect. In order to mitigate
the algorithmic weakness of OMP, modifications of OMP, such
as inclusion of thresholding (e.g., StOMP [9]), selection of in-
dices exceeding the sparsity level followed by a pruning (e.g.,
CoSaMP [10] and SP [11]), and multiple indices selection
(e.g., gOMP [12]), have been proposed. These approaches
are better than OMP in empirical performance as well as
theoretical performance guarantee, but their performance in
the noisy scenario is far from being satisfactory, especially
when compared to the best achievable bound obtained from
Oracle estimator.1
The main goal of this paper is to go further and pursue a
smart grafting of two seemingly distinct principles: combina-
toric approach and greedy algorithm. Since all combinations
of K-sparse indices can be interpreted as candidates in a tree
(see Fig. 1) and each layer of the tree can be sorted by the
magnitude of the correlation between the column of sensing
matrix and residual, the problem to find the candidate that
minimizes the residual is readily modeled as a combinatoric
tree search problem. Note that in many disciplines, the tree
search problem is solved using an efficient search algorithm,
not by the brute-force enumeration. Well-known examples
include Viterbi decoding for maximum likelihood (ML) se-
quence detection [13], sphere decoding for ML detection
[14], [15], and list sphere decoding for maximum a posteriori
(MAP) detection [16]. Some of these return the optimal
solution while others return an approximate solution, but the
common wisdom behind these algorithms is that they exploit
the structure of tree to improve the search efficiency.
In fact, the proposed algorithm, henceforth referred to as
multipath matching pursuit (MMP), performs the tree search
with the help of the greedy strategy. Although each candidate
brings forth multiple children and hence the number of candi-
dates increases as an iteration goes on, the increase is actually
moderate since many candidates are overlapping in the middle
of search (see Fig. 1). Therefore, while imposing reasonable
computational overhead, the proposed method achieves con-
siderable performance gain over existing greedy algorithms. In
particular, when compared to the variations of OMP which in
essence trace and output the single candidate, MMP examines
multiple full-blown candidates and then selects the final output
in the last minutes so that it improves the chance of selecting
the true support substantially.
The main contributions of this paper are summarized as
follows:
1The estimator that has prior knowledge on the support is called Oracle
estimator.
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(a) OMP (b) MMP
Fig. 1. Comparison between the OMP and the MMP algorithm (L = 2 and K = 3).
• We present a new sparse signal recovery algorithm,
termed MMP, for pursuing efficiency in the reconstruction
of sparse signals. Our empirical simulations show that the
recovery performance of MMP is better than the existing
sparse recovery algorithms, in both noiseless and noisy
scenarios.
• We show that the perfect recovery of any K-sparse signal
can be ensured by the MMP algorithm in the noiseless
scenario if the sensing matrix satisfies the restricted isom-
etry property (RIP) condition δL+K <
√
L√
K+2
√
L
where L
is the number of child paths for each candidate (Theorem
3.9). In particular, if L = K , the recovery condition is
simplified to δ2K < 0.33. This result, although slightly
worse than the condition of BP (δ2K <
√
2− 1), is fairly
competitive among conditions of state of the art greedy
recovery algorithms (Remark 3.10).
• We show that the true support is identified by the MMP
algorithm if minx 6=0 |x| ≥ c‖v‖2 where v is the noise
vector and c is a function of δ2K (Theorem 4.2). Under
this condition, which in essence corresponds to the high
signal-to-noise ratio (SNR) scenario, we can remove all
non-support elements and columns associated with these
so that we can obtain the best achievable system model
y = ΦTxT +v where ΦT and xT are the sensing matrix
and signal correspond to the true support T , respectively
(refer to the notations in the next paragraph). Remarkably,
in this case, the performance of MMP becomes equivalent
to that of the least square (LS) method of the overdeter-
mined system (often referred to as Oracle LS estimator
[17]). Indeed, we observe from empirical simulations that
MMP performs close to the Oracle LS estimator in the
high SNR regime.
• We propose a modification of MMP, referred to as
depth-first MMP (MMP-DF), for strictly controlling the
computational complexity of MMP. When combined
with a properly designed search strategy termed modulo
strategy, MMP-DF performs comparable to the original
(breadth-first) MMP while achieving substantial savings
in complexity.
The rest of this paper is organized as follows. In Section II,
we introduce the proposed MMP algorithm. In Section III,
we analyze the RIP based condition of MMP that ensures
the perfect recovery of sparse signals in noiseless scenario.
In Section IV, we analyze the RIP based condition of MMP
to identify the true support from noisy measurements. In
Section V, we discuss a low-complexity implementation of
the MMP algorithm (MMP-DF). In Section VI, we provide
numerical results and conclude the paper in Section VII.
We briefly summarize notations used in this paper. xi is the
i-th element of vector x. I1−I2 = I1\(I1∩I2) is the set of all
elements contained in I1 but not in I2. |Λ| is the cardinality of
Λ. ΦΛ ∈ Rm×|Λ| is a submatrix of Φ that contains columns
indexed by Λ. For example, if Φ = [φ1 φ2 φ3 φ4] and Λ =
{1, 3}, then ΦΛ = [φ1 φ3]. Let Ω = {1, 2, . . . , n} be the
column indices of matrix Φ, then T = {i | i ∈ Ω, xi 6= 0} and
TC = {j | j ∈ Ω, xj = 0} denote the support of vector x and
its complement, respectively. ski is the i-th candidate in the k-
th iteration and Sk = {sk1 , sk2 , . . . , sku} is the set of candidates
in the k-th iteration. Ωk is a set of all possible combinations
of k columns in Φ. For example, if Ω = {1, 2, 3} and k = 2,
then Ωk = {{1, 2} , {1, 3} , {2, 3}}. Φ′ is a transpose matrix
of Φ. If Φ is full column rank, then Φ† = (Φ′Φ)−1Φ′ is
the Moore-Penrose pseudoinverse of Φ. PΛ = ΦΛΦ†Λ and
P⊥Λ = I − PΛ are the projections onto span(ΦΛ) and the
orthogonal complement of span(ΦΛ), respectively.
II. MMP ALGORITHM
Recall that the ℓ0-norm minimization problem to find out
the sparsest solution of an underdetermined system is given
by
min
x
‖x‖0 subject to Φx = y. (1)
In finding the solution of this problem, all candidates (combi-
nation of columns) satisfying the equality constraint should be
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tested. In particular, if the sparsity level and the signal length
are set to K and n, respectively, then
(
n
K
)
candidates should
be investigated, which is obviously prohibitive for large n and
nontrivial K [1]. In contrast, only one candidate is searched
heuristically in the OMP algorithm [4]. Although OMP is
simple to implement and also computationally efficient, due
to the selection of the single candidate in each iteration, it
is very sensitive to the selection of index. As mentioned, the
output of OMP will be simply wrong if an incorrect index
is chosen in the middle of the search. In order to reduce
the chance of missing the true index and choosing incorrect
one, various approaches investigating multiple indices have
been proposed. In [9], StOMP algorithm identifying more than
one indices in each iteration was proposed. In this approach,
indices whose magnitude of correlation exceeds a deliberately
designed threshold are chosen [9]. In [10] and [11], CoSaMP
and SP algorithms maintaining K support elements in each
iteration were introduced. In [12], another variation of OMP,
referred to as generalized OMP (gOMP), was proposed. By
choosing multiple indices corresponding to N(> 1) largest
correlation in magnitude in each iteration, gOMP reduces the
misdetection probability at the expense of increase in the false
alarm probability.
While these approaches exploit multiple indices to im-
prove the reconstruction performance of sparse signals, they
maintain a single candidate in the search process. Whereas,
the proposed MMP algorithm searches multiple promising
candidates and then chooses one minimizing the residual in
the final moment. In this sense, one can think of MMP as
an approximate algorithm to find the candidate minimizing
the cost function J(x) = ‖y − Φx‖2 subject to the sparsity
constraint ‖x‖0 = K . Due to the investigation of multiple
promising full-blown candidates, MMP improves the chance
of selecting the true support. In fact, noting that the effect
of the random noise vector cannot be accurately judged by
just looking at the partial candidate, and more importantly,
incorrect decision affects subsequent decision in many greedy
algorithms,2 it is not hard to convince oneself that the strategy
to investigate multiple candidates is effective in noisy scenario.
We compare operations of the OMP and MMP algorithm in
Fig. 1. While a single path (candidate) is maintained for all
iterations of the OMP algorithm, each path generates L child
paths in the MMP algorithm.3 In the k-th iteration, L indices
of columns π˜1, · · · π˜L that are maximally correlated with the
residual4 become new elements of the child candidates (i.e.,
{π˜1, · · · π˜L} = arg max|π|=L ‖(Φ
′rk−1i )π‖22). At a glance, it seems
that the number of candidates increases by the factor of L in
each iteration, resulting in LK candidates after K iterations.
In practice, however, the number of candidates increases
moderately since large number of paths is overlapping during
the search. As illustrated in the Fig. 1(b), s33 = {2, 5, 4} is the
2This phenomenon is similar to the error propagation problem in the
successive interference cancellation [18]
3In this paper, we use path and candidate interchangeably.
4The residual is expressed as rk−1i = y −Φsk−1
i
xˆ
s
k−1
i
where sk−1i is
the i-th candidate in the (k− 1)-th iteration and xˆ
s
k−1
i
is the estimate of xˆ
using columns indexed by sk−1i .
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Fig. 2. The number of candidates for K-sparse signal recovery (averages of
1000 trials with L = 2). The MMP algorithm in this section is considered
as the breadth-first MMP. In Section V, we present a low-complexity MMP
algorithm based on the depth-first search (MMP-DF).
child of s22 = {2, 5} and s24 = {4, 5} and s31 = {2, 1, 4} is
the child of s21 = {2, 1} and s23 = {4, 1} so that the number
of candidates in the second iteration is 4 but that in the third
iteration is just 5. Indeed, as shown in Fig. 2, the number of
candidates of MMP is much smaller than that generated by
the exhaustive search. In Table I, we summarize the proposed
MMP algorithm.
III. PERFECT RECOVERY CONDITION FOR MMP
In this section, we analyze a recovery condition under which
MMP can accurately recover K-sparse signals in the noiseless
scenario. Overall, our analysis is divided into two parts. In
the first part, we consider a condition ensuring the successful
recovery in the initial iteration (k = 1). In the second part, we
investigate a condition guaranteeing the success in the non-
initial iteration (k > 1). By success we mean that an index of
the true support T is chosen in the iteration. By choosing the
stricter condition between two as our final recovery condition,
the perfect recovery condition of MMP can be identified.
In our analysis, we use the RIP of the sensing matrix Φ.
A sensing matrix Φ is said to satisfy the RIP of order K if
there exists a constant δ(Φ) ∈ (0, 1) such that
(1− δ(Φ))‖x‖22 ≤ ‖Φx‖22 ≤ (1 + δ(Φ))‖x‖22 (2)
for any K-sparse vector x. In particular, the minimum of all
constants δ(Φ) satisfying (2) is called the restricted isometry
constant δK(Φ). In the sequel, we use δK instead of δK(Φ)
for notational simplicity. Roughly speaking, we say a matrix
satisfies the RIP if δK is not too close to one. Note that if δK ≈
1, then it is possible that ‖Φx‖22 ≈ 0 (i.e., x is in the nullspace
of Φ) so that the measurements y = Φx do not preserve
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TABLE I
THE MMP ALGORITHM
Input: measurement y, sensing matrix Φ, sparsity K , number of path L
Output: estimated signal xˆ
Initialization: k := 0 (iteration index), r0 := y (initial residual), S0 := {∅}
while k < K do
k := k + 1, u := 0, Sk := ∅
for i = 1 to |Sk−1| do
π˜ := arg max
|π|=L
‖(Φ′rk−1i )π‖
2
2
(choose L best indices)
for j = 1 to L do
stemp := s
k−1
i ∪ {π˜j} (construct a temporary path)
if stemp 6∈ Sk then (check if the path already exists)
u := u+ 1 (candidate index update)
sku := stemp (path update)
Sk := Sk ∪ {sku} (update the set of path)
xˆku := Φ
†
sku
y (perform estimation)
rku := y−Φsku
xˆku (residual update)
end if
end for
end for
end while
u∗ := argmin ‖rKu ‖
2
2
(find index of the best candidate)
s∗ := sKu∗
return xˆ = Φ†
s∗
y
any information on x and the recovery of x would be nearly
impossible. On the other hand, if δK ≈ 0, the sensing matrix
is close to orthonormal so that the reconstruction of x would
be guaranteed almost surely. In many algorithms, therefore,
the recovery condition is expressed as an upper bound of the
restricted isometry constant (see Remark 3.10).
Following lemmas, which can be easily derived from the
definition of RIP, will be useful in our analysis.
Lemma 3.1 (Monotonicity of the restricted isometry constant
[1]): If the sensing matrix Φ satisfies the RIP of both orders
K1 and K2, then δK1 ≤ δK2 for any K1 ≤ K2.
Lemma 3.2 (Consequences of RIP [1]): For I ⊂ Ω, if δ|I| <
1 then for any x ∈ R|I|,(
1− δ|I|
) ‖x‖2 ≤ ‖Φ′IΦIx‖2 ≤ (1 + δ|I|) ‖x‖2 , (3)
1
1 + δ|I|
‖x‖2 ≤ ‖ (Φ′IΦI)−1 x‖2 ≤
1
1− δ|I| ‖x‖2 . (4)
Lemma 3.3 (Lemma 2.1 in [19]): Let I1, I2 ⊂ Ω be two
disjoint sets (I1 ∩ I2 = ∅). If δ|I1|+|I2| < 1, then∥∥Φ′I1ΦI2x∥∥2 ≤ δ|I1|+|I2| ‖x‖2 (5)
holds for any x.
Lemma 3.4: For m× n matrix Φ, ‖Φ‖2 satisfies
‖Φ‖2 =
√
λmax(Φ′Φ) ≤
√
1 + δmin(m,n) (6)
where λmax is the maximum eigenvalue.
A. Success Condition in the First Iteration
In the first iteration, MMP computes the correlation between
measurements y and each column φi of Φ and then selects
L indices whose column has largest correlation in magnitude.
Let Λ be the set of L indices chosen in the first iteration, then
‖Φ′Λy‖2 = max|I|=L
√∑
i∈I
|〈φi,y〉|2. (7)
Following theorem provides a condition under which at least
one correct index belonging to T is chosen in the first iteration.
Theorem 3.5: Suppose x ∈ Rn is K-sparse signal, then
among L(≤ K) candidates at least one contains the correct
index in the first iteration of the MMP algorithm if the sensing
matrix Φ satisfies the RIP with
δK+L <
√
L√
K +
√
L
. (8)
Proof: From (7), we have
1√
L
‖Φ′Λy‖2 =
1√
L
max
|I|=L
√∑
i∈I
|〈φi,y〉|2
= max
|I|=L
√
1
|I|
∑
i∈I
|〈φi,y〉|2
≥
√
1
|T |
∑
i∈T
|〈φi,y〉|2
=
1√
K
‖Φ′Ty‖2 (9)
where |T | = K . Since y = ΦTxT , we further have
‖Φ′Λy‖2 ≥
√
L
K
‖Φ′TΦTxT ‖2
≥
√
L
K
(1− δK) ‖x‖2 (10)
where (10) is due to Lemma 3.2.
On the other hand, when an incorrect index is chosen in the
first iteration (i.e., Λ ∩ T = ∅),
‖Φ′Λy‖2 = ‖Φ′ΛΦTxT ‖2 ≤ δK+L ‖x‖2 , (11)
where the inequality follows from Lemma 3.3. This inequality
contradicts (10) if
δK+L ‖x‖2 <
√
L
K
(1− δK) ‖x‖2 . (12)
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In other words, under (12) at least one correct index should
be chosen in the first iteration (T 1i ∈ Λ). Further, since δK ≤
δK+N by Lemma 3.1, (12) holds true if
δK+L ‖x‖2 <
√
L
K
(1− δK+L) ‖x‖2 . (13)
Equivalently,
δK+L <
√
L√
K +
√
L
. (14)
In summary, if δK+L <
√
L√
K+
√
L
, then among L indices at
least one belongs to T in the first iteration of MMP.
B. Success Condition in Non-initial Iterations
Now we turn to the analysis of the success condition for
non-initial iterations. In the k-th iteration (k > 1), we focus
on the candidate sk−1i whose elements are exclusively from
the true support T (see Fig. 3). Our key finding is that at least
one of L indices generated from sk−1i is the element of T
under δK+L <
√
L√
K+2
√
L
. Formal description of our finding is
as follows.
Theorem 3.6: Suppose a candidate sk−1i includes indices
only in T , then among L child candidates at least one chooses
an index in T under
δK+L <
√
L√
K + 2
√
L
. (15)
Before we proceed, we provide definitions and lemmas
useful in our analysis. Let fj be the j-th largest correlated
index in magnitude between rk−1i and {φj}j∈TC (set of
incorrect indices). That is,
fj = arg max
u∈TC\{f1,...,f(j−1)}
∣∣〈φu, rk−1i 〉∣∣ .
Let FL be the set of these indices (FL = {f1, f2, · · · , fL}).
Also, let αkj be the j-th largest correlation in magnitude
between rk−1i and columns indexed by fj . That is,
αkj =
∣∣〈φfj , rk−1i 〉∣∣ . (16)
Note that αkj are ordered in magnitude (αk1 ≥ αk2 ≥ · · · ).
Finally, let βkj be the j-th largest correlation in magnitude
between rk−1i and columns whose indices belong to T −sk−1i
(the set of remaining true indices). That is,
βkj =
∣∣〈φϕj , rk−1i 〉∣∣ (17)
where ϕj = arg max
u∈(T−sk−1)\{ϕ1,...,ϕj−1}
∣∣〈φu, rk−1i 〉∣∣. Similar
to αkj , β
k
j are ordered in magnitude (βk1 ≥ βk2 ≥ · · · ). In the
following lemmas, we provide an upper bound of αkL and a
lower bound of βk1 , respectively.
Lemma 3.7: Suppose a candidate sk−1i includes indices only
in T , then αkL satisfies
αkL ≤
(
δL+K−k+1 +
δL+k−1δK
1− δk−1
) ∥∥∥xT−sk−1
i
∥∥∥
2√
L
. (18)
Proof: See Appendix A.
Lemma 3.8: Suppose a candidate sk−1i includes indices only
in T , then βk1 satisfies
βk1 ≥
(
1− δK−k+1 −
√
1 + δK−k+1
√
1 + δk−1δK
1− δk−1
)
·
∥∥∥xT−sk−1
i
∥∥∥
2√
K − k + 1 . (19)
Proof: See Appendix B.
Proof of Theorem 3.6: From the definitions of αkj and
βkj , it is clear that a sufficient condition under which at least
one out of L indices is true in the k-th iteration of MMP is
(see Fig. 4)
βk1 > α
k
L (20)
First, from Lemma 3.1 and 3.7, we have
αkL ≤
(
δL+K−k+1 +
δL+k−1δK
1− δk−1
) ∥∥∥xT−sk−1
i
∥∥∥
2√
L
≤
(
δL+K +
δL+KδL+K
1− δL+K
) ∥∥∥xT−sk−1
i
∥∥∥
2√
L
=
δL+K
1− δL+K
∥∥∥xT−sk−1
i
∥∥∥
2√
L
. (21)
Also, from Lemma 3.1 and 3.8, we have
βk1 ≥
(
1− δK−k+1 − δ
2
K
1− δk−1
) ∥∥∥xT−sk−1
i
∥∥∥
2√
K − k + 1
≥
(
1− δL+K −
δ2L+K
(1− δL+K)
) ∥∥∥xT−sk−1
i
∥∥∥
2√
K − k + 1
=
1− 2δL+K
1− δL+K
∥∥∥xT−sk−1
i
∥∥∥
2√
K − k + 1 . (22)
Using (21) and (22), we obtain the sufficient condition of (20)
as
1− 2δL+K
1− δL+K
∥∥∥xT−sk−1
i
∥∥∥
2√
K − k + 1 >
δL+K
1− δL+K
∥∥∥xT−sk−1
i
∥∥∥
2√
L
. (23)
Rearranging (23), we further have
δL+K <
√
L√
K − k + 1 + 2√L. (24)
Since
√
K − k + 1 < √K for k > 1, (24) holds under
δL+K <
√
L√
K+2
√
L
, which completes the proof.
C. Overall Sufficient Condition
In Theorems 3.5 and 3.6, we obtained the RIP based recov-
ery conditions guaranteeing the success of the MMP algorithm
in the initial iteration
(
δK+L <
√
L√
K+
√
L
)
and non-initial
iterations
(
δK+L <
√
L√
K+2
√
L
)
. Following theorem states the
overall condition of MMP ensuring the accurate recovery of
K-sparse signals.
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Fig. 4. Comparison between αkN and βk1 . If βk1 > αkN , then among L indices chosen in the K-th iteration, at least one is from the true support T .
Theorem 3.9: MMP recovers K-sparse signal x from the
measurements y = Φx accurately if the sensing matrix
satisfies the RIP with
δK+L <
√
L√
K + 2
√
L
. (25)
Proof: Since the stricter condition between two becomes
the final recovery condition, it is immediate from Theorems
3.5 and 3.6 that MMP accurately recovers K-sparse signals
under (25).
Remark 3.10: When L = K , the perfect recovery condition
of MMP becomes δ2K < 0.33. When compared to the
conditions of the CoSaMP algorithm (δ4K < 0.1) [10], the
SP algorithm (δ3K < 0.165) [11], the ROMP algorithm
(δ2K < 0.03√log 2K ) [20], and the gOMP algorithm for N = K
(δK2 < 0.25) [12], we observe that the MMP algorithm pro-
vides more relaxed recovery condition, which in turn implies
that the set of sensing matrices for which the exact recovery
of the sparse signals is ensured gets larger.5
IV. RECOVERY FROM NOISY MEASUREMENTS
In this section, we investigate the RIP based condition
of MMP to identify the true support set T from noisy
5Note that since these conditions are sufficient, not necessary and sufficient,
direct comparison is not strictly possible.
measurements y = Φx + v where v is the noise vector.
In contrast to the noiseless scenario, our analysis is divided
into three parts. In the first and second parts, we consider
conditions guaranteeing the success in the initial iteration
(k = 1) and non-initial iterations (k > 1). Same as the
noiseless scenario, the success means that an index in T is
chosen in the iteration. While the candidate whose magnitude
of the residual is minimal (which corresponds to the output of
MMP) becomes the true support in the noiseless scenario, such
is not the case for the noisy scenario. Therefore, other than
two conditions we mentioned, we need an additional condition
for the identification of the true support in the last minute.6
Indeed, noting that one of candidates generated by MMP is the
true support T by two conditions, what we need is a condition
under which the candidate whose magnitude of the residual is
minimal becomes the true support. By choosing the strictest
condition among three, we obtain the condition to identify the
true support in the noisy scenario.
A. Success Condition in the First Iteration
Recall that in the first iteration, MMP computes the correla-
tion between y and φi and then selects L indices of columns
6Note that the accurate identification of the support T cannot be translated
into the perfect recovery of the original sparse signal due to the presence of
the noise.
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having largest correlation in magnitude. The following theo-
rem provides a sufficient condition to ensure the success of
MMP in the first iteration.
Theorem 4.1: If all nonzero elements xi in the K-sparse
vector x satisfy
|xi| > γ‖v‖2 (26)
where γ =
√
1+δL+K(
√
L+
√
K)√
LK−(
√
LK+K)δL+K
, then among L candidates at
least one contains true index in the first iteration of MMP.
Proof: Before we proceed, we present a brief overview
of the proof. Recalling the definition of αkL in (16), it is clear
that a (sufficient) condition of MMP for choosing at least one
correct index in the first iteration is
‖Φ′Ty‖∞ > α1L (27)
where α1L is the L-th largest correlation between y and ΦTC .
If we denote an upper bound α1L as Bu (i.e., Bu ≥ α1L) and a
lower bound ‖Φ′Ty‖∞ as Bl (i.e., ‖Φ′Ty‖∞ ≥ Bl), then it is
clear that (27) holds true under Bl > Bu. Since both Bl and
Bu are a function of xT , we can obtain the success condition
in the first iteration, expressed in terms of xT (see (26)).
First, using the norm inequality, we have
∥∥Φ′FLy∥∥2 ≥
∥∥Φ′FLy∥∥1√
L
≥ Lα
1
L√
L
=
√
Lα1L. (28)
Also, ∥∥Φ′FLy∥∥2 = ∥∥Φ′FL(ΦTxT + v)∥∥2
≤ ∥∥Φ′FLΦTxT ∥∥2 + ∥∥Φ′FLv∥∥2
(a)
≤ δL+K ‖xT ‖2 +
∥∥Φ′FLv∥∥2
≤ δL+K ‖xT ‖2 +
√
1 + δL ‖v‖2
(b)
≤ δL+K ‖xT ‖2 +
√
1 + δL+K ‖v‖2 (29)
where (a) and (b) follow from Lemma 3.3 and 3.1, respec-
tively. Using (28) and (29), we obtain an upper bound of α1L
as
α1L ≤ Bu =
δL+K ‖xT ‖2 +
√
1 + δL+K ‖v‖2√
L
. (30)
We next consider a lower bound Bl of ‖Φ′Ty‖∞. First, it
is clear that
‖Φ′Ty‖∞ ≥
‖Φ′Ty‖2√
K
. (31)
Furthermore,
‖Φ′Ty‖2 = ‖Φ′T (ΦTxT + v)‖2
≥ ‖Φ′TΦTxT ‖2 − ‖Φ′Tv‖2
≥ (1− δK) ‖xT ‖2 − ‖Φ′Tv‖2
≥ (1− δK) ‖xT ‖2 −
√
1 + δK ‖v‖2
≥ (1− δL+K) ‖xT ‖2 −
√
1 + δL+K ‖v‖2 . (32)
From (31) and (32), we obtain a lower bound of ‖Φ′Ty‖∞ as
‖Φ′Ty‖∞ ≥ Bl =
(1− δL+K) ‖xT ‖2 −
√
1 + δL+K ‖v‖2√
K
.
(33)
So far, we have obtained Bu in (30) and Bl in (33). Using
these, we obtain the sufficient condition of (27) as
(1− δL+K) ‖xT ‖2 −
√
1 + δL+K ‖v‖2√
K
>
δL+K ‖xT ‖2 +
√
1 + δL+K ‖v‖2√
L
. (34)
After some manipulations, we have
‖xT ‖2 >
√
1 + δL+K(
√
L+
√
K)√
L− (√L+√K)δL+K
‖v‖2. (35)
Since ‖xT ‖22 =
∑
j∈T x
2
j ≥ |T |mini∈T |xi|2 =
Kmini∈T |xi|2, (35) holds if
min
i∈T
|xi| >
√
1 + δL+K(
√
L+
√
K)
√
K
(√
L− (√L+√K)δL+K
)‖v‖2, (36)
which completes the proof.
B. Success Condition in Non-initial Iterations
When compared to the analysis for the initial iteration, non-
initial iteration part requires an extra effort in the construction
of the upper bound of αKL and the lower bound of βK1 .
Theorem 4.2: If all the nonzero elements xi in the K-sparse
vector x satisfy
|xi| > µ‖v‖2 (37)
where µ =
√
1+δL+K(1−δL+K)(
√
L+
√
K)√
L−(2√L+√K)δL+K , then among L can-
didates at least one contains the true index in the k-th iteration
of MMP.
Similar to the analysis of the noiseless scenario, key point of
the proof is that αkL < βk1 ensures the success in k-th iteration.
In the following two lemmas, we construct a lower bound of
αkL and an upper bound of βk1 , respectively.
Lemma 4.3: Suppose a candidate sk−1i includes indices only
in T , then αkL satisfies
αkL ≤
(
δL+K−k+1 +
δL+k−1δK
1− δk−1
) ∥∥∥xT−sk−1
i
∥∥∥
2√
L
+
√
1 + δL ‖v‖2√
L
. (38)
Proof: See Appendix C
Lemma 4.4: Suppose a candidate sk−1i includes indices only
in T , then βk1 satisfies
βk1 ≥
(
1− δK−k+1 −
√
1 + δK−k+1
√
1 + δk−1δK
1− δk−1
)
·
∥∥∥xT−sk−1
i
∥∥∥
2√
K − k + 1 −
√
1 + δK−k+1 ‖v‖2√
K − k + 1 . (39)
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Proof: See Appendix D
Proof of Theorem 4.2:
Using Lemma 4.3, we have
αkL ≤
(
δL+K−k+1 +
δL+k−1δK
1− δk−1
) ∥∥∥xT−sk−1
i
∥∥∥
2√
L
+
√
1 + δL ‖v‖2√
L
(40)
≤
(
δL+K +
δL+KδL+K
1− δL+K
) ∥∥∥xT−sk−1
i
∥∥∥
2√
L
+
√
1 + δL+K ‖v‖2√
L
(41)
=
δL+K
1− δL+K
∥∥∥xT−sk−1
i
∥∥∥
2√
L
+
√
1 + δL+K ‖v‖2√
L
(42)
where (41) follows from the monotonicity of the restricted
isometry constant. Using Lemma 4.4, we also have
βk1 ≥
(
1− δK−k+1 − δ
2
K
1− δk−1
) ∥∥∥xT−sk−1
i
∥∥∥
2√
K − k + 1
−
√
1 + δK−k+1 ‖v‖2√
K − k + 1 (43)
≥
(
1− δL+K −
δ2L+K
(1 − δL+K)
) ∥∥∥xT−sk−1
i
∥∥∥
2√
K − k + 1
−
√
1 + δL+K ‖v‖2√
K − k + 1 (44)
=
1− 2δL+K
1− δL+K
∥∥∥xT−sk−1
i
∥∥∥
2√
K − k + 1 −
√
1 + δL+K ‖v‖2√
K − k + 1 (45)
where (44) follows from Lemma 3.1.
Now, using (42) and (45), we obtain the sufficient condition
of βk1 > αkL as∥∥∥xT−sk−1
i
∥∥∥
2
>√
1 + δL+K(1− δL+K)(
√
L+
√
K − k + 1)√
L− (2√L+√K − k + 1)δL+K
‖v‖2 . (46)
In the non-initial iterations (2 ≤ k ≤ K), √K − k + 1 < √K
and
‖xT−sk−1
i
‖22 =
∑
j∈T−sk−1
i
|xj |2 ≥
∣∣T − sk−1i ∣∣min
i∈T
|xi|2 ≥ |xi|2 ,
so that (46) holds if
min
i∈T
|xi| >
√
1 + δL+K(1− δL+K)(
√
L+
√
K)√
L− (2√L+√K)δL+K
‖v‖2 (47)
which is the desired result.
C. Condition in the Final Stage
As mentioned, in the noiseless scenario, the candidate
whose magnitude of the residual is minimal becomes the
true support T . In other words, if s∗ = argmins ‖rs‖22, then
‖rs∗‖22 = 0 and also s∗ = T . Since this is not true for the
noisy scenario, an additional condition ensuring the selection
of true support is required. The following theorem provides a
condition under which the output of MMP (candidate whose
magnitude of the residual is minimal) becomes the true sup-
port.
Theorem 4.5: If all the nonzero coefficients xi in the K-
sparse signal vector x satisfy
|xi| ≥ λ‖v‖2 (48)
where λ =
√
2(1−δK)2
(1−δK)3−(1+δK)δ22K
, then
‖rT ‖ ≤ min
Γ∈ΩK
‖rΓ‖ (49)
where ΩK is the set of all possible combinations of K columns
in Φ.
Proof: First, one can observe that an upper bound of
‖rT ‖22 is
‖rT ‖22 = ‖P⊥T y‖22
= ‖P⊥T (ΦTxT + v) ‖22
= ‖P⊥TΦTxT +P⊥T v‖22
= ‖(ΦTxT −PTΦTxT ) +P⊥T v‖22
= ‖ΦTxT −ΦT (Φ′TΦT )−1Φ′TΦTxT +P⊥T v‖22
= ‖P⊥T v‖22
≤ ‖v‖22. (50)
Next, a lower bound of ‖rΓ‖22 is (see Appendix E)(
(1− δ|T−Γ|)−
(1 + δ|Γ|)δ2|Γ|+|T−Γ|
(1 − δ|Γ|)2
)
‖xT−Γ‖22 − ‖v‖22
≤ ‖rΓ‖22. (51)
From (50) and (51), it is clear that (49) is achieved if
‖xT−Γ‖22 ≥
2‖v‖22
(1 − δ|T−Γ|)−
(1+δ|Γ|)δ
2
|Γ|+|T−Γ|
(1−δ|Γ|)2
. (52)
Further, noting that |Γ| = K , |T−Γ| ≤ K , and |Γ|+|T−Γ| ≤
2K , one can see that (52) is guaranteed under
‖xT−Γ‖22 ≥
2(1− δK)2‖v‖22
(1− δK)3 − (1 + δK)δ22K
. (53)
Finally, since ‖xT−Γ‖22 =
∑
j∈T−Γ x
2
j ≥
|T − Γ|mini∈T |xi|2, (53) holds true under
min
i∈T
|xi|22 ≥
2(1− δK)2‖v‖22
(1− δK)3 − (1 + δK)δ22K
(54)
which completes the proof.
D. Overall Sufficient Condition
Thus far, we investigated conditions guaranteeing the suc-
cess of the MMP algorithm in the initial iteration (Theorem
4.1), non-initial iterations (Theorem 4.2), and also the con-
dition that the candidate whose magnitude of the residual is
minimal corresponds to the true support (Theorem 4.5). Since
one of candidates should be the true support by Theorem
4.1 and 4.2 and the candidate with the minimal residual
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corresponds to the true support by Theorem 4.5, one can
conclude that MMP outputs the true support under the strictest
condition among three.
Theorem 4.6: If all the nonzero coefficients xi in the sparse
signal vector x satisfy
|xi| ≥ ζ‖v‖2 (55)
where ζ = max (γ, µ, λ) and γ =
√
1+δL+K(
√
L+
√
K)√
LK−(
√
LK+K)δL+K
, µ =√
1+δL+K(1−δL+K)(
√
L+
√
K)√
L−(2√L+√K)δL+K , and λ =
√
2(1−δK)2
(1−δK)3−(1+δK)δ22K
,
then MMP chooses the true supports T .
Proof: Immediate from (26), (37), and (48).
Remark 4.7: When the condition in (55) is satisfied, which
is true for high SNR regime, the true support is identified and
hence all non-support elements and columns associated with
these can be removed from the system model. In doing so,
one can obtain the overdetermined system model
y = ΦTxT + v. (56)
Interestingly, the final output of MMP is equivalent to that of
the Oracle LS estimator
xˆ = Φ†Ty = xT +Φ
†
Tv (57)
and the resulting estimation error becomes J(xˆ) =
‖xT − xˆ‖2 = ‖Φ†Tv‖2. Also, when the a prior information
on signal and noise is available, one might slightly modify the
final stage and obtain the linear minimum mean square error
(LMMSE) estimate. For example, if the signal and noise are
uncorrelated and their correlations are σ2
x
and σ2
v
, respectively,
then
xˆ = σ2xΦ
′
T (σ
2
xΦTΦ
′
T + σ
2
vI)
−1y. (58)
In short, under (55), MMP fully identifies the location of
nonzero elements, converting the underdetermined system into
the overdetermined system in (56). As a final remark, we note
that the condition (55) is sufficient for the stable reconstruction
of K-sparse signals in the noisy scenario.
Remark 4.8: Under (55), the output of MMP satisfies
‖x− xˆ‖2 ≤ τ‖v‖2 (59)
where τ = 1√
1−δK .
Proof: Since s∗ = T under (55), ‖x− xˆ‖2 equals
‖xT − xˆs∗‖2 by ignoring non-support elements. Furthermore,
TABLE II
RELATIONSHIP BETWEEN THE SEARCH ORDER AND ITERATION ORDER
(L = 2, K = 4)
Search order ℓ Layer order (c1, c2, c3, c4) of sKℓ
1 (1, 1, 1, 1)
2 (2, 1, 1, 1)
3 (1, 2, 1, 1)
4 (2, 2, 1, 1)
5 (1, 1, 2, 1)
6 (2, 1, 2, 1)
.
.
.
.
.
.
16 (2, 2, 2, 2)
we have
‖xT − xˆs∗‖2 ≤
‖ΦT (xT − xˆs∗)‖2√
1− δ|T |
=
∥∥∥ΦTxT −ΦTΦ†s∗y∥∥∥
2√
1− δK
=
∥∥∥ΦTxT −ΦTΦ†s∗ (ΦTxT + v)∥∥∥
2√
1− δK
=
∥∥∥ΦTxT −ΦTΦ†s∗ΦTxT −ΦTΦ†s∗v∥∥∥
2√
1− δK
=
‖ΦTxT −ΦTxT −PTv‖2√
1− δK
=
‖PTv‖2√
1− δK
≤ ‖v‖2√
1− δK
,
which is the desired result.
V. DEPTH-FIRST MMP
The MMP algorithm described in the previous subsection
can be classified as a breadth first (BF) search algorithm that
performs parallel investigation of candidates. Although a large
number of candidates is merged in the middle of the search,
complexity overhead is still burdensome for high-dimensional
systems and also complexity varies among different realization
of Φ and x. In this section, we propose a simple modification
of the MMP algorithm to control its computational complexity.
In the proposed approach, referred to as MMP-DF, search
is performed sequentially and finished if the magnitude of
the residual satisfies a suitably chosen termination condition
(e.g., ‖rℓ‖2 = 0 in the noiseless scenario) or the number of
candidates reaches the predefined maximum value Nmax. Ow-
ing to the serialized search and the limitation on the number
of candidates being examined, the computational complexity
of MMP can be strictly controlled. For example, MMP-DF
returns to OMP for Nmax = 1 and the output of MMP-DF
will be equivalent to that of MMP-BF for Nmax = LK .
Since the search operation is performed in a serialized
manner, a question that naturally follows is how to set the
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search order of candidates to find out the solution as early
as possible. Clearly, a search strategy should offer a lower
computational cost than MMP-BF, yet ensures a high chance
of identifying the true support even when Nmax is small.
Intuitively, a search mechanism should avoid exploring less
promising paths and give priority to the promising paths. To
meet this goal, we propose a search strategy so called modulo
strategy. The main purpose of the modulo strategy is, while
putting the search priority to promising candidates, to avoid the
local investigation of candidates by diversifying search paths
from the top layer. Specifically, the relationship between ℓ-th
candidate sKℓ (i.e., the candidate being searched at order ℓ)
and the layer order ck of the modulo strategy is defined as
ℓ = 1 +
K∑
k=1
(ck − 1)Lk−1. (60)
By order we mean the order of columns based on the mag-
nitude of correlation between the column φi and residual rk.
Notice that there exists one-to-one correspondence between
the candidate order ℓ and the set of layer (iteration) orders
(c1, . . . , cK).
7 For example, if L = 2 and K = 4, then the set
of layer orders for the first candidate sK1 is (c1, c2, c3, c4) =
(1, 1, 1, 1) so that sK1 traces the path corresponding to the
best index (index with largest correlation in magnitude) for
all iterations (see Fig. 5). Hence, sK1 will be equivalent to the
path of the OMP algorithm. Whereas, for the second candidate
sK2 , the set of layer orders is (c1, c2, c3, c4) = (2, 1, 1, 1) so
that the second best index is chosen in the first iteration and
the best index is chosen for the rest.
Table II summarizes the mapping between the search order
and the set of layer orders for L = 2 and K = 4. When the
candidate order ℓ is given, the set of layer orders (c1, · · · , cK)
are determined by (60) and MMP-DF traces the path using
these layer orders. Specifically, in the first layer, index cor-
responding to the c1-th largest correlation in magnitude is
chosen. After updating the residual, in the second layer, index
corresponding to the c2-th largest correlation in magnitude is
added to the path. This step is repeated until the index in
the last layer is chosen. Once the full-blown candidate sKℓ
is constructed, MMP-DF searches the next candidate sKℓ+1.
After finding Nmax candidates, a candidate whose magnitude
of the residual is minimum is chosen as the final output. The
operation of MMP-DF is summarized in Table III.
Although the modulo strategy is a bit heuristic in nature, we
observe from numerical results in Section VI that MMP-DF
performs comparable to MMP-BF. Also, as seen in Fig. 2, the
number of candidates of MMP-DF is much smaller than that of
MMP-BF, resulting in significant savings in the computational
cost.
VI. NUMERICAL RESULTS
In this section, we evaluate the performance of recovery
algorithms including MMP through numerical simulations. In
our simulation, we use a random matrix Φ of size 100× 256
7One can think of (c1 − 1, . . . , ck − 1) as an unsigned L’s complement
representation of the number ℓ− 1
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Fig. 6. ERR performance of recovery algorithms as a function of sparsity K .
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Fig. 7. MSE performance of recovery algorithms as a function of SNR
(K=20).
whose entries are chosen independently from Gaussian dis-
tribution N (0, 1/m). We generate K-sparse signal vector x
whose nonzero locations are chosen at random and their
values are drawn from standard Gaussian distribution N (0, 1).
As a measure for the recovery performance in the noiseless
scenario, exact recovery ratio (ERR) is considered. In the
ERR experiment, accuracy of the reconstruction algorithms
can be evaluated by comparing the maximal sparsity level of
the underlying signals beyond which the perfect recovery is not
guaranteed (this point is often called critical sparsity). Since
the perfect recovery of original sparse signals is not possible
in the noisy scenario, we use the mean squared error (MSE)
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Fig. 5. Illustration of MMP-DF operation (L = 2 and K = 4).
TABLE III
THE MMP-DF ALGORITHM
Input:
Measurement y, sensing matrix Φ, sparsity K , number of expansion L,
stop threshold ǫ, max number of search candidate ℓmax
Output:
Estimated signal xˆ
Initialization:
ℓ := 0 (candidate order), ρ := ∞ (min. magnitude of residual)
while ℓ < ℓmax and ǫ < ρ do
ℓ := ℓ+ 1
r0 := y
[c1, . . . , cK ] := compute ck(ℓ, L) (compute layer order)
for k = 1 to K do (investigate ℓ-th candidate)
π˜ := arg max
|π|=L
‖(Φ′rk−1)π‖22 (choose L best indices)
skℓ := s
k−1
ℓ ∪ {π˜ck} (construct a path in k-th layer)
xˆk := Φ†
sk
ℓ
y (estimate xˆk in k-th layer)
rk := y −Φsk
ℓ
xˆk (update residual)
end for
if |rK | < ρ then (update the smallest residual)
ρ := |rK |
xˆ∗ := xˆK
end if
end while
return xˆ∗
function compute ck (ℓ, L)
temp := ℓ− 1
for k = 1 to K do
ck := mod (temp, L) + 1
temp := floor(temp/L)
end for
return [c1, . . . , cK ]
end function
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Fig. 8. MSE performance of recovery algorithms as a function of SNR
(K=30).
as a metric to evaluate the performance:
MSE = 1
N
N∑
n=1
‖x[n]− xˆ[n]‖22 (61)
where xˆ[n] is the estimate of the original K-sparse vector
x[n] at instance n. In obtaining the performance for each
algorithm, we perform at least 10, 000 independent trials. In
our simulations, following recovery algorithms are compared:
1) OMP algorithm.
2) BP algorithm: BP is used for the noiseless scenario and
the basis pursuit denoising (BPDN) is used for the noisy
scenario.
3) StOMP algorithm: we use false alarm rate control strat-
egy because it performs better than the false discovery
rate control strategy.
4) CoSaMP algorithm: we set the maximal iteration num-
ber to 50 to avoid repeated iterations.
5) MMP-BF: we use L = 6 and also set the maximal
number of candidates to 50 in each iteration.
6) MMP-DF: we set Nmax = 50.
In Fig. 6, we provide the ERR performance as a function
of the sparsity level K . We observe that the critical sparsities
of the proposed MMP-BF and MMP-DF algorithms are larger
than those of conventional recovery algorithms. In particular,
we see that MMP-BF is far better than conventional algo-
rithms, both in critical sparsity as well as overall recovery
behavior.
In Fig. 7, we plot the MSE performance of sparse signals
(K = 20) in the noisy scenario as a function of the SNR where
the SNR (in dB) is defined as SNR = 10 log10 ‖Φx‖
2
‖v‖2 . In this
case, the system model is expressed as y = Φx+v where v is
the noise vector whose elements are generated from Gaussian
N (0, 10−SNR10 ). Generally, we observe that the MSE perfor-
mance of the recovery algorithms improves with the SNR.
While the performance improvement of conventional greedy
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Fig. 9. Miss detection and false alarm ratio of greedy algorithms (K = 30).
algorithms diminishes as the SNR increases, the performance
of MMP improves with the SNR and performs close to the
Oracle-LS estimator (see Remark 4.7).
In Fig. 8, we plot the MSE performance for K = 30 sparse
signals. Although the overall trend is somewhat similar to
the result of K = 20, we can observe that the performance
gain of MMP over existing sparse recovery algorithms is more
pronounced. In fact, one can indirectly infer the superiority of
MMP by considering the results of Fig. 6 as the performance
results for a very high SNR regime. Indeed, as supported in
Fig. 9(a) and 9(b), both MMP-BF and MMP-DF have better
(smaller) miss detection rate Pmd and false alarm rate Pf ,
which exemplifies the effectiveness of MMP for the noisy
scenario.8
Fig. 10 shows the running time of each recovery algorithm
as a function of K . The running time is measured using
the MATLAB program on a personal computer under Intel
Core i5 processor and Microsoft Windows 7 environment.
8We use Pmd = Number of missed nonzero elementsindicesNumber of nonzero and Pf =
Number of detected zero indices
Number of nonzero .
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Fig. 11. Snapshot of the magnitude of residual of candidates in MMP as a
function of iteration number.
Overall, we observe that MMP-BF has the highest running
time and OMP and StOMP have the lowest running time
among algorithms under test. Due to the strict control of the
number of candidates, MMP-DF achieves more than two order
of magnitude reduction in complexity over MMP-BF. When
compared to other greedy recovery algorithms, we see that
MMP-DF exhibits slightly higher but comparable complexity
for small K .
VII. CONCLUSION AND DISCUSSION
A. Summary
In this paper, we have taken the first step towards the
exploration of multiple candidates in the reconstruction of
sparse signals. While large body of existing greedy algorithms
exploits multiple indices to overcome the drawback of OMP,
the proposed MMP algorithm examines multiple promising
candidates with the help of greedy search. Owing to the in-
vestigation of multiple full-blown candidates instead of partial
ones, MMP improves the chance of selecting true support
substantially. In the empirical results as well as the RIP based
performance guarantee, we could observe that MMP is very
effective in both noisy and noiseless scenarios.
B. Direction to Further Reduce Computational Overhead
While the performance of MMP improves as the dimension
of the system to be solved increases, it brings out an issue
of complexity. We already discussed in Section IV that one
can strictly bound the computational complexity of MMP by
serializing the search operation and imposing limitation on the
maximal number of candidates to be investigated. As a result,
we observed in Section VI that computational overhead of the
modified MMP (MMP-DF) is comparable to existing greedy
recovery algorithms when the sparsity level of the signal is
high. When the signal is not very sparse, however, MMP
may not be computationally appealing since most of time the
number of candidates of MMP will be the same as to the
predefined maximal number.
In fact, in this regime, more aggressive tree pruning strategy
is required to alleviate the computational burden of MMP.
For example, in the probabilistic pruning algorithm popularly
used in ML detection [15], cost function often called path
metric is constructed by combining (causal) path metric of
the visited nodes and (noncausal) path metric generated from
rough estimate of unvisited nodes. When the generated cost
function which corresponds to the sum of two path metrics is
greater than the deliberately designed threshold, the search
path has little hope to survive in the end and hence is
immediately pruned. This idea can be nicely integrated into the
MMP algorithm for bringing further reduction in complexity.
Another way is to trace the single greedy path (which is
equivalent to the path of OMP) initially and then initiate
the MMP operations afterwards. In fact, since OMP works
pretty well in the early iterations (see Fig. 11), one can defer
the branching operation of MMP. Noting that the complexity
savings by the pruning is pronounced in early layers of the
search tree, one can expect that this hybrid strategy will
alleviate the computational burden of MMP substantially. We
leave these interesting explorations for our future work.
Finally, we close the paper by quoting the well-known
dictum: “Greed is good” [21]. Indeed, we have observed that
greedy strategy performs close to optimal one when it is
controlled properly.
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APPENDIX A
PROOF OF LEMMA 3.7
Proof: The ℓ2-norm of the correlation Φ′FLrk−1i is ex-
pressed as ∥∥Φ′FLrk−1i ∥∥2
=
∥∥∥Φ′FLP⊥sk−1i y
∥∥∥
2
=
∥∥∥Φ′FLP⊥sk−1
i
ΦTxT
∥∥∥
2
=
∥∥∥Φ′FLP⊥sk−1i ΦT−sk−1i xT−sk−1i
∥∥∥
2
=
∥∥∥Φ′FLΦT−sk−1i xT−sk−1i
−Φ′FLPsk−1i ΦT−sk−1i xT−sk−1i
∥∥∥
2
≤
∥∥∥Φ′FLΦT−sk−1i xT−sk−1i
∥∥∥
2
+
∥∥∥Φ′FLPsk−1i ΦT−sk−1i xT−sk−1i
∥∥∥
2
. (62)
Since FL and T − sk−1i are disjoint (FL ∩ (T − sk−1i ) = ∅)
and also noting that the number of correct indices in sk−1i is
k − 1 by the hypothesis,
|FL|+ |T − sk−1i | = L+K − (k − 1). (63)
Using this together with Lemma 3.3, the first term in the right-
hand side of (62) becomes∥∥∥Φ′FLΦT−sk−1i xT−sk−1i
∥∥∥
2
≤ δL+K−k+1
∥∥∥xT−sk−1
i
∥∥∥
2
. (64)
Similarly, noting that FL ∩ sk−1i = ∅ and |FL| + |sk−1i | =
L + k − 1, the second term in the right-hand side of (62)
becomes∥∥∥Φ′FLPsk−1i ΦT−sk−1i xT−sk−1i
∥∥∥
2
≤ δL+k−1
∥∥∥Φ†
sk−1
i
ΦT−sk−1
i
xT−sk−1
i
∥∥∥
2
= δL+k−1
∥∥∥∥(Φ′sk−1
i
Φ
sk−1
i
)−1
Φ′
sk−1
i
Φ
T−sk−1
i
x
T−sk−1
i
∥∥∥∥
2
(a)
≤ δL+k−1
1− δk−1
∥∥∥Φ′
sk−1
i
ΦT−sk−1
i
xT−sk−1
i
∥∥∥
2
(b)
≤ δL+k−1δ(k−1)+K−(k−1)
1− δk−1
∥∥∥xT−sk−1
i
∥∥∥
2
=
δL+k−1δK
1− δk−1
∥∥∥xT−sk−1
i
∥∥∥
2
(65)
where (a) and (b) follow from Lemma 3.2 and 3.3, respec-
tively.
Using (62), (64), and (65), we have
∥∥Φ′FLrk−1i ∥∥2 ≤
(
δL+K−k+1 +
δL+k−1δK
1− δk−1
)∥∥∥xT−sk−1
i
∥∥∥
2
.
(66)
Further, recalling that
∥∥Φ′FLrk−1i ∥∥22 =
L∑
j=1
∣∣〈φfj , rk−1i 〉∣∣2 =
L∑
j=1
(
αkj
)2
we have,
∥∥Φ′FLrk−1i ∥∥2 ≥ 1√L
L∑
i=1
αki (67)
≥ 1√
L
LαkL =
√
LαkL (68)
where (67) follows from the norm inequality(‖z‖1 ≤√‖z‖0 ‖z‖2) and (68) is because αk1 ≥ αk2 ≥
· · · ≥ αkL. Combining (66) and (68), we have(
δL+K−k+1 +
δL+k−1δK
1− δk−1
)∥∥∥xT−sk−1
i
∥∥∥
2
≥
√
LαkL, (69)
and hence
αkL ≤
(
δL+K−k+1 +
δL+k−1δK
1− δk−1
) ∥∥∥xT−sk−1
i
∥∥∥
2√
L
. (70)
APPENDIX B
PROOF OF LEMMA 3.8
Proof: Since βk1 is the largest correlation in magnitude
between rk−1i and {φj}j∈T−sk−1
i
(∣∣〈φϕj , rk−1i 〉∣∣)9, it is clear
that
βk1 ≥
∣∣〈φj , rk−1i 〉∣∣ (71)
for all j ∈ T − sk−1i . Noting that |T − sk−1i | = K − (k − 1),
we have
βk1 >
1√
K − (k − 1)
∥∥∥Φ′
T−sk−1
i
rk−1i
∥∥∥
2
(72)
=
1√
K − k + 1
∥∥∥Φ′
T−sk−1
i
P⊥
sk−1
i
Φx
∥∥∥
2
(73)
where (73) follows from rk−1i = y−Φsk−1
i
Φ
†
sk−1
i
y = P⊥
sk−1
i
y.
Using the triangle inequality,
βk1 ≥
∥∥∥Φ′
T−sk−1
i
P⊥
sk−1
i
ΦT−sk−1
i
xT−sk−1
i
∥∥∥
2√
K − k + 1 (74)
≥
∥∥∥Φ′
T−sk−1
i
ΦT−sk−1
i
xT−sk−1
i
∥∥∥
2√
K − k + 1
−
∥∥∥Φ′
T−sk−1
i
Psk−1
i
ΦT−sk−1
i
xT−sk−1
i
∥∥∥
2√
K − k + 1 . (75)
Since
∣∣T − sk−1i ∣∣ = K − (k− 1), using Lemma 3.2, we have∥∥∥Φ′
T−sk−1
i
ΦT−sk−1
i
xT−sk−1
i
∥∥∥
2
≥ (1− δK−k+1)
∥∥∥xT−sk−1
i
∥∥∥
2(76)
9ϕj = arg max
u∈
(
T−sk−1
i
)
\{ϕ1,...,ϕj−1}
∣∣∣
〈
φu, r
k−1
i
〉∣∣∣
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and also∥∥∥Φ′
T−sk−1
i
Psk−1
i
ΦT−sk−1
i
xT−sk−1
i
∥∥∥
2
=
∥∥∥∥Φ′T−sk−1
i
Φsk−1
i
(
Φ′
sk−1
i
Φsk−1
i
)−1
Φ′
sk−1
i
ΦT−sk−1
i
xT−sk−1
i
∥∥∥∥
2
(a)
≤ δk−1+K−(k−1)
∥∥∥∥(Φ′sk−1
i
Φsk−1
i
)−1
Φ′
sk−1
i
ΦT−sk−1
i
xT−sk−1
i
∥∥∥∥
2
(b)
≤ δK
1− δk−1
∥∥∥Φ′
sk−1
i
ΦT−sk−1
i
xT−sk−1
i
∥∥∥
2
(c)
≤ δKδ(k−1)+K−(k−1)
1− δk−1
∥∥∥xT−sk−1
i
∥∥∥
2
. (77)
where (a) and (c) follow from Lemma 3.3, and (b) follows
from Lemma 3.2. Finally, by combining (75), (76) and (77),
we have
βk1 ≥
(
1− δK−k+1 − δ
2
K
1− δk−1
) ∥∥∥xT−sk−1
i
∥∥∥
2√
K − k + 1 . (78)
APPENDIX C
PROOF OF LEMMA 4.3
Proof: Using the triangle inequality, we have∥∥Φ′FLrk−1i ∥∥2 =
∥∥∥Φ′FLP⊥sk−1
i
(ΦTxT + v)
∥∥∥
2
≤
∥∥∥Φ′FLP⊥sk−1
i
ΦT−sk−1
i
xT−sk−1
i
∥∥∥
2
+
∥∥∥Φ′FLP⊥sk−1
i
v
∥∥∥
2
. (79)
Using (66) in Appendix A, we have∥∥∥Φ′FLP⊥sk−1
i
Φ
T−sk−1
i
x
T−sk−1
i
∥∥∥
2
≤
(
δL+K−k+1 +
δL+k−1δK
1− δk−1
)∥∥∥xT−sk−1
i
∥∥∥
2
. (80)
In addition, we have∥∥∥Φ′FLP⊥sk−1
i
v
∥∥∥
2
≤ ∥∥Φ′FL∥∥2
∥∥∥P⊥
sk−1
i
v
∥∥∥
2
(a)
≤
√
1 + δL
∥∥∥P⊥
sk−1
i
v
∥∥∥
2
≤
√
1 + δL ‖v‖2 (81)
where (a) is from Lemma 3.4.
Plugging (80) and (81) into (79), we have∥∥Φ′FLrk−1i ∥∥2 ≤(
δL+K−k+1 +
δL+k−1δK
1− δk−1
)∥∥∥xT−sk−1
i
∥∥∥
2
+
√
1 + δL ‖v‖2 . (82)
Further, using the norm inequality (see (68)), we have
∥∥Φ′FLrk−1i ∥∥2 ≥ 1√L
L∑
i=1
αki ≥
1√
L
LαkL =
√
LαkL. (83)
Combining (82) and (83), we have(
δL+K−k+1 +
δL+k−1δK
1− δk−1
)∥∥∥xT−sk−1i
∥∥∥
2
+
√
1 + δL ‖v‖2
≥
√
LαkL, (84)
and hence
αkL ≤
(
δL+K−k+1 +
δL+k−1δK
1− δk−1
) ∥∥∥xT−sk−1
i
∥∥∥
2√
L
+
√
1 + δL ‖v‖2√
L
. (85)
APPENDIX D
PROOF OF LEMMA 4.4
Proof: Using the definition of βk1 (see (17) and (75)), we
have
βk1 ≥
1√
K − (k − 1)
∥∥∥Φ′
T−sk−1
i
rk−1i
∥∥∥
2
(86)
and
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Recalling from (76) and (77) in Appendix B, we further have∥∥∥Φ′
T−sk−1
i
P⊥
sk−1
i
ΦTxT
∥∥∥
2
≥
(
1− δK−k+1 − δ
2
K
1− δk−1
)∥∥∥xT−sk−1
i
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2
. (88)
Next, the upper bound of
∥∥∥Φ′
T−sk−1i
P⊥
sk−1i
v
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2
becomes∥∥∥Φ′
T−sk−1
i
P⊥
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i
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∥∥∥
2
≤
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T−sk−1
i
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2
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i
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2
(a)
≤
√
1 + δK−k+1
∥∥∥P⊥
sk−1
i
v
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2
≤
√
1 + δK−k+1 ‖v‖2 (89)
where (a) follows from Lemma 3.4. Combining (88) and (89),
we get the desired result.
APPENDIX E
THE LOWER BOUND OF RESIDUAL
Proof: Let Γ be the set of K indices, then we have
‖rΓ‖22 = ‖P⊥Γy‖22
= ‖P⊥Γ (ΦTxT + v)‖22
≥ ‖P⊥ΓΦTxT ‖22 − ‖P⊥Γv‖22
≥ ‖P⊥ΓΦTxT ‖22 − ‖v‖22. (90)
Furthermore,
‖P⊥ΓΦTxT ‖22
= ‖P⊥ΓΦT−ΓxT−Γ‖22
= ‖ΦT−ΓxT−Γ −PΓΦT−ΓxT−Γ‖22
≥ ‖ΦT−ΓxT−Γ‖22 − ‖PΓΦT−ΓxT−Γ‖22
≥ (1− δ|T−Γ|)‖xT−Γ‖22 − ‖PΓΦT−ΓxT−Γ‖22, (91)
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and
‖PΓΦT−ΓxT−Γ‖22
= ‖ΦΓ (Φ′ΓΦΓ)−1Φ′ΓΦT−ΓxT−Γ‖22
(a)
≤ (1 + δ|Γ|)‖ (Φ′ΓΦΓ)−1Φ′ΓΦT−ΓxT−Γ‖22
(b)
≤ 1 + δ|Γ|
(1− δ|Γ|)2 ‖Φ
′
ΓΦT−ΓxT−Γ‖22
(c)
≤
(1 + δ|Γ|)δ2|Γ|+|T−Γ|
(1 − δ|Γ|)2 ‖xT−Γ‖
2
2 (92)
where (a) is from the definition of RIP, (b) and (c) are from
Lemma 3.2 and 3.3, respectively. Combining (91) and (92),
we have
‖P⊥ΓΦTxT ‖22
≥ (1− δ|T−Γ|)‖xT−Γ‖22 −
(1 + δ|Γ|)δ2|Γ|+|T−Γ|
(1− δ|Γ|)2 ‖xT−Γ‖
2
2
=
(
(1− δ|T−Γ|)−
(1 + δ|Γ|)δ2|Γ|+|T−Γ|
(1 − δ|Γ|)2
)
‖xT−Γ‖22. (93)
Finally, using (90) and (93), we have
‖rΓ‖22 ≥
(
(1− δ|T−Γ|)−
(1 + δ|Γ|)δ2|Γ|+|T−Γ|
(1− δ|Γ|)2
)
‖xT−Γ‖22
−‖v‖22. (94)
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