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Abstract
We address simultaneous inference for mixed parameters which are the key ingredients in small
area estimation. We assume linear mixed model framework. Firstly, we analyse statistical
properties of a max-type statistic and use it to construct simultaneous prediction intervals
as well as to implement multiple testing procedure. Secondly, we derive bands based on the
volume-of-tube formula. In addition, we adapt some of the simultaneous inference methods
from regression and nonparametric curve estimation and compare them with our approaches.
Simultaneous intervals are necessary to compare clusters since the presently available intervals
are not statistically valid for such analysis. The proposed testing procedures can be used to
validate certain statements about the set of mixed parameters or to test pairwise differences.
Our proposal is accompanied by simulation experiments and a data example on small area
household incomes. Both of them demonstrate an excellent performance and utility of our
techniques.
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1 Introduction
The family of linear mixed effects models (LMM) developed by Henderson (1950) have been
extensively applied in the statistical analysis of correlated or clustered data structures. This
modelling framework arises naturally in many fields such as medicine, biology, sociology, etc.
Under LMM we suppose that the extra between-cluster variation is captured by cluster-specific
random effects. Empirical best predictors (EBLUP) as well as empirical Bayes (EB) estimators are
recognized methods to obtain mixed model predictions. They are essential elements of the small
area estimation (SAE) which concentrates on the statistically valid analysis of mixed parameters.
To assess the accuracy of a predicted mixed parameter, it is crucial to measure its variability.
Traditionally one would provide the mean squared error (MSE) or prediction intervals which are
more informative from the perspective of practitioners. Both tools were broadly discussed in the
literature (cfr., monograph on SAE of Rao and Molina (2015)). However, the focus was almost
always on the fixed effects, or cluster-wise inference for the mixed effects, whereas simultaneous
inference was largely neglected. Consider the prediction intervals of mixed parameters under a
cluster-wise setting; the coverage probability of 100(1 − α) intervals refers to the mean across
all clusters. This implies that, by construction, about 100α percent of the provided intervals do
not contain the true parameter. As a consequence, these cluster-wise prediction (or often called
confidence) intervals are not appropriate for addressing either a joint analysis or a comparison of
clusters. Yet, such comparisons are of great interest in many applied domains of SAE, for example,
when statistical offices report to policy makers, or within public health centres carrying out studies
on demographic groups. The use of uniform methods is highly relevant for practitioners who
try to find significant discrepancies between clusters or make decisions on resource re-allocations
for different areas. Alternatively, statisticians may prefer to carry out formal significance tests
to disprove or support simultaneous hypotheses regarding certain characteristic. We propose
statistical tools which serve these two purposes.
The aim of this paper is to close the gap between the needs of practitioners and what the present
literature provides. We construct simultaneous prediction interval (SPI) for a mixed parameter
using the max-type statistic which is readily applicable in the multiple testing (MT) procedure.
Despite the unquestionable utility of maximal distribution in the context of LMM, no one to the
best of our knowledge, has investigated its theoretical and empirical properties. Our results are
different from those derived by Sun et al. (1999) or Maringwa et al. (2008) within the framework
of longitudinal studies. They proposed to apply, respectively, the volume-of-tube formula and
Monte Carlo (MC) sampling to construct simultaneous bands for linear combinations of fixed
effects only. In contrast, we investigate a more complex problem of looking at mixed effects, i.e.,
the combination of fixed and random effects. Our proposal also differs from the derivation of
Krivobokova et al. (2010) who employed a mixed model representation for penalized splines to
construct uniform bands for one-dimensional regression curves. Finally, our results are distinct
from those of Ganesh (2009) who addressed the problem of SPI in SAE from a Bayesian perspective,
creating credible bands, but only for the special case of the area level model. On the contrary, we
consider a general LMM under frequentist framework. In addition, our contribution in the area of
MT is an appealing, practical methodology used under LMM for the first time. Employment of the
max-type statistic might be considered as a complement to the study of Kramlinger et al. (2018)
who thoroughly investigated the issue of MT and confidence sets based on (asymptotic) chi-square
statistics. In the classical literature (without mixed effects), max-type and chi-square statistics
have always been considered as complements and are both well established in the practitioners’
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toolbox. We believe that it is equally valid for mixed models. The former are more popular for
confidence sets as they can provide SPI in Tukey’s sense, whereas chi-square statistics are widely
recognized for MT.
The remainder of the paper is organized as follows. In Section 2 we introduce the modelling
framework and the parameter of interest. The SPI constructions as well as their consistency are
outlined in Section 3. A simulation study and a data example are provided in Sections 4 and 5
respectively. The conclusions can be found in Section 6. Some technical details are deferred to
Appendix A.
2 Linear mixed model inference
Consider a classical linear mixed model formulation y = Xβ +Zu+ e, where X, Z are known,
full column rank matrices for a fixed and a random part, β is a vector of fixed effects, u is a vector
of random effects, and stochastic errors are denoted by e. We assume u and e to be independent
with u ind∼ Nq(0,G) and e ind∼ Nn(0,R). More specifically, we investigate LMM with block diagonal
covariance matrix (LMMb):
yd = Xdβ +Zdud + ed, d = 1, . . . , D, (1)
where nd is the number of units in the dth cluster (or area), yd ∈ Rnd , Xd ∈ Rnd×(p+1) and
Zd ∈ Rnd×qd . Furthermore, D is the total number of clusters, β ∈ Rp+1 an unknown common
vector of regression coefficients, ud
ind∼ Nqd(0,Gd) and ed ind∼ nd(0,Rd), n =
∑D
d=1 nd. We assume
that Gd = Gd(θ) ∈ Rqd×qd and Rd = Rd(θ) ∈ Rnd×nd which depend on variance parameters
θ = (θ1, ..., θh)
t. LMM can be easily retrieved applying the notation introduced by Prasad and Rao
(1990), p. 168. Under this setup we suppose that the variance-covariance matrix V is nonsingular
∀θi, i = 1, . . . , h and
E(y) = Xβ and Var(y) = R+ZGZt =: V (θ) = V .
Two important examples of (1), extensively used in SAE, are the nested error regression model
(NERM) of Battese et al. (1988) and the Fay-Herriot model (FHM) of Fay and Herriot (1979).
The former is defined as
ydj = x
t
djβ + ud + edj, d = 1, . . . , D, j = 1, . . . , nd, (2)
where ydj is the quantity of interest for the jth unit in the dth cluster, xdj = (1, xdj1, . . . , xdjp)t,
ud
iid∼ N(0, σ2u) and edj iid∼ N(0, σ2e) for d = 1, . . . , D, j = 1, . . . , nd. Here yd = (yd1, . . . , ydnd), Xd =
col16j6ndx
t
dj, qd = 1, Zd = 1nd with 1nd a nd vector of ones, ed = (ed1, . . . , ednd)t, θ = (σ2e , σ2u)t,
Rd(θ) = σ
2
eInd with Ind a nd × nd identity matrix, and Gd(θ) = σ2u. FHM is identified as
yd = x
t
dβ + ud + ed, d = 1, . . . , D, (3)
where xd = (1, xd1, . . . , xdp)t, ud
iid∼ N(0, σ2u) and ed iid∼ N(0, σ2ed) with σ2ed (d = 1, . . . , D) being
known. In this case, nd = qd = 1, Zd = 1, θ = σ2u, Rd(σ2u) = σ2ed .
We are interested in simultaneous inference for a general mixed parameter which is essential
in SAE
µd = k
t
dβ +m
t
dud, d = 1, . . . , D, (4)
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with kd ∈ Rp+1 and md ∈ Rqd known. In the data example and simulations µd is a cluster
conditional mean, but other parameters of interest can be explored as well. Henderson (1975)
developed the best linear unbiased predictor (BLUP) of a linear combination of random effects u
and fixed effects β for a completely known covariance matrix V . Applying his idea we obtain the
BLUP estimator for (4):
µ˜d := µ˜d(θ) = k
t
dβ˜ +m
t
du˜d, d = 1, . . . , D, (5)
where θ = (θ1, . . . , θh)t, β˜ = β˜(θ) = (X tV −1X)−1X tV −1y and u˜d = u˜d(θ) = GdZtdV
−1
d (yd −
Xdβ˜). In practice θ is unknown, hence we use θˆ := θˆ(y) which yields the EBLUP
µˆd := µˆd(θˆ) = k
t
dβˆ +m
t
duˆd, d = 1, . . . , D (6)
with θˆ = (θˆ1, . . . , θˆh)t, βˆ = βˆ(θˆ) and uˆ = uˆ(θˆ). Having assumed certain conditions on the
distributions of random effects and errors, as well as the variance components θ (see assumptions
in Appendix A.1), Kackar and Harville (1981) proved that the two-stage procedure provides an
unbiased estimator for µd.
To construct a studentized max-type statistic, it is important to assess the variability of pre-
diction. The most common measurement of uncertainty is the mean squared error MSE(µˆd) =
E(µˆd − µd). Here E denotes the expectation with respect to model (1). We can decompose the
MSE into three terms
MSE(µˆd) = MSE(µ˜d) + E (µˆd − µ˜d)2 + 2E {(µ˜d − µd)(µˆd − µ˜d)} . (7)
MSE(µ˜d) accounts for the variability when the variance components θ are known. Assuming
LMMb and btd = ktd − atdXd with atd = mtdGZtdV −1d , MSE(µ˜d) reduces to
mtd(Gd −GdZtdV −1d ZdGd)md + btd
(
D∑
d=1
X tdV
−1
d Xd
)−1
bd =: g1d(θ) + g2d(θ), (8)
where g1d accounts for the variability of µ˜d once β is known and g2d for the estimator β˜. The
second term in (7) is intractable and there exists a vast literature which investigates a precise
estimation of this quantity, cfr., Rao and Molina (2015) for details. As far as the third term is
concerned, it actually disappears under normality of errors and random effects; therefore it is rarely
considered. Following Chatterjee et al. (2008), we suggest a construction of accurate SPI using
only g1(θˆ) = (g11(θˆ), . . . , g1D(θˆ))t, where g1d(θˆ) is defined in (8) with θ replaced by a consistent
estimator.
3 SPI and MT for mixed parameter
Simultaneous confidence intervals (SCI) have been discussed extensively in nonparametric statistics
when one is interested in the estimation of model ydj = m(xdj)+εdj withm an r times differentiable
function, d = 1, . . . , D and j = 1, . . . , nd. The asymptotic distribution of supa6x6b |mˆ(x)−m(x)|
has been intensively investigated. Bickel and Rosenblatt (1973) considered the distribution of
supa6x6b |W (x)| with W (x) a standard Gaussian process; Hall (1991) proved its poor convergence
rate ((log n)−1 with n the number of observations). Therefore Claeskens and Van Keilegom (2003)
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proposed bootstrap approximations. Another approach is to use the connection between the tail
probabilities of the Gaussian random field and the volume-of-tube formula of Weyl (1939) as
examined by Krivobokova et al. (2010).
Various approaches have been put forward to tackle the problem of confidence bands for regres-
sion surfaces, i.e., to find critical values f1 and f2 such that P (f1 6 f(x) 6 f2, ∀x ∈ X ) = 1− α
where f(x) = β0 +β1x1 + · · ·+βpxp and X ⊆ Rp. The most straightforward tool is to use Bonfer-
roni t-statistics based on the Bonferroni inequality, i.e., to choose the critical value as α/2(p+ 1)
quantile from a t-distribution with n− (p+ 1) degrees of freedom. In Section 3.3.2 we show how
to adapt Bonferroni intervals to be suitable under LMM setting. On the other hand, Working and
Hotelling (1929) solved this problem completely for x ∈ R, i.e., an unconstrained one-dimensional
domain. Construction of Scheffé (1953) type SCIs was also considered; these were originally de-
veloped for models with homoscedastic independent errors and they generalize the analysis of
Working and Hotelling (1929). The author suggested creating simultaneous intervals for a re-
gression space f(x), assuming x ∈ X ≡ Rp, i.e., an unconstrained multidimensional domain of
interest. Though constructions for infinite domains are mathematically less intricate, in majority
of cases we deal with a p-dimensional rectangle X ⊂ Rp. Thus, any methodology using a con-
strained region should provide narrower bands, among others the volume-of-tube based approach
which has been used under the parametric setting too by Sun (1993), Sun and Loader (1994)
or Sun et al. (1999). Last but not least, one can obtain Bayesian simultaneous credible bands
applying Markov Chain MC. These are conceptually different from frequentist bands.
We concentrate on the construction of SPI and MT procedures for the mixed parameter (4)
considering a confidence region I1−α =×Dd=1 Id,1−α such that P (µd ∈ I1−α ∀d ∈ [D]) = 1 − α,
[D] = {1, . . . , D}. This is equivalent to finding a critical value cS0(1− α) which satisfies
α = P
(∣∣∣∣ µˆd − µdσˆ(µˆd)
∣∣∣∣ > cS0(1− α) ∀d ∈ [D]) = P ( maxd=1,...,D
∣∣∣∣ µˆd − µdσˆ(µˆd)
∣∣∣∣ > cS0(1− α)) .
The critical value cS0(1− α) is in fact the (1− α)th-quantile of the studentized statistic
S0 := max
d=1,...,D
|S0d| , S0d = µˆd − µd
σˆ(µˆd)
, (9)
that is,
cS0(1− α) := inf{t ∈ R : P(S0 6 t) > 1− α}. (10)
It follows that with probability 1− α, a region defined as
IS1−α =
D×
d=1
ISd,1−α, where ISd,1−α = [µˆd ± cS0(1− α)σˆ(µˆd)] ,
covers all mixed parameters. Since the probability density function (pdf) of S0 is right skewed,
we need to consider its upper quantile and construct symmetric ISd,1−α, d ∈ [D]. This approach
might be regarded as a variation of the studentized maximum modulus method of Tukey (1952,
1953) and Roy et al. (1953).
Our methodology is readily applicable for hypothesis testing. Consider the problem
H0 : Aµ = h vs. H1 : Aµ 6= h, (11)
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A ∈ RD′×D with D′ 6 D and h ∈ RD′ a vector of constants. A test based on the max-type statistic
tH rejects H0 at the α-level if tH > cH0(1−α) with cH0(1−α) := inf{t ∈ R : P(SH0 6 t) > 1−α},
where
tH := max
d=1,...,D′
|tHd| , SH0 := max
d=1,...,D
|SH0d| , tHd =
µˆHd − hd
σˆ(µˆHd )
and SH0d =
µHd − hd
σˆ(µHd )
, (12)
µH = (µH1 , . . . , µ
H
D′)
t := Aµ ∈ RD′ and µˆH its estimated counterpart. In other words, h /∈ IH01−α
with
IH01−α =
D×
d=1
IH0d,1−α, where IH0d,1−α =
[
µˆHd ± cH0(1− α)σˆ(µˆHd )
]
.
In practice, a standard problem is to test for statistical differences with respect to some charac-
teristic, see an example from the empirical study in Section 5. Our test is based on the single
step procedure and exhibits a weak control of a family-wise error (FWER). If one aims at testing
multiple hypotheses with a strong control of FWER, then the step-down technique of Romano
and Wolf (2005) can be implemented. Appendix B includes its detailed description and some
numerical results within the context of LMM.
Since µd, d = 1, . . . , D is unknown, we need to approximate the critical values in the above
equations to obtain operational prediction intervals or testing procedures. In two following sub-
sections we develop bootstrap and the volume-of-tube based approaches to tackle this problem.
Afterwards we investigate three alternatives which are the extensions of the existing methods used
in the context of regression and nonparametric curve fitting.
3.1 Bootstrap procedure
A straightforward way to approximate cS0(1 − α) is to use bootstrap which circumvents a direct
application of the normal asymptotic distribution. It can also provide much faster convergence,
cfr., Chatterjee et al. (2008). Let B be the number of bootstrap samples (y∗(b),X,Z), b = 1, . . . , B,
and
S
∗(b)
B := max
d=1,...,D
∣∣∣S∗(b)Bd ∣∣∣ , S∗(b)Bd = µˆ∗(b)d − µ∗(b)d
σˆ∗(µˆ∗(b)d )
, (13)
the bootstrap analogues of (9). We will show that the critical value might be successfully estimated
by the (1− α)th-quantile of (13), i.e.,
cBS(1− α) := inf{t∗ ∈ R : P(S∗B 6 t∗) > 1− α}.
Then, the bootstrap SPI is defined as
IBS1−α =
D×
d=D
IBSd,1−α, where IBSd,1−α = [µˆd ± cBS(1− α)σˆ(µˆd)] . (14)
The choice of σˆ(µˆd) =
√
g1d(θˆ) is motivated by the asymptotic analysis of Chatterjee et al.
(2008). Validity of the above bootstrap method is shown following Theorem 3.1 of these authors
(henceforth Theorem CLL, given in Appendix A.2) and a Gaussian approximation result (GAR)
of Chernozhukov et al. (2013). For further technical details consult the proof of Proposition 1 in
Appendix A.2.
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Proposition 1. Suppose assumptions of Theorem CLL hold and B(log(Dn))/n ≤ C1n−c1 for some
constants B, c1, C1 > 0. Let P∗ denote the probability measure induced by parametric bootstrap.
Then,
sup
q∈R
∣∣∣∣P∗{ maxd=1,...,Dw(S∗Bd) 6 q
}
− P
{
max
d=1,...,D
w(S0d) 6 q
}∣∣∣∣ = oP (1)
for w(t) = t, w(t) = −t and w(t) = |t|.
An important implication of Proposition 1 is the coverage probability of IBS1−α.
Corollary 1. Under Proposition 1 it holds that
P
(
µd ∈ IBS1−α ∀d ∈ [D]
) n→∞−−−→ 1− α .
According to the theoretical developments for max-type statistics, the Kolmogorov distance
defined in Proposition 1 converges to 0 at best at polynomial rate (log(·))c2/nc3 , where (·) is the
number of parameters for which we wish to obtain the maximum (in our case D), and c2, c3 some
constants, see e.g. Chernozhukov et al. (2013) and Dezeure et al. (2017). We are not aware of
results for max-type statistics that one could employ to obtain second order correctness as specified
in Chatterjee et al. (2008) without a log(·) term.
Observe that a slight modification of the bootstrap distribution S∗B, i.e.,
S
∗(b)
BH0
:= max
d=1,...,D
∣∣∣S∗(b)BH0d∣∣∣ , S∗(b)BH0d = µˆ∗H(b)d − µ∗H(b)d
σˆ∗(µˆ∗H(b)d )
,
with
µ∗H(b) = (µ∗H(b)1 , . . . , µ
∗H(b)
D′ )
t := Aµ∗(b) ∈ RD′ .
and its estimated version
µˆ∗H(b) = (at1(k
t
1βˆ
∗(b) +mt1uˆ
∗(b)
1 ), . . . ,a
t
1(k
t
Dβˆ
∗(b) +mtDuˆ
∗(b)
D ))
t := Aµˆ∗(b)
with ad ∈ RD the rows of A, can be applied to find a bootstrap approximation cBH0(1 − α) :=
inf{t ∈ R : P(S∗BH0 6 t) > 1 − α} of the critical value cH0(1 − α), and be used in a test. In
Appendix B we show how one can use Proposition 1 in the step-down procedure.
An indisputable advantage of the bootstrap SPIs is their generality: as soon as we can mimic a
data generating process for our model, it can be applied and easily implemented to construct SPI
and carry out MTs for any kind of estimator. On the other hand, it is more computer intensive
than any analytical derivation.
3.2 The volume-of-tube procedure
Consider LMMb defined in (1); one way to obtain BLUP estimates for β and u is to solve the so
called "mixed model equations" of Henderson (1950) which can be written in matrix form[
X tR−1X X tR−1Z
ZtR−1X ZtR−1Z +G−1
] [
β˜
u˜
]
=
[
X tR−1y
ZtR−1y
]
.
This can be expressed following the notation of Gilmour et al. (1995), that is
Kφ˜ = CtR−1y, (15)
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with φ˜ =
(
β˜t, u˜t
)t
, C = [X Z], K = CtR−1C +G+ with G+ =
[
0(p+1)×(p+1) 0(p+1)×D
0D×(p+1) G−1D×D
]
. From
(15) we obtain a straightforward formula for the estimates φ˜ = K−1CtR−1y and φˆ = φ˜(θˆ).
For some x = (1, x1, . . . , xp)
t with x1, . . . , xp ∈ X ⊂ Rp, z = (z1, . . . , zq)t ∈ Z ⊂ Rq and
c = (xt, zt)t ∈ X × Z =: C we have
xtβ + ztu = ctφ˜ ≡ l(x,θ)ty = ∑ni=1 li(x,θ)yi, where
lt(x,θ) = (l1(x,θ), l2(x,θ), . . . , ln(x,θ))
t = ct(CtR−1C +G+)−1CtR−1,
i.e., l(x,θ) is an n-vector, and the BLUP fitted values are y˜ = Ly where L = C(CtR−1C +
G+)−1CtR−1 which is also called a ridge regression formulation of the BLUP. Having reformulated
the LMMb, we extend the approach of Faraway and Sun (1995), Sun et al. (1999) and Krivobokova
et al. (2010). They used, under simpler settings (cfr., comments in Introduction 1), the volume-
of-tube formula to approximate the tail probabilities of the Gaussian random field, and obtain an
approximation of the critical value cS0(1 − α). Observe that lt(x,θ) = ct (CtC + σ2eG+)−1Ct.
Assuming normality for errors and random effects we have
Z =
ct
(
φ˜− φ
)
√
Var
{
ct
(
φ˜− φ
)} = ct
(
φ˜− φ
)
√
σ2ec
t (CtC + σ2eG
+)−1 c
∼ N(0, 1). (16)
We conclude that Z is a nonsingular Gaussian random field with mean 0 and variance 1. Con-
sequently, the following expressions can be retrieved from (16)
lM(x,θ) :=
(
CtC + σ2eG
+
)−1/2
c and eM(x,θ) :=
(
CtC + σ2eG
+
)1/2 (
φ˜− φ
)
such that ‖lM(x,θ)‖ = ct (CtC + σ2eG+)−1 c. The problem of finding a (1−α) SPI for µˆd ∀d ∈ [D]
boils down to the choice of a critical value cV T (1− α)
α = P
(
|µˆd − µd| > cV T (1− α)σˆe
∥∥∥lM(x, θˆ)∥∥∥ , for some c ∈ C) . (17)
Let lM = l(x,θ)tM , lˆM = l(x, θˆ)tM , eM = eM(x,θ), eˆM = eM(x, θˆ) and λM = eˆM − eM .
Proposition 2. Suppose that σ2e is estimated by some consistent estimator. Define
Q = lM‖lM‖ , ξ = infc∈C
||lˆM ||
||lM || and η = supc∈C
∣∣∣∣(lˆM − lM)t eM + lˆM(eˆM − eM)∣∣∣∣
σe||lM || .
We assume that ∃ ξ0 > 0, η0 > 0 such that P(ξ 6 ξ0) = o(α) and P(η 6 η0) = o(α) as n → ∞
and α→ 0. Thus one can approximate (17) as follows:
for p = 1
α 6 κ0
pi
[{
1 +
cV T (1− α)2ξ20
ν
}−ν/2
+ η0
21/2cV T (1− α)ξ0Γ
(
ν+1
2
)
ν1/2Γ
(
ν
2
)
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{
1 +
cV T (1− α)2ξ20
ν
}−(ν+1)/2]
+ EP{|tv| > cV T (1− α)ξ0};
for p = 2
α 6 κ0
21/2pi3/2
[
21/2cV T (1− α)ξ0Γ
(
ν+1
2
)
ν1/2Γ
(
ν
2
) {1 + cV T (1− α)2ξ20
ν
}−(ν+1)/2
− η0 cV T (1− α)ξ0
ν1/2{
1 +
cV T (1− α)2ξ20
ν
}−ν/2
+ η0
2cV T (1− α)ξ20Γ
(
ν+2
2
)
νΓ
(
ν
2
) {1 + cV T (1− α)2ξ20
ν
}−(ν+2)/2]
+
ζ0
2pi
[{
1 +
cV T (1− α)2ξ20
ν
}−ν/2
+ η0
21/2cV T (1− α)ξ0Γ
(
ν+1
2
)
ν1/2Γ
(
ν
2
) ]+ 2E · P(|tv| > cV T (1− α)ξ0);
for p > 3
α 6
κ0Γ(
p+1
2
)
pi(p+1)/2
P
Fp+1,ν >
(
cV T (1− α)ξ0 − η0 σeσˆe
)2
p+ 1
+ ζ02 Γ(
p
2
)
pip/2
P
Fp,ν >
(
cV T (1− α)ξ0 − η0 σeσˆe
)2
p

+
κ2 + ζ1 +m0
2pi
Γ(p−1
2
)
pi(p−1)/2
P
Fp−1,ν >
(
cV T (1− α)ξ0 − η0 σeσˆe
)2
p− 1
 ;
where tν is a t-distributed random variable with ν degrees of freedom, Fd1,d2 an F-distributed
random variable with parameters d1 and d2, κ0 =
∫
c∈C ‖Q′(x)‖ dx the volume of the manifoldM = {Q(c), c ∈ C}, ζ0 the boundary area of M. Further, κ2 and ζ1 measure the curvatures of
M and ∂M respectively, whereas m0 measures the rotation angles of ∂2M, and finally, E is the
Euler-Poincaré characteristic ofM.
The proof of Proposition 2 is included into Appendix C. Having retrieved the critical value,
we can construct the volume-of-tube SPI
IV T1−α =
D×
d=1
IV Td,1−α, where IV Td,1−α =
[
µˆd ± cV T (1− α)σˆe||lˆM ||
]
.
The approximations from Proposition 2 are a little conservative, i.e., the coverage probability is
higher than the nominal 1− α (although still lower than for Sheffé’s bands); it approaches 1− α
as n → ∞ and α → 0. We immediately see that the approximation formulas contain several
constants. Numerical approximation of the constants describing the geometry of the manifold
M may not pose a major problem, but it is not clear how we should estimate ξ0 and η0 under
LMMb. Some ideas were derived for simpler one-dimensional models. Sun et al. (1999) proposed a
derivative and a perturbation method to estimate correction constant ξ0, whereas Sun and Loader
(1994) suggested estimating η0 nonparametrically. It is unclear, though, how to extend their
implementations for LMM setting. Bootstrap approximation can be regarded as an alternative.
However, in this case it would be easier to use bootstrap directly as described in Section 3.1.
Finally, the application of the volume-of-tube formula results in two sources of errors, from the
approximation itself and from the estimation of the constants, making the approximation less
reliable. These conclusions led us to a technique based on MC sampling in Section 3.3.1.
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3.3 Alternative methods
3.3.1 Monte Carlo procedure
Consider mixed model equations from Section 3.2. Ruppert et al. (2003) proposed a simple
numerical approach to construct confidence bands of one-dimensional nonparametric curves using
an empirical approximation of (16), i.e.,[
βˆ − β
uˆ− u
]
approx∼ N
{
0,
(
CtRˆ−1C + Gˆ+
)−1}
. (18)
We apply (18) to simulate the distribution of (9) and set
S0 = max
d=1,...,D
|S0d| ≈ max
d=1,...,D
∣∣∣∣c¯td [ βˆ − βuˆd − ud
]∣∣∣∣
σˆ(µˆd)
=: max
d=1,...,D
|SMCd| = SMC ,
where c¯d = (ktd,mtd)t. Afterwards, we draw K realisations from (18) and estimate the critical
value cS0(1− α) by the ([(1− α)K] + 1)th order statistic of SMC . Finally, we construct MC SPI
IMC1−α =×IMCd,1−α where IMCd,1−α = [µˆd ± cMC(1− α)σˆ(µˆd)] . (19)
Similarly to the bootstrap method we can obtain a critical value for MT. The consistency of IMC1−α
follows immediately from (16) which is a standard result for mixed models and Z = N(0, 1) +
O(n−1/2). GAR of Chernozhukov et al. (2013) might be invoked to prove the consistency for the
maxima. MC SPI are easy to implement and less computer intensive than bootstrap. Yet, it is
limited to normally distributed random effects and errors. Since the normal approximation does
not hold for non-linear models, MC SPI might be applied under LMM only.
3.3.2 Bonferroni procedure
Classical simultaneous inference has been considered via Bonferroni adjustment. Since (µ˜d −
µd)/σ(µ˜d) is a Gaussian pivot, the critical value to construct SPI or MT is selected as cBO(1−α) =
Φ−1(1− α/2D). Having retrieved the value of interest, Bonferroni SPIs are
IBO1−α =
D×
d=1
IBOd,1−α, where IBOd,1−α = [µˆd ± cBO(1− α)σˆ(µˆd)] . (20)
The same critical value might be used in MT procedure (11), yet it provides a weak control of
FWER. Using Bonferroni methodology we do not approximate the true distribution of statistics S0
in (9). Hence, we assume that
√
mse(µˆd) = σˆ(µˆd), which is an estimated version of MSE defined in
(7). An application of this procedure is extremely simple and does not require any computational
effort. Therefore it will be our benchmark under independence. However, the results of Romano
and Wolf (2005) confirm that the Bonferroni-Holm method performs poorly for correlated random
variables, e.g., when allowing for spatio-temporal dependence of random effects and/or errors as
in Hobza et al. (2018).
Remark 1. We use a quantile from the normal instead of the t-distribution, because the number of
mixed parameters is allowed to grow to infinity, and the latter distribution converges to the former,
cfr., the high-dimensional regression setting in Chernozhukov et al. (2013).
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3.3.3 Beran procedure
Beran (1988) developed a procedure to obtain balanced simultaneous intervals with an overall
coverage probability 1−α within the context of the models without random effects. His technique is
based on so called roots and bootstrapping to approximate their cumulative distribution functions
(cdfs). We can follow Beran’s methodology and evaluate its performance under LMM. Suppose
that Sd is a root and consider maxd=1,...,D Sd as defined in (9). Let FSd and FS be their respective
cdfs. Furthermore, we denote with F−1Sd (a) and F
−1
S (a) the largest a
th quantiles of FSd and FS.
Beran (1988) suggested bootstrap approximations F ∗Sd and F
∗
S to obtain D critical values defined
as cBEd(1− α) = F ∗−1Sd {F ∗−1S (1− α)}. The details can be found in his paper. The SPI is then
IBE1−α =
D×
d=1
IBEd,1−α, where IBEd,1−α = [µˆd ± cBEd(1− α)σˆ(µˆd)] . (21)
Critical values cBEd(1−α) are not directly applicable for MT. Moreover, Beran’s method is equally
computer intensive as bootstrap SPI, but in comparison to the former it might provide a poor
coverage rate as its convergence in sup-norm is not guaranteed, cfr., results in Section 4.
4 Simulation study
A simulation study is carried out to investigate the finite sample properties of bootstrap (BS),
Monte Carlo (MC), Beran (BE) and Bonferroni (BO) intervals as well as to evaluate the empirical
power of MT for various scenarios. In particular, we analyse the results under NERM and FHM
which are prominent examples of LMM used in SAE. As far as the former is taken into account,
we set xdj1 = 1, xdj2 ∼ U(0, 1) ∀ d ∈ [D] and j ∈ [nd], whereas under FHM xd1 = 1, xd2 ∼ U(0, 1)
∀d ∈ [D] with β = (1, 1)t for both models. When it comes to the estimators of σˆ(µˆd), Prasad
and Rao (1990) derived simplified versions of g1d defined in (8) which are given by gN1d(θˆ) =
σˆ2u/(σˆ
2
u + σˆ
2
e/nd)(σˆ
2
e/nd) and gF1d(θˆ) = σˆ2uσ2e/(σˆ2u + σ2e) for NERM and FHM respectively. The
total number of simulation runs is I = 2500 and within each we draw B = 1000 bootstrap
samples. In addition, D ∈ {15, 30, 60, 90}, i.e., we consider small to medium sample sizes. Once
NERM is considered, we set nd = 5 ∀d ∈ [D], edj ∼ N(0, σ2e), ud ∼ N(0, σ2u) such that the
intraclass correlation coefficient (ICC) equals 1/3, 1/2 or 2/3 (the exact numbers are given in
the first column of Table 1). Since the results hardly differ when estimating θ using REML or
MM, we skip the latter. Regarding FHM, we apply a similar setting as in Datta et al. (2005). We
suppose that the random effects and error terms are independent, centred and normally distributed
with unknown variance σ2u = 1 and known σ2ed as follows. Each fifth part of the total number
of clusters is assigned to a different value for σ2ed ; in Scenario 1: 0.7, 0.6, 0.5, 0.4, 0.3 and in
Scenario 2: 2.0, 0.6, 0.5, 0.4, 0.2. Variance σ2u is estimated using REML, Henderson’s method
3 (Prasad and Rao, 1990), and the method of Fay and Herriot (1979). We present results only
for the former as all the others performed in a similar way. Simulated scenarios are optimal for
Bonferroni procedure, therefore we can treat it as a benchmark (cfr., comments in Section 3.3.2).
Let gN∗(b)1d (θˆ
∗(b)) = σˆ2∗(b)u /(σˆ
2∗(b)
u + σˆ
2∗(b)
e /nd)(σˆ
2∗(b)
e /nd) be the bootstrap equivalent of gN1d(θˆ). We
describe a parametric bootstrap procedure that yields promising results when constructing SPI.
Under NERM the algorithm is
1. From the original sample, obtain consistent estimators βˆ and θˆ = (σˆ2e , σˆ2u).
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2. Generate D independent copies of a variable W1 ∼ N(0, 1). Construct the vector u∗ =
(u∗1, u
∗
2, . . . , u
∗
D) with elements u∗d = σˆuW1, d = [D].
3. Generate N independent copies of a variable W2 ∼ N(0, 1). Construct the vector e∗ =
(e∗1, e
∗
2, . . . , e
∗
D) with elements e∗d = σˆeW2, d = [D].
4. Create a bootstrap sample y∗ = Xβˆ + u∗ + e∗.
5. Fit the nested error regression model (2) to the bootstrap sample from Step 4 and obtain
bootstrap estimates βˆ∗, θˆ∗ = (σˆ2∗e , σˆ2∗u ), µ∗dj and µˆ∗dj.
6. Repeat Steps 2-5 B times. Calculate S∗(b)B , b = 1, . . . , B, using g
N∗(b)
1d (θˆ
∗(b)). Obtain cBS(1−
α) and IBS1−α as defined in Section 3.1.
To implement it under FHM, we need to slightly modify step 1 defining θˆ = σˆ2u and g
F∗(b)
1d (θˆ
∗(b)) =
σˆ
2∗(b)
u σ2e/(σˆ
2∗(b)
u + σ2e). Additionally, we need to replace step 3 by
3.’ Generate D independent copies of a variable W2 ∼ N(0, 1). Construct the vector e∗ =
(e∗1, e
∗
2, . . . , e
∗
D) with elements e∗d = σedW2, d = [D].
We use several criteria to evaluate performance of different methods to construct SPIs. First
of all, we compute an empirical coverage probability (ECP)
ECP =
1
I
I∑
k=1
1{µ(k)d ∈ IP1−α ∀d ∈ [D]} where P = BS,MC,BE or BO,
that is, a percentage of times the parameters for all clusters are inside their SPI for α = 0.05.
(our simulation experiment was carried out also for α = 0.1 and α = 0.01, nevertheless we did
not include them, because they led to the same conclusions). The second comparison criterion is
the average width (WS) of different SPIs. This quantity is calculated for each cluster over the
widths of the intervals from I simulations, and averaged over all clusters to obtain an aggregated
indicator
WS =
1
DI
D∑
d=1
I∑
k=1
ρ
(k)
d , ρ
(k)
d = 2c
(k)
P (1− α)σˆ(k)(µˆd), where P = BS, MC, BE or BO.
Lower values of WS are preferable. Finally, we compute the variance of widths over the simula-
tions, and average them over all clusters, i.e.,
V S =
1
D(I − 1)
D∑
d=1
I∑
k=1
(
ρ
(k)
d − ρ¯d
)2
, ρ¯d =
I∑
k=1
ρ
(k)
d /I.
We prefer lower values of V S, as they indicate that the length of intervals is stable.
Remark 2. (i) In practice, cBS(1 − α) and cBE(1 − α) are approximated by [{(1 − α)B} + 1]th
order statistics of the empirical bootstrap distributions. (ii) To construct IMC1−α we can use g1 or
the variance expression from the denominator in (16). Since the numerical differences between
them were negligible, results are presented only for the latter.
Table 1 shows the numerical results of the criteria evaluating performance of methods to
construct SPI for a mixed parameter. Under all scenarios, BS attains the nominal level of 95%
even for a small number of clusters (D = 15). Yet, due to the overestimation of variability of the
clusters, this method suffers from an overcoverage when ICC = 1/3 for D = 15 and D = 30. BO
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ECP (in %) WS (VS)
D BS MC BE BO BS MC BE BO
15 95.4 92.9 93.6 93.8 1.876 (0.031) 1.754 (0.022) 1.803 (0.026) 1.794 (0.024)
σ2e = 0.5 30 95.2 93.9 92.5 94.4 1.947 (0.015) 1.890 (0.013) 1.871 (0.013) 1.910 (0.013)
σ2u = 1 60 94.9 93.7 88.7 94.2 2.041 (0.008) 2.011 (0.007) 1.936 (0.007) 2.023 (0.007)
90 95.2 94.4 84.4 94.9 2.101 (0.006) 2.079 (0.005) 1.926 (0.005) 2.088 (0.005)
15 96.7 91.2 93.8 94.4 2.695 (0.113) 2.358 (0.046) 2.488 (0.052) 2.488 (0.049)
σ2e = 1 30 95.5 92.8 92.5 94.4 2.671 (0.027) 2.552 (0.024) 2.567 (0.024) 2.608 (0.024)
σ2u = 1 60 95.0 93.7 89.1 94.5 2.774 (0.014) 2.719 (0.012) 2.631 (0.012) 2.750 (0.012)
90 95.2 94.2 83.2 94.8 2.850 (0.010) 2.811 (0.009) 2.614 (0.008) 2.833 (0.009)
15 98.3 87.3 92.3 96.5 2.816 (0.205) 2.156 (0.065) 2.362 (0.046) 2.488 (0.087)
σ2e = 1 30 97.3 90.6 94.2 94.8 2.641 (0.050) 2.346 (0.032) 2.469 (0.023) 2.485 (0.022)
σ2u = 0.5 60 95.3 92.7 89.7 94.5 2.616 (0.012) 2.513 (0.015) 2.478 (0.012) 2.577 (0.012)
90 95.0 93.0 83.9 94.6 2.663 (0.010) 2.597 (0.010) 2.441 (0.008) 2.643 (0.009)
Table 1: ECP (in %), WS and VS under NERM. The nominal coverage probability is 95%.
yields satisfactory results too, which does not surprise as we consider independent mixed parameter
with normal random effects and errors. Nonetheless it attains the nominal level only for D = 15
and ICC = 2/3 falling short in all other cases. MC has worse performance, the convergence to
the nominal level is slower with ECP oscillating around 94% only for D = 60 and D = 90 when
ICC = 2/3 or ICC = 1/2. In addition, it does not attain the nominal level under the third
scenario. Last but not least, BE diverges. This undesirable effect might be mitigated using double
bootstrap which is more computer intensive and its implementation does not assure significantly
better numerical performance. The second part of Table 1 summarizes results for WS and VS. As
expected, the width increases with growing D. Note that BS and BO converge to approximately
the same value for D = 90. When we consider VS, we conclude that BS is certainly more variable
than any other method for D = 15, but this difference decreases with increasing D. In SAE, which
focuses on the statistical analysis of mixed parameters, undercoverage is considered a more severe
type of error than overcoverage, partly due to the difficulties to detect and alleviate it (Yoshimori,
2015). Often, overcoverage is a result of an excessive variability in the small samples which is
illustrated in Table 1 by VS. Having this in mind, we conclude that BS is the most satisfactory
method.
Figure 1 displays 95% bootstrap SPI in light blue and Chatterjee et al. (2008) cluster-wise
prediction intervals (CPI) in blue. The critical values for the latter have been selected using
parametric bootstrap such that each CPI covers its µd, d = 1, . . . , D with a probability 0.95, cfr.,
Chatterjee et al. (2008) for details. In comparison to CPI, SPI covers all clusters with a certain
probability. Black dots represent the true mixed parameters µd. Out of the 30, 3 are clearly outside
of their CPI, and another 4 on the boundary. Recall that this does not happen by chance but by
construction: for 100(1−α)% CPI about 100α% (often many more) of the cluster parameters are
not in their intervals. In contrast, our SPIs contain all of the true mixed parameters. Moreover,
the SPIs do not seem to be excessively wide but just as wide as necessary: one cluster mean is
right at the upper bound of its SPI.
Remark 3. CPI and SPI are methodologically different and constructed to cover distinct sets
with a certain probability. Hence, one can argue that their direct comparison is flawed and should
not be investigated. We do not claim otherwise; rather, this illustration serves to highlight why
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Figure 1: CPI and bootstrap SPI for mixed effect means estimated using REML, edj ∼ N(0, 0.5),
ud ∼ N(0, 1), D = 30. Black dots are the true mixed parameters.
SPIs are highly relevant in practice. Figures 1 and 4 demonstrate that the cluster-wise inference
leads to completely erroneous conclusions once applied to perform joint statements and comparis-
ons. Secondly, we hope to convince practitioners to apply SPI if their goal is to compare mixed
parameters across clusters.
Regarding MT, Figure 2 displays the empirical power of bootstrap and MC based max-type
tests for H0 : µ = h vs H1 : µ = h+ 1Dδ. In the simulations, we simply set h := µ and under H1
we added a constant δ ∈ [−2, 2] to each element of h. As expected, ICC influences the Type II
error – the curves are the steepest and almost not distinguishable for ICC = 2/3. The bootstrap
test performs significantly better when ICC = 1/2 and ICC = 1/3 for small and medium D. In
contrast, MC based tests do not attain the nominal level under H0 for small sample sizes. For
larger D the curves almost coincide under three scenarios.
Let us finally turn to the analysis under FHM. Since the performance of MT under FHM leads
to similar conclusions as for NERM, we restrict ourselves to presenting ECP, WS and VS for
different SPIs. Table 2 displays numerical results. Bootstrap SPIs suffer from overcoverage for
small D, similarly to Bonferroni SPIs, which is probably caused by the same reasons as in case of
NERM. Nevertheless, Bonferroni fails to achieve the nominal level for a large number of clusters.
Beran’s SPIs diverge and MC SPIs undercover for D = 60 and D = 90. As a matter of fact, it
should be mentioned that bootstrap SPI are not only versatile, but contrary to the other methods,
also robust to severe departures from normality or random effects and errors (cfr., Reluga et al.
(2019)).
5 Empirical analysis of income data in Galicia
We apply our proposal within the context of SAE and construct SPI for average household income
in 52 counties of Galicia, Northern Spain. It is of great interest for Statistical Offices and politicians
alike to gather information about the average income of individuals and households. Moreover,
it is equally important to obtain this information at the county level of so-called comarcas to
be able to adjust regional policies and resource allocations. We focus on the household income
making use of the Structural Survey for Homes of Galicia in 2015 with 9203 households in total,
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Figure 2: Power of MT H0 : µ = h vs H1 : µ = h+ 1Dδ for BS and MC tests.
ECP (in %) WS (VS)
D BS MC BE BO BS MC BE BO
S.1 15 97.3 95.6 96.7 96.5 3.728 (0.016) 3.516 (0.024) 3.672 (0.040) 3.691 (0.019)
30 96.6 95.2 94.8 96.6 3.792 (0.017) 3.664 (0.023) 3.688 (0.045) 3.818 (0.013)
60 95.7 92.6 89.6 93.9 3.973 (0.014) 3.804 (0.031) 3.760 (0.103) 3.873 (0.027)
90 95.2 93.3 84 94.4 4.024 (0.016) 3.920 (0.025) 3.694 (0.090) 3.970 (0.022)
S.2 15 98.0 95.7 97.6 95.9 4.073 (0.034) 3.749 (0.061) 4.005 (0.076) 3.962 (0.096)
30 97.1 95.6 94.8 96.1 3.795 (0.017) 3.667 (0.023) 3.690 (0.046) 4.028 (0.040)
60 97.4 93.4 91.6 94.9 4.198 (0.035) 3.956 (0.067) 3.981 (0.147) 4.029 (0.064)
90 96.6 93.9 86.1 94.6 4.218 (0.037) 4.006 (0.054) 3.880 (0.123) 4.119 (0.053)
Table 2: ECP (in %), WS and VS under FHM. The nominal coverage probability is 95%.
but with nd < 20 in several clusters. The survey contains information about the total income as
well as different characteristics on individual and household level. The dependent variable refers
to the total yearly household income which consists of paid work, own professional activity and
miscellaneous benefits. It is well known that income data are right skewed. Unsurprisingly, our
dependent variable exhibits this feature too. We transform it by ylogdj = log(ydj+c), where constant
15
c > 0 minimizes the Fisher skewness of the model residuals with ylogdj as a response. It is selected
from a grid within the range of household incomes [min(ydj),max(ydj)].
Appendix D contains a table with retained covariates and a description of the model selection
process. We aim at the construction of SPI for the average monthly household income over 52
comarcas of Galicia, i.e., we consider (4) with kd = x¯d, where x¯d = n−1d
∑nd
j=1 xdj,md = 1, ud ∈ R
∀d ∈ [D]. The estimation of this indicator at the small area level is of particular interest for
the Statistical Office of Galicia (IGE). After a variable selection process, we try to validate the
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Figure 3: Cholesky REML residuals: (left) kernel density estimation and (middle) QQ plot; REML
empirical Bayes estimates of random effects: (right) QQ plot.
normality assumption for errors and random effects. The transformation of the responses seems
to lead to a reasonable model adequacy presented at the kernel density plot of Cholesky residuals
(Jacqmin-Gadda et al., 2007) in the left panel of Figure 3. The uncorrelated Cholesky residuals are
constructed by multiplying y−Xβˆ by the Cholesky square root of the variance matrix. However,
a departure from normality is visible in the QQ plot displayed in the second panel. The pattern
of heavy-tails is stark. This is also detected by the Shapiro-Francia test (Shapiro and Francia,
1972) with a p-value of p < 0.001. An empirical analysis of Reluga et al. (2019) demonstrated
that the deviations from normality of errors has a strong impact on the coverage probability of
MC SPI. On the other hand, bootstrap based SPI is robust to those departures, and provides a
good coverage probability. In the light of these comments and the simulation results, Figure 3
suggests focusing on bootstrap SPI. Regarding the normality of random effects, the right panel of
Figure 3 displays a diagnostic plot of Lange and Ryan (1989) using standardized empirical Bayes
estimates of the random effects in a weighted normal QQ plot; it supports the adequacy of the
normality assumption.
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Figure 4: 95% bootstrap CPI and SPI for the log of mean income of comarcas in Galicia.
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Figure 4 displays bootstrap CPI proposed by Chatterjee et al. (2008) and SPI of the log of
mean incomes in the counties of Galicia. We divide the plot in Figure 4 into 5 panels based
on the number of units in each comarca. We can see a lot of variability over the estimates for
the comarcas. Evaluating the results of CPI (blue) versus SPI (light blue), it is apparent that
the cluster-wise prediction intervals are not adequate to address either a joint consideration or
a comparison of the comarcas. If we consider, for example, the comarcas of A Mariña Oriental
and Chantada (5th and 6th regions of the second panel in the black rectangle), the CPIs indicate
significantly different incomes, whereas the SPIs do not support this claim. Moreover, there are
other comarcas (practically in each panel) for which CPIs would insinuate significant differences
whereas statistically valid SPIs do not confirm that conclusion. Nevertheless, SPIs are not unne-
cessarily wide for practical use. We detect significant and valid differences between several interval
estimates.
Figure 5 present maps with lower and upper limits of bootstrap SPIs. The boundaries are
classified into one of five categories which were built using 0.2, 0.4, 0.6 and 0.8 quantiles of
point estimators. One detects a substantial variation of the household income over the counties.
Lower and upper boundary of the interval estimates for the comarcas of A Coruña, Santiago
de Compostela and Lugo (with a large number of units) are classified into the richest category;
they are indicated in the last panel of Figure 4. O Ribeiro, being located in the inner zone where
inhabitants live off the agriculture, seems to be the poorest region; lower and upper boundary of its
interval estimate lie within the first category (marked with ellipsoid in the second panel of Figure
4). Furthermore, we can see that in the south-east Galicia, there is a group of relatively poor
comarcas, with the exception of Ourense. Similar conclusions can be drawn from the publications
of Galician Institute of Statistics. CPIs should not be used to make such maps as this would
suggest that we were allowed to compare them. Moreover, CPIs would not contain at least 3 (for
95% intervals) of the true mixed parameters.
   
                     
A CORUÑA 
 
A CORUÑA 
 
SANTIAGO 
 
SANTIAGO 
 
O RIBEIRO 
 
O RIBEIRO 
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Figure 5: 95% bootstrap SPI for the log of mean income of comarcas in Galicia.: (left) lower
boundary, (right) upper boundary.
Our max-type statistic might also be used for hypothesis testing. Suppose that our goal is to
statistically validate or disprove the hypothesis that there is no statistical difference in the mean
household income between households having male and female household heads (hh). To test
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this hypothesis we take clusters created from the cross section of comarcas and hh-gender. For
the time being, we consider µ ∈ R104 and test H0 : Aµ = 0104 versus H1 : Aµ 6= 0104, where
A ∈ R52×104 with rows that are composed of 104-dimensional vectors a with 1 on the 2d−1 place,
−1 on the 2d place but 0 otherwise, where d stands for a particular comarca. The test statistic is
tH = maxd=1,...,D |tHd| = 10.495 whereas the bootstrap critical value is cBH0(1− α) = 8.673. That
is, we clearly reject H0 of no difference.
6 Conclusions
We employed the max-type statistic to construct SPI and MT procedure for a mixed parameter
under LMMb and applied it within the framework of SAE. We theoretically derived two novel
techniques based on bootstrap and the volume-of-tube formula; the latter did not turn out to be
operational. Furthermore, we carried out an empirical comparison with the methods adapted from
the setting without random effects and nonparametric curve estimation. Though slightly conser-
vative for very small samples, bootstrap SPIs yield satisfactory results in all simulation studies.
For the sake of brevity, we only presented the scenarios under normality and independent para-
meter estimates. These assumptions are optimal for Bonferroni procedure which was less reliable
than our approach. In addition, our bootstrap based max-type statistic is readily applicable for
testing multiple statistical hypotheses. Our empirical studies reveal its superiority over another
resampling based test.
It is clear that accounting for the variability of all clusters makes SPI wider than CPI. Nonethe-
less, only SPIs are statistically valid for comparisons between clusters. Moreover, if we conducted
several surveys, SPIs would contain all true parameters in 100(1− α)% of studies, whereas CPIs
would not cover about Dα of them in each survey. Finally, as soon as we wish to make joint
statements, the application of our methodology is indispensable in empirical studies, which was
shown in the analysis of household income in the comarcas of Galicia.
Our max-type statistic simultaneous inference can be easily extended to account for more com-
plex data structures with several random effects, heteroscedasticity, spatial or temporal correlation
which arises naturally in e.g., longitudinal studies. Moreover, our methodology can be developed
to be applied under generalized linear, semi- or nonparametric mixed models. In these cases we
would need to apply estimators and wild bootstrap as in, e.g., Lombardía and Sperlich (2008).
A Appendix
A.1 Regularity conditions
R.1 Xd and Zd are uniformly bounded such that
∑D
d=1X
t
dV
−1
d Xd = {O(D)}(p+1)×(p+1).
R.2 Covariance matrices Gd and Rd have a linear structure, that is Gd =
∑h
j=0 θiJdjJ
t
dj and
Rd =
∑h
j=0 θiHdjH
t
dj, where d = 1, . . . , D, j = 0, . . . , s θ0 = 1, Jdj and Hdj are known of
order nd× qd and qd× qd respectively; in addition, the elements of Jdj andHdj are uniformly
bounded known constants such that Gd and Rd are positive definite matrices. In certain
cases, Jdj and Hdj can be null matrices;
R.3 Rate of convergence: supd>1 nd <<∞ and supd>1 qd <<∞.
R.4 To ensure the nonsingularity of Σθ, 0 < infd61 σ2ed 6 supd61 σ2ed <∞ and σ2u ∈ (0,∞);
R.5 btd = ktd − atdXd with bdi = O(1) for i = 1, . . . , p+ 1;
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R.6 { ∂
∂θj
atdXd}i = O(1) for j = 1, . . . , h and i = 1, . . . , p+ 1;
R.7 θˆ satisfies: (i) θˆ − θ = Op(m−1/2), (ii) θˆ(y) = θˆ(−y) and (iii) θˆ(y +Xr) = θˆ(y) for any
r ∈ Rp+1.
Furthermore, we will evoke Assumptions 1-4 from Chatterjee et al. (2008), which are quite technical
but largely irrelevant in practice.
A.2 Proof of Proposition 1
We concentrate on the consistency of the bootstrap SPI. Richardson and Welsh (1994) proved the
consistency and asymptotic normality of fixed parameters βˆ and variance components θˆ, whereas
the consistency of their bootstrap counterparts was proven by González-Manteiga et al. (2008).
To demonstrate Proposition 1, we make use of Theorem CLL of Chatterjee et al. (2008) and two
further propositions. In this section, we use some notations from Chatterjee et al. (2008) whenever
they are not in conflict with the notations in the rest of the paper, otherwise we shall keep ours.
Theorem 1. (Theorem 3.1 of Chatterjee et al. (2008)). Let T = f t(Xβ+Zu), f ∈ Rn a vector
and a conditional distribution of T given y be N(µT , σ2T ), where
µT = f
tZβ + f tZGZtV −1(y −Xβ)
σ2T = f
tZ(G−GZtV −1ZG)Ztf .
Let T ∗ = f t(Xβˆ+Zu∗) be a bootstrap equivalent of T , Ln the cdf of σˆ−1T (T − µˆT ) with θ replaced
by θˆ, and L∗n the cdf of σˆ−1∗(T ∗ − µˆ∗T ). Suppose Assumptions 1-4 of Chatterjee et al. (2008) hold
and p+ 1 + h = o(n). Then,
sup
q∈R
|Ln(q)− L∗n(q)| = OP{(p+ h+ 1)3n−3/2}.
Moreover, Ln(q) admits a short asymptotic expansion, i.e., Ln(q) = Φ(q) + h2n−1γ(q,β,θ) +
O(h3n−3/2) where Φ(q) stands for a cdf of a standard Gaussian random variable.
Remark 4. Chatterjee et al. (2008) estimated fixed parameters using an ordinary least squares
method, whereas in our paper we used a generalized least squares. As pointed out by the authors,
an asymptotic expansion still holds as soon as the weighting matrices are smooth functions of θ,
which we assume in R.2.
Remark 5. In their analysis, Theorem 1 was demonstrated for one dimensional parameter, yet
a similar asymptotic expansion would apply to a multivariate parameter with some notational and
algebraic adjustments, see Remark 4 in Chatterjee et al. (2008).
Without loss of generality, we suppose µd = T = f t1(Xβ+Zu) for some vector f1 ∈ Rn. Notice
that in case of our application in Section 5 this claim is satisfied with f1 = (0, . . . , 1/nd, . . . , 1/nd, . . . , 0)t.
In other cases some algebraical changes in the proof of Theorem 1 might be needed. Further, define
a multivariate parameter T = F (Xβ + Zu) and suppose that there exists a matrix F1 ∈ RD×n
such that µ = T = F1(Xβ +Zu), µ = (µ1, µ2, . . . , µD)t and S0 = σˆ−1(µ− µˆ) with σˆ2, which is
a matrix equivalent of σˆ2T and S0 composed of S0d defined in (9). Let S∗ = σ−1
∗
(µ∗ − µˆ∗) be the
bootstrap version of S0. By Theorem 1 and Remark 5 it follows that
LM(q) = Φ(q) + n−1h2γ(q,β,θ) +O(h3n−3/2),
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where LM(q) = P(S0 6 q). To show that Proposition 1 is satisfied, we establish the validity of
two propositions and employ GAR of Chernozhukov et al. (2013). The derivation proceeds within
the same lines as the one in Zhang and Cheng (2017).
Proposition A.1. Assume that Theorem 1 holds and let vd ∼ N(0, 1), d = 1, . . . , D, v =
(v1, . . . , vD)
t. Then,
sup
q∈R
∣∣∣∣P{ maxd=1,...,Dw(S0d) 6 q
}
− P
{
max
d=1,...,D
w(vd) 6 q
}∣∣∣∣ = o(1)
where w as defined in Proposition 1.
Proof : To apply GAR, suppose that S0d = n−1/2
∑n
i=1 S0di, i.e., S0d has a linear structure. Pro-
position 1 is satisfied if we demonstrate Corollary 2.1 of Chernozhukov et al. (2013) by validating
their Condition (E.1), i.e., showing that
(i) c0 6 E(S0di) 6 C0 and (ii) max
k=1,2
E(|S0dj|2+k/Bk) + E{exp(|S0di|/B)} 6 4
uniformly over d, with c0, C0 and B some constants. First of all, notice that σ2e and σ2u are finite.
Therefore (i) would hold for c0(σ2e + σ2u) 6 E(Sdi) 6 C0(σ2e + σ2u). Moreover, due to the normality
of edj and ud, d = 1, . . . , D, j = 1, . . . , nd, all the moments of S0di exist. Hence we can find c1 such
that maxk=1,2 E(|S0dj|2+k) 6 c1 as well as C1 such that E(|S0dj|i) 6 C1, i ∈ N. Thus, the second
term in (ii) is
E{exp(|S0di/C2|)} = 1 +
∞∑
k=1
E(|S0dj|k)
k!Ck2
6 1 +
∞∑
k=1
(C1/C2)
k
k!
= exp(C1/C2) <∞
for C2 some constant. Since both terms of (ii) are bounded, we can find a sufficiently large B
such that the second condition of (E.1) holds. Furthermore, |S0d| = max(S0d,−S0d) implies that
wd(t) = |t| is valid and Proposition A.1 is proven. The parametric bootstrap counterpart is given
in Proposition A.2.
Proposition A.2. Assume that Theorem 1 and Proposition A.1 hold. Then,
sup
q∈R
∣∣∣∣P∗{ maxd=1,...,Dw(S∗Bd) 6 q
}
− P
{
max
d=1,...,D
w(vd) 6 q
}∣∣∣∣ = oP (1)
where w is as defined in Proposition 1.
Proof : A similar reasoning as in Proposition A.1 holds, replacing P, S0d, σ2e and σ2u by P∗,
S∗Bd, σˆ2e and σˆ2u.
Remark 6. The consistency of IBS1−α and Proposition 1 can also be based on a heuristic argument
of Hall and Pittelkow (1990) combined with the asymptotic expansion in Theorem 1 of Chatterjee
et al. (2008). Ideally, cS0(1− α) would be determined from
pi {cS0(1− α)} = P {−cS0(1− α) 6 S0d 6 cS0(1− α) ∀d ∈ [D]} = 1− α.
Since pi {cS0(1− α)} is unknown, we approximate it by bootstrap
pi∗{cBS(1− α)} = P {−cBS(1− α) 6 S∗Bd 6 cBS(1− α) ∀d ∈ [D]|W} = 1− α
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with W = {(ydj,xdj, zdj), d ∈ [D], j ∈ [nd]}. If we prove that pi and pi∗ are asymptotically close up
to the order OP ((h2n−3/2), it implies the same order of accuracy for IBS1−α. Define
R = {x× z ∈ X × Z : −cS0(1− α) 6 S0d 6 cS0(1− α)∀d ∈ [D]}
which can be represented as a finite number of unions and intersection of convex sets. This number
is bounded uniformly for D > 2 and cS0(1− α) > 0. Observe that pi =
∫
R
dLn. Theorem 1 shows
that for all continuity points q the cdf’s Ln and L∗n converge to the same limit at the desired speed,
and the same speed is maintained in the convergence of pi and pi∗. Since pi is defined as an integral
of dLn over R, a direct consequence of Lemma 1 is supk∈R |pi(k)− pi∗(k)| = OP (h2n−3/2).
B The step-down testing procedure: description and numer-
ical results
The testing procedure described in Section 3 controls weakly for FWER. If one aims at testing
multiple hypotheses like
H0d : µd = hd for all d ∈ [D] vs. H1d : µd 6= hd, for some d ∈ [D], (B.1)
then the step-down technique of Romano and Wolf (2005)can be used assuring a strong control
of the FWER. More specifically, let Ω be the space for all data-generating processes and w be
the true one. Each H0d is equivalent to ω ∈ Ωd for some Ωd ⊆ Ω. For any ϑ ⊆ [D], denote
Ωϑ = (∩d∈ϑΩd) ∩ (∩d/∈ϑΩcd) with Ωcd = Ω\Ωd. The strong control of the FWER implies that
sup
ϑ⊆[D]
sup
ω∈Ωϑ
Pω(reject at least one hypothesis H0d, d ∈ ϑ) 6 α + o(1). (B.2)
The step-down procedure of Romano and Wolf (2005) can be summarised in the following way;
consider tHd , d ∈ [D] defined in Section 3 and denote by cϑ(1 − α) an estimate for the (1 − α)-
quantile of maxd∈ϑ |tHd |. Let ϑ(1) = [D] and reject all hypothesesH0d for which tHd > cϑ1(1−α). If
no hypothesis is rejected, then stop. Otherwise, let ϑ(2) be the set of null hypotheses not rejected
at the first step. At step k, let ϑ(k) ⊆ [D] be the set of hypotheses not rejected at step k − 1.
Reject all hypotheses H0d, d ∈ ϑ(k) for which tHd > cϑ(k)(1 − α). If no hypothesis is rejected,
stop. Proceed in this way until the algorithm stops. The authors proved the strong control of the
FWER, that is
cϑ(1− α) 6 cϑ′(1− α), for ϑ ⊆ ϑ′,
sup
ϑ⊆[D]
sup
ω∈Ωϑ
Pω(max
d∈ϑ
|tHd| > cϑ(1− α)) 6 α + o(1).
A direct consequence of Lemma 1 is a following corollary regarding a practical method to obtain
appropriate critical values cϑ(1− α) in the step down-procedure.
Corollary 2. Under assumptions of Lemma 1 the step-down procedure of Romano and Wolf (2005)
with bootstrap approximation of critical value cϑ(1 − α) provides a strong control of the FWER,
satisfying (B.2).
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BS BO
D = 15 D = 30 D = 60 D = 90 D = 15 D = 30 D = 60 D = 90
σ2e = 0.5, σ2u = 1 0.043 0.042 0.049 0.048 0.048 0.044 0.508 0.046
σ2e = 1, σ2u = 1 0.039 0.037 0.045 0.042 0.042 0.042 0.046 0.044
σ2e = 1, σ2u = 0.5 0.047 0.040 0.038 0.037 0.025 0.039 0.044 0.040
Table 3: Empirical FWER under NERM. The nominal FWER is 0.05.
We compare the finite sample performance of the step-down method of Romano andWolf (2005)
with the Bonferroni procedure which seems to be the most serious competitor of the bootstrap
method. To this end, we consider multiple two-sided testing hypotheses H0,d : µd = hd for all
d ∈ [D] for three scenarios under NERM. We assume that µd = hd + 1 for d = 1, . . . , D/5. The
performance criterion is an empirical FWER whereas the true nominal level of FWER is set to
α = 0.05. The analysis of Table 3 confirms that bootstrap step-down procedure controls strongly
for the FWER, whereas Bonferroni method fails to do it under σ2e = 0.5, σ2u = 1 for D = 60.
Except for the third scenario and D=15, bootstrap procedure provides lower or equally good
FWER.
C Proof of Proposition 2
To derive approximation formulas in Proposition 2, we suppose for the moment that the manifold
M = {Q(c), c ∈ C} has no boundary, that is the Euler-Poincaré characteristic E = 0. In addition,
lM , lˆM , eM , eˆM , λ = eˆM − eM and the other assumptions remain as defined in Section 3.2. For
some x ∈ X , z ∈ Z and c ∈ C the difference between xtβ+ ztu and its estimate can be bounded
by ∣∣∣xtβ + ztu− lˆty∣∣∣ = ∣∣∣lˆtM eˆM ∣∣∣ = ∣∣∣∣ltMeM + (lˆM − lM)t eM + lˆtMλM ∣∣∣∣ 6 ∣∣ltMeM ∣∣+ η(x), (C.1)
where η(x) =
∣∣∣∣(lˆM − lM)t eM + lˆtMλM ∣∣∣∣. If we normalize the first term on the right hand side, it
is straightforward to see that
Z =
〈lM , eM〉
σe||lM || =
〈
l
||lM || ,
eM
σe
〉
=
〈
Q, eM
σe
〉
,
which coincides with the formula of a Gaussian random field in Section 3.2. Here, eM/σe is a
n-vector of normally distributed random variables. Following the derivation of Sun and Loader
(1994) and Sun et al. (1999), one needs to choose cV T (1− α) such that
α = P
sup
c∈C
∣∣∣xtβ + ztu− lˆty∣∣∣
σˆe||lˆM ||
> cV T (1− α)

6 P
[
sup
c∈C
[{∣∣∣∣〈lM , eM〉σe||lM ||
∣∣∣∣+ η(x)σe||lM ||
} ||lM ||
||lˆM ||
]
> cV T (1− α) σˆe
σe
]
6 P
{
sup
c∈C
|Z| > cV T (1− α) σˆe
σe
ξ − η
}
= 2P
{
sup
c∈C
Z > cV T (1− α) σˆe
σe
ξ − η
}
,
22
where ξ = inf
c∈C
||lˆM ||
||lM || is the minimum of the ratio between estimated lˆM and the true lM , and
η = sup
c∈C
η(x)
σe||lM || accounts for the difference in the estimation of variance parameters. When θ is
obtained using some consistent estimator (for example REML or MM), then Jiang (1998) proved
that σˆe is asymptotically independent of Z and
ξ = 1 + op(1), η = op(1) as n→∞.
Therefore, ξ and η can be bounded by positive constants ξ 6 ξ0 and η 6 η0 in probability as
n→∞, and we obtain the approximation
α 6 2P
(
sup
c∈C
Z >
cV T (1− α)
ν1/2
σˆeν
1/2
σe
ξ0 − η0
)
+ o(α). (C.2)
Under our setting, the variable ν1/2σˆ/σ is approximately χ distributed with ν degrees of free-
dom and a pdf
f(w, ν) =
wν−1e−w
2/2
2ν/2−1Γ(ν/2)
.
Since we deal with a Guassian random field, we can adjust Sun (1993)’s approximations formulas
to retrieve a value of cV T (1− α) for p = 1, p = 2 and p > 3. First of all, let us focus on the cases
p = 1 and p = 2, where we need to find a solution of
α 6 2
∫ ∞
0
P
{
sup
c∈C
Z >
cV T (1− α)ξ0
ν1/2
w − η0
}
f(w, ν)dw + o(α).
We develop two expressions using Taylor expansions. Let c′V T (1 − α) = cV T (1 − α)ξ0 and
c′V T (1−α)w
ν1/2
= j(w). Then for any η → 0 we have
exp
{
−1
2
(j(w)− η)2
}
= exp
{
−1
2
j2(w)
}
+ exp
{
−1
2
j2(w)
}
j(w)η + o(η)
= A1 + A2η + o(η), and
{j(w)− η} exp
{
−1
2
(j(w)− η)2
}
= j(w) exp
{
−1
2
j2(w)
}
+
[
j′(w) exp
{
−1
2
j2(w)
}
−j2(w) exp
{
−1
2
j2(w)
}]
(−η) + o(η) = j(w) exp
{
−1
2
j2(w)
}
− c
′
V T (1− α)η
ν1/2
exp
{
−1
2
j2(w)
}
+j2(w) exp
{
−1
2
j2(w)
}
η + o(η) = A2 − A1 c
′
V T (1− α)η
ν1/2
+ A3η + o(η).
Using a χ distribution, we have for Aj :=
∫∞
0
Ajf(w, ν)dw, j = 1, 2, 3:
A1 =
∫ ∞
0
exp
{
−1
2
j2(w)
}
f(w, ν)dw =
∫ ∞
0
exp
{
−c
′2
V T (1− α)
2ν
w2
}
f(w, ν)dw
=
{
1 +
cV T (1− α)2ξ20
ν
}−ν/2
,
A2 =
∫ ∞
0
exp
{
−1
2
j2(w)
}
j(w)f(w, ν)dw =
c′V T (1− α)
ν1/2
∫ ∞
0
exp
{
−c
′2
V T (1− α)
2ν
w2
}
wf(w, ν)dw
23
=
cV T (1− α)ξ0
ν1/2
21/2Γ
(
ν+1
2
)
Γ
(
ν
2
){
1 +
cV T (1−α)2ξ20
ν
}(ν+1)/2 ,
A3 =
∫ ∞
0
exp
{
−1
2
j2(w)
}
j2(w)f(w, ν)dw =
c′2V T (1− α)
ν
∫ ∞
0
exp
{
−c
′2
V T (1− α)
2ν
w2
}
w2f(w, ν)dw
=
c2V T (1− α)ξ20
ν
2Γ
(
ν+2
2
)
Γ
(
ν
2
){
1 +
cV T (1−α)2ξ20
ν
}(ν+2)/2 .
To find an approximation for the model with p > 3, we modify a following expression
α 6 2P
{
sup
c∈C
Z >
cV T (1− α)
ν1/2
σˆeν
1/2
σe
ξ0 − η0
}
= 2P
{
sup
c∈C
Z >
cV T (1− α)
ν1/2
σˆeν
1/2
σe
ξ0 − η0ν
1/2σˆeσe
ν1/2σeσˆe
}
= 2P
[
sup
c∈C
Z >
σˆeν
1/2
σeν1/2
{
cV T (1− α)ξ0 − η0σe
σˆe
}]
.
Having calculated all of the necessary terms, we obtain final approximations:
1. for p = 1:
α 6 2
∫ ∞
0
P
{
sup
c∈C
Z >
cV T (1− α)ξ0
ν1/2
w − η0
}
f(w, ν)dw + o(α)
≈
∫ ∞
0
κ0
pi
exp
[
−1
2
{
c′V T (1− α)w
ν1/2
− η0
}]
f(w, ν)
2. for p = 2
α 6 2
∫ ∞
0
P
{
sup
c∈C
Z >
cV T (1− α)ξ0
ν1/2
w − η0
}
f(w, ν)dw + o(α)
≈
∫ ∞
0
[
κ0
{
c′V T (1− α)w/ν1/2 − η0
}
21/2pi3/2
exp
[
−1
2
{
c′V T (1− α)w
ν1/2
− η0
}2]
+
ζ0
2pi
exp
[
−1
2
{
c′V T (1− α)w
ν1/2
− η0
}2]]
f(w, ν)dw
3. for p > 3.
α 6 2P
[
sup
c∈C
Z >
σˆeν
1/2
σeν1/2
{
cV T (1− α)ξ0 − η0σe
σˆe
}]
The results in Proposition 2 follow immediately from these expressions. For the manifoldM with
the boundary we added the boundary’s correction terms EP{|tv| > cV T (1 − α)} and 2EP{|tv| >
cV T (1− α)} for p = 1 and p = 2 respectively.
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D Details of the empirical analysis of income data in Galicia
Table 4 displays the covariates with their standard deviations as well as the estimated REML
coefficients with standard errors and p-values. The variable selection was carried out applying a
method introduced by Lombardía et al. (2017): a generalized AIC (xGAIC), which uses a quasi-
likelihood and generalized degrees of freedom. Two types of covariates were selected by xGAIC –
on the household level and on the individual level of the head of household.
Dependent variable Mean Stdev βˆ S.E. p-value
Linc log(household income + 9834.658) 10.308 0.407 - - -
Variables of the household
SizeM = 1 if < 10 000 0.362 0.481 -0.035 0.008 0.000
Type1 = 1 if households consists of 1 person 0.208 0.406 -0.615 0.011 0.000
Type2 = 1 if households consists of more than 1 person (without centre) 0.023 0.149 -0.301 0.021 0.000
Type3 = 1 if households consists of a couple with children 0.304 0.460 -0.198 0.010 0.000
Type4 = 1 if households consists of a couple without children 0.246 0.431 -0.338 0.010 0.000
Type5 = 1 if households consists of a single parent 0.093 0.290 -0.360 0.013 0.000
Ten1 = 1 if property without mortgage 0.663 0.473 0.096 0.009 0.000
Ten2 = 1 if property with mortgage 0.168 0.374 0.150 0.010 0.000
Dif1 = 1 if some difficulties coming to the end of a month 0.445 0.497 -0.171 0.006 0.000
Dif2 = 1 if a lot of difficulties coming to the end of a month 0.123 0.328 -0.389 0.010 0.000
Variables of the main person in the household
Age1 = 1 if 6 44 0.238 0.426 -0.026 0.010 0.009
Age2 = 1 if 45 6 age 6 64 0.377 0.485 0.031 0.008 0.000
Educ1 = 1 if a primary education 0.232 0.422 -0.303 0.011 0.000
Educ2 = 1 if a secondary education 0.515 0.500 -0.231 0.008 0.000
Sex = 1 if male 0.625 0.484 0.021 0.007 0.001
Birth1 = 1 if born in Galicia 0.903 0.296 0.086 0.014 0.000
Birth2 = 1 if born in the rest of Spain 0.049 0.215 0.120 0.019 0.000
Intercept - - 10.742 0.022 0.000
Table 4: Descriptive statistics and coefficient estimates with standard errors and p-values.
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