Abstract. We propose a novel approach to learning parameters of canonical models from small data sets using a concept employed in regression analysis: weighted least squares method. We assess the performance of our method experimentally and show that it typically outperforms simple methods used in the literature in terms of accuracy of the learned conditional probability distributions.
Introduction
Methodologies for extracting information from data have been one of the key factors for the success of modern artificial intelligence. Bayesian networks -one of the prime examples among probabilistic modeling techniques -are widely acclaimed and used by the scientific communities as well as the industry. Nowadays, data for many problem domains are freely accessible and in many cases growing at an exponential rate. Nonetheless, in some fields the amount of data is small, usually due to the cost of acquisition or high complexity of the problem. The latter increases the number of parameters required for the accurate modeling of the problem, which in turn calls for learning samples of large size. A class of interactions within Bayesian networks, the so called ICI (Independence of Causal Influence) models, find their applications in problems where obtaining an adequately sampled dataset is infeasible. In this paper we focus on learning parameters for the ICI models by framing the problem in terms of linear algebra and then calculating the values of parameters by means of the weighted least squares. We follow this up by an empirical test for learning accuracy of the proposed method and highlight the cases in which it outperforms the two common approaches to this problem: Expectation-maximization approach and the method proposed by Oniśko and Drużdżel [1] . mechanisms through which the causes impact the effect do not interact among each other. This simple restriction greatly simplifies elicitation of parameters from data and experts. Because some conditional probabilities can now be expressed as a function of a far smaller set of parameters, the number of independent parameters required to define the CPT (Conditional Probability Table) of the child node is reduced from exponential to linear in the number of parents. Figure 1 shows an example of such model. 
Noisy-OR/MAX
Deterministic models usually rely on a function that takes a set of input signals which determine the state of the child node Y . The deterministic OR function makes it impossible for the child to be activated if none of the parent nodes is present. Noisy-OR [2, 3] and Noisy-MAX [6] models are cases of deterministic OR and deterministic MAX functions applied to the ICI framework [5] . Every variable has a special state indicating that the phenomenon that it represents is "absent," we call such state the "distinguished state." The term "activated state" will then refer to any of the non-distinguished states. Uncertainty is introduced to the model by adding a separate layer of inhibitor nodes (I 1 through I n in Figure 1 ), which are activated based on their corresponding states of parents (nodes X 1 through X n ) with a certain probability. Once that is done, the states of inhibitor nodes are used as input signals for the deterministic function. As it turns out, all we need to provide to the model are the probabilities of every parent variable activating the child independently, that is when every variable other than the one in question is in its distinguished state. Thus, a Noisy-OR parameter p i describes the probability of i-th parent activating the child:
1 We will use lowercase to denote the states of variables. Distinguished states are preceded with a negation sign, while activated states with a plus sign, e.g., +x1 and ¬x1 are activated and distinguished states of variable X1 respectively.
Obtaining conditional probabilities for the combination of states of nodes X i other than the ones already described by the Noisy-MAX parameters can be derived using the following equation:
where I(x) is a set of indices of parents in combination x which are in their activated states. In our case, OR is the deterministic function -the child is active when any of the inhibitors is active. Deterministic MAX function is a generalization of the deterministic OR as proposed independently by Díez [6] and Srinivas [7] . For that reason, we can treat Noisy-OR as a binary case of the Noisy-MAX model. In further sections, we will occasionally use Noisy-OR/MAX interchangeably, knowing that general ideas apply equally well to binary and non-binary variables.
Leaky Noisy-OR/MAX
Deterministic OR function activates the child node only when at least one of the parents is in its non-distinguished state. This is not always the case in the real world -absence of any signal from the parental causes may still activate the child variable. Sometimes a problem does not allow for explicit modeling of each possible cause, either because it is not well understood, or because it would require a large number of additional variables that would have minimal impact on the child. In that case the unmodelled causes can be aggregated into a single node called leak [2] (see Figure 2 ). Since leak is modeling mechanisms that we do not control or actively observe, but that are present, we add the probability of leak (p L ) to the product on the right hand side of Equation 3: 
Eliciting Parameters of ICI Models from Data
The problem of learning Noisy/Leaky-MAX parameters from data was addressed previously by Oniśko and Drużdżel [1] , Zagórecki et al. [8] , and others (e.g., [4, 9] ). The main problem with defining and learning the CPT is the exponential growth of the table in the number of parents. The number of independent parameters in a CPT (I CPT ) can be calculated using Equation 4 :
where |Y | and |X i | denote the number of states of the child node and the i-th parent respectively. The corresponding number of independent parameters for the Leaky-MAX gate (I MAX ) is:
We can see that the ICI models reduce the number of parameters required logarithmically. In real-life problems, it is not uncommon to find models consisting of thousands of variables, some having many parent nodes. In such cases, the size of the model's CPTs can become huge. Not only is the computational complexity of inference within such network high, but constructing such model in the first place can be daunting. What we would have to ask the expert are specific questions about conditional probabilities for every possible scenario that can occur within the problem domain. Assuming n binary parents, this involves eliciting 2 n numerical values from experts (this task becomes already cumbersome for even small values of n). This effort can be eased by learning the parameters from data, which in its basic form revolves around estimating the required conditional probabilities according to the distributions observed in the data. This, however, does not resolve the problem completely. Given a dataset of m records we obtain an average of m 2 n records per conditional probability distribution within a CPT. When the probability distribution over various combinations of parent states is skewed, some parameters will have no corresponding records within the data at all. Most likely we will not be able to supply a sufficiently large dataset to maintain a reasonable records per parameter ratio, which is inherently associated with a large error. Thus, reducing the number of required parameters which define the model not only simplifies the storage and inference, but also the learning from both data and experts.
Oniśko and Drużdżel [1] propose a simple method of learning Noisy-MAX parameters from data by limiting learning to only those records that describe the parameters directly, namely the cases where only one of the parent nodes is in its activated state. Another approach by Zagórecki and Drużdżel [10] aims at learning the full CPT first and then fitting the Noisy/Leaky-MAX parameters which are the closest (in Euclidian distance) to the original CPT distribution. In this research, we propose yet another approach which somewhat resembles the previous two: Learning Leaky-MAX parameters directly from the data (yet using the information from the full dataset), while also minimizing the sum of distances towards each of the probabilistic scenarios in data using the weighted least squares method.
Least Squares Approximation
Least Squares (also known as "Ordinary" or "Linear" Least Squares) is a parameter estimation method, commonly used in regression analysis [11] . As we will show in this section, this approach resonates well with the constraints of our problem and can be employed for the purpose of learning parameters of canonical models from data. In this research we focus on the Leaky-OR/MAX gates, yet the same approach can be employed to the Leaky-AND/MIN models and other canonical gates, as long as it is possible to frame the problem in terms of a system of linear equations.
Expressing Probabilistic Information as a System of Linear Equations
Following Equation 3 we can express any conditional probability within the CPT using the Leaky-MAX parameters. Thus, given an arbitrary observation of parent states x and child state y we have the following:
whereP (+y|x),p L andp i are the estimations of P (+y|x), p L and p i from data. Taking the logarithm of both sides gives us:
By introducing substitutionsq = log(
withq as a constant, andq L ,q 1 , . . . ,q n as the unknowns. Repeating the steps above for each combination x observed within the data gives us a system of linear equations. Solving forq i andq L gives us the corresponding values of log(1 −p i ) and log(1 −p L ), from which we can obtain the original Leaky-MAX parameterŝ (Figure 3a) . Let us assume a sample of 100 records reflecting the structure (Table 3b ). Expressing the observations from the sample using the Equation 6, gives us the following system of equations:
We take logarithm of both sides of each of the equations:
and apply the substitutionsq L = log(1 −p L ) andq i = log(1 −p i ), which gives us the following system of linear equations:
Weighted Least Squares Method
In the previous section, we have shown a transition from discrete data, obeying the assumptions of the Leaky-MAX model, to a system of linear equations. The input in our case is an overdetermined system of linear equations, which can be thought of as a set of hyperplanes. Least squares method allows for finding a solution that minimizes the sum of vertical distances to each of the planes.
Given an overdetermined system:
where A is an m × n matrix of real-valued coefficients, and x ∈ R n and b ∈ R m , we can obtain an approximate solution x solving the following:
Thus obtained solution x minimizes the sum of the squares of the errors for each of the m equations. Since in our case the equations are obtained from data, least squares method has no means of distinguishing between these equations that were represented by a larger fraction of the dataset (potential lower error) and those equations that were represented by only a handful of records (higher error). For that reason we employ the weighted variant of the method [11] , thus allowing to promote the more significant equations. Given the system of equations (13) and a diagonal matrix W with weights on its main diagonal, 2 we solve for the weight-induced approximate solution x using the following:
Example 2. Let us continue the previous example and assume an overdetermined system in Equation 12 . By assuming 
Since x is a vector of approximate parameters q 1 , q 2 and q L , we apply Equation 9
to obtain the corresponding parameters p 1 , p 2 and
Alternatively, we can apply weights: 
and solve for a weighted least squares solution x : As previously highlighted, in order to obtain the final parameters p 1 , p 2 and p L , we employ the Equation 9:
Empirical Performance
This section describes experiments performed to test our approach in practice. We perform two types of experiments: learning parameters using datasets generated from an ideal Leaky-MAX definition and a definition "distorted" by a varying noise parameter κ. The latter models the situation in which we are fitting a Leaky-MAX gate to a distribution that is not exactly a Leaky-MAX.
Data Generation
Data for the experiment were prepared and generated using the GeNIe and SMILE software packages. 4 We focus on learning networks composed of only one child and the number of binary parents varying between 2 and 6 plus leak.After testing the accuracy of our method on non-binary parents, we have found its performance to be correlated with the number of possible equations for given test case. For that reason we model the "hardness" of the problem simply by a varying number of binary parents. In order to provide statistical results, we generate a thousand randomized networks for each number of parents. The prior probabilities of parents, as well as the Leaky-MAX definition of the child are randomized uniformly each time. For each of the 5000 networks, we generate 20 random datasets consisting of 100, 200, . . ., 1900 and 2000 records, which gives us 100,000 datasets total.
Noise-Induced Leaky-MAX:
In order to test the accuracy of both methods in cases when the original distribution differs from the ideal Leaky-MAX, we introduce the "distortion" to the definition. We expand the Leaky-MAX parameters to a full CPT and introduce the noise to each of the probability distributions p k (columns in CPT), by sampling a variate x from the Dirichlet distribution, as defined by the following probability density function:
where α = κ · p k and B(α) is the multinomial Beta function. Figure 4 shows a visualization of the distortion of the distribution q = [0.2, 0.3, 0.5] for decreasing values of κ. For the noise-induced data, we generate similar groups of 100,000 learning datasets for κ = 100, 25 and 10. 
Tested Learning Algorithms
We compare three approaches to learning the Leaky-MAX parameters: (1) Simple learning method by Oniśko and Drużdżel [1] , (2) Leaky-MAX fitting to CPT by Zagórecki and Drużdżel [10] , and (3) Weighted Least Squares method proposed in this paper. Small datasets may miss some of the information necessary for the estimation of the parameters: if m records describe a given combination of parent states, and the effect variable is activated in k of those records, we can safely assume that the approximate conditional probability that the variable will be activated is then equal to k m . However, when none or all of the m records contain the child in an activated state, we end up with probabilities 0 and 1 respectively, which are best avoided when defining a probabilistic model [12] . Our method of handling such extreme cases (for both methods) is as follows:
-If none of the observed m records contains the child in an activated state, assume probability 1 m + 1 .
-If all of the observed m records contain the child in an activated state, assume probability m m + 1 .
-If a given scenario is nonexistent in the data, i.e., the joint probability of a given combination of parents states was very small, assume the uniform distribution for the child variable (Simple learning only).
In the remainder of this section, we will describe the three methods in detail:
Simple Learning
1. Perform a sweep through the dataset in search of records with only one parent being in its activated state and compute the conditional probabilities for the child node. 2. Since leak (denoted as L) is always taken into account, we are also interested in the conditional probability of the child being present, when all of the parents are in their corresponding distinguished states. 3. So far, the obtained values are the so-called compound parameters p c [2] , as they reflect the fact that implicit causes (leak node) might have acted upon the effect variable. In order to obtain each of the corresponding net parameters p n [6] , we compute the following:
In case of a small dataset, it might occur that p c < p L , leading to p n being a negative value, in which case we assume a uniform distribution.
Weighted Least Squares Method
1. Express the data as system of linear equations (Equations 6 through 8).
2. To reduce the potential error in the estimations, remove the equations which were represented by fewer than 10 records. While more relaxed and flexible rules can be considered here, they impact the general performance of the algorithm minimally, and only for the smallest datasets. 3. Assume the following weight for each of the equations:
where m is the total number of records describing a given equation, and δ is the number of parents that were in their activated state in a given probabilistic relationship. We want to promote the equations which were represented by a larger share of the sample, but at the same time we want to penalize complex equations with many activated parents. Higher prevalence of the latter results in more complex linear combination for the final parameter, increasing the error propagation. We have experimented with the degree of penalty that could be applied to each equation, and found that weight decreasing exponentially with the number of activated parents led to highest accuracy 5 . Proposed constants achieved the best results in preliminary experiments.
where H(P, Q, j) is the Hellinger distance between the j-th columns (out of J total) of the CPTs P and Q:
and I is the number of states of the child node. Figure 6 presents the results of the first experiment. We can observe almost unanimous tendency for the Least Squares-based learning to achieve better accuracy than the Simple learning method. However, for 2 and 3 parents Leaky-MAX fitting seems to achieve the best performance in both average and maximal error.
Results
The situation changes as we increase the number of parents to 5 and 6, in which case the accuracy of the Leaky-MAX fitting deteriorates drastically. Figure 7 presents the results in more detail for 100, 1000 and 2000 records. Each of the boxplots represents 1000 experiment repetitions, with the center box describing the 50% of cases between the two quartiles (also known as the interquartile range -IQR). The whiskers extend further by a distances of 1.5·IQR, with the outliers marked in red. Above each of the boxplots we gather four statistical measures (rounded to 4 decimal points): mean (μ), median (x), standard deviation (σ) and a win ratio (ω), last of which was also shown on a separate plot on the right. Win ratio is simply the fraction of the 1000 experiments in which given method achieved the minimal distance among other algorithms (including ties). The best value for each of the statistics among the tested algorithms is signified with the boldface font.
Leaky-MAX fitting achieves the best overall performance for 2 parents by almost all statistical measures across the experiment. Similar scenario (although not as apparent) occurs for 3 parents, with Least Squares method performing akin to Leaky-MAX fitting in mean, median and win ratio. However, when we look at the case of 4 parents, the Least Squares method starts to outperform the remaining methods and loses only to Simple learning in standard deviation for 100 records. The effect continues to persist for 5 and 6 parents -for the latter, Least Squares obtains the best statistical indicators for all three dataset sizes. Analyzing the corresponding plots of the win ratio suggests that the Least Squares method is almost consistently better than the Simple learning approach, while for 4 and 6 parents it clearly outperforms both methods.
We show the results of the second experiment for 3, 4, and 5 parents in Figure 8 . Since all methods assume certain unmet properties about the data, it is expected that the learning quality will deteriorate with lower values of κ. For relatively small deviation from the ideal Leaky-MAX (κ = 100), we observe that the Least Squares method achieves the accuracy as good as the Simple learning method, and not clearly different from the previous experiment. As we divert away from the perfect scenario (κ = 25 and 10) a degeneration in accuracy starts to occur, especially for the Least Squares method when assessed by the H MAX metric. The Leaky-MAX fitting method seems to be more resistant to distortion, especially when one considers maximal error -the degeneration is not as severe as it is for the remaining methods.
Discussion
The degrading performance of the Leaky-MAX fitting for 4 and more parents is not surprising, as the main drawback of the method is the lack of information on the accuracy of the estimated parameters in the CPT after the Expectationmaximization algorithm. When the number of parents is small (i.e., 2 or 3 nodes, giving 4 and 8 parameters respectively), individual parameters in the CPT are estimated based on a larger share of the sample. However, exponential increase in the number of CPT parameters, without a corresponding exponential increase in the number of records, must lead to higher frequency of poorly estimated or missing entries in a CPT. Missing information on the individual parameters "quality" leads to higher error propagation during the Leaky-MAX fitting phase.
If we analyze the cases of 100-300 records and 5 parents, Least Squares and Simple learning methods perform similarly in terms of win ratio. This is due to the fact that the Least Squares method falls back to Simple learning when the information within data is poorly estimated. However, as we increase the number of records to 400 and more, we can notice an increasing difference between the two methods, suggesting a higher frequency of "exclusive wins" for the Least Squares approach (similarly for 6 parents with a threshold of 500 records).
Noise-induced experiment revealed a poor performance of Least Squares approach for the non-Leaky-MAX data. It is expected, as the assumptions about the Leaky-MAX distributions are not met -most of the presumed relationships between the equations and computations done, are simply incorrect. This leads to a larger degree of error propagation in the final parameters. Simple learning focuses only on the subset of data, without considering any relationships between observations. Intuitively, minor utilization of the false assumptions about the data in the simple method leads to fewer points of failure.
Conclusions
Learning Leaky-MAX parameters from data can be improved in terms of accuracy by employing a method able to extract more information from the sample. The method proposed in this research achieves better results in terms of learning precision than the simple approach and the Leaky-MAX fitting approach, assuming that the data fits the Leaky-MAX definition. By employing the assumptions of canonical models, we show that it is possible to render a connection between the probabilistic relationships and linear algebra. This opens up room for future research, as we believe that the approach thus presented resonates equally well with other canonical models. Besides a possible wider application of our solution, the core method itself can be improved as the problem of quasi linear regression presented in this research was given much attention in the field of regression analysis.
