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ABSTRACT
In this paper, we introduce a new dataset for offline Arabic
handwriting recognition. The aim is to collect a large dataset
of isolated Arabic words that covers all letters of the alphabet
in all possible shapes using a small number of simple words.
The end goal is to obtain a very large database of segmented
letter images, which can be used to build and evaluate Arabic
handwriting recognition systems that are based on segmented
letter recognition. The current version of the dataset contains
25114 samples of 109 unique Arabic words that cover all pos-
sible shapes of all alphabet letters. The samples were col-
lected from 907 writers. In its current form, the dataset can be
used for the problem of closed-vocabulary word recognition.
We evaluated a number of window-based descriptors and clas-
sifiers on this task and obtained an accuracy of 92.16% using
a SIFT-based descriptor and ANN.
Index Terms— Arabic; Closed-Vocabulary; Isolated
Word; Offline; Handwriting Recognition; Character Detec-
tion;
1. INTRODUCTION
The success of any handwriting recognition system is heavily
dependent on the amount and nature of data used in training
the system. Arabic handwriting recognition is not an excep-
tion. Over the past two decades, numerous datasets for Arabic
handwriting recognition were collected to keep advancing the
state of the art in the challenging task.
Techniques for Arabic handwritten word recognition can
be classified into two main categories: word-based methods
and character-based methods. In word-based methods, the
segmentation of words into their constituting letters is not
required. Typically, these methods rely on Hidden Markov
Models (HMMs) [1] in the open-vocabulary scenario. In the
closed vocabulary scenario, global features can be used with
any classification algorithm, e.g. [2]. On the other hand,
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character-based methods require pre-segmentation of words
into characters or parts of characters. After the segmentation,
trained character models are used to classify groups of con-
secutive segments into characters [3].
Coming from a computer vision background, we believe
that a new paradigm for word recognition ought to be ex-
plored. This paradigm bases word recognition on individual
character detection. Suppose that we can build strong models
for recognizing individual characters in all possible shapes.
These models can be deployed to find characters in a given
input image without using heuristics for segmenting words
into characters. In other words, word segmentation into char-
acters can be obtained by detecting the presence and locations
of the constituting characters of a word. To train such models,
a very large collection of samples from alphabet characters,
in all their possible shapes, has to be available. Towards this
goal, we started collecting the AlexU-Word dataset.
The AlexU-Word dataset is collected with the main goal
of having a large number of samples from few and simple
words that contain all Arabic alphabet characters in all possi-
ble shapes. The current version of the dataset contains 25114
samples from 109 unique Arabic words. The future plan1 is
to extend the dataset by adding more words and more sam-
ples, and to segment the collected words into their constitut-
ing characters in order to form a very large database of seg-
mented characters.
The current version of the dataset is suitable for closed-
vocabulary isolated word recognition. We evaluated a cou-
ple of global word descriptors with three different classifiers
on this task. The best accuracy obtained was 92.16% word
recognition rate.
The rest of the paper is organized as follows. In Section 2,
a summary of related work is presented. In Section 3, details
of the dataset collection and characteristics are presented. In
Section 4, our experimental evaluation on the word recogni-
tion task is presented. Finally, in Section 5, the paper is con-
cluded.
1Subject to availability of funding.
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2. RELATED WORK
Over the past 15 years, many datasets have been collected for
Arabic Offline Handwriting Recognition (AOHR). A compre-
hensive list can be found in a recent survey [4].
By far, the most commonly used and one of the largest
publicly available datasets for AOHR is the IFN/ENIT
dataset [5]. It contains the names of over 900 Tunisian cities,
with over 26000 samples in total. The dataset is useful for
closed-vocabulary handwriting recognition. However, there
is no effort made to uniformly cover all letters of the alphabet
in all shapes, or to make it easy to segment the collected
words into letters for segmented-letter training.
Perhaps, the closest dataset to ours in the collection phi-
losophy is [6], where a small number of words were cho-
sen to cover all possible shapes of Arabic alphabet charac-
ters. However, the number of word samples available is only
11375, which is too far from our target. The current version
of AlexU-Word dataset contains 25114 samples. The closest
dataset to ours in terms of the number of samples is Al-Isra’
dataset [7]. It contains 37000 word samples. However, we
have not been able to find a way to obtain a copy from the
dataset. There are other more specialized datasets. For ex-
ample, [8] is only for numeral recognition. The dataset col-
lected in [9] focused on the most commonly used 20 words in
Arabic, which may not have all variations of Arabic alphabet
characters.
The KHATT dataset [3] is the most recent and largest
dataset collected for handwritten Arabic. It contains close to
200, 000 samples covering a large collection of words from
different topic areas in Arabic literature. The dataset may
exhibit the natural distribution of characters in typical Ara-
bic writing. However, it is still not designed with the task of
character detection in mind.
3. ALEXU-WORD DATASET
AlexU-Word dataset contains 25114 samples from 109 differ-
ent Arabic words. The word samples are collected from 907
different writers. Among the writers, there were 662 males
and 245 females; and 846 right-handed and 61 left-handed.
Details of writer and word distribution are given in Table 1.
The 109 Arabic words in the dataset were chosen to cover
all possible cases for each letter in the alphabet. An Arabic
word can be made of one or more connected groups of let-
ters, each group is known as a Part of Arabic Word or a PAW.
Each letter of the Arabic alphabet can have at most four dif-
ferent cases (hence, shapes), depending on its position with
respect to the containing PAW: beginning of a PAW, middle
of a PAW, end of a PAW, or isolated (i.e. a standalone PAW).
Since the Arabic alphabet contains 28 different letters, and
each can have up to four different cases, at most 112 words
can cover all letters in all cases. We chose 109 unique words
to collect in our dataset. The words were selected to be short
Male Female Total
Right-Handed 619|17149 227|6301 846|23450
Left-Handed 43|1180 18|484 61|1664
Total 662|18329 245|6785 907|25114
Table 1. Writer and word distribution in AlexU-Word. Each
cell contains two numbers. The first is the number of forms,
and the second is the number of words. Due to exclusion of
some words in the verification process, the number of words
may not be an exact multiple of 28 although each form con-
tained exactly 28 words.
and simple so that future segmentation of the words into let-
ters becomes easy. In fact, the words were collected from an
Android application that teaches children about the Arabic al-
phabet and their shapes2. The chosen words are illustrated in
the sample form models in Fig. 1.
3.1. Data Collection
AlexU-Word dataset was collected at the Faculty of Engineer-
ing, Alexandria University, Alexandria, Egypt. 928 different
writers originally participated in the collection process; data
from 14 of them were discarded in the verification process to
end up with data from 907 writers only. All writers were in
the ages from 18 to 25 years old. Most of the participants
were students in the preparatory year of the faculty. Data was
collected during the lab instructing times of the Introduction
to Computers course. Each writer was asked to fill out only
a one-page form. Due to the busy lab time, the form design
was made as simple as possible to minimize the collection
time. Each form contained a table of 28 Arabic words, where
each word appeared printed in one cell of the table, next to it,
an empty cell was left for the associated handwritten sample.
Four different form models were used to cover all possible
cases of Arabic letter, as explained above. A sample from
each form appears in Fig. 1. Writers were provided with blue
pens, all of the same kind, to facilitate form processing, as
explained in Section 3.2.
In addition to handwriting the form words, each writer
also was asked to specify his/her gender and handedness. Dis-
tribution of writers among different form models is shown in
Table 2. Distribution of word counts among different form
models is shown in Table 3. Note that although each form
contains exactly 28 words, the word counts are not always a
multiple of 28. This is due to the exclusion of some words in
the verification process, as explained in Section 3.2.
2The app is called HOROOF LOCATION by Abo Mohannad. In Arabic,
the app is called Aêª 	@ñÓð éJ
KAj. êË @
	¬ðQmÌ'@ ÈA¾ 

@ by Y	JêÓñK. @.
(a) Model I (b) Model II
(c) Model III (d) Model IV
Fig. 1. Samples from the four form models used in collect-
ing AlexU-Word dataset. The four models correspond to the
four possible shapes of an Arabic letter in a word. Each model
contains 28 words, each word contains one letter of the alpha-
bet in the designated letter shape for the model. The number
of filled circles at the top marks the form model. Beneath the
form model number, two questions are put: one is about the
gender of the writer, and one is about his/her handedness.
Form Model I II III IV
Male/Right-Handed 143 233 150 93
Male/Left-Handed 14 13 9 7
Female/Right-Handed 55 64 78 30
Female/Left-Handed 2 5 6 5
Total 214 315 243 135
Table 2. Writer distribution among form models and writer
information.
Form Model I II III IV
Male/Right-Handed 3983 6492 4132 2542
Male/Left-Handed 386 364 248 182
Female/Right-Handed 1536 1788 2150 827
Female/Left-Handed 56 124 168 136
Total 5961 8768 6698 3687
Table 3. Word distribution among form models and writer in-
formation. Due to the exclusion of some words in the verifi-
cation process, the number of words may not be an exact mul-
tiple of 28 although each form contained exactly 28 words.
(a) Scanned Form (b) Transformed to Canoni-
cal Form
Fig. 2. The scanned form in (a) is transformed to the canon-
ical upright pose and size in (b) for automatic extraction of
handwritten words and writer’s information. The four rhom-
bus shaped markers at the four corners are detected and the
transformation is performed according to their positions.
3.2. Form Processing and Verification
Each collected form was scanned at the resolution of 600 dpi.
This gives us forms similar to the ones shown in Fig. 1. As
can be observed in the figure, scanned forms can be slightly
rotated or translated with respect to a perfectly upright posi-
tion. To automatically extract handwritten samples, forms are
first transformed to a canonical size and upright position. To
achieve this, the rhombus-shaped markers at the four corners
of the form are detected, and the form is transformed accord-
ing to their positions to the upright canonical pose, as shown
in Fig. 2. The markers were detected using a version of the
form that is scaled 33 times down. On this version, Harris
corner detection was applied and the four outermost detected
corners were considered corresponding to the four rhombus-
shaped markers.
After the form is transformed to the canonical form, the
location of writer information fields and handwritten words
become known. Since writers were asked to use blue pens,
only the blue channel of the canonical form was processed.
(a) (b)
Fig. 3. Sample of binary word images that are loosely
cropped in (a) and the corrected version after verification in
(b).
(a) (b) (c) (d)
Fig. 4. Samples of binary word images that were removed
after manual verification due to scanner errors (a), word too
large for the cell and hence truncated (b), word containing too
much scratch (c), or background area cropped instead of word
(d).
The blue channel is binarized to give only the ink areas. By
comparing the overall ink-stained areas in writer info’s op-
tions, we can determine which choice he/she made, regard-
less of the way the writer used to highlight them, e.g. a check
mark or mere filling. Binary images for handwritten words
were extracted from each form, empty areas surrounding a
word were removed so that the stored binary image contains
only the word without any margin.
Due to errors in scanning and due to the possibility of
imperfect parameter adjustments in the previous steps, some
extracted word images either were not tight around the word
(i.e. contained some nearby noise spots), contained only a
part of the word, contained only a part of the background,
or unrecognizable handwriting due to severe scanning errors
or writer’s scratching. All extracted images were manually
inspected by the authors. In the case of images that are loosely
cropped, extra margins were removed. In the other cases, the
images were completely removed from the dataset. Examples
of cropping corrections are shown in Fig. 3. Examples of
removed images are shown in Fig. 4.
3.3. Download
The dataset can be downloaded through this link: http://
www.eng.alexu.edu.eg/˜mehussein/alexu-word/.
Fig. 5. Construction of window-based descriptor using the
whole image and 6 overlapping sub-windows.
4. EXPERIMENTS
The ultimate goal after collecting AlexU-Word dataset is to
perform letter segmentation and train classifiers on individual
characters. Until the whole dataset is collected and letter seg-
mentation is performed, the dataset can be used for evaluating
closed-vocabulary word-recognition methods. In this section,
we provide base-line comparison among a couple of window-
based descriptors, inspired from the computer-vision litera-
ture, across a number of classification algorithms. In Sec-
tion 4.1, our window-based descriptors are explained. In Sec-
tion 4.2, our experimental setup is explained. In Section 4.3,
the word classification results are presented.
4.1. Window-Based Descriptors
In another study of our group, window-based descriptors were
introduced and compared on the task of isolated Arabic letter
recognition [10]. Two of the top performing descriptors in
this work were based on the Histograms of Oriented Gradi-
ents (HOG) descriptor [11] and the Scale Invariant Feature
Transform (SIFT) descriptor [12], two very popular descrip-
tors in the object detection and recognition literature.
In order to better represent the shape of a letter, Torki et
al. [10], used a spatial pyramid construction of the HOG and
SIFT descriptor with overlapping sub-windows, which they
called HOG7 and SIFT7. The number 7 at the end of each
descriptor’s name represents the number of sub-windows of
the input image on which the descriptor is constructed. Par-
ticularly, the descriptor is computed as follows. The base de-
scriptor (HOG or SIFT) is constructed once for the entire im-
age. Then, it is constructed three times for three overlapping
vertical strips from the image, each of which has half the im-
age’s width with an equal step between each consecutive two
of them. Finally, similarly, it is constructed three times for
three overlapping horizontal strips from the image, each of
which has half the image’s height with an equal step between
each consecutive two of them. Illustration of the overlapping
sub-window division is shown in Figure 5. The descriptors
from the seven windows are concatenated to make the final
descriptor.
Training Testing Validation
Model I 3588 1184 1189
Model II 5259 1763 1746
Model III 3980 1368 1350
Model IV 2212 733 742
Total 15039 5048 5027
Table 4. Division of dataset words from each form model
over the training, testing, and validation sets.
HOG7 SIFT7
k-NN k = 9 k = 5
ANN λ = 0.001 λ = 0.03
SVM C = 0.3 C = 3
Table 5. Best classifier parameters obtained after training on
the training set and evaluation on the validation set. λ is the
regularization coefficient for ANN.
4.2. Experimental Setup
The two descriptors, HOG7 and SIFT7 (Section 4.1), are
experimented with three classification algorithms, k-Nearest
Neighbor (k-NN), Artificial Neural Networks (ANN), and
Support Vector Machines (SVM). To train each classifier, the
word samples in the dataset are divided into training (around
60%), testing (around 20%), and validation sets (around
20%). Details of division of words over the three sets are
given in Table 4.
Initially, the training set and evaluation on the validation
set was done with different values of classifiers’ parameters
until the best set of parameters was determined. Then, the
training and validation sets were combined to train the classi-
fier using the best parameters. The final reported accuracy is
based on applying this classifier on the testing set. The best
parameters for each classifier-descriptor pair are shown in Ta-
ble 5. Note that for ANN, one hidden layer of 250 nodes was
always used. Also, the activation function was the sigmoid
function, the number of iterations in this validation phase was
fixed at 250 iterations, and the optimization algorithm used
was gradient descent. For SVM, only the linear kernel was
used.
4.3. Word Recognition Results
The final classification accuracies for the three classifiers are
shown in Figure 6. These results are obtained by training each
classifier on the combination of training and validation sets
using the best parameters obtained on the validation set, as
shown in Table 5. The other fixed parameters, as explained in
Section 4.2, remained the same here, except for the number
of iterations in ANN, which was raised to 400 in this phase.
The superiority of the SIFT7 descriptor over the HOG7
descriptor with all classifiers is clear. Even the naive k-NN
HOG7 SIFT7
k-NN 67.45% 79.73%
ANN 86.67% 92.16%
SVM 86.13% 91.16%
Table 6. Classification accuracy based on training each clas-
sifier on the combination of training and validation sets using
the parameters in Table 5, and evaluation on the testing set.
Fig. 6. Confusion matrix for the 109 classes on the best per-
forming descriptor-classifier pair, SIFT7-ANN. Black means
1 and white means 0.
classifier performs quite well with SIFT7 by scoring 80.59%
accuracy, with a big difference from HOG7, which scores
65.47% accuracy with the same classifier.
In terms of classifiers, k-NN is understandably the least
performing, and ANN is slightly superior to SVM. Superior-
ity of ANN can be due to its non-linearity since we only used
the linear kernel with SVM.
The confusion matrix of the best classifier is shown in
Figure 6. The confusion matrix is strongly sparse and diag-
onal, which indicates that the classifier can easily distinguish
between most pairs of classes. In fact, there are nine word
classes that can be classified with 100% accuracy, which are
shown in Figure 7. Inspecting the confusion matrix for the
most confusing classes, the most confusing five pairs of words
were determined to be the ones shown in Figure 8. It is clear
that these pairs indeed include very similar words.
5. CONCLUSION
We have introduced the AlexU-Word dataset, which includes
25114 samples of 109 unique Arabic words. The words are
chosen to be few in number, simple in nature, and covering all
possible shapes of all Arabic alphabet characters. The future
plan is to extend this dataset and segment its words into char-
Fig. 7. The nine classes that can be recognized with 100%
accuracy by the best descriptor-classifier combination.
Fig. 8. Most confusing five pairs of words in descending order
of confusion.
acters for the purpose of building very accurate models for
character recognition and localization. We believe that avail-
ability of such data can change the way offline Arabic hand-
writing recognition is done. We presented experimental eval-
uation on the collected data for the task of closed-vocabulary,
isolated word recognition. Our best descriptor-classifier com-
bination obtained 92.16% correct recognition rate.
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