Introduction
We consider the general problem of estimation and testing from a sequence of overlapping moment conditions generated by incomplete or rotating panel data. The crucial idea of our suggested method is to separate the problem of moment choice from that of estimation of optimal instruments. In this way, we are able to form optimal combinations of all the moment conditions generated by incomplete or rotating panels without experiencing an uncontrolled increase in the number of first-stage coefficients. Our estimators are only "GMM estimators" in the Sargan-Hansen sense of setting to zero linear combinations of orthogonality conditions, but not in the sense of minimizing a cuadratic form in all the available moments. Rather, we form direct estimates of individual-specific optimal instruments pooling all the information available in the sample.
Model and Estimator
Assumptions and Notation Consider a vector stochastic process {w t } ∞ t=−∞ such that the joint distribution of a given time series w j = w (t 0 +1) , ..., w (t 0 +T ) satisfies r j moment conditions Eψ j w j , θ = 0,
1 where j is an index for the pair (t 0 , T ) and θ is a vector of unknown coefficients of order k. 1 Moreover, let V j = E ψ j (w j , θ) ψ j (w j , θ) , D j = E [Υ j (w j , θ)], Υ j (w j , θ) = ∂ψ j (w j , θ) /∂θ , and Π j = D j (V j ) −1 .
The data consists of independent observations on N cross-sectional units w j(1) 1 , ..., w j(N ) N where j (i) is the value of j for the i-th unit, which is independent of w j(i) i . Thus, two units with the same value of j have identical initial periods and time series length. The index j takes on values in the set {1, 2, ..., J}.
Let (t 0i , T i ) be the pair that corresponds to j (i). The observed variables for individual i are therefore w i(t 0i +1) , ..., w i(t 0i +T i ) . Any w it with t ≤ t 0i or t > t 0i + T i is well defined but regarded as a missing or latent variable.
Let ψ j be the -th component of ψ j (w j , θ) and let ι j i be an indicator of whether ψ j is observed for individual i (for given θ). Moreover, let I j i be a diagonal matrix of order r j whose -th element is given by ι j i . Note that ψ j (w j , θ) is observed for individual i when j = j (i) (i.e. I j(i) i is an identity matrix), but some of its elements may still be observable even if j = j (i).
If ι j i = 1 for j = j (i), then Eψ j (w j , θ) = 0 is a redundant moment given those in Eψ j(i) w j(i) , θ = 0. For example, the entire vector ψ j (w j , θ) could just be a subset of ψ j(i) w j(i) , θ . This assumption is just a coherency requirement, because in its absence the distribution of w j would satisfy more moment conditions than those stated in (1).
Estimation
We consider cross-sample (or multisample) estimators θ that solve
where Π j is an estimator of Π j based on a preliminary consistent estimate θ as follows:
and ψ j i = ψ j w j i , θ and Υ j i = Υ j w j i , θ . Note that in these expressions j need not coincide with j (i), so that some or all of the components in ψ j i or Υ j i may be latent variables.
A computationally convenient form of extremum estimator for this problem is
Another possibility is given by
Note that the weight matrices in these two expressions are different, but nevertheless the estimators coincide because the number of effective moments is the same as the number of parameters.
Asymptotic Normality Taking a first-order expansion of (2) scaled by N −1/2 around the true value we have
Moreover, under the assumption that for all j Π j p → Π j as N → ∞,
where
which can be consistently estimated as
Note that an alternative, equivalent expression for W is
Linear Models with Fixed Effects and Predetermined Variables
A leading situation in the panel context is one in which moments are obtained as orthogonality conditions between a transformed disturbance and lagged values of a vector of conditioning variables. In a linear model, we have
where η i is a fixed effect and z is is a vector of predetermined instruments. Letting w t = (y t , x t , z t ) , the time series w j = w (t 0 +1) , ..., w (t 0 +T ) implies the moment conditions
. . .
where v * (t 0 +t) denotes forward orthogonal deviations (Arellano and Bover, 1995) :
In a more compact notation, we can write
where y j * = y * (t 0 +1) , ..., y * (t 0 +T −1) , etc. Since ψ j (w j , θ) is linear in θ, the cross-sample estimator has a closed-form expression given by
, and a two-step choice
where v j * i denotes one-step residuals.
Comparisons with Alternative Estimators
In this section we compare the previous cross-sample GMM estimator θ with two alternative estimators. The first one is a pooled GMM estimator based on the union of the available sample moments. The second is an expanded GMM estimator that minimizes the sum of GMM criteria for each balanced subpanel. We find that pooled (or stacked) GMM is generally inefficient relative to θ, and that expanded GMM, while asymptotically equivalent to θ, is based on a much larger number of first-stage coefficients than θ. The implication is that expanded GMM is less robust than θ to alternative asymptotic plans, and is likely to exhibit poor finite sample properties.
Nonredundant Moments
Let ψ (w, θ) be a vector of dimension r containing the total number of nonredundant moments spanned by the J different time series available:
Note that ψ (w, θ) need not correspond to the moment implications from the distribution of any single time series (e.g. the moment implications from a rotating panel of overlapping time series of four periods each, covering twenty periods in total, will differ from those of a complete twenty yearperiod panel). The construction of ψ (w, θ) can be approached as follows. Let j 1 be an index for t 1 0 , T 1 corresponding to the longest time series among those with the earliest start, so that
and let ψ j 1 w j 1 , θ be the moments associated with such time series. Next, let t 2 0 be the earliest start for a time series going beyond t 1 0 + T 1 :
6 Form j 2 ≡ t 2 0 , T 2 and ψ j 2 w j 2 , θ , and consider the partition
Next, consider
w j 3 , θ is the subset of ψ j 3 w j 3 , θ that is not observed by the j 1 or j 2 individuals. Moments are accumulated in this way until we get a ψ [ ] (w, θ) such that t 0 + T = max (t 0i + T i ), which then coincides with the full vector of nonredundant moments ψ (w, θ).
Pooled GMM
We can form ψ i (c) = ψ (w i , c) for each i, despite the fact that there could be no single individual in the sample for whom the entire vector ψ i (c) is observable. Define an r × r diagonal matrix I i of indicators of observability of the components of ψ (w, θ) for individual i. A pooled GMM estimator is given by
An example of this method is the unbalanced panel estimator for dynamic linear models proposed in Arellano and Bond (1991) . Following standard GMM theory, the asymptotic variance matrix of the estimation error
Expanded GMM: Minimizing the sum of GMM criteria for each balanced subpanel
On the other hand, letting d ki = 1 [j (i) = k], we can consider GMM estimation based on the list of moments:
which leads to the estimator
Note that (7) differs in two ways from (2) . Firstly the estimate of Π in (2) is kept fixed, but more importantly, Π (c) j is estimated using only observations with d ji = 1, whereas the component matrices of Π j are estimated element-by-element using all the observations available in each case. As long as plim N →∞ N −1 N i=1 d ji > 0 for all j, θ s and θ are asymptotically equivalent, although their finite sample properties may be very different, specially if J is large, some N −1 N i=1 d ji are small, but there is considerable overlap among individual time series for different values of j.
Let N j = N i=1 d ji be the number of individuals for which we observe a time series with the length and origin specified by j. Let N j k = N i=1 ι j i ι j ki be the number of individuals for which moments ψ j and ψ j k are observable. Note that N j k ≥ N j . Standard asymptotic analysis for (7) requires that for all j plim N →∞ N j /N > 0, whereas for (2) the requirement is the milder condition plim N →∞ N j k /N > 0.
Example 1 As a simple example, suppose that for j = 1, 2 we observe w 1 i = {w i1 , w i2 , w i3 } and w 2 i = {w i2 , w i3 }, respectively, with associated moments
Moreover, suppose that plim N →∞ N 1 /N > 0 but N 2 /N → 0, so that the condition for (7) does not hold. However, since ψ 2 (w 2 i , θ) is also observed for individuals with j = 1 the requirement for (2) is still satisfied.
Asymptotic Efficiency Let us write the asymptotic variance of θ s and θ as
is just an alternative expression for (4) or (6). Let the dimension of ψ † (w i , c) be r † = J j=1 r j . We can write
where H is an r × r † selection matrix (r ≤ r † ). Therefore, D = HD † , V = HV † H , and
. This shows that θ p is dominated by θ s in terms of asymptotic efficiency.
Example 2 Suppose that for j = 1, 2 we observe w 1 i = {w i1 , w i2 } and w 2 i = {w i2 , w i3 }, respectively, with associated moments
Let us consider a one-step pooled GMM estimator with weight matrix
Notice that Π 1 is the regression coefficient of x i1 on z i1 in the d 1i = 1 subsample. As long as plim N −1 N i=1 d 1i > 0, it is a consistent estimate 2 In terms of the notation used in Arellano and Bond (1991), we have
The estimator can be written in the general form
Expanded GMM is based on
leading to an estimator of the same form as (9) but which uses:
Π 2 and Π * 2 are, respectively, consistent estimators of
Cross-sample GMM uses the same form of instruments as expanded GMM, but different estimates of the first-stage coefficients:
Note that Π * 2 and Π * 2 are both consistent for Π * 2 , but Π * 2 is obtained from the whole sample whereas Π * 2 is only based in the d 2i = 1 subsample. Similarly, Π 2 and Π 2 are both consistent for Π 2 , but Π 2 only uses the d 1i = 1 subsample, whereas Π 2 also uses the information from the d 2i = 1 observations when available. Thus, contrary to expanded GMM, cross-sample GMM imposes the cross-subsample restrictions on first-stage coefficients implied by the model.
Pooled GMM can be regarded as imposing the restriction
in its specification of the instruments. That is, it imposes the constraint that the simple regression coefficient of x i2 on z i2 (in the d 2i = 1 sample) coincides with the z i2 coefficient in the multiple regression of x i2 on z i1 and z i2 (in the d 1i = 1 sample). Since this restriction will only hold in special cases (if Π 21 = 0 or if E (z i1 z i2 ) = 0), in general pooled GMM will be asymptotically less efficient than expanded GMM or cross-sample GMM.
Monte Carlo Experiments
In this section, we present some experimental evidence on the finite sample performance of our proposed estimator, the Cross-Sample GMM, and the two other competing alternatives, the Pooled and the Expanded GMM.
Minimum Distance Estimation
If the moment conditions are linear, the estimation problem can be formulated as one of enforcing restrictions on a covariance matrix. Suppose that we have
Let us define ω st = E (z s y t ), Ω st = E (z s x t ), d it is an indicator of whether period t variables are observed for individual i, and for N i=1 d is d it > 0:
and let b N be a vector containing the b st N for all s, t such that N i=1 d is d it > 0, and let θ contain β and the corresponding vecΩ st . A pooled minimum distance estimator of θ is
where V is a consistent estimator of the variance of b N . Moreover, under the transformation
the second block is seen to consist of unrestricted moments. Thus, letting b * N be a vector containing all the available ω st − Ω st β, from standard properties of minimum distance estimation it turns out that β P M D (which is part of the θ P M D vector) is asymptotically equivalent to
Since
it should be clear that β coincides with the pooled GMM estimator.
Similarly, an extended minimum distance estimator can be constructed as follows. Let (s, t) be an observable pair for the j-th subpanel. Form
where ω j st and Ω j st are j-th subpanel sample averages. Form a vector b
[j] N for all (s, t) that are observable for the j-th subpanel. Thus, letting b † N = b [1] N , ..., b
[J] N , an extended minimum distance estimator is
Using a similar argument as before, β EM D can be seen to be asymptotically equivalent to the extended GMM estimator of β.
Suppose an (s, t) pair that is observable in subpanels j and j . Pooled MD merges b
into a single average, whereas extended MD treats them as separate moments. Now consider another (s , t ) pair that is observable in j but not in j , so that b
The efficiency of EMD relative to PMD comes from the fact that extended MD takes into account these patterns of correlations across subpanels in imposing the constraints. In contrast, pooled MD cannot allow for these differences in correlations because subpanel-specific moments have been pooled into a single aggregate moment. 
