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1. INTRODUCTION 
In [4] Gustafson introduced the cosine, cos T of a bounded operator T, 
Re[ Tx, x] 
‘ItT)= inf /I TX/l . llxll ’ 
the inlimum taken over all x E D(T), x # 0, TX # 0, where [y, x] denotes a 
semi-inner product on a Banach space X. Later independently Krein [ 121 
introduced an essentially equivalent quantity which he called the deviation 
of T, dev T. We prefer here the third name introduced in Gustafson [6]: 
p,(T) is the first antieigenualue of T. As proposed in [6], the study of 
p,(T) and its extensions to higher antieigenvalues of T and total anti- 
eigenvalues of T should be pursued, as well as its connections to matrix 
condition numbers, to convergence radii of iterative numerical methods, and 
to general matrix operator theory. 
It turns out that antieigenvalues are more difficult to compute than are 
eigenvalues (as pointed out in [6], roughly, because their Euler equations 
are nonlinear). Nevertheless some progress (Davis [3], Gustafson [7], 
Gustafson and Rao [ST], and Mirman [ 131 has been made. The purpose of 
the present paper is to advance our understanding of methods for com- 
putation and bounds for antieigenvalues. In Section 2 we observe a new, 
very generai (but correspondingly weak) upper bound for p1 (T). In Sec- 
tion 3 we discuss the need for better lower bounds for p, (T). In Section 4 
we illustrate that when one departs Hilbert space for Banach space one no 
longer is assured that p, (T) = 0 for unbounded operators T. In Section 5 
we introduce a new method for the computation of antieigenvalues, namely 
that of Lagrange multiplier. In particular we obtain antieigenvalues and 
antieigenvectors for finite dimensional normal operators. In Section 6 
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we show how this method recovers the recent results of Davis [3], 
Gustafson [4], and Mirman [13]. Section 7 contains a remark on 
sufficient conditions for an antieigenvector. 
Throughout for simplicity we will assume T to be strictly accretive, 
Re[ Tx, x] > 0. With modification one could treat the total antieigenvector 
I P, (0 = WI [TX, XII/II WI . llxll) and general T. From time to time 
for convenience, e.g., to relate to the quantity sin T, we will use cos T 
interchangeably with p, (T). 
2. A GENERAL UPPER BOUND 
The following general upper bound for pi(T) is immediate but 
apparently has been overlooked. The lower bound is obvious and was 
pointed out in [S]. 
Let 
m(T) = inf Re[ Tx, x], 
II rl/ = 1 
W(T) = sup Re[Tx, x] 
II XII = 1 
denote the inner and outer real numerical radii of T with respect to the 





Proof: Both bounds follow from the elementary fact that for positive 
quantities a,, h,, one has 
inf(a,j) inf(h,) d inf(a,b,) d sup(a,) inf(b,). 
In the case at hand the upper bound thus follows from 
,,.t;: I 
Re[ Tx, x] 1 
11 Txll 
< sup Re[Tx, x] . inf - 
II 4 = 1 II XII = 1 II Txll ’ 
Clearly this general upper bound is only of interest for T that are not 
normaloid, i.e., when W(T) is strictly less than j/T)l. Computationally one 
expects for a specific T that the general upper bound of Theorem 2.1 would 
be quickly improved by the (Rayleigh-Ritz) method of trial vectors. 
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3. THE NEED FOR LOWER BOUNDS 
We pointed out in [6] that, just as for eigenvalues, good lower bounds 
for antieigenvalues are more important and more difficult to obtain than 
are good upper bounds. Let us give here two further illustrations of this 
need for good lower bounds. 
From [4,7] we know that the product AB of two positive selfadjoint 
operators will be positive (i.e., accretive) if 
sin A S cos B. 
Thus, using for both A and B the lower bound p, (T) of Theorem 2.1, this 
will be guaranteed when 
Taking I/ AlI = )I Bil = 1 and m(A) = m(B) = m > 0 for simplicity, we can 
therefore assure a positive product AB by means of the lower bound for the 
operator first antieigenvalues, for m 3 0.707. However, we know [ 5, 111 for 
selfadjoint operators that 
cos B = 2m”‘(B) II BII “* 
m(B) + IIBII ’ 
sin A = IIN -m(A) 
VII +m(A)’ 
so that for the example at hand it suffices from the sin A d cos B criterion 
that 2m1’* 2 1 - m, i.e., that m 3 0.172. Inserting the general operator lower 
bounds from Theorem 2.1 for these trigonometric entities thus cost us 
fourfold inprecision. 
As is well known [2], for a Banach space X the numerical radius 1 W( T)( 
is equivalent to the operator radius, in general quantitative relationship 
I WT)l G II TII < el w T)j. 
From the upper bound of Theorem 2.1 we obtain the general bound 
II TII S set T. W(T), 
where set T = l/cos T. Here again a lower bound for pI (T) = cos T 
significantly better than that of Theorem 2.1 is needed for this to be an 
improvement over the general bound e. 
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4. UNBOUNDED OPERATOR ANTIEIGENVALUES 
The situation for unbounded operators is considerably different. We 
showed in [9] that p1 (T) = 0 for all unbounded operators T in a Hilbert 
space, a result somewhat generalized later by Hess [IO]. Let us observe 
now that upon departing from Hilbert space, this result no longer is true. 
Let T(x,, x2, x3, . ..) = (x,, 2x,, 3x,, . ..) be defined on 
, 
for all XED(T), /Ix11 = 1. Thus p1 (T) = 1 even though T is unbounded. 
We might describe this situation by saying that for bounded operators T 
in a Hilbert space, pI (T) measures the “algebraic” turning capability of T 
itself, whereas for Banach spaces, the geometry of underlying space X 
enters in a vital way. Any computations or bounds for p, (T) and higher 
antieigenvalues and/or eigenvectors would have to take this geometry into 
account. 
5. LAGRANGE MULTIPLIER METHOD 
By use of the notion of the shelf of a finite dimensional Hilbert space 
operator T, Davis [3] has characterized pI (T) for T a normal operator in 
terms of its eigenvalues. By interesting geometrical (numerical range) 
methods, Mirman [ 131 has shown how to obtain antieigenvectors corre- 
sponding to the antieigenvalue p, (T) and to the higher antieigenvalues 
(reduced cosines) pk (T) defined in [6]. 
Let us here introduce a new (Lagrange multiplier) method for the 
computation of antieigenvalues. Comparisons to the results of [3, 131 will 
be given in the next section. 
THEOREM 5.1. Let T be a normal accretiue operator on a finite dimen- 
sional Hilbert space H with eigenvalues 
lj = pi + Ai, i = 1, . . . . n. 
Let 
E= {Bi/lAjl: 1 < i<n}, 
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and 
F= 2 JCPj-bi)(Bi lAj12-B, InJ2): 0 
i I~.,l'- 1412 




then p, (T) is exactly equal to the smallest number in E v F. Furthermore if 
then pl (T) = [ Tz, z]/ll Tz 11, for some z with 
Iz,i*=P, l’jl*-2Pi IAj12+Pj IAil 
(Int12- lJbj12)(Pi-Pj) ’ 
1~.l2=Bi lAi12-2fij lAi12+Pi lA,12 
, (IAil*- In,12)(Bi-Bj) ’ 
andz,=Ofor k#i,k#j. 
Proof: Let {e, , e,, . . . . e,} be a basis for H, with respect to which the 
normal operator T is diagonal. Let z = (zr, z2, . . . . z,) be any vector in H, 
Z, =x, + t’yi, then 
Re[ Tx, x] = IiCY= I Pitxf +Yf) 
l/c:=, lU2 (4 +yZ)’ 
To find inf((Re[Tx, x])/IITxll) is the same as to find the minimum of the 
function 
JCX, Yl = 
cr= 1 Mx: + Yt) 
JCL, lU2 (xf+y;)’ 
which is a function of 2n variables, on the sphere 
;g, (x;+y;)= i: lzil*= 1. 
i= 1 
(5.1) 
The minimum exists since the sphere is compact. A necessary condition for 
z = (21, z*, . . . . z,) = (x1 +;y,, x2 + iy2, . . . . x, + iy,) to be a minimizing 
332 GUSTAFSON AND SEDDIGHIN 
vector for J[x, y] on the sphere is that the gradients of J[x, y] and 
C’=, (~2 +vf) = 1 be parallel, i.e., dJ/dx, = 2jxi and aJ/dyi = 2[y, for 
i= 1, 2, . . . . n. Computing these derivatives, we get 
and (5.2) 
2PkYk i IA.12 I .I2 
( 
I r=, zz )- Vk12Yk (i, Bj lM2) 




i= 1 > 
for k = 1, 2, . . . . n. Together with C;=, Izij2 = 1 we have 2n + 1 equations. 
Now first assume all components of z, a solution of (5.2), are zero except 
one of them (say z,). Then from (5.1) we have ~,(T)</?,/IA,I. This is a 
trivial upper bound. 
Next consider a solution of (5.2) in which two components, say z, and 






If we solve the system (5.3) for Iz, 12, Iz2 I*, and [ we obtain 
lz112=P2 I&1*-28, M212+P2 VI2 
(l~,12-l~212)(~,-P2) ’ 
lz212J l~,12-W2 lh12+B, P212 
(121 I*- l~*l’)(8, -B2) . 
For this vector to be on the sphere we must have 
,,D* l&l’-VI 1~212+82 INI*< 1 
(12, 12- I~2l’)(B, -82) ’ . 
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Straightforward computations give 
and 
and thus for this z we have 
Hence, 
(P2-81)(81 V212-82 1412) 
l~212-M2 * 
This argument holds in general and hence we have 
(5.4) 
whenever z has only two nonzero components with corresponding eigen- 
values satisfying 
o,B, I’l12-2P, l/iJ12+pj (A;(‘< 1, 
(Ini12-lAjl’)(fl;-flj) ’ 
Now let us assume that three components of z, say z, , z2, z3, are non- 
zero and the rest are zero and z satisfies (5.2). Such a z will not produce 
any upper bound, and in fact is not even allowed in our case of T strictly 
accretive since the conditions would force it to be in the kernel of T. To see 
this note that in this case (5.2) will reduce to 
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After computations we have 
Iz312= 
BI u~212-82 MI2 
8Jl~212- l~312)+83W1 12- I~21’)+P2(1u2- IA, I’)’ 
The relation 
+ l&l2 (82 l&I’-/j3 1~212)=0 
implies that Tz =O. It is interesting to note that the last relation can be 
written as M.(MxN)=O, where A4 is the vedtor M=(12,12, lJU212, 11,1*) 
and N= (BIT Pzl A). 
In general from (5.5) we see that if z is an antieigenvector with m com- 
ponents, say z,, z2, . . . . z,, different than zero and the rest equal to zero, 
then X=(Jz,I*, lz212, . . . . lz, I’) satisfies an equation of the form AX= 0, 
where the m x m matrix is defined to be 
aI,= 1, l<jdm 
and 
aii=2(PI-Bi+I)af+Bj(C1:+I--C(:), 
2<idm, 1 <j<m. 
Rather than attempting the direct solution of that system, let us use a 
convexity argument to show that vectors with more than two nonzero 
components are not eligible in the Lagrange multiplier approach of this 
section for upper bounds for pi (T). 
First, considering the three nonzero component case just treated above, 
let ~~,~~=~,,I~~~~=v~,~~~(~=~~,andletRbetheinfimumofthepositive 
function 
T(v, > v2, v3) = 
Jh+82v2+83v3 
Jlk I2 VI + V212 v,+ l&l2 vj 
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on the triangle v,+v,+v,=1,0<v,<1,0~v2d1,0dv,~1. (See the 
following diagram.) 
Note that R is the smallest positive number such that the graph of 
r( v,, v2, vj) - R touches one point of the triangle. If the graph of 
Z(v,, vz, v~) -R touches one point of the triangle, then the intersection of 
the graph with at least one coordinate plane, say the (v,, v2) plane, must 
cut the side of the triangle located in that plane. This implies 
JlbwLv2 =R CR 
IAl I2 VI + V212 v2 
I-- . 
Therefore we have 
for any (v1,v2,r3) with v,+v2+v,=1,0~v,<l,0~v2~1,0<v,~1. 
A similar argument shows that we do not need to look at vectors with 
four nonzero components and so on. Therefore the proof of the theorem is 
complete. 
6. RELATIONSHIP TO RESULTS OF DAVIS, GUSTAFSON, AND MIRMAN 
Note that inequality (5.4) is exactly the bound (3) of Davis [3] for 
strong accretive normal operators. To see this just rewrite (5.4) as 
336 GUSTAFSON AND SEDDIGHIN 
Theorem 5.1 recovers the Gustafson-Kantorovich inequality for positive 
selfadjoint operators T (see [4]): 
cos T = 2m1’*( T) II TII “2 
m(T)+ IITII ’ 
(6.1) 
To see this, let IL1 = m( T) and A2 = I/ T(/. Theorem 5.1 shows that the 
antieigenvector satisfies 
b112= II TII m(T) 
m(T) + II TII ’ ‘Z2’2=m(T)+ (IT(I 
and 
,J(P2-P~)(BI &I’-P2 I~112)=2m”2(T) l/TlI”2 
lA212- /A, I2 m(T)+ IITII ’ 
We can also obtain many of the results of Mirman [ 131 by the Lagrange 
multiplier approach. The following is Theorem 3 of Mirman [ 131. Here 
Q(S) denotes the numerical range of S. 
THEOREM 6.1. Let T be strictly accretive, S= Re T+ iT*T, [5,, q,], 
Ct2, v21 EQ(S), 5, G t2; define 
then pl < ,ii, where 
(a) if vr, < I]~, 5,/Z cl< t2/2, then 
(b) P2=<:l~, if?,>~~ or ifrl,<~~ andg<5,/2; 
(cl li2=ti/vl ifrll<q2 andtkt2/2. 
Proof: Following [ 12, 131 we have 
~~(T)=inf{~*/rl:<+i~EQ(S)} 
Hence the problem reduces to finding the minimum of J(& q) = t’/q on the 
line segment soining [t,, qr] and [c2, q2]. If this minimum occurs at 
either end point of the line segment, then its value is either (t/~/r or 5$/r/*. 
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If it occurs at an interior point, then at that point the line segment and 
J[t, ~71 should have parallel gradients. The equation of the line segment is 
or 
q-q,+fy+q+o. 
2 I 2 1 
Therefore we should have 
which implies 





Hence the minimum of t’/q on the line segment is one of the values <T/q,, 
5$h2, and 4&(&5i)l(~~-~i)). W e can actually find out which of the 
three values is the smallest of the three, using conditions (a), (b), or (c) in 
the theorem. 
Next we show how Theorem 1 of Mirman [ 131 can be proved by 
Lagrange multiplier methods. 
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THEOREM 6.2. Let T he strictly accretive. If 11 T/I < CO, then 
,a’( T) = 4 max (2, t) > 0, 
f 
where ;1, is the lower bound of the spectrum of the operator 
S,= Re T- tT*T. 
Proof: Let S = Re T + iT* T, Re S = Re T, and Im S = T*T. Following 
[12, 133, we have 
p’(T) = inf{ t2/q: t + iv E Q(S)}. 
Let 1 be a straight line of support of D(S), with Q(S) to the right of Z, then 
iI is the lower bound of o(Re T - tT* T); see Mirman [ 131. Therefore, we 
should consider the minimum of the function J(<, q) = i;‘/q on such lines. 
The equation of such a line is q = (lit)(t - 2,) or q - (l/t)5 + (l/t)n, = 0, 
and hence we must have 
from which we have r = 22, and r] = Il,/t and so <‘/q =41:/(2,/t) = 4tA,. 
Finally, in [7] Gustafson showed by a min-max characterization that 
sin T= inf III+ AT/I (6.2) 
for strongly dissipative operators T. (A later more general min-max result 
of this type was obtained independently by Asplund and Ptak [ 11.) 
Mirman [ 131 proves this (Corollary 3) from his Corollary 1. Let us note 
here that, conversely, it is easily checked that the min-max result (6.2) 
implies Corollary 1 of [13]. In this sense the minmax (trigonometric) 
approach of [4,7] and the numerical range (geometric) approach of [13] 
may be more interlinked than heretofore apparent. 
7. ANTIEIGENVECTORS: SUFFICIENT CONDITIONS 
In using the Lagrange multiplier approach we are using as a necessary 
condition for 
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to be an antieigenvector that the gradient of J[x, y] and Cy=, (xf + yf) be 
parallel. The following result gives a sufficient condition for a critical point 
z found in Theorem 5.1 to be an antieigenvector. 
THEOREM 7.1. Let S be the set of all critical points 
z = (Z,) z*, . ..) z,, ) = (x, + iy,, x2 + iy2, . . . . x, + iy,) 
found in Theorem 5.1. Let J[x, y] be the function defined by (5.1). Consider 
the Hessian of J, i.e., the 2n x 2n matrix defined by 
_ -2Xkx.f(Bk lAj12+Pj lAk12) a25 
axk ax, (C?=l l&l2 IzL12)3’2 
6-Y~Xjl~j121~E-k/2(C~=~/ji/Z~/2) 
(C~= 1 IALl Izi12)5’3 
(j#k), 
-2YkY,(Pk l~,12+PjIAk12) a2J 
ah ay, (liIY= 1 IAil Izi12)3’2 
6Y, Yj IJjI’ Iik12 (CY= I D, IZ;12) 
(C”= l%-l2 lz.12p3 (.i+k), 
a2J 2/jk(Cf= 1 ,I,l' Iz:12)' In/c('(C:= 1 fii Izj12) 
-= 
i?Xi (C:‘=, l&l2 lzi12)3’2 
+x:. 
[ 
-4Bk lU’cz:1=, I&l2 Iz;l’)+3 I&14EI=1 Bi IZil’) 
(C:=, IAil Izi12)5’2 1 3 
d2J 2B/c(EY=l Ii,I2 Izi12)-I~k12(C:=g Ir, IZiI’) -= 
ay: (CY= I 11,12 12i12)3’2 
+Yi 
[ 
-4Bk lnk12(CY=, IAil Izi12)+31Ak14(C1=I Pi Izi12) 
cc:=, l&l2 Iz;12)5~2 
3Y,(Pk IJq’+P, lh12) d2J 
ax, ay, CT=, lU2 lz;12)3’2 
~x,Y, l’j12 IA/cl2 (C:‘=, B, IziI’) - 
cz:=, l&l2 lz,12)5’3 . 
Let R be the set of all elements in S for which the Hessian matrix [a’J/&Y] 
is positive definite. Then all antieigenvectors of T are in R. 
Proof. The proof follows from the fact that a critical point found by the 
Lagrange multiplier method is a local minimum if the Hessian of the 
corresponding function is positive definite. 
469,143 2-4 
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The sufficient condition in Theorem 7.1 unfortunately is not for the 
global minimum. One can compare this situation with a situation in 
elementary calculus, when one wishes to find the minimum of a function on 
a closed interval, using the second derivative test! Therefore there is no 
hope to pinpoint any specific antieigenvalue. However, Theorem 7.1 can 
be helpful to construct the set of “local” antieigenvectors and “local” 
antieigenvalues (points corresponding to the local minimums of the 
function J[x, y], (5.1) on the unit sphere). 
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