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Abstract
This paper describes a hybrid MPI-CUDA parallelization strategy for the direct numerical simulation of incompressible ﬂows
using unstructured meshes. Our in-house MPI-based unstructured CFD code has been extended in order to increase its performance
by means of GPU co-processors. Therefore, the main goal of this work is to take advantage of the current hybrid supercomputers
to increase our computing capabilities. CUDA is used to perform the calculations on the GPU devices and MPI to handle the
communications between them. The main drawback for the performance is the slowdown produced by the MPI communication
episodes. Consequently, overlapping strategies, to hide MPI communication costs under GPU computations, are studied in detail
with the aim to achieve scalability when executing the code on multiple nodes.
c© 2013 The Authors. Published by Elsevier Ltd. Selection and/or peer-review under responsibility of the Hunan University and
National Supercomputing Center in Changsha (NSCC).
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Nomenclature
u velocity vector
Re dimensionless Reynolds number
f body force vector
p pressure
Subscripts
k refers to the control volume itself
nb refers to the control volume face-neighbor
Superscripts
n refers to discrete time level
* refers to predictor
1. Introduction
The advent of Graphic Processing Units (GPUs) as tools capable to solve large amounts of calculations is now a
consolidated reality. Good results attained on solving problems that exhibit a ﬁne-grained parallelism have captured
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the interest of the High Performance Computing (HPC) community prompting the research in this ﬁeld. Meanwhile,
new programming models such as the Compute Uniﬁed Device Architecture (CUDA) [1] developed by NVIDIA,
or the Open Computing Language (OpenCL) [2] developed by the Khronos group have facilitated exploiting the
computational power of the GPU devices. However, achieving good performance is not trivial, and strongly depends
on the nature of the problem being solved and a proper understanding of the GPU architecture.
On the other hand, direct numerical simulation (DNS) constantly demands more and more computing power,
arising the interest of using the most recent technologies. Over the last years, several authors have attempted to
simulate the Navier-Stokes equations using GPUs. The ﬁrst Navier-Stokes code for incompressible ﬂows on structured
grids was presented in [3] using a high-level shading language, previous to the creation of CUDA. A more recent 3D
extension of this work can be found in [4], focusing on a simpliﬁed real-time simulation of the ﬂows for rendering
processes. With the introduction of CUDA, a 3D Finite Diﬀerence Computation was ﬁrst described in [5], structured
meshes were used creating a stencil that can exploit the characteristics of new GPU devices, also a ﬁrst overlapping
approach to utilize multi-GPUs was presented. A detailed implementation of these concepts applied to incompressible
ﬂows was proposed in [6]. Meanwhile, similar approaches have been applied to unstructured meshes using a single-
GPU in [7, 8, 9]. Finally, a novel DNS simulation using unstructured meshes and multi-GPU platforms is explained
in [10, 11].
In our previous work we focused on solving the Poisson equation, because it is the most computing intensive part
of the algorithm, this fact has been claimed by other authors as well [10]. However, the rest of the time-integration
sums up still 30-40% of the total execution time so, in order to achieve a good overall acceleration, is also desirable
to obtain performance on these parts. In this paper we focus on porting to GPUs the whole time integration step of a
DNS simulation code for incompressible ﬂows on unstructured meshes. MPI is used to perform the communication
between nodes, while CUDA is adopted as the programming model to perform calculations in the GPU. Scalability is
our big objective, and to achieve it overlapping techniques are implemented.
The rest of this paper is organized as follows: Section 2 describes the governing equations and the math model
to solve the incompressible Navier-Stokes equations. In Section 3 the CUDA programming model and the hybrid
parallelization strategy are explained. In Section 4 are shown some preliminary results. Finally, further work is
outlined in Section 5.
2. Governing equations and Math Model
The dimensionless form of the Navier-Stokes equations for incompressible ﬂows reads:
∇ · u = 0, (1)
∂tu + (u · ∇)u = Re−1∇2u − ∇p + f , (2)
TermoFluids code [13] has been used as a software platform to perform our studies. The equations are discretized
on an unstructured grid with the ﬁnite-volume symmetry-preserving method [14]. For the temporal discretization,
a second-order explicit one-leg scheme is used. Finally, the pressure-velocity coupling is solved by means of a
fractional step projection method [12]. In short, a predictor velocity, up, is explicitly evaluated without considering
the contribution of the pressure gradient in Equation 2, and then the Poisson pressure correction equation is solved in
order to meet the incompressibility constraint:
Δpn+1 = ∇up, (3)
where pn+1 is the pressure correction ﬁeld at time-step n + 1. Once the pressure correction ﬁeld is obtained, is used to
calculate the velocities at the time-step n + 1 by means of the equation:
un+1 = up − ∇pn+1 (4)
The time integration process is outlined in Algorithm 1. Further details on the numerical algorithm, the math model
and the code functionalities can be found in [13, 15, 16, 17].
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Algorithm 1 Time integration step
1: Evaluate the predictor velocities
2: Solve the Poisson equation
3: Correct the velocities
Considering a discretization over a control volume k with a set of faces deﬁned as F(k), then the predictor velocities
stands as:
upk = u
n
k − Δt
⎡⎢⎢⎢⎢⎢⎢⎣
∑
f∈F(k)
(unnb + u
n
k)
Mf
2Vk
− ν
∑
f∈F(k)
(unnb − unk)
Af
δd f Vk
⎤⎥⎥⎥⎥⎥⎥⎦ (5)
where the subscript nb refers to the control volume of the face-neighbor, Vk is the volume of the control volume k,
Af refers to the surface of the face f , nˆ f is the outward-unit normal to the face f, Mf is the mass ﬂow on the face f
and is calculated as Mf = u f · nˆ f · Af , and δd f is the normal-projected distance between the centroids of the control
volumes k and nb. Excepting the mass ﬂow, all the coeﬃcients multiplying the velocities remain constant during the
overall execution. Since we work with unstructured meshes, the stencil generated per each control volume lacks of the
structure needed to use an eﬃcient 3D stencil as the one explained in [5]. Then, we consider the following matricial
approach of the Equation 5:
up = un − Δt (C(un)un + Dun) (6)
where D is a constant sparse matrix containing the diﬀusion coeﬃcients and C(un) is a variable sparse matrix contain-
ing the convection coeﬃcients, which is re-evaluated at each iteration according to the mass ﬂow. Thus the calculation
of the predictor velocities can be reduced to two Sparse Matrix Vector multiplications (SpMV).
Applying the same discretization to the Equation 3 yields into a discrete Poisson equation that reads:
∑
f∈F(k)
(pn+1nb − pn+1k )
Af
δd f
=
1
Δt
∑
f∈F(k)
ρ
(upk + u
p
nb)
2
· nˆ f A f (7)
Considering the matricial notation, the equation reads:
Apn+1 =
1
Δt
(Bup) (8)
where B is a constant sparse matrix.
The characteristics of the Poisson system, deﬁned by a symmetric and positive deﬁnite matrix A, makes suitable
the use of the Preconditioned Conjugate Gradient (PCG) algorithm to solve it.
Finally, the discrete velocity correction equation over the control volume k is written as:
un+1k = u
p
k − Δt
∑
f∈F(k)
(pn+1k + p
n+1
nb )
nˆ f A f
2ρVk
(9)
With the matricial approach is transform into:
un+1 = up − Δt(Epn+1) (10)
being E a constant sparse matrix.
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It is important to notice that matrices A, B,C, D and E share the same structure (columns and rows where the
non-zero coeﬃcients are located are the same), so its storage can be compressed. From our previous work[11],
we concluded that the Preconditioned Conjugate Gradient time execution is dominated by the Sparse Matrix Vector
multiplication. Moreover from the above discretization, it is possible to conclude that the time integration step is
dominated by the SpMV as well. Therefore, the performance of our CPU/GPU algorithm is mostly determined by the
performance of the SpMV when using multiple GPUs.
3. GPU architecture and Parallelization Model
A GPU device consist of a set of streaming multiprocessors (SMs) that employ a Single Instruction Multiple
Threads (SIMT) model to create, schedule, manage and execute hundreds of threads during the execution of a program.
The threads are grouped into warps, each thread of a warp runs the same instructions concurrently on a SM. A CUDA
program is composed of a CPU code, so called host code, that launches tasks on a GPU device and a GPU code,
so called kernel code, that runs on the device. The kernel functions are executed on the GPU by a large set of
parallel threads. GPU devices have no common RAM memory space with CPUs nor with each other. Therefore, data
transfer operations via PCI-Express are required to communicate between the devices. NVIDIA devices of compute
capability 1.1 and higher can overlap the copies between GPU and CPU with kernel execution. Concurrent kernels
can be executed as well, the concurrency is managed through streams. A stream is deﬁned as a sequence of commands
executed in order. Then multiple streams, executed in parallel, are used to achieve the concurrency. Further details
about the GPU architecture and the CUDA programming model can be found in the oﬃcial documentation [1].
The execution scheme adopted for DNS on hybrid clusters is an extension of the ﬂowchart proposed by [8] for
single-GPUs. Our particular ﬂowchart is depicted in Figure 1. The oval boxes correspond to the GPU kernels, while
the rest of the functions are executed in the CPU.
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Fig. 1. Flowchart proposed to perform the time integration step.
In our approach, the MPI group of processes consists of as many processes as GPU-devices in the computing nodes
engaged. The underlying MPI parallelization is based on a domain decomposition approach. Therefore, the initial
mesh M, that is used for the discretization, is divided into P non-overlapping sub-meshes M0, ...,MP−1 by means
of a graph partitioning tool such as METIS library [18]. For each MPI process, the corresponding unknowns of the
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system can be divided into diﬀerent sub-sets: (1) Owned unknowns are those associated to the nodes ofMi; (2) Inner
unknowns are the owned unknowns that are coupled only with other owned unknowns; (3) Interface unknowns are
those owned unknowns which are coupled with non-owned (external) unknowns; and ﬁnally (4) Halo unknowns are
those external unknowns (that belong to other processes) which are coupled with owned unknowns of the MPI process
considered.
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Fig. 2. Two stream concurrent execution model
Considering our parallelization model, each MPI communication process requires three steps: i) download data
from the GPUs to the host memory; ii) transfer data between MPI processes; iii) upload data back to the GPUs. In
order to make the code scalable when using hybrid supercomputers, a two stream execution model is used to overlap,
whenever is possible, the MPI communications and data transfers with GPU computations. This computing scheme
is represented in Figure 2.
4. Preliminary Results
Special attention was paid in the optimal computation of the sparse matrix vector multiplication because, as was
shown in Section 2, is the dominant part of the iterations. Details of this implementation are explained in [11]. Numer-
ical experiments were carried out on CURIE hybrid nodes [19] consisting of: two Intel Xeon E5640 (Westmere) 2.66
GHz quad-core CPUs and two Nvidia M2090 GPUs.Interconnection between nodes are performed via an Inﬁniband
QDR network. CUDA Toolkit 4.0 was used to implement the GPU kernels. Unstructured tetrahedral meshes of diﬀer-
ent sizes were used to discretize the Poisson equation. For all the meshes, the matrix resulting from the discretization
has in average 4.9 entries per row, being tremendously sparse.
In Figure 4 is shown the acceleration attained with the MPI-CUDA implementation of the SpMV algorithm when
is executed in only one GPU respect to the execution in only one CPU-core. These tests were executed for meshes
ranging from 100,000 to 400,000 control volumes (CV). It is possible to observe a positive trend of the speedup, i.e.
increasing the mesh size provokes a raise of the speedup as well. Up to an 12.5X speedup and 7.3 Gﬂops are obtained
for the largest case. This results are consistent with those reported in the works [20, 21] for similar matrices.
Additionally, a week speedup test is shown in Figure 4 for both the multi-CPU and multi-GPU implementations
of the PCG. Recalling the cluster conﬁguration, each hybrid node consist of 8 CPU-cores and 2 GPUs, the mesh
size is kept constant at 400,000 CV per GPU (i.e. 100,000 CV per CPU-core). The Non-overlapped (NSpMV) and
Overlapped (OSpMV) implementation of the multi-GPU SpMV are depicted as well. The plots shows nearly ideal
scaling in all the implementations when increasing the number of nodes from 2 to 8. The communication hiding
92   G. Oyarzun et al. /  Procedia Engineering  61 ( 2013 )  87 – 93 
100K 200K 300K 400K
0
2
4
6
8
10
12
S
p
ee
d
u
p
Fig. 3. Speedup of the single GPU respect to the single CPU execution for the SpMV considering diﬀerent mesh sizes.
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Fig. 4. Illustration of the weak speedup for a SpMV iteration loading 400,000 CV per GPU.
can be observed as the OSpMV outperforms the rest of implementations in all the cases. The diﬀerence between the
execution times of the OSpMV and the pure-CPU implementation is kept constant at around 3.6X.
5. Further work
The hybrid parallelization of the SpMV can be considered accomplished. Reasonable results have been obtained,
with an overall speedup up to 3.6 when comparing 8 GPUs against 32 CPU-cores. This results encourage us to
develop a DNS implementation for unstructured meshes fully running on GPUs. To achieve this objective the hybrid
implementation of the SpMV must be applied to all the steps of the Algorithm 1.
Another challenge relays on developing an speciﬁc storage format in order to achieve coalesced data access, and
thus increasing the acceleration obtained from the GPU co-processors.
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