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1On the computation of the linear complexity and the
k-error linear complexity of binary sequences with
period a power of two
Ana Sa˘la˘gean
Abstract— The linear Games-Chan algorithm for computing the linear
complexity c(s) of a binary sequence s of period ` = 2n requires the
knowledge of the full sequence, while the quadratic Berlekamp-Massey
algorithm only requires knowledge of 2c(s) terms. We show that we can
modify the Games-Chan algorithm so that it computes the complexity in
linear time knowing only 2c(s) terms. The algorithms of Stamp-Martin
and Lauder-Paterson can also be modified, without loss of efficiency,
to compute analogues of the k-error linear complexity for finite binary
sequences viewed as initial segments of infinite sequences with period a
power of two.
We also develop an algorithm which, given a constant c and an infinite
binary sequence s with period ` = 2n, computes the minimum number
k of errors (and the associated error sequence) needed over a period
of s for bringing the linear complexity of s below c. The algorithm has
a time and space bit complexity of O(`). We apply our algorithm to
decoding and encoding binary repeated-root cyclic codes of length ` in
linear, O(`), time and space. A previous decoding algorithm proposed
by Lauder and Paterson has O(`(log `)2) complexity.
Index Terms—k-error linear complexity, linear complexity, repeated-
root codes, stream cipher.
I. INTRODUCTION
The linear complexity of a sequence (i.e. the length of the
shortest recurrence relation, or Linear Feedback Shift Register which
generates the sequence) is a fundamental parameter for virtually all
applications of linearly recurrent sequences.
Computing the linear complexity c(s) of a linearly recurrent
sequence s over a field needs in general quadratic time (Berlekamp-
Massey algorithm, [1], [2]). For the particular case of binary se-
quences with period a power of two, Games and Chan devised an
algorithm with linear time and space bit complexity, [3].
The k-error linear complexity of a periodic sequence s of period
N is the minimum linear complexity that can be obtained for s by
modifying up to k terms in one period (and modifying all other
periods in the same way). This notion was defined in [4] and is
closely related to previously defined notions of sphere complexity [5]
and weight complexity [6].
The Games-Chan method has been extended by Stamp and Martin,
[4] to computing the k-error linear complexity of a binary sequence
with period a power of two, still in linear time. Further, Lauder and
Paterson, [7], showed that the whole error linear complexity spectrum
(i.e. the k-error complexity for each value of k) of a binary sequence
of period ` = 2n can be computed in O(`(log `)2) time.
An important application of computing the linear complexity and
k-error linear complexity appears in cryptography. If a sequence is
used as a keystream in a stream cipher, an opponent intercepting
part of the sequence will want to recover the whole sequence, thus
breaking the cipher. If this is not possible, they might hope to at least
determine a sequence which coincides with the correct sequence in
all but a “small” number of positions.
The initial motivation of our work comes from a remark in [7],
pointing to the fact that all the above mentioned efficient algorithms
for binary sequences with period a power of two “suffer from the fact
that they require as input an entire period of a sequence s to compute
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c(s), while the Berlekamp-Massey algorithm only needs 2 c(s) bits.
Thus, they are not applicable in realistic cryptographic situations”.
The results presented in the current paper remedy this situation.
Namely, we prove in Section III that by suitably using the Games-
Chan algorithm it is possible to compute the linear complexity of
a binary sequence s, given only a finite segment of t ≥ 2 c(s) bits
of the sequence, as long as we know that the period is a power of
two (and we do not need to know in advance which power of two it
is). Moreover, by suitably using the Stamp-Martin algorithm we can
compute the linear complexity of a finite sequence of length t, viewed
as an initial segment of an infinite sequence with period a power
of two, even in the case when t is less than twice the complexity.
Hence, for this particular type of sequences we obtain a linear (rather
than quadratic) complexity algorithm with the same input and output
specifications as the Berlekamp-Massey algorithm.
We cannot expect to be able to compute the k-error complexity of
an infinite periodic sequence when we know less than one period of
the sequence, as we do not know how many of the errors in an error
pattern that minimises linear complexity will fall outside our known
portion of the sequence. What we can compute instead is an analogue
notion of k-error complexity for finite sequences, which we define in
Section II as being the minimum complexity of any infinite sequence
from a given class, whose initial segment coincides with the given
finite sequence on all but possibly up to k positions. This definition
fits well the cryptographic application mentioned above, and could be
used for example in looking for sequences of low complexity which
coincide with the correct sequence except for a certain percentage of
the positions in any initial segment.
In Section III we also show that by suitably using the Stamp-Martin
algorithm, the k-error linear complexity of a finite binary sequence,
viewed as an initial segment of a sequence of period a power of
two can be computed in O(t) time, where t is the length of the
finite sequence. The error linear complexity spectrum of such a finite
sequence can be computed in O(t(log t)2) time, by suitably using
the Lauder-Paterson algorithm.
However, the cryptographic applications of our results are more
limited than it may look at first sight. This is due to the fact that
sequences with periods a power of two are relatively weak from the
point of view of the number of terms needed to recover the whole
sequence, see the discussion in Section IV.
In Section V we develop and algorithm which computes the
minimum number of errors that need to be made in one period of a
binary sequence of period ` = 2n in order to bring the complexity
of the sequence below a given value. In other words, for a given
c it computes the minimum k such that the k-error complexity of
the sequence is no greater than c. It will also compute one error
sequence for which this complexity is achieved. Our algorithm uses
techniques similar to the Stamp-Martin Algorithm and to the so called
L-pullup and B-pullup constructions of [7]. We include the explicit
algorithm as Algorithm 5.1 and give its detailed bit complexity
analysis, showing that the time and space complexities are O(`).
A coarser estimation in [7] gives a O(` log `) rather than O(`) bit
complexity for the Stamp-Martin algorithm.
While our algorithm is interesting in its own right, the main
motivation comes from its applicability to coding theory. Binary
repeated-root cyclic codes of length ` = 2n were introduced in [8].
They are subcodes of Reed-Muller codes and a majority logic
decoding is proposed, loc. cit. Lauder and Paterson, [7], apply their
algorithm to decoding these codes in O(`(log `)2) time. We improve
on their result, by showing in Section VI that Algorithm 5.1 can be
used for encoding and decoding binary repeated-root cyclic codes in
linear time.
2II. NOTATION, DEFINITIONS AND KNOWN RESULTS
We first recall some basic facts on linearly recurrent sequences and
establish the notation and definitions used in the paper.
Throughout the paper we work with binary sequences, i.e. se-
quences over the finite field F2. Most of the facts and definitions
below work for sequences over any finite field, but we will not
consider them here.
A. Infinite sequences
We denote by S the set of all (infinite) linearly recurrent sequences
over F2. Note that for sequences over finite fields the following three
notions are equivalent: periodic, recurrent and linearly recurrent.
Let s ∈ S, s = s0, s1, s2 . . .. We will say that a polynomial
f ∈ F2[x], f = xm+am−1xm−1+ · · ·+a1x+a0 is an annihilator
polynomial for s if s satisfies the linear recurrence given by the
coefficients of f i.e. si+m+am−1si+m−1+ · · ·+a1si+1+a0si = 0
for i = 0, 1, 2, . . .. The annihilator polynomials of s form an ideal
in F2[x], denoted Ann(s). The monic annihilator polynomial of
minimal degree is unique and is called the characteristic polynomial
of s. We will denote it by σ(s). Note that σ(s) generates Ann(s). The
linear complexity of s is the degree of the characteristic polynomial
and will be denoted by c(s).
Denote by PN the set of sequences in S of (not necessarily
minimal) period N . If s ∈ PN then xN − 1 ∈ Ann(s) and
σ(s)|xN − 1.
In this paper we will concentrate on sequences that admit as period
a power of two. We will denote by T the set of binary sequences
with period any power of two, i.e. T = ∪∞i=0P2i .
Using the fact that in F2[x] we have x2n − 1 = (x− 1)2n for any
n we immediately obtain the following result:
Proposition 2.1: Let s ∈ T . The linear complexity of s equals c
if and only if the characteristic polynomial of s is (x− 1)c.
Hence for sequences with period a power of two, knowing the
linear complexity is tantamount to knowing the characteristic poly-
nomial. Note that this is not the case for sequences of arbitrary period
N ; sequences of same complexity c can have different characteristic
polynomials if xN − 1 has several divisors of degree c.
The Games-Chan algorithm, [3], computes the linear complexity
for any binary sequence with period a power of two, i.e. for any
s ∈ P2n it computes c(s). The whole sequence needs to be known,
i.e. we need to know a (not necessarily minimal) period ` = 2n of
the sequence and 2n consecutive terms of the sequence. The time
(bit operations) and space complexity is linear in the period ` of the
sequence.
We now define the k-error linear complexity as in [4]. Let s ∈ PN
and let k ≥ 0 an integer. Denote by wt( ) and d( , ) the Hamming
weight and the Hamming distance, respectively. The k-error linear
complexity of s as a sequence of period N , denoted by ck,N (s), is
defined as the minimum complexity that s can have after modifying
k bits of a period:
ck,N (s) = min{c(s+ e)|e ∈ PN ,wt((e0, e1, . . . , eN−1)) ≤ k}.
(1)
The Stamp-Martin algorithm, [4], computes the k-error linear com-
plexity for any binary sequence with period a power of two, i.e. for
any s ∈ P2n it computes ck,2n(s). As in the Games-Chan algorithm,
the whole sequence needs to be known and the time (bit operations)
and space complexity of the algorithm is linear in the period ` = 2n
of the sequence. We stress the fact that the number of bit operations in
the Stamp-Martin algorithm is indeed linear. The complexity estimate
O(` log `) in [7] is too coarse, and the actual number of bit operations
is O(`), see Theorem 5.4.
The error linear complexity spectrum of a sequence s ∈ PN is de-
fined as the set of pairs {(k, ck,N (s))|0 ≤ k ≤ wt((s0, . . . , sN−1)}.
The Lauder-Paterson algorithm, [7], computes the error linear com-
plexity spectrum of any binary sequence with period ` = 2n. The
bit complexity of the algorithm is O(`(log `)2). Again, one needs to
know the full sequence in order to apply the algorithm.
One can also define k-linear complexity for costed sequences,
following [4], [7]. For a sequence s ∈ PN , a cost vector cost ∈ RN
and a real number k, the k-error linear complexity of the costed
sequence is defined as:
ck,N (s, cost) = min{c(s+ e)|e ∈ PN ,
X
0≤i<N,ei 6=0
cost[i] ≤ k}.
(2)
The usual k-error complexity of a (non-costed) sequence corresponds
to the k-error complexity of the same sequence with an associated
cost vector in which all entries equal 1.
As noted in [7], the Stamp-Martin algorithm can be adapted to
compute the k-error linear complexity of costed sequences with
period ` = 2n i.e. to compute ck,2n(s, cost). If the entries of the
cost vector are bounded by a constant M , then the complexity of the
algorithm will be O(` logM) (see Theorem 5.4 below).
B. Finite sequences
We will define now the notions of linear complexity and k-linear
complexity for finite sequences. The finite sequences will be viewed
as initial segments of infinite sequences from a certain set of infinite
sequences. More precisely, let z = (z0, z1, . . . , zt−1) ∈ Ft2 be a finite
sequence of length t ≥ 1 and A ⊆ S a set of infinite sequences.
The linear complexity of z in A, denoted c(z,A), is defined as the
minimum linear complexity of all sequences in A which have z as
an initial segment i.e.:
c(z,A) = min{c(s)|s ∈ A, si = zi for i = 0, . . . , t− 1}. (3)
For any sequence of period N , s ∈ PN we have
c((s0, s1, . . . , sN−1), PN ) = c(s) as s is uniquely determined
by its first N elements.
It is well known that one can determine the characteristic polyno-
mial of a sequence s ∈ S once at least 2c(s) successive terms of s
are known. We have therefore:
Proposition 2.2: If s ∈ A and t ≥ 2c(s) then
c((s0, . . . , st−1), A) = c(s).
The Berlekamp-Massey algorithm, [1], [2], computes the linear
complexity of finite sequences, i.e. it computes c(z,S) for any finite
sequence z ∈ Ft2. Equivalently, one can think of this algorithm
as computing the linear complexity c(s) of an infinite sequence
s knowing only the first 2 c(s) terms of the sequence. Note the
algorithm is not restricted to sequences of a particular given period.
The complexity of the Berlekamp-Massey algorithm is quadratic in
the length t of the finite sequence.
Next we will extend the definition of k-error linear complexity to
finite sequences. As before, let z = (z0, z1, . . . , zt−1) ∈ Ft2 be a
finite sequence of length t ≥ 1, A ⊆ S a set of infinite sequences
and k ≥ 0. Intuitively, there are two ways of defining the k-error
linear complexity of z in A. One is to define it as the minimum
linear complexity of all infinite sequences in A which coincide with
z on all except up to k of the first t positions. The other is to define
it as the minimum linear complexity in A of any finite sequence of
the same length as z and which differs from z in at most k positions.
It is easy to check that these two notions are equivalent, so we can
define the k-error linear complexity of z in A, denoted ck(z,A), as:
ck(z,A) = min{c(z + e,A)|e ∈ Ft2,wt(e) ≤ k} (4)
= min{c(s)|s ∈ A, d((s0, s1, . . . , st−1), z) ≤ k}.
3Again, for any sequence of period N , s ∈ PN we have
ck((s0, s1, . . . , sN−1), PN ) = ck,N (s), as s is uniquely determined
by its first N elements.
Similarly one could define the k-error linear complexity of costed
finite sequences, but we will not need it here.
III. COMPUTING THE LINEAR COMPLEXITY AND k-ERROR
LINEAR COMPLEXITY FOR FINITE SEQUENCES
In this section our goal is to develop algorithms which compute
the linear complexity and the k-error linear complexity of a finite
sequence viewed as an initial segment of a binary sequence with
period a power of two (we do not need to know which power though).
Note that any infinite sequence s ∈ T will have period 2v where
v is minimal such that c(s) ≤ 2v . Hence if we know at least 2 c(s)
terms of s, we know in fact a whole period of the sequence, i.e. we
know the whole sequence.
Theorem 3.1: Let z = (z0, z1, . . . , zt−1) ∈ Ft2 be a finite
sequence of length t ≥ 1. Define u = dlog2 te and define the infinite
sequence s′ of period 2u as follows: s′i = zi for i = 0, 1, . . . , t− 1
and s′i = zi−2u−1 for i = t, t+ 1, . . . , 2u − 1. Then
(i) If c(z, T ) ≤ t
2
then c(z, T ) = c(s′).
(ii) If c(z, T ) > t
2
then c(s′) > t
2
.
Proof: By the definition (3) of c(z, T ), there is a sequence
s ∈ T such that si = zi for i = 0, 1, . . . , t− 1 and c(s) = c(z, T ).
By construction 2u−1 < t ≤ 2u.
(i) Since c(s) = c(z, T ) ≤ t
2
≤ 2u−1, (x − 1)2u−1 = x2u−1 − 1
is an annihilator polynomial for s. Hence s has period 2u−1 i.e.
si = si−2u−1 for all i ≥ 2u−1 and in particular for i ≥ t. It is now
easy to check that s = s′ so c(z, T ) = c(s′).
(ii) From (3) we have c(s′) ≥ c(z, T ), so c(s′) > t
2
.
The theorem above can be used for computing the linear complex-
ity of a finite sequence as follows. For a finite sequence z of length
t, viewed as an initial segment of a sequence of period a power
of two, we set up (in linear time) an infinite sequence s′ of period
2dlog2 te as in Theorem 3.1. We then compute c(s′) using the Games-
Chan algorithm. If the result is at most t
2
we output it as c(z, T ).
Otherwise we output a message “complexity of z greater than half
the number of terms”. This scenario may be useful when we actually
want to compute the complexity of an infinite sequence s for which
we know only the first t terms. We know by Proposition 2.2 that the
complexity of the finite sequence is only guaranteed to give us the
correct result for the infinite one if it is below half the number of
terms.
We may however want to compute the exact value of c(z, T ) even
if it turns out to be higher than t
2
. This, as well as the k-error
complexity can be computed using the theorem below. The main
idea is that if we expand the finite sequence to an infinite periodic
costed sequence such that the new terms of the sequence are arbitrary
but have zero cost, then any changes to the new terms will not count
towards the k errors, only the changes in our original finite sequence
will count.
Theorem 3.2: Let z = (z0, z1, . . . , zt−1) ∈ Ft2 be a finite
sequence of length t ≥ 1. Define u = dlog2 te and define the
infinite costed sequence s′ of period 2u as follows: s′i = zi
and cost[i] = 1 for i = 0, 1, . . . , t − 1 and s′i have arbitrary
binary values and cost[i] = 0 for i = t, t + 1, . . . , 2u − 1. Then
ck(z, T ) = ck,2u(s′, cost) for all k = 0, 1, . . . ,wt(z). In particular,
c(z, T ) = c0,2u(s′, cost).
The proof is straightforward.
Hence by setting up (in linear time) an infinite costed sequence s′
of period 2dlog2 te as in Theorem 3.2 and then applying the Stamp-
Martin algorithm to compute ck,2dlog2 te(s
′, cost) we obtain in fact
ck(z, T ), the k-error linear complexity of z. In particular, for k = 0
we obtain the linear complexity of z, c(z, T ), regardless of whether
this complexity is below half the number of terms of z or not.
The resulting algorithm obviously runs in O(t) time and is thus a
more efficient alternative to the Berlekamp-Massey algorithm for the
particular class of binary sequences with period a power of two.
By applying the Lauder-Paterson algorithm to the same costed
sequence s′ described above we obtain an O(t(log t)2) algo-
rithm for computing the full error linear complexity spectrum
{(k, ck(z, T ))|k = 0, 1, . . . ,wt(z)}.
IV. CRYPTOGRAPHIC CONSEQUENCES
Let us briefly look at the cryptographic significance of our results.
The scenario we will consider here is that we have a linearly
recurrent binary sequence (used in a stream cipher, for example) and
a cryptanalyst is attempting to recover the whole sequence given only
a “short” finite segment of the sequence.
Berlekamp-Massey algorithm allows them to do so, in quadratic
time, once a segment of length equal to twice the complexity is
known. For binary sequences with period a power of two, the method
described in the previous section allows the cryptanalyst to achieve
the same goal in linear rather than quadratic time, knowing again
only a segment of length equal to twice the complexity.
However, note that if it is known that the sequence has as period a
power of two, knowing a segment of length equal to the complexity
(rather than twice the complexity) allows a cryptanalyst to recover the
whole sequence. This is due to the fact that in this case knowing the
complexity is equivalent to knowing the characteristic polynomial,
see Proposition 2.1. All a cryptanalyst would do is, given a segment
of t terms of the sequence s, assume that (x− 1)t is an annihilator
polynomial for s and compute the rest of the sequence using the
linear recurrence given by (x−1)t. If the complexity of the sequence
was indeed no greater than t, they would get the correct sequence.
Hence, the class of sequences with period a power of two does not
seem suitable for cryptographic applications from this point of view.
V. COMPUTING THE MINIMUM k TO ACHIEVE A GIVEN k-ERROR
COMPLEXITY
In this section we modify the Stamp-Martin algorithm so that for
a given infinite periodic sequence of period ` = 2n and a given
complexity c the algorithm outputs the minimum number of errors k
needed so that the linear complexity of the sequence equals or falls
below c. The corresponding error sequence is also computed.
The general idea is that while the Stamp-Martin algorithm starts
with a number k of allowable errors and “forces” as many errors and
as early in the algorithm as possible in order to obtain the lowest
complexity possible, our algorithm will “force” as few errors and as
late in the algorithm as possible, and only when absolutely needed
in order to ensure the complexity stays no greater than the target
complexity c.
Since we also want to compute the error pattern (rather than just
the number of errors) which brings the complexity of s below our
target c, we have to also keep track of the positions of the errors.
Algorithms for computing the error pattern are described in [7], [9].
For our algorithm we will use a method similar to the so-called L-
pullup and B-pullup of [7], but in a more compact and efficient form.
Namely, we avoid the need of examining the cost vectors again (hence
we can safely overwrite them) and we use bitwise XOR and AND for
a further increase in efficiency and compactness of the formulation.
As in the Games-Chan and Stamp-Martin algorithms, at each step
j = 0, . . . , n−1 we work with a sequence a of period 2n−j . We split
the sequence up into the left and the right half, L and R, and construct
4a new sequence a of period 2n−j−1 which will be processed at the
subsequent step. We will use a two-dimensional array error to keep
track of the errors that need to be made to the current sequence. A
vector flag will contain flags such that flag[j], for j = 0, . . . , n−1
will signal if we decided to introduce or not errors in the sequence
at step j. The row error[j], containing binary values, will give the
positions of the errors for step j in the case we do need to introduce
errors, or in the case we do not, the positions where errors should
be introduced, should it become necessary later. Only the entries
error[j][0], . . . , error[j][2n−j − 1] will be used for each j, so the
two-dimensional array error can in fact be stored efficiently as a
one-dimensional array of
Pn−1
j=0 2
n−j = 2n+1 − 2 bits. We use the
two-dimensional array representation for expository purposes only.
An explicit algorithm is given below. We tried to keep as close as
possible to the original formulation of the Stamp-Martin algorithm.
To avoid confusion with the notation of the Stamp-Martin algorithm,
here we use k′ for the current number of errors and c′ for the current
value of the linear complexity of the sequence. To allow for extra
flexibility, we work with costed sequences. If the input sequence is
not a costed sequence, the cost vector is initialised by setting all
entries to the value 1.
Algorithm 5.1: (Computing a sequence e of minimum cost such
that c(s+ e) ≤ c)
Input: n, c, s, cost
where n, c are positive integers,
s = (s0, s1, . . . , s2n−1) is a sequence of period 2n given by
its first 2n terms and cost ∈ R2n is a cost vector
Output: e, a sequence of period 2n given by its first 2n terms,
where e is of minimal cost
P2n−1
i=0 eicost[i] such that
c(s+ e) ≤ c.
begin
a← s; `← 2n; c′ ← 0; k′ ← 0,
for j = 0 to n− 1 do
flag[j]← 0
for i = 0 to 2n−j − 1 do error[j][i]← 0 endfor
endfor
for j = 0 to n− 1 do
`← `/2 % now ` = 2n−j−1
L = a0a1 . . . a`−1; R = a`a`+1 . . . a2`−1;
b← L+R
T ←P`−1i=0 bimin(cost[i], cost[i+ `])
if T = 0 or c′ + ` ≥ c then
k′ ← k′ + T
flag[j]← 1
for i = 0 to `− 1 do
if bi = 1 then
if cost[i] ≤ cost[i+ `] then
ai ← Ri; cost[i]← cost[i+ `]− cost[i];
error[j][i]← 1
else
ai ← Li; cost[i]← cost[i]− cost[i+ `];
error[j][i+ `]← 1
endif
else
ai ← Li; cost[i]← cost[i] + cost[i+ `]
endif
endfor
else
c′ ← c′ + `
for i = 0 to `− 1 do
ai ← bi;
if cost[i] ≤ cost[i+ `] then
error[j][i]← 1
else
cost[i]← cost[i+ `]; error[j][i+ `]← 1
endif
endfor
endif
endfor
e← 0
if a0 = 1 then
if c′ + 1 > c or cost[0] = 0 then
k′ ← k′ + cost[0]
e← 1
else c′ ← c′ + 1
endif
endif
for j = n− 1 downto 0 do
e← duplicate(e)
if flag[j] = 1 then e← e XOR error[j]
else e← e AND error[j]
endif
endfor
return(e)
end
The function duplicate simply duplicates a binary string, i.e.
concatenates it with a copy of itself. The XOR and AND operators
are bitwise operators between binary strings of equal lengths.
Theorem 5.2: Algorithm 5.1 is correct.
Proof: As in [4], [7] it can be seen that the cost vector is
updated at any step so that cost[i] reflects the cost of changes in the
original sequence s in order to change the current element ai without
disturbing the results of the previous steps.
We prove by induction on n that the quantity k′ computed in
Algorithm 5.1 is indeed minimal such that ck′,2n(s, cost) ≤ c. For
n = 0 this can be readily verified. We assume the algorithm works
correctly for n − 1 and prove that it works for n. We consider the
first run of the main for loop, when j = 0. We denote by a(0) and
cost(0) the values of the variables a and cost at the beginning of
the first run of the for loop, and by a(1) and cost(1) their values
at the end of the first run. The quantity T represents the minimal
cost of making changes in the current sequence a(0) such as to make
its left half, L be equal to its right half R. The “if T = 0 or
c′ + ` ≥ c” will decide whether we make these changes or not. If
T = 0, we obviously should make these changes, as they decrease the
complexity of the sequence at no cost. If c′+` ≥ c, i.e. 2n−1 ≥ c (as
c′ = 0 and ` = 2n−1 at this point), it means a(0) has to be changed
so that it has period 2n−1 or less. Hence we do have to force L to
be equal to R. We are left with the case when T > 0 but 2n−1 < c.
Not doing changes in this case will mean that we add 2n−1 to the
current value c′ of the complexity and then process the sequence
a(1) = b, effectively computing k′ as the minimal quantity such that
ck′,2n−1(a
(1), cost(1)) ≤ c − 2n−1. By the induction hypothesis,
the algorithm computes this k′ correctly. Note that T is exactly the
minimum cost of changing all entries of a(1) = b to 0, i.e. the
minimum cost of reducing the complexity of a(1) to 0. Hence k′ ≤ T .
This means that not doing changes at this step is guaranteed to lead
to a final cost no grater than the cost of doing changes at this step,
while still keeping the complexity below the target c.
The correctness of the computation of the error pattern follows
from the correctness proofs of the so called L-pullup and B-pullup
constructions in [7]. One can show that duplicate(e) XOR error[j]
and duplicate(e) AND error[j], with error[j] computed as in the
algorithm above, are in fact equivalent, more compact expressions
for the L-pullup and the B-pullup of an error pattern e.
5Example 5.3: We consider the sequence s of period 16 given by
one period 1011 0111 1011 0110. We will compute the error pattern
which makes the complexity of this sequence be at most 5. We apply
Algorithm 5.1 to s, with n = 4, c = 5 and the cost vector having all
entries intialised to 1. The values of the string a during the algorithm
will be: a = 1011 0110, a = 1101, a = 01 and a = 1. The values
of error[j] will be error[0] = 0000 0001 0000 0000, error[1] =
1110 0001, error[2] = 1000, error[3] = 10 and the flags will
be flag[0] = 1, flag[1] = 0, flag[2] = 1, flag[3] = 1 . The
values of e before each run of the final for loop will be 0, 10, 0010,
0010 0000, and finally e = 0010 0001 0010 0000. We also have
k′ = 3 and c′ = 5 at the end of the algorithm. It can be verified
that the sequence s + e = 1001 0110 1001 0110 has characteristic
polynomial (x− 1)5, i.e. it has indeed complexity 5.
We now examine the complexity of the algorithm:
Theorem 5.4: Let s be an infinite binary sequence of period
` = 2n. The time bit complexity and the space bit complexity of
Algorithm 5.1 and of the Stamp-Martin algorithm are linear, O(`).
If the sequence is costed and the initial cost vector entries are all
integers of absolute value at most M , the time bit complexity and
the space bit complexity of Algorithm 5.1 and of the Stamp-Martin
algorithm are O(` logM).
Proof: We prove the Theorem for Algorithm 5.1; the proof for
the Stamp-Martin algorithm is similar.
We first assume the sequence is not costed, so the cost vector
is initialised with all entries equal to 1. The initialisation of flag
and error have complexity equal to the size of these arrays, which
is linear in 2n (see the space complexity analysis below). At each
execution of the main for loop the values of the vector cost are at
most doubled, so their bit length is increased by 1. This means that at
the j-th execution of the for loop the bit length of the entries of the
vector cost are changed from at most j + 1 to at most j + 2. Inside
the main for loop, the inner for loops run for i = 0, 1, . . . , `−1. For
each i there is one manipulation (addition, subtraction or comparison)
of entries in the vector cost, so there are at most j+2 bit operations.
Hence in total, there are (j + 2)` = (j + 2)2n−j−1 bit operations
during the j-th execution of the main for loop. In total the main for
loop performs
n−1X
j=0
(j + 2)2n−j−1 = 3 · 2n − n− 3 (5)
bit operations, which is linear in 2n.
If the sequence is costed, then the entries of the cost vector have
initially a bit length of log2M and at the j-th execution of the for
loop their bit length is changed from at most log2M + j + 1 to at
most log2M + j + 2. The sum (5) becomes
Pn−1
j=0 (log2M + j +
2)2n−j−1 = (2n−1) log2M +3 ·2n−n−3, which is O(` logM).
As a side remark, we note that, while full details are not given
in [7] regarding the O(` log `) claim for the bit complexity of the
Stamp-Martin algorithm, we suspect this stems from a too coarse
estimation for (5) along the lines Pn−1j=0 (j+2)2n−j−1 ≤Pn−1j=0 (n+
1)2n−j−1 = (n+1)(2n−1), which would then suggest a O(` log `)
complexity.
The last for loop, which computes the value of the error e, runs
for j = n − 1 downto 0 and for each j it performs a bitwise XOR
or a bitwise AND between two bitstrings of length 2n−j . Hence in
total this for loop performs
Pn−1
j=0 2
n−j = 2n+1 − 2 bit operations,
which again is linear in 2n.
We now look at the space complexity. The bit arrays a, L,R, b
have length at most 2n at all times. The entries of the array cost
increase in size, but fewer and fewer are used. Namely, during the j-
th execution of the main for loop, we use only 2` = 2·2n−j−1 entries,
each entry having a bit length of at most j + 2 (or log2M + j + 2
for costed sequences). The total space taken by the vector cost is
(j + 2)2n−j ≤ 2j+12n−j = 2n+1, hence linear in 2n (respectively
(log2M+j+2)2
n−j ≤ 2n(log2M+2) henceO(` logM) for costed
sequences). As mentioned earlier, the matrix error has n rows but
in row j only 2n−j entries are used, with j = 0, . . . , n − 1. So we
only need
Pn−1
j=0 2
n−j = 2n+1 − 2 bits.
VI. DECODING REPEATED-ROOT CYCLIC CODES
Repeated-root binary codes with length a power of two have been
introduced in [8]. It is shown, loc. cit., that these codes are subcodes
of Reed-Muller codes, and it is proposed that they be decoded
by majority logic, just like the Reed-Muller codes. An alternative
decoding algorithm with bit complexity O(`(log `)2), where ` = 2n
is the length of the code, is proposed in [7]. In this section we develop
a linear, O(`), decoding algorithm for these codes. We show that
encoding can also be achieved in linear time.
As usual, a binary cyclic code of length ` can be viewed as an
ideal in F2[x]/〈x`−1〉 and is generated by a divisor of x`−1. When
` = 2n we have x` − 1 = x2n − 1 = (x − 1)2n , so the generator
polynomial is of the form (x − 1)g for some g. Alternatively, a
codeword of length ` can be viewed as a an infinite sequence of period
`, with the codeword being equal to one period of the sequence. If
C is a code with generator polynomial f , a sequence s of period `
represents a codeword in C iff the reciprocal of (x` − 1)/f is an
annihilator polynomial for s. For ` = 2n this means that a sequence
s of period ` represents a codeword in C = 〈(x−1)g〉 iff (x−1)`−g
is an annihilator polynomial for s, which in turn happens iff s has
complexity at most c, where c = `− g.
Hence to decode a received vector r, viewed as a sequence of
period `, we have to find the error pattern e of minimum weight
such that r+ e ∈ C, i.e. r+ e has complexity at most c. This means
we have to find the minimum k such that the k-error complexity of r
is at most c i.e. ck,`(r) ≤ c. In [7] this is achieved by computing the
full error linear complexity spectrum of r and picking up the smallest
value k for which ck,`(r) ≤ c.
We show that we could instead use Algorithm 5.1 for decoding,
and also for encoding these codes.
Theorem 6.1: Binary repeated-root cyclic codes of length ` = 2n
can be encoded and decoded in linear time and space.
Proof: Let C be the code consisting of sequences with period `
and complexity at most c. For decoding a received vector r obtained
by transmitting the codeword s with error e, we apply Algorithm 5.1
for the inputs n, c, r and a cost vector with all entries initialised to
1. The output e gives the error, i.e. r+ e is the corrected codeword.
For encoding, note that the code has dimension 2c. A message
m ∈ Fc2 can be systematically encoded as the unique sequence
of period ` whose first c symbols coincide with m and which has
annihilator polynomial (x−1)c. To compute this sequence we could
simply apply the recurrence relation given by (x − 1)c with the
initial terms given by m. However, this would yield an O(c(`− c))
algorithm i.e. a quadratic algorithm in general. Instead, we will again
use Algorithm 5.1, thus encoding in linear time. Namely we initialise
a sequence s′ by putting s′i = mi and cost[i] = 1 for i = 0, . . . , c−1
and s′i having arbitrary values and cost[i] = 0 for i = c, . . . , `− 1.
We run Algorithm 5.1 on the inputs n, c, s′, cost and obtain an error
vector e. Note that in this case the error vector will always have zero
cost. The encoding sequence for the message m will be s′ + e.
Example 6.2: We consider the code C = 〈(x − 1)11〉 ∈
F2[x]/〈x16 − 1〉. This code can also be viewed as consisting of all
periodic sequences of period 16 which have complexity at most 16−
11 = 5. Let us first encode a message of length 5, say m = 10010.
We apply Algorithm 5.1 to the sequence s′ = 1001 0000 0000 0000,
6n = 4, c = 5 and a cost vector with the first 5 entries set to 1 and
the remaining 11 entries set to 0. The values of the string a during
the algorithm will be: a = 1001 0000, a = 1001, a = 11 and a = 1.
The values of error[j] will be error[0] = 0000 0000 1001 0000,
error[1] = 1000 0111, error[2] = 0110, error[3] = 00 and the
flags will be flag[0] = 1, flag[1] = 0, flag[2] = 1, flag[3] = 1 .
The values of e before each run of the final for loop will be 0, 00,
0110, 0000 0110, and finally e = 0000 0110 1001 0110. We also
have k′ = 0 and c′ = 5 at the end of the algorithm. It can be verified
that the sequence s = s′ + e = 1001 0110 1001 0110 has indeed
linear complexity 5 so it is a codeword.
Next assume the codeword s above is received as r =
1011 0111 1011 0110, i.e. with three errors. To decode we apply
Algorithm 5.1 to r, with n = 4, c = 5 and the cost vector
consisting of all 1’s. As in Example 5.3, we obtain the error e =
0010 0001 0010 0000, and one can verify that this gives the correct
decoding, i.e. r + e = s.
Lauder and Paterson note that their decoding algorithm will also
be suitable for soft decoding, by setting s to be a hard decision binary
version of the received word and setting each entry in the cost vector
to a real value corresponding to the “reliability” of the corresponding
0/1 value in the received word. Our Algorithm 5.1 can be used for
soft decoding in a similar way.
VII. EXTENSION TO p-ARY SEQUENCES
The Games-Chan and Stamp-Martin algorithms have been ex-
tended to sequences over Fpm with period ` = pn, where p is a
prime in [10], [5].
It is natural to ask if the results of this paper can be extended
to such sequences when p > 2. Theorem 3.1 does not hold in this
setting. This can be seen from the fact that a sequence s over Fp
with period a power of p will have as minimal period pv where v is
minimal such that c(s) ≤ pv . Having 2 c(s) terms of the sequence
does not necessarily mean we have a full period, as we may still have
2 c(s) < pv if p > 2.
Theorem 3.2 on the other hand, does hold for arbitrary p. Hence we
can use it in conjunction with the algorithms of [10], [5] to compute
the complexity and k-linear complexity of finite sequences over Fpm ,
viewed as initial segments of infinite sequences with period ` = pn.
We expect that the algorithms of [10], [5] for p > 2 could
be modified along the lines of Algorithm 5.1 and then applied to
encoding and decoding repeated-root cyclic codes over Fpm with
length pn.
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