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Abstract
We prove the convergence of the radially symmetric solutions to the Cauchy problem for the
viscoelasticity equations
t t − − div( 13 |∇|2∇) = εt ,
as ε → 0, with radially symmetric initial data ε(x, 0)=ε0(r), εt (x, 0)=ε1(r), r=(x21+x22 )1/2,
where ε0r ⇀ 0r , 
ε
1 ⇀ 1, to a weak solution of the Cauchy problem for the corresponding
limit equation with ε = 0, and initial data (x, 0) = 0(r), t (x, 0) = 1(r). Our analysis is
based on energy estimates and the method of compensated compactness closely following Serre
and Shearer (Convergence with physical viscosity for nonlinear elasticity, 1993, unpublished).
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1. Introduction
We consider the question of obtaining globally deﬁned weak solutions to the Cauchy
problem for the quasilinear elasticity equation
t t − − div( 13 |∇|2∇) = 0, x ∈ R2, t > 0, (1.1)
(x, 0) = 0(x), t (x, 0) = 1(x), x ∈ R2, (1.2)
when 0 and 1 are radially symmetric functions, that is,
0(x) = g0(r), 1(x) = g1(r), r = (x21 + x22 )1/2, (1.3)
satisfying
∫ ∞
0
{g1(r)2 + (g′0(r))} r dr < +∞, (v) =
1
2
v2 + 1
12
v4. (1.4)
We are concerned with the construction of a weak solution to (1.1)–(1.3) as limit of
smooth solutions of the Cauchy problem for the viscoelasticity equations
t t − − div( 13 |∇|2∇) = εt , x ∈ R2, t > 0, (1.5)
(x, 0) = ε0(x) = gε0(r), t (x, 0) = ε1(x) = gε1(r), x ∈ R2, (1.6)
with
ε0 ∈ H 3(R2) and ε1 ∈ H 2(R2). (1.7)
We ﬁrst recall the following result proved in [6].
Theorem 1.1. Assume that ε0 and 
ε
1 verify (1.6) and (1.7). Then, for each ε > 0,
there exists a unique function
ε ∈ C([0,+∞[;H 3) ∩ C1([0,+∞[;H 2) ∩ C2([0,+∞[;L2) (1.8)
solution of the Cauchy problem (1.5), (1.6). The solution ε depends only on r and t.
Remark 1.1. We take the opportunity to correct a small mistake in [6, p. 539]: in
the estimate in the two ﬁrst lines H 2 (respectively H 1) must be replaced by H 3
(respectively H 2).
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By well-known trace properties of functions in Sobolev spaces (see, e.g., [11]), a
function  ∈ Hm(R2), m1, which is radially symmetric, belongs to Hm−1/2(R+) as
a function of r, where R+ =]0,+∞[; we thank Beirão da Veiga for having pointed
out that to us [4]. Hence, the solution ε obtained in Theorem 1.1 veriﬁes
ε(r, t) ∈ C([0,+∞[;H 5/2(R+)) ∩ C1([0,+∞[;H 3/2(R+)). (1.9)
Passing to the variables r, t , Eq. (1.5) reads
εtt − εrr −
1
r
εr − (εr )2εrr −
1
3
(εr )
3
r
= ε
(
εtrr +
1
r
εtr
)
, (r, t) ∈ R2+. (1.10)
Setting, as usual,
εr = vε, εt = uε (1.11)
we obtain the equivalent system
{
vεt − uεr = 0,
uεt − (vε + (v
ε)3
3 )r − 1r (vε + (v
ε)3
3 ) = ε(urr + 1r uεr ),
(r, t) ∈ R2+, (1.12)
with initial data
vε(r, 0) = vε0(r) :=
dgε0(r)
dr
, uε(r, 0) = uε0(r) := gε1(r). (1.13)
Note that, by symmetry,
vε(0, t) = 0, t0. (1.14)
Now, let us take (r, t),(r, t) ∈ C∞0 (R2), such that (0, t) = 0, for t0. Integrating
in R2+ (1.12) against r, and (1.13) against r, and using integration by parts, we easily
deduce
∫ ∞
0
∫
R+
{
vεt − uε
(
r +
1
r

)}
r dr dt +
∫
R+
vε0(r, 0) r dr = 0, (1.15)
∫ ∞
0
∫
R+
{
uεt −
(
vε + (v
ε)3
3
)
r + εuε
(
rr +
1
r
r
)}
r dr dt
+
∫
R+
uε0(r, 0) r dr = 0. (1.16)
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We assume henceforth that the initial data vε0, u
ε
0 satisfy the following additional
hypotheses:∫
R+
{
1
2
(uε0)
2 + (vε0)
}
r drC, (vε0, uε0) ⇀ (v0, u0), as ε → 0, (1.17)
ε2
∫
R+
(
vε0r +
1
r
vε0
)2
r drC, (1.18)
for some constant C > 0, where (v) = 12v2+ 112v4 and the convergence in (1.17) is the
one in L1loc(R+) endowed with the weak topology induced by C0(R+) or, equivalently,
in the distributions sense. Observe that (1.17) and (1.18) are veriﬁed in case uε and
vε are standard molliﬁcations of u0 = 1 and v0 = 0r satisfying (1.4).
Let us consider the limit case of system (1.12), when ε = 0,{
vt − ur = 0,
ut − (v)r − 1r (v) = 0,
(1.19)
with initial and boundary condition given by
(v, u)(r, t)|t=0 = (v0, u0)(r), (1.20)
v(r, t)|r=0 = 0. (1.21)
Deﬁnition 1.1. We say that (v, u) : R2+ → R2, with v ∈ L3loc
(
R2+
)
, u ∈ L1loc
(
R2+
)
, is
weak solution of (1.19)–(1.21) if∫ ∞
0
∫
R+
{
vt − u
(
r +
1
r

)}
r dr dt +
∫
R+
v0(r, 0) r dr = 0, (1.22)
∫ ∞
0
∫
R+
{ut − (v)r} r dr dt +
∫
R+
u0(r, 0) r dr = 0, (1.23)
for any , ∈ C∞0 (R2), such that (0, t) = 0, for t0.
Deﬁnition 1.2. A function (x, t) ∈ W 1,1loc
(
R2 × R+
)
, such that ∇ ∈ L3loc
(
R2 × R+
)
,
is a weak solution of (1.1) and (1.2) if
∫ ∞
0
∫
R2
{tt − (1 + |∇|2)∇ · ∇} dx dt +
∫
R2
1(x)(x, 0) dx = 0, (1.24)
lim
t→0
∫
B(0;R)
|(x, t) − 0(x)| dx = 0, (1.25)
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for any  ∈ C∞0 (R3) and any R > 0, where B(0;R) denotes the ball in R2 with center
0 and radius R.
It is an easy exercise to verify that if  is a radially symmetric weak solution
of (1.1) and (1.2), in the sense of Deﬁnition 1.2, with 0,1 satisfying (1.3), then
(v, u)(r, t), with v = r , u = t , is a weak solution of (1.19)–(1.21), in the sense
of Deﬁnition 1.1, where v0(r) = dg0(r)/dr and u0(r) = g1(r), with g0, g1 verifying
(1.3), and, conversely, if (v, u)(r, t) is a weak solution of (1.19)–(1.21) then
(r, t) = g0(r) +
∫ t
0
u(r, s) ds
is a radially symmetric weak solution of (1.1)–(1.3), with g0(r) =
∫ r
0 v0() d and
g1(r) = u0(r).
We now state our main result.
Theorem 1.2. Let ε be solutions of (1.5)–(1.7), with initial data satisfying (1.13),
(1.17), and (1.18). Then there is a subsequence εk which converges strongly in
W
1,p
loc
(
R2+
)
, 1p < 2, to a global radially symmetric weak solution ¯ of (1.1)–(1.3),
in the sense of Deﬁnition 1.1. Moreover, if ||q() → 0 as || → ∞, then vεk = εkr con-
verges strongly in Lqloc. In particular, there exists a radially symmetric weak solution
of (1.1)–(1.3), if the radially symmetric initial data 0, 1 satisfy (1.4).
We refer to [5,7,8,10,12,16,19] for other results using the framework of compensated
compactness on one-dimensional correlated models.
The remaining of this paper is organized as follows. In Section 2 we recall the ﬁrst
energy estimate and prove the important second energy estimate by adapting procedures
going back to [9]. In Section 3 we recall the theory of Young measures preparing
the step for the application of compensated compactness, as became usual after the
pioneering works [8,13,18]. In Section 4 we outline the analysis of the support of the
Young measures due to Serre and Shearer [16].
2. Energy estimates
In this section we recall the ﬁrst energy estimate, proved in [6], and prove the
second energy estimate which, together with the ﬁrst one, form the starting point for
the application of compensated compactness described in the following sections.
Multiplying (1.12)1 by r(vε), with (v) = ′(v) = v+ 13v3, (1.12)2 by ruε, adding
the resulting equations, integrating in R2+ and using integration by parts (cf. [6]), we
obtain the ﬁrst energy estimate:
∫
R+
{
1
2
(uε(r, t))2 + (vε(r, t))
}
r dr + ε
∫ t
0
∫
R+
(uεr )
2 r dr dtC, t0, (2.1)
with C as in (1.17). We now state and prove the second energy estimate.
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Lemma 2.1. Let (uε, vε) the sequence of solutions to (1.12) and (1.13), deﬁned by
(1.11). Then we have for t0, 0 < ε1,
ε
∫ t
0
∫
R+
{
(1 + vε2)vεr 2 +
vε
r2
(vε) + (uεr )2
}
r dr dtC1, (2.2)
with C1 > 0 independent of ε and t.
Proof. For a function f deﬁned on R+, let us denote
rf = fr + 1
r
f.
Hence, rvε = ε ∈ C1([0,∞[;L2(R2)) ∩ C([0,∞[;H 1(R2)), and so rvε ∈
C1([0,∞[;L2r (R2)) ∩ C([0,∞[;H 1r (R2)), where the subscript r refers to the mea-
sure r dr . For the remaining of the proof we drop the superscript ε of uε, vε. From
(1.12) we get
{
r (ur) = r (vt ) = (rv)t ,
ut − r(v) = εrur .
Multiplying the second equation above by rv, integrating in R+ × (0, t) and using the
ﬁrst one, we deduce
∫ t
0
∫
R+
{(rv)ut − (rv)r(v)} r dr dt = ε
∫
R+
(rv)2
2
∣∣∣∣
t
0
r dr. (2.3)
The integral of the ﬁrst term in the left-hand side can be computed by∫ t
0
∫
R+
(rv)ut r dr dt =
∫
R+
(rv)u|t0 r dr −
∫ t
0
∫
R+
r (ur)u r dr dt
=
∫
R+
(rv)u|t0 r dr +
∫ t
0
∫
R+
u2r r dr dt, (2.4)
while the integral of the second term in the left-hand side can be computed by
−
∫ t
0
∫
R+
(rv)r(v) r dr dt
= −
∫ t
0
∫
R+
{
vr(v)r r dr dt + vr(v) + 1
r
v(v)
}
dr dt
= −
∫ t
0
∫
R+
{
r(1 + v2)v2r +
1
r
v(v)
}
dr dt. (2.5)
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From (2.3)–(2.5) we deduce
ε
∫ t
0
∫
R+
{
(1 + v2)v2r +
1
r2
v(v)
}
r dr dt
= ε
∫
R+
(rv)u|t0 r dr + ε
∫ t
0
∫
R+
u2r r dr dt − ε2
∫
R+
(rv)2
2
∣∣∣∣
t
0
r dr
= ε
∫
R+
(rv(t))u(t) r dr − ε
∫
R+
(rv0)u0 r dr + ε
∫ t
0
∫
R+
u2r r dr dt
−ε2
∫
R+
(rv(t))2
2
r dr + ε2
∫
R+
(rv0)2
2
r dr. (2.6)
The ﬁrst and second term on the right-hand of the last equation in (2.6) are estimated
simply using Cauchy–Schwarz inequality
ε
∫
R+
(rv(t))u(t)r dr
∫
R+
{
ε2
2
(rv(t))
2 + 1
2
u2(t)
}
r dr, (2.7)
−ε
∫
R+
(rv0)u0r dr
∫
R+
{
ε2
2
(rv0)
2 + 1
2
u20
}
r dr. (2.8)
Finally, we deduce from (2.6)–(2.8) and (2.1),
ε
∫ t
0
∫
R+
{
(1 + v2)v2r +
1
r
v(v) + u2r
}
r dr dt ε
2
2
∫
R2
(rv0)
2 r dr (2.9)
+2ε
∫ t
0
∫
R+
u2r r dr dt +
1
2
∫
R+
{u2(t) + u20} r drC1, (2.10)
where C1 > 0 is independent of ε. 
3. Young measures
In this section we recall well-known fundamental facts about Young measures. We
ﬁrst deﬁne
	(u, v) := 12u2 + (v), (u, v) ∈ R2. (3.1)
If  ⊆ RN is a bounded open set, denote
L	() :=
{
(u, v)(x) Lebesgue measurable in  :
∫

	(u, v)(x) dx < +∞
}
.
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The ﬁrst energy estimate (2.1) and assumption (1.17) tell us that the sequence (uε, vε)
(r(x), t) is uniformly bounded in L	(R2 × [0, T ], for any T > 0, where r(x) =
(x21 + x22 )1/2.
We now state two simple lemmas which together give all the facts we need here
about Young measures. Their statements are taken with slight adaptations from [1] and
[17], respectively (see also, e.g., [2,3,14,18,20]). We refer to [1] and [17], respectively,
for the proofs. Let LN denote the Lebesgue measure in RN .
Lemma 3.1. Let  ⊆ RN be a bounded open set and {zε} ⊆ [L1()]M . Then, there
exist a subsequence {zεk } and a LN -measurable map 
x deﬁned in  such that
(i) for any g ∈ Cc(RM) the {g ◦ zεk } weakly* converges in L∞() to the function
g¯(x) :=
∫
RM
g(y) d
x(y);
(ii) if {‖zεk‖L1()} is bounded, then 
x is a probability measure in RM for LN -a.e.
x ∈  and
∫

∫
RM
|y| d
x(y) dx lim inf
k→∞ ‖z
εk‖1;
(iii) if  and all zε are invariant for a certain symmetry group G of RN , that is,
zε((x)) = zε(x), LN -a.e. x ∈ , for all  ∈ G, then 
x is also invariant by G,
that is, 
(x) = 
x , LN -a.e. x ∈ , for all  ∈ G.
Remark 3.1. Item (iii) is not stated in [1], but its proof is quite obvious, so we leave
it to the reader.
Lemma 3.2. Let 	 : RM → R be a given non-negative convex function and sup-
pose that the sequence {zε} satisﬁes ∫ 	(zε(x)) dx < C, for all ε, for some C > 0
independent of ε. Then
(i) for any g ∈ C(RM) satisfying g(z)/	(z) → 0 as |z| → ∞, we have g¯ ∈ L1(),
with g¯ deﬁned as above, and, as k → ∞, g(zεk ) ⇀ g¯ in the distributions sense;
(ii) if 1/	(z) → 0 as |z| → ∞ then 
x is a probability measure for LN -a.e. x ∈ ;
(iii) if, for some i ∈ {1, . . . ,M}, |zi |q/	(z) → 0 as |z| → ∞, and the support of 
x is
a point for LN -a.e. x ∈ , then zεki converges strongly to z¯i (x) =
∫
RM zi d
x(z)
in Lq().
We apply the above lemmas with  = {x ∈ R2 : |x| < R} × (0, T ), for some
R, T > 0, zε = (uε, vε), 	 given by (3.1) and G is the group of symmetries in 
whose elements have the form  =  × id, where  is any rotation of R2 and id is
the identity map of (0, T ).
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4. Compensated compactness and Tartar’s commutation relation
In this section we recall the analysis of the support of the Young measure, based on
Tartar’s commutation relation, due to Serre and Shearer [16].
Set U = (v, u) and F(U) = (−u,−(v)). We recall that a smooth function P(U)
is said to be an entropy for (1.19), with associated entropy ﬂux Q(U), if we have
∇P(U)∇F(U) = ∇Q(U). (4.1)
As an example, it is easy to check that 	(U), given in (3.1), is an entropy for (1.19)
with associated entropy ﬂux q(U) = u(v).
We also recall that (1.19) admits a standard pair of Riemann invariants
w1 = u + z, w2 = u − z, z =
∫ v
0
√
′(s) ds. (4.2)
The basic strategy of the application of compensated compactness to show the con-
vergence of the viscosity solutions (vε, uε), which verify (1.12) and (1.13), after the
pioneering works of Murat [13], Tartar [18] and DiPerna [8], is to consider a sufﬁciently
large class of entropy pair (P (U),Q(U)), for which one can prove that
{P(Uε)t + Q(Uε)r}ε>0 lies in a compact subset of H−1loc (R2+), (4.3)
and then, through the div-curl lemma (see [13,18]), to use Tartar’s commutation relation
between any two entropy pairs in that class, (Pa(U),Qa(U)), (Pb(U),Qb(U)),
〈
, PaQb − PbQa〉 = 〈
, Pa〉〈
,Qb〉 − 〈
, Pb〉〈
,Qa〉, (4.4)
and show that the only probability measure verifying (4.4), for any two pairs in the
class, is the Dirac measure concentrated in a certain point U¯ . Multiplying (1.12) by
∇P we obtain
P(Uε)t + Q(Uε)r = ε(Puuεr )r − ε(Puvuεrvεr + Puu(uεr )2) + Pu
1
r
(vε). (4.5)
Following [15,17], Serre and Shearer [16] uses half-plane supported entropies, deﬁned
through a change of dependent variables introduced in [17]
P = 12 (′)−1/4[+], (4.6)
Q = 12 (′)+1/4[−], (4.7)
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considering Eq. (4.1) in the variables w1, w2,,,
w1 = a, (4.8)
w2 = −a, (4.9)
where a = a(w1 − w2) = ′′(v(w1−w22 ))/8(′(v(w1−w22 )))3/2, choosing (w¯1, w¯2), and
prescribing Goursat data on the lines w1 = w¯1, w2 = w¯2,
(w¯1, w2) = g(w2), (4.10)
(w2, w¯2) = h(w1). (4.11)
For example, if we set h ≡ 0 and let g be supported in w2 > w¯2, the corresponding
pair (P,Q) is supported in the half-plane w2 > w¯2. Actually, in this case we have
P(w1, w2) = 12 (
′)−1/4
[
g(w2) +
∫ w2
w¯2
G(w1, w2, w)g(w) dw
]
, (4.12)
Q(w1, w2) = 12 (
′)+1/4
[
g(w2) +
∫ w2
w¯2
H(w1, w2, w)g(w) dw
]
, (4.13)
where the kernels G,H depend on (w¯1, w¯2). Representations (4.12) and (4.13) are
obtained through the integral operator A, whose action on a function f ∈ L1loc(R2) is
deﬁned as
(Af )(w1, w2) = −
∫ w1
w¯1
∫ w2
w¯2
a(− w2)a(− 	)f (, 	) d	 d. (4.14)
In [17] it is proved that such half-plane supported entropy-entropy ﬂux pairs satisfy
Pu, Pv/(
′)1/2, Puu, Puv/(′)1/2, Pvv/′ ∈ L∞. (4.15)
Using (4.15), one can prove (4.3), through Murat’s Lemma, observing that the following
three conditions are satisﬁed (cf. [17]):
(M1) (P ε,Qε) is uniformly bounded in Lploc(R2+)2, for some p > 2;
(M2) ε(P εuuεr )r is precompact in H−1loc (R2+);
(M3) −ε(Puvuεrvεr + Puu(uεr )2) + Pu 1r (vε) is uniformly bounded in L1loc(R2+).
In [16] it is also considered a second class of entropies obtained by solving (4.8)
and (4.9) with continuous, compactly supported initial data on a noncharacteristic line
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w1 − w2 = 0, i.e.,
(0 + w,w) = g(w), (0 + w,w) = h(w), (4.16)
for some constant 0. As observed in [16], the fact that this second class also sat-
isﬁes (4.3) follows observing that if g, h are supported in (w∗, w∗) then (w1, w2),
(w1, w2) vanish in the quadrants w2 > w∗, w1 > w∗+0 and w2 < w∗, w1 < w∗+0
and coincide with solutions of Goursat problems like (4.8)–(4.11) in the quadrants
w2w∗, w1w∗ + 0 and w2w∗, w1w∗ + 0.
As in [17], deﬁne
w−2 = inf{w2 ∈ R : there is an entropy pair (P,Q) with supp(P,Q) in
R× (−∞, w2] and not both 〈
, P 〉, 〈
,Q〉 are zero},
w+2 = sup{w2 ∈ R : there is an entropy pair (P,Q) with supp(P,Q) in
R× [w2,+∞) and not both 〈
, P 〉, 〈
,Q〉 are zero}.
Analogously we deﬁne w−1 , w
+
1 . These numbers may take the values ±∞.
We now recall some lemmas from [16] leading to the desired conclusion that 
r,t is
a point mass for a.e. (r, t) ∈ R2+.
For 0 ∈ (min{w−2 , w+2 },max{w−2 , w+2 }) and 0 < ε0 < dist(0, {w−2 , w+2 }), deﬁne
I = (0 − ε0, 0 + ε0). In what follows we drop the subscript r, t of 
r,t .
Lemma 4.1 (Cf. Serre [15], Serre and Shearer [16], Shearer [17]). For any ¯1, ¯2 ∈
I and any two entropy pairs (Pa,Qa), (Pb,Qb), with supports satisfying
either supp(Pi,Qi) ⊆ R× (−∞, ¯1], or supp(Pi,Qi) ⊆ [¯2,+∞), i = a, b,
we have
〈
, PaQb − PbQa〉 = 0.
If w−2 or w+2 is ﬁnite we may take ε0 = dist(0, {w−2 , w+2 }).
Denote 1 = 0 − ε, ˜1 = 0 − ε/2, 2 = 0 + ε and ˜2 = 0 + ε/2, with 0 < εε0.
Let gi, g˜i , i = 1, 2, be continuously compactly supported functions with |gi |, |g˜i | < 2ε,
i = 1, 2, and satisfying:
g1(w2) =
{
w2 − 1 for 1w22,
0 for w21 or w22 + ε,
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g˜1(w2) =
{
w2 − ˜1 for ˜1w22,
0 for w2 ˜1 or w22 + ε,
g2(w2) =
{
2 − w2 for 1w22,
0 for w22 or w21 − ε,
g˜2(w2) =
{
˜2 − w2 for 1w2 ˜2,
0 for w2 ˜2 or w21 − ε,
We derive three couples of entropy pairs, {(P1,Q1), (P2,Q2)}, {(P1,Q1), (P˜1, Q˜1)},
{(P2,Q2), (P˜2, Q˜2)}, by using, to obtain each of these couples, two pairs of Goursat
axes deﬁned by the points {(w¯1, 1), (w¯1, 2)}, for the ﬁrst couple, and using g1, h and
g2, h with h ≡ 0 as respective Goursat initial data, proceeding analogously to obtain
the other two couples of entropy pairs. By Lemma 4.1, we have
〈
, P1Q2 − P2Q1〉 = 0, (4.17)
〈
, P1Q˜1 − P˜1Q1〉 = 0, (4.18)
〈
, P2Q˜2 − P˜2Q2〉 = 0. (4.19)
The couples {(P1,Q1), (P˜1, Q˜1)}, {(P2,Q2), (P˜2, Q˜2)} are used after we know that
the support of 
 is contained in a bounded rectangle R = [wB1 , wT1 ] × [wB2 , wT2 ]. In
this case, we take 2 = wT2 , for the ﬁrst couple, and 1 = wB2 , for the second one.
It is easy to verify that (4.18) and (4.19) still hold with such limits in this case, for
ε sufﬁciently small. Clearly, the quadratic form P1Q2 − P2Q1 is non-zero only for
w2 in the interval [1, 2], while, in case supp 
 is contained in a bounded rectangle
R, (P1Q˜1 − P˜1Q1)|R is non-zero only for w2 ∈ [˜1, wT2 ], and (P2Q˜2 − P˜2Q2)|R
is non-zero only for w2 ∈ [wB2 , ˜2]. Deﬁne ε = ε(0, w2) = g1(w2)g2(w2) and
˜iε = ˜iε(0, w2) = gi(w2)g˜i(w2), i = 1, 2.
Lemma 4.2 (Cf. Serre and Shearer [16]). For the couples of entropy pairs {(P1,Q1),
(P2,Q2)}, {(P1,Q1), (P˜1, Q˜1)}, {(P2,Q2), (P˜2, Q˜2)} deﬁned above we have
P1Q2 − P2Q1 = − 12εεa(w1 − 0) + ε2εE(w1, w2, 0), (4.20)
PiQ˜i − P˜iQi = − 14ε˜iεa(w1 − 0) + ε2˜iεE˜i(w1, w2, 0), i = 1, 2, (4.21)
where the error terms E, E˜1, E˜2 are bounded by a constant independent of w1, w2, 0, ε.
Remark 4.1. The proof of (4.21) is not given in [16] but it follows by arguments
analogous to those in the proof of (4.20) given in the proof of Lemma 5 in [16].
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The fact that 
 is supported in a bounded rectangle is proved in Lemmas 6 and 7
of [16].
Lemma 4.3 (Cf. Serre and Shearer [16]). The probability measure 
 is supported in
a bounded rectangle.
Finally, Serre and Shearer [16] establishes that 
 is in fact a point mass. We
state this fact in the following lemma and outline a proof which is essentially the
one in [16].
Lemma 4.4 (Cf. Serre and Shearer [16]). 
 is a point mass.
Proof. Let R = [wB1 , wT1 ] × [wB2 , wT2 ] be the minimal rectangle with edges parallel to
the coordinate axes and containing the support of 
. We must show that R reduces
to a point. Let L denote the line w1 − w2 = 0, where a = 0. Suppose L does not
intersect one of the edges of R, say the one on the top which is included on the line
w2 = wT2 , and let
w∗2 = inf
{
w2 ∈ [wB2 , wT2 ] : L ∩
(
[wB1 , wT1 ] × [w2, wT2 ]
)
= ∅
}
.
We will show that 〈
, [wB1 , wT1 ] × (w∗2,+∞)〉 = 0, which contradicts the minimality of
R. We achieve this by showing that D2
(0) = 0, for any 0 ∈ (w∗2,+∞), where
2
 is the projection of 
 in the w2-axis, deﬁned by 2
((1, 2)) = 
(R × (1, 2)),
and, for a measure  deﬁned on the line, D denotes the derivative with respect to the
Lebesgue measure on the line. For 0 ∈ (wT2 ,+∞), we obviously have D2
(0) = 0.
For 0 ∈ (w∗2, wT2 ) this is proved by taking ε < dist(0, {w∗2, wT2 }) and the couple of
entropy pairs (P1,Q1), (P2,Q2), and using (4.17) and the estimate (4.20), observing
the fact that
εa(w1 − 0)C0ε2, for (w1, w2) ∈ [wB1 , wT1 ] × [0 − ε/2, 0 + ε/2],
for some constant C0 > 0 independent of ε, and that E is supported in the strip
0 − εw20 + ε and is bounded by a constant independent of ε. We then obtain
ε32
([0 − ε/2, 0 + ε/2])Cε42
([0 − ε, 0 + ε]),
for some C > 0 independent of ε, which, dividing by ε4 and taking lim sup when
ε → 0, gives
0D¯2
(0)C2
(0)C,
where D¯ denotes the upper derivative with respect to the linear Lebesgue measure.
Now, if 2
(0) > 0, then D¯2
(0) = +∞, which contradicts the above inequality.
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Hence 2
(0) = 0 and, again by the above inequality, we have D¯2
(0) = 0, which
proves the assertion also in this case. So, it only remains to prove that D¯2
(wT2 ) = 0.
To prove this we proceed as above, but now we use the couple of entropy pairs
(P1,Q1), (P˜1, Q˜1), with 2 = wT2 . We then use estimate (4.21), and (4.18) to arrive at
the desired conclusion exactly as above.
We now consider the case when L intersects opposite vertices of the rectangle R
which we denote as wT = (wT1 , wT2 ) and wB = (wB1 , wB2 ). This part of the proof follows
very closely the one in [16]; we outline it here just for the sake of completeness. The
main tool here is the weak* trace introduced and used by DiPerna [8]. Again, consider
the couple of entropies (P1,Q1), (P˜1, Q˜1), with 2 = wT2 , and let ˜1ε(w2) = ε−3˜1ε =
ε−3g1(w2)g˜1(w2). Deﬁne the probability measures along the top edge of R
〈Tε , f 〉 =
〈
, ˜1εf 〉
〈
, ˜1ε〉
,
where f = f (w1) is any continuous function. By the weak* compactness of probability
measures, there exists a subsequence εk and a probability measure T deﬁned on the
top edge of R such that
〈T, f 〉 = lim
k→∞〈
T
εk
, f 〉.
We call T a standard trace of 
 on the top edge. Analogously, we deﬁne B, L
and R, standard traces of 
 on the bottom, left and right edges, respectively; we
denote the corresponding approximate delta functions by ˜2ε, ˜3ε and ˜4ε, respectively.
The crucial property of standard traces is that they are point masses. More precisely,
T = R = wT and B = L = wB , where w denotes the Dirac measure concentrated
on w. To see this, set f T = a(w1 − wT2 ) and observe that, by estimates (4.21) and
(4.18), we have
〈T, f T〉 = lim
k→∞〈
T
εk
, a〉 + εk〈Tεk E˜1〉
= lim
k→∞
〈
,−4ε−4k (P1Q˜1 − P˜1Q1)〉
〈
, ˜1εk 〉
= 0,
and, since f T is non-negative on [wB1 , wT1 ], vanishing only on wT1 , we must have
T = wT . We prove the corresponding assertions for B, L and R similarly.
Let us consider the points
(wN1 , w
N
2 ) = ( 12 (wB1 + wT1 ), wT2 − 2ε), (wS1 , wS2 ) = ( 12 (wB1 + wT1 ), wB2 + 2ε),
(wW1 , w
W
2 ) = (wB1 + 2ε′, 12 (wB2 + wT2 )), (wE1 , wE2 ) = (wT1 − 2ε′, 12 (wB2 + wT2 )),
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with 0 < ε, ε′≪ 12 (wT2 −wB2 ) = 12 (wT1 −wB1 ). We consider orthogonal axes centered in
each of these points and construct four half-plane supported entropy pairs, one family
for each direction, north, south, east and west, which indicate the type of supporting
half-plane. As Goursat initial data, we set g = gNε := g1, in the line w1 = wN1 , with
2 = wT2 , and h = 0, in the line w2 = wN2 , to deﬁne the pair (PN,QN); g = gSε = g2,
in the line w1 = wS1 , with 1 = wB2 , and h = 0 in the line w2 = wS2 , to deﬁne the
pair (PS,QS); g = 0, in the line w1 = wW1 and h = hWε′ := ˜3ε′ , in the line w2 = wW2 ,
with 3 = wB1 , to deﬁne (PW,QW); g = 0, in the line w1 = wE1 and h = hEε′ := ˜4ε′ ,
in the line w2 = wE2 , with 4 = wT1 , to deﬁne (PE,QE). Recall that for (PE,QE) we
have
PE(w1, w2) = 12 (
′)−1/4
[
hEε′(w1) +
∫ w1
(wT1 −ε′)
GhEε′ dw
]
,
QE(w1, w2) = 12 (
′)+1/4
[
hEε′(w1) +
∫ w1
(wT1 −ε′)
HhEε′ dw
]
,
with G and H uniformly bounded in R by a constant independent of ε′. An analogous
representation holds for (PW,QW). Denote by L and R the standard weak* trace of

 in the left and right edge of R, respectively. We then have
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
〈L, 12 (′)−1/4f 〉 = limε′→0 〈
,PWf 〉〈
,hW
ε′ 〉
,
〈L, 12 (′)+1/4f 〉 = limε′→0 〈
,QWf 〉〈
,hW
ε′ 〉
,
〈R, 12 (′)−1/4f 〉 = limε′→0 〈
,PEf 〉〈
,hE
ε′ 〉
,
〈R, 12 (′)+1/4f 〉 = limε′→0 〈
,QEf 〉〈
,hE
ε′ 〉
.
(4.22)
Now, as in [16], denoting 〈
, PN〉, . . . simply by 〈PN〉, . . . , we observe that Tartar’s
relation implies
〈PNQE − PEQN〉〈PSQW − PWQS〉
−〈PNQW − PWQN〉〈PSQE − PEQS〉
= −〈PN〉〈QE〉〈PW〉〈QS〉 − 〈PE〉〈QN〉〈PS〉〈QW〉
+〈PN〉〈QW〉〈PE〉〈QS〉 + 〈PW〉〈QN〉〈PS〉〈QE〉
= 〈PNQS − PSQN〉〈PEQW − PWQE〉
= 0,
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the latter equality because the supports of (PN,QN) and (PS,QS) do not intersect.
Now, dividing the above equation by 〈
, hE
ε′ 〉〈
, hWε′ 〉, making ε′ → 0 and using (4.22),
we get
〈R, (′)1/4PN − (′)−1/4QN〉〈L, (′)1/4PS − (′)−1/4QS〉 = 0, (4.23)
where we have used the fact that integration against R is evaluation at wT, integration
against L is evaluation at wB, (PN,QN)(wB) = (0, 0) and (PS,QS)(wT) = (0, 0).
Now, from the estimates carried out in [17], we have
〈R, (′)1/4PN − (′)−1/4QN〉
= (′)1/4PN(wT) − (′)−1/4QN(wT)
= −2[1 + O(ε)]
∫ wT2
wT2 −2ε
a(wT1 − w)(w − (wT2 − 2ε)) dw. (4.24)
Since the integrand in (4.24) above is non-zero and continuous on the interval (wT2 −
2ε,wT2 ), we can rescale gNε by dividing it by
∫ wT2
w2−2ε a(w
T
1 − w)(w − (w2 − 2ε)) dw.
Then the ﬁrst term in (4.23) converges to the non-zero constant −2. A similar argument
shows that the second term in (4.23), after a similar rescaling, also converges to −2,
which is a contradiction. Then the support of 
 is a point. 
Acknowledgments
The research of J.P. Dias was partially supported by FCT and FEDER under POCTI.
The research of H. Frid was partially supported by CNPq through the Grant 352871/
96-2, and FAPERJ through the Grant E-26/152.192-2002.
References
[1] L. Ambrosio, N. Fusco, D. Pallara, Functions of Bounded Variation and Free Discontinuity Problems,
Oxford University Press, Oxford, 2000.
[2] J.M. Ball, A version of the fundamental theorem for Young measures, in: M. Rascle, D. Serre, M.
Slemrod (Eds.), Partial Differential Equations and Continuum Models of Phase Transitions, Lecture
Notes in Physics, vol. 344, Springer, Berlin, 1989, pp. 207–215.
[3] J.M. Ball, F. Murat, Remarks on Chacon’s biting lemma, Proc. Amer. Math. Soc. 107 (3) (1989)
655–663.
[4] H. Beirão da Veiga, private communication.
[5] F. Caetano, On the existence of weak solutions to the Cauchy problem for a class of quasilinear
hyperbolic equations with a source term, Rev. Mat. Complutense 17 (2004) 147–167.
[6] J.P. Dias, On the existence of a global strong radial symmetric solution for a third-order nonlinear
evolution equation in two space dimensions, J. Math. Pures Appl. 80 (2001) 535–546.
[7] J.P. Dias, M. Figueira, Existence d’une solution faible pour une équation d’ondes quasi-linéaire avec
un terme de source semi-linéaire, C. R. Acad. Sci. Paris Sér. I 322 (1996) 619–624.
322 J.-P. Dias, H. Frid / J. Differential Equations 219 (2005) 306–322
[8] R.J. DiPerna, Convergence of approximate solutions to conservation laws, Arch. Rational Mech. Anal.
82 (1983) 27–70.
[9] J. Greenberg, R. MacCamy, V. Mizel, On the existence, uniqueness and stability of solutions to the
equation ′(ux)uxx + uxtx = 0utt , J. Math. Mech. 17 (1968) 707–728.
[10] P. Lin, Young measures and an application of compensated compactness to one-dimensional nonlinear
elastodynamics, Trans. Amer. Math. Soc. 329 (1) (1992) 377–413.
[11] J.L. Lions, E. Magenes, Problèmes aux limites non homogènes et applications, 3 vols. Dunod, Paris,
1968–1970.
[12] P. Marcati, R. Natalini, Global weak solutions of the quasilinear wave equations of Klein–Gordon
and sine-Gordon type, J. Math. Soc. Japan 50 (1998) 433–449.
[13] F. Murat, Compacité par compensation, Ann. Scuola Nom. Sup. Pisa 5 (1978) 489–507.
[14] M.E. Schonbek, Convergence of solutions to nonlinear dispersive equations, Comm. Partial Differential
Equations 7 (1982) 959–1000.
[15] D. Serre, La compacité par compensation par les systèmes hyperboliques non linéaires de deux
équations a une dimension d’espace, J. Math. Pures Appl. 65 (1986) 423–468.
[16] D. Serre, J. Shearer, Convergence with physical viscosity for nonlinear elasticity, 1993, unpublished,
available from D. Serre under request.
[17] J. Shearer, Global existence and compactness in Lp for the quasi-linear wave equation, Comm.
Partial Differential Equations 19 (1994) 1829–1877.
[18] L. Tartar, Compensated compactness and applications to partial differential equations, in: R.J.
Knops (Ed.), Nonlinear Analysis and Mechanics: Heriot-Watt Symposium, vol. 4, Research Notes in
Mathematics, vol. 39, Pitman Press, New York, 1979, pp. 136–212.
[19] A.E. Tzavaras, Materials with internal variables and relaxation to conservation laws, Arch. Rational
Mech. Anal. 146 (1999) 129–155.
[20] M. Valadier, Young Measures, Lecture Notes in Mathematics, vol. 1446, Springer, Berlin, 1990, pp.
152–188.
