In this paper, we study the asymptotic relation between the maximum of a continuous order statistics process formed by stationary Gaussian processes and the maximum of this process sampled at discrete time points. It is shown that, these two maxima are asymptotically independent when the Gaussian processes are weakly dependent and the discrete points are sufficient sparse, while for other case, these two maxima are asymptotically dependent. Piterbarg (2004) first studied the asymptotic relation between the continuous time maximum and the discrete version maximum of stationary Gaussian processes. This type of results are called Piterbarg's max-discretisation theorems in the literature, see e.g. Tan and Hashorva (2014) . Piterbarg's max-discretisation theorems have been extended to more general Gaussian cases, see Hüsler (2004), Hüsler and Piterbarg (2004) , and Tan and Wang (2015) . Although the Piterbarg's max-discretisation theorems for Gaussian processes have been studied extensively under different conditions in the past, it is far from complete. Extending the above results to non-Gaussian case is also interesting, since most of reality can not be modeled by Gaussian model. Turkman (2012) considered this problem by adopting the model from Albin (1990) , but there are some mistakes in the paper, which have been corrected by Ling et al. (2017) . Ling and Tan (2016) dealt with the problems for chi-processes. The goal of this paper is to study the Piterbarg's max-discretisation theorems for order statistics processes.
Introduction
Let {X(t), t ≥ 0} be a stationary Gaussian process with mean 0, variance 1, correlation function r(t) and continuous sample functions. Suppose the following conditions on the correlation function r(t) hold, i.e., for some α ∈ (0, 2], r(t) = 1 − |t| α + o(|t| α ) as t → 0 and r(t) < 1 for t > 0 (1) and r(t) ln t → r ∈ [0, ∞], as t → ∞.
In the literature, the Gaussian process {X(t), t ≥ 0} is called weakly dependent and strongly dependent if (2) holds with r = 0 and r ∈ (0, +∞], respectively.
Let (X 1 (t), . . . , X n (t)), t ≥ 0 be a Gaussian vector process, the components of which are independent copies of the Gaussian process {X(t), t ≥ 0}. Let {X m:n (t), t ≥ 0} with 1 ≤ m ≤ n, be the mth upper order statistic process of {X i (t), t ≥ 0}, 1 ≤ i ≤ n, defined by 
The extremes properties of this process have attracted much attention in recent years.
The tail probability of sup t∈[0,T ] X m:n (t) has been studied by Dȩbicki, Hashorva, Ji and Ling (2015) and Tabiś (2014,2015) . Dȩbicki et al. (2017) obtained the limit distribution of sup t∈[0,T ] X m:n (t). For some related studies on extremes properties for Gaussian order statistics processes, we refere to Dȩbicki and Kosiński (2017) and Zhao (2017) .
In applied fields, however, the above limit results can not be used directly, since the available samples are usually over a discrete set of times. Therefore, it is crucial to investigate the asymptotic relation between the maxima of the continuous time processes and the maxima of the processes sampled at discrete time points.
Main results
For stating our main results, we introduce the following Pickands type constants. Let B with C m n = n! m!(n−m)! . As a special case, we can obtain the limit distribution of the maximum for discrete order statistics processes, which is of independent interest. Corollary 2.1. Let {X(t), t ≥ 0} be a standard (zero-mean, unit-variance) stationary Gaussian process with correlation functions r(·) satisfying (1) and (2) with r ∈ [0, +∞). Then for any sparse grid R(p),
as T → ∞. Before presenting the result for Pickands grids, we introduce the following Pickands type constants. For any d > 0, define for k ∈ N,
We have (by the same arguments as in Dȩbicki, Hashorva, Ji and Tabiś (2015)),
Theorem 2.2. Let {X(t), t ≥ 0} be a standard (zero-mean, unit-variance) stationary Gaussian process with correlation functions r(·) satisfying (1) and (2) with r ∈ [0, +∞). Then for any Pickands grid
be a standard (zero-mean, unit-variance) stationary Gaussian process with correlation functions r(·) satisfying (1) and (2) with r ∈ [0, +∞). Then for any dense grid R(p),
as T → ∞.
Theorem 2.4. Let {X(t), t ≥ 0} be a standard (zero-mean, unit-variance) stationary Gaussian process with correlation functions r(·) satisfying (1) and (2) . Suppose that r = ∞ and α ∈ (0, 1], r(t) is convex for all t ≥ 0 with lim t→∞ r(t) = 0 and further r(t) ln t is monotone for large t. Then for any grid R(p),
T for a dense grid. Remark 2.1. We note that the above results under different grids still holds. It is not difficult to check it by combining the method used in this paper with the one in Hashorva and Tan (2015).
Proofs of Theorems 2.1-2.3
First, define ρ(T ) = r/ ln T and let 0 < c < a < 1 be positive constants which will be determined by (20) and (21) in Appendixes A and B, respectively. Following Piterbarg (2004) , divide [0, T ] into intervals with length T a alternating with shorter intervals with length T c . Note that the numbers of the long intervals is at most
There is still a remaining interval denoted by Q l+1 which play no role in our consideration.
where I is the indicator function and N is an N (0, 1) random variable, which is independent of {X(t), t ≥ 0} and {Y i j (t), t ∈ E i }, i = 1, 2, · · · , l, j = 1, 2, . . . , n. Denote by ̺(t, s) the covariance function of {ξ T j (t)} and we have
Let Y i m:n (t) and ξ T m:n (t) be the order statistics processes formed by Y i j (t) and ξ T j (t), respectively. In the sequel, C shall denote positive constant whose values may vary from place to place. For simplicity, define
We need the following lemmas to prove Theorems 2.1 and 2.2.
Lemma 3.1. Suppose that the grid R(p) is a sparse grid or Pickands grid. For any B > 0, we have for all
The proof is similar to that of Lemma 6 of Piterbarg (2004) . Clearly, we have
To bound the right hand side of (9), we need the following result for any S ∈ (0, exp(cu 2 )) for some c ∈ (0, 1/2)
For fixed S, it follows from Dȩbicki, Hashorva, Ji and Ling (2015) . For the case S → ∞, it can be proved by the same arguments as in Lemma D.2 in Piterbarg (1996) . Thus, by the choice of a m,T and b m,T , we have (denote by
In light of the second assertion in Lemmas A1 and A2 in the Appendix for a sparse grid and Pickands grid, respectively, we can get the same estimation for the second probability in the right-hand side of (9), hence the proof is complete. 
for Pickands grids. Proof: It is easy to see that the left hand side of (11) is bounded above by
Dȩbicki, Hashorva, Ji and Ling (2017) has shown that the order statistics processes X m:n (t) satisfied Conditions B and C 0 (Λ) in Albin (1990) , which implies that condition (3.7) in Leadbetter and Rootzén (1982) holds (see the proof of Theorem 10 in Albin (1990) ). Applying condition (3.7) in Leadbetter and Rootzén (1982) , we can see that the above probability does not exceed 
and v *
as T → ∞ with b * m,T = b p m,T for sparse grid and b * m,T = b m,d,T for Pickands grid. Now, from Lemmas 3.1-3.3, we know that in order to prove Theorem 2.1, it suffices to show that
where v T and v * T are defined in (12) and (13), respectively. Using the stationarity of {Y i m:
where R n is the remainder of the Taylor expansion ln x = −(1 − x + x 2 + · · · ) for 0 < x < 1. Since by the definitions of v T and v * T P n := P max
as T → ∞, we get that the remainder R n can be estimated as R n = o(n(1 − P n )). Using Lemma A1 and letting b ↓ 0, we get that
as T → ∞, which combined with the dominated convergence theorem completes the proof of Theorem 2.1.
Proof of Theorem 2.2. As for the proof of Theorem 2.1, in view of Lemmas 3.1-3.3 in order to establish the proof we only need to show
where v T and v * T are defined in (12) and (13), respectively. Similar to the proof of Theorem 2.1, using Lemma A2 and letting b ↓ 0, we get as T → ∞. This and the dominated convergence theorem conclude the proof of Theorem 2.2.
Proof of Theorem 2.3. The proof is the same as that of Theorem 2.2(ii) of Hashorva and Tan (2015), so we omit it.
Proof of Theorem 2.4
The following lemma is needed for the proof of Theorem 2.4. Note that by Polya's criterion, the convexity of r(t) ensures that there is a separable stationary Gaussian process {Z T (t), 0 ≤ t ≤ T } with correlation function γ T (t) = (r(t) − r(T ))/(1 − r(T )) for t ≤ T. 
for a sparse grid, and
for a Pickands grid, where b m,T , b p m,T and b d,m,T are defined as before. Proof: We first show (14) . Note that γ T (t) satisfies,
where
Using the stationarity of {Z T (t), 0 ≤ t ≤ T }, (10) and the definition of b m,T , we have
Now, by the condition that r(T ) ln T ↑ ∞, we get that
On the other hand, the following asymptotic relation has been proved in the proof of The proof of (14) is complete.
Next, we show (15) . Let {η(t), t ≥ 0} be a standardized Gaussian process with covariance function ̺ and {η j (t), t ≥ 0}, j = 1, 2, . . . , n be independent copies of {η(t), t ≥ 0}. Let η m:n (t) be the order statistics process formed by {η j (t), t ≥ 0}, j = 1, 2, . . . , n and define which completes the proof of (15) . The proof of (16) is similar to that of (14), so we omit the details. where N is a standard normal variable independent of Z m:n (t). Using Lemma 3.4, we get that
as T → ∞. The proof for the dense grid is same as that of Theorem 2.2(ii) of Hashorva and Tan (2015) , so we omit it.
Appendix

Appendix A
In this subsection, we give two auxiliary lemmas, which are used in the proofs of Theorem 2.1 and 2.2, respectively. Let Y j (t), j = 1, 2, . . . , n be independent copies of X(t) and Y m:n (t) be the corresponding order statistics processes.
The following fact will be extensively used in the proof. From assumption (1), we can choose an ǫ > 0 such that for all |s − t| ≤ ǫ < 2 −1/α
Now, let ϑ(x) = sup x≤|t−s|≤T r(|t − s|). Assumption (1) implies that ϑ(ǫ) < 1 for all T and any ǫ ∈ (0, 2 −1/α ).
Consequently, we may choose some positive constants a, c such that
for all sufficiently large T . uniformly for b > 0 as T → ∞, where v T and v * T are defined in (12) and (13), respectively. Proof: For the first assertion, recalling that R(q) is a Pickands grid with q = q(T ) = b( 2 m ln T ) −1/α and noting that P max
as b ↓ 0, the result follows from (10) and definition of v T by some simple computations. Next, we show the second assertion. Note that R(p) is a sparse grid in this case. By Bonferroni inequality for large T
In view of Lemma 1 of Dȩbicki, Hashorva, Ji and Ling (2015), we have
as u → ∞. Therefore, by the definition of v * T , we have
as T → ∞, whereas to complete the proof, we only need to show P T,2 = o(T a−1 ) uniformly for b > 0 as T → ∞.
Split the term P T,2 into two parts as 
By (19) , we can choose ǫ > 0 small enough such that
and we thus have
Using the definition of v * T we obtain
where we used additionally the fact that lim T →∞ (ln T ) 1/α p = ∞, since R(p) is a sparse grid. Thus, we have P T,21 = o(T a−1 ) as T → ∞.
For the second term, by the Comparison Lemma for order statistics (see Theorem 2.4 in Dȩbicki, Hashorva, Ji and Ling (2017)), we have
Utilising again the fact that v * T ∼ u T ∼ ( 2 m ln T ) 1/2 , we have
and
Both (20) and (ln T ) 1/α p = ∞ imply S T,22 = o(T a−1 ) as T → ∞. This completes the proof of the second assertion. Now, we prove the third assertion. Obviously, we have P max
By the same argument as for the term P T,21 , we have for
uniformly for b > 0, where we used additionally the fact that lim T →∞ p(ln T ) 1/α = ∞, since R(p) is a sparse grid.
To bound the term Q T,22 , by the Comparison Lemma for order statistics again, with the same arguments as for the term P T,22 , we have 
By the same arguments as for P T,221 and P T,222 , we can show that Q T,221 = o(T a−1 ) and Q T,222 = o(T a−1 ) uniformly for b > 0 as T → ∞, respectively. The proof of the lemma is complete. (12) and (13), respectively. Proof: The first assertion is just the one in Lemma A1 and we present it here just for citing easily. Recall that as T → ∞. Now, to complete the proof of the third assertion, we only need to make some transform. Using (12) and (13) 
