A method is given for calculating the value of Dirichlet ¿functions near the real axis in the critical strip. As an application, some zeros for zeta functions of complex quadratic fields are calculated.
. ¿-functions for these characters with conductors no greater than 800000 are known not to have any real zeros in the critical strip [9] , [10] . Also, zeros near s = % for any x clearly affect, through the functional equation, the argument of the Gauss sum, which is connected with a conjecture of Kummer.
In this paper I give a method for finding zeros of Lis, x) with Re(s) = Vi and Im(s) fairly small, say Im(s) < 1. All known methods for finding zeros of these functions depend on the evaluation of some auxiliary function which has the same zeros.
The values of the auxiliary function are the data which some scheme of inverse interpolation uses to locate the zeros of the ¿-function. The method used in this paper requires Oik}¡2 log k) operations for each function evaluation, which compares favorably to the method of [3] , [4] which requires more than k steps. For the purposes of computation, therefore, the present work is a zc-analogue of the paper of Lehmer [5] .
A rough guide to the contents of the sections is as follows. Section 2 contains results used in the calculation of some zeros of ¿(s, x) for the type of quadratic characters mentioned above. Section 3 gives a completely independent check on the calculation. Section 4 presents the actual numbers, and Section 5 contains further observations on general xThe methods in this paper were developed for application in [2] and so are, in considerable measure, joint work with Hugh Montgomery.
2. The Method. In this section x denotes a primitive quadratic character defined modulo zc. This approach to determining zeros of L(s, x) starts with the functional equation in the form * *> -(*)"'"2r(^)i(, x, -(j)""" %f$ r(^, £)
Here r(w, a) = /~xw~ 'e-* <±t, and a = (1 -x(-l))/2. This is the functional equation since the right-hand side is invariant if s is changed to 1 -s. It will be seen that this formula is most satisfactory when Im(s) is near zero. I shall not prove this formula since it is actually an intermediate step in the usual proof of the functional equation which uses theta functions. If s = Vi + it, then the function Z(t, x) = £0£ + it, x) is real, and whenever Z(t, x) changes sign, ¿04 + it, x) has a zero. To use (1) to calculate Z(i, x) it is necessary to bound the error made in truncating the series. I shall assume that x(_ 0 = _1 throughout the rest of this section, since this is the only case for which calculations were actually performed. This restriction only affects Lemma 1.
First note that Re(vv) < 1 implies that (2) Wiw, a)\<e-axRe^-1.
Hence, writing s = o + it, o < 1,
This bound is independent of s, and also proves the following lemma.
The first term of the series is, for large k and small \t\, close to (k/ii)AV(3/À), so when A is larger than (k log k) the truncation error for the series becomes very small. In the calculations described below I took A = (28k/ir)'A which makes the truncation error no larger than 1.57-10"9 for k less than 200000.
The principal difficulty in using the formula in Lemma 1 to calculate Z(t, x) is calculating the values of V(% + it/2, ex). To see what is involved, consider k = 115147.
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Here A = 1013, so a varies over the interval (2.7-10-5, 28.0). Hence the evaluation of Z(t, x) requires about 1000 calculations of Y(% + it/2, a) with the same value of t. For small a the value is clearly close to Y(3á + z'f/2), so some sort of power series approximation seems reasonable. For large a, the bound (2) indicates that the function can be sufficiently well approximated by Gauss-Laguerre integration using a few points. In between it seems reasonable to construct a table and interpolate in it, by some means, to the desired argument. One would like to calculate the integrals sufficiently accurately that the accumulated truncation and rounding error for the integrals is about as large as the bound for the truncation error in Lemma 1.
In this paper, the term truncation error refers to the error due to the use of approximations to the limiting processes of analysis, while rounding error refers to the error due to using finite-precision arithmetic.
Lemma 2. Suppose A + 2<a<0 and 0<Re(w)<l. 77zezz
Proof. An alternative approach to calculating IYw, a) for small a is to integrate JqXw~ le~x dx by parts A times, but this seems to lead to somewhat larger error terms. The value of F(w) required for the application of Lemma 2 can easily be found by using the relation wF(w) -Yiw + 1) to shift the argument to the right, and then using Stirling's approximation. My program calculates Yiw + 8) using 6 terms of the asymptotic series, which gives an error of no more than 2*10-14.
In order to justify the approximations used for larger a, I need some unpleasant estimates.
Lemma 3. Suppose w = u + iv with 0<zz<l, 0 < v, and that 0<c< a < Xj < b, for 1 < / < zz. ¿eZ C be a simple closed contour containing all the x¡ in its interior. Then In the last two lemmas c is the free parameter of Lemma 3. The x-, z-, ft-, and c are tabulated to 30 decimal places in [7] . When applying these lemmas one chooses c so that the bound on the error is as small as possible.
The tools for evaluating Z(t, x), \t\ < Vi, are now at hand. In the calculation leading to the Table, for and the last integral is approximated by 3-point Gauss-Legendre integration, and the truncation error is bounded using Lemma 4. Finally, if a > 16, the value of T(.75 + z'z/2, a) is approximated by 4-point Gauss-Laguerre integration as in Lemma 5. Using Lemmas 4 and 5 it is easy to see that the total truncation error in any incomplete T-function is no more than about 10~12, so that this error contributes no more than 3-10_12zc to the error in the series of Lemma 1. Thus, for k around 10s, the truncation error from the incomplete T-functions appears to be the dominant source of error in the calculated values of Z(t, x). In addition to the errors already considered, there are inaccuracies in the calculation of ex, log x, and other elementary functions, and errors due to finite-precision arithmetic, all usually no more than one part in 1015. One can estimate the effect of these sources of error on the accuracy of the calculated value of Z(t, x). Also it is necessary to check the program very carefully to make sure it is doing what it is supposed to. In place of these otherwise necessary and probably unconvincing details, the next section contains another, similar way of calculating the zeros of the Table, which gives the same answers, but which uses none of the calculations made by the program discussed above.
3. Another Function. If x(_1) = _1> then f(s)¿(s, x) = f_(s), the zeta function of the complex quadratic field K = Q(\/-k), k being the conductor of the real valued character x-The functional equation for ÇK(s) can be written in a form similar to that of (1), namely (Ç-) tfôrtl-s^nn/k1'2),
+ where k > 4, h(K) is the ideal class number of K, and r(n) = £-|nx (7)If s = Vi + it, then the function ZK(Z) = £^(.5 + z'i) is real and has its zeros at exactly those t at which \is)Lis, x) is 0. Since the smallest zero of f(s) has t > 14, any zeros of ZKtt) with 0 < t < 14 must be zeros of ¿(s, x)-Hence formula (5) can be used in place of formula (1) for finding zeros of ¿(5, x)-A potential advantage to using (5) is that many of the z-(zz) will be zero, so that calculating £K(s) may require calculating fewer terms in the infinite series. Formula (5) 4 . Calculating the Zeros. In this section I use Z(t) to denote either Z(t, x) or ZK(t). To find a zero of Z(t) the program locates an interval in which Z(t) changes sign, and then uses the secant method to get to a point where the calculated value of Z(t) is very small. In every calculation the secant method converged very rapidly.
The point to which the secant method converges is taken to be an approximation to a zero of Z(z). These are the values given in the column headed y in the Table. The next two columns in the Table are calculated values of Z'irf). If the values of Z(i) are known to within an error of e and if the value of Z' is known, then the true zero cannot differ from the calculated zero by more than e/|Z'|. This observation is the source of the column labelled "guaranteed accuracy x 1010". The calculated values of 7 are all given to nine decimal places even when the two programs did not give such an accurate answer. In these cases the value given is an average of the values calculated. The column headed (7 log k)\2tt gives a measure of how close the zero is to the real axis.
Except for k = 991027, the values of k in the Table are just those from [2] .
In [2] some of the 7 were necessary to prove a theorem about small class numbers.
The proof would go through if the values were only known with an accuracy of one part in 20, so for this purpose the accuracy of the Table is not needed. The value k = 991027 is included because zz(AT) = 63, according to Daniel Shanks, which is very small compared to the size of k. This example shows that closeness of 7 to 0 is not invariably implied by small class number.
