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Abstract
Gauss used quadratic forms in his second proof of quadratic reciprocity. In this paper we begin to develop a theory of binary
quadratic forms over weak fragments of Peano Arithmetic, with a view to reproducing Gauss’ proof in this setting.
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1. Introduction
Let L be the language of arithmetic containing the symbols {0, 1,+, ·,≤}, and let I∆0 be the fragment of Peano
Arithmetic (PA) where induction is applied only to bounded formulas (∆0-formulas). It is well known that I∆0 does
not prove the totality of the exponential function (see [10]). Many results of elementary number theory are proved
using functions of exponential growth and thus there is often no simple proof of them in I∆0. It is still unknown, for
example, if I∆0 proves cofinality of primes. Let exp be the axiom which guarantees the totality of the exponential
function. The theory I∆0 + exp is strong enough to reproduce elementary number theory (in the sense of the content
of the book [5]). In some cases combinatorial principles of pigeon hole type have been used instead of exponentially
growing functions. This is the case for the cofinality of primes, proved by Woods [15], and Lagrange’s theorem,
proved by Berarducci and Intrigila [1]. For those cases, the principle in question is the weak pigeon hole principle
which says that there is no 1− 1 ∆0-function from 2x to x , for every x . This principle is provable in the extension of
I∆0 obtained by adding the axiom
Ω1 : ∀x, y > 0∃zx [log y] = z
see [11]. The theories I∆0 and I∆0+Ω1 have been widely studied also for their connections with complexity theory
(see [13]). More recently, in [4] it was proved (in analogy with the classical result) that the residue field for a principal
prime ideal of any model of I∆0 + Ω1 has a unique extension of each finite degree. All classical proofs of this result
∗ Corresponding author. Fax: +39 0823 274753.
E-mail addresses: paola.daquino@unina2.it (P. D’Aquino), angus@dcs.qmul.ac.uk (A. Macintyre).
0168-0072/$ - see front matter c© 2007 Elsevier B.V. All rights reserved.
doi:10.1016/j.apal.2007.05.004
32 P. D’Aquino, A. Macintyre / Annals of Pure and Applied Logic 148 (2007) 31–48
use functions of exponential growth. A new proof was obtained in [4] using the weak pigeon hole principle and some
Galois theory.
If we expand the language of arithmetic by the function symbol #, where #(x, y) = x [log y] and consider ∆0-
induction in the expanded language, we get a theory I∆#0 which is bi-interpretable with I∆0 +Ω1. In the following it
will be convenient to work in the expanded language with #. The function # gives some extra power in coding, and it
is useful in arithmetic because of the weak pigeon-hole principle.
Our early thinking on quadratic forms in connection with the quadratic reciprocity law was helped by access to the
ideas of Berarducci, Intrigila and Woods, in conversations, lectures and publications.
2. Pell and anti-Pell equations
In this section we review some basics facts about the theory of Pell equations and the relations with the associated
anti-Pell equation. These are well known results, but we need to recall them in order to relativize them to a weak
fragment of arithmetic.
A Pell equation has the form x2−dy2 = 1, where d is a positive square-free integer. A classical result says that any
Pell equation has a non trivial solution in the integers, i.e. a solution different from (±1, 0). The proof uses functions
of exponential growth. Moreover, the set of solutions has an infinite cyclic group structure whose generator is the
smallest positive solution (called the fundamental solution). The set of solutions of x2 − dy2 = 1 is isomorphic to
a subgroup of the group of units in the quadratic extension Q[√d]. Whether the subgroup is proper or not depends,
inter alia, on the congruence class of d modulo 4. The theory of the Pell equation has been studied in weak fragments
of Arithmetic in [3]. The author considered axiom P which guarantees the existence of a non trivial solution for any
Pell equation and proved that axioms exp and P are equivalent over I∆0. This is quite surprising since there are no
estimates on the size of the smallest positive non trivial solution of a generic Pell equation (it fluctuates in size). The
local theory of Pell equations has been carried out for any model of I∆0. We recall that if M is a model of I∆0
thenM is normal, i.e. it is integrally closed in its fraction field FM. If d ∈ M is not a square then
√
d 6∈ M, and
by normality
√
d 6∈ FM. By considering pairs of elements ofM and of FM we can give a meaning to the notion
of quadratic extension ofM and of FM, respectively. In a natural way we can extend the operations of + and · to
M[√d] and FM(
√
d), as well as the notion of a norm of an element a +√db as N (a +√db) = a2 − db2. In this
paper if no confusion arises we will drop the subscriptM to the fraction field.
An anti-Pell equation has the form x2−dy2 = −1, with d not a square. An anti-Pell equation does not have always
a solution even classically, e.g. if d is a prime congruent to 3 modulo 4, the equation does not have any solution. In [9]
Lagarias studied the problem of characterizing the set of d’s for which a non trivial solution of x2− dy2 = −1 exists,
with a view to determining the computational complexity of recognizing such d. In connection with this problem he
proved that there are cofinally many d’s (of size d = 52k+1, k ∈ N) for which the least solution of x2 − dy2 = −1
is of size ≥ c5
√
d for some constant c, and so is eventually bigger than any polynomial in # in d. We notice that if
x2 − dy2 = −1 has a solution so does the corresponding Pell equation x2 − dy2 = 1. Indeed, if θ = a + √db
and a2 − db2 = −1, then 1 = N (θ2) = (a2 + db2)2 − d(2ab)2. So θ2 is a solution of the corresponding Pell
equation. This last argument is a simple algebraic calculation and can be done in a very weak fragment of Arithmetic
(no induction is needed). Even more is true. If θ is the smallest positive solution of x2 − dy2 = −1 then θ2 is the
fundamental solution of the corresponding Pell equation. Let η0 be the fundamental solution of x2 − dy2 = 1, then
θ2 = ηk0 for some k. We claim that k = 1. If k = 2h then θ = ±ηh0 and this is not possible since N (θ) = −1
and N (±ηh0 ) = 1. If k = 2h + 1 then η0 = (θ/ηh0 )2, and θ/ηh0 is a solution of the anti-Pell equation and this is in
contradiction with the minimality of θ . Moreover, any solution of the anti-Pell equation is the product of θ with a
solution of the corresponding Pell equation. In other words, the group of solutions of a Pell equation acts naturally on
the set of solutions of the corresponding anti-Pell equation.
3. Quadratic reciprocity law
The motivation for this paper is the attempt to prove quadratic reciprocity in weak fragments, and it is an enterprise
in the same spirit as proving cofinality of primes in a weak fragment (see [11]).
There exist around 150 proofs of quadratic reciprocity, beginning with Gauss (and with earlier partial results of
Legendre). Many of them use counting arguments, or trigonometric functions which are not available in I∆0. As
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with cofinality of primes, almost none of the existing proofs appear to be formalizable in weak fragments. The most
promising seems to be Gauss’s second proof using binary quadratic forms, and it is this proof which we now analyze
with a view to reproducing it in a fragment.
3.1. Quadratic residues
We recall that the notions of prime and irreducible coincide over I∆0. If a, n are integers such that (a, n) = 1
then a is a quadratic residue mod n if the equation x2 ≡ a (mod n) has a solution, a is a quadratic non residue if the
equation x2 ≡ a (mod n) does not have a solution. In order to state quadratic reciprocity law we need to introduce
the Legendre symbol for p prime:(
a
p
)
=
1 if a is a quadratic residue mod p0 if p|a−1 if a is not a quadratic residue mod p.
Berarducci and Intrigila in [1] considered the Legendre symbol in connection with Lagrange’s theorem over
I∆0 + Ω1 and they proved that it is multiplicative.
Theorem 3.1 ([1]). I∆0 + Ω1 ` ( abp ) = ( ap )( bp ).
The only non trivial case in the proof is when both a and b are not squares mod p. They use that the squares in
F∗p have index 2, and this can be proved in I∆0 + Ω1 via a weak pigeon-hole argument. In [1] the authors make a
suggestive remark comparing one of Gauss’s proof of quadratic reciprocity with the Sylvester argument successfully
adapted by Woods for proving cofinality of primes via a pigeon-hole argument (see [15]), but this has not led to
progress on proving quadratic reciprocity in fragments of arithmetic.
3.2. QR and exponentiation
Clearly the relations
(
a
p
)
= ±1 are ∆0-definable. We can now state the quadratic reciprocity law (QR):
If p and q are odd primes then ( pq ) = ( qp ) unless p ≡ q ≡ 3 (mod 4) in which case ( pq ) = −( qp ).
Moreover, ( 2q ) = 1 if and only if q ≡ 1, 7 (mod 8).
If we add to I∆0 the axiom exp (i.e. ∀x∃y(2x = y)) which guarantees the totality of the exponential function
then quadratic reciprocity follows (this needs only some care in adapting the counting arguments used in the classical
proofs). The converse is not true. Indeed, I∆0 + QR 6` exp. To see this letM be a model of I∆0 + QR and a a non
standard element ofM. It is easy to show that the initial segment BP[a] = {x : x < an, n ∈ N} is a model of I∆0
(see [10]). Since QR is a ∀∆0-statement it is preserved under initial segments, so BP[a] |H QR. But BP[a] 6|H exp.
Axiom QR has no implications about rapidly growing functions.
Recall that P is the axiom which guarantees that every Pell equation has a non trivial solution. In [3] it is shown
that P is equivalent to exp. QR is a ∀∆0-statement while P is a ∀∃-statement, known not to be ∀∆0 (this follows from
Lagarias’ result discussed in the previous section). In the next section we will examine in more detail the connections
between Pell equations and the quadratic reciprocity law.
4. Quadratic forms
For the study of quadratic forms we will mainly follow Cassels’ book [2] (but sometimes the more recent book
of Rose [12]). To study quadratic forms over Z, Cassels studies also forms over Q, R, Zp, Qp for p a prime. In
the study of Zp he implicitly also studies forms over the residue rings Z/pn for n ≥ 1. For ultimate success with
quadratic reciprocity, in the subsequent paper we will be obliged to do likewise when Z is replaced byM, a model
of I∆0 + Ω1. In this paper K will be the fraction field ofM, and Krc the real closure of K. Subsequently we have
to consider arbitrary (not just standard) primes p, with associated p-adic valuation vp, and Henselization Kp, with
valuation ringMp. The role of the Z/pn will be taken byM/pn , for n such that pn exists. The study of these will
be for the next paper in the series, and in this paper we work only overM and K.
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4.1. Generalities
We refer to [8] for the theory of quadratic forms over a general commutative ring R with 1.
Naively, a quadratic form in x1, . . . , xn over a domain R of characteristic 6= 2 is a homogeneous polynomial f (v¯)
in v¯ = x1, . . . , xn over R of degree 2, i.e. f (v¯) =∑i, j ai j xi x j with ai j = a j i . This suffices for our purposes in this
paper. Indeed, we need only n = 2, and R a model of I∆0 + Ω1, or its fraction field. In later papers we will need to
consider more general rings, e.g. various local rings.
Using matrix notation, a form f can be represented by f (v¯) = v¯Av¯t , where A is an n×n symmetric matrix whose
entries are the ai j ’s, and v¯t is the transpose of the vector v¯.
In this paper we will restrict to binary quadratic forms. In subsequent papers we need to consider ternary forms,
but as far as QR is concerned we do not need to consider n-ary forms for n > 3. It is of course of interest to see how
much of Cassels’ [2] can be reproduced in I∆0 + Ω1 (in particular the local-global results and Meyer’s theorem).
IfM is a model of I∆0 + Ω1, we will make the distinction between integral and non-integral forms according to
the coefficients of the matrix associated to f being inM or not. So f (x, y) = ax2 + 2bxy + cy2 is an integral form
while f (x, y) = ax2 + bxy + cy2 is non-integral unless b is even. We will work with both integral and non-integral
forms.
In both cases of integral and non-integral forms we can associate a determinant and a discriminant to each form as
follows:
If f (x, y) = ax2+ bxy+ cy2 then det( f ) = det(A) = ac− b24 and discriminant D( f ) = −4 det(A) = b2− 4ac,
and if f (x, y) = ax2 + 2bxy + cy2 then det( f ) = det(A) = ac − b2 and D( f ) = −4 det(A) = 4b2 − 4ac.
The notions of determinant and discriminant of a quadratic form clearly exist also for forms in n variables.
An element k ∈ M is represented by f if there is v¯ ∈ Mn such that f (v¯) = k. More generally, a form in n
variables f (v¯) = v¯Av¯t represents a form g(w¯) = w¯Bw¯t in m variables if there is a linear transformation fromMm
toMn with associated matrix C such that g(w¯) = f (w¯C) = w¯(CAC t )w¯t .
We define an equivalence relation on quadratic forms in the same number of variables (if n = m) as follows.
Definition 4.1. f is M-equivalent to g if there are matrices C and E over M such that g(v¯) = f (C v¯) and
f (v¯) = g(E v¯).
From the definition it follows that f and g are M-equivalent if one represents the other and vice versa. In the
matrix notation, if B is the matrix associated to g and A is the matrix associated to f , this becomes B = CAC t and
A = EBE t , for some matrices C and E . In this case, det(g) = det(C)2 det( f ) and det( f ) = det(E)2 det(g), and so
det( f ) = det(E)2 det(C)2 det( f ). SinceM is a domain then both det(E) and det(C) have to be invertible elements
ofM. So if two non singular forms areM-equivalent their determinants differ by a square of an invertible element of
M. Of course one makes the same definitions for a very general commutative ring R. Notice that the matrices E and
C are not unique. If f and g areM-equivalent and one of the two forms is singular so is the other. We do not need to
discuss here equivalence of singular forms.
We have det(E) = ±1 and det(C) = ±1 in the above, since ±1 are the only units inM, and so det( f ) = det(g).
The determinant, or equivalently the discriminant, is an invariant associated with a form, which codifies the essential
properties of the form. We say that f and g are properly equivalent if det(E) = det(C) = 1 (unimodular matrices),
f and g are improperly equivalent if they are equivalent but not properly (this means det(E) = −1).M-equivalence
and proper M-equivalence are both equivalence relations. (In the case of M/pn more care will be needed but we
postpone the discussion to the next paper.) We will write f ∼ g for proper equivalence.
If a form f isM-equivalent to itself via the matrix T , i.e. f (x, y) = f (T (x, y)), then T is said a proper automorph
if det(T ) = 1, and T is said an improper automorph if det (T ) = −1.
We now restrict to consider binary quadratic forms. We say that a vector (u, v) is primitive if u and v are coprime.
Every model of I∆0 is a Bezout domain (see [3]), i.e. every two elements have a gcd, and moreover it can be written
as a linear combination of the elements. From this elementary property the next lemma follows immediately.
Lemma 4.2. LetM be a model of I∆0. A vector (u, v) extends to a basis ofM2 if and only if it is primitive. Moreover,
(u, v) extends to a basis if and only if it extends to a basis with determinant 1.
We will often use the folllowing lemma
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Lemma 4.3 (In I∆0). Let u, v, k ∈ M such that (u, v) = 1 and f (u, v) = k. Then f isM-equivalent to a form
whose first coefficient is k.
Proof. It is enough just to complete the vector (u, v) to a basis as in the previous lemma. Let (z, w) be a vector such
that together with (u, v) form a basis, and uw − zv = 1. If f (x, y) = ax2 + bxy + cy2 and f (u, v) = k then
f
((
u z
v w
)(
x
y
))
= f (ux + zy, vx + wy) = a(ux + zy)2 + b(ux + zy)(vx + wy)+ c(vx + wy)2
= (au2 + buv + cv2)x2 + βxy + γ y2 = kx2 + βxy + γ y2 for some β, γ ∈M. 
5. Definability issues
We recall some basic notions on quadratic forms over a commutative ring R with 1 in dimension n.
Definition 5.1. A form f is regular if D( f ) 6= 0. f is isotropic if 0 is represented non trivially in R. Otherwise f is
anisotropic.
Definition 5.2. Let R be an ordered ring and f a quadratic form over R.
1. f is positive definite if f (v¯) > 0 for all non zero v¯ ∈ Rn . f is positive semidefinite if f (v¯) ≥ 0 for all v¯ ∈ Rn .
2. f is negative definite if f (v¯) < 0 for all non zero v¯ ∈ Rn . f is negative semidefinite if f (v¯) ≤ 0 for all v¯ ∈ Rn .
3. f is indefinite if it is neither positive definite nor negative definite.
Remark. It is clear that the notion of regular form is preserved underM-equivalence. Moreover, if f and g areM-
equivalent forms then they represent the same elements ofM. Indeed, assume that G = BFBt for some invertible
matrix B, and suppose that f (a, b) = k for some a, b, k ∈ M. Then g(B(a, b)) = k. Vice versa, if g(a′, b′) = k
with a′, b′, k ∈M then f (B−1(a′, b′)) = k. This implies that the notions of isotropic forms, positive (semi)definite
forms, negative (semi)definite forms and indefinite forms, are all preserved underM-equivalence.
Clearly, all the notions we introduced for a quadratic form are first order definable. In this section we consider the
problem of the ∆0-definability of such notions for quadratic forms in two variables over a model of I∆0 + Ω1. We
have to do this in order to have any chance of proving results about quadratic forms by ∆0-induction.
The next lemma gives equivalences, provable in∆0-induction, showing that the basic properties of binary forms f
are ∆0-definable in terms of the coefficients of f .
Lemma 5.3. Suppose f is binary.
1. f is regular if and only if b2 − 4ac 6= 0.
2. f is isotropic if and only if ∃α(b2−4ac = α2) (and then α is obviously bounded by a polynomial in the coefficients
of f );
3. f is positive definite if and only if a > 0 ∧ b2 − 4ac < 0.
f is positive semidefinite if and only if a ≥ 0 ∧ b2 − 4ac ≤ 0;
4. f is negative definite if and only if a < 0 ∧ b2 − 4ac < 0;
f is negative semidefinite if and only if a ≤ 0 ∧ b2 − 4ac ≤ 0.
We get also a ∆0-definition of anisotropic forms via the formula a 6= 0 ∧ ∀z(b2 − 4ac 6= z2), where clearly z can
be bounded in terms of a, b, c. A form is indefinite iff a = 0 ∨ b2 − 4ac ≥ 0.
Proof. (1) This follows directly from the definition of regular form.
(2) If a = 0 then f (x, y) = bxy + cy2 is clearly isotropic, just consider a pair with 0 as second coordinate. If a 6= 0
consider 4a f (x, y) = (2ax + by)2 − (b2 − 4ac)y2, and if b2 − 4ac is a square then a non trivial solution is
x = √b2 − 4ac − b and y = 2a. If f is isotropic and a 6= 0 any nontrivial solution has to have y 6= 0. Then
4a f (x, y) = (2ax + by)2 − (b2 − 4ac)y2 = 0 has also a nontrivial solution, and so b2 − 4ac is a square since
any model of I∆0 is integrally closed in its fraction field.
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(3) Consider f (x, y) = a[(x2 + ba xy + b
2
4a2 y
2)+ ( ca − b
2
4a2 )y
2] = a(x + b2a y)2 + (c− b
2
4a )y
2. If f is positive definite
(positive semidefinite) then by taking y = 0 necessarily a > 0 (a ≥ 0), and by making x + b2a y = 0 we have
to have c − b24a > 0 (c − b
2
4a ≥ 0), i.e. b2 − 4ac < 0 (b2 − 4ac ≤ 0). Conversely, if a > 0 and b2 − 4ac < 0
(respectively, a ≥ 0 and b2− 4ac ≤ 0) then c− b24a2 > 0 (c− b
2
4a2 ≥ 0), and clearly f is positive definite (positive
semidefinite).
(4) This is proved exactly as (3). 
Notice that regular, positive (semi)definite and negative (semi)definite are actually quantifier-free definable notions.
Clearly, also the notion of indefinite form is quantifier free definable in terms of the coefficients.
We will be interested only in regular forms, hence we will not be dealing with semidefinite forms which are not
definite.
5.1. Definability ofM-equivalence
Now we want to study the relation ofM-equivalence from the point of view of definability. We recall that if f and
g areM-equivalent then they have the same discriminant.
M-equivalence is clearly existentially definable, for given two quadratic forms f and g with associated matrices
F =
(
a b/2
b/2 c
)
and G =
(
α β/2
β/2 γ
)
f isM-equivalent to g if and only if
∃m, n, k, h
((
m n
h k
)(
a b/2
b/2 c
)(
m n
h k
)t
=
(
α β/2
β/2 γ
))
.
Proper M-equivalence is also existentially definable, you need only to add the condition mk − hn = 1. As we
will see, in many cases we can actually improve the complexity of the defining formula to ∆0, except for the case of
anisotropic indefinite forms. In this last case, anti-Pell equations are responsible for the complications.
Before turning to the positive results aboutM-equivalence, we treat the basic negative result which uses Lagarias’
work on anti-Pell equations. We will explain the role played by Pell equations in the analysis of quadratic forms over
I∆0. In what follows d is a nonsquare.
Lemma 5.4. LetM be a model of I∆0. The quadratic forms x2 − dy2 and −x2 + dy2 areM-equivalent if and only
if the anti-Pell equation x2 − dy2 = −1 has a solution.
Proof. Suppose there is an invertible matrix
B =
(
α β
γ δ
)
(1)
with coefficients inM such that(
α γ
β δ
)(
1 0
0 −d
)(
α β
γ δ
)
=
(−1 0
0 d
)
. (2)
With simple calculations we get α2 − dγ 2 = −1, so the anti-Pell equation has a solution.
Vice versa, suppose there are u, v such that u2 − dv2 = −1, necessarily, u, v 6= 0. We want to solve equations
α2 − dγ 2 = −1, αβ − dγ δ = 0, β2 − dδ2 = d
in α, β, γ, δ from (2). Let α = u and γ = v; with simple algebraic calculations we get δ2(dv2 − u2) = u2, i.e.
δ2 = u2, hence δ = ±u. If δ = u then β = dv, and if δ = −u then β = −dv. The first choice gives improper
equivalence, while the second choice gives proper equivalence of the forms x2 − dy2 and −x2 + dy2. 
Notice that the calculations in the last proof can be done in a very weak fragment, with no induction. The result of
the last lemma can be stated also for proper equivalence. So the forms x2 − dy2 and −x2 + dy2 areM-equivalent if
and only if they are properM-equivalent.
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Theorem 5.5. The relation of equivalence between two forms is not ∆0(#)-definable.
Proof. Let A be a model of PA with d > N so that x2 − dy2 = −1 is solvable, but the least solution is greater
than any polynomial in # in d (this exists by Lagarias’ work and overspill). Then consider the initial segment
BP#[d] = {x ∈ A : x < p(d) for some polynomial1 p in #} of A. In A the forms x2 − dy2 and −x2 + dy2
are equivalent, but not in BP#[d] because this would give a solution of the anti-Pell equation x2 − dy2 = −1 also in
BP#[d]. 
Two forms may be equivalent in the bigger model but not on an initial segment. So there are more equivalence
classes over initial segments than in the whole model.
5.2. Anisotropic indefinite forms and solutions of Pell equations
We now show that proper equivalence for forms of positive discriminant D (square-free) is ∆0 in the least
nontrivial solution (which may not exist!) of the Pell equation x2 − Dy2 = 1. The property of being ∆0 in the
least nontrivial solution will be clarified by Theorem 5.13. We will say that D is Pellian if the corresponding Pell
equation x2 − Dy2 = 1 has a non trivial solution.
Let f (x, y) = ax2 + bxy + cy2 be a quadratic form with positive discriminant D = b2 − 4ac. Consider the
following decomposition
4a f (x, y) = (2ax + by)2 − Dy2 =
(
2ax + by +√Dy
) (
2ax + by −√Dy
)
= L(x, y)M(x, y) (3)
where L(x, y) = 2ax + by +√Dy and M(x, y) = 2ax + by −√Dy.
Now let t, u satisfy t2 − Du2 = 1, so η = t +√Du is a solution of the Pell equation x2 − Dy2 = 1. Recall that
η−1 = t −√Du (it is the conjugate of η inM(√D)). Consider the following matrix
Tη =
(
t − bu −2cu
2au t + bu
)
.
Lemma 5.6. T satisfies the following properties:
(1) det(Tη) = 1;
(2) f (Tη(x, y)) = f (x, y), i.e. Tη is a proper integral automorph of f ;
(3) L(Tη(x, y)) = ηL(x, y) and M(Tη(x, y)) = η−1M(x, y).
Proof. (1) and (2) follow from simple calculations. (3) L(Tη(x, y)) = 2a(t x − bux − 2cuy)+ b(2aux + t y+ buy)+√
D(2aux+t y+buy) = 2atx−4acuy+bty+b2uy+√D(2aux+t y+buy) = t (2ax+by)+Duy+√D(2aux+t y+
buy). Also ηL(x, y) = (t+√Du)(2ax+by+√Dy) = 2axt+ tby+Duy+√D(2aux+uby+ t y) = L(Tη(x, y)).
In a similar way we can prove that M(Tη(x, y)) = η−1M(x, y) (just recall that η−1 = t −
√
Du). 
Lemma 5.7. If η1 and η2 are solutions of x2 − Dy2 = 1 then Tη1Tη2 = Tη1η2 .
Proof. Simple calculation. 
Suppose the Pell equation x2 − Dy2 = 1 has a non trivial solution. Then it has a minimum positive one (this is
true even in Open induction). Let η0 be the fundamental solution, and let Tη0 be the corresponding matrix defined as
before.
Definition 5.8. Let k ∈M. Define
T kη0 = Tη0k
whenever η0k is defined.
1 By a polynomial in # we mean a term in the expanded language of Arithmetic by #.
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Note that η0k has a well-defined meaning (see [3]). Recall that η−10 = η0, the conjugate of η0 inM(
√
D). We can
then extend the above definition also to negative k’s.
From the recursive properties of exponentiation inM(√D) (see [3]), one easily proves
T k+1η0 = Tη0kTη0
whenever η0k is defined. In addition, T k+hη0 = T kη0T hη0 .
Lemma 5.9. L(T kη0(x, y)) = ηk0L(x, y) and M(T kη0(x, y)) = η−k0 M(x, y).
Proof. By Lemma 5.6(3) and Definition 5.8. 
In the following lemma we maintain the preceding notation.
Lemma 5.10. Let f (x, y) = ax2 + bxy + cy2 be an anisotropic indefinite quadratic form with a 6= 0 and positive
discriminant D, with D not a square and let m ∈M2, m 6= (0, 0). Suppose the fundamental solution η0 of the Pell
equation x2 − Dy2 = 1 exists. Then there is k ∈M such that ηk0 is defined and the following inequalities hold
|L(T kη0(m))| ≤ |η0 f (m)|1/2 and |M(T kη0(m))| < 4|a||η0 f (m)|1/2.
Proof. From f (m) 6= 0 it follows that also L(m) 6= 0 and M(m) 6= 0. Consider the following element in the real
closure ofM
|η0 f (m)|1/2
|L(m)| . (4)
For h > 1 inM the positive powers of h are cofinal in the model (see [3]). The model is cofinal in its real closure,
so the positive powers of η0 are cofinal in the positive part of the real closure, and the negative powers of η0 are
coinitial in the positive part of the real closure. These two facts (and a simple ∆0-induction argument) imply that if
|η0 f (m)|1/2|L(m)| ≥ 1 then there is k ∈M satisfying
|η0|k ≤ |η0 f (m)|
1/2
|L(m)| < |η0|
k+1. (5)
and hence
|η0|k |L(m)| ≤ |η0|1/2| f (m)|1/2 < |η0|k+1|L(m)|. (6)
(If |η0 f (m)|
1/2
|L(m)| < 1 then we work with its inverse.)
From (3) it follows that
|η0|k 4|a|| f (m)||M(m)| ≤ |η0|
1/2| f (m)|1/2 < |η0|k+1 4|a|| f (m)||M(m)| . (7)
Multiplying by |M(m)| and dividing by |η0|1/2| f (m)|1/2 we get
|η0|k−1/24|a|| f (m)|1/2 ≤ |M(m)| < 4|η0|k+1/2|a|| f (m)|1/2 (8)
and dividing by |η0|k we get
|η0|−1/24|a|| f (m)|1/2 ≤ |η0|−k |M(m)| < |η0|1/24|a|| f (m)|1/2. (9)
From Lemma 5.9 it follows that
|η0|−1/24|a|| f (m)|1/2 ≤ |M(T kη0(m))| < |η0|1/24|a|| f (m)|1/2 (10)
and this completes the proof of the second inequality we wanted to prove.
Recall that
L(T kη0(m))M(T
k
η0
(m)) = ηk0L(m)η−k0 M(m) = L(m)M(m) = 4a f (m), (11)
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so
|M(T kη0(m))| =
4|a|| f (m)|
|L(T kη0(m))|
. (12)
Substituting (12) in (10) and considering the reciprocal of (10) it follows that
1
4
|η0|−1/2|a|−1| f (m)|−1/2 <
|L(T kη0(m))|
4|a|| f (m)| ≤
1
4
|η0|1/2|a|−1| f (m)|−1/2 (13)
so
|L(T kη0(m))| ≤ |η0|1/2| f (m)|1/2 (14)
giving the first inequality. 
We recall that an element n ∈ M is represented by a quadratic form f overM if there exists m ∈ M such that
f (m) = n. Now we show that if the equation f (x¯) = n 6= 0 is solvable in M then we can bound the size of the
smallest solution.
Theorem 5.11. There is a polynomial Q in five variables with integer coefficients such that over any model M of
I∆0 + Ω1 if f (x, y) = ax2 + bxy + cy2 is a quadratic form as in the previous lemma, of positive discriminant
D > 0, with D not a square, and η0 is the fundamental solution of the Pell equation x2 − Dy2 = 1, if there exist
m1,m2, n ∈M satisfying f (m1,m2) = n then there exist u, v such that f (u, v) = n and |u|, |v| < Q(a, b, c, η0, n).
Proof. From (2) of Lemma 5.6 it follows f (T iη0(m)) = f (m) = n for all i’s for which ηi0 is defined. Lemma 5.10
guarantees the existence of k such that |L(T kη0(m))| ≤ |η0 f (m)|1/2 = |η0n|1/2 and |M(T kη0(m))| < 4|a||η0 f (m)|1/2 =
4|a||η0n|1/2. We now estimate the size of the coordinates of T kη0(m) in terms of a, b, c and η0. Let L(T kη0(m)) = s
and M(T kη0(m)) = t with |s| < |η0n|1/2 and |t | < 4|a||η0n|1/2. Recalling that L(x¯) = 2ax + by +
√
Dy and
M(x¯) = 2ax + by −√Dy we have to solve the system{
2ax + by +√Dy = s
2ax + by −√Dy = t.
Since a 6= 0 the system has a unique solution(
u
v
)
= A−1
(
s
t
)
where A is the matrix associated to the system with det (A) = −4a√D. From estimates on the entries of A we get
that
|u| = 1
4|a|√D
∣∣∣(b −√D) s − (b +√D) t∣∣∣ ≤ 4|a||η0n|1/2√D
4|a|√D = |η0n|
1/2 and
|v| = | − 2as + 2at |
4|a|√D ≤
(|2as| + |2at |)
4|a|√D ≤
5|a||η0n|1/2
2
√
D
. 
Corollary 5.12. The property of an element n ∈ M to be representable by an indefinite quadratic form f is ∆0-
definable in η0, uniformly whenever this exists.
We are now in a position to show that for a fixed positive discriminant D, under the hypothesis of the existence of
a non trivial solution of the Pell equation determined by the discriminant, the equivalence relation among anisotropic
indefinite quadratic forms of discriminant D is ∆0-definable.
Theorem 5.13. There is a polynomial P in seven variables such that if f (x, y) = ax2 + bxy + cy2 and g(x, y) =
αx2 + βxy + γ y2 are anisotropic quadratic forms with the same positive discriminant D, a, α 6= 0 and η0 is the
fundamental solution of the Pell equation x2 − Dy2 = 1, D not a square, then f and g areM-equivalent if and only
if f and g areM-equivalent via an invertible matrix with entries bounded by P(a, b, c, α, β, γ, η0).
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Proof. One implication is obvious. For the other, first of all notice that by Lemma 5.6
f
(
T kη0
(
p q
r s
)(
x
y
))
= f
((
p q
r s
)(
x
y
))
(15)
for any p, q, r, s and for any k for which ηk0 is defined. Suppose now that f and g areM-equivalent then there is an
invertible matrix
B =
(
p q
r s
)
such that det (B) = ±1 and f (px + qy, r x + sy) = g(x, y). Consider now m = (1, 0) and get f (p, r) = g(1, 0) =
α 6= 0. By Theorem 5.11 we can find k such that ηk0 is defined and f (T kη0(p, r)) = α, and if p′, r ′ are the coordinates
of T kη0(p, r) we have p
′, r ′ ≤ Q(a, b, c, η0, α).
We want now q ′, s′ bounded in terms of the coefficients of f and g, and η0 such that
f
((
p′ q ′
r ′ s′
)(
x
y
))
= g(x, y) (16)
and p′s′−q ′r ′ = ±1. From this last condition (in either assumptions p′s′−q ′r ′ = ±1) we can bound q ′ quadratically
in terms of s′ and p′, so it is enough to bound the size of s′, and since (16) is a quadratic equation in s′ with coefficients
inM, we get bounds for |s′| in terms of a, b, c, α, β, γ, η0. 
Corollary 5.14. Let M be a model of I∆0 + Ω1, and D ∈ M, D > 0 not a square. If a non trivial solution of
the Pell equation x2 − Dy2 = 1 exists then the equivalence relation among anisotropic indefinite quadratic forms of
discriminant D is ∆0-definable.
Proof. Let f and g be two anisotropic indefinite forms of discriminant D. Suppose that f and g are equivalent, then
by Theorem 5.13 they are equivalent via a matrix whose coefficients are all bounded in terms of the coefficients of f
and g and the fundamental solution of the Pell equation x2 − Dy2 = 1. 
The remaining cases, i.e. isotropic indefinite forms and definite forms are examined in the following subsections.
As we will show in these remaining cases the equivalence relation is ∆0-definable independently of any assumptions
on the discriminant being Pellian.
5.3. Definite forms
We first consider the case of positive definite forms, where a more geometrical argument is needed. Unless
otherwise stated, all forms in this section are assumed positive definite. We will show that each form is equivalent
to a reduced form. The notion of reduced form is due to Minkowski, and it is usually given for any n number of
variables but here we do not need it in full generality and we give the definition only for n = 2 (where it is essentially
in Gauss [6]).
Definition 5.15. A definite positive form f (x, y) is said to be reduced if f (1, 0) ≤ f (u, v) for all primitive vectors
(u, v), and f (0, 1) ≤ f (u, v) for all vectors (u, v) linearly independent from (1, 0) (equivalently, for all (u, v) with
v 6= 0).
The idea is that the value taken by the reduced form on (1, 0) is the smallest value taken by the form and f (0, 1) is
the smallest value taken by the form on the vectors that together with (1, 0) form a basis.
For n = 2 a reduced form can be characterized purely in terms of its coefficients over I∆0 as follows:
f (x, y) = ax2 + bxy + cy2 is a reduced form if and only if |b| ≤ a ≤ c. (17)
Remark. From the above inequalities we see that all the coefficients of a reduced form are bounded by the
discriminant. It is enough to show that c ≤ |D| = 4ac−b2. If not, then 4ac−b2 < c, and we have b2 > c(4a−1) > a2,
which is a contradiction, using (17).
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Theorem 5.16. Let f (x, y) be a positive definite form. Then there is a reduced form g(x, y) which is equivalent to f .
Moreover, the coefficients of g and of the matrix giving the equivalence are uniformly bounded by polynomials in the
coefficients of f .
Proof. If f (x, y) = ax2+bxy+ cy2 then f (1, 0) = a, and necessarily a > 0. Consider the set Ea in the real closure
of the model, Ea = {(u, v) : f (u, v) ≤ a}. Since Ea is an ellipse the coordinates of the vectors in Ea can be bounded
by certain polynomials in the coefficients of f , which we now fix. Consider the ∆0-definable subset ofM
{k : 0 < k ≤ a, f (u, v) = k for some (u, v) ∈M2}
(notice that necessarily (u, v) ∈ Ea) and let k1 be its minimum. Let b1 be the minimum of Ea with respect to the
lexicographical order such that f (b1) = k1. (If a is the minimum value taken by f then consider b1 the minimum
of Ea with respect to the lexicographical order such that f (b1) = a.) Notice that b1 is primitive since k1 is minimal.
Now consider the set Xb1 of the b’s such that b1, b is a basis and the coordinates of b are bounded by the previously
fixed polynomials in terms of the coordinates of b1. Xb1 is∆0-definable and non empty (see Lemma 4.2). Take b1,0 in
Xb1 , and let k0 = f (b1,0). Work now in the ellipse Ek0 . Let k2 be the least value taken by f on a vector b2 in Ek0 and
which together with b1 form a basis. (Notice that Ek1 ⊆ Ek0 .) Now let b2∗ be lexicographically minimal with respect
to this property. Then the form g(x, y) = f (xb1+ yb2∗) is reduced andM-equivalent to f . Note that the coefficients
of g and of the matrix giving the equivalence between f and g are uniformly polynomially bounded in terms of the
coefficients of f since the coordinates of the vectors b1, b2
∗
are. 
We need the following crucial result.
Theorem 5.17. Let f (x, y) and f (T (x, y)) be reduced forms, where T is unimodular. Then the coefficients of T are
all bounded by a polynomial in D the discriminant of f .
Proof. Let f (x, y) = ax2 + bxy + cy2 with |b| ≤ a ≤ c, and let
T =
(
r s
u v
)
with rv − su = 1. (18)
It is convenient to write explicitly the expression of f (T (x, y)) in order to estimate the coefficients. So we have
f (T (x, y)) = f (r x + sy, ux + vy) = a(r x + sy)2 + b(r x + sy)(ux + vy)+ c(ux + vy)2
= (ar2 + bru + cu2)x2 + (2ars + b(rv + su)+ 2cuv)xy + (as2 + bsv + cv2)y2.
Since f (T (x, y)) is reduced the following inequalities are true
|(2ars + b(rv + su)+ 2cuv)| ≤ (ar2 + bru + cu2) ≤ (as2 + bsv + cv2). (19)
From the remark above we have that all coefficients of f (T (x, y)) are bounded by |D|, so 0 < as2+bsv+cv2 ≤ |D|.
If |v| ≤ |s| then |D| ≥ s2(a + b( vs ) + c( vs )2) ≥ s2 since 0 < as2 + bsv + cv2. The last inequality implies that
|s| ≤ √|D|. We are assuming v ≤ s so we have a bound also for v. If v ≥ s we proceed in the same way, getting first
a bound for |v|. We repeat the same proof for r and u. 
Now we are in a position to prove that also in the case of positive definite forms the equivalence relation is ∆0-
definable. More precisely we have the following result.
Corollary 5.18. Let f and g be two positive definite forms. f is M-equivalent to g if and only if they are M-
equivalent via an invertible matrix whose coefficients are uniformly bounded by polynomials in the coefficients of the
two forms.
Proof. From Theorem 5.16 it follows that both f and g areM-equivalent to reduced forms whose coefficients are
uniformly bounded by the coefficients of f and g, and moreover, the invertible matrices which give the equivalences
have also the coefficients uniformly bounded in terms of the coefficients of f and g, respectively. So without loss of
generality we can suppose that f and g are reduced forms. Suppose f and g areM-equivalent via the matrix T , i.e.
g(x, y) = f (T (x, y)). By Theorem 5.17 the matrix T has all coefficients bounded by a constant C depending only
on the discriminant of the forms. 
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If f is negative definite then work with − f , and repeat the same proofs.
5.4. Isotropic forms
We now consider the problem of defining the M-equivalence relation between two isotropic forms f (x, y) =
ax2 + bxy + cy2 and g(x, y) = αx2 + βxy + γ y2 in a ∆0-way. We assume f and g primitive.
Notice that it cannot happen that regular forms are both isotropic and definite. In this section we will be dealing
only with regular forms which are both isotropic and indefinite, i.e. the discriminant is a non-zero square.
Let D be the discriminant of the forms. In this case
√
D is an element ofM. We use now the following lemma in
[12], which has an easy algebraic proof. For completeness we do it also in our setting.
Lemma 5.19. In the setting as before, the binary form is a product of linear factors if and only if the discriminant is
a square.
Proof. If a = 0 then the discriminant of f is b2 and f (x, y) = bxy + cy2 = y(bx + cy). So we can assume a 6= 0
and let D be the discriminant of f . We have
4a f (x, y) =
(
2ax +
(
b −√D
)
y
) (
2ax +
(
b +√D
)
y
)
.
A simple calculation shows that 4a divides gcd(2a, b−√D)gcd(2a, b+√D). So f is the product of linear factors
with coefficients inM.
Conversely, if f (x, y) = (r x+ sy)(zx+wy) then the discriminant of f is (rw+ sz)2−4rszw = (rw− sz)2. 
Without loss of generality we can assume that
f (x, y) = U1(x, y)V1(x, y) and g(x, y) = U2(x, y)V2(x, y)
where U1(x, y) = u1x + r1y, V1(x, y) = v1x + w1y, U2(x, y) = u2x + r2y and V2(x, y) = v2x + w2y.
Suppose f and g are M-equivalent, so there is a unimodular matrix T such that f (T (x, y)) = g(x, y).
So g(x, y) = f (T (x, y)) = U1(T (x, y))V1(T (x, y)) and by unique factorization of M[x, y], we have that
U1(T (x, y)) = U2(x, y) and V1(T (x, y)) = V2(x, y) (this is without loss of generality since we may switch U2
and V2). In matrix notation we can express the previous relations as follows(
u1 r1
v1 w1
)
T =
(
u2 r2
v2 w2
)
. (20)
Let
A =
(
u1 r1
v1 w1
)
. (21)
If det(A) = 0 then simple algebraic calculations show that f (x, y) = (u1x + r1y)2 and g(x, y) = (u2x + r2y)2
which imply the forms are non regular, and we are not considering these forms.
So without loss of generality we can assume det(A) 6= 0, and we get
T =
(
u1 r1
v1 w1
)−1 (u2 r2
v2 w2
)
. (22)
So one can bound the coefficients of T in terms of polynomials in the coefficients of U1, V1, U2 and V2, which are
related to the coefficients of the forms f and g. 
6. Finiteness theorem
Gauss showed in [6] that for a fixed determinant there are only finitely many equivalence classes relative to proper
equivalence. The following theorem is an analogue in our setting.
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Theorem 6.1. LetM be a model of I∆0 + Ω1, and d ∈M. There is a fixed polynomial P(x) over Z such that any
quadratic form of determinant d is properlyM-equivalent to a form with the same determinant but whose coefficients
are all bounded by P(d).
In the classical case the crucial step in the proof of Theorem 6.1 is the following lemma.
Lemma 6.2. LetM be a model of I∆0 + Ω1. There exists a constant C ∈ M such that for any regular quadratic
form f (x, y) of determinant d there is (u, v) ∈M2 satisfying f (u, v) 6= 0 and | f (u, v)| ≤ C√|d|.
This in turn is deduced, quite formally in [2], from a lemma saying that for any regular quadratic form there is
an integral vector on which the form attains the minimum of the absolute values of its non zero values at integers.
The proof of the latter uses Σ1-induction, so we cannot reproduce it in our context. We are obliged to break the proof
of Lemma 6.2 into different cases according to the nature of the form. As for the definability issues, we need to
distinguish the following three cases:
1. f is anisotropic indefinite
2. f is definite
3. f is isotropic indefinite.
In cases 2 and 3 we derive Lemma 6.2 formally from the following
Lemma 6.3 (Minimum Principle). For any regular definite or isotropic indefinite form f the set {| f (v)| : | f (v)| 6=
0 and v ∈M} has a minimum.
The proof of Lemma 6.2 in the case of regular anisotropic indefinite forms needs a different argument which uses
continued fractions.
We do not know if Lemma 6.3 can be proved for anisotropic indefinite forms in I∆0 + Ω1.
6.1. Proof of Lemma 6.2 for anisotropic indefinite forms
In this case we prove Lemma 6.2 by using the continued fraction approximations of a quadratic irrational, adapting
to I∆0 + Ω1 the classical treatment to be found e.g. in Hardy and Wright [5] and in Khintchine in [7].
The proofs in the other two cases are elementary, following an argument on page 136 of [2].
The strategy is as follows. Let f (x, y) = ax2+bxy+cy2 be a regular anisotropic indefinite form. Note that a 6= 0.
It is convenient to write
f (x, y) = ay2
((
x
y
)2
+ b
a
x
y
+ c
a
)
= ay2
(
x
y
− θ
)(
x
y
− θ¯
)
, (23)
where θ = −b+
√
b2−4ac
2a . Now we use continued fractions approximating θ in order to determine a pair (u, v) such that
the absolute value of f (u, v) is bounded by C
√|d|, for some constant C . The following equalities and inequalities
are clear∣∣∣∣ xy − θ¯
∣∣∣∣ = ∣∣∣∣ xy − θ + θ − θ¯
∣∣∣∣ ≤ ∣∣∣∣ xy − θ
∣∣∣∣+ ∣∣θ − θ¯ ∣∣ = ∣∣∣∣ xy − θ
∣∣∣∣+ ∣∣∣∣2√|d|a
∣∣∣∣ . (24)
Then, using (23), we have
| f (x, y)| ≤ |a|y2
∣∣∣∣ xy − θ
∣∣∣∣ (∣∣∣∣ xy − θ
∣∣∣∣+ ∣∣∣∣2√|d|a
∣∣∣∣) . (25)
Suppose we get u, v ∈M with v2 > |a|, and | u
v
− θ | < 1
v2
. Then we have
| f (u, v)| ≤ |a|v2 1
v2
(
1
v2
+
∣∣∣∣2√|d|a
∣∣∣∣) ≤ 1+ 2√|d| < 3√|d|. (26)
Classically one can get u
v
by various methods. One is via Dirichlet’s Theorem using the Pigeon-Hole Principle.
Though a variant of the basic argument is possible usingΩ1 (see [3]), it seems tricky to iterate this to get a v sufficiently
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big to meet our requirements given above. Another method is via continued fractions. We can make this work here,
but only by using the quadratic nature of θ .
We now sketch the idea, in the expectation of giving a more general treatment elsewhere.
In [5] one starts with a real θ , which we restrict here to be a quadratic irrational, a root of
ax2 + bx + c, a, b, c ∈M, (a, b, c) = 1.
One defines sequences an, a′n, pn, qn, An, Bn,Cn by recursion on n. In our context there are methods for doing a
recursion only if the length of the sequence is logarithmic and the entries of the sequence are uniformly bounded, see
[11]. The (u, v) we seek is one of the (pn, qn) sequence. Classically the qn’s are increasing, so if we can do this in
our setting (over a certain range) it will suffice to use
√|a| as a bound for all but the last qn we consider. We will use
similar bounds for pn’s. Hardy and Wright provide explicit bounds for An, Bn,Cn , and thereby for an, a′n .
The definitions are:
a0 = [θ ], a′0 = θ , ξ0 = θ − a0, where for θ algebraic overM[θ ] is the integer part of θ , which is well-defined sinceM is a model of open induction;
a′1 = 1ξ0 , a1 = [a′1], ξ1 = a′1 − a1;
a′n+1 = 1ξn , an+1 = [a′n+1], ξn+1 = a′n+1 − an+1;
p0 = a0, q0 = 1
pn+1 = an+1 pn + pn−1 and qn+1 = an+1qn + qn−1 for n ≥ 1.
Without further recursion the following three sequences are then defined:
An = ap2n−1 + bpn−1qn−1 + cq2n−1 for n ≥ 1,
Bn = 2apn−1 pn−2 + b(pn−1qn−2 + pn−2qn−1)+ 2cqn−1qn−2 for n ≥ 2,
Cn = ap2n−2 + bpn−2qn−2 + cq2n−2 for n ≥ 2.
The An , Bn and Cn are significant only for quadratic θ since they give the coefficients of a polynomial of degree 2
which has a′n as a root,
An(a′n)2 + Bna′n + Cn = 0 for all n ≥ 2. (27)
This depends on
θ = a
′
n pn−1 + pn−2
a′nqn−1 + qn−2
for n ≥ 2. (28)
The latter is readily proved formally from the recursion equations as is∣∣∣∣θ − pnqn
∣∣∣∣ < 1q2n .
That is, if we have an, a′n, pn, qn defined and (28) holds, and we define an+1, a′n+1, pn+1, qn+1 by the recursion laws
then (28) holds for n + 1. Then by pure algebra one gets the estimates
|An+1| ≤ |2aθ | + |a| + |b|,
|B2n+1| ≤ 4(2|aθ | + |a| + |b|)2 + |b2 − 4ac||Cn+1| ≤ |2aθ | + |a| + |b|.
(29)
For n = 0, A0 = a, B0 = b and C0 = c. For n = 1 A1, B1 and C1 are computed as follows:
a(θ − a0)2 = aθ2 − 2θa0 + aa20 = −bθ − c − 2θa0 + aa20 = θ(−b − 2a0)− c − aa20 , so
0 = a(θ − a0)2 + θ(b + 2a0)+ c + aa20 = a(θ − a0)2 + (θ − a0)(b + 2a0)+ a0(b + 2a0)+ c + aa20
and dividing by (θ − a0)2 we get
A1 = a0(b + 2a0)+ c + aa20 , B1 = b + 2a0 and C1 = a.
The absolute values of An’s, Bn’s and Cn’s are bounded by quantities independent of n. By multiplying by An from
(27) it follows that Ana′n is an algebraic integer. The quadratic formula gives its coordinates in terms of 1 and
√
D
which may be rationals, and are bounded in terms of the discriminant b2 − 4ac = D (see [5]). Dividing by An we get
uniform bounds for the numerator and denominator of a′n .
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On the other hand, the pn , qn grow more rapidly. Indeed, we want to get a qn >
√|a|. But formally again
|qnθ − pn| < 1, so |pn| ≤ |qn||θ | + 1 giving a suitable bound√|a||θ | + 1 for pn , if |qn| ≤ √|a|.
So the plan is to construct by recursion a sequence of quadruples (an, a′n, pn, qn) satisfying the recursion equations,
and insisting on two things:
(i) |an|, |a′n| ≤ Γ , |qn| ≤
√|a| and |pn| ≤ |qn||θ | + 1;
(ii) the range of n is up to n0 where n0 is logarithmic, i.e. 2n0 is defined.
One wants to do a recursion as long as possible, satisfying the recursion equations and the bounds. One readily
shows that each an ≥ 1, each a′n ≥ 1, qn+1 > qn , and that the estimates of [5] in 10.7 hold. In particular,
qn = anqn−1 + qn−2 holds for n ≥ 2.
Thus qn+2 ≥ qn+1 + qn ≥ 2qn + qn−1 for n ≥ 1, so qn+2 ≥ 2qn . So if n is logarithmic, qn ≥ 2 n−12 . All this
is provided we have kept bounds on an, a′n, pn, qn . Fix n0 = log2 |a| + 1. Now we consider sequences of length
≤ n0, with entries 4-tuples (ai , a′i , pi , qi ) with ai , a′i ≤ Γ , qi ≤
√|a|, pi ≤ √|a||θ | + 1, and satisfying the recursion
conditions. By ∆0(#)-induction, there is one of maximal length, n1 say. The corresponding qn with n ≤ n1 are
increasing with qn ≥ 2 n−12 .
Claim. n1 < n0.
If not, qn1 ≥ qn0 ≥ 2
n0−1
2 = 2 log2 |a|2 = √|a|, and we are done.
So n1 < n0. We have an, a′n, pn, qn defined for n ≤ n1. Now define them for n = n1 + 1 ≤ n0, using the
recursion rules. It must happen that one of an1+1, a′n1+1, pn1+1, qn1+1 no longer is bounded as required. But clearly
the an1+1, a′n1+1 remain below the formal bound got via An, Bn,Cn , as in [5]. And since the approximation persists,
giving∣∣∣∣θ − pnqn
∣∣∣∣ < 1q2n ,
pn will meet its bound constraint if qn does. So qn does not meet its bound constraint, so qn >
√|a|.
6.2. Proof of Lemma 6.2 for the remaining cases
For the proof of Lemma 6.2 in the case of definite or isotropic indefinite forms, we have first to prove the Minimum
Principle lemma.
Proof of Lemma 6.3. Case 1. Suppose f is definite, and without loss of generality positive definite. This is already
done in the first lines of the proof of Theorem 5.16 in the discussion of ellipses. The element k1 ofM in that proof is
the minimum of the form.
Case 2. Suppose f is isotropic (indefinite). If a 6= 0 and D is a square, we factor f as f (x, y) = U (x, y)V (x, y),
where U and V are linear factors. As usual, f takes the value a. So if | f (x, y)| ≤ |a| then |U (x, y)| ≤ |a| and
|V (x, y)| ≤ |a| for (x, y) ∈ M2. Also in this case the set E|a| = {v : 0 < | f (v)| ≤ |a|} is ∆0-definable since
the coordinates of v are bounded in terms of the coefficients of U and V , which in turn are bounded in terms of the
coefficients of f (see also proof of Lemma 5.19). Now we can proceed as in the previous case, and get the minimum
of the absolute values taken by f in E|a|.
If a = 0 then necessarily c 6= 0 and we can switch the role of a and c by considering an M-equivalent form
(notice that it is improperly equivalent to f but the discriminant is the same) and we proceed as above (see also proof
of Lemma 5.19). 
Proof of Lemma 6.2. Case 2. Let f be a positive definite form. By Lemma 6.3 there is m ∈M2 so that f (m) is the
minimum value taken onM2. As usual, m is primitive. By going to anM-equivalent form (see Lemma 4.3) we can
assume m = (1, 0) (i.e. f (m) is the coefficient of x2). So,
a f (x, y) =
(
ax + b
2
y
)2
+
(
ac − b
2
4
)
y2.
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Now take y = 1, so |(ac − b24 )y2| = |ac − b
2
4 | = |d|. Now pick x0 so that |ax0 + b2 | ≤ a2 , i.e. |x0 + b2a | ≤ 12 . This is
possible using only open induction. Now f (x0, 1) > 0, and by minimality of a, f (x0, 1) ≥ a. So a f (x0, 1) ≤ a24 +|d|,
hence a2 ≤ a24 + |d|, and so f (1, 0) = a ≤
√
4
3 |d|. In this case we have Lemma 6.2 with constant C =
√
4
3 . (This
proof is modelled on the proof of Cassels on page 136.)
If f is negative definite then we can work with − f and the same argument works.
Case 3. Suppose f is isotropic, and so indefinite. The argument for case 2 works with the same constant considering
absolute values.
Thus we have Lemma 6.2 in all cases, and now we proceed to the proof of Theorem 6.1. For all cases we will
consider the constant C of Lemma 6.2 equal to 3 in order to have the same bound for all regular forms.
6.3. Proof of the Finiteness Theorem
Now our Lemma 6.2 implies Theorem 6.1. The argument is taken from Cassels page 136 where he proves his
Lemma 3.2.
Proof of Theorem 6.1. Let (u, v) the vector of Lemma 6.2, and let h = f (u, v). We can assume that (u, v) is
primitive. Indeed, if (u, v) = k(u′, v′) for some k > 1 then 0 6= | f (u′, v′)| < | f (u, v)|, and we take (u′, v′).
Let (u, v) be the first vector in a basis. The form is then equivalent to f ∗(x, y) = hx2 + βxy + γ y2 for
some β, γ , with β2 − 4hγ = D = −4d (see Lemma 4.3), and we will work with f ∗ instead of f . We have
h f ∗(x, y) = h2x2 + hβxy + hγ y2 = (hx + β2 y)2 + (β2 − hγ )y2. Now we make a substitution in order to obtain
a form equivalent to f ∗ whose coefficients are all bounded in terms of d. Consider the transformation fixing y and
sending x 7→ x + r y, for a suitable r ∈M. We have
h f (x, y) =
(
h(x − r y)+ β
2
y
)2
+ dy2 = h2x2 + 2h
(
β
2
− hr
)
xy +
((
β
2
− hr
)2
+ d
)
y2.
Choose r such that |β2 − hr | ≤ |h|, and this is for r > β2h . From Lemma 6.2 we have h2 ≤ 9|d|. So we have
1
h
((
β
2
− hr
)2
+ d
)
≤
(
β
2
− hr
)2
+ d ≤ h2 + d ≤ 9|d| + d ≤ 10|d|.
So we have found an equivalent form whose coefficients are all bounded in terms of d. Hence we have at most
h(2h)(10|d|) ≤ (3√|d|)2(3√|d|)10|d| = 180d2 possibilities for the coefficients of a form equivalent to f ∗, and
hence to f .
The Finiteness Theorem says that there is a definable 1− 1 map from the set of equivalence classes into an initial
segment ofM which is bounded by 180d2. Notice that we do not know if the equivalence classes are in definable
bijective correspondence with an initial segment of the model. Thus we are far from having a “∆0 cardinality” for the
set of equivalence classes.
7. Composition of binary forms
In this section we establish the existence of a group law on the set of equivalence classes of properM-equivalence.
We will use, following Cassels, the notation f = [a, b, c] to denote the form f (x, y) = ax2 + bxy + cy2.
Henceforward, all forms are primitive. We recall that f ∼ g means that f and g are properly equivalent. Notice
that the set of primitive forms of discriminant D is ∆0 in terms of the coefficients, but ∼ is not in general ∆0 as we
showed in Section 5.
We are going to define a ∆0-binary operation (uniformly in D) on the primitive forms of discriminant D. Most of
the discussion works over rather general rings, but we postpone this generalization to the second paper in our series.
We simply follow Cassels from page 334.
Lemma 7.1. Let f be a primitive form and m any element ofM. Then f represents an integer prime to m.
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Proof. Let f = [a, b, c]. If p is a prime not dividing a, and p divides y and p does not divide x then f (x, y) is prime
to p. If p does not divide c a similar argument works. If instead p divides both a and c then necessarily p does not
divide b since f is primitive. If p divides a and c, but neither x nor y, then f (x, y) is prime to p.
Now we can apply this remark to all primes p dividing m (this is a bounded ∆0-definable set), and use the ∆0
Chinese Remainder Theorem (see [3]) to get u, v such that f (u, v) is prime to m. 
Lemma 7.2. Suppose that [a1, b, c1] ∼ [a2, b, c2] with each form primitive. Let l be inM with l dividing both c1 and
c2, and gcd(a1, a2, l) = 1. Then [la1, b, l−1c1] ∼ [la2, b, l−1c2].
Proof. The argument in [2] is completely formal and can be carried out in our setting. 
7.1. Concordant forms
In a form [a, b, c] the value of c is uniquely determined by the values of a, b and the discriminant D. So we will
write [a, b, ∗] for the primitive form [a, b, c] when the value of c does not need to be specified.
Definition 7.3. Two primitive forms [a1, b1, c1] and [a2, b2, c2] of the same discriminant D are concordant if the
following ∆0-conditions hold:
(i) a1a2 6= 0
(ii) b1 = b2
(iii) a1|c2 and a2|c1.
Notice that if gcd(a1, a2) = 1 then condition (iii) is redundant. For D−b24 = a1c1 = a2c2.
Definition 7.4. Let f1 = [a1, b, ∗] and f2 = [a2, b, ∗] be two primitive concordant forms of discriminant D. We
define the composition of f1 and f2 as the unique form f3 = [a1a2, b, ∗] of discriminant D.
Notice that from (iii) of Definition 7.3 it follows that f3 is integral overM. Moreover, f3 is primitive too, for its ∗
is actually c1a2 =
c2
a1
, where c1 and c2 are the ∗ for f1 and f2 respectively. If a prime p divides a1a2, b and ∗ = c1a2 then
p divides c1 and from primitivity of f1 it follows that p divides a2. But now consider ∗ = c2a1 and from p dividing c2
get a contradiction with primitivity of f2.
Clearly, composition of concordant forms is a ∆0-condition.
Lemma 7.5. Let C1, C2 be proper-equivalence classes of primitive forms of discriminant D 6= 0. Then there are
concordant forms g j = [a j , b, ∗] ∈ C j , with j = 1, 2, and moreover g j ’s can be chosen so that gcd(a1, a2) = 1 and
for any given m ∈M, gcd(a1,m) = gcd(a2,m) = 1.
Proof. Let m ∈ M. By Lemma 7.1, forms in C1 represent some a1 prime to m, and forms in C2 represent some a2
prime to a1m. Thus by Lemma 4.3 there are forms gi = [ai , bi , ∗] in Ci , i = 1, 2. Consider the transformations
x → x + ni y
y → y
for i = 1, 2. Using the unimodular matrices associated to them, the forms gi are equivalent to forms with central
coefficient b∗i = bi + 2aini , for i = 1, 2. We want to make b∗1 = b∗2 . Note that D = b2i − 4aici , so bi ≡ D (mod 2),
and so b1 − b2 is even. Since we can choose a1, a2 coprime, we can find n1, n2 such that 12 (b1 − b2) = a2n2 − a1n1
(use Bezout’s identity). 
If C1 and C2 are the classes of some forms h1, h2 then the concordant forms g1, g2 in the classes C1 and C2,
respectively, are found in a ∆0-way from h1, h2, as are n1, n2.
Lemma 7.6. Let C1 and C2 be proper-equivalence classes of primitive forms of discriminant D. Then there is a class
C such that if fi ∈ Ci , i = 1, 2 with f1, f2 concordant then f1 f2 ∈ C.
We call C the composition of the classes C1 and C2, i.e. C = C1C2.
Proof. Cassels’ proof goes through. Note that the fi ’s are found in a ∆0-way, as is their composition. 
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Now, just as in Cassels one proves in I∆0 + Ω1 the following
Theorem 7.7. Let GD be the set of proper-equivalence classes of primitive forms of discriminant D. Then the above
composition makes GD into an abelian group, where the neutral element C0 is the (unique) class of forms which
represent 1, and is the class of the form f0, where
f0 =
{
x2− 14Dy2 if D even
x2+ xy + 14 (1− D)y2 if D odd.
Further, the inverse C−1 is the class of forms improperly equivalent to those of C.
Concluding remarks. In the next paper we will consider in more detail the structure of GD , in particular the nature
of its squares and its elements of order 2. Moreover, we will consider the various completions ofM, namely its real
closureM∞, and its HenselizationsMp for each prime p ofM. These rings have their own theories of quadratic
forms of discriminant D, including the group structure G∞,D and Gp,D analogous to GD above. Locally, these behave
as in standard arithmetic. Moreover, there is a well-defined (M-definable) product of the local groups, and a definable
homomorphism from GD to this product. We will identify the kernel, as in the classical case, and analyze the image,
which classically is of index 2 when D is not a square. Here, again, the Pell equations problem will reappear.
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