We introduce skein theoretic techniques to compute the Yang-Baxter (YB) homology and cohomology groups of the R-matrix corresponding to the Jones polynomial. More specifically, we show that the YB operator R for Jones, normalized for homology, admits a skein decomposition R = I + βα, where α : V ⊗2 → k is a "cup" pairing map and β : k → V ⊗2 is a "cap" copairing map, and differentials in the chain complex associated to R can be decomposed into horizontal tensor concatenations of cups and caps. We apply our skein theoretic approach to determine the second and third YB homology groups, confirming a conjecture of Przytycki and Wang. Further, we compute the cohomology groups of R, and provide computations in higher dimensions that yield some annihilations of submodules.
Introduction
Yang-Baxter (YB) operators, i.e. solutions of the Yang-Baxter equation (YBE), have been first introduced and studied in Statistical Mechanics [5] , due to their connection to scattering and integrable systems. They have also played a central role in low-dimensional topology, where they are used to construct link and 3-manifold quantum invariants [9, 10] , via representations of quantum groups and certain kinds of ribbon categories. Also, the study of set-theoretic YB operators has lead to introducing cocycle invariants of links from algebraic structures such as quandles [2] .
Subsequently, homology theories for the Yang-Baxter equation have been developed and studied in relation to deformation theories [3] , and with applications to knot invariants generalizing the notion of quandle cocycle invariants [1] . In particular, in [1] a (co)homology theory for set-theoretic Yang-Baxter equation was developed. More specifically, a Yang-Baxter set is a pair (X, R), where X is a set and R : X × X → X × X is an invertible map satisfying the equation
with 1 : X → X denoting the identity map. Given a Yang-Baxter set (X, R), in [1] a (co)chain complex associated to R has been introduced, whose 2cocycles were used to produce invariants of classical and virtual knots. In [4, 6] , this homology theory was generalized to the YB operators (R-matrix) on tensor products of vector spaces (or modules):
where 1 : V → V is the identity map. They also provided an alternative diagrammatic of the chain maps that unifies the set-theoretic and tensor YBEs. In [7] it was shown that for set-theoretical case, the two homology theories are equivalent.
Also in [7] , a family of YB operators corresponding to the Jones and HOMFLYPT polynomials was considered. The original matrices were normalized in order to define chain complexes. Computer based results and a conjecture related to the R-matrix corresponding to Jones polynomial were presented. In [8] , the second homology group for the matrices corresponding to the HOMFLYPT polynomial has been computed.
The main purpose of this paper is to develop techniques to compute (co)homology groups of the YB operator corresponding to Jones polynomial. We do so by simplifying the differentials d n defining its YB homology. More specifically (Theorem 4.1) we decompose d n in terms of sums of simpler maps g k , g k , h k and h k (see Figure 11 for a diagrammatic interpretation), by using the skein relation satisfied by the normalized matrix R. As an application we explicitly give the corresponding decompositions of the differentials d n for n = 2, 3, 4 and compute the corresponding matrices and their Smith normal form, using preliminary results on g k , g k , h k and h k .
This article is organized as follows. In Section 2, we recall the definitions of Yang-Baxter differentials and related homology, normalized Kauffman bracket R-matrix and a conjecture of Przytycki and Wang. In Section 3 we show that R satisfies the skein relation R = 1 + αβ, where α is a pairing diagrammatically represented by a cup, and β is a copairing represented by a cap. We set up a diagrammatic formalism that will be used in the rest of the paper to simplify proofs and computations. In particular, we apply it to show that the normalized matrix R satisfies the YBE. Section 4 is the central part of the article. Here we show that the differentials corresponding to R, defining YB homology, can be decomposed as tensor products of certain generating maps, that are represented by horizontal concatenations of corresponding diagrams. We therefore proceed, in Section 5, to apply the skein theoretic decomposition of the differentials to compute the homology of R in low dimensions, confirming the case n = 3 of Przytycki-Wang conjecture. In Section 6 we dualize our methodology to compute low dimensional cohomology groups of R. Finally, in Section 7 we study the torsion of the homology groups in higher dimensions. Precisely, for X = (V, R) where R is the normalized matrix in [7] on a rank 2 module V , we show that for every odd n, there exists a rank 2 submodule of H n (X) that is annihilated by multiplication by y 4 − 1. For every even n, we show that there exists a rank one submodule K 1 of Z n (X) that is in the boundary group B n (X), and a rank one submodule K 2 that is annihilated by multiplication by y 2 − 1. Some of the proofs are deferred to the appendices.
Preliminary
2.1. Yang-Baxter operators and their normalization. Let V be a kmodule over a unital ring k. We say that M is a right (resp. left) V -module if there is a k-morphism (action) µ : M ⊗ V → M (resp. µ r : V ⊗ M → M ), this unusual choice of conventions comes from the fact that the right action appears in the left differential of YB homology, while the left action appears in the right differential. Below when we focus on the right action, we drop the subscript and use µ = µ . In this paper we exclusively consider the ground
An R-matrix R is said to satisfy the left wall condition if it satisfies
and the right wall condition is defined similarly. An R-matrix satisfies the wall condition if it satisfies both left and right wall conditions. The left wall condition is depicted in Figure 1 . In the figure, the V -module M is represented by the shaded vertical line, and thin lines represent V . The crossing at the left figure represents the map R, and the map λ : M ⊗ V → M is represented by merging two (shaded and thin) lines.
Figure 1. The left wall condition
Let R be an R-matrix over V ⊗ V . It is observed in [7] that for the trivial action µ (1 ⊗ e) = 1 = µ r (e ⊗ 1) for every basis vector e to satisfy the wall condition is that the matrix is column unital, i.e., the sum of entries of each column is 1. We call the procedure of making a matrix column unital the normalization.
2.2.
Yang-Baxter differentials. Let the maps
We also use the notations d s n = i d s i,n for s = l, r. These maps are diagrammatically represented in Figure 2 .
The differentials of the Yang-Baxter homology is defined by In [4, 7] , it was proved that d 2 = 0, so that d defines a chain complex called Yang-Baxter (YB) homology. The proof of this fact can be observed by diagrammatic means, and is illustrated in Figure 3 . For the R-matrix R that produces the Jones polynomial, the normalization of making R column unital has been performed in [7] , where it is shown that the normalized matrix takes the from
For the rest of the paper we focus on this specific R-matrix. Let e 1 , e 2 be the basis elements of the rank 2 free k-module V with respect to which the map R is the above matrix. Specifically, the rows and columns of R are for the basis elements e 1 ⊗ e 1 , e 1 ⊗ e 2 , e 2 ⊗ e 1 , e 2 ⊗ e 2 in this order. For this specific R-matrix , a conjecture on YB homology groups is stated in [7] as follows, where X = (V, R).
i=1 f i is the partial sum of Fibonacci sequence with f 1 = f 2 = 1 and a n is given by a 1 = 0 and 2 n = 2 + a n−1 + s n−3 + a n + s n−2 .
We note that s 0 is defined to be 1, though this may not be explicit in [7] .
Skein for the normalized Kauffman bracket R-matrix
In this section we establish a skein relation for the normalized R-matrix defined above, and define diagrammatic representations. It is not a priori the case that a normalized matrix R of a YB solution R is a YB solution, but this fact is proved in [7] . We use the skein relation to provide a diagrammatic proof of this fact. We also provide lemmas on maps that appear in the skein that will be used in later sections. Let ξ, ζ : V → V be defined by ξ(e 1 ) = y 2 e 1 , ξ(e 2 ) = e 2 , ζ(e 1 ) = e 1 , ζ(e 2 ) = y 2 e 2 . Then we have the following remark and lemma by straightforward calculations.
Remark 3.2. The maps α, ξ and ζ can be written as follows:
where i = 1, 2 and δ ij denotes the Kronecker's delta. Figure 4 . Cup, cap and zig-zag maps Straightforward computations also show the following lemma, with diagrams found in Figure 5 .
Lemma 3.4. We have the following:
(1) αβ = −(y 2 + 1),
y 2
(2) Figure 5 . A few identities It is not clear, a priori, whether the (column) normalized R-matrix satisfies the YBE. We show below that our diagrammatic approach provides a proof for this fact. shows that it is enough to prove that the second summand on the RHS of the first equality is the same as the second summand on the RHS Figure 6 . The normalized R-matrix satisfies the YBE of the second equality. Let us denote these maps V ⊗3 −→ V ⊗3 by Θ 1 and Θ 2 respectively. We can further simplify Θ i as the products Figure 7 , and a similar definition is given for Φ 2 : V ⊗3 −→ V . Using again the skein relation to the diagrammatic definitions of Φ i , i = 1, 2 and the definitions of cup/cap and zig-zag maps as in Figure 7 (where Lemma 3.4 (2) was used) we see that
and we obtain
which concludes the proof.
Remark 3.6. The modified bracket skein relation R = I + J and Theorem 3.5 implies that this R-matrix defines a braid group representation that factors through a skew Temperley-Lieb algebra STL n defined as follows.
For a positive integer n, STL n is a k-algebra (k = Q[y, y −1 ]) generated by h i , i = 1, . . . , n − 1 and relations
Diagrammatic representation of h i is to place a pair of cup and cap at the i th and (i + 1) st positions as for the Temperley-Lieb algebra (Figure 8 (A)). The first relation follows from Lemma 3.4 (1). The second relation is depicted in Figure 8 (B) which follows from Lemma 3.4 (2). These diagrammatic correspondence and computations imply that the assignment In particular, as depicted in Figure 10 , we obtain that λ r = −λ . Figure 11 . Left generators
Skein theoretic decomposition of Yang-Baxter differentials
In this section we compute a general decomposition of the differentials d n , when the Yang-Baxter operator R satisfies the skein relation R = I + J.
We introduce the maps {g i }, {g j } corresponding to the diagrams depicted in Figure 11 . Similar definitions and considerations hold for {h k } and {h t }, right differential generators. Our main objective is to show that the Yang-Baxter differentials corresponding to R = I + J can be written as described in Theorem 4.1.
Theorem 4.1. The left differential is written as
where
The n th Yang-Baxter differential decomposes as
if n is even, where all sums are over S(n).
The proof is given in Appendix A. We note that the exponents of the identity maps g 1 (= h 1 ) are even. Therefore it is not the case that all possible horizontal concatenations of generating maps appear in the decompositions.
Specializing to the case in which R is the normalized R-matrix corresponding to Jones polynomial, as in Section 3, we compute the generators g i and g i .
On basis vectors, the left generators g k and g k , with k ≥ 2, satisfy
Proof. The lemma is a direct computation using the definition of g k and g k , along with Remark 3.2. We leave this verification to the reader.
Similarly, we compute the right generators h l and h l with coefficients τ (i 1 , . . . , i k ). 
Low-dimensional differentials and homology groups
In this section we utilize the skein theoretic procedure described in Section 3, that is similar to the Kauffman bracket, to simplify the differentials and compute Yang-Baxter homology groups in low dimensions, for the normalized Yang-Baxter matrix R. We apply diagrammatic arguments in addition to appealing directly to Theorem 4.1 in order to better illustrate the procedure. Let X = (V, R) be as in Subsection 2.3. 5.1. The first differential. By definition the first differential is
5.2. The second differential. Since left and right coactions have opposite signs, it follows that the second differential is identically null, as the following lemma shows.
Lemma 5.1. We have d 2 = 0.
Proof. Diagrammatic computations are depicted in Figure 12 where the relation λ r = −λ depicted in Figure 10 is used at the last step. Alternatively, using Theorem 4.1 and Lemma 4.2 we have that d 2 = g 2 + h 2 = 0.
It follows that H 1 (X) = V from Z 1 (X) = V as noted in the preceding subsection. 0 d 2 Figure 12 . Second differential 5.3. The third differential. We now proceed to computing the third differential. Again, we provide a direct diagrammatic interpretation although the next lemma easily follows from Theorem 4.1.
Lemma 5.2. The left and right third differentials are given in terms of generators by Figure 13 give the left differential, where the left walls are abbreviated. The right differential is similar. Together we obtain d 3 as depicted in Figure 14 .
Proof. Diagrammatic computations in
Lemma 5.3. The third differential is given on basis vectors by Proof. On basis vectors e i ⊗ e j ⊗ e k , with i, j, k = 1, 2, from Lemma 4.2 and Lemma 5.2 we have Let us consider the case i = k = j. Since i + j = 3, we have y i−j+1 = y 2i−2 , y j−i = y 3−2i and (−1) i = (−1) j+1 so that d 3 (e i ⊗ e j ⊗ e i ) = −e j ⊗ e i + (−1) i y 2i−2 (e 1 ⊗ e 2 − e 2 ⊗ e 1 ) +(−1) i y 2 (e 2 ⊗ e i − e 1 ⊗ e i ) + e i ⊗ e j +(−1) i y 4−2i (e 1 ⊗ e 2 − e 2 ⊗ e 1 ) +(−1) i y 2 (e i ⊗ e 1 − e i ⊗ e 2 ).
Distinguishing the two cases i = 1 and i = 2 we easily see that either way d 3 (e i ⊗ e j ⊗ e i ) = 0. Finally, we consider i = j = k and i = j = k. In the first case, since y 5−3i+k = y 8−4i and y k−i+1 = y 4−2i we have
which is readily seen to be zero when i = 2 and equal to (1 − y 4 )e 1 ⊗ e 1 + (y 2 − 1)e 1 ⊗ e 2 + y 2 (y 2 − 1)e 2 ⊗ e 1 when i = 1. Similarly, i = j = k gives zero when k = 1 and (1 − y 2 )e 1 ⊗ e 2 + y 2 (1 − y 2 )e 2 ⊗ e 1 + (y 4 − 1)e 2 ⊗ e 2 when k = 2. This concludes the proof of the lemma.
We now compute the second homology group.
Theorem 5.4. We have H 2 (X) = k 2 ⊕ k/(y 2 − 1) ⊕ k/(y 4 − 1).
Proof. From Lemma 5.3, in matrix form with columns for e 1 ⊗ e 1 ⊗ e 2 and e 1 ⊗ e 2 ⊗ e 2 , and rows for e 1 ⊗ e 1 , e 1 ⊗ e 2 , e 2 ⊗ e 1 , e 2 ⊗ e 2 in these orders, the matrix below.
Then changes of bases are performed as follows.
The right-most matrix represents the group as stated. 5.4. The fourth differential. Next we compute the fourth differential. As before we have the following.
Lemma 5.5. The left and right fourth differentials are given in terms of generators by
The diagrammatic representation of d 4 is found in Figure 15 . Figure 15 . The fourth differential Lemma 5.6. The matrix form of d 4 , with respect to the bases of V ⊗3 and V ⊗4 in lexicographic order with respect to the indices, is given by
For exposition the matrix is transposed, so that the eight columns correspond to e i ⊗ e j ⊗ e k and the rows correspond to e i ⊗ e j ⊗ e k ⊗ e . For example, the second row represents that d 4 (e 1 ⊗ e 1 ⊗ e 1 ⊗ e 2 ) = (y 6 − y 2 )e 1 ⊗ e 1 ⊗ e 1 + (y 2 − y 4 )e 1 ⊗ e 2 ⊗ e 1 + (y 4 − y 6 )e 2 ⊗ e 1 ⊗ e 1 .
Blank entries represent zeros, though some zeros are given to clarify the positions of entries.
Proof. Either by direct diagrammatic manipulation using the skein relation, or using Theorem 4.1, it follows that d 4 is represented diagrammatically as in Figure 15 . Using Lemma 4.2 we compute d 4 on basis vectors e i ⊗e j ⊗e k ⊗e l with i, j, k, l = 1, 2. We have d 4 (e i ⊗ e j ⊗ e k ⊗ e l ) = θ(k, l)e j ⊗ (e 1 ⊗ e 2 − e 2 ⊗ e 1 ) + θ(j, k, l)(e 1 ⊗ e 2 − e 2 ⊗ e 1 ) ⊗ e j +θ(i, j)(e 2 − e 1 ) ⊗ e k ⊗ e l +θ(i, j)θ(k, l)(e 2 − e 1 ) ⊗ (e 1 ⊗ e 2 − e 2 ⊗ e 1 ) +θ(i, j, k, l)(e 2 − e 1 ) ⊗ e i ⊗ e j +τ (i, j)(e 1 ⊗ e 2 − e 2 ⊗ e 1 ) ⊗ e k +τ (i, j, k)e k ⊗ (e 1 ⊗ e 2 − e 2 ⊗ e 1 ) + τ (k, l)e i ⊗ e j ⊗ (e 1 − e 2 ) +τ (i, j)τ (k, l)(e 1 ⊗ e 2 − e 2 ⊗ e 1 ) ⊗ (e 1 − e 2 ) +τ (i, j, k, l)e k ⊗ e l ⊗ (e 1 − e 2 ).
The differential can be computed directly from this formula.
We illustrate alternative computations aided by diagrams. For computing the coefficient of e 1 ⊗e 1 ⊗e 1 , we observe that the only contributions are given by four maps whose diagrams are depicted in Figure 16 . For example, the term (2) in Figure 16 represents the map λ · ξ · ξ · α, and it is seen from the diagram that the only terms that give non-zero coefficients for e 1 ⊗ e 1 ⊗ e 1 are e 1 ⊗ e 1 ⊗ e 1 ⊗ e 2 and e 1 ⊗ e 1 ⊗ e 2 ⊗ e 1 . The value for the former is computed as (λ · ξ · ξ · α)(e 1 ⊗ e 1 ⊗ e 1 ⊗ e 2 ) = (−y) · y 2 · y 2 · (−y). All the other terms are computed similarly using diagrams.
(1) Figure 16 . Sample computations of the fourth differential
We can now compute the third homology group of the Yang-Baxter operator R. 
Proof. Applying a sequence of elementary column and row operations to the matrix d 4 given in Lemma 5.6, we obtain the Smith normal form
where, for simplicity, we omit the zero columns on the right of the nontrivial diagonal. Since by Lemma 5.3 the kernel of d 3 is six-dimensional, the assertion follows.
Yang-Baxter cohomology
Let A be an abelian group. Then by dualizing the chain complex in Subsection 2.2, we obtain a cohomology theory, called Yang-Baxter cohomoogy, with coefficients in A, and differentials written as δ n+1 : C n (X; A) → C n+1 (X; A). We denote the cohomology groups by H n (X; A). We observe that the universal coefficient theorem determines cohomology groups as follows. 
Proof. The universal coefficient theorem reads 0 −→ Ext 1 (H n (X; A) , B) −→ H n (X; B) −→ Hom(H n−1 (X, A) , B −→ 0.
We take A = B = k. Since H 1 (X; k) = k, and by Theorem 5.4, we obtain Remark 6.2. A common argument to show that a n-dimensional cohomology group is nontrivial is to exhibit a non-trivial n-cocycle θ that evaluates an n-cycle x non-trivially, θ(x) = 0. We present a diagrammatic method to do this for H 2 , even though it is already proved, with a hope that a similar technique might prove productive in higher dimensions.
Specifically, we show that α is a non-trivial 2-cocycle. Figure 17 shows that the left differential applied to α gives zero. A similar procedure is used for the right differential. By Theorem 5.4 the class represented by e 1 ⊗ e 2 is non-trivial, and we observe that α(e 1 ⊗ e 2 ) = 0. Hence α is nontrivial.
Indeed to show that α is a 2-cocycle, one could also explicitly compute
(1 − y 4 )α(e 1 ⊗ e 1 ) + (y 2 − 1)α(e 1 ⊗ e 2 ) + y 2 (y 2 − 1)α(e 2 ⊗ e 1 ) = 0 + (y 2 − 1)(−y) + y 2 (y 2 − 1)(y −1 = 0, (1 − y 2 )α(e 1 ⊗ e 2 ) + y 2 (1 − y 2 )α(e 2 ⊗ e 1 ) + (y 4 − 1)α(e 2 ⊗ e 2 ) = (1 − y 2 )(−y) + y 2 (1 − y 2 )y −1 + 0 = 0 as desired. 
Further computations in higher dimensions
In this section we exhibit some diagrammatic computations in higher dimensions and observe annihilations by specific polynomials.
For i = 1, . . . , n, let e n 1,i = e 1 ⊗ · · · ⊗ e 1 ⊗ e 2 ⊗ e 1 ⊗ · · · ⊗ e 1 where there are n factors and e 2 is at the i th position, and similarly e n 2,i = e 2 ⊗ · · · ⊗ e 2 ⊗ e 1 ⊗ e 2 ⊗ · · · ⊗ e 2 . By convention define e n j,0 = e j ⊗ · · · ⊗ e j for j = 1, 2. When understood we surpress the superscript n. Lemma 7.1. For all positive integer n, we have d n (e n j,0 ) = 0 for j = 1, 2. Proof. If any of the terms g k , g k , h k , h k , say g k for some k, that appear in Theorem 4.1 contains α, then g k (e j,0 ) = 0, since α(e j ⊗ e j ) = 0 for j = 1, 2. Hence if n is odd, the only non-zero terms in d n when evaluated by e j,0 are (g 1 g n−1 1 )(e j,0 ) = e j,0 = (h n−1 1 h 1 )(e j,0 ) and they cancel with opposite signs in d n . If n is even, then there is no term without α, hence the image vanishes. Proposition 7.2. For all positive integer n > 3 and i = 1, . . . , n, we have the following. If n is odd, then the coefficient of e n−1 1,0 and e n−1 2,0 , respectively, is non-zero for the following: d n (e 1,1 ) = (y 2 )e 1,0 , d n (e 1,2i−1 ) = (1 − y 4i−4 )e 1,0 , d n (e 1,2i ) = (y 4i−2 − y 2 )e 1,0 , d n (e 1,n ) = (1 − y 2(n−1) )e 1,0 , d n (e 2,1 ) = (y 2n−2 − 1)e 2,0 , d n (e 2,2i+1 ) = (y 2 − y 2n−4i−2 )e 2,0 d n (e 2,2i ) = (y 2n−4i − 1)e 2,0 . and zero otherwise. If n is even, then the following terms have non-zero coefficients for e n−1 1,0 and e n−1 2,0 , and zero otherwise: d n (e 1,2i−1 ) = (y 4i−2 − y 2 )e 1,0 , d n (e 1,2i ) = (1 − y 4(i−1) )e 1,0 , d n (e 2,2i−1 ) = (y 2 − y 2(n−2i+3) )e 2,0 , d n (e 2,2i ) = (y 2(n−2i+2) − 1)e 2,0 .
Proof. Since the image of β has zero coefficients for e j,0 for j = 1, 2, the only non-zero terms with e j,0 in the image are the maps described below. For odd n, the maps are g 1 g n−1 1 , g 2i+1 g n−2i−1 1 for i = 1, . . . , (n − 1)/2 (g n is the case i = (n − 1)/2), h 2i 1 h n−2i (h n is the case i = 0), h n−1 1 h 1 . For even n, the maps are g 2i g n−2i 1 for i = 1, . . . , n/2 (g n is the case i = n/2), h 2i 1 h n−2i (h n is the case i = 0). These maps are represented by diagrams in Figure 18 (1)-(4) in this order. Note that the requirement in Theorem 4.1 that the exponent of g 1 be even leads to the conditions on the parity.
The actual values can also be computed from diagrams, counting the contributions of ξ and ζ to the powers of y.
For even n and for e 1,0 , and for i = 1, . . . , n/2, we have (g 2i g n−2i 1 )(e 1,2i−1 ) = (−y)(y −1 )y 2(2i−2) e 1,0 = −y 4i−4 e 1,0 (g 2i g n−2i 1 )(e 1,2i ) = (−y)(−y)y 2(2i−2) e 1,0 = y 4i−2 e 1,0 (h 2i 1 h n−2i )(e 1,2i+1 ) = y(y −1 )e 1,0 = 1e 1,0 (h 2i 1 h n−2i )(e 1,2i+2 ) = y(−y)e 1,0 = −y 2 e 1,0 . For example, the first tensor factor of (g 2i g n−2i 1 )(e 1,2i ) comes from λ (1) = y(e 2 − e 1 ), and we look at the coefficient of e 1 , so that this map contributes (−y). Then g 2i (e 2i 1,2i contributes α(e 1 ⊗ e 2 ) = y −1 and ξ(e 1 ) 2i−2 = y 2(2i−2) .
Other terms are computed similarly with the aid of Figure 18 . From these we compute d n (e 1,2i−1 ) = (−g 2i g n−2i
h n−2i+2 )(e 1,2i−1 ) = (−y 4i−4 + 1)e 1,0 .
d n (e 1,2i ) = (−g 2i g n−2i
1 − h 2i−2 h n−2i+2 )(e 1,2i ) = (y 4i−2 − y 2 )e 1,0 .
Other cases are found in Appendix B.
(1) (2) Figure 18 . Maps with image e 1 ⊗ · · · ⊗ e 1 Corollary 7.3. For every odd n, there exists a rank 2 submodule of H n (X) that is annihilated by multiplication by y 4 − 1.
For every even n, there exists a rank 1 submodule K 1 of Z n (X) that is in the boundary group B n (X), and a rank 1 submodule K 2 that is annihilated by multiplication by y 2 − 1.
Proof. Let n be odd. Let K be the rank 2 submodule of C n (X) generated by e j ⊗ · · · ⊗ e j , j = 1, 2. By Lemma 7.1, K is in Z n (X). Since n + 1 is even, Proposition 7.2 implies that Im(d n+1 ) in the submodule generated by e 1,0 in Z n (X) is spanned by GCD{(y 4(i−1) − 1) : i = 2, . . . , (n + 1)/2}e 1,0 , and GCD{(y 4(i−1) −1) : i = 2, . . . , (n+1)/2} = y 4 −1. Similarly, Im(d n+1 ) in the submodule generated by e 2,0 in Z n (X) is spanned by GCD{(y 2(n−2i−2) − 1) : i = 2, . . . , (n + 1)/2}e 2,0 , and GCD{(y 2(n−2i−2) − 1) : i = 2, . . . , (n + 1)/2} = y 4 − 1. Hence the rank 2 submodule of Z n (X) generated by e j,0 for j = 1, 2 is annihilated by (y 4 − 1).
Let n be even. Then n + 1 is odd. Let K j be the rank 1 submodule of Z n (X) generated by e j,0 for j = 1, 2, respectively. Since d n+1 (e 1,1 ) = (y 2 )e 1,0 from Proposition 7.2 and y 2 is a unit, K 1 is in Im(d n+1 ). The submodule K 2 is annihilated by the GCD of y 2(n+1)−4i − 1 for i = 1, . . . , n/2, which is y 2 − 1. Thus the statement follows.
The statement of the preceding corollary supports Przytycki-Wang's conjecture.
Appendix A. Proof of Theorem 4.1
In this section we use µ and λ instead of µ and λ , respectively, for brevity. We need a few preliminary maps and results before proving the main theorem. First we introduce a class of operators V ⊗n −→ V ⊗n+1 whose diagrammatic interpretation is similar to the curtain differentials. Namely we set
where µ indicates the action µ : k ⊗ V −→ k. We set Ψ 0 = λ, where λ is the coaction k −→ k ⊗ V . See Figure 19 for a diagram representing Ψ n . We similarly define Ψ n , by symmetry, where we replace overpassing crossings with underpassing and the left action with the right action. Figure 19 . Diagram representing Ψ n
In the notation below, the dot · represents the horizontal concatenation of diagrams, that represents tensor product of maps. For example, if f : V → V is a map on V and 1 : V → V denotes the identity map, then f · 1 denotes f ⊗ 1 on V ⊗ V , and 1 k denotes the identity map on V ⊗k . The dot may be abbreviated.
Remark A.1. Lemmas A.2, A.4, and A.5 below are easily adapted, by symmetry, to the case of the right differentials upon exchanging Ψ n , ξ, µ and λ with Ψ n , ζ, µ r and λ r , respectively.
Lemma A.2. The left differentials d n,n can be decomposed in terms of Ψ k for all n ∈ N as follows:
Proof. The proof is by induction on n, the number of strings in the curtain representing d n,n , i.e. the number of copies of V in the domain of d n,n . The base of the induction is easily verified by direct inspection. For n = 1 the statement is in fact vacuously true, while for n = 2 it is a consequence of the skein relation. Suppose the equation holds true for all 3 ≤ n ≤ k and set n = k + 1. Making use of the skein relation we can write
See Figure 20 for diagrams. Applying the inductive hypothesis to d k,k we obtain We now define the sets Γ (n,n+2) and Λ (m,m) of diagrams representing maps that will be used to decompose the operators Ψ n . In general the double superscripts M (m,n) indicates that the set includes maps V ⊗m → V ⊗n . We set (see Figure 21 ):
Remark A.3. It can be seen that the unions defining Γ (n,n+2) and Λ (n,n) are in fact disjoint. (2, 2) , Λ 
Proof. Recall that we use abbreviation µ = µ and λ = λ. The proof utilizes induction and Lemma A.2. A direct inspection shows that the equation holds for n = 1, 2. Indeed by using the skein relation we have
and it follows that the statement holds true for n = 1, 2. Let us now assume that Ψ n is of the form given in the statement for all 2 ≤ n ≤ k and let n = k + 1. Applying the skein relation once to Ψ k+1 we obtain
See Figure 22 for the diagrams.
... ... ... 
We now apply the inductive hypothesis to obtain
Using the inductive definition of Γ (n,n+2) and Λ (m,m) we conclude that
which concludes the proof of the lemma.
Lemma A.5. The left differential d n can be written in terms of Ψ i as follows:
Proof. Suppose first that n is even and let n = 2k for some k. By definition we have
Since n is even, we can group the terms d i,i · 1 n−i in pairs of consecutive summands 2i and 2i + 1 for i = 0, . . . , k. Applying the skein relation to the (2i) th term, we obtain that, for all i, d 2i,2i = d 2i−1,2i−1 + Ψ 2i−2 · α.
Here we recall that Ψ 0 = λ. Putting all terms of the left-hand side of −d 2i−1,2i−1 + d 2i,2i = Ψ 2i−2 · α together and using the fact that consecutive terms appear with opposite signs, we complete the proof for the case n even. If n = 2k + 1 is odd, we proceed similarly by grouping in pairs the terms d 2j,2j and d 2j+1,2j+1 for j = 1, . . . , k.
Proof of Theorem 4.1. We first consider the case n = 2s for some s. Since inn Lemma 5.1 below we show that d 2 = 0, we assume that s ≥ 2. From Lemma A.5 we have
Using Lemma A.4 we can rewrite it as
To complete the proof of the first assertion with even n, it would suffice to show that for each i = 2, . . . , s
where, noting 2k = n = 2i, S (n) = {(i 0 , i 1 , . . . , i h ; k(1), . . . , k(h)) | i h = 1, i 0 + i
Since n − 2i = 2s − 2i is even for all i = 2, . . . , s, g 1 = µ by definition and g i 0 contains a factor of λ for each i 0 ≥ 2, the last equality is a consequence of the two set-theoretic equalities:
for all n, where g k(1)
can be empty in the second last line. We therefore proceed to prove the first equality by induction. First observe that by definition, for = 1, we have
It is easy to see by direct inspection that {g k(1)
So the basis of induction holds true. Let us now assume the the equality holds for all smaller than or equal to r, and suppose = r + 1. We want to show the inclusion Γ (r+1,r+3) · α ⊂ S 1 (r + 1).
Let ψ ∈ Γ (r+1,r+3) . From the Equality 1, we distinguish three cases
In the last case it is clear that ψα = 1 r+1 βα ∈ S 1 (r + 1). In the second case, ψ is equal to ψ ·α1 m−2 β, for ψ ∈ Γ (r+1−m,r+3−m) for some m = 2, . . . , r −1.
Then ψ · α = ψ · α · 1 m−2 βα ∈ S 1 (r + 1) since 1 m−2 βα ∈ S 1 (m), ψ · α ∈ S 1 (r − m + 1) by inductive hypothesis and S 1 (n) · S 1 (m) ⊂ S 1 (n + m) for all n, m.
Lastly, if ψ ∈ Γ (r,r+2) ·ξ we can write ψ ·α = p 1 ·ξ ·α for some p 1 ∈ Γ (r,r+2) . We again distinguish three subcases depending on which of the three cases p 1 belongs to. As before, we see that if p 1 is not in Γ (r−1,r+1) · ξ we easily have that ψ · α ∈ S 1 (r + 1). Otherwise we can write ψ · α = p 2 · ξξ · α. So proceeding, at each step we have that either ψ · α ∈ S 1 (r + 1), or we decompose ψ · α as a product of type p k · ξ k α, with p k ∈ Γ (1,3) = {1β, βξ}. Either way ψ · α ∈ S 1 (r + 1) and we have proved that Γ (r+1,r+3) · α ⊂ S 1 (r + 1).
We now show the opposite inclusion. Let g = g k(1)
with i h = 1. We can therefore write g = g k(1)
where i h − 2 can be possibly zero, and βξ i h −2 α appears k(h) times. We also abbreviate center dots for brevity, such as βα for β · α, with the understanding that these sequences denote the horizontal concatinations instead of compositions of maps. If i j = 1 for all j = 1, . . . , h − 1, we have that g = 1 k(1)+···+k(h−1) · β · ξ i h −2 βαξ i h −2 βα · · · βαξ i h −2 · α ∈ Γ (r+1,r+3) · α, since it is easily seen that 1 k(1)+···+k(h−1) · β · ξ i h −2 βαξ i h −2 βα · · · βαξ i h −2 ∈ Γ (r+1,r+3) .
Otherwise let j be the largest index for which i j = 1. Then we have g = g k(1) i 1 · · · g k(j−1) i j−1 · βξ i j −2 α · · · βξ i j −2 α · 1 i j+1 +···+i h−1 · βξ i h −2 α.
By the induction hypothesis we can write g = p · α · βξ i j −2 α1 i j+1 +···+i h−1 · βξ i h −2 α, for p ∈ Γ (m,m+2) for some m ≤ r. Since p · α · βξ i j −2 α1 i j+1 +···+i h−1 · βξ i h −2 ∈ Γ (r+1,r+3) , we conclude that g ∈ Γ (r+1,r+3) · α. Therefore Γ ( , +2) · α = S 1 ( ) for all even n. To prove that Λ ( , ) · α = S 2 ( ), we again proceed by induction. The proof is similar to the case of Γ (n,n+2) . The base of induction is holds true since we have S 2 (1) = {λξα}, and Λ (1,1) = {ξ}.
Let us know suppose that the equality Λ ( , ) ·α = S 2 ( ) holds for all 2 ≤ ≤ r. We want to show Λ (r+1,r+1) · α = S 2 (r + 1). Consider again three different cases φ ∈      Λ (r,r) · ξ r m=2 Λ (r−m,r−m) · α1 m−2 β {α1 r−1 β}. In the first case, φ = q · ξ for some q ∈ Λ r,r and we can proceed backward as for the analogous proof for Γ (r+1,r+3) so that at each step we either have φ ∈ S 2 (r + 1) or we can rewrite φ =q · ξ · · · ξ, where the product of ξ is r times andq ∈ Λ 1,1 . It follows that in the first case λφα ∈ S 2 (r + 1). In the second case we have φ = q · α1 r−m β, for some q ∈ Λ (r−m,r−m) . Since q · α ∈ S 2 (t) for some t by induction, and 1 r−m αβ is of type g d 1 · g 2 , this case follows as well. In the third case, λα1 r−1 β · α = λα1 r−1 αβ ∈ S 2 (r + 1). It follows that d n decomposes as in the statement of the theorem, when n is even. The case n odd is similar. Let n = 2s + 1 for some s, then using Lemma A.5, odd case, it holds
Applying Lemma A.4 we obtain
Since Γ (2j−2,2j) has even exponents for all j's, using the recursive definition of Γ's it follows that there is no term of type µ·1 d in the sum ψ∈Γ (2j−2,2j) µ·ψ. So it is enough to show that for each j = 1, . . . , s we have  Since n − 2j = 2s + 1 − 2j is odd for all j and g i 0 contains a factor of λ for all i 0 ≥ 2 it follows that it is enough to prove the set theoretic equalities
These have already been proved above and the proof for n = 2s + 1 is complete as well.
It is easy to see that mirroring Lemmas A.2, A.4, A.5 with respect to the y-axis, we obtain a decomposition of d r n with right (co)action on k replacing the left (co)action on k, and ζ instead of ξ. So the formula for d n just proved can be easily adapted for d r n . Putting the two equations together and distinguishing the cases n odd and even, we conclude the proof of the theorem.
