We investigate prime ends in the Heisenberg group H1 extending Näkki's construction for collared domains in Euclidean spaces. The corresponding class of domains is defined via uniform domains and the Loewner property. Using prime ends we show the counterpart of Caratheodory's extension theorem for quasiconformal mappings, the Koebe theorem on arcwise limits, the Lindelöf theorem for principal points and the Tsuji theorem.
Introduction
The corner stone for the theory of prime ends is a work by Carathéodory [19] , who first defined prime ends for simply-connected domains in the plane. The main motivation for his studies came from the problem of continuous and homeomorphic extensions of conformal mappings. A result due to Carthéodory (and Osgood-Taylor) allows for the homeomorphic extension of conformal mappings between Jordan domains in the plane. However, there are simple examples, for instance a slit-disk, when this extension theorem fails. Nevertheless, by introducing the so-called prime ends boundary, Carathéodory was able to show that a conformal homeomorphism between bounded simply-connected planar domains U and V extends to a homeomorphism between U and the prime ends compactification of V . The subsequent development of the prime ends theory has led to generalizations of prime ends for more general domains in the plane and in higher dimensional Euclidean spaces, to mention Kaufman [41] , Mazurkiewicz [48] , Freudenthal [28] and more recently Epstein [25] and Karmazin [40] , see also [1] for a theory of prime ends in metric spaces. Applications of prime ends encompass: the theory of continua, see Carmona-Pommerenke [21, 22] , the boundary behavior of solutions to elliptic PDEs, see Ancona [3] and the studies of the Dirichlet problem for p-harmonic functions in metric spaces, see Björn-Björn-Shanmugalingam [9] .
In this work we follow the original motivation for studying prime ends and investigate extension problems and the related boundary behavior for quasiconformal mappings in the setting of the Heisenberg group H 1 . Similar results of this type were obtained by Väisälä [61, chapter 17] , [63] and Näkki [52] in the Euclidean setting. The latter one introduced prime ends based on the notion of the n-modulus of curve families in R n . One of our goals is to generalize Näkki's results to the sub-Riemannian setting. If one seeks to explore these ideas in other geometric settings then the Heisenberg group H 1 together with the sub-Riemannian geometry is a natural candidate. The reason being that H 1 has a large enough family of quasiconformal mappings to make it an interesting pursuit, see the discussion in the end of section 2.3. It is perhaps surprising that such a generalization is not straightforward and requires some new approaches. First we recall some basic definitions for the Heisenberg including rectifiable curves, contact and quasiconformal mappings, which we define also in terms of the modulus of curve families (the rudimentary properties of modulus in H 1 are recalled and proved in the Appendix).
In Section 3.1 we introduce prime ends which we define following the approach in [52] . Upon introducing a topology on the prime ends boundary, Definition 3.5, we show our first extension result, allowing us to extend a quasiconformal mapping to a homeomorphism between the prime ends boundaries, Theorem 3.1. One of the most important definitions of our work are given in Sections 3.2 and 3.3. There we recall the Loewner spaces, uniform domains in H 1 and observe in Lemma 3.3 that in uniform domains our modulus-based definition of prime ends has an equivalent form in terms of the Heisenberg distance. This result is the key-part of our Definition 3.9 of the so-called collared domains. The original definition introduced by Väisälä and Näkki cannot be applied directly in our setting due to the rigidity of the conformal mappings in H 1 and the lack of the domains satisfying the Loewner condition (problems which do not arise in the Euclidean setting). Furthermore, in Section 3.3 we relate collaredness with another important class of domains finitely connected at the boundary and prove that a quasiconformal map from a collared domain Ω has a homeomorphic extension to a map between a topological closure Ω and the prime ends closure of the target domain, see Theorem 3.7. This result naturally corresponds to Theorem 4.1 in [52] and Section 3.1 in [63] .
The goal of Section 4 is to present yet another perspective on prime ends and note that in the domains finitely (in particular, locally) connected at the boundary, one can construct singleton prime ends associated with every boundary point. We also relate our prime ends to those studied in [1] in metric spaces.
The important results of this paper are presented in section 5, where we study the boundary behavior of quasiconformal mappings. We first recall notions of accessibility and observe that one can assign to an accessible boundary point the singleton prime end, see Observation 5.2. All together, in the presentation below we propose three methods to obtain canonical prime ends in H 1 : by employing collardness (Observation 3.3), via the finite connectedness at the boundary (Lemma 4.1) and in Observation 5.2. We show the Koebe theorem providing conditions which imply that a quasiconformal mapping has arcwise limits along all end-cuts in domains finitely connected at the boundary (Theorem 5.1). This result corresponds to the classical observation for conformal mappings and generalizes similar result in R n due to Näkki [52, Theorem 7.2] . Then we prove a version of the Lindelöf theorem relating the principal points of prime ends to cluster set of mappings along end-cuts (Theorem 5.2). The proof of this result requires developing some new observations and illustrates differences between the Euclidean and the Heisenberg settings. The corresponding results in R n are due to Gehring [29, Theorem 6] , Näkki [52, Theorem 7.4] and Vuorinen [67, Section 3] . Finally, in Theorem 5.3 we show a variant of the Tsuji theorem on the Sobolev capacities of sets of arcwise limits. In the proof we face once again the lack of some techniques available in R n , namely the modulus symmetry property.
Preliminaries
In this section we recall basic definitions and properties of the Heisenberg groups, including brief discussion on curves and their lengths, the Heisenberg and the sub-Riemannian metrics. Moreover, we recall notions of the horizontal Sobolev spaces and quasiregular and quasiconformal mappings in H 1 . Further discussion, including the definition and properties of the modulus of curve families, is presented in the Appendix.
The Heisenberg group H 1
The Heisenberg group is often presented using coordinates (z, t) where z = x + iy ∈ C, t ∈ R and multiplication is defined by (z 1 , t 1 )(z 2 , t 2 ) = (z 1 + z 2 , t 1 + t 2 + 2 Im (z 1z2 )) = (x 1 + x 2 , y 1 + y 2 , t 1 + t 2 + 2(x 2 y 1 − x 1 y 2 )).
Note that (z, t) −1 = (−z, −t).
In particular a natural basis for the left invariant vector fields is given by the following vector fields
where [X,Ỹ ] = −4T . The horizontal bundle is given pointwise by H p = span {X(p),Ỹ (p)} and a curve is horizontal if for almost all t 0 ∈ I, γ ′ (t 0 ) exists and belongs to H γ(t0) . The pseudonorm given by ||(z, t)|| = (|z| 4 + t 2 )
gives rise to a left invariant distance defined by d H1 (p, q) = ||p −1 q|| which we call the Heisenberg distance. More explicitly we have
A dilation by r ∈ R is defined by δ r (z, t) = (rz,
The left invariant Haar measure λ is simply the 3-dimensional Lebesgue measure on H 1 and δ * r dλ = r 4 dλ. It follows that the Hausdorff dimension of the metric measure space is (
Ahlfors-regular which is to say that there exists a real constant c such that for all balls B(r, p) we have
where
Definition 2.1. A Q-regular metric measure space will be a triple (X, d, µ) where the Hausdorff dimension of (X, d) is Q and µ is a constant multiple of the Q-dimensional Hausdorff measure induced by d.
Examples are when X is a Carnot group with sub-Riemannian distance d s and Haar measure. Indeed, the Haar measure is a multiple of Lebesgue measure which is a multiple of the Q-dimensional Hausdorff measure induced by d s . We can replace d s with any equivalent metric. On H 1 in particular the measure H Q is a constant multiple of 3-dimensional Lebesgue measure, an inequality similar to (4) is valid with H Q replaced by λ.
Rectifiable curves
A curve γ in H 1 is a continuous map γ : I → H 1 where I is an open or closed interval. If I = [a, b] then the Heisenberg length of γ is given by
where the supremum is over all finite sequences
where the supremum is over all closed subintervals J ⊂ I. If l(γ) < ∞ we say that γ is rectifiable. A curve γ : I → H 1 is locally rectifiable if each subcurve γ| [α,β] is rectifiable for all closed intervals [α, β] ⊆ I. For example the curve γ : (−1, 1) → H 1 defined by γ(t) = (t + iy(t), 0) where
is not locally rectifiable since any subcurve γ(t)| [α,β] such that 0 ∈ [α, β] is not rectifiable. Conversely the curve γ : (0, 1) → H 1 defined by γ(t) = (t + iy(t), 0) is locally rectifiable but not rectifiable, see Chapter 3 in [61] .
The following theorem is proved in exactly the same way as Theorem 3.2 in [61] with the Euclidean metric replaced by the Heisenberg distance and so we omit the proof.
For each rectifiable curve γ of a closed interval there is a unique arc length parametrization of γ arising from the arc length function S γ : [a, b] → [0, l(γ)] given by S γ (t) = l(γ| [a,t] ). In particular there is a unique 1-Lipschitz mapγ : [0, l(γ)] → H 1 called the arc length parametrisation such that γ(t) =γ • S γ (t). The arc length parametrisation facilitates the definition of the line integral of a nonnegative Borel function ̺ : H 1 → [0, ∞] as follows:
If I is open, then we set
where the supremum is over all closed subcurves γ ′ . By Pansu [56] 
and l(γ) = l S (γ) (see Koranýi [43] ). Moreover the change variable s = S γ (t) in (5) shows that
where |γ ′ (s)| = ẋ(s) 2 +ẏ(s) 2 . The sub-Riemannian distance d S (p, q) is defined as the infimum of sub-Riemannian lengths of all horizontal curves joining p and q. The Heisenberg metric and the sub-Riemannian metric are equivalent, to be precise Below we recall some basic definitions in the theory of the Sobolev spaces in H 1 and contact mappings, and apply them to define the main classes of mappings we study in the paper, namely quasiregular and quasiconformal mappings. 
In the similar way we define the local spaces HW 1,p loc (U ). We define space HW
The horizontal gradient ∇ 0 u of u ∈ HW 1,p loc (U ) is given by the equation
A contact form on H 1 is given by ω = dt + 2(xdy − ydx) , in particular ω ∧ dω is a volume form and
We say that a diffeomorphism f : Ω → Ω ′ is a contact transformation if it preserves the contact structure, i.e.
where λ : Ω → R and λ = 0 in Ω.
Note that the definition implies f * preserves the horizontal bundle, moreover we we can weaken the regularity assumption to HW 1,Q loc (Ω, Ω ′ ) and simply require statements to hold λ-a.e. The contact maps that will be of relevance in our work here will be those which are quasiconformal.
Let f : Ω → Ω ′ be a homeomorphism where Ω and Ω ′ are domains in H 1 , and let the distortion function of f be given by
Quasiconformal maps are Pansu differentiable, see [56] , which implies that they are HW
1,Q
loc (Ω, Ω ′ ) regular contact maps. We recall that the Pansu differential Df (p) is the automorphism of H 1 defined as
where p, q ∈ H 1 . It follows that quasiconformality can be expressed analytically by the inequality
A fundamental property of quasiconformal mappings is the fact that they are absolutely continuous on almost all locally rectifiable curves in the sense that the family Γ f consisting of rectifiable curves whose image under a quasiconformal map f is not rectifiable satisfies Mod 4 (Γ f ) = 0 (see Appendix for definitions and some properties of the modulus of curve families). See Theorem 9.8 in Heinonen-Koskela-Shanmugalingma-Tyson [37] for a proof in the setting of spaces with locally bounded geometry. Stated in terms specific to the Heisenberg setting we have:
In Capogna-Cowling [13] , the authors prove that 1-quasiconformal maps are C ∞ and, consequently from Koranýi-Reimann [44] , the following Liouville theorem holds: a 1-quasiconformal map of a domain Ω ⊆ H 1 is given by the action of an element in SU (1, 1). In particular, a 1-quasiconformal map is always a composition of the following four basic types of 1-qc map:
1. Left translation (isometry), 2. Dilation (1-qc), 3 . Rotation: R θ (z, t) = (e iθ z, t) (isometry), 4 . Inversion in the unit sphere :
We remark that via the Cayley transformation, the inversion is understood in terms of the one point compactification of H 1 being the unit sphere in C 2 , see [44] . The inversion facilitates the definition of stereographic projection of any sphere to the complex plane. Using translations and dilation, the given sphere is mapped to the sphere with center (0, −3/2) and radius 1/ √ 2 and then inverted in the unit sphere centered at (0, −1), i.e., apply
We note that, unlike the case of R n , we do not have the freedom to normalize, since left translations do not preserve the complex plane.
Since the 1-qc maps are given by the action of finite dimensional Lie group we say that H 1 is 1-qc rigid. In such cases a Carathéodory extension theorem for 1-qc mappings is somewhat trivial. Similarly, if we are going to consider a non-trivial Carathéodory extension theorem for quasiconformal maps we at least need to avoid Carnot groups that are contact rigid, i.e., the contact maps are given by the actions of a finite dimensional Lie group, see Ottazzi-Warhurst [55] . Following Euclidean space, the most nonrigid of all Carnot groups is H 1 . Indeed, the pseudo group of local contact mappings is large and so a reasonably interesting theory can be expected. In fact, in [44] they produce an infinite dimensional family of quasiconformal maps as flows of vector fields as well as developing a Beltrami type equation. However, there is no existence theorem for this equation. On the other hand, in Balogh [4] , it is shown that quasiconformal maps exist on H 1 that are not bi-Lipschitz.
3 Prime ends in the Heisenberg group H 1
In this section we give basic definitions of the prime ends theory in the sub-Riemannian setting. First, following the modulus approach of Näkki, we define prime ends and a topology on the prime ends boundary. Using prime ends, we show the first extension result for quasiconformal mappings, see Theorem 3.1. The remaining part of this section is devoted to study the so-called collared domains. Näkki [52] and Väisälä [61] defined collared domains in order to study extension properties and the prime end boundary. It turns out, that the structure of the Heisenberg group does not allow us to follow their approach. Namely, the Loewner property of collaring domains, crucial for the properties of prime ends, need not hold for natural counterparts of collaring domains in H 1 . Therefore, we need new definition, in particular we impose additional uniformity assumption on the collaring neighborhood. See details in section 3.3 and section 3.2 for Loewner and uniform domains in the Heisenberg setting. Using collared domains we obtain Theorem 3.7, another extension result for quasiconformal mappings.
Prime ends according to Näkki
Näkki in [52] introduced a theory of prime ends for domains in R n based on the notion of n-modulus. We follow his idea and develop the appropriate theory in the Heisenberg setting based on the notion of Q-modulus where Q = 4 is the Hausdorff dimension of H 1 . (1) E is relatively closed in Ω,
Ω \ E consists of two components whose boundaries intersect ∂Ω.
of cross-sets is called a chain if E k separates E k−1 and E k+1 within Ω for all k. We denote the component of Ω \ E k containing E k+1 by D(E k ) and define an impression of a chain {E k } ∞ k=1 as follows
The definition immediately implies that impression of a chain is either a continuum or a point. The set of all chains is in some sense too large so the following additional conditions are imposed to cut it down. 
In view of Theorem 2.2, conditions (a) and (b) are quasiconformally invariant, and under certain restrictions on Ω, imply stronger separation of the cross sets as well as control over their diameter. In particular we will discuss domains Ω so that (a) implies dist
It is crucial for our further work to know that the impression of a (prime) chain is a subset of the topological boundary ∂Ω. This follows from Lemma A.10 in [1] together with Part (b) of Definition 3.3. Lemma A.10 is formulated for the so-called acceptable sets (cf. Definition 4.2 below) but for the sake of convenience we will state it without appealing to the definition of prime ends as in [1] and specialize to the setting of H 1 . This is due to the fact that H 1 satisfies the main assumptions of [1] , that is H 1 is a complete metric measure space with a doubling measure, supporting a (1, 4)-Poincaré inequality. 
It turns out that one can define an equivalence relation on the set of prime chains in a given domain. This give rise to one of the main notions of our work, the so-called prime ends. are said to be equivalent if each domain D(E k ) contains all but a finite number of the cross-sets F l and each domain D(F l ) contains all but a finite number of the cross-sets E k . The equivalence classes are called prime ends of Ω and the set of all prime ends will be denoted ∂ P Ω and called the prime ends boundary. We use the notation [E k ] to denote the prime end defined by the prime chain 
We introduce a topology on the prime end boundary of a domain in H 1 . Similar construction in R n is presented in [52] , see also [1, Section 8] for a discussion in metric spaces. We then apply this topology in studying the extension of a quasiconformal map to a map between prime ends closures of underlying domains. Definition 3.5. A topology on Ω∪∂ P Ω is given by extending the relative toplogy of Ω by defining neighborhoods of prime ends as follows: A neighborhood of a prime end [E k ] ∈ ∂ P Ω will have the form U ∪ U P where
We comment that another definition of a topology can be given if one defines the convergence of points and prime ends to a prime end. The above definition is similar in construction to the one given in Proposition 8.5 in [1] , however, there, the constructed topology fails to be Hausdorff, cf. Example 8.9 in [1] .
The topology as in Definition 3.5 is Hausdorff: It is clear that interior points of Ω are separated and points in the interior of Ω are separated from points in the prime end boundary ∂ P Ω. It remains to see that any pair of distinct points in ∂ P Ω are separated. To this end let [E j ], [F k ] ∈ ∂ P Ω be distinct prime ends, then it follows that there exists n ∈ N such that [F k ] are separated and the topology is indeed Hausdorff as claimed.
An important question to consider is: When does Ω ∪ ∂ P Ω together with the topology described above become a compact space? Obviously, it is necessary that Ω is relatively compact in the metric topology of H 1 but delicate issues can arise with regards to ∂ P Ω. In particular, if Ω is relatively compact and {U α } is a covering of Ω by relatively open sets, then we can select a finite collection {U β } which covers Ω and write
P } is a cover of Ω ∪ ∂ P Ω which requires that every prime end of Ω belongs to U β1 P for some β 1 . If it is the case that all the prime ends have singleton impressions, then the this requirement is fulfilled. In the context of extension of quasiconformal maps, the domains of interest, the so-called collared domains, will be seen to have the property that all the prime ends have singleton impressions (see Section 3.3).
Below we present our first extension result allowing us to extend a quasiconformal mapping between domains in H 1 to a homeomorphism between the prime ends closures.
Proof. The map F is well defined. Indeed, for p ∈ Ω it follows from f being homeomorphism. For p = [E k ] ∈ ∂ P Ω, the discussion following Definition 3.4 gives us that the value of
The extended map is a bijection.
defines a (prime) chain and, thus, a prime end in ∂ P Ω, follows from f being a homeomorphism and
∈ V P and we conclude that the preimage
and hence is open implying that F is continuous.
The Loewner condition and uniform domains
Let (X, d, µ) be a rectifiably connected metric measure space of Hausdorff dimension Q equipped with a locally finite Borel regular measure. Following Definition 8.1 in chapter 8 of Heinonen [32] , we define a Loewner function
where E, F ⊂ X are nondegenerate disjoint continua in X and
denotes the relative distance between sets E and F .
We note that by definition Ψ X,p is decreasing.
Definition 3.6. A rectifiably connected metric measure space (X, d, µ) is said to be Q-Loewner if Ψ X (t) > 0 for all t > 0.
In general, if a metric measure space (X, d, µ) satisfies some connectivity and volume growth conditions then it is Q-Loewner if and only if it supports a weak (1, Q)-Poincaré inequality (see Chapter 9 in [32] ). A Carnot group G equipped with the sub-Riemannian metric d s and Lebesgue measure is such a metric measure space and in fact a Q-Loewner space where Q is the Hausdorff dimension of (G, d s ) (see Proposition 11.17 in [31] ).
From the point of view of our studies where we use the Heisenberg metric in preference to the sub-Riemannian, we have the following result: [37, Prop 14.2.9 ]) The metric measure space
We remark that the previous theorem is also a consequence of Theorem 9.27 in [32] . Next, we recall a definition a uniform domains. Such domains play an important role in analysis and PDEs, see Heinonen [32] , Martio-Sarvas [47] , Näkki-Väisälä [54] and Väisälä [62] for more information on uniform domains. Examples of uniform domains encompass quasidisks, bounded Lipschitz domains and some domains with fractal boundaries such as the von Koch snowflake, see also Capogna-Garofalo [15] , Capogna-Tang [17] . Definition 3.7. A domain Ω ⊂ H 1 is called uniform, if there exists two positive constants α and β such that each pair of points x, y ∈ Ω can be joined by a rectifiable curve γ such that:
where γ xz (γ yz ) denote subarcs of γ joining x and z (y and z).
An important example of uniform domains in H 1 is provided by the following result.
Lemma 3.2. (Capogna-Garofalo [15, Cor 1]) Balls in the Heisenberg metric are uniform domains.
We note that the class of uniform domains is independent of the choice between the Heisenberg metric d H1 or the sub-Riemannian metric d S . Indeed, this is clear once it is observed that the length of a curve in the subRiemannian metric is the same as the length in the Heisenberg metric, and that the two metrics are equivalent. Similarly, the class of quasiconformal maps is the same regardless of which metric we use. We can, thus, state the following theorem for the Heisenberg metric even though in Capogna-Tang [17] it is proved only for the sub-Riemannian metric (cf. Theorem 2.15 in Martio-Sarvas [47] for the prototypical result in the Euclidean setting). 
is a uniform domain with constants α ′ and β ′ depending on α, β, K and the homogeneous dimension Q = 4.
The following theorem uses the concept of a space being locally Q-Loewner which is somewhat technical in its definition and of no concern anywhere else in the discusssion, so we direct the reader to Bonk-HeinonenKoskela [12] and Herron [39] for details rather than provide them here. The following consequences of Theorem 3.4 will be of vital importance from the point of view of the notation of collardness and prime ends, cf. Definition 3.9. 
Proof. Property (a) is an immediate consequence of Theorem 3.5. To see that (b) holds we first note that condition (b) in Definition 3.3, and ∆(E k , F ) ≤ t 0 for some t 0 > 0 and all k, together imply that Ψ X (t 0 ) = 0. This contradicts the Loewner condition, and hence ∆(E k , F ) → ∞ which in turn implies (b).
Collared domains
The notion of collared domains in R n was introduced by Väisälä, see Definition 17.5 in [61] in the context of the boundary behavior of quasiconformal mappings, see also Näkki [49, 50, 51] . Moreover, in [52] , Näkki employed collaredness in the studies of prime ends based on the conformal modulus in Euclidean domains. In this section we introduce collared domains in Heisenberg setting. This notion will be subsequently used to develop prime ends theory in H 1 .
In some sense Väisälä's definition of a collared domain is a manifold with boundary where the coordinate maps of charts containing boundary components are quasiconformal with target in the closed upper half space. In the spirit of Väisälä we arrive at the following definition: Definition 3.8. A domain Ω ⊂ H 1 is said to be locally quasiconformally collared at x ∈ ∂Ω if there exists a neighborhood U ⊂ H 1 of x such that U ∩ Ω is uniform and there exists a homeomorphism h of U ∩Ω onto a half ball B(x 0 , r) + such that h(x) = x 0 ∈ C and h| U∩Ω is quasiconformal. We call (U, h) a collaring coordinate and note that U ∩ ∂Ω is mapped onto the open disc B(x 0 , r) + ∩ C.
Our definition differs from Definition 17.5 in [61] in the following ways: firstly we do not require x 0 = 0 so as to ensure that balls satisfy the definition via stereographic projection, in particular we cannot follow up with a normalisation to x 0 = 0 with left translation since left multiplication does not stabilize C, and secondly and perhaps most importantly, we impose the assumption of some local uniformity which is required so that Lemma 3.3 is applicable. However, there is one major drawback in this definition, namely, we need to know that half balls in H 1 are uniform which is made difficult to verify since half balls are not mapped to half balls under left translations while the definition of ball is a left translation of the ball at the origin.
Moreover, there is another problem with mimicking [61] . Namely, in Theorem 17.10, and in [52] Lemma 2.3 it is proved that in the Euclidean case, collaring coordinates satisfy a local Loewner property without assuming local uniformity. However their proof relies on estimates involving the modulus of curve families contained in spheres ([61, Sec 10]), which are not available to us in the Heisenberg setting, due to the fact that spheres contain very few horizontal curves.
Therefore, we propose the following approach to collardness. Definition 3.9. A domain Ω ⊂ H 1 is said to be locally quasiconformally collared at x ∈ ∂Ω if there exists a uniform subset U ⊆ Ω and a quasiconformal map h : U → B(0, 1) such that h(U ) = B(0, 1) and:
(b) h extends homeomorphically to a map h : ∂U ∩ ∂Ω → ∂B(0, 1) such that h(∂U ∩ ∂Ω) ⊆ ∂B(0, 1) is connected, closed, and contains h(x) in the interior of ∂B(0, 1) (in the topology of ∂B(0, 1)).
We call (U, h) a collaring coordinate of x. Proof. In Definition 3.9 let U := Ω and h := f . Then (a) holds trivially, while h(∂U ∩ ∂Ω) = h(∂U ) = ∂B(0, 1) and thus (b) holds true as well.
Remark 1. The following variant of the above definition of collardness at x ∈ ∂Ω can be used as well. As in Definition 3.9 we consider a a neighborhood U ⊂ Ω, not necessarily uniform, such that x ∈ ∂U , but we require (b) to hold with respect to a global quasiconformal map h : In what follows we will appeal also to the following connectedness properties of the boundaries. 
If Ω is finitely connected at every boundary point, then we say it is finitely connected at the boundary.
In particular, if V ∩ Ω has exactly one component, then we say that Ω is locally connected at x ∈ ∂Ω Definition 3.11. A domain Ω is said to be collared if every boundary point is locally quasiconformally collared.
From now on by collared domain we will understand domains collared in the sense of Definition 3.9.
The following result extends discussion in Sections 6.3 and 6.4 in Näkki [51] and Theorem 17.10 in Väisälä [61] to the setting of H 1 and relates notions of collardness and boundary connectivity of the domain. We remark that using Näkki's definition of collardness the above lemma stays that a collared domain is finitely connected at the boundary, see Theorem 6.4 and Corollary 6.6 in [51] .
Proof.
Let Ω ⊂ H 1 be a collared domain and consider any x ∈ ∂Ω. Let U be as in Definition 3.9 with x ∈ ∂U . Let B(x, r) ⊂ H 1 be as in Definition 3.10. Recall that h(U ) = B(0, 1) is locally connected at the boundary, since B(0, 1) is uniform by Corollary 1 in Capogna-Garofalo [15] and uniform domains are locally connected at the boundary, see Proposition 11.2 in [1] . Therefore, we can choose an open connected set V ⊂ H 1 with h(x) ∈ ∂(V ∩ B(0, 1)). Since h is a homeomorphism, we obtain that h −1 (V ∩ B(0, 1)) is a connected subset of U ∩ B(x, r) and x ∈ ∂(U ∩ h −1 (V ∩ B(0, 1)). Thus, Ω is locally connected at x.
The following observation will play a fundamental role in our studies. 
Proof. Let x ∈ ∂Ω and (U, h) be its collaring coordinate as in Definition 3.9. Let x 0 = h(x) ∈ ∂B(0, 1) and define sets E k by
for k = 1, 2, . . .. It is an immediate observation that F k := ∂B(x 0 , 1/k) ∩ B(0, 1) are cross-sets for all k, cf. In what follows we will call such a prime chain a canonical prime chain associated with x ∈ ∂Ω and similarly the associated prime end will also be called a canonical prime end associated with x. Theorem 3.6. If Ω is a collared domain, then the impression map I : ∂ P Ω → ∂Ω is a bijection.
, it then follows that x is a limit point of Ω \ D(F j ) since x i → x and so x ∈ F j ∩ ∂Ω which contradicts item (a) in the Definition 3.3 of prime chain, namely Mod Q (F j+1 , F j , Ω) < ∞. In particular, if (U, h) is a collaring coordinate at x, then for j sufficiently large we have F j ⊂ U ∩ Ω and, since dist H1 (F j+1 , F j ) = 0, Lemma 3.5 implies Mod Q (F j+1 , F j , U ∩ Ω) = ∞. By the monotonicity of the Q-modulus it follows that Mod Q (F j+1 , F j , Ω) = ∞ which contradicts the assumption that {F j } ∞ j=1 is a prime chain.
In the following result we study the extension of a quasiconformal map to a homeomorphic transformation between the topological and the prime ends closures of a domain and the target domain, respectively. Results of this kind have long history and record, arising from Carathéodory's idea of prime ends. Väisälä [ 
where [E k (x)] is the canonical prime end associated with x ∈ ∂Ω.
Proof. As a consequence of Theorem 3.1 and Theorem 3.6 above, we need only to check that the extension of the identity map I Ω : Ω → Ω to a mapĨ Ω : Ω ∪ ∂Ω → Ω ∪ ∂ P Ω wherẽ
is continuous and open. To this end we need only examine the behavior at the boundary.
Let U ⊂ Ω have the property that ∂U ∩ ∂Ω = ∅ and that U ∪ (∂U ∩ ∂Ω) is relatively open, then for U P as in Definition 3.5 we haveĨ
and soĨ Ω is continuous.
Further properties of prime ends. Relations to the theory of prime ends on metric spaces
In this section we develop and discuss further properties of prime ends as defined in Section 3.1 in the setting of the Heisenberg group H 1 . Moreover, for domains in H 1 we present relations between Nakki's prime ends and the theory of Mod Q -ends and Mod Q -prime ends as developed in [1] . We restrict our discussion here to H 1 mainly for the sake of uniformity of the presentation. Most of the results in this section can be stated for the higher order Heisenberg groups and even for more general Carnot-Carathéodory groups under natural modifications of the statements below.
The following definition is due to Näkki, see [50, 51] . Näkki uses a term uniform domains, we call them mod-uniform domains, in order to distinguish from uniform domains as in Martio-Sarvas [47] , see comments below.
Definition 4.1. We say that a domain Ω ⊂ H 1 is mod-uniform if for every t > 0 there is a ǫ > 0 such that if min{diam(E), diam(F )} ≥ t, then Mod 4 (Γ(E, F, Ω)) ≥ ǫ for any nondegenerate connected sets E, F ⊂ Ω.
As observed by Näkki, mod-uniform domains in R n are finitely connected at the boundary, see Theorem 6.4 in [51] . Moreover, a domain Ω ⊂ R n finitely connected at the boundary is mod-uniform if and only if Ω can be mapped quasiconformally onto a collared domain, see [51, Section 6.5] . From the point of view of our discussion it is important that Theorem 6.4 in [51] easily extends to the H 1 setting, and we omit the proof of this observation.
We further remark that one should not confuse Definition 4.1 with the uniform domains studied e.g. by [47] , Näkki-Väisälä [54] and Väisälä [62] , see Definition 3.7 and Section 3.2 for the importance of uniform domains in our studies. For instance, the latter uniform domains are necessarily locally connected at the boundary, see e.g. Proposition 11.2 in [1] . In fact the following holds.
Observation 4.1. A uniform bounded domain Ω ⊂ H 1 is mod-uniform.
Proof. By Theorem 3.4 we get that Ω is 4-Loewner. Let then E, F ⊂ Ω be as in (8) and suppose that min{diam(E), diam(F )} ≥ t for some t > 0. Then
and hence by Definition 3.6, it holds that
Moreover, since Ω is bounded and Ψ Ω is a nonincreasing function, we in fact obtain that there exists a uniform lower bound
and the proof is completed.
In the discussion following Definition 3.11 we noticed that every boundary point of a collared domain is an impression of the singleton prime end, the so-called canonical prime end. In fact, the following stronger result holds, cf. Observation 3.2.
Lemma 4.1. If Ω ⊂ H 1 is a domain finitely connected at the boundary, then every x ∈ ∂Ω is the impression of a prime end.
The proof of this observation is based on the following topological result.
Lemma 4.2 (Lemma 10.5 in [1]).
Assume that Ω is finitely connected at x 0 ∈ ∂Ω. Let A k Ω be such that:
Then for each k = 1, 2, . . . there is a component G j k (r k ) of B(x 0 , r k )∩Ω intersecting A k for each k = 1, 2, . . ., and such that x 0 ∈ G j k (r k ) and
Proof of Lemma 4.1. Following the notation of Lemma 4.2, we let x 0 ∈ ∂Ω and set A k = Ω \ {x} for some x ∈ Ω and all k = 1, . . .. First, we construct a nested sequence of connected sets
The idea of such construction is based on the proof of Lemma 10.6 in [1] and, therefore, we present only a sketch of the reasoning.
Let us consider the rooted tree with vertices G j (r k ), j = 1, 2, . . . , N (r k ), k = 1, 2, . . ., where two vertices are connected by an edge provided that they are G j (r k ) and G i (r k+1 ) for some i, j and k with G i (r k+1 ) ⊂ G j (r k ). Denote by P the collection of all descending paths starting from the root and define a metric function measuring the distance between branches of the tree. Namely, let t(p, q) = 2 −n , where n is the level where paths p and q branch (or end), i.e. n is the largest integer such that p and q have a common vertex G j (r n ). For each k = 1, 2, . . ., we consider the subcollection P k consisting of all paths p ∈ P for which there exists a component G j (r k ) ⊂ A k such that p passes through the vertex G j (r k ). By Lemma 4.2 all P k are nonempty, P k+1 ⊂ P k for k = 1, . . . and each P k is complete in t. Since P is totally bounded in t, we get that all P k are compact. In a consequence, we obtain an infinite path q ∈ ∞ k=1 P k . The vertices through which it passes define the sequence of sets {F
Next, we use sets F 
Then, E k are connected, relatively closed in Ω for all k, also E k ∩∂Ω = ∅ and Ω\E k has exactly two components. By construction we get that E k separates E k−1 and E k+1 . Furthermore, since dist H1 (E k , E k+1 ) > 0 it holds that Mod 4 (E k , E k+1 , Ω) < ∞. Finally, let K ⊂ Ω be a continuum. Note that
Therefore, lim k→∞ Mod 4 (E k , K, Ω) = 0, as the family of curves passing through the fixed point has zero pmodulus for 1 ≤ p ≤ Q = 4, cf. (14) Proof. Since Ω is 1-connected at the boundary, it is in particular finitely connected at the boundary and, hence, Lemmas 4.2 and 4.1 can be applied with sets
and any x 0 ∈ ∂Ω 0 . As in the proof of Lemma 4.1 we construct a prime end [E x k ] in Ω 0 following (10). Define F : ∂Ω 0 → ∂ P Ω as follows:
, for x ∈ ∂Ω 0 . The proof of the observation will be completed once we show that {f (E 
] is a prime end in Ω 0 , we have that for any continuum
by quasiconformality of f . Note that every continuum K ′ ⊂ Ω is an image under f of some continuum in K ⊂ Ω 0 , as we can set K := f −1 (K ′ ). This argument, together with Lemma 3.1 imply that I[f E n ] ⊂ ∂Ω. The proof of Lemma 4.3 is therefore completed.
Näkki's prime ends and prime ends on metric spaces
In this section we compare a variant of Näkki's theory of prime ends introduced in previous sections to a theory of prime ends developed for a general metric measure spaces in [1] . First, we recall building blocks of that theory.
Let Ω ⊂ X be a domain in a complete metric measure space with a doubling measure, supporting the (1, p)-Poincaré inequality for 1 < p < ∞. For the importance of such assumptions we refer to [1] . Here, we only note that those conditions hold for the Heisenberg groups H n and more general Carnot-Carathéodory groups, see e.g. Section 11 in Haj lasz-Koskela [31] . Definition 4.2. We say that a bounded connected set E Ω is an acceptable set if E ∩ ∂Ω is nonempty.
Since an acceptable set E is bounded and connected it holds that E is compact and connected. Moreover, E is infinite, as otherwise we would have E = E ⊂ Ω. Therefore, E is a continuum.
The impression
We further comment that a variant of this definition can be considered as well with the Heisenberg distance in condition (2) substituted with the Mazurkiewicz distance, see Definition 2.3 in Estep-Shanmugalingam [26] . For further definitions and properties of prime ends as in Definition 4.4 we refer to Sections 3-5 and 7 of [1] . Among topics studied in [1] are also notions of Mod p -ends and Mod p -prime ends for 1 ≤ p < ∞, see Section 6 in [1] . However, here we confine our discussion to the setting of p = Q only with Q = 4, the Ahlfors dimension of H 1 .
for every compact set K ⊂ Ω.
In fact, Lemma A.11 in [1] allows us to require (11) to hold only for some compact set K 0 with the Sobolev capacity C 4 (K 0 ) > 0. 
Again by Lemma 3.3 and the discussion following Definition 3.3 (see Lemma 3.1) it holds that the impression 
Boundary behavior of quasiconformal mappings in H 1
The main purpose of this section is to employ the theory of prime ends in the studies of the boundary behavior of quasiconformal mappings in the Heisenberg group H 1 . Our results extend the corresponding ones proved in Näkki [52, Section 7] . We show counterparts of three results from the theory of conformal and quasiconformal mappings in R n :
• the Koebe theorem on existence of arcwise limits along end-cuts (Theorem 5.1),
• the Lindelöf theorem on relation between asymptotic values of a map and sets of principal points for prime ends (Theorem 5.2),
• the Tsuji theorem on the Sobolev capacities of sets of arcwise limits (Theorem 5.3).
These results require some definitions and auxiliary results, which we now present.
is a chain of cross-sets in Ω, then by D(E k ) we denote the component of Ω \ E k containing E k+1 (cf. Definition 4.3). Moreover, if [E k ] is a prime end and there is a curve γ as above such that for every k there is t k ∈ (0, 1)
Remark 3.
1. Our definition of accessible boundary point differs from the one used in Näkki [52] . Namely, in [52, Section 7 .1] accessible point x ∈ ∂Ω ⊂ R n is defined via closed Jordan arcs (loops) lying entirely in the given domain except for possibly one endpoint x. The same definition would not work in H 1 as there are no closed Jordan arcs among horizontal curves, see pg. 1846 in Balogh-Haj lasz-Wildrick [6] .
2. Note that x ∈ ∂Ω can be accessible through [E k ] only if x belongs to the impression of [E k ].
The following result relates connectivity of the boundary of a domain to accessibility of points. Proof. Lemma 4.1 allows us to assign with every x ∈ ∂Ω a prime end, denoted [E n ], with I[E n ] = {x}. Moreover, x is accessible through [E n ] (cf. Definition 5.1). To see this choose x n ∈ D(E n ) for n = 1, 2, . . .. Since both x n and x n+1 belong to the pathconnected set D(E n ), there exists a curve γ n connecting x n to x n+1 . Let γ denote the union of all curves γ n , with γ([0, 1)) ⊂ Ω and γ(1) = x. From the proof of Lemma 4.1 we infer that lim n→∞ diam H1 (E n ) = 0 and so γ is continuous at 1.
Hence, x is accessible and accessible through [E k ]. Moreover, γ is an end-cut of Ω from x.
Using Definition 5.1 we may provide another method to associate with every accessible boundary point a prime end. The following result will play a particular role in the studies of cluster sets of quasiconformal mappings (cf. Lemma 7.7 in [1] ). One can consider Observation 5.2 as a complimentary result to Lemma 4.1.
Observation 5.2. Let Ω ⊂ H 1 and x ∈ ∂Ω be an accessible point. Let further r n for n = 1, 2, . . . be a strictly decreasing sequence converging to zero as n → ∞. Then there exist a sequence t n for n = 1, 2, . . . with 0 < t n < 1 and a prime end [E n ] such that:
Proof. Let γ be an end-cut of Ω from x as in Definition 5.1. It is easy to notice that the continuity of γ implies existence of a sequence t n ∈ (0, 1) for n = 1, 2, . . . , with a property that
For n = 1, 2, . . . we define D n as the component of Ω ∩ B(x, r n ) containing γ(t n ) and
We show that {E n } ∞ n=1 is a prime chain and, thus, gives rise to a prime end as in Definition 3.4. By the definition, sets E n for all n are relatively closed in Ω and
Moreover, the choice of sets D n implies that every Ω \ E n consists of exactly two components whose boundaries intersect ∂Ω. Hence, every E n is a cross-set as in Definition 3.1.
By construction D n+1 ⊂ D n ⊂ D n−1 and, since radii r n are strictly decreasing, we obtain that E n separates E n−1 and E n+1 for all n = 2, . . .. Hence, {E n } ∞ n=1 fulfills conditions of a chain, cf. Definition 3.2. Since E n = Ω ∩ ∂D n ⊂ ∂B(x, r n ), it follows that for all n = 1, 2, . . . ,
In a consequence Mod 4 (E n+1 , E n , Ω) < ∞ for all n. Finally, let F ⊂ Ω be any continuum. Then for any n we have that
Hence, lim n→∞ Mod 4 (E n , F, Ω) = 0 and, thus, conditions (a) and (b) of Definition 3.3 are satisfied for {E n } ∞ n=1
and [E n ] defines a prime end in Ω. Lemma 3.1 implies that
by assumptions. Thus, I[E n ] is a singleton prime end. In fact I[E n ] = {x}, as x ∈ D n for all n completing the proof of Observation 5.2.
Recall the following notion of cluster sets.
Definition 5.2. Let Ω ⊂ H 1 be a domain, f : Ω → H 1 be a mapping and x ∈ ∂Ω. We define the cluster set of f at x as follows:
where the intersection ranges over all neighborhoods of x in H 1 .
Cluster sets can be further generalized to capture the behavior of a mapping along a curve in a more subtle way.
Definition 5.3. Let Ω ⊂ H 1 be a domain, f : Ω → H 1 be a mapping and x ∈ ∂Ω. We say that a sequence of points {x n } ∞ n=1 in Ω converges along an end-cut γ at x if there exists a sequence {t n } ∞ n=1 with 0 < t n < 1 and lim n→∞ t n = 1 such that x n = γ(t n ) and
We say that a point x ′ ∈ H 1 belongs to the cluster set of f at x along an end-cut γ from x, denoted by C γ (f, x), if there exists a sequence of points {x n } ∞ n=1 converging along an end-cut γ at x, such that lim
If C γ (f, x) = {y}, then y is called an arcwise limit(asymptotic value) of f at x.
In other words, y is an asymptotic value of f at x ∈ Ω, if there exists a curve γ : [0, 1) → Ω such that γ(t) → x and f (γ(t)) → y for t → 1.
The Koebe theorem
In 1915 Koebe [42] proved that a conformal mapping between a simply-connected planar domain Ω onto the unit disc has arcwise limits along all end-cuts of Ω. The following result extends Koebe's theorem and Theorem 7.2 in Näkki [52] to the setting of quasiconformal mappings in H 1 . Moreover, we study more general end-cuts than in [52] . Proof. We follow the idea of the proof of [52, Theorem 7.2] . Since Ω is finitely connected at every boundary point x ∈ ∂Ω, then Observation 5.1 implies that all x ∈ ∂Ω are accessible. Let γ be an end-cut in Ω from x ∈ Ω. Let K ⊂ Ω be a continuum and let U k be neighborhoods of x such that
In order to see that latter let us assume that R > 0 is sufficiently small and such that B(x, R) ⊂ H 1 \ K. By the decay property of diameters for sets U k for k → ∞ we have that, passing to a subsequence if necessary,
Since H 1 is a path-connected metric measure space with doubling measure, then Theorem 3.1 in Adamowicz-Shanmugalingam [2] together with the fact that the modulus of curve families is an outer measure imply that
In the fourth inequality above we also used the fact that the family of curves Γ 2 (B(x, 1/k),
The quasiconformality of f implies that
Since Ω 0 is a mod-uniform domain, Definition 4.1 gives us that lim k→∞ diam(f (γ k )) = 0 and thus the cluster set C γ (f, x) is a singleton meaning that f has an arcwise limit along γ.
The Lindelöf theorem
A bounded analytic function of the unit disc having a limit y 0 along an end-cut at a boundary point x 0 has angular limit y 0 according to the classical theorem of Lindelöf. By angular limit we mean that the limit is y 0 along any "angular" end-cut at x 0 , that is an end-cut contained in some fixed cone in the unit disc with apex at x 0 .
In [29, Theorem 6 ], Gehring proved a Lindelöf type theorem for quasiconformal mappings on balls in R 3 which Näkki generalized to R n in [52, Theorem 7.4] . In this context the theorem is stated in terms of angular end-cuts and principal points. For the main ideas and definitions of principal (and subsidiary points, see below) we refer to CollingwoodLohwater [23, Chapter 9.7] and Näkki [52, Section 7] . The importance of such notions in the classification of prime ends in R n is described e.g. in [52, Section 8] . See also Carmona-Pommerenke [21, 22] for results regarding the theory of continua and principal points.
The geometry of H 1 imposes a number of obstacles in proving a Lindelöf type theorem. Firstly, the Euclidean proof relies on transforming the setting to the upper half space by a stereographic projection which sends x 0 to the origin and then using the fact that a cone in R n with apex at 0 is invariant under dilation. Although we have stereographic projections, we do not have the luxury of choosing the destination of x 0 . Secondly, we do have a notion of a cone in a domain Ω with apex x 0 ∈ ∂Ω and width α, i.e., the set {x ∈ Ω : d H1 (x, x 0 ) ≤ αd H1 (x, ∂Ω}, however these sets are not invariant under dilations centered at x 0 , that is maps of the form g s = τ x0 • δ s • τ For a general ball we use translations and dilations to normalize and apply the definition we have given for B(0, 1).
We now explain why such a definition is geometrically suitable. We consider the normalized situation where B = B(0, 1) and x 0 ∈ ∂B(0, 1). For a given sequence r k → 0 we define a sequence of contractions g k , all with fixed point x 0 , by setting
. If x ∈ B(0, 1) and x = x 0 , then
By direct calculation we have that
, where A 0 (x 0 , x) = ||x 0 || = 1 and the remaining A k are polynomials of homogeneous degree 4. Therefore, if n is sufficiently large we have
and so if α k (x 0 ) := min{A k (x 0 , x) : x ∈ B(0, 1)}, then
for all x ∈ B(0, 1) \ {x 0 }. Hence, on B(0, 1) \ B(x 0 , ǫ) we have d(0, g
k (x)) ≥ 1 for n sufficiently large and
Hence the convenience is encapsulated in the following conclusion: If ǫ > 0 is given, then for k sufficiently large, we have
The reason we choose γ([t 0 , 1)) ⊂ g s (B(0, 1) is so that geodesic rays are contractible. Indeed, let φ(s, x 0 ) denote the radial geodesic joining the origin to x 0 , see (20) , then
Hence we can choose r k sufficiently small so that ||g
and so the radial geodesic avoids D k for all r k < 1.
Theorem 5.2 below is an analog of the Lindelöf theorem and corresponds to Theorem 6 in Gehring [29] and Theorem 7.4 in Näkki [52] . See also Vuorinen [67] for related studies in the context of angular limits for quasiregular mappings in R n and Näkki [53] for further relations between angular end-cuts and various types of cluster sets.
In the proof of Theorem 5.2 we will need the following auxiliary result. Recall that if x is any boundary point of a collared domain, then we can associate with x a so-called canonical prime end, cf. the discussion following (9). 
Proof. It is an immediate consequence of the topological properties of the homeomorphism f , that E k = f (E k (x)) is a cross-set for k = 1, 2, . . . as in Definition 3.1. In order to show that E k is a prime chain, and thus a prime end in f (Ω), we need to verify conditions (a) and (b) of Definition 3.3. By quasiconformality of f it holds that
Similarly, if F ⊂ Ω is any continuum we have that
Hence, [E k ] satisfies Definition 3.3.
As observed in (9) , to every point in a collared domain we can associate a canonical prime end denoted [E k (x)] such that I[E k (x)] = {x}. In particular this holds in a ball B. By Observation 5.3, if f is quasiconformal, then a chain {f (E k (x)} is a prime end. 
Note that a.e. can be taken relative to the Radon measure on S(0, 1) discussed in the subsection on polar coordinates in appendix A.
Proof of Theorem 5.2. Let us begin by noting that there is no loss of generality if we assume B = B(0, 1) and f (0) = 0.
First we show that for a.e.
. By definition, every neighborhood of y contains f (E k (x 0 )) for some k, and the image of the radial geodesic satisfies f (φ(s k , x 0 )) ∈ f (E k (x 0 )) for some s k . Since quasiconformal maps are ACL, it follows that f (φ(s, x 0 )) is a horizontal curve for almost all
] is a prime end in Ω 0 since f is quasiconformal. We want to show that y is a principal point of [f (E sn (x 0 ))], i.e., every neighborhood of y contains f (E sn (x 0 )) for some n. More precisely, we will show that for every ǫ > 0, we have f (E sn (x 0 )) ⊂ B(y, ǫ) ∩ f (B) for n sufficiently large.
Define a sequence of mappings
and g n as in (15) . Since f is bounded and f (0) = 0, it follows from (15) that f n avoids the values 0 and ∞ if we consider f as a mapping f : B(0, 1) →Ĥ. By [44] , p.321, f n | B(0,1) corresponds conformally with a sequence of K-qc functionsf n :B(0, 1) → S 3 where
Here the ballB(0, 1) and the conformallity are with respect to the spherical metric
where (u, w) = u 1w1 + u 2w2 . Moreover,f n avoids the values in S 3 corresponding with 0 and ∞ by a fixed positive distance for all sufficiently large n. By [45] Theorem F, the sequencef n is normal. Hence there exists a subsequence f nj which converges uniformly on compact subsets of B(0, 1) to a K-qc mapping h or a constant. If j is sufficiently large then we have f nj (B(0, 1)) ⊂ f (B(0, 1) ∩ B(x 0 , ǫ)) and so by accelerating the subsequence f nj we can assume
This implies that
As a consequence we then have that
Let U ⊂ B(0, 1) be compact, then f nj → h or a constant uniformly on U . If h is the nonconstant limit, then h(U ) ⊂ ∂f (B(0, 1)) which contradicts the fact that h is homeomorphism. Hence f nj converges uniformly to a constant value on U . Choose U so that
It follows that f (B) ∩ B(y(x 0 , U ), ε) contains f nj (E 1 (x 0 ) ∩ U ) for k sufficiently large and so
By assumption, diam H1 (f (E sn j (x 0 )) → 0 and so it follows that y(x 0 , U ) is independent of U and is in fact equal to y. Moreover the sets f (E sn j (x 0 )) satisfy the requirements that qualify y as a principal point of The fact that we prove the theorem for a.e. x 0 is only required so that that we can employ the images f (φ(s, x 0 )) as horizontal curves. If we could show that the points f (φ(s k , x 0 )) can be joined by horizontal curves in Ω 0 then the result could be strengthened to all x 0 .
The Tsuji theorem
Our next goal is to show the quasiconformal counterpart of the Tsuji theorem in H 1 . A theorem due to F. and M. Riesz states that if a planar bounded analytic function in the unit disk B 2 has the same radial limit in a set of positive Lebesgue measure in ∂B 2 , then the function is constant, see e.g. Theorem 2.5 in CollingwoodLohwater [23, Chapter 2] . The celebrated example due to L. Carleson [20] shows that the weaker version of that result, with radial limits existing in a boundary set of a positive logarithmic capacity, is false. However, Tsuji proved that the set of boundary points with the same radial limit α is of zero logarithmic capacity, provided that α is an ordinary point of the analytic function, see Theorem 5 in Tsuji [58] for details and Villamor [64] for further studies of Tsuji's result. In [58, Theorem 6] Tsuji proved also the following result: consider a conformal map between B 2 and a planar simply-connected domain Ω with the set A of accessible points in ∂Ω of zero capacity. Then, the set of points in ∂B 2 corresponding to A has zero capacity as well. This result was extended to the setting of quasiconformal mappings in R n by Näkki [52, Theorem 7.12] . The following theorem generalizes Näkki's result in H 1 .
In the statement of Theorem 5.3 below we use the notion of arcwise limit, cf. Definition 5.3. Furthermore, the Tsuji theorem in H 1 relies on three notions which we now define: an arcwise extension of a quasiconformal map and the Sobolev and the condenser capacities.
Let Ω ⊂ H 1 be a collared domain and f be a quasiconformal homeomorphism of Ω. Denote by A f ⊂ ∂f (Ω) a set of arcwise limits of f at ∂Ω. Similarly, denote by A a set of points in ∂Ω where f has an arcwise limit.
A map F : Ω ∪ A → f (Ω) ∪ A f is called an arcwise extension of f and is defined as follows:
A map F is well-defined, i.e., for every x ∈ A it holds that C γ (f, x) = {y} for some y ∈ A f along any end-cut γ at x. Indeed, by Observation 3.2 and Observation 5.1 we get that every x ∈ ∂Ω is accessible, accessible through some prime end [E x k ] and there exists an end-cut of Ω from x. Theorem 3.7 gives us that cluster set
. This observation, combined with an immediate observation that C γ (f, x) ⊂ C(f, x) for any end-cut γ at x, gives us that
for every x and its every end-cut. By Lemma 4.1 we know that I[E x k ] = {x}. The argument will be completed once we show that I[f (E x k )] is a singleton. By the definition of C γ (f, x) for x ∈ A we have a sequence of points {f (x n )} ∞ n=1 and, thus, by joining these points we may build a curve, denoted γ ′ . By constructions in Observations 5.1 and 5.2 we obtain a prime end, denoted [E γ ′ ], whose impression satisfies
If a different end-cut γ 1 at x provides C γ1 (f, x) = C γ ′ (f, x), then we obtain a different prime end, denoted [E γ1 ] satisfying inclusions similar to (17) . Therefore, both [
] is a prime end. Hence C γ (f, x) is the same singleton set for all end-cuts γ at x, and so is I[f (E x k )]. Thus, C γ (f, x) is a single point (asymptotic value) independent of the choice of end-cut γ and F is welldefined for every x ∈ ∂A.
Finally, we recall the notions of the Sobolev capacity and the condenser capacity specialized to the case of the Heisenberg group H 1 .
The Sobolev 4-capacity of a set E ⊂ H 1 is defined as follows:
where the infimum is taken over all Newtonian functions u ∈ N 1,4 (H 1 ) such that u ≥ 1 on E (see e.g. [37] for definitions and properties of Newtonian spaces).
The following result relates the modulus of curve families to the condenser capacity, see Definition 1.4 and Remark 1.9 in Vuorinen [66] , also Ziemer [70] .
Lemma 5.1 (cf. Lemma A.1 in [1] ). For any choice of a compact subset of a ball K ⊂ B R we have that
where Cap 4 (K, B R ) denotes the 4-capacity of the condenser (K, B R ) and is defined by
where g u stands for a 4-weak upper gradient of u and the infimum is taken over all u ∈ N 1,4
Let us just comment that the first equality in (18) follows from the properties of the p-modulus: the first curve family is contained in the second, but the second is minorized by the first one. The equality between the 4-modulus and the 4-capacity is a consequence of [1, Lemma A.1].
Recall Definition 4.1 of mod-uniform domains. Proof. The main idea of the proof is similar to the one of Theorem 7.12 in [52] . However, we need to adjust several tools and auxiliary results to the Heisenberg setting. Moreover, we use techniques developed in recent years. Let E ⊂ f (B) be a closed set. Denote by Γ(E, A f , f (B)) the family of (horizontal) curves γ in f (B) with one endpoint in E, the other in A f , and γ \ (E ∪ A f ) ⊂ f (B).
By Proposition 1.48 in Björn-Björn [8] [8] can be applied to the Heisenberg group H 1 , due to Theorem 3.2. From this we conclude that C 4 (A) = 0 as desired.
A Appendix
In the section we provide some auxiliary results in the geometry of the Heisenberg group and the modulus of curve families in H 1 .
A.1 Polar coordinates
For each (z, t) ∈ H 1 the curve γ (z,t) (s) = φ(s, (z, t)), where φ(s, (z, t)) = δ s exp −it log(s) |z| 2 z, t ,
is a horizontal ray joining 0 to (z, t). In particular, the parametrization (20) has the following properties (see Balogh [7] ):
1. φ(s, (z, 0)) = sz 2. φ(s, (z, t)) = γ (z,t) (s) = s (z, t)
3. If Φ s (z, t) := φ(s, (z, t)), then det DΦ s (z, t) = s 4 for s > 0 and (z, t) ∈ H 1 \ Z where Z is the horizontal singular set Z = {0} ∪ {(z, t) ∈ H 1 \ {0} : ∇ 0 (z, t) = 0} and ∇ 0 (z, t) = (X (z, t) )X + (Ỹ (z, t) )Ỹ is the horizontal gradient of (z, t) .
We note that if (z, t) ∈ B(0, 1) then property 2 above, shows that γ (z,t) (s) is a geodesic joining 0 to (z, t) and we conclude that B(0, 1) is star shaped with respect to 0. By Theorem 3.7 in [7] , there exists a unique Radon measure σ on S \ Z (for a unit sphere S = S(0, 1)), such that for u ∈ L 1 (H 1 ), 
Furthermore, by Proposition 2.18 in [7] we have λ(Z) = 0, S \ Z = {( √ cos αe iθ , sin α) : α ∈ (−π/2, π/2), θ ∈ [0, 2π)},
and it follows that dσ = dαdθ (see Example 3.11 in [7] ). We use the parametrization in (22) to define a cone at point x 0 ∈ ∂B(p 0 , r) as follows: translate and dilate so that B(0, 1) = δ 1/r • τ p The open cone in B(p 0 , r) at x 0 ∈ ∂B(p 0 , r) with angle ǫ is is the set C(p 0 , r, x 0 , ǫ) = τ p0 • δ r (C ǫ (x 0 )).
then by (21) we have H1 ̺ 1 (z, t) Q dλ(z, t) = 2π Proof. Since Γ is minorised by Γ 0 we have Mod 4 Γ ≤ Mod 4 Γ 0 . In order to prove the reverse inequality it suffices to prove that F (Γ) ⊂ F r (Γ 0 ).
Assume that ̺ ∈ F (Γ) and that γ is a rectifiable path in Γ 0 . If γ * denotes the closed extension of γ given by Theorem 2.1, then the trace of γ * meets both E and F . In particular we may assume there exists t 1 ≤ t 2 such that γ * (t 1 ) ∈ E and γ * (t 2 ) ∈ F . It follows that the curve β = γ * | [t1,t2] belongs to Γ and
We conclude that ̺ ∈ F r (Γ 0 ).
