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Mathematical features involved in the systematic development of elementary 
particle theory on an alternative cosmos (space-time) are presented. Bundles 
representative of physical fields are studied in the unique variant of Minkowski 
space MO enjoying similar properties of causality and symmetry. The “universal 
cosmos” fi is the universal cover of the causal compactification of MO. The 
bundles studied are induced from representations of the scale-extended Poincare 
group, which forms the isotropy group in R of the universal cover e = S%(2, 2) of 
the connected component of the group of all causal transformations on a. Discrete 
symmetries and higher-dimensional cases are also discussed. 
The primary focus is on the temporal evolution, especially stability (involving 
positivity of the energy), wave equations (implicative of finite propagation 
velocity), and the unitarity and/or composition series of associated actions of B. 
General spin bundles on A are treated, parallelized, and correlated with bundles on 
MO. Associated covariant wave equations and the spectral resolution of 
fundamental quantum numbers are studied in detail in the scalar case. 
I. INTR~DUC~~N 
The present work is motivated by a combination of mathematical and 
physical initiatives, and is more intelligible from an overall perspective. 
Formally, it is presented in a rigorous mathematical way, for logical clarity, 
technical precision, and its close relations with several important strands of 
mathematical theory. Intuitively, however, it is most simply understood as an 
attempt to apply modern mathematical ideas to the development of a more 
intelligible and/or exact model for microscopic physical phenomena. 
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Aspects of this program have been discussed in a series of publications, 
from [1] in 1951 to [2] in 198 1, to which we refer for further background 
and bibliography. 
However, to summarize the idea very briefly, and indicate a central theme 
in the interpretation, we contemplate the possibility that (“empty”) global 
space-time may differ somewhat from Minkowski space, while being locally 
very similar to it, and that the true “energy” (in the sense of the generator of 
temporal evolution) may correspondingly differ from the special relativistic 
energy,, although again being very close to it in the case of sufficiently 
localized phenomena. It turns out that extremely general constraints of 
causality and symmetry (plus, of course, four-dimensionality) suffice to 
determine an essentially unique non-trivial such possibility. The space M in 
question is “larger” than Minkowski space M,, which can be identified with 
an open subset of ti. The true energy H in question is larger (in the sense of 
hermitian operators in quantum theory, or functions in classical theory) than 
the special relativistic energy H, associated with M, (a feature connected 
with the redshift [3]), relative to a factorization of the cosmos as 
time X space. 
The relation of fi to M, is closely parallel to that of the 2sphere to a 
tangent plane via stereographic projection. The relation of H to H, is 
correspondingly parallel to that of the generator of a one-parameter group of 
rotations of Sz around a central axis parallel to the plane, and the generator 
of the one-parameter group of translations in the tangent plane that osculates 
the former group at the point of tangency. 
In a suitable frame of reference, &I may be represented as R’ x S3, and 
the radius R of “space” S3 provides a natural third fundamental constant, in 
addition to h and c, which is required for fundamental physical theory to 
complete the program suggested by Minkowski [4] of replacing limiting 
cases (as the Galilean group is of the Poincare group, when c+ co, or 
classical physics is of quantum physics, as Zt + 0, these limits being suitably 
interpreted) by mathematically more natural structures. The causal group of 
M, essentially SU(2, 2), is terminal from this standpoint (not being a limiting 
case of any inequivalent group), and has the scale-extended Poincare group 
P as its limiting case when R + co, H then being carried into H,. While 
there should only be a slight effect on the energy levels of sufficiently 
localized states, there is a considerable loss of symmetry in the replacement 
of SU(2, 2) by P (four dimensions), which may have impact on the 
classification of states, and be connected with the appearance of internal 
quantum numbers (in analogy with the spin in non-relativistic quantum 
mechanics). In addition, larger-scale issues such as the mathematical 
formulation of Mach’s principle and of the principle of equivalence may be 
affected. 
Just as the Newtonian limit, c -+ co, and the classical limit, h -+ 0, can 
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usefully be treated for the clarification of the physico-mathematical inter- 
pretation, so the “flat” limit R + co will sometimes be helpful to consider 
here. In addition, it is essential to do this for making the connection between 
empirical measurement and theoretical analysis, since direct observation is 
limited to relatively microscopic regions of the universe and is reduced 
analytically under the assumption that space-time is flat. Thus there is a 
distinction between the “flat,” conceptually observed, picture, and the 
“curved,” conceptually objective (non-anthropocentric) picture-possibly 
raising some philosophical issues, as in quantum mechanics, where the 
“quantum” world is observed “classically.” Our concern here, however, will 
be with flat vs curved energies, bundles, wave equations, and the like; but at 
the same time, the usual relativistic flat bundles are not only, or even 
primarily, limiting cases of the curved bundles treated here, but identical 
(within equivalence) with their restrictions to the open region representing 
MO. 
Thus our aim is in part to use physical desiderata such as stability, 
causality, and covariance to determine those subspaces of space-time bundles 
that seem to have the theoretical possibility to represent physically real fields 
or particles. Having done this and correlated the results with the conven- 
tional relativistic situation, we can treat the simplest local invariants of 
bundles as possible models for interaction. It should be noted that the spatio- 
temporal labelling provided by the bundle structure is essential for the 
analysis; pure group representations (interesting examples of which arise) are 
insufficient. Wave equations per se would also be insufficient; indeed, wave 
equations are here derived rather than regarded as fundamental entities; they 
serve primarily to decompose bundles into subspaces exhibiting finite 
propagation velocity via hyperbolic partial differential equations, and well- 
defined mass. Thus the bundle determines associated group representations in 
a wave equation in a physically natural and technically economical way. 
Analogous theory for non-linear equations and second quantization 
considerations are beyond the scope of the present article. We also stop short 
of quantitative applications and some logical further developments that we 
plan to treat later. In order to facilitate this later work some potentially 
relevant details and calculations are included in the present work. For a 
general description of the contents and direction of this article, see the 
abstract. 
II. SYNTHETIC GEOMETRY 
2.1. Notation and Preliminaries 
Although the present work is directed towards the physically realistic case 
of a four-dimensional space-time, its general method extends naturally to a 
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wide class of causal manifolds. In order to clarify the essential ideas by 
placing them in an appropriate general setting, without excessive abstraction 
or detachment from a concrete analytical context, one of the simplest non- 
trivial generalizations (apart from that of higher-dimensional Minkowski 
spaces) is developed. This is the case in which Minkowski space MO, which 
as a causal manifold is identical with the space of 2 x 2 hermitian matrices, 
with temporal precedence defined by the stipulation that an hermitian matrix 
H temporally precedes another H’ if HI-H is positive semi-definite, is 
replaced by the space H(n) of n x n hermitian matrices with the analogous 
notion of precedence. 
We use the following notation and terminology, in which certain general 
terms are used in more specific senses. Thus, “manifold” means “real 
analytic manifold. ” “Causal manifold” means manifold endowed with a 
given suitably analytic closed convex cone field; the cone C, at a given point 
p is called the “future” cone. A causal (resp. anti-causal) transformation 
from one causal manifold onto another is an invertible analytic transfor- 
mation that preserves the cone field (resp. carries C, into -C,, if p goes into 
p’). It is Zocally causul if its restrictions to arbitrarily small open sets are 
causal. The totality of causal transformations on a causal manifold M is 
called its cuusul group and denoted G(M); the universal cover of this group 
is called the essential causal group and denoted c(M). 
H(n) denotes the causal manifold of all n x n complex hermitian matrices, 
the future cone at any point being defined as the set of all positive semi- 
definite matrices in H(n), with the usual identification between the manifold 
and tangent spaces in the linear case; h(n) denotes fH(n). G(H(n)) contains 
the group P, of all transformations of the form H -+ LHL * + K (H E H(n)), 
where L is arbitrary in GL(n, C), L* denotes the hermitian conjugate of L, 
and K is arbitrary in H(n). When n = 2 we speak of the scale-extended 
connected Poincare group. The universal cover of P, is denoted as P,,; it is 
isomorphic to the semi-direct product (R’ x SL(n, C) 2 H(n), where 
R’ x SL(n, C) acts on H(n) (as an additive group) by the equation 
(t x L)H = e’LHL* (H E H(n)). More generally, if G-is a given group that 
has a given action as automorphisms of a given group H, the “semi-direct 
product,” denoted G % H, is defined as the set of all pairs (g, h), g E G and 
h E H, with the multiplication: (g, h)( g’, h’) = (gg’, hg(h’)). 
Non-boldface letters, such as G, will be used to denote groups or 
manifolds of a more general nature or limited use here than those denoted by 
boldface letters. For any Lie group G, Gadj will denote the adjoint group 
G/C, C being the center of G; the Lie algebra of G will be denoted as ,V and 
understood as linear when G is given as linear. The Lie algebras of groups 
with conventional capital-letter designations are denoted by substituting 
lower case for the capital letters; thus su(2, 2) denotes the Lie algebra of 
SU(2, 2), as an algebra of matrices on C4. If p is a point of a manifold on 
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which a given group G has a given action as a transformation group, G, will 
denote the subgroup fixing p (i.e., isotropy subgroup at p). The action of the 
element g E G on p will be denoted as gp, with the convention that (gg’)p = 
g( g’p) if g’ E G also. 
The space C” of complex n-tuples will be endowed with the inner product 
(x, x’) = x1 2; + .a. + xnzL, and the space C” @ C” with the complex sesqui- 
linear form 
~(xoY,x’oY’))=(x,x’)-(Y,Y’); x, y,x’, y’ E C”. 
SIJ(n, n) will denote the group of all linear transformations (or 
corresponding matrices) that leave invariant the form ((z, z’)), z and z’ being 
arbitrary in C” @ C”, and have unit determinant. U(n) will denote the group 
of all unitary matrices on C”, endowed with the left- and right-invariant 
causal structure for which the future cone at the identity matrix I is that in 
H(n) at 0, with the (usual) identification of the tangent space at I in U(n) 
with U(n) with H(n), i.e., the element 1 of u(n) corresponds to HE H(n) if 
(Af)(1) = (d/dt)f(e”“)I,=, for smooth functions f on U(n). The group 
Su(n, n) will frequently be denoted G,, and elements g will commonly be 
given as 2 x 2 matrices whose entries are linear transformations on C”. 
5%(n, n) will be denoted as G,. If g = (c i) is an element of G, and Z is in 
U(n), gZ is defined as (AZ + B)(CZ + 0))‘; this action of G,, on U(n) is 
causal [3]. We also write Mi, R”, and ti” for H(n), U(n), and U(n) when 
they are regarded purely as causal manifolds, and omit the specification “n” 
when clear from the context. With the additional structure of a specific 
Lorentzian metric defining the given causal cone field, or equivalent 
structure, the indicated manifolds will be denoted by the same letter in 
ordinary type. In particular, fi may be identified with the Einstein universe 
151. 
Given an arbitrary element g = (s i) in SU(n, n), the following notation is 
used: 
g-l= (“cl fg;R=2-~~2 (II ;), 
n-‘gL?= (g ;‘:), Lr’g-lJ2R= (“c; g. 
The following relations are valid: 
A” = (l/2)(,4 -B - C + D), A = (l/2)@ ” + B” + C” + II”), 
B” = (l/2)(,4 + B - C - II), B = (1/2)(-A” + B” - C” + D”), 
C” = (l/2)(4 -B + C - D), C = (1/2)(-A” - B” + C” + D”), 
D”=(1/2)(A+B+C+D), D = (1/2)(/I ” - B” - C” + D”). 
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In addition, 
A’=A*, A”=D;, 
B’=-CC*, B”=B* 1 3 
Cl=-B*, C”= C,*, 
D’ = D*, Dl’=A* I . 
2.2. Imbedding of M, into ti 
Minkowski space-time has a canonical causal imbedding in the universal 
cosmos. The causal group of M, thereby becomes a subgroup of the causal 
group of ti. Interestingly, the isotropy group in the action on R of its causal 
group is the causal group of M,. These results are valid not only for n = 2 
but for arbitrary n. 
THEOREM 2.1. G acts causally and transitively on @l, with isotropy 
group isomorphic to B. 
Proof. This will incidentally develop notation and results for later use. 
The action g.Z of the element g = (“, “,) of G on the element Z of U is 
defined by the equation gZ = (AZ + B)(CZ + D)-‘. The action g’z of an 
element g’ of G on the element 2 of 6 is defined by the canonical lifting. The 
canonical coverings of U by U and of G by G;, which are group 
homomorphisms, will be denoted as c and y. We normalize the presentation 
of A? as R ’ X S.V(n) and of the corresponding u as: a(t x IV) = eir W (t E R ‘, 
WE Su(n)). These mappings are related by the condition 
u(gZ) = y( gJ a(Z) for arbitrary g E G and Z E 6, by the definition of 
lifting. 
The term “maximal (essentially) compact connected” subgroup of a Lie 
group, which will be abbreviated to M(E) CC subgroup, may in context refer 
to any such subgroup, all being conjugate by some element of the group; 
“essentially” means having a compact image in the adjoint group. 
LEMMA 2.1.1. The MECC subgroup it of e is isomorphic to 
R’ x SU(n) x SU(n). Normalizing R thus and u as above, the following 
equations give the action of R on u and the restriction YIR: 
lc.f=(s+t)x uwv-‘, 
r(f) = ( 
is/2 u 
e o 
0 
e-is/2 v 
1 
’ 
where&=sX UX VandZ=tx W. 
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Proof. Let K denote the subgroup of G consisting of all elements g for 
which B = C = 0. Such g take the form ({ E), where A and D are in U and 
such that det A det D = 1, but are otherwise unconstrained, showing that K is 
compact and connected. Since U has dimension n*, K has dimension 
2nZ - 1, which is known to be the dimension of the MCC subgroup. Hence 
K is a MCC subgroup, and since the given expression for y is a local 
isomorphism, K is a MECC subgroup of G. 
It remains only to show that i%! satisfies the lifting constraint. To this end 
it suffices to show that the given expression for @ defines a transformation 
group action of K on U that locally in K and U gives the result required by 
the lifting constraint; for any such transformation group action is determined 
by this local form. Since in fact (Ep) Z = &pZ) for arbitrary F and P in 
K, a proper group action is defined by the given expression. The lifting 
constraint takes locally the form 
a((s + t) x UWV-‘) = g(e”W); 
eis/2 
g= u” 
( 0 e-is12V 1 ’ G’ 
This condition may be expressed as the putative equality 
which holds. 
LEMMA 2.1.2. Let h = iH E h and let c denote the (causal) mapping from 
h into U defined by the equation c(h) = (1 + h/2)( 1 - h/2) ‘. Then for 
g = ($ :) sufficiently close to the identity in G and h sufficiently close to 0 in 
h, 
c-‘gch = (A”, + 2B”)(fC”h + 0”)-’ 
(where A”, etc. are as given in Sect. 2.1) 
Proof. The range of the (Cayley transform) c is well known to be open 
and dense in U. By continuity, gch will remain in the range of c as g and h 
vary over sufficiently small neighborhoods of I and 0, respectively, so that 
c-‘gch exists. Noting that if Z = ch, then h = c-‘Z = 2(Z - I)(Z + I)-‘, it 
follows that 
c-‘gch=2((AZ+B)(CZ+D)-‘-Z)((AZ+B)(CZ+D)-’+I)-’ 
= 2((AZ + B) - (CZ + D))((AZ + B) + (CZ + D))-’ 
=2((A-C)Z+(B-D))((A+C)Z+(B+D))-’ 
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= 2((A - C)(Z + h/2) + (B - D)(Z - h/2))((A + C)(Z + h/2) 
+ (B + D)(Z - h/2)) - 1 
= 2((A - C + B -D) + (A - C-B + D)(h,‘2))((A + B + C + D) 
+(A-B+C-D)(h/2))-‘, 
which is the stated form. 
LEMMA 2.1.3. There exists a unique isomorphism p of P into G such that 
p(g) c(iH) = c(igH) for all g E P and H E H. 
ProoJ Since c(iH) is dense in U, two such ,f?s can differ only by a 
homomorphism of i into the kernel of the action of G on U. Since this 
kernel is a discrete group there exists no non-trivial such homomorphism, 
establishing uniqueness. 
To show existence, let T be an arbitrary element of I’, of the form 
(t x L) 2 F (t E R ‘, L E SL(n, C), F E H(n)), and set 
It is straightforward to check that p is a homomorphism of @ into 
GL(C” 0 Cn). It is obviously one-to-one, hence an isomorphism. To show 
that ,8(r) E G, it suffices to treat its three factors separately. One evaluates 
P((t x z) 2 o) = cash t/2 -sinh t/2 
-sinh t/2 cash t/2 ’ 
P((0 x L) x 0) = 
( 
(L*-’ + L)/2 (L*- ’ -L)/2 
(L*-’ -L)/2 (L”-’ +L)/2 
p( (0 x Z) : F) = ’ $; 
iF/4 
1 - iF/4 ’ 
which matrices are actually in G. 
It remains only to show that /3(g) c(iH) = c(igH) for g E F and HE H. 
The class of g for which the given equality holds for all HE H is a group, 
and hence it sufftces to treat the cases when g is one of the factors of T of 
the form just treated. This is accomplished through the use of Lemma 2.1.2 
when g is sufficiently close to the identity, together with analyticity and 
group homomorphism considerations. 
As a representative case, suppose g= (0 x Z) 2 F. Substitution of the 
values A = Z + iF/4, B = iF/4, C = - iF/4, D = Z - iF/4, in the expressions 
given in Lemma 2.1.2 yields the values A” = Z, B” = iF/2, C” = 0, D” = I. It 
follows that if F and H are sufficiently near 0 in H, then the equality holds. 
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Since both sides of the equality are analytic functions of H, it follows that 
the equality is valid for all H E H. Consequently, c -‘/I( g)c(iH) = igH for all 
F sufficiently near 0. But each side of the last equality is, as a function of F, 
a representation of the additive group of H. Local equality therefore implies 
global equality, and the proof is complete. 
Notation. Let F be a given sesqui-linear form on the complex vector 
space L. Then U(F, L) denotes the totality of linear operators on L that 
preserve the form F, and SU(F,L) the subgroup of elements of unit deter- 
minant. In case L is complex m-space C” for some m and T is a linear 
operator on L, (T, L) may be substituted for (F, L) with the understanding 
that F(z, z’) = (Tz, z’). 
LEMMA 2.1.4. The following conditions on an element g in SL(C” @ C”) 
are all equivalent: 
(i) g E SU((‘, J’,), C” 0 P). 
(ii) A*A-C*C=I,B*B-D*D=-Z,A*B-C*D=O. 
(iii) g-’ = 
( 
-“B** :**I. 
(iv) 0 -‘gfi E SU(( y h ), C” @ C’). 
where 
A”*D” + C”*B” zzz 1, A”*C” + CN*A” zz 0, 
B”*D” + D’r*B” = 0. 
ProojI Straightforward computations. 
LEMMA 2.1.5 p(F) is the component of the identity in G-, . 
ProoJ Observing that g = (: E ) leaves --I invariant if and only if 
(-A + B)(-C + D)-’ = - 1, or A -B + C -D = 0, and that this condition 
is satisfied by the p’s of each of the three factors of a general element of P 
given in the proof of Lemma 2.1.3, it follows that p(P) is contained in G-, 
On the other hand, j?(P) is connected, and of dimension identical to that of P 
(since p is an isomorphism) i.e., 1 + (2n* - 2) + n* = 3n2 - 1. SU(n, n) has 
dimension (2n)2 - 1 and U(n) has dimension n2, showing that the isotropy 
group G-, has dimension 3n2 - 1 also. Thus p(P) must be the entire 
connected component of G-,. 
ANALYSIS IN SPACE-TIME BUNDLES 87 
LEMMA 2.1.6. Let Z denote the center of G. Then G-, =p(P) Z. 
Proof: Note first that Z acts trivially on U. By Lemma 2.1.4 and an 
observation in the proof of Lemma 2.1.5, g = (i i) is in G-, if and only if 
C” = 0, in the notation of (v) in Lemma 2.1.4. It follows that A “*D” = I, 
whence (det A “) (det D”) = 1. Since G is unimodular, (det A “) (det 0”) = 1. 
It follows that det A” is real, and a parallel argument shows that det D” is 
real. If det A W is negative, so is det D”. If 1 is any nth root of - 1, (+ j) is 
an element of Z for which this is the case, and its product with any other 
such element will have positive det A” and det D”. 
Thus it suffices now to show that every element g in G_, for which det A V 
and det D” are positive is of the form /I@) for some p E P. Let t be real and 
such that det A” = et’* and det D” = e-“*, and set g, = g@((t x I) 2 O))-‘; 
then g, is again in G-,, and the A ” and D” corresponding to g, will have 
unit determinant. Consequently for g, , there exists L E SL(n, C) such that 
A” = L and D” = L*-‘. Now setting g, =g,(jI((O x L) 2 O)-‘, g, is an 
element of G-, for which the corresponding A” and D” are both I. Such an 
element is of the form g, =/?((O x Z) ? F) for some FE H, completing the 
proof. 
Completion of proof of Theorem. It is clear that R acts transitively and 
causally on lk Therefore the proof that each element of G acts causally on 
ti reduces to a local question in ti (combining the given element of G with 
an appropriate element of ii). Thus it suffices to show that an element of G 
fixing a point p of l?I acts causally at p. This is a local question, so the 
question is reducible further to the corresponding one regarding the action of 
G at IE U, for which cf. [3]. 
Thus it need only be shown that the isotropy group is isomorphic to P. If 
p=7zxZ~o and gEG,, then from the equation gp =p it follows that 
y(g) a@) = a(p), showing that y(g) E G;, . Since y is a local isomorphism, it 
carries the component of the identity in G,, say, G.p.o, into the component of 
the identity in G-,. Since the latter component is simply connected and of 
the same dimension as the former component, the restriction vi?;,.,, must be 
an isomorphism. 
To complete the proof it is therefore sufficient to show that Gp is 
connected. As the basis of an indirect argument, suppose there exists an 
element g’ of Gp that is not in Gp,O. Since y( g’) E G-,, Lemma 2.1.6 shows 
that there exists some element g in Gp,O such that y( g’) = y(g) c, where c is 
central in G. Since y is a local isomorphism, this implies that g’g-’ is 
central in G. For a connected semi-simple Lie group, all central elements are 
contained in the MECC subgroup, so that g’g-’ is an element of R. But the 
subgroup of l? that fixes 7~ x I consists of the elements of E of the form 
0 x V x V, with V arbitrary in Su(n). This is then a connected subgroup 
containing g’g-’ and contained in Gp, which implies that g’g- 1 is in G,,,, . 
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This in turn implies that g’ E Gp,,,, a contradiction completing the indirect 
argument. 
COROLLARY 2.1.1. The actions of P on H and of the isotropy subgroup 
of G on an open orbit in A define identical causal transformation groups: H 
is causally equivalent to the orbit via a map intertwining the respective 
actions of P. 
ProojI Let p = 7c x Z, and let 0 denote the orbit G,(O x I); the smooth 
mapping T from H to fi that carries H in H into U = c(iH), and then carries 
U into the element t x W of &? such that U = ei’ W, normalized by requiring 
0 to be carried into 0 x I, will be shown to satisfy the conclusions of the 
Corollary. By the simple connectivity of H, and hence of the corresponding 
open subset c(iH) of U, there exist unique smooth functions t and W from H 
to R ’ and SU(n) such that c(H) = ei’ W, the map H + t x W being bianalytic 
onto an open subset of R’ x ,SU(n), coinciding with local such functions in 
the neighborhood of any given point. Taking this point as 0 in H, 
corresponding to I in U, and defining t = (ni)-’ log det U, where U = c(iH), 
HE H, near H = 0, using the principle branch of the logarithm, the mapping 
T becomes fully defined. Since the map t x W+ eit W is locally causal, T is 
a causal equivalence. 
It remains to show that for all g in P and H in H, T( gH) =x(g) T(H), 
where x denotes the isomorphism of P onto Gp given by the theorem. In 
particular, a(~( g) x) =/I(g) a(x) for arbitrary g E P and x E A. Applying c 
to both sides of the present putative equality, gives the equality (putative), 
c(igH) =/I(g) c(iH), which is valid. It follows that for g sufficiently near the 
identity in r? and H sufficiently near 0 in H, T( gH) =x(g) T(H). On the 
other hand, each side of this equation is an analytic function of g and H on 
P x H, with values in fi. Consequently the equality holds throughout P X H. 
In particular, setting H = 0 and g= (0 X I) 2 F, it follows that 
T(F) =x((O X Z) 2 F))(O x Z), showing that the range of T is contained in 0. 
Since the equality also shows that T(H) is invariant under x(P) = Gp, the 
Corollary is proved. 
COROLLARY 2.1.2. The center of G is generated by the two elements of 
R: 
[ = (2n/n) X ec’“‘l” X I, 
Proof: The projected actions of < and 7 on U are trivial, showing that c 
and r~ are central. On the other hand, any central element of G must be in R 
and hence of the form s x U x V, with U and V in SU(n). For this element 
to act trivially on U after projection, it is necessary and sufficient that 
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eiSUVp’ = 1 and that U and V be scalar matrices, since it is required that 
eiSUWV-’ = W for arbitrary W in SU(n). Thus U= e2nipin and V= e27riql” 
for integral p and q, which implies that s must be of the form 2w/n, r being 
integral. Applying [-’ to the given central element now leaves one of the 
form 0 X e’“‘Pl” X e2miqln, with p z q mod n required for centrality. Thus the 
remaining element is a power of q, which evidently acts trivially on U. 
Remark 2.1. It follows that the center of e is of the form Z, X Z,, 
where the Z, component acts trivially on 6. 
COROLLARY 2.1.3. Two points of 6I are left fixed by the same isotropy 
subgroup of G if and only if one is the transform of the other by an element 
of the center of e. 
Proof: Since the two points are connected by a transformation of the 
form k = t X W X I, and their isotropy groups are conjugate thereby, it is 
suff’cient to show the following: if k-IX(P) k = x(P), where x denotes the 
isomorphism of P into ep, and where it is no essential loss of generality to 
take p = 0 X -1, then k is central. Applying y and taking y(k) in the form 
(“, i?J ) (D being scalar), consider the elements of P of the form (‘2; ‘!,), 
where f is arbitrary in h(n). The condition just obtained then implies that 
is again in P (identified with its /I image in G), and so leaves invariant 
--I E U. This gives the condition (A -’ - D ‘) f (A - D) = 0, implying that 
A = D, which implies that y(k) is a scalar matrix. Unimodularity then 
implies that y(k) is an nth root of unity, which in turn implies, as earlier, that 
k is central. 
2.3. Discrete Causal Symmetries. 
These play an important role in applications. The foregoing considerations 
are now extended to include them, limiting consideration to the case n = 2 
that is physically realistic. The group of all causal and anti-causal transfor- 
mations on H will be denoted G’(H). As is well known, G’(H(2)) is 
generated by the connected component G,(H) of G(H) together with two 
transformations, to be denoted T and P, known as “time” and “space” 
reversal. Moreover G+(H(2))/G,(H)) is isomorphic to Z, x Z,. Here as 
throughout, the subscript “0” on a group denotes the connected component. 
The universal cover of a given manifold M will be understood as a group 
when M is a group, whether M is connected or disconnected. In the cases of 
the groups Pi and G+, where these denote the group generated by P or G, 
together with discrete symmetries to be designated, it will be useful to give 
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an explicit construction for P + and 6 +. By a basic pair of discrete 
symmetries (P, 7) at a point H of H(2), we mean an ordered pair of respec- 
tively causal and anticausal transformations on H(2) of the form 
P= s-‘P,S, T= S-‘T,S, 
where S is a transformation in P that carries H into 0 and P, and To are the 
transformations on H(2): 
P,:H-+trH-HH; T,:H-tH-trH. 
Note that since P, and T,, are causal and anti-causal, respectively, as is 
easily seen, the same must be true of P and p, and that P* = 1 = T*, 
PT = TP. It follows that a basic pair of discrete symmetries at a given point 
is unique within conjugation by a causal transformation connected to the 
identity that leaves the point fixed. 
The group F generated by such a pair is isomorphic to Z, x Z, and the 
group P+ generated by them together with P is in an obvious way the semi- 
direct product of F with P. The action of F as an automorphism group of P 
extends canonically to an action on P and the semi-direct product of F with 
P relative to this action forms the representative for the universal cover P’ 
that we use here (unless otherwise indicated). The natural projection of P + 
onto P+ is independent of the choice of basic pair, and of base point H. 
The concept of a basic pair of discrete symmetries at a given point extends 
naturally to the causal manifold U(2) in the following way. Let P, and To 
now denote the transformations on U(2): 
P,: U-+ (det u) U-‘, To: U+ (det u>-‘U. 
A basic pair of discrete symmetries at a point V of U(2) is defined as an 
ordered pair of respectively causal and anti-causal transformations on U(2) 
of the form 
P= s-‘P,S, T= S-‘T,S, 
where S is a transformation in G that carries V into I. Such a basic pair 
intertwines with one on H(2), when V is in the range of the Cayley 
transform, via this transform, representing the canonical imbedding of H(2) 
into U(2), as shown by a simple computation. It follows from this that the 
basic pair of discrete symmetries at a point of U(2) is unique within 
conjugation by an element of G leaving fixed the point. 
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This permits the formulation of G + as the semi-direct product of F with 
G, where the action of F on G is defined by canonical extension to G of the 
action of F on G just defined. 
COROLLARY 2.1.4. G + acts on @ causally or anti-causally, extending 
the action of G given in Theorem 2.1, and with isotropy group P ‘. Moreover, 
there is a causal equivalence between an open orbit of this isotropy group 
and H that intertwines the respective actions of Pt on them, canonically 
identifiable with that given in the theorem. 
ProoJ We take 0 x I as base point in a and define P: t x W+ t X W-‘; 
T: t x W + - t x W. Applying (J, these become U(=e” w> j (det U) U-’ and 
U-t (det U))’ U, which as earlier noted form a basic pair at I in U(2). It is 
straightforward otherwise to verify that P and T form a basic pair in fir. It 
follows that G + acts causally or anti-causally on M, with isotropy group 
FJ’. 
We next extend ,8 from P to all of P+ by defining p(P) and p(T) for P and 
T on H at 0 to be the given P and Ton U(2) at I. There is no difficulty in 
verifying that /3 extends uniquely to a map from all of P + into G + that is a 
group-isomorphism and satisfies the intertwining relation p(g) c(iH) = c(igH) 
for all g E P+ and HE H. In analogy with the relation x(p) = Gp of 
Corollary 2.1.1., there exists a similar extension of x to all of Ft such that 
#f)==G,+, both p = 0 x -I and 0 x I being left invariant by x(P) and 
x(T). The remainder of the proof now follows as in the connected case. 
Note, however, that Corollary 2.1.2 does not extend. The center of G + is 
generated by c2 and r; c is not in the center any longer, due to its non- 
commutativity with P. In terms of the connected group, the result may be 
stated as follows, where the writing of a symmetry as an exponent denotes 
the automorphism induced by it: gh means h-‘gh. 
COROLLARY 2.1.5. The elements [ and n of the center of c are both 
invariant under T, and n is invariant under P, but ii’ = jn. 
Remark 2.2. Thus every causal or anti-causal transformation on M, 
corresponds to a unique such transformation on M that agrees on M, 
regarded as imbedded in M causally, with the given transformation. 
Remark 2.3. Instead of the Cayley transform, the stereographic 
projection, modified so as to be relativistic by using an hyperbolic rather 
than positive definite quadratic form, could have been used, in the treatment 
of H(2). In this way a similar treatment could be given for Minkowski 
spaces of higher dimension, the groups SU(n, n) being replaced by the 
groups SO(n, 2). 
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III. ANALYTIC GEOMETRY 
3.1. Preliminaries 
The same basic notation will be used as in [2], except that it is convenient 
to make a more explicit distinction between a generator of the group G and 
the corresponding vector field on d. Generators of the abstract group will be 
denoted by boldface letters; corresponding vector fields on fi by the same 
Roman capital letter. Note that the mapping X-+X from the Lie algebra of 
G to that of vector fields on &i is an anti-representation. Thus, for example, 
in terms of the SO(2,4) generators L,, the commutation relations differ in 
sign from those for the corresponding vector fields Lii: 
[L,, Ljk] = ejLj, (other commutators vanishing) 
where e_ , = e, = 1; e, = e, = e3 = e, = - 1. Again, if the L, are regarded as 
elements of su(2,2) as in part of Table 1 of [2], they form a representation 
of the L, and satisfy the first set of commutation relations. 
3.2. Infinitesimal Causal Symmetries in Polar Coordinates 
Table 1 of [ 21 is supplemented by presentations in polar coordinates in 
Table II. The coordinates involved have the following relations to the ui: 
eir = u - , + iu,, u,=sinpsinBcos#, u2 = sin p sin B cos 4, 
u3 = sin p cos 0, u4 = cos p; 
here 0 < 8, p < rt, 0 < 4 < 2n. 
3.3. Relations between the xj and the uj. 
We denote the imbedding of M, into i@ given in Corollary 2.1.1 by i, and 
call it the standard imbedding of M, into i@; it is defined relative to a “fixed 
Lorentz frame and unit of length” in M,. In coordinates i is given by: 
i(x,, x, , x,, x3) = t x U, where 
u-1 =p(l -x2/4), uj =pxj, uq = p( 1 + x2/4), 
p= ((1 -x2/4)2 +x;)-“*, eir = cl + iu,, 
U=u,+u,b,+u,b,+u,b,, and -7t < t < 72. 
In particul_ar, the mapping i of M, into @, followed by the covering map o,f 
n? onto M (whose coordinates are the uj) is one-to-one. A point of M 
corresponds in this way to a point of M, if and only if u_, + u, > 0; the 
Minkowski coordinates are recovered by the equation xi = 2uj(u _, + u,) ‘. 
The function p defined above (and strictly positive) on M,, is extended 
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SO(2,4) Corresponding Vector Field on k? in 
Generator Polar Coordinates 
-sin f(sin p sin 19 cos 4) a, 
+ cos f 
( 
(cos p sin f3 cos 4) ii, + 
cos e cos 4 sin Q 
sin p a, - 7 sm p sin e a* ! 
-sin t(sin p sin 19 sin 0) 8, 
+ cos f 
( 
(cos p sin f3 sin 4) aD t 
cos e sin f$ cos Q 
sin p 
a,+_----2 
sm p sin e a 1 
-sin f(sin p cos 19) a, t cos f 
( 
cos p cos Ba, - g 3, 
1 
-sin 1 cos pa, - cos f sin pa, 
cos f(sin p sin 0 cos 4) a, 
t sin f 
( 
(cos p sin 0 cos 4) a0 + 
c0sec0se sin 4 
sin p 
a,-- sm p sin e %@ 1 
cos f(sin p sin e sin 4) a, 
+sinf [(cospsinBsin$)8,+ Co:lTr i10t*3@] 
cos f(sin p cos 0) a, t sin f 
( 
cos p cos ea, - E a0 
sin p 1 
cos f cos pii, - sin f sin pi?, 
-8, 
sin 48, t 
cam e c0s Q 
sin e 8, 
-cos $4 ae + 
cos 0 sin 4 
sin e 8, 
sin e cos $3, t z 
cos p sin 0 
cOsecOsga,-T- 
smp sin 0 8, 
cos p 
sin tl sin $8, t 7 
cosp cos( 
sm p 
cosBsin$8,+-- 
sm p sin e a* 
cosp cos ea, -? 
sm p 
sm 193, 
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smoothly to 2 by p = f(u-, + u,). For later use we also define the matrix- 
valued function 
u, = $24, u, + u,u, + uj Uj). 
3.4. Expressions for the Right- and Left-Invariant Symmetries. 
In addition to the vector fields Xj that generate right translations on o(2), 
the corresponding generators Yj of left translations are given presentations 
here. Yj is defined as the generator of the one-parameter group V -+ eitqU on 
a, or lifted up to a higher covering, as indicated by the context. The 
commutation relations of these vector fields are 
TABLE III 
Vector 
Field Expression in Polar Coordinates 
0(2,4)- 
Related 
Expression 
X, 
X2 
4 
Y, 
YZ 
Y3 
sin 8 cos $8, + 
( 
cos p 
-cost?cos#-sin4 8, 
sin p 1 
+ - i 
cos Q cos e cos p sin $ 
sin 19 - sinp sin 19 j 8, 
sinBsin#a,+ 
( 
cos p 
-cosBsin#+cos# 8” 
sin p 1 
+ - ( 
cos e sin 4 cos p cos 0 
sin e + sm p sin e 1 8, 
cos es, - cos p sin e 
sin p de + 8, 
sin ecos 48, + ! 
cos p 
-cosBcosg+sinO a0 
sin p ! 
+ ( 
cos 4 c~s e cos p sin ( 
sin e - sinp sin e ! 8, 
sin e sin $3, + 
( 
CDS p 
-cosBsin+cos/ a, 
sin p 1 
+ c0sBsin) 
( 
cos p cos $9 
sin e + sm p sin e 1 80 
cos ea, - cos p sin e 
sin p 80 - 8, 
L,, -L, 
L,, + L*, 
ANALYSIS IN SPACE-TIME BUNDLES 95 
[Xl,&] = - 2x3, (x~~x3]=-2x~~ [x3Tx1]=-2X2; [XiPyj]=O 
(all i, j); 
3.5. Actions of Relevant Vector Fields on the Uj 
Table IV gives Luj (j = -1, 0, 1, 2, 3,4) for various vector fields L that 
occur in the following. 
TABLE IV 
L l.” 
=x0 
L -I,[ 
L -1.2 
L - 1.3 
L 1.4 
E-s 
L 0.1 
L 0.2 
L 0.3 
L 0.4 
L 1.2 
L z.1 
L 3.1 
L 1.4 
L I.4 
L 3.4 
Xl 
X2 
X3 
y, 
Y, 
Y3 
U,X, 
+ G-2 
+ 4x3 
2 
uou4 
-u-juou, 
-u-,uou2 
-u-,UOUJ 
-u-,u‘$uo 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
-u-,uouq 
u’,u, 
u’,u, 
ul,u, 
ut,u, 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
-u-,u,uq 
uo(l - 4) 
-%uIu2 
-uou1 u3 
-uouIuI 
u2 
0 
-ui 
U4 
0 
0 
U4 
u.? 
-% 
u4 
-u3 
u2 
um,(l-u:, -u_,u2uj 
--u-lU>UJ u-,(1 -4, 
-u-,u2u4 
--I(ou1u2 
%(I -u:, 
--uc?u2u3 
-uouzu4 
-uI 
% 
0 
0 
u4 
0 
-u3 
u4 
UI 
u3 
u4 
-uI 
-u-,U,UJ 
--uouIu3 
-uou2u3 
uo(l - 4, 
-uou1u4 
0 
-u2 
UI 
0 
0 
u4 
u2 
--u1 
u4 
-u2 
UI 
U4 
u2u4 u3u4 
-u-,U]U& 
-u-,U,UJ 
u-,(1 -IL:, 
-uou1 u4 
-uou2u4 
-Uo%U4 
z&l - 24:) 
0 
0 
0 
-U1 
-u2 
-u3 
--u1 
-2 
-u3 
-u1 
-U2 
-u1 
u:- 1 
3.6. Basic Flat and Inverted Generators 
Conformal inversion on M, is defined as the map x-+ 4x/x2, where 
defined. This map extends uniquely to the everywhere-defined smooth 
map U+ - U/det U on U(2), M, being imbedded in U(2) as earlier. A 
corresponding map on i%? is ambiguous within an element of the center of e. 
580/47/l-7 
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We standardize this element and defined causal inversion on fi as the map 
t x V-t - t x - V, and denote it as 1. Conformal inversion on M, carries the 
infinitesimal vector displacements a/ax, in M,, denoted as a,, into vector 
fields gj that are sometimes called “special conformal transformations” when 
extended by continuity to be everywhere defined on M,. The generators of 
the Lie algebra of G that correspond to the vector fields a, and gj on M, will 
be called the basic flat and inverted generators, and denoted as Ti and q, 
respectively. In these terms we have the relation LP ,.,i = T,i - T.i 
o’= 0, 1, 2, 3). 
TABLE V 
Generator 
Expression in Corresponding Vector 
SO(2,4) Terms Field on M, 
TO CL- 1.0 + Lo,J/2 
T, (L-L, + LLJP 
T2 (L-l.2 + L*.JP 
T, (L-l.3 + L,.J2 
-Ql (-L-1., + LJP 
T, c--L-,,, + L,d/2 
22 C-L- 1.2 + L,JP 
-f, C-L- 1.3 + L3.4)/2 
4 
8, 
32 
(x’a, -f;r,S),4 
(x28, + 2x, q/4 
(x’ a2 + 2x, S)/4 
(x23, + 2x, S)/4 
3.1. Metrics, Measures, Forms 
The standard flat metric on M, is 
dx; - dx; - dx; - dx;. 
The standard curved metric on n;i is dt2 - ds2, where fi is represented as 
R ’ x S’, t denotes the component in R ‘, and ds is the element of arc length 
on S3 in radians. Relative to the standard imbedding of M, into A?, these 
standard metrics satisfy the equation 
dx; - dx; - dw; - dx; =p-‘(dt’ - ds2). 
The standard jlat measure in M, is given by the form dx,a!x, dx, dx,, 
denoted d,x. The standard curved measure on &? is given by the form 
&p,&p3, denoted d,u, where pi is the (unique) l-form such that b,(X,) = a,, 
(j, k = 0, 1, 2, 3). The notations d,x = du, dx,dx, and d, u = j3, &p3 will also 
be used. The cited forms defined respective positive orientations. 
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We note also the relations 
du, du, du, = u, d3 u, d, u = sin* p sin B dp de dqi. 
Setting w3 = (1/27c*) d, u, (,, co3 = 1. We also define u, = (1/27r*) d4 u. 
Relative to the standard imbedding, 
d,x=p-4d4u and d,x=p-” d,u. 
The standard l-forms pj (j = 0, 1, 2, 3) are also given by the equations 
/I, = dt and 
u4pI = (u: + u:)du, + (u,u, - u3u4) du, + (u,u, + u2u4)duj, 
U4p2 = (U1 U2 + U3 U4) du, + (u: + U:) dU2 f (-U, U4 + U2U3) du3 3 
u4/33 = (u, u3 - ~2~4) du, + (u, u4 + u2u3) du, + (u: + u:) du,. 
They have the derivatives 
The action of the star operator on basic forms are as follows, with the 
following standard definition of the star for forms in a pseudo-euclidean 
space: if s, ,..., s, is a basis such that every inner product between a pair 
of basis elements is il or 0, and with the positive orientation defined 
as s1...s,,*(s,s2...sP) = (((sp+l...s,,sp+,...s,))sp+l..,s,, cc .*. )> 
denoting the inner product derived from the given metric: 
* PO = - PJ32P3 3 * Pi = - POPjPk (i,j, k in cyclic order), 
* CaOPi> = PjPk 3 * cOiPj> = - POP/c) 
* CoOPiPj) = - Pk’ * (P,B*P,) = -PII, * a#,P*P3) = 1. 
The dui are expressible in terms of the p’s as follows. 
du -I =- %PO~ du,,=u-,Po, 
du, = u4P, + u3P2 - u2P3 9 
4 = - u.lP, + u4P2 + ulP3 2 
4 = 4 - u,P2 + u4P3 3 
du, = - (u,P, + UA + u,P3), 
d(u- I+ ~4) = - WA, + u,Pl + u2P2 + u3P3). 
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3.8. Enveloping Algebra Relations 
The following notations are used for designated elements of the enveloping 
algebra 8 of the Lie algebra .Y: 
L,=T:,-T;-T;-T;, 
A = (Xf + X; + X; + Y; + Y; + Y:)/2, 
L, = X; - A. 
It is straightforward to verify that the following relation holds in E: 
4Lf= [S, L,] + 1% IS, L,11/2. 
In general, for a given element Q of 8, the corresponding differential 
operator on i@, obtained by extending X +X as an anti-representation, is 
denoted by the same letter in ordinary type. However, in the cases of L,f and 
L,, the conventional notations Cl, and 0, will be used in place of L, and L,. . 
The following relation between differential operators will also be used: 
[S, q ,] = - 2x *uqoc - 2u,u,x, + 2u-,(u,X, + u,x, + UJ,). 
3.9. Scale Actions 
The following infinitesimal actions of scale transformations will be useful: 
SCHOLIUM 3.1. For any real constant k, Sph = - kp’(1 - up, u,). 
Moreover, if g = etS, then (a/at)[d4(g-‘u)/d4u)],:O=-4u~,uq, and 
(L@t)[d,(g-‘u)/d,u],=,=-3u-,u,. 
Proof. To compute Spk, use the expression p = (u-, + u4)/2 and Table 
IV. 
Since dq(g-‘u)/dqu = [d,(g-‘u)/d,(g-‘x)][d4(g-‘x)/d,x][d,x/d,u], the 
first derivative to be evaluated is that of p(e-‘Su)4 e-4tp-4 at t = 0. Using 
the result just obtained, this is -4 + 4p4 (1 - u _, u4)p -4 = - 4u _, u4. In the 
case of d, u the computation is similar. 
IV. PARALLELIZATION OF INDUCED BUNDLES 
4.1. Basic Theory and Applications 
The treatment of bundles on fi is much facilitated by the existence of 
convenient parallelizations. Relative to a parallelization, the section-space 
(i.e., space of sections) of the bundle may be identified with a function space 
over fi, with values in a fixed vector space.’ The conventional treatment of 
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physical fields over MO may be regarded as based on the natural iden- 
tification of spin spaces over different points of M, that derives from the 
action of the vector translation group on M,. In the case of $I it is 
convenient to use an analogous identification derived from the representation 
of ti as U(2). The left translations on U(2) form a simply transitive transfor- 
mation group, as the vector translations do on M,. Although our central 
concern is with bundles over fi the present approach will be clarified by a 
more general treatment. 
THEOREM 4.1. Let N be a Lie subgroup of the Lie group G. Let 4 be 
homomorphism of G into the group of C” homeomorphisms of N having the 
property that #(x)(y) = xy whenever both x and y are in N. 
Let R be a finite-dimensional representation of the subgroup GXO of G 
leaving fixed the point x0 of N. Let B denote the C* section space of the 
induced bundle over N, on which the action U(g) of the generic element g of 
G takes the form Y(x) + S( g,x) Y@( g-‘)(x)), Y being an arbitrary section 
in B, and S( g, x) being a C”O function on G X N such that S( g, x0) = R(g) 
for g in Gxo, whose values are operators from F(#( g-‘) x) CO F(x), where 
F(x) denotes the j?ber over x. 
Let L denote the “‘parallelization map” on B: 
Y + !iy Y(x) = qxx, ’ ) x) - ‘Y(x), 
Y taking values in F(x,). Then the “parallelized action” U(g) of the element 
g of G, defined by the equation U(g) = LU( g) L -I, takes the form 
u(g): W->+R(g*) WW’Wh g” =x,x-‘~(~(~-‘)(x))x,‘. 
Proof Since U(e) is a representation, the following equation holds for 
arbitrary a and b in G and x in N: 
S(ab, x) = S(a, x) S(b, $(a-‘) x). (4.1) 
Now to compute LU(g) L-‘, let Y denote an arbitrary cross-section in B; 
one has the actions 
The issue is whether the multiplier in the last action is the same as R (g’), 
where g’ =x0x-‘g(#(g-‘)(x))x;‘. To begin with, note that g’ is in GxO, 
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since $( g’) x0 = 4(x,,) 4(x-‘) #( g)@(g- r)(x)) = x0. Thus the question is 
equivalent to the equality 
s(xx,‘,x)-’ ~(g~x)~(t~tg-‘)tx>>x,‘~~tg-‘)tx)) 
= S(x,x- l g(#(g-l)(x)) x,‘, x,). 
BY Eq. (4.1) 
Substitution in the left-hand side of the previous equation now reduces this to 
the equality 
S(xx,‘, x>-’ S(g(Q( g-‘)(x)) x,‘, x) = S(X&’ g(qqg-l)(x)) x,;‘, x,,). 
Multiplication of both sides of this putative equality by S(xx;‘, x) now 
reduces the question to another special case of Eq. (4.1). 
COROLLARY 4.1.1. Theorem 4.1 holds with any of the following 
modtftcations in the hypotheses: 
(i) The representation R may be projective. 
(ii) The groups G and N may be local, and R a local representation of 
G Xrl. 
(iii) The data, i.e., G, N, 4, R, and GXO, are given purely infinitesimally. 
(iv) The same as (iii) when the connected components of G, N, and R 
on G,, are given purely infinitesimally, but also discrete elements of G 
gorming a jkite group modulo the connected component) are given that are 
in Gxo, and leave fixed the unit of N. 
Proof. The given proof of Theorem 3.1 makes no use of global 
considerations or any assumptions as to the strict (i.e., non-projective 
character) of the representations involved. The case of infinitesimal data can 
be reduced to the earlier cases by a local integration. 
The notation g = g’, where g and g’ are in a covering of Gadj, means that 
g’ = cg for some element c of the center of the covering group. 
COROLLARY 4.1.2. Let R be any finite-dimensional representation of the 
isotropy group P in the action of Gadj on U(n). Let N denote the subgroup of 
Gadj identified with the corresponding transformation group on U(n), via the 
isomorphism g --) o(g), where #(g)(Z) = (AZ + B)(CZ + II-‘, (“, i) being 
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a representative for g in G, consisting of left translations on 
U(n): Z -+ UZ, U E U(n). Then the parallelized action of G given by 
Theorem 4.1 takes the form 
U(g): w?+wg*) ~~Y(g-‘(Z)) (g E Ga,j 3 Z E U(n)>, 
where 
g* ~ (det Z,j/-‘)‘/2” zI;ww -“I;‘” 
W= (A’Z + B’)(C’Z + II’)-‘; g-’ = 
Proof. What is involved here is a computation of g*. It will be clear 
from the context whether group elements are to be taken in G, or as the 
elements of G,,, that they cover, without explicit notation, which will 
henceforth be simplified by ignoring the distinction between these groups in 
such contexts. For any element Z of U(n), the corresponding element of N is 
represented by (det Z))“‘” (: f). Taking x0 = - 1 in U(n), x,, is 
represented in N by (det -I)-““’ (i’ ,“)= (i’ y), as is also xi’. 
Evaluating the (q5( g-‘)(x) of the expression for g* gives 
Combining these expressions gives for g* the product 
(y y )(detZ)‘,‘” czi’ F)(z ~)(detIV-‘12”(~ y)( y y), 
which when multiplied out yields the given expression for g*. 1 
Let G + denote the group of linear and anti-linear transformations of C4 
generated by G together with the linear transformation (f ‘,) and the anti- 
linear map K: z -+ I (z E C”). Then the center Z = (f 1, ki) of G is a normal 
subgroup of G+. The usual action 4 of G on U is extended to G +, by 
defining 
;)(z,4 and $(K)(Z) = 2. 
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Then the quotient G ‘/Z is isomorphic to the group of all causal and anti- 
causal transformations of U. Defining the elements of Gt 
and 
it is straightforward to verify that $(rc) and 4(r) are the transformations P 
and T defined earlier. 
COROLLARY 4.1.3. Under the hypotheses of the preceding Corollary, and 
with the specialization to n = 2, but with P and Gadj replaced by P + and 
Ga+j let R be a projective representation of P ’ that is a strict representation 
on the connected subgroup. Then the same conclusion holds with the 
following actions of representative discrete symmetries: 
Discrete symmetry, g g*(= representative in G ’ ) 
-- 
pT:z-,z-’ (det Z)1’2 zf), f ’ ) 
u2 To, = K:Z+Z K 
cJ,Pu,:Z-*Z-’ K(det Z)‘12 Z!, 
( 
2-l 
o 
P:Z+ (detZ)Z-’ (det Z)“’ z:i, 
2 
‘iu2) K 
T: Z -+ Z/(det Z) 
ProoJ: The results for the listed discrete symmetries are obtained by 
straightforward substitution, deleting minus signs not meaningful in Gadj. 
More specifically, for the transformation Z + Z- ‘, the result is 
In connection with the transformation Z + Z, note that 
K(; ;)K=(; I). 
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Substitution then leads to the product 
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(il ~)(detZ)‘/4(zO’ ~)K(detZ))r~4(~ i)(i’ Y)=K. 
For Z-i .?-I, 
g*= (7 y )(detZ)rj4 (‘0’ Y)K (0 i) 
x (det z)rj4 
Regarding P, we may write P(Z) = ~,.?-‘a,, so that P is expressible as 
the symmetry Z + Z-‘, followed by the action of the element 
02 0 ( 1 0 (J2 
of SU(2, 2). It follows that 
so that 
g*(P)= (jl 0 )(detZ)“’ (‘0’ y)(:2 2) K 
which multiplies out to the given form-or alternatively is 
(detZ))“* ~ !!-, “‘f-’ ) K. 
2 
For T, T(Z) = u2Zu2, so that T is represented by 
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in SU(2, 2)+. It follows that 
which multiplies out to the given value. 
COROLLARY 4.1.4. Let e = SU(2,2), and let K denote the subgroup 
R’ x SU(2) x SU(2), which covers the subgroup K of SU(2,2) consisting of 
all matrices of the form (“, i ), the covering map being 
sxuxv-t 
( 
eis/2 u 0 
0 
) 
,-is/Zy ’ 
Let # be the subgroup of G consisting of all elements of K of the form 
s x U x I (s E R’, U E SU(2)); let x,, = 0 x -I x I. Let Q be the (unique) 
map of G into C” homeomorphisms on fl that locally takes the form 
corresponding to the mapping Q of Corollary 4.1.2, via the covering of the N 
there by the present 13, s x U x I + eiSU, in particular, if g = s X U X V, 
4(g) sends t x W x I into (t + s) x UWV’ x I. Let R be any finite- 
dimensional representation of the universal cover fi of the scale-extended 
PoincarP group. Then the parallelized action of e on the R-bundle over A? 
(via the parallelization of Theorem 4.1) takes the following form on k: for 
g=sxuxv: 
U(s x U x V): Y(x)+ R(0 x V x V) !I’(g-lx). 
Proof It is straightforward to check the appropriate intertwining of the 
relevant correspondences here. Given x = t x W, the element g* of Theorem 
4.1 then takes the form 
(0 x --I x I)(-t x w- 1 x I)(s x u x V)((t - s) 
x u- ’ WV x I)(0 x -I x I), 
which reduces to 0 X V X V. 
COROLLARY 4.1.5. With the notation of Corollary 4.1.4, let R be any 
finite-dimensional representation of the universal cover P’ of the scale- 
extended and P and T inclusive Poincare’ group, possibly projective on the 
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disconnected part of p + , and let 0 be extended to all of G’ by defining the 
actions of P and T as follows: 
qqP):tX WxZ-+tx w-‘XI; #(T):tx WxZ-+(-t)x wxz. 
Then the parallelized actions of P and T at t X W X Z are given by 
g*(P) = (0 x -W-l x -W-l) 7c and g*(T) = 5. 
Proof: g*(P)=(OX-ZXZ)(-tX W-‘XZ)z(tX W-‘XZ)(OX-ZXZ)= 
(0 x - W- ’ x - W- ‘)x as indicated. Similarly g*(T) = (0 X -Z X I) 
(-tx w-‘xZ)t(-tx WxZ)(Ox-ZXZ). 
COROLLARY 4.1.6. With the same hypotheses as Corollary 4.1.2, if 
g(t) is the one-parameter group etX(X E F), then 
where r is the infinitesimal representation corresponding to R, and 
Y=(1/2n)tr(a+bZ-‘--Z-d)+ 
-Z-‘b+cZ+d -Z-lb 
-CZ 
where (y f;) is the representative for X in su(n, n). 
ProoJ With the symbol - meaning: A N B if A = B + O(t’), 
g(t) - ’ - (‘1;’ ‘2;,), so w - Z - taZ - tb + tZcZ + tZd w (1 - at - 
btZ-’ + Zct + ZdtZ-‘) Z. Hence 
zw-’ - 1 +t(a+bZ-‘-Zc-ZdZ-‘), 
det ZW-’ - 1 +tr(a+bZ-‘-Zc-d)t. 
On the other hand, Z-‘A W - Z-‘( 1 + at)(Z - t(aZ + b - ZcZ - Zd)), 
-1 + tZ-‘aZ - t(Z-‘aZ + Z-lb - cZ - d). Now forming (d/dt)l,,,, the 
stated expression is obtained. 
We call Y the internal of X. When X is a left translation on U, such as 
one of the generators Yj (j = 0, 1, 2, 3), the corresponding internal vanishes, 
as a consequence of the parallelization’s invariance under left translations. 
Table VI gives the internals for the rest of a basis of .L?. 
In addition to the discrete geometrical symmetries, there are “internal” 
symmetries that are important in physics. To avoid confusion with the 
internal parts of geometrical actions, these will be called gage actions, 
although “particle conjugation” is included also. If Z is a group acting by the 
representation p, which may as earlier be in part anti-linear or projective, on 
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TABLE VI 
The Internals of Generators of G 
Generator 
L -1.1 
L - 1.2 
L-*,3 
L -1.4 
L 0.1 
L 0.2 
L 0.3 
Internal 
Lou,-- z-lb, +-blZ 
2 2 ( -b,Z 
Z-lb, 
0 
Z-‘b,fb,Z Z-lb, 
-~iu,u2-~ ( 2 2 -b,Z 0 ) 
z-‘b,+b,Z Z-lb, 
-iiuou,-~ ( 2 2 -b,Z 0 1 
1 1 z-l---z 
---IliDUI-- ( 
z-l 
2 2 Z 0 i 
liu-,U, -Li 
z-lb, - b,Z 
2 2 ( b,Z 
Z-lb, 
0 J 
z-‘b2-b2z Z-lb, 
Lm,u2pli i 2 2 b,Z 0 ) 
J-ium,u,-J-i 
Z-‘b,-b,Z Z-lb 1 
2 2 b,Z 0 
L-,u, -Li z + z-’ z-’ 
2 2 ( -Z 0 1 
L 1.2 
1 b, 0 
-( ) 2 0 b, 
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the representation space R of R, and which is such that for all y E r and 
g E Gxo, p(y) and R(g) commute, the pair (r, y) will be called a gage 
symmetry for R. The direct product group r x GXO then acts on 6l as earlier 
with the action of r defined as trivial.There is then a corresponding induced 
action of r x G on the sections of the same bundle, essentially unique in 
accordance with general theory, that will be defined as the induced action of 
the given gage symmetry. In particular, the case when r is Z, subsumes 
“particle conjugation,” C,’ and may be stated as follows. 
COROLLARY 4.1.7. Let C, be a given anti-linear transformation on R 
that commutes with the action of R. There is then a canonical induced anti- 
linear action C on the bundle section space, which in any parallelized form is 
Y(x) + c, Y(x). 
4.2. Comparison of Parallelizations 
It will sometimes be useful to use two or more parallelizations in 
connection with a given induced bundle. For example, the action of K 
appears simple in terms of the curved (left) parallelization; but the action of 
the physical Poincare group is relatively complex in this parallelization, and 
simple in a flat parallelization, which is valid locally but not globally on l% 
The theorems below give the connection between the sections of an induced 
bundle when represented in terms of two different parallelizations, global or 
local. 
THEOREM 4.2. With the assumptions and notation of Theorem 4.1, let 
N’ be a Lie subgroup of G. Let J be a dtffeomorphism from N’ onto N, and 
4’ a homomorphism of G into the group of C’O homeomorphisms of N’, 
having the properties: 
(i) J intertwines 4 and o’, i.e., J#‘( g) = q5( g)J for all g E G; 
(ii) 4’(x) y = xy for all x, y in N’. 
Let L’ denote the parallelization map ‘I! --) Y’, where 
Y’(x) = S((J~‘x)(J~‘x,))‘, x)-’ Y(x) (x E N), 
Y being an arbitrary section of the bundle B. 
Then Y also takes values in the fiber F(x,) and 
!L”(x) = R((J-‘x,)(J~‘x)-‘x x; ‘) Y(x) 
‘This is an interim version of C, pending correlation of C as an operator to the 
contragredient bundle, which will be treated elsewhere. 
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for all x in N. Moreover, the parallelized action U’(g), defined by the 
equation U’(g) = L’U( g) L’ -‘, takes the form 
U’(g): y’(x)+R(g**) ~‘(dW’W)~ 
where g** = (J-‘x,&J-‘x)-l g(J-‘(#(g-‘)(x))(J-‘x,)~‘. 
Proof: First it is verified that Y’ takes values in F(x,), by the com- 
putation 
f#J(((J-‘x)(J-‘x0)-‘)-‘) x = #(J-‘x,) (&-‘x)-‘x 
=J$b’(J-‘x,)qv((J-‘x)-‘)T’x 
= J((J- ‘x0) e) = x0, 
as required. 
The putative relationship between Y’ and Y is established by noting that 
Y’(x) = s((J-‘x)(J-‘x,)-l, x)-9(x) 
= S((T ‘x)(J- ‘x0) - ‘, x) - ‘S(xx, ‘, x) Y(x) 
= s((J- ‘x&J- ‘x) - ‘xx; ’ , x0) Y(x) = R ((J- ‘x,)(T ‘x) - ‘xx; ’ ) Y(x), 
using Eq. (4.1) for S and the fact that S(g, x0) = R(g) for all g in G,o. TO 
see that the above product is in GXO, note that 
(~(J-‘xo)~(J-‘x)-‘~(x)~(x,)-‘)x~=J~’(J-’x~)~’((J~‘x)-‘)J-’x 
= .q- ‘x0) = x0. 
Finally, the parallelized group action is obtained from the relation 
U’(g) = (L’T’) U(g)(L’“L-‘)-I, and the form of U(g) in Theorem 4.1. 
Specifically, 
(L’OL-‘)-I: Y’(~)+R(~,~-‘(J-‘~)(J-‘x,)-~) Y’(x), 
U(g)(L”L-I)-‘: Y’(x)+R(g*)R(x,(#(g-‘)x)-‘(J-‘(#(g-’)x)) 
x (J-‘+I-‘) y’(~(g-‘)x), 
and 
U’(g): Y’(x)+ R((J-‘x,)(J-lx)-‘xx,‘) R(g*)R(x,(ti(g-‘)x)-l 
x (J-‘(O(g-‘)x))(J-‘x,)-‘) y’Mg-‘)x). 
Substitution of the form of g* given in Theorem 4.1 then reduces the 
multiplier to the stated form R(g**). 
The theorem is applicable, e.g., to parallelization via right translations of 
bundles over U(n). With the conventions and notations of Corollary 4.1.2, 
this may be expressed as 
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COROLLARY 4.2.1. Let N’ be the subgroup of G consisting of right tran- 
slations Z + ZU on U(n); then 
N’- ~(detfJ)‘/‘” (; .o_,j:O~U(.)j. 
Define J: N’ -+ N by 
J ((det(i)“‘” (; ,0_,))=(detU)-12” (; ;), 
and define the action $’ of G on N’ by #‘(g) = J-‘#( g) J for all g in G. 
Then N’, J, and 4’ satisfy the hypotheses of the previous theorem, and the 
relations between right- and left-parallelized sections (respectively Y’, Y 
below), and the right-parallelized group action, are 
Y’(Z) = R (det Z)- I”’ for all Z in U(n), 
and U’(g): lu’(Z)-+R(g**) Y”(g-l(Z)), where 
, 
and 
W= (A’Z +B’)(C’Z + D’)-‘, 
g-‘= (“c: ;: ). 
Proof Of the hypotheses of Theorem 4.2, (i) holds by definition of 4’; 
for (ii), note that for all Z, U in U(n), 
(det U)“*” 
(i A) 
carries Z into ZU, and 
(det U)““’ (i G,)(detZ)“‘” (i $I)=(detZU)112”( i (zi)-,). 
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Secondly, given Z in U(n), compute 
(det Z) - ‘/2n 
For g**, compute 
Remark 4.1. The right-parallelized forms of the discrete symmetries and 
infinitesimal actions of group generators, etc., could now be derived, but we 
note here only without proof that 
U’(s x U x V): Y’(x) -+ R 
for all right-parallelized sections Y’ over A?, s x U x V E i?. 
Theorem 4.2 does not apply or directly extend to a comparison of the left- 
parallelization and the conventional flat parallelization of bundles over 
Minkowski space. This is because the map J in that case is only a local 
homeomorphism (essentially the Cayley transform), and more significantly, 
the range of J does not contain the inducing point x0 E N. However, an alter- 
native parallelization procedure, Theorem 4.3, treats these cases. The basic 
idea is first to translate to the identity element by an alternative 
parallelization subgroup NO the fiber over a point in the range J(N,) EN, 
and then to translate this fiber to the fiber over x,, by S(x; ’ , x0). When x0 is 
an element of N, and J(x,) = x,,, as is the case for left- vs right- 
parallelization over U(n), in which case x,, = - I, this more general and local 
notion of parallelization coincides where defined with that of Theorem 4.2. 
The term “local smooth action” of a given Lie group G on a given manifold 
A4 means a C” function F( g, x) defined for all x E M and g in a 
neightborhood of e in G that may be x-dependent, such that the map 
g + T,, where T,x = F( g, x) is a local homomorphism in the obvious sense. 
THEOREM 4.3. With the assumptions and notation of Theorem 4.1, let 
N, be a Lie subgroup of G. Let J be a homeomorphism of NO onto an open 
subset of N that takes e into e. Let &, be a local smooth action of G on NO 
that intertwines with J and (5, where defined, as in Theorem 4.2. Assume also 
that &,(x)(y) = xy for all x and y in NO, so that in particular NO acts globally 
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on N,, by &,. Given any section Y of B over N, define a (local) parallelized 
section !PO by the equation 
Y,(x) = s((J- ‘x) x0 ’ ) x) - ‘Y(x) 
for all x in J(N,). Then !PO takes values in thefibre F(x,). Let L, denote the 
(local) parallelization map y + !PO thus dejmed. 
Then YO is related to the (global) parallelized section Y of Theorem 4.1 by 
the equation 
You,(x) = R(x,(J- ‘x) - ‘xx, ‘) Y(x). 
Moreover the parallelized (local) group action U,(g) = L,U( g) L; ’ , where 
defined, is 
U,(g): Ul,(x>-+R(g**) ~ou,(4(g-‘)x) (x E N), with 
g ** =x,(J-lx)-‘g(J-‘(#(g-‘)x))x,‘. 
ProojI Yb takes its values in the fiber over x,, since for all x in the range 
of J, 
$(((J-‘x)x,‘)-l)x=~(x,)~((J-lx)-’)x 
= @(x0) J#,((J-‘x)-l) J-‘x 
= #(x0) (Je) = #(x0) e = x0. 
For the same x, 
Ye(x)= S((J-‘x)x,‘,x))’ Y(x) 
= S((J-‘x)x,‘,x)-’ S(xx,‘,x) Y(x) 
= S(x,(J- ‘x) - ’ xx; ‘, x0) Y(x) 
=R(x,(J-‘x)-l xx,‘) Y(x). 
Finally, as in the proof of Theorem 4.2, R (g* *) is obtained by cancelling 
factors in the product 
R(x,(J-‘x)-l xx,‘)R(x,x-‘g(#(g-‘)x)x,‘) 
xR(x,(~(g-‘)x)-‘(J-‘(~(g-‘)x))x,’). 
COROLLARY 4.3.1. Assume in addition that GXO acts globally on No by 
the action lo, and that N,, is a subgroup of GXO. Then any g in G,, can be 
uniquely decomposed as g = nh, where n is in N,, h is an element of 
H = ( g E G,,: 4,(g) e = e}, and n = tiO(g) e. 
580/47/l-8 
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If in addition N, is a normal subgroup of G,,, then G,, is a semi-direct 
product, and the multiplier R(g**) in Theorem 4.3 is 
Rkh4dde)-’ gxi’) (if g E GJ (4.2) 
In particular, expression (4.2) is independent of x, and trivial for g E N,. 
Proof. Given g in GXO, let h = (&(g) e)- ’ g; then 4,(h) e = 
h(($dg> e)-‘>@ds> 4 = k-ig> e)-’ (h(g) 4 = e since h(g) e is in No. 
Uniqueness follows from the triviality of the intersection of NO and H. 
Finally, if G,. normalizes N,, it must be shown that 
(J-lx)-’ gV’(4(g-‘)x)) = (h(g) e)-’ g 
for all g in GXO and x in J(N,). Now clearly J-‘(d( g-‘) x) = &,( g- ‘)(J- ‘x). 
In addition, $,,(g-‘) e = g-‘(g,(g) e)-’ g since the right-hand side is in N, 
by assumption, and 
Hence it s&ices to show that 
g-‘n-‘g(h(g~‘n)) = MC’> e 
for all g in GXO and n in N, . Since GXO normalizes N,, the left-hand side is in 
NO; moreover, it must equal the right-hand side since 
(h(g-‘) &W) h(g) MAW’) 4) e = 4W’) &W’) kdg) hW’> n 
= 9dg-‘1 e. 
In the remainder of this section, we determine the relation between the left- 
and flat-parallelizations in the bundle actions of G on U in Corollary 4.3.2; 
derive the actions of discrete symmetries when n = 2 in Corollary 4.3.3; and 
express the infinitesimal actions in Corollary 4.3.4 in the flat parallelization. 
COROLLARY 4.3.2. Define the subgroup N, of G as 
Defme the mapping J: NO -+ N by the equation 
J: 
1+a ah 
‘h 
1 _ Lh + (det Z)- I’*” 
-a 4 
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where Z = ch = (1 + ih)(l - $h)-‘. Define the local action & of G on NO so 
that J$,( g) = $(g) Jfor all g in G. 
Let R and N be as in Corollary 4.1.2. Then NO, J, o,, satisfy the 
hypotheses of Theorem 4.3. Let L,: \y -+ YO be the resulting parallelization 
map. Then the flat- and left-parallelized sections Yy, and !P are related by the 
equation 
Y’,,(Z) = R (det Z)-“2n 
(1 - fh) Z ah 
- $hZ 1 +ah ul(z>, 
where h=c-‘(Z)=2(Z- f)(Z+ I))‘. 
The flat-parallelized (local) group action, dejked by U,,(g) = L,U( g) L; ’ 
foranyg=(A, i ) in G, Z in U(n), is U,(g): Yd(Z)-+ R(g**) YO(g-‘(Z)), 
where 
g **=a 
;C”f+ D” 
0 ,,,f,,,,,)‘-I= (“c: ;:); 
A, = f(A + D + fC”f+ C” - fhC”), 
& = f(-B - C - fC’y+ C” - fhc”), 
c* = +(-B - C _ fC”f- C” - +hC”), 
D, = f(A + D + +C”j’- C” - +hC”), 
c(h) = Z, g-‘(z)= W=c(f). 
Proof: We must first check q&(x) y = xy for all x, y in N,,. Given f, h in 
h(2), note that 
( I+$f if -$f 1-g 1 
carries Z = (I + fh)(I - fh))’ into ((I-t- if) Z + {f)(- +j2! + I - if)-‘. 
This is computed to be (I + f(f + h))(l- f(f+ h)))‘, which is the element 
of U(2) corresponding to the product in N,, of 
i 
I+af if Z+ ;h 
-+f I-if and -I d 
as needed. 
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To obtain the relation stated between Y,, and Y, we must compute 
this is readily checked to be G-,. 
Finally, g* * is the product 
where cdf) = W= g-‘(Z) = g-‘(c(h)), g = (“, i). To evaluate this, it is 
simplest first to conjugate each factor by 0 and then compute 
The lower left corner is identically 0, as follows either by direct computation, 
or the fact the above matrix must be in R-‘G-,Q. Thus 
g** =Q fC”f+ D” ’ 0 
The final expression is obtained from the identities A + D = A” + D”, 
A”-D”=-B-C 
The local parallelization defined in Theorem 4.3 also extends immediately 
to the cases listed in Corollary 4.1.1, such as the discrete symmetries. In the 
following corollary the notation and assumptions of Corollaries 4.1.3 and 
4.3.2 are used. 
COROLLARY 4.3.3. The discrete symmetries listed below restrict to global 
symmetries of h(2), and have induced actions, given by Theorem 4.3 
(extended as in Corollary 4.1.1) on local flat-parallelized sections. 
Representatives for the group element g* * for each of the five symmetries in 
Corollary 4.1.3 are: 
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Discrete symmetry g ** 
TP:Z-+Z-‘. or h-+-h 
0 1 ( 1 1 0 
a,Ta,:Z+Z, or h-+z 
(denoted K) K 
o,Pa,: z-t z-1, or h-+--k 
P: Z + a,z-‘a,, or h -+ --a,&, 
T: Z+(T~%~, or h+a,&b, 
Proof Each g ** is a product of five factors, the first and last of which 
are always (‘, O,), and the second is always 
and 
respectively. Otherwise the proof is similar to that of Corollary 4.1.3. 
COROLLARY 4.3.4. With the same hypotheses and notation as Corollary 
4.3.2, ifg(t) is the one-parameter group etX, X in F, then 
;R(g**MfN) 1 = r(Y), I=0 
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where r is the injkitesimal representation corresponding to R, and 
Y=i2 
$c”h + d” C” 
0 a” - +‘I 
ii-‘, 
where 
ProoJ The result follows straightforwardly from Corollary 4.3.2. 
V. SCALAR BUNDLES 
5.1. Scalar Representations of SU(n, n) 
In this section we consider the simplest class of induced bundles over li$ 
namely, those induced by one-dimensional representations of an isotropy 
group G,. For the same purposes as before we will initially consider the 
analogous such representations of G,,. 
By Corollary 2.1.1 the isotropy group of the point p = TT x I in a(n) is 
isomorphic to 
B, z (R’ x SL(n, C)) 2 H(n). 
By the semi-simplicity of SL(n, C) and its conjugates in p, any one- 
dimensional representation of GP has the form 
R&((t X L) % F)) = exp(wt) 
for a unique complex parameter w, where t E R ‘, L E SL(n, C), FE H(n), 
and x is the isomorphism of i onto G, noted in the proof of Corollary 2.1.1. 
A representation i duced from R, is said to have weight w. We omit the w 
when clear from context. 
We recall from the proof of Lemma 2.1.3, that if the element 
x((t x L) 2 F) covers g= (“, z) in G_,, then 
(i/2) e-‘12FL * - ’ A-B B-C 
e-‘/2L*-’ 0 
In addition, the covering of G by G restricts to an isomorphism of GP with 
the identity component of G-,, and (“, i) is in G-, if and only if C” = 
:(A -B + C - 0) = 0. It follows that we may also write 
= det(A -B)““‘” = det(A + C)-2w’n 
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for all 
In left-parallelized form, the representation U,(g) obtained from R, by 
induction to G. is 
U,(g): !P(Z)-+ (det(ZW-‘)“* det(Z-‘(A W + B)))*““” Y(g-l(Z)), (5.1) 
for g=(“, i ) E G, Z E U(n), and W = g-‘(Z), by Corollary 4.1.2. This 
multiplier is simplified in 
THEOREM 5.1. The scalar representation of weight w, in terms of the left 
parallelization, takes the form 
where 
U(g): Y(Z) -+ Idet(C’Z + D’)IVzwn-’ !P(g-i(Z)), (5.2) 
g-l= (“c: ;:). 
Proof. Since a multiplier S(g, Z) is characterized by the property 
S(ab, Z) = S(a, Z) S(b, a-‘Z), it is determined on a set of generators for the 
group. Therefore it suffices to show that (i) det(C’Z + 0’) is also a 
multiplier, and (ii) that the multipliers in expressions (5.1) and (5.2) agree on 
the maximal compact subgroup K and the scale subgroup efS. 
For (i), we use: 
LEMMA 5.1.1. Ifg= (t i),g-l = ($1 i:), ZE U(n), and W=g-‘(Z), 
then 
Z-‘(AW+B)=(C’Z+D’)-‘. 
ProofY 
AW+B=A(A’Z+B’)(C’Z+D’)-‘+B 
= (A(A’Z + B’) + B(C’Z + D’))(C’Z + D/)-l 
= Z(C’Z + II’)-‘, 
sinceg.g-‘=Z. 
In addition, it is simple to verify that S( g, Z) = det(Z( g-‘(Z))-‘) is a 
multiplier. But by the lemma, the quotient of this multiplier with that in (5.1) 
yields the multiplier det(C’Z + D’). 
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(ii) Also by the lemma, the putative equality of multipliers reduces to: 
det(CZ + 0) = det(ZW-‘) det(CZ + D)*, (5.3) 
for all g = (“, i ) E G and W = g(Z). This is clear for g = (“0 i) in K, as 
then D* = D-’ and detA -I = det D. Finally, if g = (C,y,$,! $“,:), it suffices 
to check 
det(Z sinh t + cash t) 
= det Z det((Z sinh t + cash t)(Z cash t + sinh t)- ‘) 
x det(sinh tZ-’ + cash t) 
since Z* = Z-‘, and this follows easily. 
COROLLARY 5.1.2. Given g = (“, i) E G,, Z E U(n), and W = g(Z), 
then 
det(AZ + B) = det(CZ + D) det W 
and 
det(AZ + B) = det(CZ + D)* det Z. 
Proof. The first equation is obvious from the definition of g(Z), and the 
second follows from substitution of the first in the earlier equation (5.3). 
In the remainder of this section we express the scalar representations in 
terms of the flat parallelization of Corollary 4.3.2 (cf. [6]). 
THEOREM 5.2. The relation between the flat and left parallelized sections 
(respectively YOU,, Y) of a given section Y of the scalar bundle of weight w, is 
You,(Z) = F(z)2w’” Y(Z), 
where 
F(Z) = 2-” det(Z)-“2 det(l+ Z). 
If n=2,P(Z)=f(u_, +u,)=p. 
The scalar representation of weight w appears as 
V(g): Y,,(Z)+det($C,h + DJZWn-’ YO(g-‘(Z)), 
where 
c(h) = 2, 
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ProoJ According to Corollary 4.3.2, 
119 
Now 
F(Z) = c’et(A, + C,)-’ 
= d :t((det Z)-‘2”‘-’ (2 - fh) Z)-’ 
= (1 let Z)1’2 det(f(Z + Z))(det Z)-’ 
= 2 -“(det Z)- I” det(1 + Z). 
Also by Corollary 4.3.2, R( g* *) = det(fC’lf+ D”)“““, where (::I ill) = 
Q - ‘gQ and g- ’ (Z) = c(f). To complete the proof we use the 
LEMMA 52.1. Zf g-‘(c :A)) = c(f), (t:: fj::) =Q-‘gQ, and (“,: i;) = 
~-‘g-‘l2, then jC’f+ D” = = (fC,h + D,)-‘. 
Proof. 
C”;f+D”=C”(.4,-h+B,)(C,~h+D,)-‘+D” 
=(C”(A,fh+B,)+D”(C,fh+D,))(C,fh+D,)-’ 
= (fC,h -II,)-‘, 
since Q-‘gQ and R-‘g-‘L are inverses. 
5.2. Covariance of Wave 0 aerators 
In the remaining section: we specialize to the case n = 2, and obtain a 
relation (Corollary 5.3.4) t etween dU,(L, + 1) and dU,(L,), expressed in 
“unparallelized” form, for in arbitrary scalar representation. In the case 
w = 1. the relation is 
db ,(L,) =p2 dU,(L, i- 1). 
This shows that the paralleli !ed relation between the flat and curved forms of 
the wave operator, given ir Corollary 5.3.3 (and [7]) reflects an intrinsic 
property of the bundle, and is not merely an artifact of the parallelization. 
Corollary 5.3.4 also implie: that dU,(L, + 1) and dU,(Lf) have the same 
kernel only if w = 1. Relatedly, these two operators are G-covariant when 
w = 1, and for no other vah e of w (Theorem 5.3). 
We first establish the G-covariance of dU,(L, + 1); applying the 
enveloping algebra relation in Section 3.8, Corollary 5.3.4 follows. As in the 
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previous section. Y and !PO denote the left- and flat-parallelized forms of a 
generic section Y. 
THEOREM 5.3. In the scalar representation U, of weight w = 1, 
[dU,(L, + 1), &Y,(S)] = -2u _ r uq dU,(L, + 1). (5.4) 
If w f 1, the commutator [dU,(L, + l), &I,,,(S)] is not (locally or otherwise) 
the product of a function times dU,(L, + 1). 
Proof We first need dU,(S) in the parallelized forms. 
LEMMA 5.3.1. If dU,(S) Y = Cp, then 
@=-SY-wu-,u,Y and @,=-s!Py,-wY~. 
ProoJ The multiplier in Theorem 5.1, for g = e”, where S = (-y,, -A”), 
is Idet(Z + ftZ)l-” up to terms O(t’). The derivative of this is 
-(w/4)tr(Z+Z-‘)=-wu-,u,. 
For the multiplier in the flat parallelization, note that fi-‘SO = ( ‘f -p,,). 
Now apply Corollary 4.3.4 and the definition of R,, obtaining 
w tr( l/2) = -w. 
Using the lemma to evaluate (5.4) in left-parallelized form, it follows that 
(5.4) is equivalent to 
(S+3u_,u,)(fl,+ l)=(O,+ l)(S+u-,u,), 
or 
Is,q] +k,u,(q.+ I)= [Q,U-lU4]. 
The r.h.s. of this last equation is clearly 
u4[x:, u-,1 - u-1[4 &I 
= -2u,u,x(J + k,u, + 2%,(u,X, + UJ, + UJ,) 
by use of Table IV. But this equals the l.h.s., as seen by referring to Section 
3.8. 
The left-parallelized form of the 1.h.s. of (5.4), substituting w for 1, is 
(O,, -s - wu-,u4] = -2u-,u@, + 1) + (1 - wp,, U_lU4], 
and [El,, u-ru,] is easily seen to be a nonzero first-order differential 
operator. 
COROLLARY 5.3.2. dU,(L,) =p2 dU,(L, + 1). 
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Proof. By the enveloping algebra relation in Section 3.8, and the 
previous theorem, 
4dU,(L,) = fWl(S)~ W’(S), dUI(LC)ll + wJ*w, dUm1 
= 5[dU,(S), a- u,p, + l)] + 2u-,u4(Q + 1) 
= IdU,(S), u-,u4](Q + 1) + u-‘U4[dU,(S), q ,] 
+ 2u-,uq(O, + 1) 
= (-S(u-, uq) + 2242 $4 + 2U-,UJ(Q + l), 
and by Table IV, 
-S(u-‘24,) + 2u2_,u,z + 2u-,u, 
= u~u,2+uz,(1-u:)+2uz,u:+2u~~u4 
= (up1 + uJ2 = 4p2. 
COROLLARY 5.3.3. For all smooth functions $ on M,, 
Pm + 1) 4 = Q(P$) (5.5 1 
(an equality of differential operators). 
Proof (cf. also 171. Take any smooth section Y of the scalar bundle of 
weight 1, and set @ = dU,(L,)(pY). Then q $(p!P,,) = @,,, since 
dU,(Tj) = -Tj in the flat-parallelization. Also, Q =p2 dU,(L, + 1)pY by 
Corollary 5.3.2, and Go=p@ by Theorem 5.2. Finally, dU,,(L, + 1) = 
Cl, + 1 always, in the curved parallelization, whence 
WPYOY,) =p3(0, + l)PY 
=p3(Q + 1) Yo by Theorem 5.2. 
We also have the following generalization of Corollary 5.3.2. 
COROLLARY 5.3.4. p”-’ dU,(Lf) Y = dU,(L, + l)(p”-‘Y) for all 
smooth sections Y of the scalar bundle of weight w. 
ProoJ Given a section Y, set 0 = dU,(L,) Y and @’ = dU,(L, + 1) 
(p”-‘Y). Then 
by Theorem 5.2 
by Theorem 5.2 
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=p3(0, + l)(pW-‘Y) by Corollary 5.3.3 
=p3@‘. 
Thus p w-3@ and 0’ have the same curved parallelizations, hence must be 
equal. 
COROLLARY 5.3.5. For each X in ,Y, there exist smooth functions m(X) 
and m,(X) on a and M,, respectively, such that 
[dU(L, + l), dU(X)] = m(X) dU(L, + l), 
W(bh dW)I = m,(X) dWf) (5.6) 
in the scalar representation U of weight 1. In particular, m(S) = -2~~ ,u4 
and m,(X) = m(X) + 2X(logp). 
Proof: Theorem 5.3 shows m(S) = -2uPIu4, and clearly m(X) = 0 for 
all X in X. This suffices for the covariance of dU(L,), as S and .Z generate 
.Y as a Lie algebra. 
Secondly, note that 
W&h dW)I = [P’ dU(L, + I), dU(X)l by Corollary 5.3.2 
= (p’m(W + [p2, dU(WI) dU(L, + 1) 
= (m(X) +p-‘X(p’)) dU(L,). 
5.3. Invariance of Hermitian Forms 
In this section we examine further the scalar representation of weight 1, 
and determine some of the additional properties whose proofs do not require 
the use of a special basis in the representation space. We establish the 
invariance under SU(2,2J of an hermitian form in the space of sections of 
the induced bundle over ti, and the invariance of another hermitian form on 
the solutions of the curved wave equation (0, + 1) Y = 0. (By Corollary 
5.3.5, the solutions of the wave equation form an invariant subspace.) The 
proof that these hermitian forms actually become definite on distinctive 
positive- and negative-energy invariant subspaces is deferred to later sections, 
as it seems to require either a special basis (a decomposition under K) or, as 
with existing proofs [6] the use of Fourier transforms (which in this context 
serve to give a special kind of basis) and certain integral special function 
identities. 
We also show that all solutions of the wave equation on R’ x S3 are 
automatically periodic on RI with period 27~. (We will need some elementary 
facts about spherical harmonics, Gegenbauer polynomials, and represen- 
tation theory of SU(2), to show in the next section that all solutions on 
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S’ x S3 are furthermore anti-symmetric under the direct product of the 
antipodal maps (action of 0.) Finally, we intertwine the above (global) 
hermitian forms, defined in terms of the curved parallelization, with the usual 
(local) forms on Minkowski space, expressed in the flat parallelization, and 
determine the curved and flat energies in terms of Cauchy data. 
In this section we let U denote the scalar representagon of weight 1 of 
G = SU(2, 2) acting on sections of the bundle B over M. We will identify 
these sections with their left-parallelizations unless otherwise noted, and also 
write i for X, Y. 
Given smooth sections Y and @ of B, define 
((u: @>> = Ji ((0, + 1) Y) Bd,u. 
(6 denotes the complex conjugate of @.) If in addition 
(0,+1)Y=(lJ,+l)@=O,define 
(5.7) 
It is clear that ((., .)) and (e, .) are hermitian forms. 
THEOREM 5.4. ((., .)) and (+, .) are invariant under the representation U 
of SU(2,2). 
Proof ((a, e)) is clearly K-invariant. Since E is compact, by general 
theory it suffices to show that dU(S) is skew with respect to ((., .)). 
By Theorem 5.3, it suffices to show 
- i = 2u-,u4((Q + 1) Y) 6 M 
for all sections Y and 0. We replace 0, Y by Y and 6 by @ for notational 
simplicity. By Lemma 5.3.1 the above is equivalent to 
~~(-sY)Q-~~Y(sQ)-4jRu-,u,Y~=o, (5.8) 
but this is precisely the infinitesimal version of 
j- y(g-‘u> @(g-‘u) d,(g-‘u) = ,f y(u) Q(u) 4(u), 
where g = e’S, by Scholium 3.1. 
As for (=, e), it is clearly SU(2) x SU(2)-invariant, and is temporally 
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invariant because of the differential equation: if (Cl, + 1) Y = (0, + 1) @ = 0, 
then 
= -l ‘J(AY)S+ijY(A@)=O, 
where “p’ denotes (,j d, u in the above, and in the rest of the proof below. 
It remains to show infinitesimal scale invariance, which is equivalent to 
Now [d/d& S] = L0,4, which is equal to to u4X,, on S3; also (d/dt) up, = 
-u,, = 0 and u-, = 1 on the initial surface given by t = 0. 
Therefore it suffices to show 
But this reduces to two applications of 
~(-sY)@+(Y(--so)-3~u~,u,Y@=o, (5.9) 
which again follows from Scholium 3.1 as above. 
Without going into the question of existence of solutions of the curved 
wave equation (0, + 1) Y = 0 (to be treated in the_ next section) we show 
here that any such solution essentially “lives” on M. This is not at all the 
case when the equation is modified by addition of a generic constant to Cl,. 
THEOREM 5.5. Every distribution solution of the curved wave equation 
(0, + 1) Y = 0 on R ’ x S3 is invariant under c2, i.e., periodic with period 
2n, and is of the form (1 - A)k F for some C2 solution F and positive integer 
k. 
ProoJ Since S3 is compact, any distribution D on R’ X S3 is locally in 
time but globally in space of the form (1 - Xi - Xi - Xi - X:)p F for some 
continous function F and integer p. Since 1 - Xt - Xi -X: -Xi is K- 
invariant, and in particular commutes with El,, F will satisfy the curved 
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wave equation if D does. It follows that it is sufficient to prove the lemma in 
the case the solution is locally C”, where the n may be made arbitrarily large 
on any finite t-interval. 
Within such an interval, the curved wave equation may be formulated in 
abstract terms as U” + B*u = 0, where u(t) = Y(& a), the wave equation 
being (0, + 1) Y = 0 and B* = 1 -XT - Xi - Xi, B being a self-adjoint 
operator in L,(S3) (or associated L,-Sobolev spaces). This is a problem 
soluble in the form u(t) = (cos tB) u(0) + B-‘(sin tB) u’(0). 
Now the proper values of B are 1, 2, 3,.... To see this, note that the 
commutation relations of the Xj are [X,, X,] = -2X,, etc., so that 
Xy + Xi +X: takes values -4j(j + l), for j = 0, 4, 1, 3 ,..., so that B has 
values 2j + 1. 
Therefore u(t) is necessarily periodic with period 27~. Since this is true on 
arbitrarily large t-intervals, it holds on all of R ‘, and the requisite Sobolev 
space taken to be the same as that for the initial period (0,2n]. 
We saw in the last section that Y0 =pY is the (local) flat-parallelized 
form of any section with curved parallelized form Y. In the following 
theorem let Igrad Y]* denote IX, Y]* + IX, Y]* + IX, Y]*, and Igrad,, YJ’ 
denote j 8 y/,/ax, I * + Ia Y,Jax, ] * + ] 8 YJax, / *. Recall that X, = r, - ?,, . 
THEOREM 5.6. Let Y, @ be smooth functions on 6, and define Y,, =pY, 
Q. = p@. 
(i) rf Y and @ have support in M,, then 
Now let Y and @ satisfy the curved wave equation. 
(ii) Then Y,, and Q0 satisfy the flat wave equation, and 
(Y,O)=-i(R1 (2)8,d,x+ijR3Y,, (2)d3x. 
(iii) 
i(dU(P,) K yu> 
= j($ + ?iu,)[lgrad yyI*+ I *I’ + 1 Yl’] + j fu, 1 Y(*, 
and 
i(dU(-fi,,) Y, Y) 
= j (4 - $u,)[lgrad YyI* + [*I’ + 1 Yl’] - j $u, 1 Yyl*, 
where I denotes ls3 d, u. 
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(iv) 
i(dU(P,) K Y) = JR3 [I grad, ~l,l’ + ( z / *] djx, 
0 
and 
i(dU(-@,) Y, Y) 
Igrad, ‘u,l’+ 1% 12) +o12]d+ 
ProoJ (i) Recall that d,u =p4 d4x, so that 
j (P, + 1) yl@ d,u = j~‘((n, + 1) Y)p@ d,x 
by Corollary 5.3.3. 
= <Vo) @o 4x f 
(ii) Note that X0 = (1 - dX’)(8/ax,) =p-‘(a/3xo) on the surface 
t = 0, and also (a/ax,)p = 0 when t = 0. Therefore 
-i 
i S’ 
+-d,u =-ii,, ((P-’ &) (p-‘Yo)) (p-kPo)p3 d,x 
=-ii,, (-&To) @o&x. 
and the second term is similiar. 
(iii) The element of su(2, 2) corresponding to 8/8x, is 
so that by Theorem 5.1 the internal part of dU(P,) in the curved 
parallelization is -Re(i/4) eir 2u, = $u, u,. The first scalar product is then 
J’ [X0(-aY/ax, + +u,u, Y)] !F-- 1 (-aY/ax, + fuou4 Y) P, 
which simplifies as stated by use of Table 1 of [2] and Table IV, and the 
equation p = A Y - Y. 
The second integral then follows from the first and the equation 
i(dU(X,) Y, y> =ls3 [I *I’ + Igrad Y12 + I Yl’] d,u, 
which is easily seen in the curved parallelization. 
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(iv) It is easy to see that 
iW(Pd Yy V = JR3 II ul,l’ + Iwh, ~,I*] 4x, 
using (ii), and it sufftces to compute i(dU(X,) Y, Y) in M,. Now 
px&=i O z 
( 1 2 IO’ 
SO that by Theorem 5.2 the internal part of dU(X,) in the flat parallelization, 
is - +x0. Thus 
i(dU(X,) Y, Y) = 1 [~3/Lkx,(-X,, Y,, - 4x, YJ] YO d,x 
- “I t-4 ry, - tx, ‘u,W’o/%,) 4x, 
which simplifies to 
L[( ‘b) 1 +- (Igrad, YOj’ +]aYO/&,,]‘)--$YO]‘] d,x. 
Recalling X, = T, - T,, the last equation of the Theorem follows, 
5.4. Basis for the Scalar Representations 
This section studies a basis for the representation spaces of the scalar 
representations of SU(2,2) and its finite coverings. This basis transforms 
simply under K, and is in fact labelled by quantum numbers associated with 
a system of subgroups O(2) c O(3) c O(4) of K, together with the O(2) 
subgroup generated by X,. The left parallelization is used, unless otherwise 
noted. The present basis is used also in the treatment of higher spin represen- 
tations, and is important for physical applications. See [ 191 for a related but 
different basis involved in earlier work on wave equations on ti. 
The restriction of O(4) to O(3), or alternatively of su(2) x su(2) to its 
diagonal subalgebra, involves a transformation of quantum numbers, which 
as is well known is greatly facilitated computationally by the use of 
Clebsch-Gordan or Wigner 3j coefftcients. In this connection it will be 
convenient to specify notations and phase conventions that are adapted to 
tabulated values and transformation properties, which are sensitive to the 
precise phase conventions. 
The next two paragraphs review briefly the standard conventions of 
Condon and Shortley [8] for the Clebsch-Gordan coefficients as described, 
e.g., in the treatment of Rose [9], in the notation of the appendix of the text 
of Klllen [lo]. 
580/41/1-9 
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Take a set of basis elements J,, J,, J, in i ~(2) satisfying [J,, J,] = iJ, 
and cyclic permutations. Let j be half-integral and nonnegative, the spin 
(representation parameter). Then there exist normalized basis elements (Im), 
-I< m < I, in the space of an irreducible spin j representation, i.e., where 
J* = Ji + J: + Ji takes the value j(j + l), such that 
J, Ilm) = m I/m), 
J+]fm)=((Z-m)(l+m+l))“*]/,+l), 
J_]Zm)=((Z+m)(l-m+l))“*]Im-l), 
where J, = J, k iJ,. 
(5.10) 
(5.11) 
(5.12) 
Consider now two (commuting) Lie algebras isomorphic to su(2), with 
basis elements Jf , J:, J: (“left” su(2)), and JT, Jg, Jz (“right” su(2)) 
satisfying commutation relations as above, and define Jj = Jj” + Jy for 
j = 1,2, 3. Then the tensor product j, @j, of the spin j, and j, represen- 
tations of the “left” and “right” su(2)‘s, respectively, decomposes under the 
Jj into representations of spin I = I j, -j, I ,..., j, + j, (such that j, + j, - 1 is 
integral), and normalized basis vectors ]Zm), satisfying (5.10-5.12), can be 
found so that 
for certain real Clebsch-Gordan coeficients (j, m,; j,m, I lm). In addition, 
these coefficients are uniquely determined by the standard conventions 
(jJ,;.h.h lj, +.M, +j2> = 1 (5.13) 
and 
(lfm), J: Il’m)) > 0 for all 1 f I’ (5.14) 
In our applications, the Jf will be spanned by the Yj, and the J$’ spanned 
by the Xi. Specifically, we set Jf = - i iYj and JT = f iXj. 
Since [X,, X2] = 2X,, [Y,, Y2] = -2Y,, etc., the Jf, J; clearly satisfy the 
necessary relations. It follows that J, = - fi(Y3 - X,) = -iL,,,, and 
J, = (k $Y, - f N,) + (f 4X, + $iX,) = *L3,i - iL,,,. 
Since the restictions of scalar representations of SU(2, 2) to K have trivial 
multipliers in the curved parallelization, first consider the problem of finding 
a convenient basis for the natural action of su(2) x su(2) on functions over 
S3. It is well-known [ 181 that L2(S3) decomposes under SU(2) X SU(2) to 
o@o++@++l@l+... = Cjj @j (eigenspaces of A), by which we 
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define the quantum number j. Each j@j decomposes under the diagonal 
su(2) subalgebra (spanned by L1,*, L2,3, L,,,) into integral spin 1 represen- 
tations, where 0 < I < 2j; this defines our second quantum number 1. Finally, 
m will denote an eigenvalue of J,, our third quantum number. To avoid half- 
integral parameters whenever possible, the nonnegative integer k is defined 
by the equation 2j = k + 1. 
Define the function on S’ 
/lklm@, 8, #) = sin’ p Cp ‘(cos p) PT(cos 8) eimd, 
where CL+‘(x) is th e usual Gegenbauer polynomial in x, which is of degree 
k, has real coefficients, and satisfies CF ‘(-x) = (-l)k C:“(x), and the 
P;“(z) are the associated Legendre functions on the interval (-1, 1). As two 
common phase conventions exist for the latter, differing by (-l)“, we take 
specifically 
P;“(z) = (-l)m 
(1 _ ZZ)m12 dl+m 
2’1! Fe2 - l>‘Y 
so that 
(1 - m)! 
r%> = C-1)” (/ + m)! cYz> 
(cf. [ 121 or (131). 
It follows that Pklnr = (-1)” ((I + m)!/(l- m)!)Pk,-m. 
These functions y = C:“(x) and w = Pr(z) satisfy the differential 
equations 
(I-x2)$-(2/+3)xs+k(k+21fZ)y=o (5.15) 
(a special hypergeometric equation, cf. [ 14, p. 182, Eq. (10.45)]) and 
(1 -zz)$ -2zgt 1(1+ l)- m2 
1- 
w=o (5.16) 
(Legendre’s equation), respectively. 
Define the elements of the enveloping algebra of .X’: 
p = Li.2 + G.3 + G,l, 
h=Y:+Y:+Y:, 
p=x:+x:+x:, 
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5 = G.4 + G,, + G.4’ 
Then h + p = 2~ + 25, and 
5 -P = 4L,,,L,,* + 4LL.aL2.3 + 4LL4L3.1. 
@-p)iy2 is the chronometric heficity (cf. [2]). 5 - p is 0 in these scalar 
representations, but nonzero in the higher spin representations. 
By Table II, 
and 
a 
dU(J,) = -i $. 
LEMMA 54.1. The Pk,,,, diagonalize the quantum numbers k, 1, m. 
Specifically, 
dU@) Pk,m = -(k + l)(k + I+ 2) Pk,m, (5.17) 
dQ) Pmn = -W + 1) Pan 3 (5.18) 
dU(J,) Pklm = mPklmf (5.19) 
Proof Equation (5.19) is clear, and (5.18) follows directly from (5.16), 
or any book on spherical harmonics. Finally, using (5.18) (5.17) then 
reduces to (5.15). 
It follows that the Pk,,,, are .orthogonal; we next normalize them. 
LEMMA 5.4.2. 
I’ s’ I&h I2 w3 = 
(k + 2Zf l)! (I + m)! 
2*‘(1!)* (k + I+ 1)(21+ 1)(1- m)! k! 
In particular, Js3 IP,OOl~, = 1. 
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Proof: 
$,” (27~) sin 0 P;“(cos 6) d6’ = + j’, (P;“(z))’ dz 
0 
(I + my 
= (21+ 1)(1-m)! 
from p. 55 of [ 151. It remains then to show 
il: sin2 p sin2’p(Cp ‘(cosp))‘dp = 
(k+21+ l)! 
22’(1!)2 k!(k + I+ 1) ’ 
but this follows from 
on p. 81 of [16]. 
LEMMA 5.4.3. The antipodal map a on S3 carries fik,,,, into (-l)k”/?k,,. 
Proof: a carries qb into 4 + 7c, and reflects 19, p abut .$t. Thus a carries 
sin’ p Cp ‘(cos p) into (-l)k sin’ p Cp ‘(cos p). It remains to observe that 
P;“(cos 8) is sinm 19 times a polynomial in cos 19 of parity (-l)‘-” (and 
degree I - m), and that a takes eimm into (-l)m eim*. 
Define 
1 klm) = (i)-’ 
2’1!(21+ 1)“2 (k!)“’ (k + 1 + 1 )1’2 
((k + 21+ 1)!)“2 
((I - m)!)‘12 
x ((I + m)!)‘l’ &h. 
(5.20) 
By- Lemma 5.4.2, these vectors are normalized. 
LEMMA 5.4.4. For each fixed 2j = k + 1, the above 1 klm) satisfy the 
phase conventions (5.11, 5.12) and (5.14). 
Proof Since clearly dU(J,) 1 klm) = m 1 klm), it suffices to check (5.11) 
and (5.14) which amounts to computing the actions of dU(L,,, - iL,,,) and 
WL3,4) on the aklrn? which are listed in Table VII. We show below how 
these actions are computed: certain recursion relations for Gegenbauer 
polynomials and associated Legendre functions are involved. (We remark 
also, that the convention (5.13) is irrelevant thus far, as we have not defined 
the tensor product vectors ] j, m,) Ij,m,).) 
580/47/l-10 
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TABLE VII 
Scalar Action of ~(2) x w(2) on Spatial Basis Vectors 
~U(~2.4 - iL,,J: Brnlm + i (k+ 1W+k+ l)Bk-,,eIm+, ti Vf 1) 
21(21+ 1) 2lfL,+h+l 
WL f iL,.J: LL,- i 
2(1 t 1)(1- m + I)(/- m t 2) 
21+ 1 Irk-,,,,,-, 
ti(~+m)(~+I)(l+m-1)(21tk+1)P 
21(2/f 1) k+l, Irn I 
_ 
From Table II, 
dU(L3,, - iL,,,) = eirn $ + ieim Cos 2; 
sin 0 ad 
its action on Pr(cos 0) eimrp is e”“+ ‘)@ times 
c~s e 
-sin e (P;“)‘(cos e) - m - sin e cws 0 
Use of the identities 
(5.21) 
(1 -x’)~p~(x)=-IxP;(x)+(l+m)PT-,(x) 
112, p. 161, (19)] and 
[12, p. 161, (17)] then reduces (5.21) to Py+‘(cos e), hence dU(L,,, - 
%,A Pkh = Pm+ I * Equation (5.11) then follows by the definition of 1 klm). 
The action of 
dU(L,,,) = -cos 0; + z sin e - ;e 
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on Pklm is eimm times 
(-I sin’-’ p cos p CF ‘(cos p) 
+ sin’+ i p (Cy ‘)‘(cos p)) cos 19 P;“(cos 0) 
+ (-sin’- ’ p cos p CF ‘(~0s p)) sin* 8 (P;“)‘(cos 0). (5.22) 
Now (12) and (19) on p. 161 of [12], give 
zP;“(z) = ~Wz) + l-m+1 2[ + 1 p;+ l(Z) (5.23) 
and 
(1 -z*)gp;(z)= “+;ym) Kl(Z> - 
f(1+ 1 -m) 
21+ 1 
p;: 1(z); 
these, together with 
g cr ‘(x) = 2(l+ 1) c:‘:(x) (5.24) 
114, p. 181, (10.39)], reduce (5.22) to 
2(f+ 1)(1-m + 1) 
21+ 1 
sin’+ ’ p C:t: (cos p) P;+ 1 (cos 0) 
+ I+m 
- sin’-’ p Py- ,(cos 19) (-(21+ 1) cos p CL+ ‘(cos p) 
21+ 1 
+ sin* p (CF ‘)‘(cos p)). 
The actions of dU(L,,,) appearing in Table VII then follow from 
(d/dx) Ci+ i(x) = 21CF ‘(x) (see (5.2.4)) and substitution of y = CL+ ,(x) in 
the differential equation (5.15). 
Since L,,,, Ljq4, and L,,, -iL, 3 generate su(2) x su(2), further 
computation of commutators (or additional recursion relations) permits 
completion of Table VII. Using definition (5.20), we obtain also Table VIII. 
It remains to check the phase convention (5.14). Let (pos.) denote a 
nonnegative number in the following. Now J: = - +N, = -iiL,,, - f iL, ,2. 
If I# l’, then 
(I Pm), dU(J:) I Im)) = (I l’m), - tidU(L,,,) Ih)), (5.25) 
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TABLE VIII 
Action of o(4) on Normalized Scalar Basis 
iL,,,lklm)=mlklm) 
(L,,,-iL,.,)IkIm)=-(I-myfl(Itm+ l)yklm+ 1), 
(L,,, +iL,,,)Ik/m)=(l+my (I-m + l)“*lkim- 1), 
iL,,,Iklm) 
= (k+l)“‘(21+k+l)“*(I+m)~‘2(I-m)“*,k+I,-lm~ 
(21+ 1)“’ (2/- I)“* 
+ 
k”*(k + 21+ 2)“* (/ - m + 1)“’ (I + m + 1)“’ 
(21 + 1)“2 (21+ 3)“* 
lk-l/+lm), 
(L2.4 -iL,,,)lk~m) 
= (k+l)“*(2~+k+1)“2(I-m)““(I-m-l)“2,k+ll-lm+~~ - 
(21+ 1y (21- 1)“2 
+ k”‘(21+ k + 2)“* (/ + m t 2)“* (/ + m + I)“* 
(21+ 3)“2 (21t l)“Z 
Ik-ll+lm+l), 
&., +iL,.JlkIm) 
=- (ktl)“2(2~tk+l)“2(1+m)“2(I+m-l)“*,k+ll-lm-l~ 
(21 t 1)“2 (21- 1)“’ 
+ k”‘(21 t k + 2)“2 (j - m + 2)“2 (I - m + 1)“’ 
(21f 3)“2 (21+ 1)“2 
lk-lltlm-1). 
and 
- tidU(L,,,) I/m) = - +i (~0s.) i-l dU(L,,,)P,,, 
=I ‘-(l+l)((Pos.)Pk-l,+,~ - (POS.)Pk+l,-wJ 
= (pos.) II + lm) + (pos.) )I - lm) 
by definition of the Iklm). It follows that the matrix element (5.25) is 
positive if I’ = I f 1, and 0 otherwise, as desired. 
We define the functions Pklm,,(t, p, 0, 4) = ei”‘/I?,,,(p, 0, 4) and 1 klmn) = 
ei’” 1 kfm) for arbitrary real IZ. 
The scalar inducing representations R, of P can be naturally extended to a 
projective representation of P + by assigning R,,,(T) = c, K and R,,,(P) = c2, 
for arbitrary constants c, , c,. In addition, a “particle conjugation” operator 
p(C) = c3 K is defined.’ With these assignments, the actions of T, C, and P on 
the basis is given in 
2 The footnote in Section 4.1 applies here also. 
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COROLLARY 5.45. For any scalar representation U, 
U(T)Iklmn)=c,(-l)‘+” (kl-mn), 
WY Pklmn = c*(- 1)’ Pklmn 3 
U(P) 1 kbnn) = c2(- 1)’ 1 klmn), 
~(C)P!4?m=c,(-l)m y;;i l&Lm-nr 
U(C) (kbnn) = ~~(-l)‘+~ / kl - m - n). 
Proof: In terms of the previously defined polar coordinates p, 0, 4 of 
SU(2), Z-+ Z-’ (Z E SU(2)) is given by: p +p, 8+ $z - 0, and 4 + # + 71. 
By the remark on P;” in the proof of Lemma 5.4.3, /?,&Z-‘) = 
(-1)’ Pklm(Z), giving the stated actions of U(P). For U(T) and U(C), the 
earlier noted evaluation of Pklm is used. 
5.5. Composition Series and Unitarity 
In this section the closed invariant subspaces of the scalar representations 
U, of SU(2,2) and its finite covering groups are determined, and 
unitarizability of certain positive- and negative-energy subquotients of these 
representations is established. 
As these representations are by smooth multipliers on compact spaces 
(finite converings of M), the global group-invariance properties of the 
representations (e.g., the composition series) are well-known to follow the 
corresponding representations of the Lie algebra on the K-finite vectors, 
which are here spanned by the Pk,,,,,,, where n + k + 1 is rational, by the work 
in the last section. (The /Iklmn, with n + k + 1 irrational, “live” on no finite 
covering of M.) 
We will first determine how dU,(S) and certain multipliers, especially a_, 
and uq, act on the Pk,,,,,,. Corollaries are the fairly simple action of the flat 
wave operator dU,(L,) on the Pk,,,,,,, and the nontrivial composition series for 
these representations. The latter had been done earlier by B. Speh [ 171, using 
this method. 
LEMMA 5.5.1. SPklmn q e uals the expression given in Table IX. 
ProoJ Table II gives S = sin t cos par + cos t sin pa,, , and computation 
shows that S/Ikl,,,,, equals sin’ p P;“(cos 0) eim* times 
e i(n+l)t{$(n + f) cosp Cpk(cos e) - f sin’p (C:“)‘(cosp)} 
+e ““-I”{+(-n + f) cos p CF ‘(~0s e) - f sin* p (CF ‘)‘(cos p)}. 
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TABLE IX 
Multiplicative and Scale Actions on the pk,,,,, 
1 21+k+l 1 k+I 
u4,mn=q I+k+ 1 Br-,,m”+,+ql+k+lBk+llmn+l 
1 21+ktl 
t- 
4 l+k+l 
+’ (k + 2M + 1) 
4 (I + k + 2)(1 t k + 1) 
p 
k+2’mn 
1 W+kt WWPke2,mn 
+;i- (I+k+ l)(ltk) 
t~21tktl 
2 ltkfl 
1 21+ktl 
t- 
2 I-kkt 1 
1 1 k(21tk+ 1) 
T+Q(l+k+ 1)(1tk) 
1 (kt 1)(21+kt2) 
f- 
4 (Itk+2)(ltk+ 1) 
B klrn” 
Wkhl” = - l 2’+k+1 (n-I-k-2)/3r-,,mn+, 4 Itk+l 
1 
+4~(n+~+W~+,,mn+, 
’ 2’fk+’ (-n-I-k-2)/?m,,,,m, t- 
4 Itkfl 
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The stated form of S/I,+,,, then follows from the identities 
2(k + I+ 1) xc:+‘(x) = (21+ k + 1) C:“,(x) + (k + 1) C:‘,‘,(x), 
which is Eq. (10.42) on p. 182 of [ 141, and 
2(k + I + l)( 1 - x’)(d/dx) C; ‘(x) 
(5.26) 
= (2Z+ k + 2)(21+ k + 1) C:“,(x) - k(k + 1) C:::(x), (5.27) 
which follows from (5.25), (5.22), and Eq. (10) of [ 18, p. 4601. 
The identities (5.26) and u-r = ieit + tePi’ also yield the expression for 
U-, uJI~~~,, given in Table IX. This, plus Lemmas 5.3.1 and 5.5.1, yield 
COROLLARY 5.5.2. 
C-n+ 1 +k+2-w)P~-,,,,rn+, 
+’ k+l 
4 l+k+ l (-n-~-k-w)&+l,mn+l 
+f :‘,‘k”,‘; (n+I+k+2-w)p,-,,,,-, 
+’ 4 ,$++ 1 @--1----w)P,+,,,,-1. 
Table X is obtained from Table IX and definition (5.20). The expression 
for u4Pklmn Tand Eq. (5.5) also yield the 
COROLLARY 5.5.3. dU,(L,) /Ik,,,,,, is equal to i(-n’ + (k + I+ l)*) times 
the expression for (u _, + u4)* j3 k,mn given in Table IX. In particular (in the 
spherically symmetric ase), where /I,, denotes p,,,, , 
= a(-,* + (k + I+ l)‘WPknf2 +Pkn-* +Pk-2n +Pk+2n) 
+tGa,-,.,I +Pk+‘n+I +Pk-In-l +Pk+L"-,L)+Pd- 
LEMMA 5.5.4. U,((‘)j3k,mn =e-in(n-k-‘)/?klmn. 
Proof. By Lemma 5.4.3 and ein(‘-x) = e-‘““e’“‘. 
We define the space E to be all finite linear combinations of the Pk,,,,,,, and 
E, to be the space spanned by the Pk,,,,,, such that n - (k + I) - ;1 is an even 
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TABLE X 
Scale and Multiplicative Actions on Normalized Scalar Basis 
S~nklm)=-i (k + 21f l)“*kl’2 
4 (k+l+1)“2(k+/)“2 
(n-I-k-2)ln+ lk- llm) 
1 (k + 21+ 2y (k + 1)“2 
4 (k + I + 2)“2 (k t if 1)“2 
(ntltk))nt 1kt llm) 
1 (k + 21 t 1)“2 k”2 
+Q(ktI+1)“2(k+1)“2 
(ntltkt2)In-lk-l/m) 
1 (k t 21 t 2)“2 (k t 1)“2 
+~(ktlt2)“~(ktit l)“I 
(n-I-k)Jn-IktlIm). 
um,u,Inkltn)=~ 
(k t 21 + l)“l k”’ 
4 (ktIt 1)1’2(k+1)“2 
lntlk-llm) 
1 (k t 21+ 2)“* (k t 1)“2 
‘-i- (k t 1 t 2)“2 (k t 1 t 1)“’ lntlk+llm) 
+’ (k t 21 t l)“* k”* 
4 (k+lt 1)“2(kt1)“2 
In-lk-l/m) 
(k+21+2)“2 (k + I)“* ,n- 1 kt 1 lm). 
f(k+I+2)L”(ktl+1)1/2 
dU,(S)Inklm)=i 
(k + 21 t 1)“’ k”2 
4 (ktlt 1)“2(k+1)“2 
(-ntl+k-wt2)lntlk-IIm) 
1 (k + 21+ 2)“2 (k t 1)“2 
4 (k t 1 t 2)“2 (k t 1 t I)“* (ntltk+w)Int lkt llm) 
1 (kt2lt l)“*k”’ 
+T(ktI+ 1)“2(kt1)“2 
(ntl+k-wt2)Jn-lk-l/m) 
1 (k + 21 t 2)“2 (k + 1)1’2 
+~(ktlt2)1/2(kt&1)“2 
(n-I-k-w)In-1ktlIm). 
integer. By Lemma 55.4, E is the direct sum of ail E, for A E [0, 2). For 
convenience we also set E,,, = E, for all real ,l. 
It is clear from Corollary 5.5.2 that each of the E, are invariant under all 
of the representations dU, of Z. In Corollary 5.5.6 below, we determine the 
invariant subspaces of the E,, and indicate those within which 
H, = i dU,(X,) 
is semibounded. As remarked earlier, the action of dU, on E,, when II is 
rational, determines reducibility properties of the global induced group 
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representation of a finite covering group, by the technique of reduction to K- 
tinite vectors. 
By Lemma 55.4, E, consists of those fu_nctions in E lifted up from 
functions on M, E, + E, those lifted up from M, E, + E,/, + E, + E,,, those 
from Mt4), and so on. 
The following is in part a rewriting of Theorems 4.2 and 4.3 of [ 171 and 
the proof of the latter Theorem into present notation, and includes correction 
of misprints in Lemma 4.1 in recursion relations for Gegenbauer 
polynomials. As notation for the K-irreducible subspace, let /?(p, n) denote 
the span of the /I,+,,,, where k + 1 =p. 
COROLLARY 55.6. Consider the infinitesimal scalar representations dU,, 
of F on the spaces E, above. 
If the weight w is nonreal, then dU, is irreducible on each E,. 
If w is real, then dU, is irreducible on all the E, except for E,. and E ,,, .
If in addition w is nonintegral, then E,. and E-,. are distinct, and have the 
three-step composition series 
H, is bounded from below on V,, and is strictly positive there if w > 0. H,,. is 
bounded from above on W, and strictly negative there if w > 0. 
Suppose w is integral: then E,, = E _ ~, . If in addition w > 4, then E, has a 
&step composition series. E, has three nontrivial minimal invariant 
subspaces V, , V, VP, and H, is strictly positive (negative) on V, (resp. 
V-). X, = E,,,/(V+ @ V @ V-) has two nontrivial minimal invariant 
subspaces W, , W- , and the induced action of H, on W,( W-) is strictly 
positive (resp. negative). Finally, X,/( W, @ W-) is nonzero, irreducible, 
and finite-dimensional. 
If w = 3, then the composition series for E, has the same description as 
that of E,, w > 4, above, except that X,/( W, @ W-) is zero: E, has a 5- 
step composition series. In addition, W,(W-) is the quotient (by 
V, @ V @ V-) of the ,b(p, n), where n =p + 1 (resp. n = -p - 1). 
E, is the direct sum of V,, V, V-, which are irreducible and invariant. 
H, is positive (negative) on V, (resp. V). 
E, has two minimal invariant subspaces W, and W-, spanned by the 
,b(p, n) with n =p + 1 and n = -p - 1, respectively. W, + W- is the kernel 
of dU,(L, + 1) (or equivalently dU,(L,)) in E. H, = idU,(X,,) is positive 
(negative) on W+(resp. W-). The restriction of U, to (closures of) W, and 
WP are unitary, with the unitary structures (., .) and -(*, a), respectively 
(defined in section 5.3). 
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E, is the sum (not direct) of the invariant subspaces V,, V, V_, and 
vn V, = W,, Vn V- = W-, and V, n VP = (0). I/+/W+, V-/W_, and 
V/(W+ + W-) are irreducible and unitarizable, with the unitary structures 
-((., .)), -((., .)), and ((., +)), respectively, of Section 5.3. V, (resp. V) has 
no Y-invariant complement to W, (rep. W, + W_). 
If W is non-positive and integral, then E, has a 6-step composition series. 
E, has one minimal invariant subspace F,, which is finite-dimensional and 
n 
p=k+l 
FIGURE I 
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nonzero. X, = E,,,/F, has two minimal invariant subspaces I+‘+, WP, on 
which the induced action of H, is positive, resp. negative. Finally, 
X,,,/(W+ + W-) is the direct sum of three irreducible invariant subspaces 
V, , V, V- ; H, is positive (negative) on V, (V_). 
The only subquotients of the E, determined by the dU,. on which H,,. is 
semibounded, are those noted above. 
The “mass zero” subspaces W,, W- of E,, defined above, are the on& 
subspaces X of any of the E, which are invariant under any of the represen- 
tations dU,. of LY, with the following property: each fin X is determined by 
its restriction to a space-like surface (t) x S’ of 6. 
ProojI Since S and 3 generate Y, a <Y-invariant subspace is precisely a 
collection of K-types which is invariant under dU,(S). Therefore the proof 
reduces essentially to an examination of when the coefficients of the terms in 
Corollary 5.5.2 vanish, and follows that in [17]. 
The graph in Fig. 1 expresses these data in compact form. For example, 
notice that the third term in Corollary 5.5.2 contributes a term involving 
Pk-mm-, to d~w(S)P,crnn; /3k-l,mn-, has coordinates (k+l- l,n- l), 
which is in the direction ,/’ from the coordinates (k + I, n) of the original 
P k,mn. The arrow /” on the line L given by n = -k - I- 2 + w, summarizes 
the fact that this term vanishes only when (k + I, n) is on the line L, i.e., 
generically dU,.(S) contributes only in the directions /“, \, and \ on the 
line L. 
The assertions regarding the semiboundedness of H,. follow also from this 
graphical analysis, and those regarding unitarity from Theorem 5.4. 
Specifically, ((., a)) g ives a negative definite form on V+/ W, and V-/W_, 
and a positive-definite form on V/(W+ + W-). (., .) is clearly positive 
definite on W, and negative definite on W-. The last assertion of the 
Corollary also follows by inspection of the K-types of the invariant 
subspaces. 
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