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We propose a unified description of cuprate and iron-based superconductivity. Consistency with magnetic
structure inferred from neutron scattering implies significant constraints on the symmetry of the pairing gap for
the iron-based superconductors. We find that this unification requires the orbital pairing formfactors for the iron
arsenides to differ fundamentally from those for cuprates at the microscopic level.
PACS numbers: 71.10.-w, 71.27.+a, 74.72.-h
A. Introduction
In a 2004 paper [1] we proposed that an SU(4) dynamical
symmetry introduced in Ref. [2] had two properties important
for understanding high-temperature superconductivity (SC).
The first was that the SU(4) algebra imposed no double occu-
pancy by symmetry, not projection. Thus superconductivity
emerges naturally from an antiferromagnetic (AF) Mott insu-
lator state at half filling. The second was that SU(4) symme-
try alone is sufficient to guarantee many essential features of
cuprate superconductivity, irrespective of microscopic details
such as pairing formfactors (except to the extent that these are
broadly consistent with an emergent SU(4) symmetry).
This led us to propose that cuprate superconductivity was
a new kind of superconductivity characterized by more com-
plex behavior than normal BCS superconductivity because the
symmetry structure associated with the superconductivity was
non-abelian. The physical content of this mathematical state-
ment is that the non-abelian algebra imposes dynamical con-
straints on the interaction of collective degrees of freedom
such as magnetism and charge with superconductivity. Be-
cause of the key dynamical role played by the commutators,
we termed this behavior non-abelian superconductivity.
We demonstrated in Ref. [1], and amplified in more recent
papers [3, 4, 5, 6, 7, 8], that any microscopic structure con-
sistent with an algebra having non-abelian subalgebras can
lead to the complex behavior observed for cuprate supercon-
ductors. In Ref. [1] we predicted that there could be other
compounds rather different from cuprate superconductors in
microscopic details that could exhibit properties analogous to
cuprate superconductors, provided that they realized in their
emergent properties a symmetry, such as SU(4), having non-
abelian subgroups and thus non-trivial commutators between
pairing and other degrees of freedom.
In early 2008 a series of experiments initiated in Japan
and China demonstrated a surprising new class of high-
temperature superconductors based on iron arsenides [9, 10,
11, 12, 13, 14, 15, 16, 17, 18]. These compounds have
achieved critical temperatures Tc ∼ 55 K that are surpassed
only by cuprates. These Fe-based superconductors have an
atomic structure differing from that of the cuprates in signif-
icant details, yet there are many similarities when compared
with the cuprates. This has led to a flurry of effort to determine
whether these two classes of superconductors share a similar
origin. At stake is the mechanism for Fe-based superconduc-
tivity, but perhaps a deeper understanding of that for cuprate
superconductivity as well.
In understanding the cuprates a key role was played by the
realization that superconductivity is dominated by singlet d-
wave pairs. Hence, a major emphasis for the new Fe-based
superconductors has been to determine the symmetry of the
pairing gap. Experimentally the situation remains somewhat
unclear. There is substantial evidence that the pairing gap is
spin singlet [19, 20, 21], but the gap orbital symmetry remains
unsettled. Many experiments suggest that there are no gap
nodes on the Fermi surfaces but some find evidence for nodes
[19, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36,
37], suggesting that there may be more than one orbital gap
symmetry playing a role in the FeAs compounds.
Many theoretical proposals have been made for the gap
symmetry (see, for example, Refs. [38, 39, 40, 41, 42, 43,
44, 45, 46, 47, 48, 49, 50, 51, 52]). These typically start from
assumptions about microscopic structure and interactions near
the Fermi surface and attempt to predict the likely orbital and
spin structure for pairs. This is a complex problem and dif-
ferent authors reach different conclusions concerning the gap
symmetry.
In this paper we propose that the Fe-based superconductors
are a second example (after cuprates) of the non-abelian su-
perconductivity predicted in Ref. [1]. We further propose that
the similarity of cuprate and Fe-based phenomenology indi-
cates that non-abelian superconductivity for the FeAs super-
conductors is based on the same SU(4) symmetry that explains
the phenomenology of the cuprates, thus providing a unified
picture of Cu and Fe based superconductors. We argue that
this is the case even if the microscopic pairing mechanism in
the two cases were to turn out to be different. Indeed, we shall
provide evidence that unification at the emergent degrees of
freedom level is possible only if the two classes of high tem-
perature superconductors have different microscopic pairing
structure. Finally, we use the non-abelian symmetry to pre-
dict the orbital and spin symmetries possible for the Fe-based
compounds by requiring consistency between observed pair-
ing and magnetic properties.
2B. Cuprate and Fe-Based Phenomenology
Many experiments suggest strong similarities between
cuprate and Fe-based superconductors. Both appear to be me-
diated by electron–electron correlations rather than phonons
(some dispute this), and to involve the close proximity of an-
tiferromagnetism (AF) and superconductivity (SC). In both
the superconductivity occurs often (but not always) in 2-
dimensional conducting planes and corresponds to supercon-
ductors with low carrier density, and the superconductors
emerge from the parent compounds upon either hole or par-
ticle doping from donor planes. On the other hand, some
things seem rather different between the two classes of su-
perconductors. Specifically, if we wish to address how similar
the cuprate and FeAs superconductors are the following issues
are perhaps relevant:
a. Multiband Physics There is uniform agreement that
FeAs superconductivity is multiband and many think that this
is crucial to the physics. The main disagreement is over
whether one must treat all five Fe bands near the Fermi sur-
face, or whether a simplified model with say two bands cap-
tures most of the physics. Thus, there are multiple sheets for
the Fermi surface and the microscopic pairing formfactor for
an n-band model is actually an n× n matrix.
b. Multigap Physics Related to the question of multi-
band physics is the question of multigap physics. From the
microscopic point of view, if there are multiple bands near
the Fermi surface that can contribute to the pairing interac-
tion the orbital formfactor for the pairing gap becomes a ma-
trix, which implies that there can be more than one observable
pairing gap. Various experiments in the FeAs compounds see
evidence for two or more pairing gaps, differing in size by
as much as a factor of two. For example, the ARPES mea-
surements of Ref. [22] find evidence for four Fermi surface
sheets in Ba0.6K0.4Fe2As2, and four corresponding gaps, with
the largest and smallest gaps differing by about a factor of two
in size.
c. Singlet Gap or Triplet Gap On general grounds we
would expect that the pairing gap could be either spin singlet
or triplet, depending on the nature of the appropriate effective
interaction. This is supported by the numerical calculations
of the Moreo–Dagotto group [53, 54], which find that either
singlet or triplet pairs could be favored energetically depend-
ing on the detailed interactions. However, NMR data now
indicate that the FeAs pairing gap has singlet spin character
[19, 20, 21]. Therefore, we shall assume the observed gaps to
be dominantly singlet, as for cuprates.
d. Two-Dimensional Physics Another potential differ-
ence between FeAs compounds and cuprates concerns
whether the physics responsible for SC is dominated by two-
dimensional a–b plane physics. For the cuprates this assump-
tion is a relatively good approximation. In the iron arsenide
compounds the situation is less clear. The present evidence
suggests that for some FeAs superconductors the SC is rather
two-dimensional but for others the superconductivity depends
significantly on properties in the c-axis direction.
e. On-Site Coulomb Repulsion In the cuprates the large
on-site Coulomb repulsion strongly suppresses double occu-
pancy and leads to a Mott insulator normal state. In Ref. [1]
we demonstrated that non double occupancy for pairs in the
real space is a sufficient condition to guarantee that the min-
imal closed algebra is SU(4), independent of detailed micro-
scopic considerations such as the orbital or spin symmetry of
the gap and the associated structure of the pairs.
The situation in the FeAs compounds is less clear. A vari-
ety of calculations and arguments suggest that U must lie in an
intermediate range between no correlations and the strong on-
site repulsion observed for the cuprates: if U were too large
the parent states would develop a charge gap and be good in-
sulators; if it were too small the parent states would be good
metals. That they are in fact found to be poor metals suggests
an intermediate range of U . The presence experimentally of
the spin density wave state discussed below also implies a cor-
related metal, suggesting a non-trivial U .
Various calculations indicate that the on-site repulsion on
the Fe atoms is approximately half of that observed for Cu
atoms in the cuprates, and the normal states for the iron ar-
senides are observed to be AF metals, not AF Mott insulators.
However, these metals are poor metals and various consid-
erations suggest that the FeAs normal states may generally
be near a Mott transition. For example, an analysis based
on density functional and dynamical mean field theory [55]
concludes that a realistic on-site Coulomb repulsion U ≃ 4
eV would be sufficient to open a Mott gap for a single band
at the Fermi surface, but not for the five Fe bands expected
to be near the Fermi surface in FeAs undoped compounds.
Instead these calculations give correlated metal structure but
with poor charge transport properties (a scattering rate at the
Fermi level corresponding to 0.4 eV at T = 116 K). How-
ever, a small increase of the on-site repulsion to U ≃ 4.5 eV
in these same calculations begins to open a semiconductor-
like gap even at room temperature and Ref. [55] suggests that
these compounds are near the metal–insulator transition.
f. Nearest Neighbor or Next Nearest Neighbor Pairing
Because the arsenic atoms are out of the Fe plane, general
arguments imply that next nearest neighbor (NNN) interac-
tions can compete or even exceed nearest neighbor (NN) in-
teractions, raising the question of whether possible bond-wise
pairs (pairs with particles on different lattice sites) involve NN
or NNN. Calculations indicate that for low enough values of
the Hubbard repulsion U the NN pairing dominates the NNN
pairing, but for increasing values of U it is found that NNN
pairing begins to compete more favorably with NN [54].
g. Differences in Antiferromagnetism Neutron scatter-
ing measurements indicate that for both cuprates and pnictides
antiferromagnetism is important and in close proximity to the
superconductivity in the phase diagram. However, the nature
of the antiferromagnetism is different in the two cases. The
schematic spin structure associated with the undoped FeAs
compounds that is consistent with neutron scattering results is
illustrated in the bottom portion of Fig. 1. This structure cor-
responds to alternating spins in one direction but stripes with
spins all aligned with each other in the orthogonal direction
[56, 57]. This is in contrast to the antiferromagnetism of the
cuprate parent compounds illustrated in the upper portion of
Fig. 1, where in either the horizontal or vertical direction the
3FIG. 1: Schematic spin structure for cuprate and FeAs compounds.
The undoped iron arsenides are characterized by a “stripe antiferro-
magnetism” magnetic structure that differs from the AF observed in
the cuprates.
spins alternate. It is with respect to such a magnetic structure
that we must add or remove electrons to make FeAs super-
conductors, if we adopt the point of view that the magnetism
and superconductivity are closely related and that the latter
develops out of the former with doping.
C. Similarities and Differences
We shall now make a case that the similarities observed for
cuprate and Fe-based SC suggest that a minimal description
of either involves the same SU(4) Lie algebra, and that this al-
gebra is sufficient to ensure a unified picture of the most gen-
eral properties observed for these superconductors. Further,
we shall argue that the differences between the two classes
of superconductors do not change the algebraic structure of a
minimal model and thus do not change the most fundamental
properties of these superconductors, but rather influence the
theory only parametrically. Thus, we shall propose a unifi-
cation in the emergent degrees of freedom that can exist for
cuprate and FeAs superconductors, even if the microscopic
structure and the pairing gap symmetry are different in the
two cases.
D. A Minimal Closed Set of Operators
Let us use the phenomenology of the Fe-based supercon-
ductors to infer a minimal set of operators consistent with
the observed degrees of freedom. It is clear that antiferro-
magnetism lies in close proximity to superconductivity in the
phase diagram. Thus, we require AF and pairing operators.
Unlike for cuprates where the AF operator has a lattice vec-
tor Q = (pi ,pi), in the iron arsenides neutron scattering experi-
ments indicate that the AF lattice vector is Q = (0,pi) or (pi ,0)
[56, 57], reflecting the difference in spin structure illustrated
in Fig. 1. Considerable attention has been paid to whether
the pairing gap symmetry is spin singlet or triplet, with re-
cent Knight shift data favoring singlet pairing [19, 20, 21].
However, by a similar argument as for the cuprate supercon-
ductors [7], in the presence of an AF field the theory must
admit both singlet and triplet pairs in a self-consistent Hilbert
space, since the AF interactions can scatter singlet pairs into
triplet pairs and vice versa. Physically, one or the other kind
of pair may dominate energetically and in the superconduct-
ing charge transport, but quantum mechanically both kinds of
pairs must be permitted if one kind is. Finally the system has
a conserved charge and spin, so we require operators for these
also.
The presence of strongly competing AF and SC ensures that
Fe-based superconductors correspond to a non-abelian sym-
metry as discussed in Ref. [1], but the relevant non-abelian
algebra need not be the SU(4) cuprate algebra. The question
of the minimal closed algebra for the iron arsenides turns on
whether the pairing that can produce the superconductivity in-
volves both on-site pairs (two particles on the same lattice site)
and bondwise pairs (two particles on different lattice sites). If
we make the simplest model and restrict attention to a single
kind of nearest neighbor or next nearest neighbor bondwise
pair, the arguments of Ref. [1] indicate that the minimal closed
algebra is SU(4) if there are only bondwise (no on-site) pairs.
For the cuprates the on-site Coulomb repulsion is very
strong, which opens a substantial gap between the bondwise
and on-site pairs. Thus it is a very good approximation to as-
sume that only bondwise pairs contribute to the ground state
properties at low temperature. For the iron arsenides the situ-
ation is less clear but, as we have noted, many investigations
suggest on-site repulsion that is of intermediate strength rel-
ative to the cuprates. However, in the present context the is-
sue is not whether the on-site repulsion is strong enough to
suppress double occupancy in general, but only whether the
correlations are sufficient to push on-site collective pairs to
substantially higher energy than bondwise collective pairs. If
that is the case, then we may construct a minimal low-energy
model involving only bondwise pairs. If these pairs do not
overlap on the spatial lattice (that is, the wavefunction is a
superposition of bondwise pairs where no lattice site is occu-
pied by particles from two different collective pairs), then the
arguments of Ref. [1] imply that the resulting closed algebra
is SU(4).
Since this is a rather significant point, it is worth further
elaboration. In Ref. [1] we emphasized the important relation-
ship between no double occupancy of the lattice and SU(4)
symmetry. While that discussion was adequate for the basics
of cuprate superconductivity where the parent compounds are
strong insulators, it is necessary to express it more precisely
when dealing with more general cases of non-abelian super-
conductivity where the parent compounds might be insulators,
metals, or poor metals.
The key distinction to make is between the coherent pairs
of the SU(4) symmetry-truncated basis (which are responsible
4for charge transport in the superconducting state) and addi-
tional valence particles that are not part of the coherent pairs
and are responsible for charge transport in the normal state
at zero temperature. Thus the statement in Ref. [1] that clo-
sure of the SU(4) algebra requires the lattice to not be doubly
occupied is a statement specifically about site occupation by
components of coherent pairs: closure of the SU(4) algebra
requires (1) that there be no collective on-site pairs and (2)
that no collective bondwise pairs overlap on the spatial lattice.
Thus closure of the SU(4) Lie algebra respects the Mott
insulator characteristics of the cuprate normal states in that it
represents optimal configurations for competing AF and SC in
the presence of strong on-site repulsion. However, the SU(4)
solution in general need not correspond to an insulator, since
the (normal-state) charge transport properties are determined
by the properties of particles not in the collective pairs. For
example, the on-site repulsion could be sufficiently strong to
make it energetically unfavorable either to form on-site collec-
tive pairs or to have double site occupancy by unpaired parti-
cles, in which case the symmetry is SU(4) and in addition the
material would be expected to be insulating. This is represen-
tative of the situation in the cuprates. But one could also have
a situation where the same-site repulsion strongly disfavors
on-site pairs over bondwise pairs, but does not forbid some
charge transport by the unpaired particles in the normal state.
The resulting material would again be described by SU(4), but
now is expected to be a metal (or poor metal). This situation
is representative of the FeAs compounds.
Although a few models involving on-site pairs have been
proposed for the iron arsenides, numerical calculations such
as those of Refs. [53, 54] indicate that the dominant pairing
channels involve nearest neighbor or next nearest neighbor
bondwise pairing. We take this as microscopic evidence that a
minimal description of FeAs high temperature superconduc-
tors involves dominantly bondwise pairing for physically rea-
sonable ranges of the on-site repulsion U and thus corresponds
to an SU(4) symmetry.
We conclude from the preceding discussion that the pnic-
tides exhibit a form of non-abelian superconductivity that is
in fact isomorphic (described by the same SU(4) algebra) to
the nonabelian superconductivity of the cuprates. This iso-
morphism and corresponding similarity of the Fe-based and
cuprate phenomenologies suggests two unique opportunities.
(1) If the algebra associated with the minimal set of Fe-based
operators closes under commutation then both cuprate and Fe-
based superconductivity can be described by SU(4) symme-
try, thus providing a unified description of these two types
of superconductivity, irrespective of differences at a micro-
scopic level. (2) Requiring the algebra to close implies a set of
non-linear equations on the operators that, coupled with data,
can be used to constrain their microscopic form. In particu-
lar, these relations can be used to predict the allowed orbital
symmetries of the pair gap by requiring consistency of those
gaps with the observed magnetic structure. In the following
we shall implement these ideas quantitatively.
E. Extension of SU(4) to Multiband Pairing
The preceding general arguments suggest that the non-
abelian superconductivity found in the iron arsenides corre-
sponds to an SU(4) symmetry. To implement this idea quan-
titatively, we must extend the SU(4) formalism developed for
the cuprates under the simplifying assumption of a single band
near the Fermi surface to the case where multiple bands may
lie near the Fermi surface within the Brillouin zone. With the
preceding discussion and Refs. [2] as a guide, we introduce
the following set of operators:
p† = ∑
kbb′
g(k)αkbα−kb′c†kb↑c
†
−kb′↓ p = (p
†)† (1a)
q†i j = ∑
kbb′
g(k)αk+Q,bα−kb′c†k+Q,bic
†
−k,b′ j q = (q
†)† (1b)
Qi j = ∑
kbb′
αk+Q,bα∗kb′c
†
k+Q,bickb′ j (1c)
Si j = ∑
kbb′
αkbα
∗
kb′c
†
k,bick,b′ j −
1
2
Ωδi j (1d)
where αkb is the amplitude to have a b-band electron with
momentum k, c†k,b,i creates a fermion of momentum k and
spin projection i, j = 1 or 2 = ↑ or ↓ in band b, Q is an AF
ordering vector, Ω is the effective lattice degeneracy, which
is the maximum allowed number of doped electrons that can
form coherent SU(4) pairs, and g(k) is a pairing formfactor.
These operators are equivalent to the SU(4) generators defined
in Refs. [2] except that the fermion operators have acquired a
band index b, with the number of bands included in the sum
determined by the physics of the particular problem being ad-
dressed. If we define effective one-band creation and annihi-
lation operators through
a†ki = ∑
b
αkbc
†
kbi aki = (a
†
ki)
† ∑
b
|αkb|
2 = 1, (2)
then Eqs. (1) may we written as
p† =∑
k
g(k)a†k↑a
†
−k↓ p = (p
†)† (3a)
q†i j =∑
k
g(k)a†k+Q,ia
†
−k, j q = (q
†)† (3b)
Qi j =∑
k
a
†
k+Q,iak, j Si j = ∑
k
a
†
k,iak, j −
1
2
Ωδi j, (3c)
which is now exactly the form of the U(4) ⊃ U(1) × SU(4)
generators discussed originally in Refs. [2].
Inserting the AF ordering vector Q = (Qx,Qy) = (0,pi) ap-
propriate for the observed FeAs magnetic structure and calcu-
lating all commutators for the operators (1), we find that the
set is closed under commutation (returns a linear combination
only of this set of operators) provided that three conditions are
satisfied by the pair formfactor:
g(k) = g(−k) g(k +Q) =±g(k) |g(k)|= 1. (4)
If these conditions are met, the operators defined in Eq. (1)
close a Lie algebra isomorphic to the U(4)⊃U(1)× SU(4) al-
gebra describing cuprate superconductivity. By defining new
5+
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FIG. 2: Possible SU(4) nearest neighbor (NN) spin-singlet pair struc-
ture in a 2-orbital model for a pair centered on a particular site. Ar-
rows indicate spin-up and spin-down particles, with an arrow to the
left of a lattice point signifying a particle in orbital α and an arrow
to the right of a lattice point signifying a particle in orbital β . Solid
green arrows represent the undoped magnetic background state. The
open red arrows represent the added pair. The collective SU(4) NN
pair would then correspond to a coherent sum over the lattice of such
pairs centered on individual lattice sites.
Add NNN
 singlet pair
+
Magnetic 
background
Next nearest neighbor singlet pair 
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α β
FIG. 3: As for Fig. 2 but for a possible SU(4) next nearest neigh-
bor (NNN) spin-singlet pair structure in a 2-orbital model for a pair
centered on a particular site.
operators that are linear combinations of the operators (1), we
may restrict attention to the SU(4) subalgebra that is generated
by 15 operators corresponding physically to singlet pairing,
triplet pairing, antiferromagnetism, spin and charge [1, 2].
Let’s illustrate these ideas more graphically for two bands,
with the argument easily generalized to more bands. Simple
possibilities for forming SU(4) pairs are illustrated schemat-
ically in Fig. 2 for nearest neighbor pairs and Fig. 3 for next
nearest neighbor pairs, where now we concentrate on spin-
singlet pairs and where we have assumed that the vacuum to
which we add pairs is the stripe-AF magnetic state found in
neutron scattering experiments. In this picture we see that the
multiband pairs are formed in a manner similar to the case for
SU(4) in the single-band cuprates, but now each individual
pair in the coherent sum over the lattice is more complex in
structure because the electrons in the bond-wise pair are dis-
tributed over more than one orbit on each site. Figures 2 and 3
are of course just cartoons illustrating the coherent multiband
pairs defined precisely in Eq. (1).
Thus, as long as the pairs entering the formalism as basis
states may be viewed as strongly collective, multiband pairing
in the presence of antiferromagnetism may be treated formally
in the same way as single-band pairing in the presence of an-
tiferromagnetism. Of course the pairs may have a richer inter-
nal structure in the multiband case and experiments sensitive
to single-particle degrees of freedom like ARPES may probe
that structure. But at the level of emergent collective degrees
of freedom and their corresponding physical consequences,
the important point is that the collective pairs—whatever their
detailed internal structure—close an algebra when commuted
with other physically relevant operators in the system. If that
is the case, then the overall physics of the problem is strongly
constrained by the corresponding (generally nonabelian) al-
gebra and one has a theoretical formalism constructed specif-
ically to deal with the common general features of a class of
superconductors.
The philosophy that underlies this approach rests on the
assumption that a set of emergent strongly-correlated elec-
tron phenomena observed to occur with some systematic phe-
nomenology over a range of compounds can be best under-
stood by first identifying the features common to all occur-
rences and viewing the differences as perturbations around the
unifying features. This approach can fail if there are no com-
mon recurring collective modes across a class of compounds,
or if the recurring collective modes are strongly perturbed
from compound to compound. However, there is abundant
empirical evidence in the cuprates that this approach is a phys-
ically reasonable starting point, and in the FeAs compounds
we believe that the evidence is also strong enough to justify a
focus on the unifying emergent properties across compounds
as a more reasonable starting point than one focusing on the
differences at the microscopic level.
F. Pair Formfactors and Closed Algebras
Let us now consider in more detail the closure conditions
(4). The first requirement g(k) = g(−k) is almost always sat-
isfied by physically reasonable formfactors. As discussed in
Ref. [1], the condition |g(k)| = 1 necessary to close the al-
gebra in momentum space may be interpreted as an occu-
pation constraint on the full formfactor without this condi-
tion in the real space. Specifically, for cuprates the d-wave
formfactor g(k) = coskx − cosky must be approximated by
sgn (coskx − sinkx) to close the algebra in momentum space.
However, if the operators are Fourier transformed to the real
space retaining the full formfactor (that is, coskx − cosky)
the SU(4) algebra closes but only if the lattice is restricted
to no double pair occupancy. This indicates that |g(k)| = 1
is not an approximation but rather is a physically necessary
momentum-space corollary to no double occupancy (by pairs)
for the collective wavefunction in the real space. Therefore,
we shall assume that closure of the SU(4) algebra requires no
double site occupancy by pairs and the condition
g(k +Q) =±g(k) (5)
applied to the full formfactor (without the condition |g(k)| =
1), which will imply a set of real-space occupancy constraints
imposed by the algebra that depends on the exact form of g(k).
6TABLE I: Some pairing gap orbital symmetries, whether they satisfy
Eq. (5) and thus close the SU(4) algebra for Fe-based and cuprates,
and maximum doping fraction Pf for allowed FeAs symmetries.
g(k) Fe-based Cuprate Pf
sx2+y2 = coskx + cosky No Yes –
dx2−y2 = coskx− cosky No Yes –
sx2y2 = coskx cosky Yes Yes 1/3
dxy = sinkx sinky Yes Yes 1/3
sx2+y2 ± dx2−y2 Yes Yes 2/3
sx2+y2 ± idx2−y2 No Yes –
G. Unified SU(4) Model
Since Fe-based SC is observed to occur with many features
similar to that for cuprate SC, the simplest assumption is that
the operator set (1) describes the minimal collective degrees
of freedom consistent with iron arsenide phenomenology. But
this, coupled with our provisional assumption of suppressed
double site occupancy by pairs, means that the minimal al-
gebra consistent with FeAs phenomenology is SU(4), just as
for the cuprates. Furthermore, with this assumption Eq. (5)
provides immediate constraints on the permissable form of
g(k) for Fe-based compounds. In Table I we apply these con-
straints to some gap symmetries that have been proposed for
Fe-based superconductors, indicating whether the SU(4) alge-
bra can be closed for each assumption, and for reference we
carry out the same procedure for the cuprates (without regard
to whether each symmetry has been proposed seriously for
cuprates). Some of the formfactors considered in Table I are
illustrated in Fig. 4.
From Table I we conclude that sx2+y2 and dx2−y2 do not lead
to a closed SU(4) algebra, but symmetries such as sx2y2 and dxy
can. Thus we predict that neither sx2+y2 nor dx2−y2 can be cor-
rect orbital symmetries for the Fe-based superconductors be-
cause they are fundamentally incompatible with the observed
magnetic structure. Hence a unified SU(4) model of cuprate
and Fe-based superconductors requires that the correspond-
ing orbital symmetry of the pair gap for Fe-based compounds
cannot be the symmetry dx2−y2 found for the cuprates. More
generally, one can see from Table I that the more symmetric
antiferromagnetism of the cuprates is compatible with many
possible pairing formfactors (though most appear to not be
realized physically), but the asymmetric AF of the iron ar-
senides places much stronger constraints on a compatible pair-
ing structure.
It is easily verified that k → k +Q interconverts the sx2+y2
and dx2−y2 formfactors, which implies that while neither sepa-
rately can close the SU(4) algebra because they cannot satisfy
Eq. (5), the linear combination
g(k) = g(sx2+y2)± g(dx2−y2),
which is proportional to coskx or cosky, does close the al-
gebra. On the other hand, the time-reversal breaking linear
combination
g(k) = g(sx2+y2)+ ig(dx2−y2)
FIG. 4: Momentum-space formfactors for some cases listed in Ta-
ble I. The outer black square for each diagram is the large Bril-
louin zone associated with the Fe-only real-space lattice. The dashed
blue diamond inset in each box is the small Brillouin zone associ-
ated with the true real-space lattice. Very schematic locations for the
small Fermi surface pockets obtained from typical calculations are
sketched as heavy red curves: solid for regions with electron pockets
and dashed for regions with hole pockets.
proposed in Ref. [58] as a possible FeAs gap symmetry is
seen from Table I to be compatible with cuprate antiferromag-
netism but not with FeAs antiferromagnetism.
There is a further constraint that can be placed on the orbital
formfactor. The coherent pair states corresponding to allowed
formfactors in Table I have a structure D† = ∑r={x,y} c†r↑c†r¯↓
(with D† ≡ p†) in the real space, where c†ri is the electron cre-
ation operator a†ki in the coordinate representation. The c
†
r¯i for
sx2+y2 ± dx2−y2 pairs are formed from nearest-neighbors:
c
†
r¯i = 2
−1/2(c†
(x+a,y)i + c
†
(x−a,y)i) g(k) = coskx (6a)
c
†
r¯i = 2
−1/2(c†(x,y+a)i + c
†
(x,y−a)i) g(k) = cosky, (6b)
and for coskx cosky or sinkx sinky pairs are formed from next-
nearest neighbors:
c
†
r¯i =
1
2 (c
†
(x+a,y+b)i + c
†
(x−a,y−b)i± c
†
(x+a,y−b)i± c
†
(x−a,y+b)i),
(7)
with (+) corresponding to coskx cosky and (−) to sinkx sinky.
These are illustrated in Fig. 5.
As discussed in Ref. [1] for cuprates, since SU(4) symme-
try requires no double occupancy by pairs there is a lattice
occupancy restriction associated with each of these pair struc-
tures. By counting the maximum number of pairs that can be
placed on the lattice without overlap, as illustrated in Fig. 6,
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FIG. 5: Pairing gap corresponding to a coskx cosky formfactor in
momentum space and the corresponding schematic real-space pair
structure for a singlet electron pair. The shorthand notation “1/4
electron” indicates that the spin-up electron is distributed with equal
probability on four next-nearest neighbor sites in the pair wavefunc-
tion of Eq. (7). The spatial pair structure for sinkx sinky is similar to
that for coskx cosky, differing only in phases.
the largest doping fraction consistent with SU(4) symmetry is
found to be Pf = 2/3 for coskx and Pf = 1/3 for coskx cosky
or sin kx sinky. These are summarized in the last column of Ta-
ble 1. Current data suggest that the superconductivity does not
extend much beyond Pf = 1/3. Even allowing for some un-
certainty in how many doped particles end up in the coherent
pairs, this strongly favors coskx cosky or sinkx sinky among
the allowed orbital symmetries for iron arsenides in Table 1.
H. Magnetism and Superconductivity
The preceding discussion assumes implicitly that there is a
sufficiently intimate relationship between antiferromagnetism
and superconductivity in cuprate and FeAs superconductors
that the observed magnetic structure can be used to constrain
the form of the pairing interaction leading to the superconduc-
tivity. There is significant empirical evidence to suggest this.
For example, recent ARPES measurements in the underdoped
pnictides by Xu et al [59] provide strong support for a picture
very similar to the one proposed theoretically in this paper.
However, it is by no means uniformly agreed (particularly
in FeAs compounds) that superconductivity and magnetism
are so strongly related and that the SC state develops directly
from doping the AF state. Thus we may invert the preced-
ing discussion to provide a test of this hypothesis: failure of
the constraint predictions implied by Table I would be strong
evidence that AF and SC are not sufficiently related in iron ar-
senides that one constrains the form of the other. Conversely,
verification of these predictions would support the SU(4) uni-
fication hypothesis for cuprate and FeAs superconductivity
proposed here, which would imply that magnetism and super-
conductivity are inextricably linked in high temperature su-
perconductors.
FIG. 6: Schematic count of maximum pair density consistent with
SU(4) symmetry assuming electron-doped material with a singlet
coskx cosky pair gap formfactor. For this segment of the lattice, no
additional pairs of this structure can be added without causing a fi-
nite amplitude for double site occupancy by pairs, which would break
SU(4) symmetry. By counting of occupied and unoccupied sites, the
maximum fraction of lattice sites that can be occupied by coskx cosky
pairs without double occupancy is 1/3. The realistic wavefunction
will be a superposition of such configurations, each with a maximum
pair occupancy of 1/3. The spatial pair structure and maximum dop-
ing for sinkx sinky is the same as for coskx cosky, since they differ
only in phases (see Eq. (7)).
I. Singlet and Triplet Pairing
NMR measurements suggest singlet charge carriers for the
FeAs superconductors [19, 20, 21]. As discussed above, con-
sistency requires both singlet and triplet pairs in the truncated
SU(4) subspace and non-abelian superconductivity can ac-
commodate either as charge carriers. Which is realized de-
pends on the effective interaction, which can be determined
empirically and could differ between Fe-based and cuprate
superconductors. For cuprates the effective interaction is well
determined and indicates that singlet pair correlation is sub-
stantially larger than triplet pair correlation [3, 4]. Because
the singlet pairing energy scale is much larger than the triplet
pairing energy scale for cuprate superconductors, we may ex-
pect that scattering at finite temperature is larger for triplet
pairs and that charge transport in the superconducting state is
dominated by coherent singlet pairs, as observed. The under-
standing of iron arsensides is incomplete at this point and the
effective interaction is not as well established as for cuprates,
but the evidence that superconductivity in the iron arsenides
is also singlet in character suggests that similar considerations
apply for FeAs superconductivity.
8J. Spatial Inhomogeneity
For the cuprates and (to a lesser degree) FeAs superconduc-
tors there is evidence for a relatively universal phase diagram,
but also evidence for a variety of spatial inhomogeneity, par-
ticularly in the underdoped region. As we have shown for
the cuprates [8], the coherent-state solutions for SU(4) have
the natural property that in underdoped compounds (and only
in underdoped compounds) there are many nearly degener-
ate ground states having different ratios of pairing correla-
tion to antiferromagnetic correlation. Thus the underdoped
region is extremely sensitive to external perturbation and a re-
alistic wavefunction may be expected to be a superposition of
components respecting SU(4) symmetry but having different
expectation values for pairing gaps and staggered magnetiza-
tion. (Mathematically, the wavefunction has components cor-
responding to the same irreducible representations of SU(4),
but to different irreducible representations with respect to its
SO(4) antiferromagnetic and SU(2) pairing subgroups.) This
has two important consequences:
1. It can produce a partially-gapped state above the su-
perconducting transition temperature in which there are
significant correlations corresponding to phase fluctu-
ations modulated by competing AF and SC order, but
small expectation values for static order.
2. This nearly-degenerate superposition of trial ground
states will exhibit a high degree of complexity (extreme
susceptibility to external perturbations) in the under-
doped region.
The first consequence leads to a quantitative description of
the pseudogap state (for which there is strong evidence in
the cuprates and growing evidence in FeAs compounds; see
Refs. [59, 60, 61, 62, 63], for example); the second implies
that—in the underdoped region only—a rich variety of spatial
inhomogeneity can be induced by small background perturba-
tions, and that the nature of that inhomogeneity will depend
sensitively on the electronic and structural properties of indi-
vidual compounds.
Thus, the natural tendency to complexity exhibited by the
SU(4) solutions in the underdoped region, and the depen-
dence of that complexity on the detailed structure of individ-
ual compounds, provide a possible explanation for differences
in pseudogap behavior and spatial inhomogeneity among dif-
ferent cuprates and pnictides. Since the solution exhibits this
complexity yet remains SU(4)-symmetric in this emergent
state, it can account for rich variety in inhomogeneity within
the (seemingly contradictory) context of a global phase dia-
gram.
K. 2D Versus 3D Physics
We have implicitly or explicitly assumed 2D structure and
the corresponding language in much of our discussion because
for cuprates the 2D structure has strong experimental support.
But that is not essential to our general approach: if the theory
is formulated in momentum space the number of collective
operators (and thus the symmetry) need not change if the vec-
tor momentum indices on the operators change their spatial
dimensionality. In that case the physical interpretation of the
underlying microscopy changes (with attendant modification
of the effective interaction operating in the highly-truncated
space), but the emergent symmetry governing the global col-
lective properties does not.
It has often been claimed that the effective low dimension-
ality of the cuprate superconductivity (actual 3D in the AF
Néel state → effective 2D in the SC state) is a crucial ingre-
dient in the high-Tc mechanism. For example, the underly-
ing philosophy of RVB and RVB-inspired theories is topo-
logical charge–spin separation (spinons and holons), but the
theories known to exhibit such properties in their exact so-
lutions are primarily 1D theories (and it is then argued that
low dimensionality is essential to such effects and 2D theo-
ries should be more susceptible than 3D theories). The dis-
covery of significant c-axis effects in the pnictides suggests
that high-temperature unconventional superconductivity may
not depend in an essential way on low spatial dimensional-
ity. Since the approach described here is not restricted to 2D
physics, it allows the possibility that both cuprates and pnic-
tides could be described by the same basic physics, with dif-
ferences like c-axis effects absorbed into differences in effec-
tive interactions, thus influencing only the parameters of the
theory and not its fundamental structure.
L. Multiband, Momentum-Dependent SU(4)
As we have seen, by introducing the effective creation and
annihilation operators defined in Eq. (2) the SU(4) model
can be reduced to its original form in which momentum-
dependent effects have been averaged over. This is a rea-
sonably good approximation for the cuprates where one deals
with effectively single-band physics and a gap that is nodal but
a Fermi surface that is topologically connected. In the iron ar-
senides the Fermi surface is more complex, with disconnected
sheets in different regions of the Brillouin zone. This implies
that averaging over k may miss qualitatively important physics
for measurements that resolve momentum. In Ref. [5] we ex-
tended the SU(4) model to include explicit k dependence for a
single band. We may generalize this SU(4)k model to include
multiple bands and gaps in the following way.
Since the pairing formfactor g(k) remains uncertain in the
iron arsenides and in the most general case might even dif-
fer from compound to compound, we take it initially as un-
known, to be determined by measurements. We then general-
ize the k-dependent SU(4) formalism of Ref. [5] by introduc-
ing momentum-dependent coupling strengths Gikk′ for pairing
and χkk′ for antiferromagnetism through
Gikk′ = G
0
i gkgk′ χkk′ = χ0gkgk′ , (8)
where gk ≡ |g(k)| and G0i and χ0 are parameters that are inde-
pendent of momentum but may depend on doping and temper-
ature. This expression for χkk′ is identical to that of Eq. (14)
of Ref. [5] but the expression for Gikk′ generalizes Eq. (13) of
9Ref. [5], in anticipation of a richer pairing structure because
of the multiband physics that we expect to be important in the
FeAs compounds.
We may now develop the formalism in a manner parallel
to that described in Refs. [2, 5]. One obtains a set of gap
equations that generalize the BCS gap equations. Introducing
a doping parameter x and defining a critical doping xq by
xq =
√
χ −G0
χ −G1
, (9)
where Gi = G0i g¯2, χ = χ0g¯2, and g¯ is an averaged gk, the
solutions of the gap equations for temperature T = 0 and mo-
mentum k if x ≤ xq are found to be
∆s(k) =
Ω
2
G0
g(k)
g¯
√
x(x−1q − x) (10a)
∆t(k) =
Ω
2
G1
g(k)
g¯
√
x(xq− x) (10b)
∆q(k) =
Ω
2
χ g(k)
g¯
√
x(x−1q − x)(xq− x) (10c)
λ ′k =−
Ω
2
g(k)
g¯
[(χ −G1)xq(1− xqx)+G1x] (10d)
and the corresponding solutions for x > xq are
∆q(k) = ∆t(k) = 0 (11a)
∆s(k) =
Ω
2
G0
g(k)
g¯
√
1− x2 (11b)
λ ′k =−
Ω
2
g(k)
g¯
G0x. (11c)
Physically, ∆s and ∆t correspond to correlation energies for
singlet and triplet pairing, respectively, ∆q corresponds to cor-
relation energy in the pseudogap state that is fluctuating AF in
nature, and λ ′ denotes the chemical potential.
These solutions may then be used to determine other phys-
ically important quantities using the methods described in
Refs. [1, 2, 3, 4, 5, 6, 7, 8]. For example, the superconducting
transition temperature Tc is
Tc(k) = G0
g(k)
g¯
Ω Rx
4kBatanh(x)
, (12)
where the parameter R is of order one and defined in Ref. [5],
and because of the AF interaction there are pseudgap correla-
tions that extend from Tc up to a pseudogap temperature
T ∗(k) = χ g(k)
g¯
ΩR(1− x
2)
4kB
. (13)
The pseudogap states lying between Tc and T ∗ are corre-
lated by AF and pairing, but are not expected to have large
static order parameters because of the fluctuations discussed
in the earlier section on spatial inhomogeneity. Physically
these states may be interpreted in terms of competing AF and
SC correlations, but in a paired basis. Thus they unify the
preformed pair and competing order pictures for pseudogap
states.
Equations (8)–(13) define a k-dependent SU(4) model that
can accommodate multiband physics. They are appropriate
for comparison with experimental data that can resolve k. If
one averages these expressions over all momenta k near the
Fermi surface then the averaged factors 〈g(k)/g¯〉 → 1 and
Eqs. (8)–(13) reduce to the equations of the original SU(4)
model. These are appropriate for comparison with experimen-
tal quantities that do not resolve k.
M. Multiple Pairing Gaps in the FeAs Compounds
The gap equations and their solutions given in the preceding
section represent a general formalism applicable for systems
in which the pairing involves multiple bands and the possi-
bility of multiple pairing gaps within the Brillouin zone. Let
us now apply this formalism specifically to an analysis of the
iron superconductors.
We have argued that consistency of pairing with observed
antiferromagnetic structure strongly constrains the permiss-
able forms of the pairing formfactor g(k) and that the forms
most consistent with the observed properties of the FeAs com-
pounds are g(k) = coskx cosky or g(k) = sinkx sinky. Let us
first consider the coskx cosky case. Restricting attention for
purposes of illustration to doping x less than the critical value
xq, we obtain from Eq. (10) a singlet pairing gap
∆s(k) = ∆0 coskx cosky ∆0 ≡
G0Ω
2g¯
√
x(x−1q − x). (14)
ARPES measurements of Ref. [22] find evidence for a total
of four sheets of Fermi surface within the Brillouin zone. To
illustrate ideas in a transparent way, let us introduce a sim-
ple model in which we assume the four pockets of Fermi sur-
face (labeled α , β , γ , and δ ) to be spheres centered at the
appropriate momentum, with the radii kα , kβ , kγ , and kδ of
the spheres determined by fits to the ARPES data. We illus-
trate in Fig. 7. Then from Eq. (14) the pairing gaps on the four
sheets of Fermi surface are given by
∆i ≡ ∆s(ki,θi) = ∆0 cos(ki cosθi)cos(ki sinθi), (15)
where i = α,β ,γ,δ labels the Fermi surface sheets and the
polar angles θi are centered at the Γ and M points of the Bril-
louin zone (see Fig. 7). Writing this out explicitly for the four
cases we obtain the results given in Table II for the gaps on
the four pockets of Fermi surface.
A fit of the parameters ∆0 and the ki to the data of Ref. [22]
gives the description of the pairing gaps illustrated in Figs. 8–
10, where in Fig. 8 the circles indicate data with associated
uncertainties given by the error bars and the dashed lines rep-
resent the gaps calculated from Eq. (15). Thus we see that
the ARPES measurements of Ref. [22] are at least approxi-
mately consistent with the coskx cosky pairing gap formfac-
tor deduced in the present paper by requiring self-consistency
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FIG. 7: Spherical approximations to the Fermi surfaces. The four
Fermi surface pockets, two around the Γ point and two around the X
point are approximated by circles.
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TABLE II: Pairing gaps on four sheets of the idealized Fermi surface.
Label Fermi surface Pairing gap
∆α k2x + k2y = k2α ∆0 cos(kα cosθα)cos(kα sinθα)
∆β k2x + k2y = k2β ∆0 cos(kβ cosθβ )cos(kβ sinθβ )
∆γ k2x + k2y = k2γ ∆0 cos(kγ cosθγ )cos(kγ sinθγ )
∆δ k2x + k2y = k2δ ∆0 cos(kδ cosθδ )cos(kδ sinθδ )
FIG. 10: Pairing gaps on four sheets of the Fermi surface versus
|coskx cosky|. Data from Ref. [22] and the squares and rectangles
indicate theoretical values for gaps on the four sheets deduced from
Fig. 9. The same parameters as for Fig. 8 were used.
of antiferromagnetism and superconductivity within an SU(4)
symmetry.
The sinkx sinky formfactor that would also be compatible
with the antiferromagnetism according to Table I would on
the other hand not be compatible with the data displayed in
Fig. 8, since it would imply nodes on the Fermi surfaces (com-
pare Figs. 4 and 9) not observed in the data. We conclude that
consistency of the observed antiferromagnetism with the su-
perconductivity in the FeAs compounds is possible with either
coskx cosky or sinkx sinky pairing formfactors, but requiring
in addition consistency with the ARPES data of Ref. [22] re-
stricts to the coskx cosky choice.
N. Top-Down Approach to Superconductivity
The approach advocated in this paper may be termed “top-
down”: The appropriate theory for describing the supercon-
ductivity is inferred from the global properties exhibited by
the physical interacting system, rather than from the underly-
ing atomic and crystal structure of the non-interacting system
(which we shall term “bottom-up” approaches). This is not the
most common approach to this problem, but it is a powerful
one. It is closely related to the philosophy advocated in emer-
gent theories of many-body structure where it is argued that
the appropriate building block for a theoretical understanding
of complex systems are the ones actually observed to occur,
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and that these should be considered just as fundamental as
more “microscopic” building blocks.
Practically, the top-down approach may be on firmer
ground than bottom-up approaches because it is constrained
more directly by data. However, it is not phenomenological
since it is based on an exact many-body solution within a trun-
cated space. Therefore, comparing a top-down analysis with
data constrains the validity of proposed bottom-up models. A
specific example is afforded by the analysis associated with
Table I, where neutron scattering data were shown to restrict
severely the collective pairing structures that can be consistent
with the observed competing antiferromagnetism.
Our dynamical symmetry approach thus unifies cuprate and
FeAs superconductivity in a coherent picture that demon-
strates how the Cooper instability originates from a single the-
oretical framework in these diverse systems. That the interac-
tion responsible for exploiting the Cooper instability is dif-
ferent in BCS superconductors and cuprates superconductors,
and could be different yet again in FeAs superconductors is
of secondary importance. Seen at the level of abstraction im-
plied by the non-abelian superconductor hypothesis, these are
all the same superconductors, all made possible by a Cooper
instability that morphs into more complex behavior but per-
sists in clearly identifiable form even in the presence of com-
peting degrees of freedom like antiferromagnetism, and that
leads to a phenomenology with many common features, even
when enabled by physically very different weakly attractive
interactions [7].
Finally, if our identification of FeAs superconductivity as
the second example of non-abelian superconductivity is valid,
there may be experimental lessons to be learned. The dynam-
ical symmetry framework presented here unifies cuprate and
iron arsenide superconductivity. It is then instructive to re-
call that both the discovery of cuprate superconductivity and
that of FeAs superconductivity were surprising when viewed
from standard perspectives. The reason for that surprise lies
largely in what we now realize is a too-narrow view of the
microscopic conditions under which superconductivity could
arise. This suggests that one should search for new examples
of non-abelian superconductivity guided not only by micro-
scopic considerations but also by general principles of where
we might expect the Cooper instability in the presence of
emergent collective degrees of freedom.
The cuprate and iron arsenide data suggest that any re-
gion having magnetism competing with a pairing interaction
(which might be mediated by a variety of possible micro-
scopic interactions) is fertile ground for such a search, but this
is not necessarily the only possibility. Any strongly collec-
tive mode that can compete with pairing for available strength
within a relevant Hilbert space could lead to non-abelian su-
perconductivity and the attendant complex behavior exem-
plified by cuprate and FeAs superconductors, with the non-
abelian algebra not necessarily SU(4) in that case but with the
basic ideas qualitatively similar to those discussed here.
O. Conclusions
We have presented evidence that the new Fe-based high-
temperature superconductors represent the second example
(after the cuprates) of the non-abelian superconductors pro-
posed in an earlier paper. These superconductors differ from
normal ones because the non-abelian properties exhibited by
commuting their minimal sets of physical operators imply
non-linear constraints for collective degrees of freedom inter-
acting with the superconductivity. The identification of non-
abelian superconductivity in these two classes of compounds
permits a unified model of cuprate and Fe-based supercon-
ductors to be constructed based on an SU(4) group (and sub-
groups) generated by emergent degrees of freedom.
The requirement that the SU(4) algebra both close under
commutation and be consistent with the magnetic structure
inferred from neutron scattering experiments permits con-
straints to be placed on orbital symmetries for the pairing
gap in FeAs compounds. We find that neither sx2+y2 nor
dx2−y2 symmetries appear compatible with the neutron scat-
tering data but sx2y2 or dxy could be, and comparing the pre-
dicted gaps with ARPES data restricts the choice uniquely to
dx2y2 (that is, coskx cosky). Thus we reach the quite interesting
conclusion that a unified SU(4) model of FeAs and cuprate
high temperature superconductivity is possible, but consis-
tency with neutron scattering and ARPES data requires that
the pairing in the two cases corresponds to different orbital
formfactors at the microscopic level.
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