Space-Time Area in Atom Interferometry by McDonald, Gordon D. & Kuhn, Carlos C. N.
Space-Time Area in Atom Interferometry
G. D. McDonald1, ∗ and C. C. N. Kuhn1
1Quantum Sensors Lab, Department of Quantum Science,
Australian National University, Canberra, 0200, Australia
(Dated: April 17, 2019)
Abstract
It is a commonly stated that the acceleration sensitivity of an atom interferometer is propor-
tional to the space-time area enclosed between the two interfering arms [1–3]. Here we derive the
interferometric phase shift for an extensive class of interferometers, and explore the circumstances
in which only the inertial terms contribute. We then analyse various configurations in light of this
geometric interpretation of the interferometric phase shift.
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I. ATOM-LIGHT INTERACTIONS
If a particle experiences a linearly varying potential term V (x) = mg ·x and is otherwise
free, it will experience an acceleration g. The two arms of the interferometer, labelled a and
b, experience additional accelerations a˜a(t) and a˜b(t) respectively at time t, which we shall
define from t = 0 in the middle of our interferometer as in Fig. 1. These may comprise both
the inertial acceleration g and any other acceleration from time-varying potentials used
to generate the interferometer (e.g. Bragg diffraction pulses, Bloch lattice accelerations,
magnetic field gradients etc.).
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FIG. 1. (Color online) The two paths a and b form an arbitrary closed interferometer. For clarity,
the diagram is drawn with g = 0. We are calculating the difference in phase accumulated along
two paths which exit the interferometer at the same place and with the same final velocity, here
shown as a blue arrow. The alternate exit path is shown as a grey dotted arrow. The area enclosed
between the two paths in this space-time diagram is the space-time area, A.
For example, to treat a Bragg diffraction pulse at time t1 which imparts a downwards
velocity kick of 2nh¯k/m to path b, (see Figure 2) we can write the kicked path’s acceleration
2
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ab(t1) ∝ δ(t1)
FIG. 2. Treat each Bragg
diffraction as a δ-function
acceleration kick on the
diffracted path, which in this
figure is path b. The other
path (path a) experiences no
effect.
in the inertial frame as a˜b(t) = −δ(t − t1)2nh¯km , and the acceleration of the unkicked path
(also in the inertial, freely-falling frame) as a˜a(t) = 0. For a more complicated sequence of
kicks, we can simply take the sum of each one.
As another example, constant acceleration in an optical Bloch lattice can be expressed
as a classical acceleration a˜b(t) =
2nbh¯k
mτb
where the number of Bloch oscillations is given as
nb and the time for a single oscillation is τb. Alternatively, it may be expressed as one
2h¯k kick every Bloch oscillation period τb, starting τb/2 from the beginning, e.g. a˜b(t) =∑nb
i=1
2h¯k
m
δ(t−ti) where ti = t0+τb(i+1/2) and t0 is start time of the Bloch lattice acceleration.
Either treatment gives the same space-time area in the total interferometer. For such a
treatment to correctly the phase shift along each path individually the atoms must experience
a whole number of Bloch oscillations. A small correction when this is not the case has been
investigated in Ref. [4].
II. INTERFEROMETER PHASE SHIFT
A. Action
The phase shift of an atom interferometer can be calculated by the path integral formal-
ism. Consider the classical action Sa of a particle of mass m moving along a path xa(t) with
velocity va(t) and experiencing an acceleration aa(t),
Sa =
∫ T
−T
Ka − Va dt (1)
= m
∫ T
−T
v2a
2
+ aa · xa ds. (2)
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where we have defined the potential term Va(t) = −maa(t) · xa(t). The phase shift of an
interferometer consisting of arms traversing the classical paths a and b is given by
∆Φ =
∆S
h¯
(3)
=
Sa − Sb
h¯
(4)
=
m
h¯
∫ T
−T
v2a − v2b
2
+ aa · xa − ab · xb ds (5)
=
m
h¯
∫ T
−T
∆ [v2]
2
+ ∆ [a · x] ds. (6)
If we now make the distinction between the acceleration g the atoms would experience
inertially, in absence of the interferometric sequence and the acceleration a˜i the atoms feel
along path i specifically because of the sequence, along with the corresponding separations
for velocity and position,
ai = a˜i + g (7)
vi = v˜i + vg (8)
xi = x˜i + xg (9)
we can expand the kinetic energy term in the integrand of equation (6) to be
∆ [v2]
2
=
v˜2a − v˜2b
2
+ vg(v˜a − v˜b) (10)
while the potential term in the integrand of equation (6) becomes
∆ [a · x] = a˜a · x˜a − a˜b · x˜b + (a˜a − a˜b) · x˜g + g ·∆x˜ (11)
If we consider just the integral of the potential term, and integrate by parts
∫ T
−T
∆ [a · x] dt (12)
=
∫ T
−T
a˜a · x˜a − a˜b · x˜b + (a˜a − a˜b) · xg + g ·∆x˜ dt (13)
= [v˜a · xa − v˜b · xb]T−T −
∫ T
−T
v˜2a − v˜2b dt
−
∫ T
−T
vg(v˜a − v˜b) dt+
∫ T
−T
g ·∆x˜ dt (14)
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then Eq.(6) becomes
∆Φ =
m
h¯
∫ T
−T
∆ [v2]
2
+ ∆ [a · x] ds. (15)
=
m
h¯
(
[v˜a · xa − v˜b · xb]T−T −
1
2
∫ T
−T
v˜2a − v˜2b dt+
∫ T
−T
g ·∆x˜ dt
)
(16)
Let us call the boundary term ∆Φsep, the separation phase
∆Φsep =
m
h¯
[v˜a · xa − v˜b · xb]T−T (17)
=
[
k˜a · xa − k˜b · xb
]T
−T
(18)
=k˜a(T ) · xa(T )− k˜b(T ) · xb(T )− k˜a(−T ) · xa(−T ) + k˜b(−T ) · xb(−T ) (19)
For the final states to interfere they must have the same final position xb(T ) = xa(T ),
and for this interference to persist in the far-field they must have the same final velocity,
k˜b(T ) = k˜a(T ) so the separation phase depends only upon the initial states,
∆Φsep = k˜b(−T ) · xb(−T )− k˜a(−T ) · xa(−T ) . (20)
In the case that the initial velocities are the same then the separation phase becomes
∆Φsep = −k˜(−T ) ·∆x(−T ) (21)
= −k˜i ·∆xi . (22)
and if the initial separation ∆xi = 0 (i.e. the interferometer is closed) then there is no
contribution from the separation phase.
The kinetic term can be re-written in terms of frequency, through the relation E˜kin =
h¯ω˜ = h¯
2k˜2
2m
∆Φkin = −m
2h¯
∫ T
−T
v˜2a − v˜2b dt (23)
=
∫ T
−T
ω˜b − ω˜a dt (24)
and this term has been used for measurements of the recoil frequency e.g. in Refs [5–7].
So the total interferometer phase shift becomes
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∆Φ = −k˜i ·∆xi +
∫ T
−T
ω˜b − ω˜a dt+ m
h¯
∫ T
−T
g ·∆x˜ dt (25)
= ∆Φsep + ∆Φkin + ∆Φinertial (26)
There are many ways (thorough various symmetries) in which to make ∆Φkin = 0, which
we will discuss in the next section. In any of these cases, for a closed interferometer, the
phase shift simplifies to
∆Φ = ∆Φinertial (27)
=
m
h¯
∫ T
−T
g ·∆x˜ dt (28)
and for a constant acceleration g this can be pulled out of the integral,
∆Φ =
m
h¯
g ·
∫ T
−T
∆x˜ dt (29)
=
m
h¯
g · A (30)
where we have defined the space-time area on the last line, A ≡ ∫ T−T ∆x˜ dt. This term is
used for measurements of gravity e.g. in Refs. [3, 8–13], and is proposed to be used to
measure the effect of gravity on antimatter [14]. It is also used in the form of Eq. (28) to
measure the recoil frequency by applying an additional inertial acceleration in Refs. [15, 16].
To include the possibility of different internal magnetic states of the atoms, an additional
phase shift ∆Φmag must be added. As the potential energy of a magnetic dipole with dipole
moment µ in a magnetic field is given by U = −µ ·B, the phase shift is given by
∆Φmag = −
∫ T
−T
∆U dt (31)
=
∫ T
−T
B ·∆µ dt (32)
This will apply to Raman interferometry in particular, whereas in Bragg interferometry
the atoms stay in the same internal state and so this shift is zero.
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B. Time Symmetries
There are many arbitrary ways to create an interferometer in which ∆Φkin = 0. One way
is to enforce either of the following velocity symmetries
v˜a(t) = v˜b(−t) (i) (33)
or
v˜a(t) = −v˜b(−t) (ii) (34)
from which it follows that
v˜2a(t) = v˜
2
b(−t) (35)∫ T
−T
v˜2a(t) dt =
∫ T
−T
v˜2b(−t) dt (36)∫ T
−T
v˜2a(t)− v˜2b(t) dt = 0 (37)
∆Φkin = 0 (38)
These symmetries also help to cancel other shifts in real interferometers such as stark
shifts and others as described in section III A.
C. Laser Phase
Any laser interaction which kicks a path in such a way to increase the space-time area of
the interferometer, its phase should be added, and any interaction which kicks a path in such
a way as to decrease the interferometer’s space-time area, its phase should be subtracted.
Thus
φL =
∑
increases A
φi −
∑
decreases A
φi (39)
where each φi is the laser phase accumulated along a certain path when that path expe-
riences a 2-photon-recoil change in momentum. This is a different way to state the same
result as in Ref. [8], but simpler as we are dealing with Bragg and not Raman transitions
and so do not have to deal with changes in internal state.
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III. EXTENSIONS
A. Constant energy offset
If one of the trajectories experiences a spatially constant potential energy offset V0(t),
for example due to a state-dependent stark shift, this will cause a phase offset in the in-
terferometer of 1
h¯
∫
V0(t) dt. In the case where this shift is cancelled by an equal shift in
the opposite direction later in time, there is zero net phase shift. This cancellation occurs
in particular in the constant-acceleration Bloch interferometer configuration, because the
un-accelerated arm of the interferometer experiences a stark shift due to the average optical
lattice intensity.
B. Vibrations and time-varying g
There is nothing in the derivation above preventing g being considered an arbitrary
function of time. In this case it must say within the integral
∆Φinertial =
m
h¯
∫ T
−T
g ·∆x dt . (40)
A symmetric variation of the form g(t) = g(−t) is used in measurements of the fine structure
constant, e.g. Refs [15, 16]. After a Ramsey-Borde´ configuration interferometer has had its
paths separated, both arms are loaded into the same Bloch lattice and accelerated, then
decelerated again, effectively changing g symmetrically in a way proportional to the recoil
frequency ωrec =
h¯k2
2m
.
We can also consider the effect of a vibration and how this will couple in to our interfer-
ometer signal. We can write a sinusoidal acceleration with frequency ω as
g = ac cos(ωt) + as sin(ωt) (41)
which will cause a phase shift in the interferometer output of
∆Φinertial =
m
h¯
∫ T
−T
[ac cos(ωt) + as sin(ωt)] ·∆x˜ dt (42)
=
m
h¯
[
ac ·
∫ T
−T
cos(ωt)∆x˜ dt+ as ·
∫ T
−T
sin(ωt)∆x˜ dt
]
(43)
=
m
h¯
[ac · Ac(ω) + as · As(ω)] (44)
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where on the last line we have defined the effective space-time areas Ac(ω) and As(ω) for a
given frequency of vibration ω. Note that the space-time area as defined before is A = Ac(0).
If the path separation is symmetric about t = 0, i.e. ∆x˜(t) = ∆x˜(−t) then the sine
term cancels As(ω) = 0, leaving only the cosine term Ac(ω). A useful measure of vibration
sensitivity when this symmetry is present is the relative acceleration sensitivity as a function
of frequency, normalised to the sensitivity at ω = 0. This is given by R(ω) ≡ |Ac(ω)||A| . From
this unitless ratio we can deduce the phase response to an acceleration with frequency ω via
∆Φinertial =
mR(ω)
h¯
ac · A (45)
If the path separation is antisymmetric about t = 0, i.e. ∆x˜(t) = −∆x˜(−t) then the
cosine term cancels Ac(ω) = 0, leaving only the sine term As(ω). Therefore, these types
of interferometer are insensitive to a constant acceleration. A useful measure of vibration
sensitivity when this symmetry is present is the relative acceleration sensitivity as a function
of frequency, normalised to the sensitivity to a constant acceleration of the corresponding
symmetrized interferometer, i.e. A∗ ≡ ∫ T−T |∆x˜| dt at ω = 0. This is given by R∗(ω) ≡
|As(ω)|
|A∗| . From this unitless ratio we can deduce the phase response to an acceleration with
frequency ω via
∆Φinertial =
mR∗(ω)
h¯
as · A∗ (46)
C. Fourier series decomposition
If g(t) can be considered an arbitrary piecewise continuous function of time between
−T ≤ t ≤ T , then it can be written as a Fourier series
g(t) =
∞∑
j=0
[
ac,j cos
(
jpit
T
)
+ as,j sin
(
jpit
T
)]
(47)
for the Fourier coefficients
ac,j =
1
T
∫ T
−T
cos
(
jpit
T
)
a(t) dt (48)
and
as,j =
1
T
∫ T
−T
sin
(
jpit
T
)
a(t) dt . (49)
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We can see that the effect of such an arbitrary acceleration will be a phase shift of
∆Φinertial =
m
h¯
∞∑
j=0
[
ac,j · Ac
(
jpi
T
)
+ as,j · As
(
jpi
T
)]
. (50)
D. Coriolis Effect
Similarly to the previous section the common inertial acceleration g should be kept inside
the integral
∆Φ =
m
h¯
∫ T
−T
g ·∆x dt (51)
whereupon the substitution g→ g + Ω×v can be used to perturbatively incorporate the
effect of rotation on the interferometer for small constant Ω, e.g. the rotation of the earth
[17]. Thus
∆Φinertial =
m
h¯
∫ T
−T
(g + Ω× v) ·∆x dt (52)
=
m
h¯
(
g · A −
∫ T
−T
Ω ·∆x× v dt
)
(53)
=
m
h¯
(
g · A − Ω ·
∫ T
−T
∆x× dx
)
(54)
=
m
h¯
(
g · A − Ω ·
∮
x× dx
)
(55)
=
m
h¯
(g · A − 2Ω ·A) (56)
which reproduces the well-known Sagnac phase shift as the term on the right, where A is
the vector-area enclosed by the interferometer paths. Under the assumption that all the
k-vectors are parallel, the area arises both from an initial velocity vi and the mean velocity
of the accelerating atoms g, the area A is given by
A = −vi ×A− g ×
∫ T
−T
t∆x dt (57)
where the second term (which goes as a higher power of interferometer time T than the
first term) will disappear if g× k = 0, or if the separation ∆x is symmetric about t = 0. In
this case the interferometer phase becomes
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FIG. 3. Demonstration of spatial fringes via the separation phase ∆Φsep, performed in our lab.
In a Mach-Zehnder interferometer with a small time offset δT on the last pulse, this is the 4h¯k
output state only, as the interferometric phase φpi
2
of the recombination pi2 pulse is varied. In the
image for φpi
2
= 30o the DDS generated the pulse sequence incorrectly so this image is not shown.
∆Φ =
m
h¯
(g − 2Ω× vi) · A (58)
This rotationally-sensitive term is measured in Refs. [2, 18]
E. Separation Phase
The results above all apply to a closed-loop interferometer configuration. If for some
reason, the parts of each state which overlap at the end of the interferometer did not originate
from the same place at the beginning of the interferometer (for example due to a slight timing
offset of the last pulse), then the separation phase is non-zero and we have
∆Φsep = ke ·∆xi (59)
where ∆xi is the initial separation of the two finally overlapped endpoints, and ke = 2nk is
the initial momentum separation, i.e. the momentum separation of the first bragg kick. If
this is due to a timing offset δT then the separation phase is given by
∆Φsep = ke · h¯ke
m
δT (60)
= 8n2ωrec δT (61)
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where ωrec =
h¯k2
2m
is the single-photon recoil frequency. Likewise, there is a momentum
separation phase for the case in which different final momentum states did not originate
from the same initial momentum state, for instance due to the spread of momentum across
a cold atom cloud, in an interferometer with a time delay δT . This is given by
∆Φsep = xi ·∆k (62)
and is experimentally demonstrated in Fig. 3.
IV. EXAMPLES
A. Mach-Zehnder (MZ)
P
os
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n
FIG. 4. Diagram illustrating the paths in a Mach-Zehnder interferometer.
First consider the case of a pi
2
− pi − pi
2
Bragg-based Mach-Zehnder interferometer, in the
absence of rotation. In this case the acceleration on each path is given by
a˜a(t) =
2nh¯k
m
[δ(t+ T )− δ(t)]
a˜b(t) =
2nh¯k
m
[δ(t)− δ(t− T )] (63)
and it can be seen that these satisfy our time symmetry requirement Eq. 33. The space-time
area is easy to calculate in this case:
A = 2nh¯kT
2
m
(64)
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so the interferometer phase becomes
∆Φ =
mg
h¯
· 2nh¯kT
2
m
(65)
= 2nk · gT 2 (66)
while the laser phase is
φL = (nφ1 − nφ2)︸ ︷︷ ︸
from path 1
+ (−nφ2 + nφ3)︸ ︷︷ ︸
from path 2
(67)
= n (φ1 − 2φ2 + φ3) . (68)
With the inclusion of the Coriolis effect, and under the assumption that g and k are
parallel, the interferometric phase becomes
∆Φ = 2nk · (g − 2Ω× vi)T 2. (69)
A Mach-Zehnder is sensitive to vibrations according to Eq. (45). In this case the relative
sensitivity to acceleration is given by
R(ω) = 4 sin
2
(
ωT
2
)
(ωT )2
(70)
which is plotted on Fig. 6, and so the phase shift due to an acceleration a = ac cos(ωt)
is given by
δΦ =
mR(ω)
h¯
ac · A (71)
= 2nk · ac
4 sin2
(
ωT
2
)
ω2
. (72)
B. Continuous-Acceleration Bloch (CAB) sequence
An extension to the Mach-Zehnder in which the inertial acceleration signal scales as T 3
has been demonstrated in Refs. [19, 20], through the use of Bloch lattice accelerations
applied to each arm of the Mach-Zehnder interferometer. In this case the acceleration along
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FIG. 5. Diagram illustrating the paths in a CAB interferometer sequence. The Bloch lattice is
increasing (decreasing) in intensity for a time Tr after (before) each Bragg kick. In the example
here, the lattice is not unloaded and reloaded at t ≈ ±T/2, unlike in the experimental configuration
discussed in Refs. [19, 20].
each path is given by Eq. (63) with the addition of a constant Bloch acceleration along one
arm at a time, during each half of the interferometer, i.e.
a˜a(t) =
2nh¯k
m
[δ(t)− δ(t− T )] + 2nbh¯k
mτb
· (Tr − T < t < −Tr) · (−1)(t>−T/2)
a˜b(t) =
2nh¯k
m
[δ(t+ T )− δ(t)]︸ ︷︷ ︸
Bragg Kicks
+
2nbh¯k
mτb
· (Tr < t < T − Tr) · (−1)(t>T/2)︸ ︷︷ ︸
Bloch Oscillations
(73)
where nb is the number of Bloch oscillations, τb is the period for one Bloch oscillation, and
Tr is small time in which the atoms are loaded into the lattice and there is no acceleration.
In this expression I have used the notation (x < y) to mean a boolean function which is
1 if the condition x < y is satisfied and 0 if it is not. The space-time area in this case is
calculated to be
A =
[
2nh¯kT
m
+
2nbh¯k(T − 4Tr)
2m
]
· T
=
2h¯kT 2
m
[
n+ nb
(
1
2
− 2Tr
T
)]
(74)
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so the interferometer phase becomes (in the absence of rotation)
∆Φ =
mg
h¯
· 2h¯kT
m
[
n+ nb
(
1
2
− 2Tr
T
)]
(75)
= 2
[
n+ nb
(
1
2
− 2Tr
T
)]
k · gT 2 (76)
while the laser phase is
φL = (nφ1 − nφ2 − nbφb3 + nbφb4)︸ ︷︷ ︸
from path 1
+ (nbφb1 − nbφb2 − nφ2 + nφ3)︸ ︷︷ ︸
from path 2
(77)
= n (φ1 − 2φ2 + φ3) + nb (φb1 − φb2 − φb3 + φb4) . (78)
who implies that an interferometric fringe can be scanned out by changing the phase of the
Bloch lattices, as well as the Bragg pulses.
Since the bloch acceleration is constant, we can write the number of bloch oscillations as
nb =
T−4Tr
2τ
, so the interferometric phase in Eq. (76) becomes
∆Φ =
mg
h¯
· 2h¯kT
m
[
n+ nb
(
1
2
− 2Tr
T
)]
(79)
= 2
[
n+
T − 4Tr
2τ
(
1
2
− 2Tr
T
)]
k · gT 2 (80)
= 2
[
n+
T
τ
(
1
2
− 2Tr
T
)2]
k · gT 2 . (81)
and when T  Tr we have
∆Φ = 2
[
n+
T
4τ
]
k · gT 2 (82)
= 2nk · gT 2 + k · gT
3
2τ
(83)
which shows the T 3 sensitivity to acceleration clearly. This can of course also be written
as
∆Φ =
(
2nT 2 +
T 3
2τ
)
k · g (84)
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FIG. 6. (a) The relative sensitivity
R to an oscillating acceleration with
frequency ω is plotted for the two ex-
treme cases: a Mach-Zehnder con-
figuration, which exhibits a ω2 roll-
off, and the T 3 case, which exhibits a
ω3 roll-off. (b) The CAB configura-
tion has an intermediate sensitivity
to vibrations, which can look like ei-
ther of the two extremes depending
upon the ratio of Bloch oscillations
to Bragg diffraction recoils, nbn . Note
that the CAB configuration has dou-
ble the number of vibration frequen-
cies to which it is completely insen-
sitive, as compared to either of the
extreme cases.
The inclusion of the Coriolis effect (again under the assumption that g × k = 0) then
changes the interferometric phase to
∆Φ =
(
2nT 2 +
T 3
2τ
)
k · (g − 2Ω× vi) . (85)
The CAB scheme is sensitive to vibrations, again according to Eq. (45). In the limit of
T  Tr the relative sensitivity to acceleration is given by
RCAB(ω) = 1
1 + 
4 sin2
(
ωT
2
)
(ωT )2
+
1
1 + 1

64 cos
(
ωT
4
)
sin3
(
ωT
4
)
(ωT )3
(86)
=
1
1 + 
RMZ(ω) + 1
1 + 1

RT 3(ω) (87)
for  = nb
2n
. Thus as  approaches zero, the noise sensitivity is that of a Mach-Zehnder,
whereas when  is large, the noise sensitivity approaches that of a pure acceleration separa-
16
tion between the arms of the interferometer, i.e. T 3 sensitivity. All three cases are illustrated
in Figure 6.
The phase shift due to an acceleration a = ac cos(ωt) is given by
δΦ =
mRCAB(ω)
h¯
ac · A (88)
which for large  is that of a T 3 interferometer,
δΦ =
mRT 3(ω)
h¯
ac · A (89)
=
64 cos
(
ωT
4
)
sin3
(
ωT
4
)
ω3
k · g
2τ
. (90)
C. Butterfly configuration
A butterfly configuration is a pi
2
− pi− pi− pi
2
Bragg-based interferometer. In this case the
acceleration on each path is given by
-
FIG. 7. Diagram illustrating the paths in a Butterfly interferometer sequence, which is insensitive
to constant accelerations.
17
a˜a(t) =
2nh¯k
m
[
δ(t+
T
2
)− δ(t− T
2
) + δ(t− T )
]
a˜b(t) =
2nh¯k
m
[
δ(t+ T )− δ(t+ T
2
) + δ(t− T
2
)
]
(91)
The space-time area is easy to calculate in this case - it is zero, as one parallelogram
cancels the other. So this is a constant-acceleration-insensitive configuration, useful for
testing the effect of vibration noise in a system. Due to the anti-symmetric nature of this
configuration, the sine terms of a vibration now contribute, while the cosine terms do not.
Thus the relative acceleration sensitivity becomes
R∗(ω) = |As(ω)||A∗| (92)
=
32 sin3
(
ωT
4
)
cos
(
ωT
4
)
ωT 2
(93)
(94)
which is plotted in Fig. 8. So the phase shift due to an acceleration a = as sin(ωt) is given
by
δΦ =
mR∗(ω)
h¯
as · A∗ (95)
= 2nk · as
16 cos
(
ωT
4
)
sin3
(
ωT
4
)
ω2
(96)
≈ nk · asωT
3
2
(97)
for small ωT .
D. Recoil sensitive interferometers
Interferometer configurations in which ∆Φkin 6= 0 are in general also sensitive to the recoil
frequency ωrec =
h¯k2
2m
, since
∆Φkin =
∫ T
−T
ω˜b − ω˜a dt (98)
= ωrec
∫ T
−T
n˜2b(t)− n˜2a(t) dt (99)
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FIG. 8. Diagram illustratingR∗, the relative sensitivity to vibrations of the butterfly configuration.
This configuration is insensitive to constant acceleration, and at higher frequencies its sensitivity
rolls off as ω2. Inset: Same plot on a linear-linear scale to show that the sensitivity goes to zero
for a constant acceleration.
where n˜i(t) is the number of photon recoils in the velocity along path i at a given time t.
Consider the triangular configuration depicted in Figure 9. We assume that the velocity
along path a is zero in the inertial frame v˜a = 0, and the velocity along path b is v˜b = ±v =
±2nh¯k
m
as shown in Fig. 9. Then the phase is given by
P
os
it
io
n
FIG. 9. Diagram illustrating the paths in an asymmetric, recoil frequency sensitive interferometer
sequence.
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∆Φ = ∆Φkin + ∆Φinertial (100)
= ωrec
∫ T
−T
n˜2b(t)− n˜2a(t) dt+
m
h¯
∫ T
−T
g ·∆x˜ dt (101)
= 8n2ωrecT − 2nk · gT 2 (102)
(103)
If we instead choose a constant acceleration separation between the two states, i.e. the
velocity goes as
v˜(t) =

(t+ T ) a for t < −T
2
−(t) a for − T
2
< t < T
2
(t− T ) a for t > T
2
then we have the interferometric phase
∆Φ =
m
h¯
(∫ T
−T
|v|2 ds+ g · A
)
(104)
=
m
h¯
(
4
∫ T/2
0
|a|2 s2ds− g · a
4
)
T 3 (105)
=
m
h¯
( |a|2
6
− g · a
4
)
T 3 (106)
(107)
and so our sensitivity to the recoil frequency (which is now buried in |a|2) goes as T 3. For
instance if the constant acceleration is due to nb 2h¯k-Bloch oscillations over each time T/2,
then a = 4nbh¯k
mT
, and the phase becomes
∆Φ =
8
3
n2bωrecT − nbk · gT 2 (108)
=
(
2
3
ωrec
τ 2b
− k · g
2τb
)
T 3 (109)
where on the last line we have substituted nb =
T
2τb
for a constant time τb for each Bloch
oscillation. As we keep higher derivatives of position (let’s say the p-th derivative) constant,
the space-time area will increase as T p+1, whereas the recoil-dependant term will increase
as T 2p−1.
To build an acceleration-insensitive configuration you can put two of these back to back
in such a way as to cancel the acceleration signal as in Ref. [7]. This is done by adding all 4
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paths together such that the central two add constructively. It is also possible to put them
together in such a way as to cancel the recoil phase shift instead, and this is equivalent to a
Mach-Zehnder with twice the momentum splitting [10]. This is done by adding all 4 paths
together such that (conceptually at least) the central two interfere destructively and cancel
out.
V. EFFECT OF s-WAVE INTERACTIONS
So far we have studied interferometry while treating each atom as an individual, with
there being no interactions between them, i.e. no collisions. In various situations it is
necessary to address the effect of these interactions. Such situations include free-space
interferometers with high phase-space density, waveguides interferometers with high phase-
space density, and in-trap interferometers such as via the magnetic internal states of an
atom. The generalisation of the Schro¨dinger equation to simplify the many-body problem
of a BEC is the Gross-Pitaevski equation:
ih¯
∂ψ
∂t
= − h¯
2
2m
∇2ψ + V (x)ψ + 4pih¯
2as
m
|ψ|2 ψ (110)
where the additional term involves the s-wave scattering length as, and the density n(x) =
|ψ|2 at each position in space. The wave-function ψ has been replaced by the analogous
order parameter, as it now represents a kind of average over what is in reality a large and
complicated many-body tensor-product wave-function.
Assuming no dynamic effects of such a perturbation to the Hamiltonian, the additional
energy density of Eii = 4pih¯2asm n(x)2 would add a positionally-dependent phase shift of
∆Φint =
m
h¯
∫ T
−T
∆Edt (111)
However in many cases where interactions become relevant in atom interferometry, this
energy difference also causes dynamics to occur in the system. In these cases numerical
simulation of the interferometer through Eq. (110) becomes appropriate.
[1] Pippa Storey and Claude Cohen-Tannoudji, J. Phys. II France 4, 1999 (1994).
21
[2] S.-Y. Lan, P.-C. Kuan, B. Estey, P. Haslinger, and H. Mu¨ller, Phys. Rev. Lett. 108, 090402
(2012).
[3] J. E. Debs, P. A. Altin, T. H. Barter, D. Do¨ring, G. R. Dennis, G. McDonald, R. P. Anderson,
J. D. Close, and N. P. Robins, Phys. Rev. A 84, 033610 (2011).
[4] T. Kovachy, J. M. Hogan, D. M. S. Johnson, and M. A. Kasevich, Phys. Rev. A 82, 013638
(2010).
[5] S.-w. Chiow, S. Herrmann, S. Chu, and H. Mu¨ller, Phys. Rev. Lett. 103, 050402 (2009).
[6] H. Mu¨ller, S.-w. Chiow, S. Herrmann, and S. Chu, Phys. Rev. Lett. 102, 240403 (2009).
[7] S. Gupta, K. Dieckmann, Z. Hadzibabic, and D. E. Pritchard, Phys. Rev. Lett. 89, 140401
(2002).
[8] A. Peters, K. Y. Chung, and S. Chu, Metrologia 38, 25 (2001).
[9] P. A. Altin, M. T. Johnsson, V. Negnevitsky, G. R. Dennis, R. P. Anderson, J. E. Debs, S. S.
Szigeti, K. S. Hardman, S. Bennetts, G. D. McDonald, L. D. Turner, J. D. Close, and N. P.
Robins, New Journal of Physics 15, 023009 (2013).
[10] N. Malossi, Q. Bodart, S. Merlet, T. Le´ve`que, A. Landragin, and F. P. D. Santos, Phys. Rev.
A 81, 013617 (2010).
[11] T. Berrada, S. van Frank, R. Bu¨cker, T. Schumm, J. F. Schaff, and J. Schmiedmayer, Nat.
Commun. 4 (2013).
[12] Z.-K. Hu, B.-L. Sun, X.-C. Duan, M.-K. Zhou, L.-L. Chen, S. Zhan, Q.-Z. Zhang, and J. Luo,
Phys. Rev. A 88, 043610 (2013).
[13] F. Sorrentino, A. Bertoldi, Q. Bodart, L. Cacciapuoti, M. de Angelis, Y.-H. Lien, M. Prevedelli,
G. Rosi, and G. M. Tino, Applied Physics Letters 101, 114106 (2012).
[14] P. Hamilton, A. Zhmoginov, F. Robicheaux, J. Fajans, J. S. Wurtele, and H. Mu¨ller, Phys.
Rev. Lett. 112, 121102 (2014).
[15] M. Cadoret, E. de Mirandes, P. Clade´, S. Guellati-Khe´lifa, C. Schwob, F. m. c. Nez, L. Julien,
and F. m. c. Biraben, Phys. Rev. Lett. 101, 230801 (2008).
[16] R. Bouchendira, P. Clade´, S. Guellati-Khe´lifa, F. m. c. Nez, and F. m. c. Biraben, Phys. Rev.
Lett. 106, 080801 (2011).
[17] Technically, this is evaluating a perturbative Lagrangian L ≈ mΩ ·r×v along the unperturbed
path, as in Ref. [1], and ignoring the term proportional to Ω2.
[18] S. M. Dickerson, J. M. Hogan, A. Sugarbaker, D. M. S. Johnson, and M. A. Kasevich, Phys.
22
Rev. Lett. 111, 083001 (2013).
[19] G. D. McDonald, C. C. N. Kuhn, S. Bennetts, J. E. Debs, K. S. Hardman, J. D. Close, and
N. P. Robins, EPL (Europhysics Letters) 105, 63001 (2014).
[20] G. D. McDonald, C. C. N. Kuhn, S. Bennetts, J. E. Debs, K. S. Hardman, M. Johnsson, J. D.
Close, and N. P. Robins, Phys. Rev. A 88, 053620 (2013).
23
