Abstract-Sound texture synthesis has applications in creating audio scenes for film and video games. In this paper, a novel algorithm for sound texture synthesis is presented. The goal of this algorithm is to produce new examples of a given sampled texture, the synthesized textures being of any desired duration. The algorithm is based on a montage approach to synthesis in that the original sample is cut into small pieces, referred to as atoms, and these atoms are concatenated together in a new sequence, preserving certain structures of the original texture. The sequence modelling of the atoms has two levels: atoms are concatenated to create segments and segments are concatenated, based on their history, to create textures. This approach deals with problems of repetition associated with sampling based sound texture synthesis techniques. Listening tests show that the results of the synthesis are very promising for a broad range of textures, including quasi-periodic and more random textures.
I. INTRODUCTION

I
T is difficult to define precisely the properties of sound textures. Saint-Arnaud and Popat [1] offered some suggestions towards a definition. They suggest that sound textures should, in some sense 'exhibit similar characteristics over time'; that is that one short sample of a texture should exhibit similarities to another. They also suggest a two level description of textures: at the low level atoms of the texture are time localised sound elements, the higher level describing the distribution of these atoms. They note that while such an atomic model is sometimes relevant to the physics of the texture, e.g. rain, they do not intend it as a general physical description.
Summarizing their working definition of sound textures [1] : 1) Sound textures are formed of basic sound elements, or atoms. 2) Atoms occur according to a higher-level pattern, which can be periodic, random, or both. 3) The high-level characteristics must remain the same over long time periods (which implies that there can be no complex message). 4) The high-level pattern must be completely exposed within a few seconds (attention span). 5) High-level randomness is also acceptable, as long as there are enough occurrences within the attention span to make a good example of the random properties. McDermott et al [2] , [3] suggest that given the temporal homogeneity of sound textures they can be characterized by time averaged statistics. This approach was inspired by previous work conducted in image textures [4] . This hypothesis was tested from the synthesis of various textures by imposing the statistics of a particular texture on a noise sample. The statistics used described the distribution and correlations of amplitude envelopes of the textures after being passed through an auditory filterbank. These statistics included the first four moments of the envelopes, cross correlation between envelopes, and some measures relating to the autocorrelation of the envelopes. From listening tests it was found that the perceptual identities of the sound textures synthesized from these time averaged statistics were preserved.
A. Previous Work
These studies [1] - [3] give important insights into the requirements of a synthesis algorithm. Many approaches to sound texture synthesis have previously been explored. Before presenting the proposed algorithm some relevant previous work will be briefly described. For a more thorough review of the literature see [5] . Broadly speaking, we can group these previous approaches into two categories: 1) model based approaches, where the signal is synthesized from model parameters, and 2) sampling or granular approaches, where content from the original signal is used directly in the synthesized signal.
1) Model Based Approaches:
Examples of model based approaches include [6] , [7] , and [8] .
In [6] Dobashi et al. present a physically inspired model for turbulent phenomena such as fire. This method synthesizes sounds using computational fluid dynamics. The sound texture is created by computing the sound pressures due to turbulent fields with various flow speeds. For the example of fire this method was used to synthesize the turbulent part of the signal, while cracks due to combustion of objects were sampled from recorded sound.
In [7] a signal model based on background/foreground decomposition is proposed. The foreground events are estimated from a sparse decomposition of the signal using a matching pursuit algorithm. The foreground elements are grouped using a clustering algorithm, and the foreground layer is synthesized by sampling elements based on a distribution estimated from the input signal. The background is modeled from the residual signal using time-frequency linear prediction.
The model presented by Liao et al. in [8] is based on the statistics of the time/frequency energy distribution. This model follows on from the work of McDermott [3] , but the objective was to create an efficient synthesis model from a statistical description of the time/frequency energy distribution using a short time Fourier transform platform.
2) Sampling Based Approaches: Examples of sampling based approaches include [9] , [10] and [11] .
The algorithm presented in [9] synthesizes textures from a wavelet tree decomposition of the original texture. The wavelet coefficients for the synthesis tree are individually selected from the analysis tree. The selection is based on similarity in history in time and 'ancestry' in scale. Each coefficient is selected randomly from a number of qualifying candidates. In this manner a complete wavelet tree is constructed for synthesis.
In [10] a concatenative algorithm for sound texture synthesis is presented. The original texture is broken into subclips which are concatenated in a new sequence to produce the new texture. A six-level wavelet decomposition is performed on windowed frames of the input signal. The method of segmentation of the signal is inspired by previous work in speech segmentation [12] . The segmentation of the original signal into subclips is performed at regions of change in the signal. This measure of change is based on a Euclidean distance measure derived from the wavelet coefficients of neighboring frames. The transition between subclips is based on the similarity between the end of one subclip and the beginning of the next. These subclips are crossfaded to produce the synthesised texture.
The algorithm in [11] also concatenates subclips of the original signal to create new examples of the analysed texture. The segmentation of the signal into subclips is again based on points of change. This apporach to segmentation is inspired by musical information retrieval techniques [13] . The measure for similarity between frames is based on the correlation between mel frequency cepstral coefficients. The typical sub-clip length is quoted to be between 0.3 and 1.2 seconds. The transitions between subclips are modeled probabilistically based on similarity of the original sequence, the final step in synthesis is again a crossfade between subclips.
Strobl [14] conducted an in depth study of the algorithm presented in [10] and [11] . From her own work she reports improvements in the segmentation and sequencing of the segments of the algorithms.
The work presented here is based on a concatenative approach to synthesis. For many applications, such as cinema and computer games, realism of the synthesized sound is paramount. Sampling based methods can bring realism as they contain elements of the target sound. The aim of this work is to develop an algorithm that can synthesize a variety of realistic sound textures from example textures. Issues with sampling based algorithms are tiling, i.e. relatively long pieces of the original signal are simply played back creating noticeable repetition in the synthesized texture, difficulty modeling the higher level structure of the texture, and seamless concatenation of the sampled elements. These issues are considered in the presented algorithm.
The rest of the paper is organized as follows: Section II presents and overview of the algorithm including how the Montage algorithm relates to the working definition of sound texture suggested by Saint-Arnaud and Popat [1] and the statistics of McDermott [3] . Section III presents the analysis/synthesis algorithms in detail followed by a method for identifying unique events in the original texture in section IV. A perceptual evaluation of the synthesis algorithms is presented in section V. Finally conclusions and discussions are presented in VI.
II. OVERVIEW OF THE MONTAGE APPROACH TO SOUND TEXTURE PROPERTIES
The proposed algorithm falls into the sampling based synthesis category. It looks to exploit regions of similarity in the original texture to inform the sequencing of sampled elements. There are two levels to the sequence model. Longer term sections, called segments, model the higher level structure of the synthesized textures. By high level structure we mean features that determine the long term structure of a texture such as quasi-periodicity (e.g. pneumatic drill) or randomness (e.g fire). These segments are synthesized from shorter term elements called atoms.
The high level sequencing of the proposed algorithm is similar to that presented in [15] , where video textures are synthesised from a sampled video by concatenating segments of the original video. These video segments are sequenced by finding points of temporal similarity in the original video texture. These points of similarity are used as transition points and the synthesized video texture is created by navigating through the original texture via the identified transition points in a manner similar to that illustrated in Fig. 3 . However, in the method presented here these segments are not simply played back, rather they are used as templates for sequencing shorter term samples from the texture, called atoms.
A. Segments
The sequencing of segments and atoms constitute the two levels of the sequencing algorithm. Segments are longer-term pieces of the original texture, typically between 0.5 to 3 seconds. At the analysis phase regions of similarity are identified in the original sample. The identified regions constitute possible transition points in the synthesised texture. From this a synthesized texture can be created by meandering through the sampled texture via the transition points. There are certain rules constraining this meandering to avoid both too many jumps and too few. The transitions are chosen randomly, but there is a minimum and maximum time allowed between transitions. So a segment is a region between selected transition points.
B. Atoms
Rather than playing back the segments straight from the original sample the segments act as templates. The segments are synthesised by concatenating shorter-term atoms. These atoms all have the same duration, typically approximately 0.1 seconds. During the analysis phase the original sample is split into atoms, and for each atom other temporally similar regions from throughout the texture are identified. If these regions are ruled suitably similar they are considered as candidates for substitution during synthesis. These candidates are selected based on the local similarity of the envelopes from an auditory filter-bank analysis. This 'envelope matching' approximately preserves the phase of envelope modulations in the synthesized texture. Thus, at the synthesis phase, the synthesised segment is created by concatenating atoms. These atoms are selected from the candidates for substitution identified during the analysis phase. The selection of substitutes from the qualifying candidates is randomised. This process of atom substitution avoids repetition in the synthesised texture on the scale of the duration of an atom.
C. The Relationship of The Montage Approach and Sound Texture Properties
The algorithm can be considered in terms of the properties of sound textures suggested by Saint-Arnaud and Popat [1] quoted in section I.
• The presented model synthesizes textures from atoms.
• The high-level pattern of the atoms is preserved by sequencing them according to segments of the original texture. If there is periodicity in the texture it can be reproduced because the atoms will be aligned according to the original texture, this effectively matches the phase of the envelopes. Likewise randomness is maintained by randomizing both the selection of segments from the candidate successors and the choice of atom from the candidates for substitution.
• New high level structure will be introduced due to the sequencing of segments. As the long-term similarity of segments are matched this new structure should be coherent with the original texture. The algorithm can also be considered in terms of the statistical description of the envelopes suggested by McDermott in [3] .
• If the sampling of segments is distributed approximately evenly over the duration of the original texture then the moments of the envelopes of the synthesis texture will be approximately equal to those of the original.
• As the atoms are sampled from the original texture the local synchronicity of the envelope modulations is preserved. This is related to cross correlation of the envelopes in McDermott's texture model. • The matching of atoms over localized time and frequency, the sequencing of atoms from segments of the original, and the transitions based on history all relate to the autocorrelation of the envelopes; the atom sequencing preserving local modulations and the segment sequencing preserving/synthesizing longer term modulations. Table I shows the difference in statistics from the original for both the Montage approach (using Viterbi overlap-add, section III-C) and gradient descent algorithm of McDermott et al. [3] . The differences are given as a percentage of the original statistics, except for skewness and kurtosis, for these the absolute differences are given. This shows that in general the statistics of the Montage approach are closer to the original than the gradient descent algorithm.
III. THE ALGORITHM
In this section both the analysis and synthesis phases of the algorithm will be described. After the analysis phase the choices for synthesis are tabulated; all possible segments have candidates for their successors and each atom of the texture has candidates for substitution. This offline analysis allows for realtime synthesis.
A. Analysis
The analysis stage of the Montage approach involves finding regions in the texture that are in some way similar -this is necessary both for the selection of candidates for segment succession and the selection of candidates for atom substitution. The first step in the analysis is to represent the signal in a suitable form. As ultimately we are concerned with the perceptual closeness of the synthesized signal to the original a perceptually informed representation of the signal is utilized.
As much of the salient information in textures is contained in the envelopes of the auditory bands [3] , a suitable comparison for similarity is taken to be a comparison of the time evolving energy from an auditory filter bank. The short time Fourier transform (STFT) is a common and suitable processing platform, and so the algorithm will be presented in the context of the STFT.
The STFT is given by:
where k is the frequency bin, l is the frame number, ω is the windowing function, N is the analysis window length and h is the hop-size.
Taking the envelopes to be the energies in subbands distributed according to the ERB scale [16] :
Where k b1 is the first bin and k b2 is the last bin of the bth band and H is a bank of (frequency domain) band pass filters. The envelopes then undergo further perceptual processing. The perceived change in loudness with intensity approximately obeys a power law. Hence the envelopes are compressed nonlinearly to simulate this. Each band is also scaled according to the equal loudness curve.
Where L is the loudness curve, f b is the centre frequency of the bth band and 0.3 is an experimentally determined exponent [16] .
This gives a perceptually informed time/frequency representation of the signal sampled at the rate of the STFT analysis. Here we will refer to each time slice of both the STFT and the perceptually processed STFT as a frame.
The next stage in the analysis divides this representation of the signal into atoms. Each of these atoms undergoes further analysis; looking for similar regions over the duration of the texture. Each atom comprises several analysis frames, giving a time/frequency representation for each atom. The atoms have a 50% overlap with neighboring atoms.
When choosing the atom duration there is a trade off between variation of the synthesised texture from the original texture, which is typically desirable, and the the possibility of having the atoms too short to represent the events of the texture. If the atoms are short compared to the events that make up the texture then a choppiness can be introduced into the texture. In the test set used for perceptual evaluation (see Section V) an atom duration of approximately 0.1s was used. For other textures, for example textures made from voice sounds, it may be desirable to have longer atom duration, e.g. 0.2s. The textures synthesised for the evaluation presented in Section V did not seem to be sensitive to this parameter.
1) Candidates for Atom Substitution:
For each atom a difference function is created. This difference function gives us a measure of the difference between the atom under consideration and the associated region of the texture. The difference function for the ath atom at the lth frame is given by:
where B is the number of bands in the auditory filter bank and F is the number of frames in an atom and the atoms have a 50% overlap, i.e. an atom hop-size of F/2. This difference function was chosen because of the importance of the auditory envelopes in the perception of sound textures [3] . The difference function is calculated at intervals of a single frame. This difference measure corresponds to the euclidean distance between the auditory envelopes of the atom and the auditory envelopes of the texture from the lth to (l + F − 1)th frame. A set of substitution candidates for each atom is selected from local minima in the difference function. There is a minimum time distance between selected candidates, dependent on the number of candidates to be selected. This is to ensure that candidates are selected from across the duration of the analyzed texture. This can be important for the selection of segments successors, as the candidates for substitution will also be considered as candidates for segment successors, and for this purpose it is desirable to have candidates spread over the duration of the texture.
An example of a difference function and the selection of candidates for substitution for a single atom of a texture are shown in Fig. 2 . This figure depicts the analysis of an atom from a quasi-periodic helicopter sample. This example illustrates how periodicity of events can be preserved with this model. Note that the envelope of the candidates are in phase with the envelope of the original atom. It is not necessary to retain the difference function after the analysis of an atom. Once the candidates for substitution are tabulated the difference function can be discarded. The result of the atom analysis is a list of pointers to the addresses in the original STFT of candidates for substitution and a difference value for each of the candidates.
2) Candidates for Segment Successors: During synthesis segment succession corresponds to meandering through the texture via identified transition points. Each atom is considered as a potential transition point. For segments, as well as the local similarity from the atom analysis, a longer term comparison is used. This is termed 'the history' for the segment. Hence, a history comparison is also made between each atom plus it's history and its candidates for substitution plus their history. This comparison is used to judge the possibility of a transition at the location of the atom during synthesis. No difference function is created as the history is only calculated for already selected atom candidates.
As each segment has a minimum and maximum duration, the succeeding segment will begin between these points (see section III-B1). As each atom in this range is considered as a possible transition point from the current segment to it's successor this can be considered as a moving window analysis, the window length being the maximum minus the minimum duration of a segment. For each step in this analysis there are typically many candidates. For example, for a single instance of this segment analysis, if the difference between the minimum and maximum length between transitions is 1.5 seconds, and there are 20 atoms per second and 10 candidates per atom then there are 300 candidate points to consider as possible transition points. Only the succession points with the lowest measured difference are considered, again the selected succession points spanning the duration of the texture. The outcome of the segment analysis is a table of pointers for candidate segment end points for the current segment, the associated starting points for the next segment, and associated difference values for each possible transition. An example of a subset of possible segment transition points found for a texture is illustrated in Fig. 3 .
B. Synthesis
During synthesis the segment sequence is selected. This sequence of segments is used as a template for the sequencing of atoms. The sequence of atoms is determined by the process of atom substitution. These atoms are concatenated in the STFT domain before inverse Fourier transform and final overlap-add in the time domain are performed.
1) Sequence Model: Starting from a random point in the original texture the algorithm selects successive segments via the transition points identified during analysis. This high level navigation of the texture acts as a template for the synthesized texture. There are some constraints on the choice of succeeding segments:
1) A segment must be at least a minimum, user defined, length. 2) A segment has a maximum, user defined, length. 3) If the succeeding segment occurs some time before the current segment in the original texture that time should be greater than a user defined minimum. The first constraint serves two functions: it prevents the synthesized texture from jumping too much and, setting the minimum length to be at least equal to the length of the segment history, allows the candidates for succeeding segments to be selected in the analysis phase. The second constraint prevents keeping the same high level structure as the original for long periods. The third prevents repeating parts of the high level structure in rapid succession. These parameters can be made proportional to the duration of the original sample. For the samples synthesized for the evaluation presented in Section V-A the original samples had a duration of 7 seconds -the minimum segment length was set to 0.5 seconds, the maximum set to 2 seconds and the minimum time for a backwards transition was set to 2 seconds.
Once a segment successor is selected the duration of the current segment is determined. The atoms for the synthesised segment are then substituted randomly with the candidates selected during analysis, each of the qualifying candidates given equal probability of selection. A difference threshold can be used in the selection of atom substitutes. This defines the maximum difference allowed between atoms and possible switches. It was found that taking the median value of the difference of all the candidates for all the atoms was an effective value for thresholding. An example of the sequencing of transitions and substitutions is illustrated in Fig. 5 and 6 . The process of segment succession and atom substitution can continue for any desired period of time, producing varied textures which are perceptually similar to the original.
C. Overlap-Add Operation
If we see the atoms as pieces of a jigsaw, the overlapadd operation can be seen to be a way of squeezing pieces similar to the original into their place. Straightforward overlapadding (OLA) of atoms can lead to audible modulations due to phase interference. Here new approaches to this problem are proposed.
First we will state what we would like the overlap-add procedure to achieve: 1) Preserve the phase and amplitude structure around strong "events" if they are present in the texture, e.g. broadband cracks in fire sounds. 2) Minimize the introduction of audible modulations due to phase interference. 3) Avoid sudden jumps in amplitude due to differences in the amplitude of consecutive atoms. The methods considered here perform the concatenation of the atoms in the STFT domain. As overlap-adding the atoms in the time domain can cause audible modulations we propose to exploit the time/frequency representation of the atoms, each atom being several STFT frames, to perform the overlap-add at points of minimum interference.
When considering the overlap-add procedure in the framework of the STFT we must consider both the amplitude and phase of the time/frequency bins. The values of the complex numbers that constitute an STFT of a real signal are not independent, they are interdependent with their neighbouring values in the time/frequency plane. Altering the amplitude or phase of a single complex number will introduce a localised distortion to the STFT. We can consider the distortion in terms of a 'consistent' STFT. In [17] LeRoux defines a consistent STFT to be a set of complex numbers C K,L (where K is the number of frequency bins and L is the number of frames of the STFT) that can be obtained as the STFT of a time-domain signal. So for an array X (k, l) to be consistent the following condition must be true:
where iSTFT is the inverse STFT operation. As the values of each element in the array X are not independent the alteration of an individual element of the set of complex numbers will in general cause the STFT to become inconsistent. This means that if an interpolation of the values of the atoms is performed in the STFT domain, then the value of the individual complex numbers after the iSTFT and STFT operations may not be those prescribed during the overlap-add procedure.
Here three approaches to the OLA problem will be considered. All approaches will be based on exploiting the extended duration of the atoms to find, in some sense, the points of least interference in the time/frequency plane at which to perform the interpolation from one atom to the next. First we consider chosing the STFT frame of least interference in the overlap region. This will be referred to as 'frame OLA'. We can define this frame to be the mth frame where m minimizes:
where F is the number of STFT frames in an atom, k is the frequency bin index and a i and a j are the starting frames of the ith and jth atom respectively.
The next approach considered for the concatenation of atoms is to overlap-add the complex numbers along individual frequency bands in the STFT. This will be referred to as 'band OLA'. For the band OLA each frequency band of the STFT is overlap-added separately, without consideration for the neighbouring bins. The overlap occurs at a point determined by the minimum absolute difference in the complex numbers of the band in the overlap region. For the kth frequency band this is given by the mth frame where m minimizes:
where F is the number of STFT frames in an atom and a i and a j are the starting frames of the ith and jth atom respectively.
The band OLA method can produce convincing results, however there can be jumps in the concatenation in the time frequency plane. When concatenating two atoms, for each frequency band there are F/2 potential time samples at which to perform the overlap-add. This means that, for example, at frequency band k the overlap-add could be performed at the first time sample, and for the K + 1th frequency band the overlapadd operation could be performed at the F/2th sample. This means that there could be F/2 − 2 values for which there is no interpolation or consideration for the interdependence of the values of the complex numbers between the kth and k + 1th band. In order to overcome this problem, the overlap-add could be performed over an 'unbroken path' through the time frequency plane. To find the path of least interference a Viterbi like algorithm is used (algorithm 2). This will be frerred to as 'Viterbi OLA'. The algorithm searches the potential overlap-add region from the first frequency bin (zero frequency) to the last positive frequency bin. The path is restricted to the potential overlap region and when moving from the kth frequency bin to the k + 1th it is restricted to moving between +/ − 1 time samples. An example of the overlapping of two consecutive atoms using this algorithm is illustrated in Fig. 7 . In the above three methods for choosing the bins at which to perform the concatenation of the adjacent atoms were presented. For each of these methods for selecting bins we will consider three methods for calculating the amplitude and phase of the complex numbers of the bins. 1) Taking the mean value of the complex numbers, i.e. adding the two complex numbers and dividing by two. 2) Taking the phase to be the phase of the sum of the complex numbers and the magnitude to be the average magnitude of the complex numbers. 3) Using the iterative method presented in [17] for phase calculation for a given magnitude only STFT. Method 1 is simple interpolation between the complex values of the overlapping frequency bins. Method 2 takes the phase of method 1, i.e. the weighted interpolation of the phase, but adjusts the magnitude to be that of interpolating the magnitudes only. Method 3 is an iterative approach to phase calculations of an STFT given the magnitude spectrum. Unlike previous methods for phase estimation for given a magnitude only representation of an STFT [18] this method allows for the local calculation of the phase. This allows the calculation of an optimum phase for the bins used in the overlap, given the phase of the neighbouring bins. Hence this method preserves the phases of the bins not included in the overlap-add operation.
Analysis of the performance of the three algorithms with the three different methods of interpolation of the complex values at the point of overlap is presented in Tables II to V. These results come from all the samples of the original database used in [3] .
Two error measures were used for an initial objective evaluation of the overlap-add methods. These measures are based on the consistency of the synthesised STFT. The first error gives the euclidean distance between the magnitude spectra of the initial synthesis STFT and the STFT of the synthesis STFT after iSTFT operation. This is given by:
where Xsyn is the synthesis STFT. This error gives a measure of the difference between the prescribed magnitudes of the STFT after concatenation and the magnitude of the STFT of the time domain synthesized signal. The second measure is based a dB scale. This measure gives an indication of the relative difference of the local power spectra of the prescribed synthesis STFT to that of the STFT of the synthesized time domain signal. This error is given by:
From these results it is clear that that the frame and Viterbi OLAs have lower error than the band OLA. While the errors for the frame and Viterbi OLA are comparable, the skewness of the errors with time is greater for the frame OLA. This indicates, as perhaps expected, that the error is more sparsely concentrated for the frame OLA while for the Viterbi OLA the error is spread more evenly over time.
IV. DEALING WITH UNIQUE EVENTS IN THE TEXTURE
Often sampled textures contain local events that are uncharacteristic of the long term texture. Such events can be due to a recording artefact, an unwanted event in the recording, or a unique local event that is part of the process creating the texture. At the synthesis stage it may be desirable to avoid using atoms that contain such events as their repetition may be noticeable and artificial sounding; highlighting the sampling process and losing the naturalness of the texture.
Strobl [14] in a study of the concatenative algorithms of [10] and [11] refers to such events as 'disturbing elements', and proposes to identify them manually. Here we propose a method for identifying such elements that is a straightforward and natural extension to the Montage approach.
There are two basic steps to this algorithm; 1) identify the unique region and 2) replace it with a qualifying piece of the texture. The replacement step allows the analysis/synthesis algorithm described above to remain unchanged.
A. Identifying Unique Region
To identify such events the difference measure obtained from (4) is utilized as a measure of the uniqueness of atoms. After the initial analysis stage each atom has a number of its closest matches from throughout the texture. The difference between an atom and its best match is taken to be a measure of its uniqueness.
A user defined threshold can be used to select which atoms are to be replaced. This user defined parameter can be stated as a percentage of the maximum uniqueness found for the analyzed texture.
An automatic procedure is also proposed here. A perceptual evaluation of this procedure is described in V-B. The assumption of this method is that the distribution of the uniqueness measure of the atoms of a homogenous texture follows a Gaussian distribution. An iterative algorithm removes atoms until the skewness of the distribution of the uniqueness measure stops getting closer to that of a Gaussian distribution.
B. Replace Region
In order to find a region with which to replace the regions selected as unique we again use the difference value defined in (4). Here we use a sum of the difference functions for the atoms adjacent to the selected region. The difference function of the latter atom in the sum is delayed by the appropriate time:
where d u (l) is the difference function used for finding the best match for the uth unique region, d a1 is the difference function for the a1th atom (the adjacent atom previous to the uth region) and d a2 is the difference function for the a2th atom (the adjacent atom following the uth region). The minimum of this function gives the closest matching region, according to our measure, to replace the region identified as being unique. An example of this is procedure shown in Fig. 8 . This is a recording of a steam train which contains a single 'click' sound. This 'click' is identified as the most unique region in the texture. For synthesis it is replaced as described above. This method can also be used to repair damaged recordings as is illustrated in Fig. 9 . This illustration shows the spectrograms of the sample with a piece deleted and the sample with the deleted piece repaired by finding the best piece of the existing texture, according to the above algorithm, to replace the damaged part of the Fig. 9 . Example of replacing a missing or damaged piece of a sampled texture (in this case for a quasi-periodic helicopter sample).
texture. Note how in this example the approximate period of the events is preserved.
V. EVALUATION
Two listening tests were performed to evaluate the synthesis algorithms presented above 1 . The first test was a MUSHRA test to evaluate the performance of the Montage approach, the second test was an AB test in which the Montage approach is directly compared to samples synthesised by other algorithms ( [9] , [11] ) as well as samples processed using the automatic treatment for unique events (described in Section IV).
The sampling rate of the sound files was 20 kHz. The Montage samples for these tests were all synthesized with the following parameters: STFT analysis window length of 512, hop-size of 256, 8 STFT frames per atom (giving an atom length of approximately 100 ms), atom overlap of 50%, maximum segment duration of 2 seconds, and minimum segment duration of 0.5 seconds, an average of 5 candidates for substitution for each atom, and 5 segment successors for each segment. As the original samples from Lu et al. had a duration of approximately 2 seconds a maximum segment duration of 0.7 seconds and a minimum segment duration of 0.1 seconds was used for these samples. All samples were normalized for RMS energy. For each instance of each test the samples were played back in a random order.
A. Experiment 1-MUSHRA Test
The database of original samples for the MUSHRA test was the same as that used in [3] . The candidates for evaluation in the MUSHRA test were two sets of samples synthesised using the Montage approach, samples synthesized from statistics using the algorithm of McDermott [3] , as well as the original and an anchor sample. The two sets of Montage samples were synthesized using different overlap-add techniques outlined in section III-C, the frame OLA and the Viterbi OLA. For both of these overlap-add techniques the method of interpolating the 1 http://anasynth.ircam.fr/home/media/evaluation-montage-texture- synthesis   TABLE VI  QUALITY RATINGS FOR THE MUSHRA TEST   TABLE VII  SOUND SCENE SIMILARITY RATINGS FOR THE MUSHRA TEST complex values of the synthesis STFT was that of interpolating the magnitude independently from the phase. The iterative algorithm for phase estimation was not included in the tests as it was considered too computationally expensive for practical realtime use. The anchor samples for this test were synthesized by concatenating atoms in a random sequence using the frame based overlap-add procedure.
The test was undertaken by 14 subjects. The subjects were asked to judge the 'sound scene similarity' as well as the quality of the samples. In the test it is stated that the similarity of sound scenes refers to 'the similarity of the physical scenes that are evoked or imagined when the sound is heard'. This second judgement was deemed appropriate because in McDermott et al. [3] it is stated that the statistical description is sufficient for preserving the identity of textures. The suggested scoring for the quality and sound scene similarity are presented in Tables VI and VII. The results of this test are displayed in Fig. 10, 11 , and 12. 2 The results show that the null hypothesis for the two Montage approaches (i.e. that the Montage samples have the same perceived quality as the original) cannot be rejected even with a conservative p value of 0.05. The results for both quality and sound source similarity were similar, however there were many more outliers for the judgements of sound source similarity. These results suggest that the quality from the samples synthesized using the Montage approach are comparable to that of the original sample. Also, there is no significant difference between either of the overlap-add approaches for the Montage algorithms with this sample set. The samples synthesized using the algorithm of McDermott were judged to be of considerably lower quality than the Montage samples. The McDermott samples were sometimes judged to be of lower quality than the anchor. This seems to be the case for more 'random' textures, e.g. Bubbling Water, Fire, and Shaking Paper. This may be because the sequencing of the atoms is less important for such textures.
B. Experiment 2-AB Test
The second test was a simple AB test. The subjects were presented with two samples at a time and asked to judge the relative quality of the two samples. Table VIII shows the suggested relative judgement for the AB test. The test database contains sounds from [3] as well as samples from [9] and [11] . All the synthesized samples were of a longer duration than the original sample. All Montage samples were sythesized using Viterbi OLA (see Section III-C). This test was undertaken by 13 subjects.
Six samples from [3] were used to evaluate the performance of the automatic treatment of foreground events, presented in Section IV, against the straight Montage approach with Viterbi overlap-add. For these samples it was not established previously whether the samples contained foreground or not, the test was intended to discern if the automatic post-processing algorithm improves or deteriorates the quality of samples synthesised to have a longer duration than the original sample. All synthesized samples were twice the duration of the original.
To compare the straight Montage approach against other sample based algorithms four samples from [9] and two samples from [11] were included in the test.
The results for each of the samples used in the foreground vs Montage comparison are illustrated in Fig. 13 . Taking these results as a whole, the mean value is -1, a result very slightly in favour of the foreground treatment. However this is not significant difference, the mean value falling well within the rating of the sounds being of equal quality. Further, using a two sided sign test, the null hypothesis is rejected with a p value of 0.67. This cannot be considered significant. This indicates that the foreground model doesn't significantly alter the quality of the synthesized samples. As the synthesized samples were twice the duration of the original it is possible that the foreground may have not have been noticeable or annoying in the synthesized samples.
The samples comparing the Montage approach to the wavelet tree algorithm of Dubnov et al. [9] have a much clearer result. The mean value of the test is 33, suggesting the Montage samples are of much better quality, and the null hypothesis is rejected with a p value of 3 * 10 −14 . The two samples comparing Montage approach to the algorithm of Lu et al. have a mean result of 9.7, and a rejection of the null hypothesis with a p value of 0.17. However, if we look at the samples individually we can see that the rain sample is rated with an average of 21, and the null hypothesis is rejected with a p value of 0.01 suggesting a significant preference for the Montage approach for this sample. The stream sample has a mean of 1.7 and the null hypothesis is rejected with a p value of 0.73, suggesting no significant difference between the two techniques for this sample.
VI. CONCLUSIONS
In this paper an efficient and versatile algorithm for sound texture synthesis was presented. The results seem very promising for a wide range of textures; from quasi periodic to random processes. For efficient synthesis the atom and transition candidates can be tabulated from the analysis phase. Synthesis is then a fairly straightforward sequencing and overlap-add procedure in the STFT domain. The algorithm fulfils many requirements of a sound texture synthesis algorithm. At the low level the textures are synthesized from atoms and these atoms are sequenced to model the higher level organization of the original sound texture. Repetitions are avoided by introducing randomness in the sequencing of both the atoms and the segments, and smooth transitions are constructed by taking account of local similarity, longer history and a new overlap-add method. 3 While there are a number of user defined parameters in this algorithm, these parameters are not abstract. They have a natural relationship with the synthesis. For the atom analysis the STFT hop-size determines the temporal resolution of the atom analysis, while the atom duration and difference threshold for substitution affect the variation of the timbre of the texture. For the segment sequencing the history length defines the region in which to compare the context of the high level structure, while the minimum and maximum length determine the high level variation.
It seems for a large class of textures the synthesis is not extremely sensitive to these parameters. However, if there are extended events or a lot of variation in the original texture it may be beneficial to constrain the variation in the synthesized texture, i.e. lower the difference threshold for atom substitution and extend the history and minimum segment length.
The Montage approach was found to produce higher quality synthesis than the model based approach of McDermott et al. [3] . This result illustrates the value of sampling based approaches over model based approaches. Sampling based approaches can achieve extremely realistic results for a large class of sounds. The Montage approach offers solutions to many of the disadvantages of sampling based approaches, e.g. repetition in synthesis, play back of large blocks of the original sample etc. However, model based approaches, such as those presented in [3] and [8] , may in the future provide a path to flexible transformation of and interpolation between textures.
The Montage approach also performed favourably when compared to the sampling based algorithms of [9] and [11] . This suggests that the Montage approach is a promising candidate for sampling based synthesis of sound textures. While the Complexity of the analysis phase increases quadratically with the length of the sampled texture, the analysis can be performed offline, allowing for efficient synthesis, needing just iSTFT synthesis, and the Viterbi algorithm and one arithmetic operation per sample for overlap add procedure. The algorithm has already been implemented in C++ and used for real time synthesis. As well as texture synthesis the algorithm has applications to editing textures, for example highlighting unique events or replacing damaged/unwanted regions of a sampled texture. Future work will look to making the synthesis more interactive by coupling it with such work as [19] and [20] .
