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ABSTRACT
Suraj Nandiganahalli, Jayaprakash Ph.D. Candidate, Purdue University, August 2018.
Towards Predictor Adaptive Robust Control and Inference of Cyber-Physical Systems
with Applications to Aerospace Systems. Major Professor: Inseok Hwang.
The simultaneous presence of factors such as uncertain plant parameters (e.g.,
inertia variations, change of damping coeﬃcient), time-varying disturbances (e.g.,
imprecise mathematical models, uncertain nonlinearities), input delay (e.g., due to
transport phenomenon, computation latencies, communication lags), and inaccessibility of the plant states of an nth − order dynamical system present a challenge to the
formal control design and to its closed loop stability and performance guarantees. It
is well-known that input delays can cause negative phase shifts, limiting the control
bandwidth which when coupled with system uncertainties can potentially shift the
system into an unstable region of operation. This is especially critical for unstable
systems with faster dynamics (like ﬂying objects and linear motor systems). This effect is only compounded if full information on the states is not available for tracking
purposes and makes the control of these dynamic systems very challenging.
This research develops a control framework, referred to as prediction-based adaptive robust control (PARC), for high performance tracking control of input delayed
uncertain nth − order LTI single input full state feedback / SISO feedback systems
to simultaneously handle the eﬀects of above factors with theoretical guarantees of
stability and performance of the closed loop system. The proposed PARC design effectively combines the design techniques of prediction-based control, adaptive control,
and deterministic robust control, while smoothly addressing the conﬂict of assumptions with the individual control strategies, to simultaneously compensate for the
above complexities. The proposed framework retains many of the advantages of the
underlying control schemes while extracting additional beneﬁts from their integration.
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Our framework systematically addresses several challenges associated with the above
problem - 1) how to robustify the standard ﬁnite spectrum assignment (FSA) prediction scheme, typically used to handle input delays, that could become inaccurate due
to parameter and disturbance uncertainties; 2) how to eﬀectively handle the emergent unmatched disturbance phenomenon that result from such standard prediction
scheme; 3) how to design a stabilizing tracking control framework with transient and
steady-state performance guarantees to simultaneously handle the above factors without inducing potentially destabilizing oscillations due to uncertain prediction; and 4)
how to design a globally exponentially converging state estimator in the presence of
both parameter uncertainties and time-varying disturbances.
By systematically exploiting the information structure of an uncertain time-delayed
dynamical system and under some reasonable technical conditions, the proposed
PARC framework attempts to yield good performances without requiring ad hoc
delay compensation strategies or time-consuming and expensive oﬀ-line identiﬁcation
of system parameters and disturbance model. Using the system measurements, estimates of the states and that of the tracking error are constructed using an adaptive
robust observer that satisﬁes certain technical conditions to guarantee its existence.
These estimates are then used: 1) with the prediction-based adaptive model compensation and the prediction-based projection type adaptation laws to reduce the
structured portion of the cumulative uncertainties in a stable manner and 2) with
a prediction-based robust ﬁlter to attenuate the cumulative uncertainties due to uncertain prediction to guarantee semi-global exponential convergence for the tracking
error with an uniform ultimate bound that depends on the delay, uncertainty bounds,
and controller gain. Further, a robust prediction scheme is discussed that implicitly
factors in the system uncertainties in its prediction and helps to decompose the unmatched uncertainties into a larger matched portion and a smaller unmatched portion,
leading to less conservative results. The proof relies on Lyapunov-based analysis with
mathematical induction arguments to guarantee the stability and performance for the
tracking error, while the boundedness of the control law is shown by recasting the

xvi
delayed input integral equation into a series convergence problem using the Picard
iteration. It is further noted that if no time-delay acts on the system, then the proposed controller can guarantee global stability and performance for the tracking error.
Further, if no disturbance acts on the system after some ﬁnite time, then we retrieve
the results of the standard Model Reference Adaptive Control (MRAC) design. The
design is simple and amenable to implementation. The eﬀectiveness of the analytical
ﬁndings is validated with illustrative examples such as a longitudinal ﬂight control of
a jet transport aircraft and motion control of linear motor drives.
Additionally, when the human (pilot) interacts with the machine (automation),
emergent problems referred to as mode confusion or automation surprise arise as investigated by the NTSB in the Asiana-214 SFO crash on July 6, 2013 among other
aviation incidents/accidents as reported in the NASA Aviation Safety Reporting System. Mode confusion typically happens due to a mismatch between the actual aircraft
state and the state the pilot expects. Detecting such problems using formal veriﬁcation and validation (V & V) methods such as model checking are important topics
for safety of the aviation. This problem is challenging because the underlying hybrid
nature of the pilot-automation system leads to the state space explosion problem for
the model checkers, and neglecting such dynamics leads to limited applicability. This
research proposes a scalable formal V & V framework to qualitatively and quantitatively detect the mode confusion problems in the ﬂight deck. The approach develops
a hybrid model for the automation and a discrete event system for the pilot to capture
the eﬀects of mode confusion. To eﬃciently infer the expectations or intents of the
automation and the pilot, predicate-based abstraction is discussed by partitioning
the state space along the vertical, speed, and lateral dimensions. The eﬀectiveness
of the formal mode confusion detection method is validated with well-documented
incidents/accidents such as Boeing 777’s kill-the-capture incident and Airbus 312’s
speed protection accident.
Finally, we discuss potential avenues of future research that can build upon this
work to further enhance the applicability of the framework.

1

1. Introduction
This PhD thesis is composed of two sub-topics: (i) Predictor-based Adaptive Robust
Control (PARC) Framework and (ii) Safety of Flight Deck Human-Machine Interaction.

1.1

Background and Motivations

PARC design for input delayed uncertain LTI system
The formal design of safety critical controllers with trustable autonomy is challenging from two standpoints: (i) the development of a rigorous theoretical framework
to simultaneously handle practical complexities such as input time-delays, unstructured time-varying disturbances, and structured parameter uncertainties in a robust
manner and with no full state inaccessibility is still an open problem [1], [2]; and
(ii) the problem of guaranteed stability and transient and steady-state tracking performances in the presence of the above annoying complexities has remained largely
intractable due to the inherent nonlinearity of the problem [3], [4], [5].
For example, in a ﬂight control system: (i) input time-delay may arise due to
several factors such as actuator delays, non-negligible aircraft’s engine dynamics,
computation delays, communication bandwidth restrictions, sensor delays, or the approximation of higher-order dynamics by a lower-order dynamics [6]; (ii) structured
parameter uncertainties may arise due to imprecise identiﬁcation of aerodynamic parameters or their variations over time, or loss-of-control scenarios such as decrease in
elevator eﬀectiveness or variations in the inertia of the aircraft; and (iii) unstructured
uncertainties could be due to unmodeled aerodynamic forces and moments and external atmospheric disturbances due to wind gusts and turbulence [7]. For a linear
motor system: 1) input time-delay may arise due to inherent actuator dynamics, or
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inertial delay caused by the mass of the movable axis, or delay caused by the buildup
of magnetic ﬁeld in the coil assembly, or network lags; 2) structured parametric uncertainties could be due to uncertain payloads such as variation of the inertia or uncertain
damping coeﬃcients (aging eﬀect); and 3) unstructured time-varying nonlinearities
due to position-dependent electro-magnetic ripple forces as in iron-core linear motors;
nonsmooth nonlinearities due to stiction and Coulomb friction which vary with temperature and wear; external disturbances due to cutting forces in machining [8], [9].
Additionally, in practice, we cannot measure all state variables or we may choose
not to measure some of them throughout their entire operation due to technical or
economic reasons. All these complexities, if not compensated for, can cumulatively
be prejudicial to closed-loop stability and transient performances.
Compensating for these features simultaneously is not a trivial problem due to
give reasons: ﬁrst, using existing prediction schemes to predict the state of the system ahead for up to τ units is not exact and is uncertain due to unknown parameters
and time-varying disturbances in the dynamics; second, the introduction of input
time-delay in the robust ﬁlter can induce oscillations around the sliding surface and
even cause unstable behaviors [10]; third, the eﬀect of input time-delay through standard ﬁnite spectrum assignment (FSA) prediction-based feedback can result in the
cumulative uncertainty to become completely unmatched leading to large tracking errors [11]; fourth, design of an exponentially converging state estimator for an uncertain
plant in the presence of both parameter uncertainties and system disturbances is not
trivial [12]; and ﬁfth, the problem of guaranteed transient and asymptotic tracking
performance with associated stability conditions in the presence of the above annoying
complexities simultaneously is diﬃcult due to the inherent nonlinearity and coupling
eﬀects [3], [4], [5]. Hence, linear control theory could be inadequate in many applications to handle the above challenges for stringent performance requirements and for
large operating ranges. In fact, the control of such delayed uncertain systems have
been popular during the past few decades and they can be basically classiﬁed into

3
three classes: predictor control, adaptive control, and deterministic robust control
(discussed in Section 1.2).
The main goal of this PhD thesis is to develop real-time control strategies and theoretically guarantee their transient and steady-state performances to simultaneously
compensate for input delays, parameter uncertainties, and time-varying disturbances
with no full state accessibility for input delayed uncertain nth − order LTI single input
full state feedback / SISO feedback systems using a uniﬁed methodology.
Formal model checking tool for mode confusion detection in the ﬂight deck
As modern commercial aircraft become more complex and highly reliant on the
automation for improved operational capabilities in terms of accuracy and eﬃciency,
there has been an evident shift from pilot-centric control to automation-centric control
design. However, due to dynamic and uncertain environments, the pilot is still placed
either in-the-loop or on-the-loop (supervisory) when interacting with the automation.
Thus, developing a formal framework for pilot-centered automation modeling, design,
and analysis is becoming an important research issue for ensuring aviation safety.
This is because if concurrent reactive systems such as the pilot-automation system
engaging in cooperative decision-making are incorrectly implemented, they could lead
to incorrect system behavior, resulting in fatal accidents.
Particularly, with the development of advanced ﬂight deck technologies, the issue of the pilot’s mode awareness becomes crucial for the aircraft safety for current
and Next Generation Air Transportation System (NextGen) ﬂight operations. “Mode
confusion” or “lack of mode awareness”, occurs when the cockpit automation (e.g.,
autopilots and autothrottles) behaves diﬀerently than what the pilot expects, leading
to loss of situational awareness about the current and future behavior of the aircraft.
This happens due to the complex, mode-rich logic of the ﬂight management system,
the pilot’s lack of knowledge of the system’s internal logic, and/or ill-designed User
Interface (UI) [13], [14]. Many such dysfunctional pilot-automation interactions have
been reported in the NASA Aviation Safety Reporting System (ASRS) reports and
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others [15], [16], [17]. In 2005, the Commercial Aviation Safety Team (CAST) prioritized the need to address the issues of mode confusion, among other things to reduce
the U.S. commercial aviation fatality risk by 50 percent from 2010 to 2025 [18]. However, to ensure safe ﬂight operations, there is a need to systematically explore all
possible system states and inputs in the design stage itself to prove that there is no or
minimal risk of mode confusion, taking us into the realm of formal veriﬁcation. Thus,
the formal veriﬁcation of the pilot-automation interaction system for mode confusion
detection is vital for trust-worthy and safe ﬂight operations.
Developing such a formal V & V framework for eﬃcient mode confusion detection
in the ﬂight deck will be the second goal of this thesis.

1.2

Previous Work

PARC design for input delayed uncertain LTI system
A seminal work in controlling open loop stable linear systems with known input
delay, the Smith Predictor (SP), was proposed in [19], where the main idea is to use
the predicted output of the plant using the plant dynamics to cancel the eﬀect of
the time-delay. An extension to [19], named ﬁnite spectrum assignment (FSA) approach was proposed in [20] for nth − order open-loop unstable linear systems with
input delay. Safe implementations of the above predictive scheme due to the integral term have been summarized in the works of [21]. Since then it has been well
known that the prediction-based control is the only technique to guarantee a good
level of performance for LTI unstable systems in the presence of large input delays.
Predictive techniques have recently been extended to LTI systems with time-varying
delay using the backstepping technique in [22] and to linear time varying (LTV) with
a constant and arbitrarily large input delay in [23], and has been further adapted to
some classes of nonlinear systems in [24], [25], [26]. Prediction-based control with saturation feedback has been studied in [27]. More details on this are discussed in [28].
However, predictive techniques can become very sensitive to parameter uncertainties
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and time-varying disturbances, resulting in degraded performance when the system
dynamics is not perfectly known [10], [2], [29], [30], [31], [32].
To robustify the performance of prediction-based control, recent works have focused on integrating adaptive control with predictive schemes. The design of output
feedback adaptive control in the presence of unknown plant parameters and known
input delay was addressed in [32–34]. The problem of completely rejecting a constant
matched disturbance in the presence of uncertain parameters and known input delay
has been considered in [35], and unknown but bounded constant input delay for nth −
order plant has been addressed in [36, 37]. In [32], constant disturbances are handled
using add-on σ− modiﬁcation to damp the drift of parameter estimates. A stabilization approach for known input delay, unknown parameters, and an input sinusoidal
disturbance is discussed in [38] and both input and output sinusoidal disturbance
rejection has been discussed in [39] where the controller is designed to estimate the
disturbance terms using concepts from adaptive control. The methodology proposed
in [40], adopted verbatim in [41], has proposed an asymptotically stabilizing adaptive
control design against unknown constant input delay through quadratic Lyapunov
functionals, but did not consider time-varying disturbance in the system. In [41],
an adaptive feedforward term is additionally added to reject structured disturbances.
In [42], [43], an adaptive backstepping design is discussed to address uncertain input delay and plant parameters for linear feedforward systems. In [44], a direct
model-reference adaptive controller (MRAC) using reference trajectory prediction
and full-state feedback was proposed for asymptotic state tracking of a linear plant
with unknown parameters, and constant but known state and input time-delays. A
direct MRAC design using undelayed ideal trajectories was proposed in [45] for linear
systems with unknown constant state time-delay, unknown constant parameters, and
unknown but structured disturbances. In [46,47], a disturbance observer method has
been proposed through the design of ad hoc high-pass ﬁlters to handle high-frequency
noises and a low-pass ﬁlter to compensate for the eﬀect of delay and low-frequency
disturbances. The problem of handling unknown bounded input delay with uncer-
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tainty in an input gain parameter while guaranteeing bounded-input bounded-output
stability has been addressed in [48]. However, the above prediction-based adaptive
control designs, however, could become insuﬃcient for tracking purposes since they
omit to comment on the closed loop transient performance. This means that the
actual system may have large initial tracking errors and even have slower response.
Further, the above methods show a lack of consideration for the attenuation of timevarying bounded disturbances, found so often in applications and hence can lead to
conservative results.
To facilitate disturbance handling, a modiﬁcation to the adaptive law using σ−
modiﬁcation [49] or projection based methods [50] has been proposed. This can help
prevent parameter drift in the presence of disturbances. However, this would still
render a non-reducible steady-state tracking error whose size depends on the disturbance [51]. The presence of input time-delay would only add to the problem since the
actual sign of the future tracking error may be unknown leading to incorrect adaptation which would make the tracking error not go to zero even when the disturbances
are not present. Hence, the main advantage of adaptive control that through online parameter adaptation, the parametric uncertainties can be eliminated and hence
achieve asymptotic stability without using high-gain feedback is lost.
For many practical systems, such as fermentation processes [52], ﬂight control [7],
and friction dynamics in linear motor system [53], nonlinear parametrization and
time-varying disturbances are common. To handle this, robust control approaches
have been investigated by several researchers. The sliding mode control (SMC) has
been enormously popular to handle matched disturbances in which the dynamic motion of the system is eﬀectively constrained to lie within a certain subspace of the
full state space [54], [55], [56]. To address the control chattering of ideal SMC law,
smoothing techniques such as boundary layer are discussed in [57], [58]. Extensions of
it to handle unmatched disturbances via an orthogonal transformation map is studied in [59], [60] which partitions the system dynamics into matched and unmatched
dynamics. Then, global uniform ultimate boundedness (GUUB) is guaranteed with
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continuous feedback SMC and global uniform asymptotic stability of the matched
partitioned states is rendered in the presence of discontinuous feedback control. The
applicability of the SMC in the presence of uncertain time-varying input delay and
bounded matched disturbances to achieve ultimate boundedness of the closed loop
linear system was studied in [10] using a singular perturbation approach. In [61],
a sliding surface was constructed based on a predictive state formulation to achieve
robust stabilization of system subject to known input time delay and uncertain nonlinearities. Other works such as [62], [63] have studied prediction-based H∞ control
design. Recently, in [31], a full-state feedback robust prediction scheme has been
proposed for uncertain LTI system to handle time-varying disturbances with input
delay, then extended to output feedback systems in [64], time-varying delay systems
in [65], unknown delay systems in [66], and siso nonlinear systems in [67]. However,
the above works have not addressed the parametric uncertainties explicitly, thus have
poor steady-state performance (under no disturbance scenarios) and lead to conservative results in the estimation and control performance. In other words, although
transient performance is still preserved, asymptotic stability is lost and a trade-oﬀ
exists between control bandwidth and tracking precision. This is because the deterministic robust control does not discriminate between parametric uncertainties and
uncertain bounded nonlinearities and the control law uses ﬁxed high-gain parameters.
Hence, the parametric uncertainties cannot be explicitly reduced. The use of inﬁnite
gain feedback can help achieve asymptotic tracking, but this is impractical because
of ﬁnite bandwidths of physical systems. To handle the above problem, although in
the absence of input time-delays, a powerful control design technique [53], [68], [69],
referred to as nonlinear adaptive robust control (ARC) was proposed. This method
integrates the competing control design methods of deterministic robust control and
adaptive control. This is achieved via a projection-based adaptation law built on top
of the robust control framework to guarantee improved transient and steady state performance with a good parameter adaptation ability. However, this approach cannot
explicitly address input delays in the system, resulting in smaller delay margins for
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stability and robustness of the closed loop system, large control actions with control
saturation, and even cause unstable behaviors [70].
In summary, existing control methodologies become insuﬃcient to accurately track
the desired trajectory in the simultaneous presence of above complexities since they
can handle only a subset of them in a rigorous manner.
Formal model checking tool for mode confusion detection in the ﬂight deck
Mode confusion has been studied in a number of ways such as simulation [71–73],
data mining [74, 75], human factors [16, 76], formal methods such as model checking [77–80], etc. Although the simulation and testing of complex automation systems
is more scalable than formal methods, it is rarely exhaustive and thus could miss
detecting potentially dangerous system failures in the pilot-automation system, including mode confusion, because these failures may occur under unexpected and infrequent combinations of conditions [81]. Data-driven approaches base their decisions
of anomalies on the data itself and not on the models that generate the data, thus neglecting a lot of internal dynamical eﬀects that can cause mode confusion. Sarter and
Woods [76], in a series of studies about mode confusion, have shown the limitations
of the pilot’s understanding of autoﬂight logic in dynamic situations and emphasized
that ”what is needed is a better understanding of how the machine operates, not
just how to operate the machine”. This has led to a vast agreement that any further
progress in systematic analysis and elimination of mode confusion must involve examining all the behaviors of a generalized description of the automation (e.g., a full
ﬁdelity formal model of the automation) and understanding the pilot’s behavior with
respect to his/her interaction with the automation (e.g., pilot’s mental model), rather
than examining just some of the behaviors of the real system (as with simulation or
direct testing) [72,82] in order to guarantee trust-worthy and safe aircraft operations.
Formal methods have proven quite successful in situations where precise input-output
models are deﬁned by state variables and by transition logic that depends on environmental actions such as control inputs and disturbances. In this work, our focus is on
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detecting mode confusion by the formal methods approach, i.e., using a model checker
which requires a formal mathematical model of the pilot-automation system in order to exhaustively search the system’s operational state space for all initial states
and possible inputs, and guarantee the existence or absence of a mode confusion. In
our mode confusion problem, the system is comprised of the automation, the pilot,
and the interaction between them, and thus we need formal models of each of these
components.
Realizing the above goal is challenging because: First, construction of proper automation and pilot models is not straightforward. Javaux and Crow [16], [83] have
explored the use of ﬁnite state machines (FSMs) to describe functional behaviors of
the human operator and autopilot under both pilot-controlled and autonomous transitions for tactical and strategic decision-making. Rushby et al. [78] have studied
mode confusion through formal veriﬁcation by modeling the automation and pilot as
FSMs. Degani et al. [80] have proposed a statechart formalism for mode confusion
detection by modeling the automation and the interface as FSMs, without explicitly
modeling the pilot. Rushby et al. [79] have also explored a method for modeling and
analyzing interactive hybrid systems, although at a very abstract level, using relational abstractions and demonstrating their method with an A-320 speed protection
incident. They perform a bottom-up approach where very approximate models are
initially constructed and used for mode confusion analysis. If an interesting anomaly
(i.e., a candidate mode confusion) is detected, then they check whether it is an actual
mode confusion or an artifact of poor modeling. If it is the latter, new constraints are
added to the automation model. Thus, this approach requires a lot of manual tuning
to obtain suﬃciently realistic automation models. Oishi et al. [84], [85] have explored
the veriﬁcation of the cockpit UI by developing a discrete abstraction of the hybrid
model of the automation using reachability analysis, compositionally verifying the
model with the ﬁnite state model of the UI. However, they do not explicitly model
the pilot’s behavior for veriﬁcation, and hence cannot detect mode confusion scenarios
explicitly. Sherry et al. [86] have proposed Situation-Goal-Action (SGA) input-output
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model of the automation and human operator, which is a goal-based model layered
upon an extended FSM, to algorithmically ﬁnd potential mode confusion.
Other human factor studies such as [87], [88] have proposed task analytic models
to capture the normative human operator behaviors during their interaction with the
automation. Recently, Bolton et al. [89], [90] have proposed an Enhanced Operator
Function Model (EOFM) to capture observable manifestations of human behavior.
The EOFM oﬀers detailed discrete level modeling of how a human operator realizes
his/her goal. The EOFM extends the Operator Function Model to facilitate task
models (i.e., those task analytic models concerned with capturing observable manifestations of human behavior, as opposed to cognitive models which are concerned
with describing the cognitive process that drives the observable human behavior)
to be evaluated with formal methods. This has been used in conjunction with ﬁnite state transition models of the automation and operator interface to verify pilot
compliance/non-compliance during the Before Landing Checklist, diagnose failures of
human-device interfaces, etc.
However, none of the above works have focused on incorporating the continuous
state dynamics of the aircraft into their formalism and thus cannot account for the
interaction between discrete and continuous dynamics in the decision-making process.
This is important because there are instances of mode confusions which happen in
the continuous states (e.g., undesired altitude change) as observed from our previous
studies [13], [14]. This is crucial for detecting a range of mode confusion scenarios
such as parameter confusions, omission and commission errors, or sequences of mode
confusions [91], [92]. This is because mode confusion is deﬁned NOT as “the divergence between the state of the mental model and the mode of the automation”,
but rather as “the divergence between the state of the mental model and the actual
behavior of the aircraft as observed via its interface” [79]. Thus, mode confusion
is about comparing the aircraft’s actual behavior and the behavior expected by the
pilot. In this sense, the range of problems encompassed by mode confusion involves
both the aircraft’s continuous and discrete behaviors rather than just the discrete
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mode level behavior. Thus capturing both the continuous and discrete aspects of the
pilot-automation system is important when formally modeling the automation and
pilot.
Second, most automated systems such as aircraft are cyber-physical systems (CPSs),
i.e., hybrid systems that use computational elements to control physical entities [93],
[85]. Verifying hybrid systems is computationally formidable because of the state
space explosion problem due to the large number of (inﬁnite-dimensional) continuous
state and ﬂight mode combinations [81]. Studies such as [84], [94] have solved the
reachability analysis of hybrid systems using partial diﬀerential equations (PDEs)
which can seldom eﬃciently handle a hybrid system with more than ﬁve continuous
variables [79]. Others have used approximation techniques on the hybrid model to
enable tractable veriﬁcation. Studies such as [95], [96] approximate the continuous
dynamics using ellipsoids or polytopes, while [97], [98] use predicates to perform relational abstraction of the hybrid system. However, it is not clear how the above works
can be formally adapted to allow heterogeneous information (as discussed above) to
be incorporated into the mode confusion detection framework. Others [77], [72] model
only the automation without modeling the pilot, and detect mode confusion through
simulation of the ﬂight deck reviewed by pilots and experts. Though the simulation
approach is empirically useful, it cannot explore all the possible mode confusion scenarios in a systematic way, and thus safety guarantees cannot be obtained. Thus, an
eﬃcient abstraction procedure is required to suﬃciently map the hybrid system to
a ﬁnite dimensional system that is amenable to various kinds of automated analysis
(e.g., model checking).
Third, formal veriﬁcation for ﬂight deck mode confusion detection has not been
well-studied under the probabilistic setting and the aircraft’s continuous dynamics.
A detailed discussion on the state-of-the-art in verifying human-automation interaction issues including mode confusion is given in [81], [99]. Existing research [16], [80]
has explored the use of ﬁnite state machines (FSMs) to capture functional behavior
of the pilot and autopilot under both commanded and uncommanded transitions.
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Others [79] have explored a method for modeling and analyzing an interactive hybrid model of the autopilot using relational abstractions, although at a very abstract
level, and illustrated it with an A-320 speed protection incident. Research [100], [101]
has modeled the human and machine behavior as Partially Observable Markov Decision Processes (POMDPs) using intents. However, POMDPs traditionally assume
perfectly known transition dynamics, which is not always true as in the case of Gaussian Process dynamics [102]. Past human factor research [87], [88] has proposed
task analytic models to capture the normative human operator behaviors interacting with the automation in the functional and behavioral domain. Recently, the
Enhanced Operator Function Model (EOFM) [103] has been proposed with detailed
discrete modeling of how a human operator realizes his/her goal. However as [104]
discusses, the EOFM could be too expressive (or too complex) for feasible formal
veriﬁcation of human-automation systems. Thus, only simpler abstractions of such
models have been used in several V&V applications such as verifying the pilot correctly performs the Before Landing checklist, diagnosing failures of human-device
interfaces, etc. [89], [90]. However, the above works can only detect the existence
of mode confusion and do not incorporate the aircraft’s continuous state dynamics
or uncertainties in the pilot-automation system into their formalism, which is important to accurately describe the aircraft’s behaviors and detect a range of mode
confusion and situational awareness problems [14], [99], [105], [92], [106]. This is
because mode confusion is deﬁned not as “the divergence between the state of the
mental model and the mode of the automation”, but rather “the divergence between
the state of the mental model (i.e., pilot’s expected behavior) and the actual behavior of the aircraft” [79]. Further, the automation’s behavior is aﬀected by both the
continuous uncertainties in the aircraft dynamics (i.e., unmodeled disturbances such
as atmospheric turbulence, sensing errors e.g., imprecise pitot tubes), and the discrete uncertainties that aﬀect the ﬂight mode transitions. The discrete parameters
(e.g., altitude of the trajectory change point (TCP)) that deﬁne the transition guard
conditions could be probabilistic either when the aircraft is controlled by a pilot,

13
or due to navigation uncertainties (e.g., required navigation performance (RNP) for
the given ﬂight operations), causing stochastic transitions between ﬂight modes, thus
aﬀecting the aircraft’s continuous evolution indirectly. These uncertainties would result in actual ﬂight proﬁles to vary around nominal proﬁles contrary to the pilot’s
expectations [102]. Also, the pilot’s behaviors are stochastic because he/she interacts
with the autopilot based on his/her assumptions of the aircraft’s conﬁgurations and
environmental conditions, slips, lapses, his/her understanding of the autopilot logics
(his/her expertise evolves over time as he/she learns new functionalities and forgets
others [83]), and sensing limitations [100], [107]. Thus the continuous and discrete
uncertainties of the automation system, although small in magnitude, could interact
between themselves and compound with those uncertainties inherent in the pilot’s decision making leading to non-trivial and (sometimes) unintended aircraft behaviors.
This is particularly important when investigating a range of unknown mode confusion
scenarios and quantify the likelihood of such mode confusions [108].

1.3

Objectives and Contribution
The contributions of this PhD thesis are broadly twofold:
• PARC design for input delayed uncertain LTI system:
– a novel control framework, referred to as prediction-based adaptive robust
control (PARC), for high performance tracking of input delayed uncertain
nth − order LTI single input full state feedback / SISO feedback systems
to simultaneously handle known input delay, unknown parameters, and
uncertain time-varying disturbances with no full state accessibility under
some reasonable technical conditions
– robustiﬁcation of the prediction scheme using projection type adaptive
and robust control techniques along with a robust prediction scheme that
indirectly includes both uncertain parameter and disturbance information
for more accurate prediction of tracking error and decomposes the resulting
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unmatched uncertainties due to time-delay into a (larger) matched portion
and a (smaller) unmatched portion, leading to reduced conservativeness
– an exponentially converging adaptive robust observer to a controllable ball
for the state and tracking error dynamics in the presence of both parameter uncertainties and time-varying disturbances, which also guarantees
asymptotic convergence under no disturbances
– theoretical performance guarantees with prescribed transient and steadystate tracking accuracy in a semi-global exponential sense with a uniform
ultimate bound that depends on the delay, uncertainty bounds, and controller gain using Lyapunov analysis with mathematical induction arguments and boundedness of the control input by recasting delayed integral
equation into a series convergence problem using Picard iteration
– the proposed control framework reduces to the well-known Adaptive Robust Control (ARC) design if no time-delay acts on the system. Further, if
no disturbance acts on the system after some ﬁnite time, then we retrieve
the results of the standard Model Reference Adaptive Control (MRAC)
design
– application of the developed PARC design on motion control of linear
motor drives, longitudinal ﬂight control, and example typical of fuel-toair ratio (FAR) control gasoline engine / DC motor speed control and
comparison with the baseline design that demonstrate improved tracking
performance with the proposed PARC design
• Formal model checking tool for mode confusion detection in the ﬂight
deck:
– a scalable formal V & V framework for qualitative and quantitative detection of mode confusion or automation surprise in the ﬂight deck using
model checking by modeling the automation as a hybrid system and the
pilot’s expectations of the aircraft’s behavior as a discrete event model
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– a predicate based intent abstraction technique and partitioning of the state
space along vertical, speed, and lateral dimensions for mapping an inﬁnite
dimensional system to a ﬁnite dimensional system using qualitative reasoning, thus eﬃciently handling the state space explosion that occurs with
standard model checkers such as NuSMV and PRISM
– handle both deterministic and probabilistic conditions in the automation
and pilot models while enabling direct comparison of the pilot’s inferred
intent/goal with the automation’s inferred intent/goal to detect a potential
mode confusion
– validation of the developed mode confusion detection method on welldocumented NASA ASRS incidents/accidents such as Boeing 777’s killthe-capture, Airbus 312’s speed protection and Bangalore accidents.

1.3.1

Theories

PARC design for input delayed uncertain LTI system
In spite of the recent advances in predictor control, adaptive control, and deterministic robust control, as discussed in Section 1.2, one problem remains unsolved,
i.e., input time-delay, unknown parameters, and time-varying disturbances have not
been simultaneously attenuated for high performance tracking applications. In addition, the absence of full state measurements only compounds to this problem. Further, transient and steady state stability and performance guarantees remains to be
solved. Thus, the main objective of this PhD thesis is to develop a uniﬁed control
design methodology that can simultaneously handle the above complexities and also
obtain theoretical guarantees of stability and performances. To achieve this goal, we
ﬁrst mathematically formulate the desired tracking problem for input delayed uncertain nth − order LTI single input full state feedback / SISO feedback system with
the required assumptions and then propose a theoretical framework for the proposed
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predictor adaptive robust control (PARC) with adaptive robust observer design and
then prove the stability and performance of the closed loop system.
The proposed design eﬀectively combines the design techniques of prediction-based
control, adaptive control, and deterministic robust control, while smoothly addressing
the conﬂict of assumptions with the individual control strategies, to simultaneously
compensate for the above complexities. The proposed PARC controller comprises of
(i) predictor-based adaptive model compensation using the modiﬁed ﬁnite integral
state predictor feedback to attenuate the eﬀect of input delay and facilitate nominal tracking, (ii) prediction-based adaptation laws with gradient type projection to
reduce the eﬀect of parameter uncertainties in a stable manner, (iii) a robust prediction scheme that indirectly includes both parameter and disturbance uncertainties
and enables to decompose the resulting unmatched uncertainties into a (larger: proportional to uncertainty magnitude) matched and (smaller: proportional to change
in uncertainty magnitudes) unmatched portions, iv) a global exponential converging
adaptive robust observer to estimate the system states in spite of the parameter and
disturbance uncertainties, and (v) predictor-based nonlinear smooth robust feedback
with only local high-gain using modiﬁed SMC framework to better attenuate the
cumulative eﬀect of parameter estimation errors and a large class of bounded disturbances due to uncertain prediction as much as possible, simultaneously, to track a
desired trajectory. For systems with no full state accessibility, using the system measurements, an adaptive robust observer is constructed to estimate the states and the
tracking error. The proposed observer imposes strictly positive real (SPR) properties
on the estimation error dynamics obtaining a certain constrained Quadratic Matrix Inequality (QMI) condition whose existence is shown using the Meyer-KalmanYakubovich (MKY) lemma. These estimates (or full states) are then used with the
prediction-based projection type adaptation laws and the prediction-based adaptive
model compensation in addition to the prediction-based robust ﬁlter to attenuate the
cumulative uncertainties and guarantee semi-global exponential convergence for the
tracking error with an uniform ultimate bound that depends on the delay, uncertainty
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bounds, and controller gain, while the bounds on the control input law (delay integral equation) is shown by recasting it into a series convergence problem using Picard
iteration technique.
It can further be shown that the proposed PARC framework can guarantee global
exponential convergence to uniform ultimate bound if no time-delay acts on the system. Further, if no disturbance acts on the system after some ﬁnite time, then the
design ensures asymptotic performance. In this sense, PARC has better tracking performance than most existing works. The overall design is conceptually simple and
amenable to implementation.
In summary, the proposed PARC design framework as compared to existing designs can provide larger delay and stability margins towards high performance of the
closed loop system since the model uncertainties (unknown parameters and timevarying disturbances) and input delay are explicitly compensated for systems with
no full state accessibility.
Formal model checking tool for automation surprise detection in the ﬂight
deck
Another objective of this PhD thesis is to develop a new formal V & V framework for mode confusion detection in the ﬂight deck for human-machine interaction
systems, which is a type of CPS, where the aircraft’s actual state can potentially
mismatch with the pilot’s expected behavior of the aircraft leading to loss of situational awareness. A wide range of the actual aircraft behavior has a hybrid nature
that cannot be accurately captured by other simpler dynamic models [93], [84], [79].
A hybrid model is a natural way to describe the interacting physical and logical dynamics of the aircraft automation and describe the coupling between the discrete
and continuous state dependent guard conditions. This enables us to accurately detect confusions that occur sequentially because it is possible to precisely describe
the continuous evolution of the aircraft between the occurrence of such mode confusions by using a hybrid model. Using a hybrid model, the aircraft’s motion can
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be described by decomposing its behavior into a sequence of discrete ﬂight modes
along with the mode-speciﬁc continuous dynamics. The ﬂight modes refer to the
aircraft automation’s discrete states (e.g., Vertical Speed (V/S), Flight Level Change
(FLCH), Vertical Navigation (VNAV)) that govern the continuous evolution of the
aircraft motion (e.g., speed change, altitude change). For example, the aircraft’s motion of climbing and leveling-oﬀ at a target altitude can be described by a ﬂight mode
transition from the “V/S” mode to the “Capture” mode, and to the “ALT HLD”
˙ the
mode. In each ﬂight mode, the dynamics of the continuous state (in this case, h,
altitude rate) are described to be initially ḣ > 0 in the “V/S” mode, ḣ > 0 in the
“Capture” mode, and ḣ = 0 in the “ALT HLD” mode.
Due to the high dimension of the aircraft’s continuous states and a large number
of ﬂight mode combinations, performing model-checking on the above hybrid model
of the automation is infeasible in general. To tackle this problem, the hybrid system
is abstracted to a ﬁnite-dimensional FSM with ﬂight intents as its states using intent
inference, such that the critical information about the mode confusion is retained.
A ﬂight intent is deﬁned as an abstract state that captures the causal relationship
between the aircraft’s observed behavior and the automation’s or the pilot’s control
commands, and describes the immediate goal of the automation and pilot. Thus,
assigning situation-action pairs with goal labels (i.e., ﬂight intents) enables to manage the complexity of the pilot-automation system for mode confusion purposes [86].
Formally, the ﬂight intent set I is constructed by performing a sign-based predicate
abstraction of the continuous state rates along each of the speed (S), lateral (L), and
vertical (V) dimensions in each ﬂight mode using a set of three Boolean predicates
and qualitative reasoning [109], [110]. Then, the aircraft’s continuous state derivative from the hybrid dynamics is mapped into either < 0, = 0, or > 0 regions by a
technique known as parallel composition [102]. The ﬂight intent set is then compositionally constructed to capture the aircraft’s behavior abstractly. Since intents are not
directly available, we need to initially construct an intent set, then infer them using
information such as the aircraft’s continuous states, ﬂight modes, and automation’s
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and pilot’s inputs. To facilitate this, a simple inference scheme for the automation’s
intent I a ∈ I is discussed as suitable for mode confusion detection.
To model the pilot’s behavior for mode confusion detection, recall that ﬂight-mode
situational awareness problems such as mode confusion happen in the perception / intention domain of the pilot. The pilot’s behavior (and thus the corresponding pilot’s
intent) is a time-and-action-constrained complex task [71] which is usually constrained
by the ﬂight plans, ATC advisories, ﬂight procedures, and aircraft dynamics. Further, the formal model of the pilot’s expectations / intentions must conform to the
constraints imposed by the UI, which encodes various ﬂight behaviors in terms of
simple knob settings to facilitate vertical, lateral, and speed motions of the aircraft.
Thus, the pilot model that we are looking for should have rich formal syntax and
semantics that enable formal veriﬁcation, and at the same time be neither too complicated nor too simplistic so that it cannot capture important characteristics of the
mode confusion problem.
Since the pilot’s expected aircraft behaviors usually follow a goal-directed policy
transitions triggered by his/her control commands [14], [111] and mode confusion is a
safety issue that happens as a conﬂict between the perception/goal of the pilot about
the aircraft’s expected behavior and the aircraft’s actual behavior and occurs at a
level higher than the underlying ﬂight modes and continuous states of an aircraft, in
this paper, an intent-based ﬁnite state machine (FSM) model of the pilot behavior is
presented as eﬀective and suitable for a range of mode confusion problems. In this
sense, this paper describes the pilot’s behavior as the discrete transitions between
his/her immediate goals/intent states I p ∈ I triggered both due to input and to
state-dependent guard conditions along the speed, lateral, and vertical dimensions.
The pilot’s intent is then inferred using a simple relational logic.
The inferred intents of the automation and the pilot are then compared by deﬁning
a safety speciﬁcation in appropriate temporal logic formalism (such as Action Computation Tree Logic (ACTL) or Probabilistic Computation Tree Logic (PCTL)) along
with the composed abstracted intent-based discrete event models of the automation
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and the pilot. The model checker then explores all possible reachable states of the
formal model and into the future under the given initial conditions and set of given
inputs to check if there either exists or not a mismatch between the automation’s
and pilot’s intent states in the abstracted pilot-automation system. If a mismatch
exists (i.e., mode confusion exists), the model checker will provide a counterexample with a detailed trace as to what led to that counterexample. Similar process is
followed for probabilistic model checking although with stochastic Markov Decision
Process models for the automation’s and the pilot’s intent transitions and PCTL
safety speciﬁcations to quantitatively detect the mode confusion.

1.3.2

Applications

The proposed PARC design and HMI inference algorithms have been applied
to various CPS problems such as: 1) longitudinal ﬂight control systems, 2) motion
control of linear motor drives, 3) DC motor speed control, and 4) pilot-automation
interaction systems.
Longitudinal ﬂight control systems
The presence of system uncertainties and time-delay in the control loop can create oﬀ-nominal ﬂying conditions and limit the performance of the ﬂight controller.
To provide on-board control resilience and enhanced stability margins for safe autonomous ﬂight, it is vital to account for the parameter variations, input time-delay,
and time-varying uncertain nonlinearities/disturbances, simultaneously, during the
control design in a rigorous theoretical manner. In a ﬂight control system: (i) timedelay may arise due to several factors such as actuator delays, non-negligible aircraft’s
engine dynamics, computation delays, communication bandwidth restrictions, sensor
delays, or the approximation of higher-order dynamics by a lower-order dynamics [6];
(ii) structured parameter uncertainties may arise due to imprecise identiﬁcation of
system parameters or loss-of-control scenarios such as decrease in elevator eﬀectiveness or variations in inertia; and (iii) unstructured uncertainties could be due to
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unmodeled aerodynamic forces and moments and time-varying external atmospheric
disturbances due to wind gusts and turbulence [7]. Additionally, all the system states
may not be measurable. The closed loop system is shown in Fig. 1.1. The above features make the design of stable tracking controllers and guaranteeing the theoretical
stability and performance of the closed loop system diﬃcult, yet of practical signiﬁcance for high performance, predictable, and veriﬁable ﬂight control applications.

Figure 1.1.. Longitudinal control of ﬂying objects

This problem has received considerable attention in the adaptive control community in recent years as studied in [3], [4], [6], [7]. In [3], two design strategies have
been proposed to handle the bounded disturbances in the presence of uncertain parameters. The ﬁrst method uses robust control (worst-case) strategy to guarantee
the performance satisfaction for all the allowed (bounded) uncertainties. The second
method treated disturbances and parameter uncertainties as random variables characterized by speciﬁc probability density functions and designs stochastic linear matrix
inequality (LMI) based controller through stochastic convex optimization technique.
However, both the designs neglect the eﬀect of input delay, which means that the
system could potentially get destabilized under small latencies due to the system’s
fast dynamics. In [4], the ﬂight control design has been addressed for structured disturbances in the presence of uncertain parameters and also for unknown parameters
in the presence of known input delay. This means that all the three complexities are
not simultaneously treated in their design. Further, the results do not hold well for
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a larger class of unstructured disturbances such as varying wind gusts or turbulence.
The application of Adaptive Posicast Controller (APC) to control longitudinal dynamics of a jet transport aircraft is discussed in [6] in the presence of known input
delay and parameter uncertainties. However, the eﬀect of time-varying disturbances
is neglected. An output feedback adaptive control technique is discussed in [7] for a
stabilizing a damaged large transport aircraft, possibly due to vertical tail loss, subject to unknown atmospheric disturbances, while taking into account the aircraft’s
engine dynamics. The eﬀect of slower engine response, that leads to time-delay, is
approximated by transforming the engine dynamics into a higher order linear time
invariant system using Pade approximations. However, the theoretical transient performance is unknown which makes it a challenging problem from a veriﬁcation and
validation point of view. This means that the ﬂight controller could lead to large
undesired transient errors.
Motion control of linear motor drives
With the growth of networked control systems, there is an increasing attention
on applications of motion control over network. Some examples of teleoperated motion control systems include those that employ an iron core linear motor drives for
high-speed/high-accuracy positioning as in telemanipulators, surgical robots, precision machining, hydraulic excavators, see [112]. For a linear motor system to deliver
its high performance potential, it is of main interest to design a controller that is
robust to the following “annoying features”, simultaneously [8], [9]: 1) parametric
uncertainties due to uncertain payloads such as variation of the inertia or uncertain
damping coeﬃcients; 2) unstructured time-varying nonlinearities due to positiondependent electro-magnetic ripple forces as in iron-core linear motors; nonsmooth
nonlinearities due to stiction and Coulomb friction which vary with temperature and
wear; external disturbances due to cutting forces in machining; and 3) time delays due
to inherent actuator dynamics, or electrical time constant caused by the buildup of
magnetic ﬁeld in the coil assembly and mechanical time constant such as motor resistance to friction, or network lags. The closed loop system with the electro-magnetic
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ﬁeld is shown in Fig. 1.2. The above features make the position motion control of
linear motors diﬃcult, yet of practical signiﬁcance for high performance applications.

Figure 1.2.. Motion control of linear motor system

Extensive research on the development of nonlinear adaptive robust control (ARC)
with rigorous stability analysis and its several applications to motion control of linear
motor drives such as dynamic friction compensation [113], ripple force compensation [114], saturated actuator inputs [115], negligible electrical dynamics [116], nonnegligible electrical dynamics [117], inertia variations [118], and nonlinear electromagnetic ﬁeld eﬀect [8] has been studied. However, the inﬂuence of input time delay
on the linear motor drives during controller design has not been explored which if
not compensated for could lead to huge tracking errors. To eﬀectively handle all of
the above complexities simultaneously, the proposed PARC design is applied for the
motion control of linear motor drives. Speciﬁcally, the prediction-based parameter
adaptation with model compensation is used to reduce the eﬀect of uncertainties in
inertia and damping coeﬃcient parameters under the presence of input delay through
on-line learning, while the prediction-based robust feedback is used to attenuate the
cumulative eﬀect of time-varying nonlinearities such as ripple forces and friction,
and parameter estimation errors and disturbance terms due to uncertain prediction.
These features yield good performances without requiring ad hoc delay compensation
strategies or time-consuming and expensive oﬀ-line identiﬁcation of system parameters and nonlinear forces, and also does not require measurement of back EMF. Thus,
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the structural information of the linear motor dynamics and a priori information are
eﬀectively utilized to obtain more accurate tracking motion control as shown in the
simulations.
DC motor speed control
DC motors are commonly used in many industrial applications such as robotics
and machining. Several researchers over the years have used DC motor system as
a benchmark for the evaluation of their new control algorithms due to its simple
(yet illustrative) modeling structure [119]. Although SMC based [120] and optimal
control based [121] algorithms have been designed for DC motor control, most works
have neglected considering input time-delay which could arise when DC motor is
remotely controlled over a network. The eﬀect of time-delay on stability of DC motor
is studied in [122]. Memoryless feedback control design for small delays (< 100 ms)
is considered in [123], [124], while predictive control techniques to handle long delays
is discussed in [125], [126]. However, these works assume known parameters and no
perturbations (i.e., perfect model) which is seldom true in real applications. In this
thesis, the proposed PARC design and it’s special case known as PAC design are
validated to control the speed of DC motor in the presence of large time-delay (with
respect to motor dynamics) and imperfect model (unknown parameter and external
disturbances - both time-varying and constant cases). It is found that the proposed
control algorithm achieves high precision speed control of such a DC motor and the
simulation results conﬁrm the theoretical results.
Pilot-automation interaction systems
The pilot-automation interaction system is an example of a CPS, in which heterogeneous elements (i.e., human and machine) are interacting in a complex way. One
challenging problem in this system is to eﬃciently detect a wide range of emergent
dysfunctional interaction issues, referred to as mode-confusion, and provide safety
guarantees before rolling out the ﬂight deck system. Mode-confusion refers to the
scenario when the pilot loses his/her situational awareness about the current and future behavior of the aircraft (e.g., unexpected altitude changes that go unnoticed by
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the pilot), as reported in the NASA Aviation Safety Reporting System reports and
others [15], [16], [127], [17]. This is summarized in Fig. 1.3. These pilot-automation
interaction issue detection have become a core area of focus in today’s aviation safety.
To systematically analyze and detect mode confusion, formal methods (such as V &
V - model checking) has become popular among researchers since they can examine
all the behaviors (or states) of a generalized description of the automation (e.g., a
full ﬁdelity formal model of the automation) with the pilot’s mental model of the
automation, rather than examining just some of the behaviors of the real system (as
with simulation or direct testing) [72, 82]. This will guarantee either the existence or
absence of a mode confusion (under the considered ﬁdelity of the model) leading to
trust-worthy and safe aircraft operations.

Figure 1.3.. Mode confusion in the ﬂight deck pilot-automation interaction
system

However, since the hybrid model comprises of continuous and discrete states, the
model checker has to explore exponentially growing number of states leading to state
space explosion. To eﬀectively handle this problem, predicate based abstraction technique is discussed to obtain intent-based discrete event models for the automation’s
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and the pilot’s behavior. These intent-based FSM models are then composed to accurately detect the mode confusion which is formally expressed in temporal logic
speciﬁcation. In case of detection of mode confusion, the obtained trace information
can be used to improve the design logic of the automation and training of the pilot. It has been shown that the proposed method can eﬀectively and eﬃciently detect
well-documented aviation incidents/accidents of mode confusion such as Boeing 777’s
kill-the-capture incident and Airbus 312’s speed protection accident.

1.4

Outline of PhD Thesis
This PhD thesis is divided into two parts:
• The ﬁrst part is dedicated to the development of predictor adaptive robust
control (PARC) framework for input delayed uncertain nth − order LTI single
input full state feedback / SISO feedback systems and theoretical analysis of
its stability and performances for accurately tracking the desired time-varying
trajectory in the presence of known input time-delay, unknown parameters, and
time-varying disturbance uncertainties, simultaneously. The design is demonstrated on illustrative examples and the simulation results satisfy the analytical
derivations.
• The second part presents a scalable formal V & V framework for mode confusion detection in the ﬂight deck. The method is validated on real aviation
incidents/accidents.
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2. Prediction-based Adaptive Robust Control (PARC)
framework for input delayed uncertain LTI systems
In this chapter, prediction-based adaptive robust control (PARC) framework is developed for input delayed uncertain nth − order LTI single input full state feedback and
SISO feedback systems under some reasonable technical conditions subject to known
input delay, parameter uncertainties, and time-varying disturbances. For SISO systems, an adaptive robust observer is additionally constructed to globally estimate the
unknown states and tracking error in spite of the system uncertainties. Theoretical
stability and (transient and steady-state) performance guarantees in a semi-global (in
the delay) sense are discussed using rigorous Lyapunov analysis with mathematical
induction arguments and boundedness of the delay integral equations for both the
designs. Further, we also discuss some special cases of the above PARC framework
such as interesting properties of the robust prediction scheme, retrieval of the wellknown results, and application to important class of unstable ﬁrst order plus time
delay (FOPTD) systems. Finally, the eﬀectiveness of the proposed PARC framework
is theoretically and numerically validated with several simulation examples such as
longitudinal ﬂight control, linear motor motion control, and DC motor speed control
problems, and compared with the baseline design.

2.1

Delay-tolerant adaptive robust control principle
The proposed PARC framework with prediction-based stabilizing adaptive model

compensation, prediction-based adaptation laws, robust prediction scheme, predictionbased robust feedback, and adaptive robust observer design - is structured in a novel
way to systematically and simultaneously attenuate the destabilizing eﬀects of input
delay, parameter uncertainties, time-varying disturbances, while accurately estimat-
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ing the states in spite of the above complexities. A prediction-based smooth deterministic robust control law is designed as a baseline control law to guarantee transient
performance and certain ﬁnal tracking accuracy. A robust prediction scheme that utilizes both parameter uncertainties and time-varying disturbance information is used
for improved prediction and eﬀective handling of unmatched disturbances that arises
due to input delay. On top of it, prediction-based adaptive model compensation is
used to transform a delayed system to a delay-free system in the presence of system uncertainties while tracking the desired (reference) model. To facilitate online
tuning of controller gains in a stable manner in the presence of system uncertainties
and delay, prediction-based projection type adaptation laws are designed to reduce
the model uncertainties coming from parametric uncertainties due to uncertain prediction and to improve the transient performance. At the very top of it all, for
systems with no full state accessibility, is an exponentially stable adaptive robust
observer that is designed to accurately estimate the system states and the tracking
error in spite of the system uncertainties and input delay and the estimated states /
tracking error directly contribute to the overall design of prediction-based adaptive
robust controller. Such a control design framework is rigorously shown to guarantee certain transient and steady state performances using Lyapunov based analysis
combined with mathematical-induction arguments while the bounds on the control
input law is shown by recasting the delayed integral equation into a series convergence problem using Picard iteration technique. The technical condition for the construction of adaptive robust observer is addressed by imposing strictly positive real
(SPR) properties on the estimation error dynamics obtaining a certain constrained
Quadratic Matrix Inequality (QMI) condition whose existence is shown using the
Meyer-Kalman-Yakubovich (MKY) lemma. In this way, the proposed PARC design
framework as compared to existing designs can guarantee improved robustness and
high performance of the closed loop system in the simultaneous presence of input
delay, parametric uncertainties, and time-varying uncertain disturbances, for systems
with no full state accessibility.
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2.1.1

PARC design for nth − order delayed uncertain LTI single input full
state feedback system & Stability analysis

Problem Formulation and Dynamic Models
Consider the following state space model for the uncertain LTI dynamics with
input delay:
�

ẋ(t) = A(θ? )x(t) + Bk u(t − τ ) + Δ(t)
x(0) = x0 , u(s) = p(s), s ∈ [−τ, 0]

(2.1)

where x(t) ∈ Rn represents the state vector, u(t) ∈ R is the control input, τ ≥ 0
is the known delay in the control channel, A(θ? ) ∈ Rn×n is an unknown system
matrix with an aﬃne relationship in the unknown parameter vector θ? , k ∈ R+ is
an unknown input gain, B ∈ Rn is a known input vector, and Δ(t) is the unknown
lumped time-varying disturbance.
Our objective is to design a bounded control law u(t) ∈ L∞ (R≥0 , R) so that the
system state x(t) tracks the desired trajectory xd (t) as close as possible. The desired
trajectory xd (t) is generated by the following stable reference model:
ẋd (t) = Ad xd (t) + Bkd uc (t − τ )

(2.2)

where Ad is a suitable Hurwitz matrix, kd is a known input gain, and uc (t − τ ) ∈ R
is the delayed reference command input that is bounded as |uc (t)| ≤ Uc,max , ∀t.
Without loss of generality, the following practical assumptions about the system
and environment are made:
Assumption 2.1.1. The unknown plant parameter vector θ? ∈ Rn of system matrix
A(θ? ) lies in a known convex hypercube ΩΘ , and the input gain k ∈ R+ lies in a
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known bounded region Ωk , while the disturbance Δ ∈ L∞ (R≥0 , R) is an unknown
bounded function in ΩΔ as1 :
?
?
≤ θi? ≤ θi,max
, i = 1, · · · , n}
ΩΘ := {θ? ∈ Rn | θi,min

Ωk := {k ∈ R | kmin ≤ k ≤ kmax }
ΩΔ := {Δ ∈ Rn | |Δ(t)| ≤ δM , ∀t}

(2.3)

?
?
where θi,min
and θi,max
are the known minimum and maximum bounds for the ith

component of θ? , kmin and kmax are the known minimum and maximum bounds for
the input gain k, and δM is assumed to be known. W.L.O.G., the proposed design is
also applicable to bounded nonlinear disturbances |Δ(x, t)| ≤ δM , ∀x, t as considered
in some literature [68].
Note that the bounded (convex) set assumption for uncertain parameters and
time-varying disturbances is quite common in adaptive robust control literature [68],
[31].
Assumption 2.1.2. The system matrix A can be linearly parameterized in θ? as
A = Ad − Bkθ?T where θ? ∈ ΩΘ is the unknown plant parameter vector.
Assumption 2.1.2, which is known as matching condition in the model reference
adaptive control control (MRAC) literature [41], [128], means that parametric uncertainties can enter the system only through input channel B while Ad is a Hurwitz
reference system matrix.
To control the system (2.1) more eﬀectively, we break down the lumped disturbance Δ(t) into the unknown constant low frequency term d0 and the high frequency
variation d(t):
Δ(t) = d0 + d(t); |d0 | < δM
1

We use shorthand notation A to indicate A(θ? ) henceforth

(2.4)
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where δM is known. By Assumption 2.1.1, the high frequency variation d(t) = Δ(t) −
d0 is unknown and time-varying but bounded with |d| ≤ |Δ| + |d0 | = 2δM . The low
frequency disturbance d0 is later estimated together with other controller parameters
using prediction-based projection type parameter adaptation laws, while the high
frequency component together with the uncertain prediction terms are overpowered
through prediction-based nonlinear robust feedback.
ˆ •)
This thesis utilizes a discontinuous component-wise projection mapping Proj(θ,
?
?
, θmax
] as discussed in [50]:
deﬁned on a convex set ΩΘ with boundary limits [θmin

⎧
⎧
⎪
⎪
?
⎪
⎨θ̂ = θmax
⎪
and • > 0
⎪
⎪
⎨0 if
⎪
ˆ •) :=
⎩θ̂ = θ? and • < 0
Proj(θ,
min
⎪
⎪
⎪
⎪
⎪
⎩• otherwise

(2.5)

Some comments on the Projection mapping
ˆ Ξ), such a projection map is used to conFor any two n−dimensional vectors (θ,
struct suitable (prediction type) adaptation laws such as:
˙
ˆ Ξ)
θ̂ = Proj(θ,

(2.6)

to ensure that parameter estimates θ̂ ∈ ΩΘ and it satisﬁes the following property:
ˆ Ξ) − Ξ) ≤ 0
θ̃T (Proj(θ,

(2.7)

where θ̃ = θ̂ − θ? . The vector θ̂ we apply Proj operator is the vector of adaptive
weights and vector Ξ is the derivative of θ̂. Such a Proj operator guarantees stable
adaptation in the sense that:
• Proj operator basically does not modify the vector Ξ as long as θ̂ stays within
its bounds and hence allows the evolution of the adaptive weights θ̂ within ΩΘ
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Figure 2.1.. Component-wise projection mapping

• Whenever the vector Ξ attempts to push the weights out of the hypercube, the
Proj operator adjusts the derivative to constrain the adaptive weights to their
speciﬁed bounds
This is the crucial property of our Proj operator used for the stable adaptation of the
controller parameter weights θ̂. A graphical illustration of the Proj operation for a
two-dimensional vector θ̂ is given in Fig. 2.1.
Note that the above Proj mapping is diﬀerent from the standard metric-based Proj
mapping in the sense that metric-based Proj map is designed to choose a vector in a
subspace that is closest to the given vector according to some metric function, while
the proposed componentwise Proj map is intended to basically prevent the adaptive
weights from leaving its bounded set.

Principle of standard FSA Prediction
The basic idea behind FSA prediction-based feedback design for input delay systems [20] is to use the predicted state information (from the dynamics), through a
transformation map - e.g., Artstein reduction [129] (more on this in the special cases
section), to transform the system with delayed input into a delay-free system so that
standard linear/nonlinear analysis can be performed.
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Let the standard FSA prediction-based feedback law ũ(t), which is typically used
for delay compensation when Δ(t) = 0 and A, k are known, be given by:
ũ(t) = κ(xp (t + τ )), ∀t ≥ τ

(2.8)

where xp (t + τ ) is the prediction at time t of the state at time t + τ , and κ is
some nonlinear, locally Lipschitz mapping function. However, designing this predictor
feedback is not trivial for uncertain parametric and disturbance driven system as
explained below.
Remark 2.1.1. When Δ(t) = 0 and A, k are known, the above predictor feedback
law ũ(t) is causal because the current value of the state x(t) and the applied input
u(ν) for ν ∈ [t − τ, t) completely determine the future state x(t + τ ) for the delayed
system (2.1) given by:
t+τ

Z

Aτ

eA(t+τ −ν) Bku(ν − τ )dν

xp (t + τ ) = e x(t) +
t

which through a change of variables gives [20]:
Z

Aτ

0

e−Aη Bku(t + η)dη

xp (t + τ ) = e x(t) +

(2.9)

−τ

Note that xp (t + τ ) is well-deﬁned even if the linear system is unstable because
the integral in (2.9) is computed for a ﬁnite time window τ . However, when Δ(t) =
6 0,
the state predictor satisﬁes the following relationship:
Z

0

xp (t + τ ) = x(t + τ ) −

e−Aη BkΔ(t + τ + η)dη

(2.10)

−τ

Note that neither (2.9) nor (2.10) is either directly computable or corresponds to
the exact prediction x(t + τ ) for uncertain parametric and disturbance driven systems due to the unknown system matrix A, unknown input gain k, and time-varying
disturbances Δ(t). This makes the prediction feedback law (2.8) diﬃcult to design
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as it requires the computation of xp (t + τ ). The next subsections basically discuss
a novel control framework, referred to as prediction-based adaptive robust control
(PARC), as reported in [130], to systematically handle the above problem in a stable
manner with improved performance through the design of prediction-based adaptive
model compensation, prediction-based adaptation laws, robust prediction scheme,
and prediction-based nonlinear robust feedback.

Design of Full state feedback Prediction-based Adaptive Robust Controller
This section presents a predictor adaptive robust control design framework to
simultaneously compensate for known input time-delay, unknown parameters, and
time-varying bounded disturbances to achieve robust stability and performance of the
closed loop system. The following controller structure for u(t) is proposed consisting of
three terms: i) a prediction-based adaptive model compensation um (t) to stabilize and
achieve nominal tracking along with prediction based projection type adaptation laws
for Θ̂(t); ii) an adaptive command following feedforward uf (t); and iii) a predictionbased nonlinear robust feedback ur (t) with a robust prediction scheme to overcome
cumulative parametric and disturbance uncertainties under time-delay:

u(t) = um (t) + uf (t) + ur (t)

(2.11)

The ideal Predictive compensation (for no parameter uncertainties & d(t) = 0) to attenuate the input-delay and known low-frequency bias and facilitate reference tracking
would be of the form
um (t) = θ?T xp (t + τ ) + d?z

(2.12)

uf (t) = θr? uc (t)

(2.13)
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where
0

Z

Aτ

e−Aη Bku(t + η)dη

xp (t + τ ) = e x(t) +

(2.14)

−τ

is the standard FSA prediction. This implies that
um (t) =

θz?T x(t)

0

Z

ϑ?z (η)u(t + η)dη + d?z

+

(2.15)

−τ

where
T

θz? = eA τ θ?

(2.16)

ϑ?z (η) = θ?T e−Aη Bk

(2.17)

θr? k = kd
d?z = − d0

(2.18)
(2.19)

where θ? is given by Assumption 2.1.2:
A + Bkθ?T = Ad

(2.20)

However, due to parameter uncertainties and non-zero d(t), the above ideal predictive compensation becomes insuﬃcient and inaccurate and cannot be computed to
facilitate reference tracking.
This inspires us to choose our Prediction-based adaptive model compensation
feedback with command following to attenuate the input-delay and facilitate nominal
reference tracking as:
T

Z

0

um (t) = θ̂z (t) x(t) +

ϑ̂z (t, η)u(t + η)dη + dˆz (t)

(2.21)

−τ

uf (t) = θˆr (t)uc (t)

(2.22)
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where θ̂z (t) ∈ Rn , ϑ̂z (t) ∈ R, θ̂r (t) ∈ R, and dˆz (t) ∈ R are the time-varying control
parameters that are updated by appropriate adaptive control laws, speciﬁed later.
Using the deﬁned control parameters for uf (t) and um (t) in (2.21)-(2.22) and (2.11),
the closed loop system becomes:
�
ẋ(t) = Ax(t) + Bk θ̂z (t − τ )T x(t − τ ) +

0

Z

ϑ̂z (t − τ, η)u(t − τ + η)dη + dˆz (t − τ )
−τ


+ θ̂r (t − τ )uc (t − τ ) + d0 + d(t) + ur (t − τ )
Noting that x(t + τ ) = eAτ x(t) +

R0
−τ

(2.23)

�

e−Aη Bk u(t + η) + Δ(t + τ + η) dη and from

Assumption 2.1.2, we obtain:
Z

0

ϑ̃z (t − τ, η)u(t − τ + η)dη + d˜z (t − τ )
Z 0

?T
+ θ̂r (t − τ )uc (t − τ ) + ur (t − τ ) + d(t) − θ
e−Aη BkΔ(t + η)dη (2.24)
�

T

ẋ(t) = Ad x(t) + Bk θ̃z (t − τ ) x(t − τ ) +

−τ

−τ

where θ̃z (t) = θ̂z (t) − θz? , ϑ̃z (t, η) = ϑ̂z (t, η) − ϑ?z (η), d˜z (t) = dˆz (t) − d?z .
Let z(t) = x(t)−xd (t) represent the actual tracking error of the closed loop system.
Then, the actual tracking error dynamics for ż(t) using (2.24)-(2.2) becomes:
�
ż(t) = Ad z(t) + Bk θ̃z (t − τ )T x(t − τ ) +

Z

0

ϑ̃z (t − τ, η)u(t − τ + η)dη + θ̃r (t − τ )
Z 0

?T
uc (t − τ ) + d˜z (t − τ ) + ur (t − τ ) + d(t) − θ
e−Aη BkΔ(t + η)dη (2.25)
−τ

−τ

where θ̃r (t) = θ̂r (t) − θr? . Compactly, the error dynamics (2.25) can be written as:
¯
ż(t) = Ad z(t) + Bk(ur (t − τ ) + Δ(x,
t))

(2.26)
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where
Z 0
?T
¯
Δ(x, t) = ΨΘˆ (x, u, d, uc ) + d(t) − θ
e−Aη BkΔ(t + η)dη ∈ R
−τ
Z 0
ΨΘ̂ (x, u, d, uc ) = θ̃z (t − τ )T x(t − τ ) +
ϑ̃z (t − τ, η)u(t − τ + η)dη+
−τ

θ̃r (t − τ )uc (t − τ ) + d˜z (t − τ )
¯
t) is linearly paNote that ΨΘ̂ (x, u, d, uc ) of the cumulative disturbance term Δ(x,
rameterized by the controller parameters θ̂z (t), ϑ̂z (t, η), θ̂r (t), dˆz (t) with the known
basis function vector (regressors) and hence they can be learned on-line using a suitable prediction-based projection-type adaptation law to ensure bounded parameter
estimates as:
˙
θ̂z (t) = Proj(θ̂z (t), −γθ̂z x(t − τ ) ρ(t + τ ))
∂ϑ̂z
(t, η) = Proj(ϑ̂z (t, η), −γϑ̂z u(t − τ + η)ρ(t + τ ))
∂t
˙
θ̂r (t) = Proj(θ̂r (t), −γθ̂r uc (t − τ )ρ(t + τ ))
˙
dˆz (t) = Proj(dˆz (t), −γdˆz ρ(t + τ ))

(2.27)
(2.28)
(2.29)
(2.30)

where −τ ≤ η ≤ 0, and γθˆz > 0, γϑˆz , γθˆr , γdˆz > 0 are the adaptation gains. We
utilize the component-wise projection mapping Proj : Rs × Rs → Rs outlined in
[50] for parameter adaptation laws in the presence of time-delay and time-varying
disturbances. For example, the projection mapping for θ̂z (t), Proj(θ̂z (t), ·) where (·)
corresponds to the expression in (2.27), is given as:
⎧
⎧
⎪
⎪
⎪
⎨θ̂z = θz,max and · > 0
⎪
⎪
⎪
⎨0 if
⎪
⎩θ̂z = θz,min and · < 0
Proj(θ̂z (t), ·) :=
⎪
⎪
⎪
⎪
⎪
⎩· otherwise
which satisﬁes the following properties:

(2.31)
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1. θˆz (t) ∈ Ωθˆz = {θ̂z : θz,min ≤ θ̂z ≤ θz,max }
2. θ̃z (t)T (Proj(θz (t), ·) − ·) ≤ 0
The ﬁrst property ensures that the parameter estimate θ̂z (t) always lies within their
known bounds for all t in spite of disturbances and delay, while the second property
T

facilitates learning within the bounds. In (2.31), θ̂z,min = min{eA τ θ? }, θ̂z,max =
T

max{eA τ θ? }. Similarly, θ̂r,min =

kd
,
kmax

θ̂r,max =

kd
,
kmin

ϑ̂z,min (η) = min{θ?T e−Aη Bk},

ϑˆz,max (η) = max{θ?T e−Aη Bk}, and dˆz,min = −δmax , dˆz,max = −δmin . Here, min and
max operators perform elementwise operations. Note that when τ 6= 0, the true
adaptive weights θz? and λ?z (η) could lie in a non-convex (but bounded) set. For the
control design and stability analysis, a convex hypercube with conservative bounds is
considered in the Proj operator (similar to robust control designs). Some comments
on this are discussed in the future work.
Further, in (2.27)-(2.30),
ρ(t + τ ) = zp (t + τ )T P B

(2.32)

where P > 0 is the solution to the Lyapunov equation
ATd P + P Ad = −Q, Q > 0

(2.33)

where Ad < 0 and zp (t + τ ) is the predicted tracking error deﬁned as:
zp (t + τ ) = Zp (t + τ ) + z(t) − Zp (t)

(2.34)

where Zp (t + τ ) is given by:
Ad τ

Zp (t + τ ) = e

Z

t

z(t) +
t−τ

ˆ
eAd (t−η) B k(η)u
r (η)dη

(2.35)
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where k̂(t) =

kd
.
θˆr (t)

This is our robust prediction scheme that implicitly accounts for

both parametric and disturbance uncertainties in the predicted tracking error (more
comments on this are discussed in special cases section).
Second, the prediction-based nonlinear robust feedback control ur (t) is designed
based on the bound information regarding the predicted tracking error dynamics.
In this regard, we diﬀerentiate (2.34) with Leibniz’s rule using (2.35) and substitute
(2.26) for ż(t), and transform the system with a delayed input (2.26) using our robust
prediction scheme (2.34) and (2.35) into a delay-free predicted tracking error system:
Z

0

e−Ad η Bk̂(t + η)ur (t + η)dη + Bk̂(t)ur (t) − eAd τ B
−τ
Z 0
A
τ
ˆ − τ + η)
ˆ − τ )ur (t − τ ) + ż(t) − e d z(t
k(t
˙ − τ ) − Ad
e−Ad η B k(t
Ad τ

żp (t + τ ) = e

ż(t) + Ad

−τ

ˆ − 2τ )ur (t − 2τ )
ur (t − τ + η)dη − Bk̂(t − τ )ur (t − τ ) + eAd τ B k(t
�

= Ad zp (t + τ ) + Bk̂(t) ur (t) + Δ̄m (x, t) + eAd τ BΔ̄um (x, t)
(2.36)
where
˜ − τ)
k(t
¯ m (x, t) = k Δ(x,
¯
t) −
ur (t − τ )
Δ
ˆ
ˆ
k(t)
k(t)
�

˜ − τ )ur (t − τ ) + k̃(t − 2τ )ur (t − 2τ )
¯ um (x, t) = k Δ(x,
¯
¯
Δ
t) − Δ(x,
t − τ ) − k(t
and k̃(t) = k̂(t)−k. Note that unlike the standard FSA prediction which results in the
cumulative uncertainty to be fully unmatched [11], (2.36) decomposes the cumulative
¯ m (x, t) and a smaller remaining cumuuncertainty into a larger matched portion Δ
¯ um (x, t) by using our robust prediction scheme in (2.34)
lative unmatched portion Δ
and (2.35). This reduces the conservatism in handling the cumulative uncertainties
in the presence of time-delay and leads to improved performance of the controller.
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Considering all the associated bounds information together, the bound on the
cumulative matched uncertain parametric and disturbance can be computed based
on Assumption 2.1.1 as:
|Δ̄m (x, t)| ≤ |Δ̄m1 (x, t)| + |Δ̄m2 (x, t)|
≤ h(x, t) + h0

(2.37)

�
R0
k
k
where Δ̄m1 (x, t) = k̂(t)
ΨΘ̂ (x, u, d, uc ), and Δ̄m2 (x, t) = k̂(t)
d(t)−θ?T −τ e−Aη BkΔ(t+

)
η)dη − k̃(t−τ
ur (t − τ ). and h(x, t) = h1 (x, t) + h2 (x, t), h0 ≥ 0 is a design parameter.
k̂(t)
Speciﬁcally, h1 (x, t) := |Δ̄m1 (x, t)max − Δ̄m1 (x, t)min | can be computed using Holder’s
inequality:
Δ̄m1 (x, t)min =

kmin �
k̂(t)
Z 0

min{θ?T eAτ }|x(t − τ )| − δmax + min{θ?T e−Aτ Bk}


|u(t − τ + η)|dη + min{θr? }|uc (t − τ )|

(2.38)

−τ

�
¯ m1 (x, t)max = kmax max{θ?T eAτ }|x(t − τ )| − δmin + max{θ?T e−Aτ Bk}
Δ
k̂(t)
Z 0

|u(t − τ + η)|dη + max{θr? }|uc (t − τ )|
(2.39)
−τ

and h2 (x, t) := max{|Δ̄m2 (x, t)min |, |Δ̄m2 (x, t)max |} is given by:
Δ̄m2 (x, t)min =

k2
kmin
(δmin − δmax ) − max min{θ?T B}δmin µmin (τ )+
ˆ
ˆ
k(t)
k(t)
k
ˆ − τ)
k(t
min
−
ur (t − τ )
ˆ
ˆ
k(t)
k(t)

2
kmax
kmin
¯
Δm2 (x, t)max =
(δmax − δmin ) −
max{θ?T B}δmax µmax (τ )+
ˆ
ˆ
k(t)
k(t)
k

ˆ − τ)
k(t
max
−
ur (t − τ )
ˆ
ˆ
k(t)
k(t)

where µmin (τ ) =

|ekAkmin τ −1|
,
kAkmax

µmax (τ ) =

|ekAkmax τ −1|
.
kAkmin

(2.40)

(2.41)
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To dominate the eﬀect of cumulative matched uncertainties, a prediction-based
continuous nonlinear sliding mode control (SMC) ur (t) is designed as:
ur (t) = −S((h(x, t) + h0 ), ρ(t + τ ))

(2.42)

where h0 ≥ 0 is a constant controller gain, and S((h(x, t) + h0 ), ρ(t + τ )) satisﬁes
the following stabilization and approximation conditions to prevent the chattering
problem as:
1. ρ(t + τ )ur (t) ≤ 0


2. ρ(t + τ ) (h(x, t) + h0 )sgn(ρ(t + τ )) − S((h(x, t) + h0 ), ρ(t + τ )) ≤ (t)

(2.43)

where (t) is any bounded time-varying positive scalar (i.e., 0 < (t) ≤ M for some
M ) which can be considered as the measure of approximation accuracy and sgn is
the signum function. The form of ur (t) used in this thesis utilizes a boundary layer
approach to propose a prediction-based continuous SMC law as:
 ρ(t + τ ) 
ur (t) = −(h(x, t) + h0 )sat
φz (x, t)
⎧
⎪ (h(x,t)+h0 )ρ(t+τ )
⎨
−
if |ρ(t + τ )| ≤ φz (x, t)
φz (x,t)
=
⎪
⎩−(h(x, t) + h0 )sgn(ρ(t + τ ))
otherwise
where φz (x, t) =

4(t)
(h(x,t)+h0 )

(2.44)

and ρ(t + τ ) is the predicted tracking error given in (2.32).

It is easy to check that (2.44) satisﬁes the stability and approximation conditions in
(2.43).
The structure of the proposed PARC design is shown in Fig. 2.2. The predicted
tracking error zp (t + τ ), and thus ρ(t + τ ), are computed through our new robust
prediction scheme given in (2.34)-(2.35). The prediction-based adaptive model compensation um (t) and adaptive command following uf (t) are given in (2.21) and (2.22),
respectively, while the prediction-based continuous robust feedback ur (t) is given in
ˆ
(2.44). The prediction-based projection type adaptation laws ensure Θ(t)
∈ ΩΘ , ∀t.
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Figure 2.2.. PARC framework for an input delayed uncertain LTI system

The overall recursive structure of the proposed PARC algorithm is summarized in
Algorithm 1.

Performance and Stability Analysis for Full state feedback PARC design
In this section, we present a formal stability and performance analysis of the
PARC design that guarantees the transient and steady state properties of the closed
loop system subject to the input time-delay, unknown parameters, and time-varying
disturbances. To guarantee the stability of the proposed control algorithm, the condition for the allowed time-delay margin is addressed. The main idea is based on the
Lyapunov theorem used in conjunction with a mathematical induction-based argument and the application of Cauchy-Schwartz inequality. Further, the boundedness
of the control signal is shown by recasting the input integral equations (2.11), (2.22),
(2.21), (2.42) into a series convergence problem.
Before proving the stability of the proposed PARC design, we ﬁrst consider the
following lemma.
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Algorithm 1: Prediction-based Adaptive Robust Control (PARC)
Initialization:
• Reference model Ad and kd
• Uncertainty Bounds ΩΘ , Ωk , and ΩΔ
• Time delay τ
• Sampling time δt for each iteration
• Initial state x(0) = x0 and control input u(s) = p(s), uc (s) = pc (s),
ur (s) = pr (s), ∀s ∈ [−2τ, 0]
• Initial parameter estimates θ̂z (0) = θz0 , θ̂r (0) = θr0 , k̂(0) =
dˆz (0) = dz0 , and ϑ̂z (0, η) = ϑ̂z0 (η), ∀η ∈ [−τ, 0]

kd
,
θz0

• Robust control parameters  > 0, h0 ≥ 0
On-line Iteration:
PARC
input: x(t), xd (t), and uc (t)
a) Tracking error prediction
1)
2)
3)
4)

Compute
Compute
Compute
Compute

z(t) = x(t) − xd (t)
Zp (t + τ ) using (2.35)
zp (t + τ ) using (2.34)
ρ(t + τ ) using (2.32)

b) Prediction-based adaptive control
1) Compute uf (t) using (2.22)
2) Compute um (t) using (2.21)
c) Prediction-based robust control
¯ m1 (x, t)min and Δ̄m1 (x, t)max using (2.38) and (2.39)
1) Compute Δ
2) Compute h1 = |Δ̄m1 (x, t)max − Δ̄m1 (x, t)min |
¯ m2 (x, t)min and Δ
¯ m2 (x, t)max using (2.40) and (2.41)
3) Compute Δ
4) Compute h2 = max{|Δ̄m2 (x, t)min |, |Δ̄m2 (x, t)max |}
5) Compute ur (t) using (2.44)
output: u(t) = um (t) + uf (t) + ur (t)
d) Prediction-based projection type parameter adaptation
˙
˙
˙
ϑˆz
1) Compute θˆz (t), θˆr (t), dˆz (t), ∂∂t
(t, η) using (2.27)-(2.30)
2) Integrate θ̂z (t + δt), θ̂r (t + δt), dˆz (t + δt), ϑ̂z (t + δt, η) over [t, t + δt]
kd
3) Compute k̂(t + δt) = θˆ (t+δt)
z

t = t + δt and Return to PARC
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Lemma 2.1.1. Suppose a continuous function u : [t0 − τ, ∞) → R satisﬁes the
following delay integral form:
0

Z
u(t) = g(t) +

K(t, s)u(t + s)ds

(2.45)

−τ

where g : [t0 , ∞) → R and kernel K : [t0 , ∞) × [−τ, 0] → R. Then,
|u(tj )| ≤ ge
¯ M
where |g(t)| ≤ ḡ,

R0
−τ

2 (t

j −ti )

, ∀tj ≥ ti

(2.46)

K(t, s)2 ds ≤ M 2 , ∀t ∈ [ti , tj ), and g,
¯ M, ti ∈ R+ are constants.

Proof. The proof is based on the Picard iteration by constructing a solution u(t) of
(2.45) as a sequence of functions {un (t)} as n → ∞. Note that since the control input
integral equation (2.45) has a square integrable kernel, it has a unique solution [131].
So, we assume the solution of (2.45) in the form:
u(t) = lim un (t)
n→∞

Deﬁne
Z

0

K(tj , s)un−1 (tj + s)ds, tj ≥ ti

un (tj ) , g(tj ) +

(2.47)

−τ

, g(tj ),

tj < ti

where u0 (t) = g(t), ∀t. For tj ≥ ti , we have
Z

0

un (tj ) − un−1 (tj ) =

K(tj , s)(un−1 (tj + s) − un−2 (tj + s))ds
−τ

(2.48)
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Using the Cauchy-Schwartz inequality and the change of variables σ = t + s, we have:
1/2
0
|un (tj )−un−1 (tj )| ≤
|un−1 (tj + s) − un−2 (tj + s)|2 ds
−τ
−τ
 Z tj
1/2
2
≤M
|un−1 (σ) − un−2 (σ)| dσ
(2.49)
Z

=M

Z

0

1/2  Z
K(tj , s) ds
2

tj −τ
ti

Z

2

tj

|un−1 (σ) − un−2 (σ)|2 dσ

|un−1 (σ) − un−2 (σ)| dσ +

tj −τ

1/2

ti

(2.50)
Let Ψn (tj ) , un (tj ) − un−1 (tj ), Ψ0 (tj ) = g(tj ). Since un−1 (σ) − un−2 (σ) = 0 for σ < ti
from (2.47), then (2.50) becomes:
|Ψn (tj )| ≤ M

tj

Z

|Ψn−1 (σ)|2 dσ

1/2

(2.51)

ti

Through the successive iterations over n = 1, 2, 3, · · · , we obtain
q
|Ψ1 (tj )| ≤M ḡ (tj − ti )
r
(tj − ti )2
2
|Ψ2 (tj )| ≤M ḡ
2
..
.
r
(tj − ti )n
n
|Ψn (tj )| ≤M ḡ
n!
Since un (tj ) =

Pn

i=0

(2.52)

Ψn (tj ), by the ratio test, we can guarantee the convergence

of the above series. The bound of u(tj ) can then be obtained by setting u(tj ) =
limn→∞ un (tj ), which gives:
|u(tj )| ≤ ge
¯ M
where the series convergence S ,

2 (t −t )
j
i

P∞ � an 1/2
n=1

n!

, ∀tj ≥ ti

(2.53)

≤ ea , a , M 2 (tj − ti ) is applied (See

Appendix). This completes the proof of Lemma 2.1.1.
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Remark 2.1.2. The above lemma is an extension of the result in [41] in the sense
that it does not need additional assumption on the square integrable bounds on u(t+s)
for s ∈ [−τ, 0], t ≤ ti and has less conservative control bounds.
Now we are ready to show the stability and performance of the closed loop system
for our proposed PARC design.
Theorem 2.1.1. (Stability of PARC) Given the uncertain time-delay LTI system
(2.1) under Assumptions 2.1.1 - 2.1.2 and the initial conditions θ̂z (t0 ), ϑ̂z (t0 , η), t0 −
τ ≤ η ≤ t0 , θ̂r (t0 ), dˆz (t0 ), x(s) for s ∈ [t0 − 2τ, t0 ] and u(v) for v ∈ [t0 − 3τ, t0 ], ∃τ ?
for some a priori known uncertainty bounds s.t. ∀τ ∈ [0, τ ? ), the proposed PARC law
(2.11) consisting of the prediction based projection type adaptation laws (2.27)-(2.30)
and the robust prediction scheme (2.34)-(2.35) allows tracking the reference trajectory
(2.2) in the simultaneous presence of known input time-delay, uncertain parameters,
and time-varying disturbances, with the following theoretical guarantees:
– All states, parameter estimates, and control input are bounded and the tracking
error has a prescribed transient and steady state accuracy with semi-global expo� c5
o
c6
nential convergence to a ball {z(∞) | kz(∞)k ≤ 1−c
+
¯ } at a conc4 (1−c6 )
6
vergence rate

c0
,
4

where c0 = λmin (P −1 Q), ¯ is the desired stability radius which

satisﬁes the delay-dependent stability conditions given in (2.69), (2.83), (2.89),
� 
Rτ
kAd kτ
c3 = 0 eAd η Bdη , c4 = eAd τ , c5 = ekAd kτ , c6 = |e kAd k−1| kBk ekAd kτ cc43 <
1.
Proof. Consider the following Lyapunov function regarding the predicted tracking error behavior, where P is the positive deﬁnite matrix satisfying the Lyapunov equation
given by ATd P + P Ad = −Q, Q > 0:
1
Vs (t) = zp (t + τ )T P zp (t + τ )
2

(2.54)
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From (2.26), (2.34), (2.42), and (2.43), we obtain:
1
1
żp (t + τ )T P zp (t + τ ) + zp (t + τ )T P żp (t + τ )
2
2
�

1 T T
= zp (Ad P + P Ad )zp + zpT P Bk̂(t) ur (t) + Δ̄m (x, t) + zpT P eAd τ BΔ̄um (x, t)
2
�

1
≤ − zpT Qzp + k̂(t)ρ(t + τ ) (h + h0 )sgn(ρ(t + τ )) − S((h + h0 )sgn(ρ(t + τ )))
2

V̇s (t) =

(2.55)
+ zpT P eAd τ BΔ̄um (x, t)


1
≤ − c0 Vs (t) + kmax kP kkBkk(h(x, t) + h0 ) + kP kkeAd τ BkkΔ̄um (x, t)k kzp k
2
(2.56)
where c0 = λmin (P −1 Q) and λmin (P −1 Q) is the minimum eigenvalue of P −1 Q. Here,
we have considered the maximum bound for the robust control approximation (2.43)
to obtain a linear diﬀerential inequality for Vs (t). This immediately leads to the
inequality:
1
V̇s (t) ≤ − c0 Vs (t) + c2
2

r

2Vs
ω(x, t)
c1

(2.57)

where c1 = λmin (P ), c2 = λmax (P ) = kP k, and ω(x, t) = kBkkmax (h(x, t) + h0 ) +
keAd τ BkkΔ̄um (x, t)k. To obtain a linear diﬀerential inequality, we employ the change
p
˙
of variables as Ws (t) = Vs (t) and use the fact Ẇs = 2√VsVs , when Vs 6= 0, to obtain:
1
c2
Ẇs (t) ≤ − c0 Ws (t) + √ ω(x, t)
4
2c1
When Vs = 0, it can be shown that D+ W (t) ≤

√c2 ω(x, t)
2c1

(2.58)

where D+ is the one-sided

positive diﬀerential (See Appendix B). Hence, D+ W (t) satisﬁes (2.58) for all values
of Vs . By the Comparison Lemma [132], Ws (t) satisﬁes the inequality:
Ws (t) ≤ e

−

c0
(t−t0 )
4

c2
Ws (t0 ) + √
2c1

Z

t

c0

e− 4 (t−v) ω(x, v)dv
t0

(2.59)
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This leads to the following inequality:
r

c0
c2 − c0 (t−t0 )
2c2
e 4
kzp (t0 + τ )k +
[1 − e− 4 (t−t0 ) ] sup ω(x, t)
c0 c1
c1
t≥t0
nr c
o
2c2
2
≤ max
kzp (t0 + τ )k,
sup ω(x, t)
c0 c1 t≥t0
c1

kzp (t + τ )k ≤

(2.60)
(2.61)

where the last inequality follows from the monotonicity of exponential function. So,
the following bound holds ∀t ≥ t0 :
kzp (t + τ )k ≤ ¯

(2.62)

r
c1
kzp (t0 + τ )k ≤ ¯
c2

(2.63)

c0 c1
sup ω(x, t) ≤ ¯
2c2
t≥t0

(2.64)

if

and

where ¯ is the desired stability radius. For the stability of the closed-loop PARC
design, we need to satisfy (2.64) ∀t ≥ t0 . By expanding terms in (2.64), we obtain
the following inequality:
h
�

keAd τ Bk kθz,max − θz,min k kx(t − τ )k + kx(t − 2τ )k + τ |ϑz,max − ϑz,min |
Z
Z 0
� 0
�

1
1
2
(
|u(t − τ + η)| dη) 2 + (
|u(t − 2τ + η)|2 dη) 2 + 2 1 + µmax (τ )kmax kθ? k δmax
−τ
−τ


+ 2kθr,max − θr,min kUc,max + 2(δmax − δmin ) kmax + (kmax − kmin ) |ur (t − τ )|
i
c0 c1
+ |ur (t − 2τ )| + kBkkmax (h(x, t) + h0 ) ≤ ¯
(2.65)
2c2
Since x and u are coupled variables, the inequality (2.65) may not be easy to
check for all t ∈ [t0 , ∞). It is noted, however, that the bound on V˙ s (t) is given by
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some bounds on x deﬁned at t − τ and t − 2τ ; on u deﬁned on the whole interval
[t − 2τ, t] and [t − 3τ, t]; and on ur deﬁned at t − τ and t − 2τ . We show below that
this condition will be replaced with a set of inequalities that depends only on the
given initial bounds on x and u over the time interval [t0 − 2τ, t0 ] and [t0 − 3τ, t0 ],
respectively. With the new inequalities, the domain of attraction for x and u and the
feasible delay margin for τ over which Vs (t) is bounded for a range of uncertainties
can be delineated more precisely.
Let us consider the time interval [t0 , ∞) in a piecewise manner by introducing
integer κ = 1, 2, · · · , ∞. Then, the inequality (2.65) must hold for each of the subintervals [t0 , t0 + κτ ]. Towards that purpose, we consider the following proposition P
which we prove using mathematical induction:
Proposition 2.1.1. For all κ ∈ {1, 2, · · · }, there exists a measurable positive value
I0 that depends only on the given initial conditions of signals x and u and known
uncertainty bounds such that the following system state x and control input u bounds
hold:
P : kx(ζ)k ≤ I0 , |u(ζ)| ≤ U (I0 ), ∀ζ ∈ [t0 , t0 + κτ )

(2.66)

where U (·) is a continuous bounded function of its arguments.
To prove Proposition 2.1.1, we leverage and build upon the discussion in [32], [41],
and further use Lemma 2.1.1. Given that the initial conditions x(ζ) and u(ζ) are
bounded for ζ ∈ [t0 − 3τ, t0 ), we prove the proposition P by showing that:
I. P is true for κ = 1
II. If P is true for κ, then it is true for κ + 1
Satisfaction of I and II allows us to conclude that all the signals of the closed loop
PARC design are bounded ∀t ≥ t0 . Based on this, satisfaction of (2.65) can be
guaranteed by the satisfaction of a set of inequalities for some maximum delay τ ? and
uncertainty magnitudes. This will lead to the semi-global exponential convergence of
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the actual tracking error z(t) ∀t ∈ [t0 , t0 + κτ ], κ = 1, 2, · · · , ∞ and for all τ ∈ [0, τ ? ],
and thus prove our theorem.

I. P is true for κ = 1
Given the initial values of x and u over [t0 − 2τ, t0 ) and [t0 − 3τ, t0 ), respectively,
such that:
sup

kx(s)k2 ≤ γx0

(2.67)

|u(s)|2 ≤ γu0

(2.68)

s∈[t0 −2τ,t0 )

sup
s∈[t0 −3τ,t0 )

for real γx0 , γu0 > 0 and a delay value τ1 > 0 is such that
h
�

√
√
2keAd τ1 Bk kθz,max − θz,min k γx0 + τ1 |ϑz,max − ϑz,min | γu0 + 1 + µmax (τ1 )kmax kθ? k

i
δmax + (δmax − δmin ) + kθr,max − θr,min kUc,max kmax + (kmax − kmin )g1 (γx0 , γu0 , τ1 )
c0 c1
+ kBkkmax (HM (γx0 , γu0 , τ1 ) + h0 ) ≤ ¯
2c2

(2.69)

where
√
HM (γx0 , γu0 , τ1 ) = |θr,max − θr,min |Uc,max + (δmax − δmin ) + τ1 γu0 |ϑz,max − ϑz,min |
+

kmax max {θ?T eAτ1 } kmin min {θ?T eAτ1 }
√
−
k
γx0 k
kmax
kmin

+ max {pmin (γx0 , γu0 , τ1 ), pmax (γx0 , γu0 , τ1 )}

(2.70)
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and
kmin
k2
pmin (γx0 , γu0 , τ ) = |
(δmax − δmin ) − min min {θ?T B}δmin µmin (τ )+
kmax
kmax
k

kmax
min
−
g1 (γx0 , γu0 , τ ) |
kmin
kmax
k2
kmax
pmax (γx0 , γu0 , τ ) = |
(δmax − δmin ) − max max {θ?T B}δmax µmax (τ )+
kmin
kmin
k

k
max
min
−
g1 (γx0 , γu0 , τ ) |
kmax
kmin

(2.71)

and g1 (·) is a bounded function of its arguments determined using (2.11), (2.22), and
(2.21) and given as:
g1 (γx0 , γu0 , τ1 ) =

√

√
√
γu0 + kθz,max k γx0 + τ1 |ϑz,max | γu0 + δmax + |θr,max |Uc,max
(2.72)

Then, the following inequality holds for the predicted tracking error bound zp (ζ +
τ ), ∀ζ ∈ [t0 , t0 + τ ), ∀τ ∈ [0, τ1 ]:
kzp (ζ + τ )k ≤ ¯

(2.73)

Now, regarding the actual tracking error bound, consider (2.34) and (2.35). Let
|uΔ (ζ)| ,
ˆ
˜
¯
supv∈[ζ−τ,ζ] |uΔ (v)|, where uΔ (v) = k(v)u
r (v) − k(v − τ )ur (v − τ ) + k Δ(v). Then,
simplifying (2.34) and (2.35) yields the following inequality:
eAd τ
1
kz(t)k + R τ A η
¯
A
η
e d Bdη
e d Bdη
0
0
c4
1
= kz(t)k + ¯
c3
c3

|uΔ (ζ)| ≤ R τ

(2.74)
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The bound of the actual tracking error is then computed by maximizing the norm of
(2.34) and (2.35) as:
kz(ζ)k ≤ e

kAd kτ

|ekAd kτ − 1|
kzp (ζ + τ )k +
kBk ekAd kτ |uΔ (ζ)|
kAd k

(2.75)

Rearranging the terms in (2.75) using (2.74), we obtain the following inequality
∀ζ ∈ [t0 , t0 + τ ) for the actual tracking error bound:
ekAd kτ kzp (ζ + τ )k

kz(ζ)k ≤

|ekAd kτ −1|
kBk ekAd kτ cc43
kAd k
�
�  ¯
kAd kτ
c4 1 − |e kAd k−1| kBk ekAd kτ cc43

� 

� +
kAd kτ
1 − |e kAd k−1| kBk ekAd kτ cc43
c5
c6
=
kzp (ζ + τ )k +
¯
c4 (1 − c6 )
1 − c6

(2.76)

where c6 < 1 for some τ2 and it depends only on the system parameters. Note
that the above inequality for tracking error z(t) is satisﬁed for all t ∈ [t0 , t0 + τ ),
∀τ ∈ [0, τ̄2 ] where τ̄2 = min(τ1 , τ2 ). We will show the boundedness of z(t) over the
entire time [t0 , t0 + κτ ], κ = 1, 2, · · · , ∞ shortly. Towards that, let us show that x
and u are bounded for [t0 , t0 + τ ] to complete part I of the proposition P. Using
(2.76) and (2.73), we immediately obtain the boundedness of the state x(t) by noting
z(t) = x(t) − xd (t):
kx(ζ)k ≤ c7 ¯ + kxd (ζ)k, ∀ζ ∈ [t0 , t0 + τ ) ∀τ ∈ [0, τ̄2 ]
where c7 =

c5
1−c6

+

c6
c4 (1−c6 )

and kxd (t)k is bounded for all t ≥ t0 . Deﬁne
I0 , c7 ¯ + sup kxd (ζ)k

(2.77)

[t0 ,t0 +τ )

Since I0 is measurable, we can guarantee the bound of state x as:
kx(ζ)k ≤ I0 , ∀ζ ∈ [t0 , t0 + τ ), ∀τ ∈ [0, τ̄2 ]

(2.78)
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On the other hand, the total control input u(t) designed in (2.11), (2.22), (2.21),
and (2.44) can be compactly written as:
Z

0

u(t) = g(t) +

ϑˆz (t, η)u(t + η)dη

(2.79)

−τ

where the bound of g(t), given below, depends only on the initial conditions of x and
u for all ζ ∈ [t0 , t0 + τ ) for all τ ∈ [0, τ̄2 ] as:
|g(ζ)| ≤ g2 (I0 , γu0 , τ )

(2.80)

where g2 (I0 , γu0 , τ ) is deﬁned as:
√
g2 (I0 , γu0 , τ ) , θr,max Uc,max + kθz,max kI0 + δmax + τ γu0 |ϑz,max − ϑz,min |+
|θr,max − θr,min |Uc,max + (δmax − δmin ) + g3 (I0 , γu0 , τ )
k

kmax max {θ?T eAτ } kmin min {θ?T eAτ }
−
k
kmax
kmin

+ max {pmin (I0 , γu0 , τ ), pmax (I0 , γu0 , τ )}

(2.81)

√
where g3 (I0 , γu0 , τ ) = ke−Amin τ kI0 + µmax (τ )kmax ( γu0 + δmax ) from the bounds to the
solution of (2.1).
An upper bound on the control signal u(t) for t ∈ [t0 , t0 + τ ) can then be derived
using Lemma 2.1.1. In particular, setting ti = t0 , tj = t0 + τ , the square integrable
bound on ϑˆz given by constant M computed from Assumption 2.1.1 and using (2.80),
we obtain the following inequality:
|u(ζ)| ≤ ḡ(I0 , γu0 , τ ), ∀ζ ∈ [t0 , t0 + τ ), ∀τ ∈ [0, τ̄2 ]
where ḡ(I0 , γu0 , τ ) , g2 (I0 , γu0 , τ )eM

2τ

(2.82)

and g2 (I0 , γu0 , τ ) is given in (2.81).

To complete part I of the proposition, it is necessary to obtain the control input
bound that is independent of its past values γu0 . To facilitate this, a new feasible
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delay is found that guarantees the boundedness of Vs (t) over [t0 , t0 + 2τ ) while x is
bounded over the same interval.
Consider a delay value of τ3 > 0 that satisﬁes
h
√
2keAd τ3 Bk kθz,max − θz,min kI0 + τ3 |ϑz,max − ϑz,min | max { γu0 , ḡ(I0 , γu0 , τ3 )}+

�

?
1 + µmax (τ3 )kmax kθ k δmax + (δmax − δmin ) + kθr,max − θr,min kUc,max kmax + (kmax
i
c 0 c1
√
− kmin )g1 (I0 , max { γu0 , ḡ(I0 , γu0 , τ3 )}, τ3 ) + kBkkmax (HM (I0 , γu0 , τ3 ) + h0 ) ≤ ¯
2c2
(2.83)
Then, for τ̄3 = min {τ3 , τ̄2 }, the inequality (2.65) is satisﬁed in the interval [t0 , t0 + 2τ )
∀τ ∈ [0, τ̄3 ] and we obtain that
kx(ζ)k ≤ I0 , ∀ζ ∈ [t0 , t0 + 2τ )

(2.84)

The above computation of the bound for x over t ∈ [t0 , t0 + 2τ ) for τ ≤ τ̄3 enables us
to obtain the bound for u independent of γu0 over the same interval [t0 , t0 + τ ) using
Lemma 2.1.1. This is similarly addressed to [133] and is discussed next.
Let Ψu = {t ||u(t)| = supσ≤t |u(σ)|}. Consider the case Ψu ⊂ [t0 , t0 + τ ). Then,
the solution to (2.1) can be written as:
Aτ

Z

x(t + τ ) = e x(t) +

t+τ

�

eA(t+τ −η) Bk u(η − τ ) + Δ(η) dη

(2.85)

t

Then constants c8 and c9 exist such that from Assumption 2.1.1:
Aτ

ke k ≤ c8 ,

Z
k

τ

eAτ Bkdηk ≥ c9 , and

0

kx(t + τ )k ≥ c9 (|u(t − τ ) + Δ(t)|) − c8 kx(t)k

(2.86)
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Using (2.84) that kx(t)k ≤ I0 in the time interval [t0 , t0 + 2τ ) and from Assumption
2.1.1, (2.86) can be simpliﬁed as:
|u(t − τ )| ≤

(1 + c8 )
I0 + δM
c9

(2.87)

Using Lemma 2.1.1 by setting ti = t0 , tj = t0 + τ and from (2.85), (2.83), and (2.87),
applying arguments similar to (2.79), we obtain:
|u(ζ)| ≤ U (I0 ), ∀ζ ∈ [t0 , t0 + τ )
where Ū0 =

(1+c8 )
I0
c9

(2.88)

2
+ δM , U (I0 ) , g2 (I0 , U¯02 , τ )eM τ and g2 (I0 , Ū02 , τ ) is given in

(2.81). When t 6 ∈ Ψu , the inequality (2.88) is further strengthened by deﬁnition of
Ψu . Hence, the above bound for u(t) holds for the entire interval [t0 , t0 + τ ).
Before we consider part II of the proposition P, a uniform upper bound τ ? (i.e.,
allowable maximum delay) is given for the time-delay τ such that part I is satisﬁed.
Let the delay value τ4 satisfy the following inequality:
h
�

2ke
Bk kθz,max − θz,min kI0 + τ4 |ϑz,max − ϑz,min |U (I0 ) + 1 + µmax (τ4 )kmax kθ? k

i
δmax + (δmax − δmin ) + kθr,max − θr,min kUc,max kmax + (kmax − kmin )g1 (I0 , U (I0 ), τ4 )
A d τ4

c0 c1
+ kBkkmax (HM (I0 , U (I0 ), τ4 ) + h0 ) ≤ ¯
2c2

(2.89)

As a result, ∀t ∈ [t0 , t0 + τ ), ∀τ ∈ [0, τ ? ] where τ ? = min(τ̄3 , τ4 ), the following
inequalities hold:
kx(t)k ≤ I0 , |u(t)| ≤ U (I0 )

(2.90)

The need for the new upper bound on delay τ4 , and hence τ ? , is necessitated to
prove part II of the proposition and obtain the semi-global exponential convergence
for the tracking error z(t) ∀t ∈ [t0 , t0 + κτ ], κ = 1, 2, · · · , ∞.

56
II. If P is true for κ, then it is true for κ + 1
Given that
kx(ζ)k ≤ I0 , |u(ζ)| ≤ U (I0 ), ∀ζ ∈ [t0 , t0 + κτ ]

(2.91)

Then using (2.89), we conclude that the Lyapunov function Vs (t) is bounded in the
time interval t ∈ [t0 + κτ, t0 + (κ + 1)τ ] since τ ≤ τ ? where τ ? ≤ τ4 . This means that
kx(t)k ≤ I0 and using Lemma 2.1.1, |u(t)| ≤ U (I0 ) for t ∈ [t0 + κτ, t0 + (κ + 1)τ ] using
the same procedure as in part I. Therefore, we have
kx(ζ)k ≤ I0 , |u(ζ)| ≤ U (I0 ), ∀ζ ∈ [t0 , t0 + (κ + 1)τ ], ∀τ ∈ [0, τ ? ]

(2.92)

This completes the proof of part II of the proposition P by induction.
Finally, using the bounds of x(t) and u(t) for the entire time interval ∀t ∈ [t0 , t0 +
κτ ), ∀τ ∈ [0, τ ? ] from (2.92), we can now repeat the process in part I of the proposition
to obtain semi-global exponential convergence of z(t) ∀t ∈ [t0 , t0 + κτ ), ∀τ ∈ [0, τ ? ],
κ = 1, 2, · · · , ∞ with the inequalities (2.60) and (2.76), and convergence rate

c0
.
4

This

also provides the ﬁnal tracking accuracy as t → ∞ in (2.60) and (2.76) as:
kz(∞)k ≤

� c5

c6
+
¯
1 − c6 c4 (1 − c6 )

(2.93)

where ¯ is the desired stability radius which satisﬁes the delay-dependent stability
conditions given in (2.69), (2.83), (2.89) for some a priori known uncertainty bounds
and time-delay. It is noted that the region of stability of the tracking error z(t)
depends on the time-delay, and therefore the stability and performance are semiglobal. The boundedness of the parameter estimates is guaranteed by Assumption
2.1.1 and (2.31) ∀t ≥ t0 due to the projection-based adaptation laws.
This completes the proof of stability and performance of the closed loop PARC
design.
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A few remarks are worth pointing out about the proposed PARC design:
Remark 2.1.3. Theorem 2.1.1 shows that, for a given attraction domain, we can
compute a maximum allowable delay τ ? for some system uncertainty bounds that
guarantees the prescribed transient and steady state tracking accuracy for the actual
tracking error z(t) and boundedness of all other signals. Conversely, for a given delay
and uncertainty bounds, we can ﬁnd a maximum attraction domain that guarantees the
above properties. Note that these stability and performance guarantees are carried out
in a similar manner to that discussed in [32], [41]. Where our approach diﬀers is that
we additionally design a robust prediction scheme to construct prediction-based continuous sliding mode control to handle cumulative uncertainties while adapting for the
low-frequency disturbances and other unknown system parameters using predictionbased projection type adaptation laws. This facilitates a quadratic Lyapunov function
in the predicted tracking error to show the boundedness of the actual tracking error using induction based argument. In the part I, we showed that all system states
and control input are bounded in the ﬁrst delay interval given that the delay value
is bounded by τ ? for some uncertainty bounds. Due to the inherent coupling between
delayed system state and control signal, to show the boundedness of the control input
and eventually of the tracking error, we exploit the structure of the control input in
Lemma 2.1.1 to obtain a less conservative, compared to [41], upper bound on the control signal at time t in terms of the system states during the interval [t − T, t), for any
T . This lemma is used in part I and part II of the stability proof to show that given
all the system states and control input are bounded for the κth interval, they are also
bounded for the next (κ + 1)st interval for delay values bounded by τ ? and for some
system uncertainty bounds. These bounds are then used to guarantee the boundedness
of the actual tracking error. These arguments allow us to theoretically show that the
proposed PARC design can simultaneously attenuate the eﬀects of known input-delay,
parameter uncertainties, and time-varying disturbances.
Remark 2.1.4. It is to be noted that the tracking error is shown to converge to a
bounded set which is not adjustable (for a ﬁxed time delay and assumed system un-
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certainties bound) by tuning some design parameters. The main reason for this conservatism in the technical proof is explained below: First, to obtain a liner diﬀerential
inequality for Vs (t) that makes theoretical analysis tractable, the tunable parameter 
has been sacriﬁced. Second, although in the PARC design, the contribution due to the
unmatched uncertainties Δ̄um (x, t) (which correspond to change in cumulative uncertainties during a single delay interval and directly contributes to the conservatism)
could be small during the controller operation as noted in (2.36), but this magnitude
has been summed over and hence maximized in the theoretical analysis. This could
lead to some conservatism in the bound in the theoretical stability conditions as compared to the actual PARC performance. However, it is to be noted that this is the
ﬁrst work to develop a formal design and show stability properties for the problem
considered. Future work could involve working on more tighter and tunable bounds 2 .
Remark 2.1.5. With the proposed PARC design (a nonlinear feedback-feedforward
structure): (i) the adaptation gains do not necessarily have to be large due to the
novel design of the prediction-based projection type constrained learning; and (ii) a
local high-gain feedback is required only when the tracking error is small due to the
proposed design of the prediction-based continuous SMC law unlike in [34].
Remark 2.1.6. The computation of

R0
−τ

ˆ z (t, η)u(t + η)dη that appears in the delay
λ

compensation control law and the adaptation law is discretized using a ﬁnite set of
pointwise delays at every sampling instant Ts , see [21], [41]:
Z

0

ˆ z (t, η)u(t + η)dη =
λ
−τ

n
X

�
 �

ˆ z t, (Ts (i − 1) − τ )) u t + (Ts (i − 1) − τ )) (2.94)
Ts λ

i=1

where nTs = τ . Similar approximation is used for (2.34) and elsewhere in this dissertation.
2
A tunable bound is in fact possible for uncertain FOPTD systems as discussed in the special cases
section
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2.1.2

Special cases of the PARC design

Properties of the robust prediction scheme
In this section, we ﬁrst discuss the diﬀerences between the standard FSA prediction scheme [20] and the robust prediction scheme in (2.34) and then comment on
its performance under special conditions of no parameter uncertainties and constant
disturbances.
Consider the tracking error dynamics given in (2.26):
¯
t))
ż(t) = Ad z(t) + Bk(ur (t − τ ) + Δ(x,

(2.95)

For the above uncertain dynamical system with unknown input gain k and Δ̄(x, t),
the exact prediction of the system state (tracking error) at time t + τ is given by:
zpe (t

Ad τ

+ τ) = e

Z

0

z(t) +

−Ad η

e

h

i
¯
Bk ur (t + η) + Δ(x, t + τ + η) dη

(2.96)

−τ

¯
However, since k and Δ(x,
t) are not known, the above exact prediction cannot be
used for the control design to counter the eﬀect of input delay τ . This prompts us
to design approximate predictors where both the accuracy of the prediction and the
compensation of the residual error (in the prediction process) become critical aspects
in the control design.
A typical way, in most literature, to address this problem is to use the standard
FSA prediction scheme which is deﬁned as:
s

Ad τ

zp (t + τ ) = e

Z

0

z(t) +

e−Ad η Bur (t + η)dη

(2.97)

−τ

where zps (t + τ ) is the standard FSA predicted state (tracking error) of the system at
¯
time t + τ . Note that input gain k and Δ(x,
t) are neglected from (2.97) since they
are not known. Now, to get the delay-free dynamics, the standard approach is to
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use the Artstein reduction method [129] which involves a transformation map to the
approximate predictor zps (t + τ ) as:
zpr (t + τ ) = e−Ad τ zps (t + τ )

(2.98)

When we examine the FSA prediction error dynamics using the Leibniz’s rule, it
follows that:
¯
żpr (t + τ ) = Ad zpr (t + τ ) + e−Ad τ Bur (t) + Bk(ur (t − τ ) + Δ(x,
t)) − Bur (t − τ )
(2.99)
From this, we can obtain the dynamics for the standard FSA predictor as:
żps (t

+ τ) =

Ad zps (t

Ad τ

+ τ ) + Bur (t) + e

h �
i

¯
Bk ur (t − τ ) + Δ(x, t) − Bur (t − τ )
(2.100)

The eﬀect of such a standard FSA prediction scheme on the predicted tracking
error dynamics is pretty severe as discussed below:
¯
• It can be seen that even though we started oﬀ with matched uncertainty Δ(x,
t)
in (2.26), with the standard FSA prediction, the uncertainty entirely becomes
unmatched as seen in the delay-free dynamics in (2.100) which complicates the
control design. This emergent phenomenon is entirely due to time-delay τ 6= 0
• Further, note that the prediction error for the standard FSA prediction is equal
to
zpe (t

+ τ) −

zps (t

Z

0

+ τ) =

−Ad η

e

h

i
¯
B (k − 1)ur (t + η) + k Δ(x, t + τ + η) dη

−τ

(2.101)
where the accuracy of the prediction depends on the magnitude of the system
uncertainties. This fact can also be observed from the dynamics in (2.100)
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However, the robust prediction scheme in (2.34) involves a diﬀerent transformation
map, as compared to the Artstein map, and is stated again below:
zp (t + τ ) = Zp (t + τ ) + z(t) − Zp (t)

(2.102)

where Zp (t + τ ) is given by:
Ad τ

Zp (t + τ ) = e

Z

t

z(t) +

ˆ
eAd (t−η) B k(η)u
r (η)dη

(2.103)

t−τ

where k̂(t) =

kd
.
θˆr (t)

This robust prediction scheme is built upon and extends the

recent prediction scheme in [31] by implicitly accounting for both parametric and
disturbance uncertainties in the predicted tracking error zp (t + τ ). Further, it helps
¯ x, t) into (larger) matched Δ
¯ m (x, t) and
to decompose the unmatched uncertainties Δ(
¯ um (x, t) portions.
(smaller) unmatched Δ
Using Leibniz’s rule, the delay-free predicted tracking error dynamics using the
robust prediction scheme can be computed as:
�

żp (t + τ ) = Ad zp (t + τ ) + Bk̂(t) ur (t) + Δ̄m (x, t) + eAd τ BΔ̄um (x, t)

(2.104)

where
˜ − τ)
k(t
¯ m (x, t) = k Δ(x,
¯
t) −
ur (t − τ )
Δ
ˆ
ˆ
k(t)
k(t)
�

˜ − 2τ )ur (t − 2τ )
¯ um (x, t) = k Δ(x,
¯
¯
Δ
t) − Δ(x,
t − τ ) − k̃(t − τ )ur (t − τ ) + k(t
and k̃(t) = k̂(t) − k.
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Note that the robust prediction computed from (2.102) can be turned into the
integral form as:
zp (t + τ ) = Zp (t + τ ) + z(t) − Zp (t)
|
{z
}
computation method
Z 0
Ad τ
−Ad η

=e
|

z(t) +

e

−τ

ˆ
¯
B k(η)(u
r (t + η) + Δ(x, t + η))dη
{z
}

(2.105)

integral form

From this, it can immediately be seen that the robust prediction scheme is generally more accurate than the standard FSA prediction (2.97) and further simpliﬁes
the control design as:
• it can be seen that unlike the standard FSA prediction which results in the
cumulative uncertainty to be fully unmatched as in (2.100), the robust prediction scheme in Eq. (2.102) decomposes the cumulative uncertainty into a larger
¯ m (x, t) (because it is proportional to the magnitude of the
matched portion Δ
system uncertainties) and a smaller remaining cumulative unmatched portion
Δ̄um (x, t) (because it is proportional to the change in the system uncertainties
within time window [t, t + τ ]) as can be seen in (2.104). While this simpliﬁes
the control design since the (bigger) matched portion can now be handled with
a suitable prediction-based SMC law, it also reduces the conservatism with the
unmatched cumulative uncertainties that arises with the standard FSA predictor and hence leads to improved performance of the controller.
• The robust prediction (2.102) utilizes both parametric and disturbance information in its prediction scheme, hence more accurate as can be seen in (2.105),
where the only diﬀerence between exact prediction zpe (t + τ ) and robust prediction zp (t + τ ) is that an estimate of input gain k, i.e., k̂(η) appears instead of k
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¯
¯
and Δ(x,
t + η) appears instead of Δ(x,
t + η + τ ). This can also be seen from
the prediction error for the robust prediction which is equal to
zpe (t

Z

0

e−Ad η B(k̃(t + η)ur (t + η) − k̃(t + η − τ )
−τ
Z 0
¯
ur (t + η − τ ))dη +
e−Ad η Bk(Δ(x,
t + τ + η)

+ τ ) − zp (t + τ ) =

−τ

¯
− Δ(x,
t + η))dη

(2.106)

where the accuracy of the prediction now depends on the dynamics or change
in magnitude of the system uncertainties as opposed to the magnitude of the
unmatched system uncertainties with the standard FSA predictor. This fact
can also be observed from the dynamics in (2.104)
Some interesting observations can now be drawn for the robust prediction scheme.
Corollary 2.1.1. For constant disturbances and no other parameter uncertainties,
stabilization of the robust predicted tracking error implies the stabilization of the actual
tracking error.
Proof. For constant perturbations Δ(s + τ ) = Δ(s) = d0 , ∀s ≥ 0 and without
additional system parameter uncertainties i.e., θ? and k are known, it follows from
(2.106) that zpe (t + τ ) = zp (t + τ ) and hence the the robust prediction corresponds to
the exact prediction.



This is useful because the stabilization of the delayed tracking error dynamics in
(2.95) can now be reduced to the stabilization of the delay-free robust prediction error
dynamics in (2.104) which can vastly simplify the control design.

Retrieval of well-known results
¯ um (x, t) → 0
It is observed from (2.34), (2.36), and (2.55) that as τ → 0 implies Δ
and zp (t + τ ) → z(t) and the domain of attraction for x reaches Rn . Hence, for
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no time-delay systems, the proposed PARC design can guarantee global exponential
convergence to an arbitrarily small  ball similar to the stability results for delay-free
uncertain LTI systems such as the well-known ARC design, see [112], [117]. Further,
with Δ(t) = 0, the same design can guarantee asymptotic tracking performance and
the proof is straightforward as in [117].

Unstable First Order Plus Time Delay (FOPTD) system
Unlike ﬁrst order ordinary diﬀerential equation (ODE) systems, ﬁrst order plus
uncertain time delay (FOPTD) systems belong to a broader class of functional diﬀerential equations (FDEs). To deﬁne solution to FDEs, we typically require an initial
value function instead of an initial value (point) for ODEs and this leads to the complexity of the entire control design itself. The system is inﬁnite dimensional due to
input time-delay, and potentially nonlinear due to time-varying bounded disturbances
and an unknown plant parameter and this complicates the formal control design with
theoretical guarantees in stability and performance.
For many engine related and process industry control problems, rate feedback
ﬂow-control (queue management) problems in single-bottleneck communication networks [134], [41], [135], uncertain ﬁrst-order delayed systems are of practical importance because higher order processes, under some cases, can be reasonably well
approximated as a ﬁrst order plus time-delay uncertain LTI system [136]. For ﬁrstorder systems with time constant Tc and time delay τ , if τ ≥ 0.3Tc , then the eﬀect
of time delay on the closed loop system behavior is considered signiﬁcant [137]. The
case of ﬁrst order unstable linear processes with large time-delay has been analyzed
in [138], [139]. A complete set of PID-controllers with diﬀerent bounds for stabilization of such systems has been discussed in [140]. A compensation strategy to stabilize
ﬁrst order unstable systems with large time-delay satisfying τ ≤ 1.5Tc is presented
in [138]. In [141], a modiﬁcation to the SP is proposed to deal with unstable ﬁrst
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order delayed systems. However, the above control designs cannot handle parameter
uncertainties.
In this regard, the proposed PARC framework can be simpliﬁed in developing
controllers to such FOPTD systems with prescribed transient and steady state performance guarantees. The main simpliﬁcation arises in the sense that due to the
scalar nature of such systems, the problem of unmatched uncertainties does not arise
which is the main diﬃculty with higher nth − order input delayed uncertain LTI systems as elaborated in Section 2. Below, we discuss the design of PARC controller for
such FOPTD system which is brieﬂy reported in [142].

Problem formulation for uncertain FOPTD system
Consider a (possibly unstable) ﬁrst-order input delayed uncertain LTI system of
the form:
ẋ(t) = θo x(t) + u(t − τ ) + Δ(t)
(2.107)
x(0) = x0 , u(s) = p(s), s ∈ [−τ, 0]
where x(t) ∈ R is the state, θo ∈ R is the unknown parameter, τ > 0 is the known
time-delay, u(t − τ ) ∈ R is the delayed control input, Δ(t) is the time-varying disturbance in the system.
Our goal is to design a bounded control law u(t) so that the tracking error z(t) =
x(t) − xd (t) can be made as small as possible. The desired trajectory xd (t) to be
tracked is generated by the reference model given by:
ẋd (t) = θd xd (t) + uc (t − τ )

(2.108)

where uc (t − τ ) ∈ R is the delayed command input, and θd < 0 is the reference model
parameter. Without loss of generality, the following assumptions about the prior
knowledge of the system and environment are made, similar to those made in [53].
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Assumption 2.1.3. The unknown parameter θo lies in a known bounded region Ωθo
and the disturbance Δ ∈ L1 (R × R≥0 , R) is bounded in ΩΔ as:
o
0
θo ∈ Ωθo := {θo | θmin
≤ θo ≤ θmax
}

(2.109)

Δ ∈ ΩΔ := {Δ | |Δ(t)| ≤ δM , ∀t}
0
0
and θmax
are known lower and upper bounds of θ0 and δM is assumed to
where θmin

be known.
To eﬀectively control the system (2.107), we break down Δ(t) into a low frequency
d0 (which is later adapted in the presence of delay using prediction-based adaptation
law) and a high frequency variation d(t):
Δ(t) = d0 + d(t); |d0 | ≤ δM

(2.110)

The high frequency disturbance term d(t) = Δ(t) − d0 is then bounded as |d| ≤ |Δ| +
|d0 | = 2δM .

PARC design for uncertain FOPTD system
The proposed controller structure for u(t) comprises of 3 terms similar to the
earlier discussions:

u(t) = um (t) + uc (t) + ur (t)

(2.111)

Following the controller construction discussed in Section 2.1.1, the adaptive delay
compensation um (t) is designed as:
Z

0

um (t) = θ̂z (t)x(t) +
−τ

λ̂z (t, η)u(t + η)dη + dˆz (t)

(2.112)
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o
o
where θ̂z (t) = θ̂(t)eθ̂ τ , λ̂z (t, η) = θ̂(t)e−θ̂ η , and dˆz (t) = −dˆ0 (t). The error dynamics

for ż(t) using (2.107)-(2.108) and the control law in (2.111) is then given by:
θo τ

ż(t) = θd z(t) + θ̃(t − τ )(e

Z

0

o

e−θ η u(t − τ + η)dη)+

x(t − τ ) +
−τ

¯
d˜z (t − τ ) + Δ(x,
t) + ur (t − τ )
= θd z(t) + θ̃z (t − τ )x(t − τ ) + d˜z (t − τ ) +

Z

0

λ̃z (t − τ, η)u(t − τ + η)dη+
−τ

Δ̄(x, t) + ur (t − τ )

(2.113)

o
˜ z (t, η) = λ
ˆ z (t, η)−θ? e−θo η , d˜z (t) = −(dˆ0 (t)−d0 ), Δ(x,
¯
t) =
where θ̃z (t) = θˆz (t)−θ? eθ τ , λ
R
o
0
d(x, t) − θ? −τ e−θ η Δ(x, t + η)dη. In a compact form, (2.113) can be re-written as:

is compactly given by:
¯
+ ur (t − τ )
ż(t) = θd z(t) + ΨΘˆ (x, u, d, τ ) + Δ(t)
where ΨΘ̂ (x, u, d, τ ) := θ̃z (t − τ )x(t − τ ) + d˜z (t − τ ) +

R0
−τ

(2.114)

λ̃z (t − τ, η)u(t − τ + η)dη,

, λ̃z (t, η) = λ̂z (t, η) − θ? e
, d˜z (t) = −(dˆ0 (t) − d0 ), θ? =
R0
o
¯
= d(t) − θ? −τ e−θ η Δ(t + η)dη. Since ΨΘ̂ is linearly parameterized by
θd − θo , Δ(t)
θ̃z (t) = θ̂z (t) − θ? e

θo τ

−θo η

the control parameters θ̂z , λ̂z , and dˆz with the delayed regressors, they are adapted
using suitable prediction-based projection type adaptation laws to ensure bounded
parameter estimates:
˙
θ̂z (t) = Projθ̂z (−γθ̂z x(t − τ )zp (t + τ ))

(2.115)

˙
dˆz (t) = Projdˆz (−γdˆz zp (t + τ ))

(2.116)

∂λ̂z
(t, η) = Projλ̂z (−γλ̂z u(t − τ + η)zp (t + τ ))
∂t

(2.117)
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where −τ ≤ η ≤ 0, γθˆz , γdˆz , γλˆz > 0 are the adaptation gains, and zp (t + τ ) is the
standard FSA prediction scheme for the predicted tracking error which is deﬁned as:
θd τ

zp (t + τ ) = e

Z

0

z(t) +

e−θd η ur (t + η)dη

(2.118)

−τ

where ur (t) is the prediction-based robust feedback designed based on the delay-free
dynamics of zp (t+τ ). Diﬀerentiating (2.118) with Leibniz’s rule, we have the following
delay-free dynamics regarding the predicted tracking error as:
θd τ

żp (t + τ ) = e

Z

0

e−θd η ur (t + η)dη + ur (t) − eθd τ ur (t − τ )

z(t)
˙ + θd
−τ

¯
= eθd τ (θd z(t) + ΨΘ̂ (x, u, d, τ ) + Δ(x,
t) + ur (t − τ ))+
Z 0
θd
e−θd η ur (t + η)dη + ur (t) − eθd τ ur (t − τ )
−τ

¯
= θd zp (t + τ ) + eθd τ (ΨΘ̂ (x, u, d, τ ) + Δ(t))
+ ur (t)

(2.119)

For example, the projection operator for θ̂z , Projθˆz (·), which guarantees that θ̂z ∈ Ωθˆz
is given as:
⎧
⎧
⎪
⎪
⎪
⎨ˆ
⎪
θz = θˆz,max and · > 0
⎪
⎪
⎨0 if
⎪
⎩θ̂z = θ̂z,min and · < 0
Projθ̂z (·) :=
⎪
⎪
⎪
⎪
⎪
⎩· otherwise
o
o
o
o
where θˆz,min = (θd − θmax
)eθmin τ and θˆz,max = (θd − θmin
)eθmax τ . Similarly, the lower
o
o
o
o
and upper bounds for λ̂z (η) and dˆz are (θd − θmax
)e−θmax η and (θd − θmin
)e−θmin η , and

−δmax and −δmin , respectively. Considering the bound of uncertain terms in (2.114):
¯ t)| ≤ |Ψ ˆ (x, u, d, τ )| + |Δ̄(t)|
|ΨΘˆ (x, u, d, τ ) + Δ(
Θ
≤ h(x, t) + h0

(2.120)
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where h0 ≥ 0 is a constant controller gain, and h(x, t) = h1 (x, t)+h2 (x, t). Speciﬁcally,
h1 := |(ΨΘˆ )max − (ΨΘ̂ )min | is computed using the Holder’s inequality as:
o

o
(ΨΘˆ )min = eθmin τ (θd − θmax
)|x(t − τ )| − δmax
Z 0
o
−θmax
τ
o
+e
(θd − θmax )
|u(t − τ + η)|dη
−τ
o

o
(ΨΘˆ )max = eθmax τ (θd − θmin
)|x(t − τ )| − δmin
Z 0
o
−θmin
τ
o
+e
(θd − θmin )
|u(t − τ + η)|dη
−τ

and h2 := max{|Δ̄min |, |Δ̄max |} is given by:
o
τ
¯ min = (δmin − δmax ) + θ? δmin (1 − eθmin
Δ
)
min o
θmax
o
τ
¯ max = (δmax − δmin ) + θ? δmax (1 − eθmax
Δ
)
max o
θmin

Finally, to dominate the cumulative uncertainties, a prediction-based continuous nonlinear sliding mode control (SMC) robust feedback ur (t) is designed as:
� zp 
ur (t) = −eθd τ (h(x, t) + h0 )sat
φz
⎧
θ
τ
⎪
⎨− e d (h+h0 )zp
if |zp | ≤ φz =
φz
=
⎪
⎩−eθd τ (h + h0 )sgn(zp ) otherwise

(2.121)
4(t)
(h+h0 )

where (t) is any bounded time-varying positive scalar (i.e., 0 < (t) ≤ M for some
M ) which is the measure of approximation accuracy. In particular, the smoothed
nonlinear robust feedback with delay compensation ur (t) satisﬁes the following stabilization and approximation conditions:
1. zp (t + τ )ur (t) ≤ 0
2. zp [(h + h0 )(t + τ )sgn(zp ) − S((h + h0 )sgn(zp ))] ≤ (t)

(2.122)
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Finally, note that um (t) in (2.112) initially neglects the disturbances in the prediction
of xp (t + τ ) which was later compensated for the residual error by suitable predictionbased adaptation laws (2.115)-(2.117) and prediction-based robust control ur (t) in
(2.121).

Theoretical stability and performance analysis for the closed loop PARC design for
uncertain FOPTD system
In this section, we present two main theorems that summarize the theoretical
stability and performance results of the closed loop PARC design.
Given the time-delayed uncertain system (2.107) under Assumption 2.1.3 and the
ˆ z (ζ, η), x(ζ) for ζ ∈ [−τ, 0] and u(ρ) for ρ ∈ [−2τ, 0],
initial conditions θ̂z (0), dˆz (0), λ
∃τ ? such that ∀τ ∈ [0, τ ? ), the proposed PARC law in (2.111) and (2.115) - (2.117)
allow for tracking a desired reference trajectory (2.108) in the following manner.
Theorem 2.1.2. If the system is subject to input delay, parametric uncertainties,
and time-varying disturbances Δ(t) 6= 0, we have the following results:
– Tracking error has prescribed global exponential convergence to a ball {z(∞) |
�
q eθd τ M
|z(∞)| ≤ 1−c5c6 + c4 (1c−6 c6 )
}, at convergence rate |θd |, in addition to
|θd |
Rτ
bounded input and parameter states where c3 = | 0 eθd η dη|, c4 = |eθd τ |, c5 =
� 
|θd |τ
e|θd |τ , c6 = |e |Ad−1|
e|θd |τ cc43 < 1.
|
Proof. Consider the Lyapunov functional candidate for the predicted tracking error
behavior:
1
Vs (t) = zp (t + τ )2
2

(2.123)

Outside the boundary layer, for |zp | > φz , we have zp żp < −h0 |zp |, hence V˙ s ≤ 0
which indicates that the system will reach the boundary layer {|zp | ≤ φz } in a ﬁnite
time and stay inside the boundary layer thereafter. Inside the boundary layer, from
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(2.118)-(2.121) using Leibniz’s rule and completing the square manipulations, we have
∀t, τ ≥ 0:
V̇s ≤

θd zp2 (t

θd τ

+ τ) + e

2 (h

(|zp (t + τ )|(h + h0 ) − zp (t + τ )

+ h0 )2
)
4

�
(h + h0 ) √ 2 
≤ θd zp2 + eθd τ  − (|zp |
− )
2
≤ 2θd Vs + ¯(t)

(2.124)

where θd < 0 and ¯(t) = eθd τ (t). Using the Comparison Lemma [143] on (2.124), we
obtain the bounds on the tracking error:
2θd t

Vs (t) ≤ e

Z
Vs (0) +

t

e2θd (t−v) (v)dv

0

eθd τ M
≤ e2θd t Vs (0) +
[1 − e2θd t ])
2|θd |
eθd τ M
⇒ |zp (t + τ )|2 ≤ e2θd t |zp (0)|2 +
[1 − e2θd t ]
|θd |

(2.125)

From this, we have the uniform ultimate bound of zp (t) that exponentially converges
as:
s
|zp (∞)| ≤

eθd τ M
|θd |

(2.126)

However, the above analysis has only shown that the predicted error dynamics (2.119)
is exponentially stable with a prescribed uniform ultimate bound of zp (t + τ ). What
needs to be eventually proved is the ultimate boundedness of z(t). In this regard, let
|ũr (t)| , sups∈[t−τ,t] |ur (s)|. By exploiting the relationship between zp (t + τ ) and z(t),
we have:
|eθd τ |
1
|z(t)| + R τ θ η
|zp (t + τ )|
|ũr (t)| ≤ R τ θ η
| 0 e d dη|
| 0 e d dη|
1
c4
= kz(t)k + |zp (t + τ )|
c3
c3

(2.127)
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The bound of the actual tracking error is then computed by maximizing the norm of
(2.118) as:
|z(t)| ≤ e

|Ad |τ

|e|Ad |τ − 1| |Ad |τ
|zp (ζ + τ )| +
e
|˜
ur (t)|
|Ad |

(2.128)

Rearranging the terms in (2.128) using (2.127), we obtain the following inequality
∀ζ ∈ [t0 , t0 + τ ) for the actual tracking error bound:
|e|Ad |τ −1| |Ad |τ � c4 
e
e|Ad |τ |zp (t + τ )|
kAd k
c3
|z(t)| ≤
+
�

�
�  |zp (t + τ )|
|A
|τ
|A
|τ
|e d −1| |Ad |τ c4
|e d −1| |Ad |τ c4
1 − |Ad | e
c
1
−
e
4
|Ad |
c3
c3
 c

c6
5
=
+
|zp (t + τ )|
(2.129)
1 − c6 c4 (1 − c6 )

where c6 < 1 is needed for some τ ? and it depends only on the system parameters.
Note that the above inequality for tracking error z(t) is satisﬁed for all t ∈ [t0 , t0 + τ ),
∀τ ∈ [0, τ ? ] and the result follows using (2.125) and (2.126). Also, z(t) and xd (t) are
bounded implies that x(t) is bounded. The adaptation states θ̂z (t), dˆz (t), λ̂z (t) are
bounded ∀t ≥ 0 from (2.115) - (2.117). These in turn guarantee the boundedness of
the control input u(t) ∀t as follows from Lemma 2.1.1.



Theorem 2.1.3. If the system is subject only to input delay and parametric uncertainties after some ﬁnite time t0 , (i.e., Δ(t) = 0, ∀t ≥ t0 ), then we have the following:
– Semi-global asymptotic tracking is guaranteed.
For the proof of Part (2.1.3), to analyze the stability and performance of the closed
loop system in the presence of parametric uncertainties only (i.e., Δ = 0), we modify
the procedure outlined in [32] by considering the following Lyapunov functional:
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Proof.
1 θd τ 2
γθ−
θ̃z
ˆz e

γd−ˆ 1 eθd τ d˜2z
z

Va (t) = 2Vs (t) +
+
Z 0Z t
Z
˙θ (ζ)2 dζdv +
˜
z
−τ

t+v

0

Z

−τ

t

γλˆ−1 eθd τ

Z

0

λ̃z (t, η)2 dη +
−τ
Z 0Z t Z 0
˙
2
˜
˜˙ z (ζ, η)2 dηdζdv
dz (ζ) dζdv +
λ
+

−τ

t+v

t+v

−τ

(2.130)
Taking the time derivative of Va using Leibniz’s integral rule, and considering the
˙
uncertain parameters as constant, i.e., θ˜˙ = θˆ , we obtain:
z

V̇a (t) = 2zp żp +

˙
1 θd τ
2γθ−
θ̃z (t)θ̂z (t)
ˆz e

+

z

˙
2γd−ˆ 1 eθd τ d˜z (t)dˆz (t)
z

+

2γλˆ−1 eθd τ

Z

0

λ̃z (t, η)
−τ

˙
+ τ θ̂z (t)2
Z 0
Z 0
Z 0
˙ 2
˙
˙
2
2
ˆ
ˆ
ˆ˙ z (t, η)2 dη
ˆ
−
θz (t + v) dv + τ dz (t) −
dz (t + v) dv + τ
λ
−τ
−τ
−τ
Z 0Z 0
ˆ˙ z (t + v, η)2 dηdv
−
λ
−τ

ˆ˙ z
∂λ
(t, η)dη
∂t

(2.131)

−τ

With the adaptation laws (2.115) - (2.117), error dynamics (2.114), approximation
condition (2.122) and noting θd < 0, we obtain:
V̇a = 2θd zp (t + τ )2 + 2zp (t + τ )ur (t) + 2zp (t + τ )eθd τ θ̃z (t − τ )x(t − τ )
Z 0
θd τ ˜
θd τ
˜ z (t − τ, η)u(t − τ + η)dη
λ
+ 2zp (t + τ )e dz (t − τ ) + 2zp (t + τ )e
−τ
θd τ
θd τ
˜
+ 2γθ−1
Projθˆz (−γθˆz x(t − τ )zp (t + τ )) + 2γd−1
Projdˆz (−γdˆz zp (t + τ ))
ˆz θ̃z (t)e
ˆz dz (t)e
Z 0
+ 2γλˆ−1 eθd τ
λ̃z (t, η)Projλˆz (−γλˆz u(t − τ + η)zp (t + τ ))dη + τ (zp (t + τ )x(t − τ ))2
−τ
Z 0
Z 0
2
2
+τ
(zp (t + τ )u(t − τ + η)) dη + τ zp (t + τ ) −
(Projdˆz (−γdˆz zp (t + τ + v)))2 dv
−τ
−τ
Z 0
Z 0Z 0
2
−
(Projθˆz (−γθˆz x(t − τ + v)zp (t + τ + v))) dv −
(Projλˆz (−γλˆz u(t − τ + η + v)zp (t + τ
−τ

−τ

−τ

(2.132)
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The adaptation laws in (2.115) - (2.117) have three possible cases for each of the
three parameters θ̂z , dˆz , λ̂z . Hence, we have in total twenty seven combinatorial cases
to consider. In what follows, we explain three representative cases that are exempliﬁed
by the parameter θ̂z . The ﬁrst two cases discuss the parameter adaptations reaching
their respective bounds, while the last case considers the parameter adaptations that
evolve within their bounds.
Case 1: If θ̂z = θˆz,max and γθ̂z x(t − τ )zp (t + τ ) > 0, then Projθ̂z (γθ̂z x(t − τ )zp (t +
τ )) = 0. Thus, θ̃z = θz − θz,max ≤ 0, and since γθ̂z > 0, θ̃z (t − τ )x(t − τ )zp (t + τ ) ≤ 0.
Case 2: If θ̂z = θˆz,min and γθˆz x(t − τ )zp (t + τ ) < 0, then Projθˆz (γθˆz x(t − τ )zp (t +
τ )) = 0. Thus, θ̃z = θz − θz,min ≥ 0, and since γθ̂z > 0, θ̃z (t − τ )x(t − τ )zp (t + τ ) ≤ 0.
Applying either Case 1 or Case 2 to (2.132) yields the following inequality
condition:
V̇a ≤ θd zp (t + τ )2 + τ (zp (t + τ )x(t − τ ))2 + τ zp (t + τ )2
Z 0
+τ
(zp (t + τ )u(t − τ + η))2 dη

(2.133)

−τ

Case 3: Otherwise, Projθˆz (γθ̂z x(t − τ )zp (t + τ )) = γθˆz x(t − τ )zp (t + τ ).
Applying Case 3 to (2.132), we obtain the following:
0

Z

2

V̇a ≤ 2θd zp (t + τ ) − 2(θ̃z (t) − θ̃z (t − τ ))zp (t + τ )x(t − τ ) − 2zp (t + τ )

(λ̃z (t, η)
−τ

− λ̃z (t − τ, η))u(t − τ + η)dη − 2(d˜z (t) − d˜z (t − τ ))zp (t + τ ) + C(t, τ )

(2.134)

where
2

Z

0

C(t, τ ) = τ (zp (t + τ )x(t − τ )) + τ
(zp (t + τ )u(t − τ + η))2 dη + τ zp (t + τ )2
−τ
Z 0
Z 0
2
−
(−γdˆz zp (t + τ + v)) dv −
(−γθˆz x(t − τ + v)zp (t + τ + v))2 dv
−τ
−τ
Z 0Z 0
−
(−γλ̂z u(t − τ + η + v)zp (t + τ + v))2 dηdv
(2.135)
−τ

−τ
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Using the Newton-Leibniz formula on (2.134), we obtain:
Z

0

˙
θ̂z (t + v)dv − 2zp (t + τ )
V̇a ≤ 2θd zp (t + τ ) − 2zp (t + τ )x(t − τ )
−τ
Z 0 Z 0
Z 0
˙
˙
dˆz (t + v)dv + C(t, τ )
[
λ̂z (t + v, η)dv]u(t − τ + η)dη − 2zp (t + τ )
−τ −τ
−τ
Z 0
≤ 2θd zp (t + τ )2 + 2zp (t + τ )x(t − τ )
γθ̂z zp (t + τ + v)x(t − τ + v)dv+
−τ
Z 0 Z 0
2zp (t + τ )
[
γλ̂z (zp (t + τ + v)u(t − τ + η + v))dv]u(t − τ + η)dη
−τ −τ
Z 0
+ 2zp (t + τ )
γdˆz zp (t + τ + v)dv + C(t, τ )
(2.136)
2

−τ

By using the Young’s inequality, we obtain the following inequality on V˙ a :
V̇a ≤ θd zp (t + τ )2 + τ (zp (t + τ )x(t − τ ))2 + τ zp (t + τ )2 +
Z 0
τ
(zp (t + τ )u(t − τ + η))2 dη

(2.137)

−τ

Thus, Cases 1, 2, and 3 yield the same results (2.133) and (2.137). Based on them,
similar procedures can be applied to the rest of combination cases which are omitted
for brevity. In summary, for all the twenty seven cases, we have the following result,
∀t ∈ [t0 , t0 + τ ] for arbitrary t0 ≥ 0:
V̇a ≤ −W (t, τ )zp (t + τ )2

(2.138)

where it is required that:
2

Z

0

u(t − τ + η)2 dη) > 0

W (t, τ ) = −θd − τ (x(t − τ ) + 1 +

(2.139)

−τ

to guarantee V˙ a ≤ 0. However, since x and u are dependent variables, checking
(2.139) may not be easy. An easier to check condition is obtained by considering the
supremum values of x and u over [t − τ, t) and [t − 2τ, t), respectively. Since x and
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u are shown to be bounded from the result of Theorem 2.1.2, there exist some real
positive χx , χu , and a delay limit τ ? such that:
−θd > τ ? (χx + 1 + τ ? χu )

(2.140)

such that
sup |x(β)|2 ≤ χx
β∈[t−τ,t)

sup

(2.141)
|u(β)|2 ≤ χu

β∈[t−2τ,t)

Thus, for any delay time τ that satisﬁes 0 ≤ τ < τ ? , we have V̇a ≤ −W (t, τ )zp (t + τ )2
over an interval t ∈ [t, t + τ ]. Hence, it follows that V̇a (t) ≤ −W (t, τ )zp (t + τ )2 ≤ 0
holds for all x(t) and u(t) that satisfy (2.141) for any t ≥ 0 and τ < τ ? . This provides
that ∀T ∈ [0, t]:
t

Z

Z t
1
V˙ a (v)dv
zp (v + τ ) dv ≤ −
W (T, τ ) 0
1
=−
[Va (t) − Va (0)]
W (T, τ )
1
≤
Va (0)
W (T, τ )
2

0

(2.142)

which implies that zp (t+τ ) ∈ L2 (i.e., the integral limit of zp (t+τ ) exists as t → ∞ in
the sense of L2 norm). Also, from the proof of Theorem 2.1.2, we have zp (t+τ ) ∈ L∞ ,
θ̂z ∈ L∞ , dˆz ∈ L∞ , λ̂z ∈ L∞ , and xd (t) ∈ L∞ . This leads to żp (t + τ ) ∈ L∞ from
(2.119) and thus zp (t + τ ) is uniformly continuous. Then, using Barbalat’s Lemma,
limt→∞ zp (t + τ ) → 0. Alternatively, we have that Va is bounded below and V̇a ≤ 0.
˜
exists. Further, V¨a is bounded ∀T ∈
This means that limt→∞ Va (zp (t + τ ), Θ(t))
[0, t] since zp (t + τ ) and żp (t + τ ) are bounded, which means that V̇a (t) is uniformly
continuous, and therefore limt→∞ V̇a (t) = 0. This also implies that limt→∞ zp (t+τ ) →
0, ∀τ < τ ? . Thus, asymptotic predicted tracking is guaranteed. Finally, from the
deﬁnition of zp (t + τ ) and the evaluation of (2.10) in t − τ when Δ(t) = 0, we
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obtain limt→∞ z(t) → 0, ∀τ < τ ? , which concludes that semi-global asymptotic actual
tracking is guaranteed.

2.1.3



PARC design for nth − order delayed uncertain LTI SISO feedback
system & Stability analysis

Problem Formulation and Dynamic Models
Consider the following state space model for the uncertain LTI dynamics with
input delay:
�

ẋ(t) = A(θ? )x(t) + Bk u(t − τ ) + Δ(t)
y(t) = Cx(t)
x(0) = x0 , u(s) = p(s), s ∈ [−τ, 0]

(2.143)

where x(t) ∈ Rn represents the state vector, u(t) ∈ R is the control input, τ ≥ 0 is
the known delay in the control channel, A(θ? ) ∈ Rn×n is an unknown system matrix
with an aﬃne relationship in the unknown parameter vector θ? , k ∈ R+ is an known
input gain, B ∈ Rn is a known input vector, C ∈ R1×n is a measurement vector, and
Δ(t) is the unknown lumped time-varying disturbance.
Our objective is to design a bounded control law u(t) ∈ L∞ (R≥0 , R) so that the
system state x(t) tracks the desired trajectory xd (t) as close as possible. The desired
trajectory xd (t) is generated by the following stable reference model:
ẋd (t) = Ad xd (t) + Bkd uc (t − τ )

(2.144)

yd (t) = Cxd (t)
where Ad is a suitable Hurwitz matrix, kd ∈ R+ is a known input gain, and uc (t−τ ) ∈
R is the delayed reference command input that is bounded as |uc (t)| ≤ Uc,max , ∀t.
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In addition to Assumptions 2.1.1 and 2.1.2 in Section 2.1.1, for the output feedback
PARC design, we make another reasonable assumptions as below:
Assumption 2.1.4. The pair (Ad , C) is detectable such that ∃ L ∈ Rn and As ∈ Rn×n
where As < 0 such that
As = Ad − LC

(2.145)

Assumption 2.1.5. (Ad , B, C) is relative degree one and minimum phase

Design of Output feedback Prediction-based Adaptive Robust Controller
This section describes the two main components that allow for an overall control architecture as reported in [144]. First, an adaptive robust state estimator is
constructed that incorporates a projection-based adaptation block to a variant of the
Walcott-Zak nonlinear sliding mode observer [145] to eﬃciently handle both the parametric uncertainties and time-varying disturbances. The proposed observer imposes
strictly positive real (SPR) properties on the estimation error dynamics obtaining a
certain constrained Quadratic Matrix Inequality (QMI) condition whose existence is
shown using the Meyer-Kalman-Yakubovich (MKY) lemma. While the adaptation
law reduces the uncertainty bound and ensures asymptotic convergence (under no
disturbances), the cumulative uncertainties and external disturbance are dominated
by a robust compensation term to guarantee global exponential convergence with an
uniform ultimate bound for the estimation error dynamics.
Second, a predictor adaptive robust control is constructed to simultaneously compensate for the known input time-delay, unknown parameters, and time-varying
bounded disturbances using the estimated states x̂(t) and estimated tracking error
ẑ(t) to facilitate accurate tracking of the delayed uncertain plant to the desired reference model. The proposed framework of the controller structure for u(t) comprises
of two terms: i) a prediction-based adaptive model compensation um (t) to achieve
tracking of the nominal system along with the prediction based projection type adapˆ
tation laws for Θ(t);
and ii) a prediction-based nonlinear sliding mode feedback ur (t)
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with a robust prediction scheme to eﬀectively attenuate the new unmatched cumulative uncertainties due to time-delay to achieve robust stability and performance of
the closed loop system.

Design of Adaptive Robust Observer
Consider a state vector estimate with the dynamics:
�

x̂˙(t) = Ad x̂(t) + Bk u(t − τ ) − θ̂T (t)x̂(t) + E(x̂, t) + L[y(t) − ŷ(t)]

(2.146)

ŷ(t) = Cx̂(t)

(2.147)

where θ̂(t) is the time-varying gain determined by appropriate projection-based adaptation laws and E(x̂, t) ∈ R is the robust function of the output y(t) designed later
on.
Let x̃(t) = x̂(t) − x(t) be the state estimation error whose dynamics is described
by:
�

�

˙
x̃(t)
= (Ad − LC)x̃(t) + Bk θ?T x(t) − θ̂(t)T x̂(t) + Bk E(x̂, t) + Δ(t)
�

= (Ad − LC)x̃(t) + Bk E(x̂, t) − (θ̃(t)T x̂(t) + Δ(t)) − Bkθ?T x̃(t)

(2.148)
(2.149)

where θ̃(t) = θ̂(t) − θ? is the parameter estimation error. Due to the linearity of the
parameter estimation error dynamics, we can design an adaptation law for θ̂(t) and
further ensure its boundedness in spite of the time-varying disturbances using the
Proj map deﬁned in (2.5) as:
˙
θ̂(t) = Proj(θ̂(t), γθ̂ x̂(t) ρ1 (t))

(2.150)

where γθ̂ > 0 is a diagonal positive deﬁnite matrix and ρ1 (t) = Cx̃(t) = ŷ(t) −
y(t) is the measurement estimation error. The eﬀect of the remaining cumulative
uncertainties due to θ̃(t)T x̂(t)+Δ(t) is then attenuated with the robust compensation
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term E(x̂, t) which is designed as a variant of the ideal Walcott-Zak sliding mode
observer (SMO) using a boundary layer approach as:
 ρ (t) 
1
E(x̂, t) = −(γ1 (t) + γ0 ) sat
φ1 (x̂, t)
⎧
⎪
⎨− (γ1 (x̂,t)+γ0 )ρ1 (t)
if |ρ1 (t)| ≤ φ1 (x̂, t)
φ1 (x̂,t)
=
⎪
⎩−(γ1 (x̂, t) + γ0 )sgn(ρ1 (t)) otherwise
where γ0 ≥ 0 is a constant observer gain, φ1 (x̂, t) =

4(t)
,
(γ1 (x̂,t)+γ0 )

(2.151)

(2.152)

and γ1 (x̂, t) is chosen

such that γ1 (x̂, t) ≥ |θ̃(t)T x̂(t) + Δ(t)|. Therefore γ1 (x̂, t) has been assigned as:
γ1 (x̂, t) = |(θmax − θmin )T x̂(t)| + δM

(2.153)

It is to be noted that our proposed robust compensation term in (2.151) satisﬁes the
following stabilization and approximation conditions which will become useful in the
proof later:
1. ρ1 (t)E(x̂, t) ≤ 0

(2.154)

h
 ρ (t) i
1
≤ o (t)
2. ρ1 (t)(γ1 (x̂, t) + γ0 ) sgn(ρ1 (t)) − sat
φ1 (x̂, t)

(2.155)

where sgn is the signum function and o (t) is any bounded time-varying positive scalar
o
) which is the measure of approximation accuracy.
(i.e., 0 < o (t) ≤ oM for some M

Before proving the stability of the proposed adaptive robust observer, we ﬁrst
consider the following variant of the SPR lemma.
Lemma 2.1.2. - Modiﬁed SPR-Lemma
Given a Hurwitz matrix As , Ad − LC and vectors B and C, suppose the transfer
function
G(s) = C(sI − As )−1 B

(2.156)
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is SPR, then ∃ symmetric matrices P, Q > 0 such that:
P As + ATs P + κ2 P BB T P + I + Q = 0

(2.157)

BT P = C

(2.158)

where κ = k kθ? kmax is a scalar positive quantity.
See Appendix C for proof of the modiﬁed SPR-Lemma.
Now we are ready to show the stability and performance of the proposed adaptive
robust observer design.
Given the uncertain time-delay system (2.143) with the estimation error dynamics
shown in (2.149) under Assumptions 2.1.1, 2.1.2, 2.1.4 and suppose ∃ symmetric matrices P > 0 and Q > 0 that satisfy the conditions (2.157) and (2.158), the proposed
nonlinear robust observer in (2.151) together with the adaptation law (2.150) allow
for the estimation performance in the following manner:
Theorem 2.1.4. If the system is subject to input delay, parametric uncertainties,
and time-varying disturbances Δ(t) 6= 0, we have the following results:
– The estimation error has a prescribed global exponential convergence to a ball
q o

{x̃(∞) | kx̃(∞)k ≤ λminM(P )α } with a convergence rate of α > 0. The transient
performance is prescribed and can be improved by increasing α and decreasing
oM .
Proof. Consider a Lyapunov-like function
1
Vo (t) = x̃T (t)P x(t)
˜
2

(2.159)
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where P is the positive deﬁnite matrix that satisﬁes the conditions in (2.157) and
(2.158) of Lemma 1. Taking the derivative of Vo (t) along the trajectory of the error
dynamics (2.149):
V̇o (t) = x̃T (t)P x̃˙(t)
1
= x̃(t)T [P (Ad − LC) + (Ad − LC)T P ]x̃(t) + x̃(t)T P B
2
 ρ (t) 
1
− (θ̃(t)T x̂(t) + Δ(t))] − x̃T P B(θ? x̃(t))
[−(γ1 (t) + γ0 )sat
φ1 (x̂, t)
1
≤ x̃(t)T [P As + ATs P ]x̃(t) + |ρ1 (t)|kθ? kmax kx̃(t)k
2
h
 ρ (t) i
1
(2.160)
+ ρ1 (t)(γ1 (t) + γ0 ) sgn(ρ1 (t)) − sat o
φz (t)
From (2.155) and using Young’s inequality, we can rewrite (2.160) to obtain:
1
1
1
V̇o (t) ≤ x̃T (t)[P As + ATs P ]x̃(t) + o (t) + κ2 x̃(t)T P BB T P x̃(t) + x̃(t)T x̃(t)
2
2
2
1
T
o
≤ − x(t)
˜
Q˜
x(t) +  (t)
(2.161)
2
where κ = kkθ? kmax and the last inequality follows from (2.157). This leads to the
following diﬀerential inequality for Vo (t):
V̇o (t) ≤ −αVo (t) + o (t)

(2.162)

where α = 12 λmin (P −1 Q). From this, we can conclude that V˙ o (t) < 0 for all x˜ ∈ Rn
such that
s
kx̃(t)k >

2oM
, Ro
λmin (Q)

(2.163)
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Further, using the Comparison Lemma (see [132]), we obtain the following bound on
Vo (t):
−αt

Vo (t) ≤ e

t

Z

e−α(t−v) o (v)dv

Vo (0) +
0

o
≤ e−αt Vo (0) + M (1 − e−αt )
α

(2.164)

From this, we have the uniform ultimate bound of x̃(t) that exponentially converges
as:
λmax (P )e−αt
2o (1 − e−αt )
kx̃(0)k2 + M
λmin (P )α
λmin (P )
s
2oM
t→∞
===⇒ kx̃(∞)k ≤
λmin (P )α

kx̃(t)k2 ≤

(2.165)
(2.166)

Further, this also implies the following:
s
kx̃(t)k ≤

λmax (P )
kx̃(0)k
λmin (P )

(2.167)

From (2.163) and (2.167), we can conclude that with kx̃(0)k ≤ ro , we have uniform
boundedness for kx̃(t)k, ∀t as:

kx̃(t)k ≤ Mx,bnd

⎧q
⎪
⎨ λmax (P ) Ro
λ
(P )
, q min
⎪
⎩ λmax (P ) ro
λmin (P )

if ro ≤ Ro

(2.168)

otherwise

Finally, (2.165) and (2.166) show that the estimation error kx̃(t)k has global exponential stability about the origin with the desired rate of convergence α and an
ultimate bound that depends on oM which can be freely adjusted to predetermine the
transient and steady state estimation performance. In practice, however, there always
exists a lower bound when choosing oM , since it can lead to local high-gain feedback
that can excite the neglected high-frequency measurement noises, thus limiting the
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achievable estimation accuracy. Finally, with the projection-based adaptation law,
the observer gains θ̂(t) are bounded ∀t.



Theorem 2.1.5. If the system is subject only to input delay and parametric uncertainties after some ﬁnite time t0 , (i.e., Δ(t) = 0, ∀t ≥ t0 ), then we have the following:
– Global asymptotic convergence is guaranteed for the estimation error in addition
to the results in Theorem 1.
Proof. Consider a Lyapunov function candidate:
1
1
Va (t) = x̃T (t)P x̃(t) + θ̃T (t)γθ−1 θ̃(t)
2
2

(2.169)

˙
Since the uncertain parameter θ? is assumed to be constant, θ˜˙ = θˆ. The derivative
of Va (t) with the adaptation law (2.150) using the properties in (2.154) and (2.157)
when Δ(t) = 0 is given by:
˙
V˙ a (t) = x̃T (t)P x̃˙(t) + θ̃(t)T γθ−1 θ̂T (t)
1
= x̃T (t)[P As + ATs P ]x̃(t) + ρ1 (t)[E(x̂, t) − θ̃(t)T x̂(t)]
2
− x̃T P B(θ? x̃(t)) + θ̃(t)T γθ−1 Proj(θ̂(t), γθ̂ x̂(t) ρ1 (t))
1
≤ − x̃(t)T Qx̃(t) + θ̃(t)T [γθ−1
ˆ Proj(θ̂(t), γθ̂ x̂(t) ρ1 (t)) − x̂(t)ρ1 (t)]
2

(2.170)

To see that θ̃(t)T [γθ−1
ˆ Proj(θ̂(t), γθ̂ x̂(t) ρ1 (t))−x̂(t)ρ1 (t)] ≤ 0, recall that γθ̂ is a diagonal
positive deﬁnite matrix γθˆ = diag(γθˆ1 , · · · , γθˆn ) and note that this vector product can
be written as the sum
n
X

1
θ̃i (t)[γθ−
ˆ Proj(θ̂i (t), γθ̂i x̂i (t) ρ1 (t)) − x̂i (t)ρ1 (t)]
i

i=1

We then note that the projection type adaptation laws in (2.150) can have three
possible cases for θ̂ from (2.5):
?
and γθˆi x̂i (t)ρ1 (t) > 0, then Projθˆi (γθˆi x̂i (t)ρ1 (t)) = 0. Thus,
Case 1: If θ̂i = θi,max
?
θ̃i = θi,max
− θi? ≥ 0 and θ̃i (t)x̂i (t)ρ1 (t) ≤ 0.
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?
Case 2: If θ̂i = θi,min
and γθˆi x̂i (t)ρ1 (t) < 0, then Projθˆi (γθˆi x̂i (t)ρ1 (t)) = 0. Thus,

θ̃i = θi,min − θi? ≤ 0 and θ̃i (t)x̂i (t)ρ1 (t) ≤ 0.
Case 3: Otherwise, Projθˆi (γθˆi x̂i (t)ρ1 (t)) = γθˆi x̂i (t)ρ1 (t).
Thus, we obtain that:
1
V̇a (t) ≤ − x̃(t)T Qx̃(t) ≤ 0
2

(2.171)

˜ x̃ ∈ L∞ . By integrating (2.171),
This implies that θ,
t

Z

1
kx̃(v)k dv ≤ −
β
2

0

t

Z

V̇a (v)dv ≤
0

1
Va (0)
β

(2.172)

where β = 12 λmin (Q) is the maximum eigenvalue of Q, it is clear that x̃ ∈ L2 . Also,
since all the terms on the right hand side of (2.148) are bounded given Assumption
2.1.1 and x̃ ∈ L∞ , it follows that x̃˙ ∈ L∞ . Further, the application of Barbalat’s
lemma ensures x̃ → 0 as t → ∞.



Design of Output feedback Prediction-based Adaptive Robust Controller
The proposed controller for u(t) is a linear combination of two compensation
terms:

u(t) = um (t) + ur (t)

(2.173)

Similar to the control construction in Section 2.1.1, the adaptive delay compensation
with command following is chosen as below, although diﬀerently, it uses the estimated
states x̂(t) from the adaptive robust observer:
T

Z

0

um (t) = θ̂z (t) x̂(t) +
−τ

ϑ̂z (t, η)u(t + η)dη + dˆz (t) + θr uc (t)

(2.174)
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where θ̂z (t) ∈ Rn , ϑ̂z (t, η) ∈ R, and dˆz (t) ∈ R are the control parameters that are
updated by appropriate adaptive control laws, speciﬁed later. And θ̂r (t) =

kd
k

∈ R is

the desired feefdforward control gain.
Using the deﬁned control parameters for um (t) in (2.174) and (2.173), the closed
loop system becomes:
�
ẋ(t) = Ax(t) + Bk θ̂z (t − τ )T x̂(t − τ ) +

0

Z

ϑ̂z (t − τ, η)u(t − τ + η)dη + dˆz (t − τ )
−τ


+ θ̂r uc (t − τ ) + d0 + d(t) + ur (t − τ )
Noting that x(t + τ ) = eAτ x(t) +

R0
−τ

(2.175)

�

e−Aη Bk u(t + η) + Δ(t + τ + η) dη, x̃(t) =

x̂(t) − x(t), and from Assumption 2.1.2, we obtain:
Z

0

ϑ̃z (t − τ, η)u(t − τ + η)dη + d˜z (t − τ )
Z 0

?T Aτ
?T
+ θ̃r uc (t − τ ) + ur (t − τ ) + θ e x(t
˜ − τ ) + d(t) − θ
e−Aη BkΔ(t + η)dη
�

T

ẋ(t) = Ad x(t) + Bk θ̃z (t − τ ) x̂(t − τ ) +

−τ

−τ

(2.176)
where θ̃z (t) = θz (t) − θz? , ϑ̃z (t, η) = ϑz (t, η) − ϑ?z (η), d˜z (t) = dz (t) − d?z and the desired
controller parameters for θ̂z (t), ϑ̂z (t, η), and dˆz (t) are given as:
T

θz? = eA τ θ?

(2.177)

ϑz (η)? = θ?T e−Aη Bk

(2.178)

d?z = − d0

(2.179)

where θ? is given by Assumption 2.1.2.
Let z(t) = x(t)−xd (t) represent the actual tracking error of the closed loop system.
The actual tracking error dynamics for ż using (2.176) and (2.144) can be compactly
written as:
¯ x, t))
ż(t) = Ad z(t) + Bk(ur (t − τ ) + Δ(ˆ

(2.180)
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where
Z 0
 Aτ
?T
¯
Δ(ˆ
x, t) = ΨΘ̂ (ˆ
x, u, d) + d(t) + θ
e x(t
˜ − τ) −
e−Aη BkΔ(t + η)dη ∈ R
−τ
Z 0
ΨΘ̂ (x̂, u, d) = θ̃z (t − τ )T x̂(t − τ ) +
ϑ̃z (t − τ, η)u(t − τ + η)dη + d˜z (t − τ )
−τ

¯
t) is linearly parameterNote that ΨΘ̂ (x̂, u, d) of the cumulative uncertain term Δ(x̂,
ized by the controller parameters θ̂z (t), ϑ̂z (t, η), dˆz (t) with the known basis function
vector (regressors) and hence they can be learned on-line using a suitable predictionbased projection-type adaptation law to ensure the bounded parameter estimates
as:
˙
θ̂z (t) = Proj(θ̂z (t), −γθ̂z x̂(t − τ ) ρ(t + τ ))
∂ϑ̂z
(t, η) = Proj(ϑ̂z (t, η), −γϑ̂z u(t − τ + η)ρ(t + τ ))
∂t
˙
dˆz (t) = Proj(dˆz (t), −γ ˆ ρ(t + τ ))
dz

(2.181)
(2.182)
(2.183)

where −τ ≤ η ≤ 0, and γθˆz , γϑˆz , γdˆz > 0 are the adaptation gains, and a componentwise projection mapping as in (2.5) is used. The Proj algorithm that is employed
above is the same as in Section 2.1.1 and hence not repeated here again. Further, in
(2.181)-(2.183),
ρ(t + τ ) = ẑp (t + τ )T Pp B

(2.184)

where Pp > 0 satisﬁes ATd Pp + Pp Ad = −Qp , Qp > 0 and ẑp (t + τ ) is the estimated
predicted tracking error deﬁned as:
ẑp (t + τ ) = Ẑp (t + τ ) + ẑ(t) − Ẑp (t)

(2.185)
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where Ẑp (t + τ ) is given by:
Ad τ

Ẑp (t + τ ) = e

Z

t

ẑ(t) +

eAd (t−η) Bkur (η)dη

(2.186)

t−τ

The above predictor ẑp (t + τ ) is constructed based on our earlier work [146] which
improves upon the prediction scheme in [31] by implicitly accounting for both parametric and disturbance uncertainties in the predicted tracking error. The main reason
to introduce such a predictor scheme for tracking error is to remove the eﬀect of timedelay from the delayed robust input ur (t − τ ) to facilitate its design. However, as
we see below this can introduce new challenges with unmatched disturbances (with
the standard FSA prediction) which are eﬀectively handled with the above prediction
scheme. Since the actual tracking error is not available, we ﬁrst construct a robust
observer to estimate the actual tracking error ẑ(t) to facilitate computation of the
predicted tracking error ẑp (t + τ ).
Consider a tracking error observer with the dynamics:
�

żˆ(t) = Ad ẑ(t) + Bk ur (t − τ ) + Ez (x̂, t) + L[yz (t) − ŷz (t)]
ŷz (t) = Cẑ(t)

(2.187)
(2.188)

where yz (t) = C(x(t) − xd (t)) = y(t) − yd (t) and Ez (x̂, t) ∈ R is the robust function
of the output yz (t) designed below. Let z̃(t) = ẑ(t) − z(t) be the estimation error for
the tracking error whose dynamics is described by:
�

¯ x, t)
˙ = (Ad − LC)˜
z̃(t)
z(t) + Bk Ez (ˆ
x, t) + Δ(ˆ

(2.189)
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¯
The eﬀect of the cumulative uncertainties due to Δ(x̂,
t) is attenuated with the robust
compensation term Ez (x̂, t) which is designed similar to the one discussed in Section
2.1.3 as:
 ρ (t) 
2
Ez (x̂, t) = −(γ2 (x̂, t) + γ0 ) sat
φ2 (x̂, t)
⎧
⎪ (γ2 (x̂,t)+γ0 )ρ2 (t)
⎨
−
if |ρ2 (t)| ≤ φ2 (x̂, t)
φ2 (x̂,t)
=
⎪
⎩−(γ2 (x̂, t) + γ0 )sgn(ρ2 (t)) otherwise
where φ2 (x̂, t) =

4z (t)
,
(γ2 (x̂,t)+γ0 )

(2.190)

0 < z (t) ≤ zM , and ρ2 (t) = yˆz (t) − yz (t) such that

¯ x, t))|. Therefore γ2 (ˆ
γ2 (x̂, t) ≥ |Δ(ˆ
x, t) is set as:
γ2 (x̂, t) = |(θz,max − θmin )T x̂(t − τ )| + τ |ϑz,max − ϑz,min |
(

R0
−τ

|u(t − τ + η)|2 dη)1/2 + 3δM + kθz,max k Mx,bnd + max{θ?T B}δmax µmax (τ
(2.191)
)

where µmax (τ ) =

|ekAkmax τ −1|
.
kAkmin

It can be shown, similar to earlier analysis in Section

2.1.3, that the tracking error bound follows inequalities similar to (2.166) and (2.168)
for kz̃(t)k as:
λmax (P )e−αt
2oM (1 − e−αt )
2
kz̃(0)k +
kz̃(t)k ≤
λmin (P )α
λmin (P )
s
2zM
t→∞
===⇒ kz̃(∞)k ≤
λmin (P )α
2

(2.192)
(2.193)

This implies the uniform boundedness for kz̃(t)k, ∀t with kz̃(0)k ≤ rz as:

kz̃(t)k ≤ Mz,bnd

where Rz ,

q

2zM
.
λmin (Q)

⎧q
⎪ λmax (P )
⎨
R
λ
(P ) z
, q min
⎪
⎩ λmax (P ) rz
λmin (P )

if rz ≤ Rz
otherwise

(2.194)
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Second, the prediction-based nonlinear robust feedback control ur (t) is designed
based on the bound information regarding the predicted tracking error dynamics.
In this regard, we diﬀerentiate (2.185) with Leibniz’s rule using (2.186) and substitute (2.180) for ż(t), and transform the system with a delayed input (2.180) using
our robust prediction scheme (2.185) and (2.186) to obtain the following delay-free
dynamics regarding the predicted tracking error:
Z

0

e−Ad η Bkur (t + η)dη + Bkur (t) − eAd τ Bkur (t − τ ) + ẑ˙ (t)
−τ
Z 0
Ad τ ˙
e−Ad η Bkur (t − τ + η)dη − Bkur (t − τ )
− e ẑ(t − τ ) − Ad

˙ + Ad
ẑ˙p (t + τ ) = eAd τ ẑ(t)

−τ

+ eAd τ Bkur (t − 2τ )
�

= Ad zp (t + τ ) + Bk ur (t) + Δ̄m (x̂, t) + Δ̄um (x̂, t)

(2.195)

where Δ̄m (x̂, t) = Ez (x̂, t) is the matched cumulative uncertainty and Δ̄um (x̂, t) =
�

�

eAd τ Bk Ez (x̂, t) − Ez (x̂, t − τ ) +LCz̃(t) + eAd τ LC z̃(t) − z̃(t − τ ) is the unmatched
cumulative uncertainty. Note that unlike the standard FSA prediction which would
have resulted in the cumulative uncertainty to be fully unmatched [11], with the robust
prediction scheme in (2.185) and (2.186), the cumulative uncertainty is decomposed
into a larger matched portion Δ̄m (x̂, t) and a smaller remaining cumulative unmatched
¯ um (x̂, t) as in (2.195), thereby contributing to the improved performance of
portion Δ
the controller. Note that this emergent phenomenon particularly arises during the
prediction due to the non-zero time-delay in the system in the presence of system
uncertainties.
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¯ m (x̂, t) can then be
The eﬀect of matched portion of the cumulative uncertainty Δ
attenuated with a prediction-based continuous nonlinear robust sliding mode control
ur (t) which is designed using a boundary layer approach as:
 ρ(t + τ ) 
ur (t) = −(h(x̂, t) + h0 )sat
φr (x̂, t)
⎧
⎪ (h(x̂,t)+h0 )ρ(t+τ )
⎨
−
if |ρ(t + τ )| ≤ φr (x̂, t)
φr (x̂,t)
=
⎪
⎩−(h(x̂, t) + h0 )sgn(ρ(t + τ ))
otherwise
where φr (x̂, t) =

4(t)
,
(h(x̂,t)+h0 )

(2.196)

h0 ≥ 0 is a constant controller gain, and ρ(t + τ ) is the

predicted tracking error given in (2.184). Similar to (2.154) and (2.155), it is easy
to check that (2.196) satisﬁes the stabilization and approximation conditions that
prevent the chattering problem where ρ1 (t) , ρ(t + τ ) and E(x̂, t) , ur (t). The
bound on the cumulative matched uncertainties can be computed based on (2.191)
as:
|Δ̄m (x̂, t)| ≤ h(x̂, t) + h0 , γ2 (x̂, t) + γ0

(2.197)

The overall recursive structure of the proposed output feedback PARC algorithm
is summarized in Algorithm 2.

Performance and Stability Analysis for Output feedback PARC design
The structure of the proof is similar as in Section 2.1.1. Below the stability and
performance of the closed loop system for our proposed PARC design.
Theorem 2.1.6. (Stability of Output feedback PARC) Given the uncertain
time-delay LTI system (2.143) under Assumptions 2.1.1, 2.1.2, 2.1.4 and the initial conditions θ̂z (t0 ), ϑ̂z (t0 , η), t0 − τ ≤ η ≤ t0 , θ̂r (t0 ), dˆz (t0 ), x(s) for s ∈ [t0 − 2τ, t0 ]
and u(v) for v ∈ [t0 − 3τ, t0 ], ∃τ ? for some a priori known uncertainty bounds s.t.
∀τ ∈ [0, τ ? ), the proposed PARC law (2.173) consisting of the prediction based projec-
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Algorithm 2: Output feedback Prediction-based Adaptive Robust
Control (PARC) Algorithm
Initialization:
• Reference model Ad and kd
• Uncertainty Bounds ΩΘ and ΩΔ
• Time delay τ
• Sampling time δt for each iteration
• Initial state x(0) = x0 , x̂(0) = x̂0 , xd (0) = xd0 , ẑ(0) = ẑ0 , and control input
u(s) = p(s), uc (s) = pc (s), ur (s) = pr (s), ∀s ∈ [−2τ, 0]
• Initial parameter estimates θ̂(0) = θ0 , θ̂z (0) = θz0 , dˆz (0) = dz0 , and
ϑˆz (0, η) = ϑˆz0 (η), ∀η ∈ [−τ, 0]
• Robust observer and robust control parameters o , z ,  > 0, γ0 , h0 ≥ 0
On-line Iteration:
PARC
input: x(t), xd (t), and uc (t)
a) Tracking error prediction
1) Compute x̂(t) using the adaptive robust observer in (2.146), (2.147),
(2.150), and (2.151)
2) Compute ẑ(t) using (2.187), (2.188), and (2.190)
3) Compute Ẑp (t + τ ) using (2.186)
4) Compute ẑp (t + τ ) using (2.185)
5) Compute ρ(t + τ ) using (2.184)
b) Prediction-based adaptive control
1) Compute um (t) using (2.174)
c) Prediction-based robust control
¯ m (x̂, t) using (2.197)
1) Compute bounds on Δ
2) Compute ur (t) using (2.196)
output: u(t) = um (t) + ur (t)
d) Prediction-based projection type parameter adaptation
˙
˙
ϑˆz
1) Compute θˆz (t), dˆz (t), and ∂∂t
(t, η) using (2.181), (2.182) and (2.183),
respectively
2) Integrate θ̂z (t + δt), dˆz (t + δt), and ϑ̂z (t + δt, η) over time interval [t, t + δt]
t = t + δt and Return to PARC
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tion type adaptation laws (2.181)-(2.183) and the robust prediction scheme (2.185)(2.186) allows tracking the reference trajectory (2.144) in the simultaneous presence
of known input time-delay, uncertain parameters, and time-varying disturbances, with
the following theoretical guarantees:
– All states, parameter estimates, and control input are bounded and the tracking
error has a prescribed transient and steady state accuracy with semi-global expo� c5

c6
nential convergence to a ball {z(∞) | kz(∞)k ≤ 1−c
+
¯ + Mz,bnd } at
c
(1−c
)
6
4
6
a convergence rate

c0
,
4

where c0 = λmin (P −1 Q), ¯ is the desired stability radius

which satisﬁes the delay-dependent stability conditions given in (2.211), (2.225),
(2.231), Mz,bnd is the uniform bound of the estimation error for the tracking erRτ
ror observer given in (2.194), c3 = 0 eAd η Bdη , c4 = eAd τ , c5 = ekAd kτ ,
� 
kAd kτ
c6 = |e kAd k−1| kBk ekAd kτ cc43 < 1.
Proof. Consider the following Lyapunov function regarding the predicted tracking error behavior, where Pp is the positive deﬁnite matrix satisfying the Lyapunov equation
given by ATd Pp + Pp Ad = −Qp , Qp > 0:
1
Vs (t) = ẑp (t + τ )T Pp ẑp (t + τ )
2

(2.198)

From (2.195) and (2.196), we obtain:
1˙
1
ẑp (t + τ )T Pp ẑp (t + τ ) + ẑp (t + τ )T Pp ẑ˙p (t + τ )
2
2
1 T T
¯ um (x̂, t)
= ẑp (Ad Pp + Pp Ad )ẑp + ẑpT Pp Bkur (t) + ẑpT Pp BkΔ̄m (x̂, t) + ẑpT Pp Δ
2
�
1
ρ(t + τ ) 
≤ − ẑpT Qˆ
zp + kρ(t + τ ) (h + h0 )sgn(ρ(t + τ )) − (h + h0 )sat(
)
2
φr (x̂, t)

V̇s (t) =

¯ um (x̂, t)
+ zpT Pp Δ
�

1
≤ − c0 Vs (t) + kẑp kkPp k kkBk(h(x̂, t) + h0 ) + |Δ̄um (x̂, t)|
2

(2.199)
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where c0 = λmin (Pp−1 Qp ) and λmin (Pp−1 Qp ) is the minimum eigenvalue of Pp−1 Qp .
Here, we have considered the maximum bound for the robust control to obtain a
linear diﬀerential inequality for Vs (t). This immediately leads to the inequality:
1
V̇s (t) ≤ − c0 Vs (t) + c2
2

r

2Vs
ω(x̂, t)
c1

(2.200)

where c1 = λmin (Pp ), c2 = λmax (Pp ) = kPp k, and ω(x̂, t) = kBkk(h(x̂, t) + h0 ) +
|Δ̄um (x̂, t)|. To obtain a linear diﬀerential inequality, we employ the change of varip
˙
ables as Ws (t) = Vs (t) and use the fact Ẇs = 2√VsVs , when Vs 6= 0, to obtain:
1
c2
Ẇs (t) ≤ − c0 Ws (t) + √ ω(x̂, t)
4
2c1
When Vs = 0, it can be shown that D+ W (t) ≤

√c2 ω(x̂, t)
2c1

(2.201)

(see Appendix A). Hence,

D+ W (t) satisﬁes (2.201) for all values of Ws . By the Comparison Lemma [132], Ws (t)
satisﬁes the inequality:
Ws (t) ≤ e

−

c0
(t−t0 )
4

c2
Ws (t0 ) + √
2c1

t

Z

c0

e− 4 (t−v) ω(x̂, v)dv

(2.202)

t0

This leads to the following inequality:
r

c0
2c2
c2 − c0 (t−t0 )
e 4
kˆ
zp (t0 + τ )k +
[1 − e− 4 (t−t0 ) ] sup ω(x̂, t)
c0 c1
c1
t≥t0
nr c
o
2c2
2
≤ max
kẑp (t0 + τ )k,
sup ω(x̂, t)
c0 c1 t≥t0
c1

kẑp (t + τ )k ≤

(2.203)

where the last inequality follows from the monotonicity of the exponential function.
So, the following bound holds ∀t ≥ t0 :
kẑp (t + τ )k ≤ ¯

(2.204)
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if
r
c1
kẑp (t0 + τ )k ≤ ¯
c2

(2.205)

c0 c1
sup ω(x̂, t) ≤ ¯
2c2
t≥t0

(2.206)

and

where ¯ is the desired stability radius. For the stability of the closed-loop PARC
design, we need to satisfy (2.206) ∀t ≥ t0 . By expanding terms in (2.206), we obtain
the following inequality:
h
�

ke Bkk kθz,max − θz,min k kx̂(t − τ )k + kx̂(t − 2τ )k
Z
Z 0
� 0
1
1
2
+ τ |ϑz,max − ϑz,min | (
|u(t − τ + η)| dη) 2 + (
|u(t − 2τ + η)|2 dη) 2
−τ
−τ
i
?T
+ 2 max{θ B}δmax µmax (τ ) + 6δmax + 2 kθz,max k Mx,bnd
�

c0 c1
+ kLCk + 2 eAd τ LC Mz,bnd + kBkk(h(x̂, t) + h0 ) ≤ ¯
(2.207)
2c2
Ad τ

Since x̂ and u are coupled variables, the inequality (2.207) may not be easy to
check for all t ∈ [t0 , ∞). It is noted, however, that the bound on V˙ s (t) is given by
some bounds on x̂ deﬁned at t − τ and t − 2τ and on u deﬁned on the whole interval
[t − 2τ, t] and [t − 3τ, t]. We show below that this condition will be replaced with a
set of inequalities that depend only on the given initial bounds on x̂ and u over the
time interval [t0 − 2τ, t0 ] and [t0 − 3τ, t0 ], respectively. With the new inequalities, the
domain of attraction for x̂ and u and the feasible delay margin for τ over which Vs (t)
is bounded for a range of uncertainties can be delineated more precisely.
Let us consider the time interval [t0 , ∞) in a piecewise manner by introducing
integer κ = 1, 2, · · · , ∞. Then, the inequality (2.207) must hold for each of the subintervals [t0 , t0 + κτ ]. Towards that purpose, we consider the following proposition P
which we prove using mathematical induction:
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Proposition 2.1.2. For all κ ∈ {1, 2, · · · }, there exists a measurable positive value
I0 that depends only on the given initial conditions of signals x̂ and u and known
uncertainty bounds such that the following system state x̂ and control input u bounds
hold:
P : kx(ζ)k ≤ I0 , |u(ζ)| ≤ U (I0 ), ∀ζ ∈ [t0 , t0 + κτ )

(2.208)

where U (·) is a continuous bounded function of its arguments.
To prove Proposition 2.1.2, we leverage and build upon the discussion in [32], [41],
and further use Lemma 2.1.1. Given that the initial conditions x̂(ζ) and u(ζ) are
bounded for ζ ∈ [t0 − 3τ, t0 ), we prove the proposition P by showing that:
I. P is true for κ = 1
II. If P is true for κ, then it is true for κ + 1
Satisfaction of I and II allows us to conclude that all the signals of the closed loop
PARC design are bounded ∀t ≥ t0 . Based on this, satisfaction of (2.207) can be
guaranteed by the satisfaction of a set of inequalities for some maximum delay τ ? and
uncertainty magnitudes. This will lead to the semi-global exponential convergence of
the actual tracking error z(t) ∀t ∈ [t0 , t0 + κτ ], κ = 1, 2, · · · , ∞ and for all τ ∈ [0, τ ? ],
and thus prove our theorem.

I. P is true for κ = 1
Given the initial values of x and u over [t0 − 2τ, t0 ) and [t0 − 3τ, t0 ), respectively,
such that:
sup

kx̂(s)k2 ≤ γx0

(2.209)

|u(s)|2 ≤ γu0

(2.210)

s∈[t0 −2τ,t0 )

sup
s∈[t0 −3τ,t0 )
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for real γx0 , γu0 > 0 and a delay value τ1 > 0 is such that
√
√
kθz,max − θz,min k γx0 + τ1 |ϑz,max − ϑz,min | γu0 + max{θ?T B}δmax
i
�

µmax (τ1 ) + 3δmax + kθz,max k Mx,bnd k + kLCk + 2 eAd τ1 LC Mz,bnd

2keAd τ1 Bk

h

c0 c1
+ kBkk(HM (γx0 , γu0 , τ1 ) + h0 ) ≤ ¯
2c2

(2.211)

where
√
√
HM (γx0 , γu0 , τ1 ) = k(θz,max − θmin )k γx0 + τ1 γu0 |ϑz,max − ϑz,min |
+ 3δM + kθz,max k Mx,bnd + max{θ?T B}δmax µmax (τ )

(2.212)

Then, the following inequality holds for the estimated predicted tracking error bound
ẑp (ζ + τ ), ∀ζ ∈ [t0 , t0 + τ ), ∀τ ∈ [0, τ1 ]:
kẑp (ζ + τ )k ≤ ¯

(2.213)

Now, regarding the tracking error bound, consider (2.185) and (2.186). Let |uΔ (ζ)| ,
¯
Then, simplifying (2.185) and
supv∈[ζ−τ,ζ] |uΔ (v)|, where uΔ (v) = k(ur (v) + Δ(v)).
(2.186) yields the following inequality:
eAd τ
1
|uΔ (ζ)| ≤ R τ A η
kẑ(t)k + R τ A η
¯
d
e Bdη
e d Bdη
0
0
1
c4
= kz(t)k + ¯
c3
c3

(2.214)

The bound of the estimated tracking error is then computed by maximizing the norm
of (2.185) and (2.186) as:
kẑ(ζ)k ≤ ekAd kτ kˆ
zp (ζ + τ )k +

|ekAd kτ − 1|
kBk ekAd kτ |uΔ (ζ)|
kAd k

(2.215)
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Rearranging the terms in (2.215) using (2.214), we obtain the following inequality
∀ζ ∈ [t0 , t0 + τ ) for the estimated tracking error bound:
ekAd kτ kẑp (ζ + τ )k

kẑ(ζ)k ≤

|ekAd kτ −1|
kAd k

kBk ekAd kτ

� c4  +

� 
|ekAd kτ −1|
kAd kτ c4
kBk
e
kAd k
c3
�
� c4  ¯
|ekAd kτ −1|
kA
kτ
d
c4 1 − kAd k kBk e
c3

1−
c3
c5
c6
=
kẑp (ζ + τ )k +
¯
c4 (1 − c6 )
1 − c6

(2.216)

where c6 < 1 for some τ2 and depends only on the system parameters. Note that the
above inequality for the estimated tracking error ẑ(t) is satisﬁed for all t ∈ [t0 , t0 + τ ),
∀τ ∈ [0, τ̄2 ] where τ̄2 = min(τ1 , τ2 ). The bound for the actual tracking error z(t), ∀t ∈
[t0 , t0 + τ ) can then be computed as:
kz(t)k ≤ kẑ(t)k + kz̃(t)k

(2.217)

where the bound for ẑ(t) is given in (2.216) and the bound for z̃(t) is given in (2.192)
and (2.194).
We will show the boundedness of z(t) over the entire time [t0 , t0 + κτ ], κ =
1, 2, · · · , ∞ shortly. Towards that, let us show that x and u are bounded for [t0 , t0 +τ ]
to complete part I of the proposition P. Deﬁne
I0 , c7 ¯ + Mz,bnd + sup kxd (ζ)k

(2.218)

[t0 ,t0 +τ )

where c7 =

c5
1−c6

+

c6
c4 (1−c6 )

and kxd (t)k is bounded for all t ≥ t0 . Using (2.213),

(2.216), and (2.217), we immediately obtain the boundedness of the state x(t) by
noting z(t) = x(t) − xd (t):
kx(ζ)k ≤ I0 , ∀ζ ∈ [t0 , t0 + τ ), ∀τ ∈ [0, τ̄2 ]

(2.219)
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This also implies that, using (2.168), the bound on x̂ is given by:
0

kx̂(ζ)k ≤ I0 , ∀ζ ∈ [t0 , t0 + τ ), ∀τ ∈ [0, τ̄2 ]

(2.220)

0

where I0 = I0 + Mx,bnd .
On the other hand, the total control input u(t) designed in (2.173), (2.174), and
(2.196) can be compactly written as:
Z

0

ϑˆz (t, η)u(t + η)dη

u(t) = g(t) +

(2.221)

−τ

where the bound of g(t), given below, depends only on the initial conditions of x and
u for all ζ ∈ [t0 , t0 + τ ) for all τ ∈ [0, τ̄2 ] as:
|g(ζ)| ≤ g2 (I0 , γu0 , τ )

(2.222)

where g2 (I0 , γu0 , τ ) is deﬁned as:
g2 (I0 , γu0 , τ ) ,

kd
0
00
Uc,max + kθz,max kI0 + δmax + (HM (I0 2 , γu0 , τ ) + h0 )
k

(2.223)

√
00
where I0 = ke−Amin τ kI0 + µmax (τ )kmax ( γu0 + δmax ) + Mx,bnd from the bounds to the
solution of (2.143).
An upper bound on the control signal u(t) for t ∈ [t0 , t0 + τ ) can then be derived
using Lemma 2.1.1. In particular, setting ti = t0 , tj = t0 + τ , the square integrable
bound on ϑˆz given by constant M computed from Assumption 2.1.1 and using (2.222),
we obtain the following inequality:
|u(ζ)| ≤ ḡ(I0 , γu0 , τ ), ∀ζ ∈ [t0 , t0 + τ ), ∀τ ∈ [0, τ̄2 ]
where ḡ(I0 , γu0 , τ ) , g2 (I0 , γu0 , τ )eM

2τ

(2.224)

and g2 (I0 , γu0 , τ ) is given in (2.223).

To complete part I of the proposition, it is necessary to obtain the control input
bound that is independent of its past values γu0 . To facilitate this, a new feasible
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delay is found that guarantees the boundedness of Vs (t) over [t0 , t0 + 2τ ) while x̂ is
bounded over the same interval.
Consider a delay value of τ3 > 0 that satisﬁes
h
√
0
2keAd τ3 Bk kθz,max − θz,min kI0 + τ3 |ϑz,max − ϑz,min | max{ γx0 , ḡ(I0 , γu0 , τ3 )}
i
�

?T
+ max{θ B}δmax µmax (τ3 ) + 3δmax + kθz,max k Mx,bnd k + kLCk + 2 eAd τ3 LC
c 0 c1
√
0
Mz,bnd + kBkk(HM (I0 , max{ γx0 , ḡ(I0 , γu0 , τ3 )}, τ3 ) + h0 ) ≤ ¯
2c2

(2.225)

Then, for τ̄3 = min {τ3 , τ̄2 }, the inequality (2.207) is satisﬁed in the interval [t0 , t0 +2τ )
∀τ ∈ [0, τ̄3 ] and we obtain that
kx(ζ)k ≤ I0 , ∀ζ ∈ [t0 , t0 + 2τ )

(2.226)

The above computation of the bound for x over t ∈ [t0 , t0 + 2τ ) for τ ≤ τ̄3 enables us
to obtain the bound for u independent of γu0 over the same interval [t0 , t0 + τ ) using
Lemma 1. This is similarly addressed to [133] and is discussed next.
Let Ψu = {t ||u(t)| = supσ≤t |u(σ)|}. Consider the case Ψu ⊂ [t0 , t0 + τ ). Then,
the solution to (2.143) can be written as:
Z

Aτ

t+τ

x(t + τ ) = e x(t) +

�

eA(t+τ −η) Bk u(η − τ ) + Δ(η) dη

(2.227)

t

Then constants c8 and c9 exist such that from Assumption 2.1.1:
Aτ

ke k ≤ c8 ,

Z
k

τ

eAτ Bkdηk ≥ c9 , and

0

kx(t + τ )k ≥ c9 (|u(t − τ ) + Δ(t)|) − c8 kx(t)k

(2.228)
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Using (2.84) that kx(t)k ≤ I0 in the time interval [t0 , t0 + 2τ ) and from Assumption
2.1.1, the inequality (2.228) can be simpliﬁed as:
|u(t − τ )| ≤

(1 + c8 )
I0 + δM
c9

(2.229)

Using Lemma 2.1.1 by setting ti = t0 , tj = t0 + τ and from (2.227), (2.225), and
(2.229), applying arguments similar to (2.221), we obtain:
|u(ζ)| ≤ U (I0 ), ∀ζ ∈ [t0 , t0 + τ )
where Ū0 =

(1+c8 )
I0
c9

(2.230)

2
+ δM , U (I0 ) , g2 (I0 , U¯02 , τ )eM τ and g2 (I0 , Ū02 , τ ) is given in

(2.223). When t 6 ∈ Ψu , the inequality (2.230) is further strengthened by deﬁnition of
Ψu . Hence, the above bound for u(t) holds for the entire interval [t0 , t0 + τ ).
Before we consider part II of the proposition P, a uniform upper bound τ ? (i.e.,
allowable maximum delay) is given for the time-delay τ such that part I is satisﬁed.
Let the delay value τ4 satisfy the following inequality:
h
0
2ke
Bk kθz,max − θz,min kI0 + τ4 |ϑz,max − ϑz,min | max{U (I0 ), ḡ(I0 , U (I0 ), τ4 )}
i �

+ max{θ?T B}δmax µmax (τ4 ) + 3δmax + kθz,max k Mx,bnd + kLCk + 2 eAd τ4 LC
Ad τ 4

c0 c1
0
Mz,bnd + kBkk(HM (I0 , max{U (I0 ), ḡ(I0 , U (I0 ), τ4 )}, τ4 ) + h0 ) ≤ ¯
2c2

(2.231)

As a result, ∀t ∈ [t0 , t0 + τ ), ∀τ ∈ [0, τ ? ] where τ ? = min(τ̄3 , τ4 ), the following
inequalities hold:
kx(t)k ≤ I0 , |u(t)| ≤ U (I0 )

(2.232)

The need for the new upper bound on delay τ4 , and hence τ ? , is necessitated to
prove part II of the proposition and obtain the semi-global exponential convergence
for the tracking error z(t) ∀t ∈ [t0 , t0 + κτ ], κ = 1, 2, · · · , ∞.
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II. If P is true for κ, then it is true for κ + 1
Given that
kx(ζ)k ≤ I0 , |u(ζ)| ≤ U (I0 ), ∀ζ ∈ [t0 , t0 + κτ ]

(2.233)

Then using (2.231), we conclude that the Lyapunov function Vs (t) is bounded in the
time interval t ∈ [t0 + κτ, t0 + (κ + 1)τ ] since τ ≤ τ ? where τ ? ≤ τ4 . This means that
kx(t)k ≤ I0 and using Lemma 2.1.1, |u(t)| ≤ U (I0 ) for t ∈ [t0 + κτ, t0 + (κ + 1)τ ] using
the same procedure as in part I. Therefore, we have
kx(ζ)k ≤ I0 , |u(ζ)| ≤ U (I0 ), ∀ζ ∈ [t0 , t0 + (κ + 1)τ ], ∀τ ∈ [0, τ ? ]

(2.234)

This completes the proof of part II of the proposition P by induction.
Finally, using the bounds of x(t) and u(t) for the entire time interval ∀t ∈ [t0 , t0 +
κτ ), ∀τ ∈ [0, τ ? ] from (2.92), we can now repeat the process in part I of the proposition
to obtain the semi-global exponential convergence of z(t) ∀t ∈ [t0 , t0 +κτ ), ∀τ ∈ [0, τ ? ],
κ = 1, 2, · · · , ∞ with the inequalities (2.203) and (2.216), and convergence rate

c0
.
4

This also provides the ﬁnal tracking accuracy as t → ∞ in (2.203) and (2.216) as:
kz(∞)k ≤

� c5

c6
+
¯ + Mz,bnd
1 − c6 c4 (1 − c6 )

(2.235)

where ¯ is the desired stability radius which satisﬁes the delay-dependent stability
conditions given in (2.211), (2.225), (2.231) for some a priori known uncertainty
bounds and time-delay. It is noted that the region of stability of the tracking error
z(t) depends on the time-delay, and therefore the stability and performance are semiglobal. The boundedness of the parameter estimates is guaranteed by Assumption
2.1.1 and (2.31) ∀t ≥ t0 due to the projection-based adaptation laws.
This completes the proof of stability and performance of the closed loop PARC
design.
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2.2

Simulation case studies: Model, Theoretical veriﬁcation, Simulation
results

2.2.1

Longitudinal control for jet transport aircraft

the eﬀectiveness of the proposed PARC design is demonstrated with a modiﬁed
illustrative ﬂight control example taken from [147] and [6] that considers a scenario
where an aircraft experiences loss of about 8% of left wing from tip in addition to
actuator delay and wind gust disturbances, simultaneously. The goal is to design the
control law to keep the aircraft stable and follow the desired behavior in spite of the
above complexities.

Model
To test the proposed PARC design, the ﬂight control example for the uncertain
delayed short period longitudinal dynamics of a B747-200 aircraft ﬂying at 40, 000
ft at Mach 0.9 subject to control input delay and system uncertainties is considered.
The nominal (desired) short period dynamics (2.2) is given as:
⎡

⎤

⎡
⎤⎡
⎤ ⎡
⎤
−0.3489 1.0792
α (t)
−0.0258
α˙ (t)
⎣ d ⎦ =⎣
⎦⎣ d ⎦ + ⎣
⎦ kd δe (t − 0.1)
−1.2619 −0.5183
qd (t)
−0.1026
q̇d (t)

(2.236)

where αd is the nominal angle of attack in radians, qd is the nominal pitch rate in
radians per second, kd = 0.104 is the nominal elevator eﬀectiveness (gain), δe is the
reference elevator deﬂection in radians, and xd (0) = [−0.1, −0.06]T . The eigenvalues
are −0.4336 ± 1.1639i with a nominal short period natural frequency of 1.2420 rad/s
and a nominal damping ratio of 0.3491.
On the other hand, the true plant matrix A has the proximity of open loop poles
to the imaginary axis reduced by 48.75% and the damping ratio reduced by 52.16%.
Further, the elevator gain is decreased by about 4% to k = 0.1 and the aircraft is
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subject to time-varying wind gust (disturbance) Δ(t) = 0.1 + 0.05sin(1.57t). The
resulting delayed uncertain plant dynamics (2.1) is given by:
⎡

⎤ ⎡
⎤⎡
⎤ ⎡
⎤

α̇(t)
−0.3593 1.1169
α(t)
−0.0258 �
⎣
⎦ =⎣
⎦⎣
⎦+⎣
⎦ k δe (t − 0.1) + Δ(t) (2.237)
q̇(t)
−1.3061 −0.0851
q(t)
−0.1026
Note that the precise information of the true dynamics is not available to the controller. Instead, only the bound information of the uncertain true dynamics is known
to the controller. The uncertainty ranges of the system matrix is taken as 3% of the
true A and of the elevator eﬀectiveness is taken as 4% of the true k. The disturbance
bound is set as 0.15. The simulation is run with the initial state x(0) = [−0.1, −0.07]T .
The goal is to quickly stabilize the ﬂying and make the aircraft follow the desired
angle of attack and pitch rate settings with the given speciﬁcations of 2% settling
time decreased from 17.5 s to 8.9 s and damping ratio increased from 0.182 to 0.349
when the system is simultaneously subject to input time-delay, unknown time-varying
disturbances, and uncertain parameters. For the controller design, the adaptation
gains are set as γθˆz = 20 ∗ I2 , γϑˆz = 20, γθˆr = γdˆz = 10, and M = 0.005.
Using (2.11), we design the PARC controller of the form:
T

Z

0

u(t) = θ̂r (t)uc (t) + θ̂z (t) x(t) +

ϑ̂z (t, η)u(t + η)dη
−τ

 z (t + τ )T P B 
p
ˆ
+ dz (t) − h(x, t)sat
φz
where φz =

4M
,
h

(2.238)

zp (t+τ ) is the predicted tracking error computed using (2.34)-(2.35),

and P is solved from the Lyapunov equation ATd P + P Ad = −Q, Q = 100I2 . The
parameters θ̂z (t), ϑ̂z (t), θ̂r (t), and dˆz (t) are learnt using (2.27)-(2.30). To implement
the PARC, a discretized approximation of integration is performed [41] and Euler
approximation is carried out for parameter adaptation with the sampling rate of 1
kHz.
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Theoretical veriﬁcation
Theorem 2.1.1 allows for checking the stability and performance of the closed
loop system with the proposed PARC design in advance of running the simulation.
However, it must be noted that the converse of Theorem 2.1.1 is not true, i.e., even if
the system uncertainties and input time-delay does not comply with the stated feasible
margins for τ ? , the proposed controller still can perform successfully despite that it
is not theoretically guaranteed. Yet, Theorem 2.1.1 is applicable to a wide range
of parameter and disturbance uncertainties and time-delay margins, simultaneously.
Speciﬁcally, for the considered ﬂight control example, τ = 0.1 < τ ? = 0.12 s and
the theoretical ultimate tracking error bound (2-norm) is 1.89 as determined from
Theorem 2.1.1. The application of the proposed PARC design and comparison with
the baseline ARC design is demonstrated next to show accurate tracking results with
the proposed PARC design.

Simulation results
Figure 2.3 shows the closed loop system responses to the reference command when
both the PARC and the baseline ARC are used. It is noted that the proposed PARC
design enables superior trajectory tracking for both x1 (angle of attack) and x2 (pitch
rate) under the presence of input delay of 0.1 sec, parameter uncertainties, and timevarying disturbances. However, when the baseline ARC was applied, the response
gets increasingly oscillatory and an increase in either the input delay or the controller
gains may easily push the system into instability. This is because 0.1 sec time delay
introduces signiﬁcant phase lag to the system which is suﬃciently compensated by
the proposed PARC design in the presence of uncertainties, while being insuﬃcient
in the responses of the baseline ARC controller.
The success of the proposed PARC design compared to the baseline ARC design
is evaluated by two measures: 1) average sum of the absolute tracking errors and 2)
norm of the tracking error signal, taken for the entire simulation time. The aver-
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Figure 2.3.. Trajectory Tracking (Proposed PARC vs. Baseline ARC)

age sum of absolute tracking error performance for z1 and z2 is observed as 0.0016
and 0.0012 for the PARC design and 0.0044 and 0.0165 for the baseline ARC design, respectively. This amounts to about 3 and 14 times improvement in average
performance with the PARC design compared to the baseline controller. The norm
of the tracking error signal is observed as 0.3394 and 2.4099 for the PARC design
and the baseline ARC design, respectively. This amounts to about 7 times the performance improvement with the PARC design compared to the baseline controller.
At the end of the simulation, the tracking error with the PARC design is observed
to converge small values of −1.3689 × 10−4 and 1.9582 × 10−4 for the PARC design.
This demonstrates more accurate trajectory tracking in spite of the delay and system
uncertainties using the proposed PARC design over the baseline ARC design. Finally,
the 2-norm of the tracking error at the end of the simulation time using the proposed
PARC design is 2.3892×10−4 which is well within the theoretical 2-norm error bound,
which numerically validates the design.
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Figure 2.4 shows the history of parameter adaptation states which are bounded due
to their projection type adaptations. Finally, Fig. 2.5 shows bounded and reasonably
smooth control input (elevator) history for the proposed PARC design facilitating
reference trajectory tracking of both the system states.
The above simulation results validate the analytical derivations and further show
that it is reasonable to use the proposed PARC design for high-performance ﬂight
control applications while simultaneously attenuating the eﬀects of input time-delay,
parameter variations, and time varying disturbances.

2.2.2

DC motor speed control

The simpliﬁed plant dynamics for DC motor given as:
ẋ(t) = θo x(t) + u(t − τ ) + Δ(x, t)

(2.239)

where x denotes the angular velocity of the motor, u represents the input voltage, θo
(indicative of time constant) is unknown but within θo ∈ [1, 3] and Δ(x, t) represents
the nonlinear phenomenon such as dry friction assumed to be bounded with δM = 2.
This example is also typical of a fuel-to-air ratio (FAR) control problem of a gasoline
engine [41]. The simulation is run with θo = 2, and with either a lumped disturbance
of Δ = 1 + 0.2sin(6t), or with a constant disturbance of Δ = d0 = 1.2. The input
time-delay, possibly due to remote control over a network, is set to τ = 0.1 sec,
x(0) = 0, and the sampling rate is 1 kHz. The steady-state DC gain is taken to be
equal to time constant, for simplicity.
A stable reference model as in (2.108) with θd = −3 and sinusoidal delayed reference input uc is given as:
ẋd (t) = −3xd (t) + 3sin(t − 0.1)

(2.240)
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Since the time constant of the desired reference model is 0.33 sec, a time-delay of 0.1
sec is signiﬁcant and thus needs appropriate care during the controller design, even
in the disturbance-free and known parameter case.
To implement the PARC and PAC designs, a discretized approximation of integration as noted in [41] is performed; Euler approximation is carried out for parameter
adaptation; and the adaptation gains are set as γθˆz = γdˆz = γλˆz = γχ̂z = 100. For
the PARC design, M = 0.1 to approximate the prediction-based SMC through the
saturation function to avoid chattering.
Case 1: PARC design with Δ(t) 6= 0
Fig. 2.6 shows the performance measure given by the norm of the tracking error
for the proposed PARC design compared with the baseline ARC. The tracking error
of the PARC exponentially decreases to a small value of the order of 0.02, unlike the
ARC’s tracking error of the order of 2.61. Note that the theoretical bound of the
PARC as predicted by Theorem 2.1.2 is 0.81 (also shown in Fig. 2.6), which is much
smaller than that of the ARC even in the presence of a time-delay with unknown
parameter and time-varying disturbance.
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Figure 2.6.. Tracking Error Performance under Time-Delay, Unknown
Parameter, and Time-Varying Disturbance
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Fig. 2.7 shows the input-output response where the tracking performance is still
good even under time-varying disturbance with time-delay.
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Figure 2.7.. Input Output Response under Time-Delay, Unknown Parameter, and Time-Varying Disturbance

Fig. 2.8 shows the control input history, of reasonable magnitude, for tracking the
desired reference trajectory. It can be seen that the overall control input is sinusoidal
in nature with a little wiggliness to suppress the time-varying disturbance under
time-delay.
Fig. 2.9 shows that the parameter adaptations in the presence of disturbances and
time-delay are bounded, i.e., uniformly stable due to the speciﬁed projection law,
even though they do not necessarily converge to their true values. This is due to the
excitation requirements especially when multiple parameters are adapted. However,
the requirements still ensure that the tracking performance is superior as in Fig. 2.10.
Case 2: PARC design with constant disturbance
The performance of the PARC controller is demonstrated for a constant step disturbance of Δ = 1.2. As a comparison, the baseline ARC controller [53] is also
implemented for the same system. It is observed that the proposed PARC shows
improved performance compared to the baseline ARC against an input time-delay,
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Figure 2.9.. Estimated Parameters under Time-Delay, Unknown Parameter, and Time-Varying Disturbance

unknown parameter, and constant step disturbance while tracking the sinusoidal reference output xd (t).
Fig. 2.10 shows the performance measure given by the norm of the tracking error
for the proposed PAC controller compared with the baseline ARC controller. The
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tracking error of the PARC is seen to exponentially decrease to a signiﬁcantly small
value of the order of 0.0008, unlike the ARC’s tracking error of the order of 2.55,
within a simulation time of 20 sec. Note that the theoretical bound of PARC is close
to 0 (also shown in Fig. 2.10), further validating the theoretical result and supporting
how eﬃciently the PARC manages the time-delay under unknown parameter and
constant disturbance.
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Figure 2.10.. Tracking Error Performance under Time-Delay, Unknown
Parameter, and Constant Disturbance

Fig. 2.11 shows the input-output response that highlights the reference sinusoidal
command input, the reference state, and the actual state of the closed loop system.
The tracking performance is excellent after an initial transient, where the actual state
follows the sinusoidal reference output as described by the reference model. Thus,
the proposed PARC framework with the parameter adaptation law provides excellent
reference tracking while suppressing the disturbance and compensating for the timedelay.
Fig. 2.12 shows the PARC control input history for tracking the desired reference trajectory. The overall control input is sinusoidal in nature with a reasonable
magnitude providing superior output tracking.
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Figure 2.12.. Control Input History under Time-Delay, Unknown Parameter, and Constant Disturbance

Fig. 2.13 shows that the parameter adaptations in the presence of disturbances
and time-delay are bounded, i.e., uniformly stable due to the speciﬁed projection law,
even though they do not necessarily converge to their true values.
Case 3: PARC design with no disturbance
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Figure 2.13.. Estimated Parameters under Time-Delay, Unknown Parameter, and Constant Disturbance

In this subsection, the performance of the PARC controller is demonstrated for
no disturbance, i.e., Δ = 0.
Fig. 2.14 shows the tracking error of the PARC to be a value of the order of 0.00002
that asymptotically decays to 0 as predicted by the theoretical result, compared to
the ARC’s tracking error of the order of 2.5.
A thing to note so far is that the baseline ARC has been consistently poorly performing with or without disturbance in the presence of input time-delay in the system.
Moreover, the performance of ARC is orders of magnitude poorer compared to the
proposed PARC under a variety of test conditions, thus validating the theoretical
results.

2.2.3

Motion control for linear motor drives

In this section, the eﬀectiveness of the proposed PARC design is demonstrated
with an illustrative motion control problem for the delayed linear motor system taken
from [117] where the friction model parameters, cogging force distribution, and vi-
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Figure 2.14.. Tracking Error Performance under Time-Delay, Unknown
Parameter, and No Disturbance

bration forces can be not fully known in addition to inherent motor delay / network
lags, simultaneously. The goal is to design a control law to keep the linear motor
system stable and facilitate accurate position and speed tracking in spite of the above
complexities.

Model
The following mathematical model of a current-controlled, three-phase iron core
linear motor system with delayed input is assumed to be of the form [117], [112]:
M ẍ(t) = u(t − τ ) − F (x, x,
˙ t); x(s) = p1 (s),
ẋ(s) = p2 (s), s ∈ [−τ, 0], u(v) = p3 (v), v ∈ [−2τ, 0];
F = Ff + Fr − Fd

(2.241)

where x represents the position of the inertia load, M is the known mass of the payload
plus the coil assembly, u ∈ R is the input voltage to the motor, τ stands for the total
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delay in the control channel, F is the lumped eﬀect of uncertain nonlinearities such as
friction Ff , ripple forces Fr , and external disturbances/unmodeled dynamics Fd (e.g.,
vibration), and p1 (s), p2 (s), and p3 (s) denote the initial conditions on the states and
control input, respectively. In this paper, a simple and often adequate friction force
model as a static nonlinear function of the velocity is considered:
Ff (ẋ) = βẋ + Ff n (ẋ)

(2.242)

where β is the unknown viscous friction coeﬃcient, and Ff n is the nonlinear Coulomb
friction modeled as [148]:
Ff n (ẋ) = Af sgn(ẋ)

(2.243)

where sgn is the signum function and Af ∈ R is the unknown amplitude. Further,
the nonlinear ripple/cogging forces Fr that arise due to the electromagnetic eﬀects
through the coil windings wrapped around equally spaced permanent magnets at a
pitch of ξ is modeled as a periodic function, i.e., Fr (x + ξ) = Fr (x) and is modeled
by the ﬁrst several harmonics as, see [114]:
Fr (x) = ATr Sr (x)

(2.244)

where Ar = [Ar1s Ar1c · · · Arqs Arqc ]T ∈ R2q is the vector of unknown weights, q is
the number of harmonics used to approximate Fr (x), and Sr is the vector of known
basis functions as:
Sr = [sin(

2πx
2πx
2πqx
2πqx T
) cos(
) · · · sin(
) cos(
)]
ξ
ξ
ξ
ξ
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Deﬁne the state vector x = [x1 x2 ]T ∈ R2 where x1 = x, x2 = ẋ represent position
and velocity, respectively. Substituting (2.242), (2.243), (2.244) into (2.241), the state
space model of a linear motor drive with delayed uncertain dynamics is given as:
�

ẋ = Ax + Bk u(t − τ ) + Δ(x, t)
⎡

(2.245)

⎤

⎡ ⎤
0 1
0
⎦, B = ⎣ ⎦, a = β , k = 1 , and Δ(x, t) = −Af sgn(x2 ) −
where A = ⎣
M
M
0 −a
1
ATr Sr (x1 ) + Fd ∈ R is the lumped disturbance. In practice, we cannot measure all
the state variables or we may choose not to measure some of them throughout their
operation due to technical or economic reasons. Hence, only the system output y(t)
is considered available as:
y(t) = Cx(t)

(2.246)

where C = [0, 1] is the system output matrix.
Our objective is to design a bounded control law u(t) so that the system state x(t)
tracks the desired trajectory xd (t) as closely as possible when only the measurements
y(t) and yd (t) are available in the presence of system uncertainties and input delay.
Deﬁne the desired state xd = [x1d x2d ]T , where x1d = xd , x2d = ẋd , which is generated
by the following reference model:
ẋd = Ad xd + Bkd uc (t − τ )
⎡

1

⎤

⎦, uc (t − τ ) ∈ R is the delayed reference input, ad1 = 2ζd ωd ,
−ad2 −ad1
= ωd2 , and kd = ωd2 are the desired parameters, ωd is the desired natural frequency

where Ad = ⎣
ad2

0

(2.247)

of the reference model and ζd is the desired damping ratio.
To test the proposed output feedback PARC design, the simulation is run with
the system parameters M = 100, β = 0.2, Af = 0.04, Ar = 0.02, Fd = 0.01, total
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input delay τ = 0.05, x(s) = [0, 0]T , ∀s ∈ [−τ, 0], u(v) = 0, ∀v ∈ [−2τ, 0] and
1
1
) sin( 6πx
)]T . The variation ranges of the system parameters are known
Sr = [sin( 2πx
0.06
0.06

to the controller and given by β ∈ [0.1, 0.3], Af ∈ [0.01, 0.06], Ar ∈ [0.01, 0.04],
Fd ∈ [−0.1, 0.05], and δM = 0.15. A stable reference model as in (2.247) with ζd =
1, ωd = 15, xd (0) = [0, 0]T is considered. The reference input command uc (t) is
generated as the square wave with amplitude of 1 and half-period of 2. The adaptation
o
= zM = 0.0001, and
gains are set as γθˆz = 100 ∗ I2 , γλˆz = γdˆz = γθˆ = 100, M

M = 0.05.
The PARC controller is implemented as in Algorithm 1 with the initial conditions
for the estimators set as x̂(0) = ẑ(0) = [0, 0]T with L = [0, 3]T . It can be checked
that (Ad − LC) < 0 and G(s) is SPR, thus satisfying the conditions in Lemma 1
and hence guaranteeing the existence of P, Q > 0 for (2.157) and (2.158). Further,
∃Pp > 0 which satisﬁes the Lyapunov equation ATd Pp + Pp Ad = −Q, Q = 200I2 . To
implement the PARC, a discretized approximation of integration is performed [41]
and Euler approximation is carried out for parameter adaptation with the sampling
rate of 1 kHz.

Theoretical veriﬁcation
Theorem 2.1.6 allows for checking the stability and performance of the closed
loop system with the proposed PARC design in advance of running the simulation.
Speciﬁcally, for the considered example of motion control of the linear motor system,
τ = 0.05 < τ ? = 0.06 s and the theoretical ultimate tracking error bound (2-norm) is
1.92 as determined from Theorem 2.1.6. However, it must be noted that the converse
of Theorem 2.1.6 is not true, i.e., even if the system uncertainties and input timedelay do not comply with the stated feasible margins for τ ? , the proposed controller
still can perform successfully despite that it is not theoretically guaranteed. The
application of the proposed PARC design and comparison with the baseline ARC
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Figure 2.15.. Trajectory Tracking (Proposed PARC vs. Baseline ARC)

design are demonstrated next to show accurate tracking results with the proposed
PARC design.

Simulation results
Figure 2.15 shows the closed loop trajectory tracking when both the PARC and
the baseline ARC designs are applied. It can be observed that superior trajectory
tracking for both x1 (position) and x2 (velocity) is obtained with the proposed PARC
design under the presence of input delay of 50 ms, parameter uncertainties, and timevarying disturbances when only the velocity measurements are available. However,
when the baseline ARC was applied, the response can be seen to get increasingly
oscillatory towards instability. This trend is clearly visible in the tracking error plots
as shown in Fig 2.16.
The success of the proposed PARC design compared to the baseline ARC design
is evaluated by two measures: 1) average sum of the absolute tracking errors and 2)
norm of the tracking error signal, taken for the entire simulation time. The average
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sum of absolute tracking error performance for z1 and z2 is observed as 3.602 × 10−5
and 1.206×10−4 for the PARC design and 7.442×10−2 and 8.551×10−2 for the baseline
ARC design, respectively. This amounts to about 2000 and 700 times improvement in
average performance with the PARC design compared to the baseline controller. The
norm of the tracking error signal is observed as 0.0151 and 10.687 for the PARC design
and the baseline ARC design, respectively. This amounts to about 700 times the
performance improvement with the PARC design compared to the baseline controller.
This shows the enormous beneﬁt of using the proposed PARC control framework for
high performance applications. At the end of the simulation, the tracking error with
the PARC design is observed to converge to small values of −0.2504 × 10−4 and
−0.4031 × 10−4 for the PARC design. This demonstrates more accurate trajectory
tracking in spite of the delay and system uncertainties without full state accessibility
using the proposed PARC design over the baseline ARC design. Finally, the 2-norm
of the tracking error at the end of the simulation time using the proposed PARC
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design is 4.745 × 10−5 which is well within the theoretical 2-norm error bound, which
further numerically validates the design.
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Figure 2.17 shows the history of parameter adaptation states which are bounded
due to their projection type adaptations. Finally, Fig. 2.18 shows the bounded and
control input (voltage) history for the proposed PARC design facilitating reference
trajectory tracking of both the system states.
This concludes the numerical validation of the proposed PARC design with its
accurate trajectory tracking and bounded control magnitudes using only the system
measurements while simultaneously attenuating the eﬀects of input time-delay, parameter variations, and time varying disturbances.
Finally, we also include some simulation results for small variations in the input
delay to evaluate the robustness of the proposed PARC framework.
For linear motor control over IEEE 802.15.4 MAC protocol, the delay arises due
to communication latencies as well as temperature dependent electro-mechanical time
constants of the motor that varies in the interval [0.02, 0.06]s [149], [150]. In this
regard, we investigate the performance of the proposed design for a range of delays
through simulations as shown in Table 2.1. It can be observed that the PARC design
is also robust to small variations in the nominal input delay.
Delay

0.02
0.03
0.04
0.05
0.06

Average sum of absolute tracking error
Proposed
Baseline
z1 z2
z1 z2
0.009 0.034
0.016 0.707
0.013 0.360
0.049 1.731
0.007 0.283
0.181 6.071
0.001 0.009
NaN NaN
0.008 0.318
NaN NaN

Table 2.1.. Comparison of tracking error for proposed (PARC) vs. baseline
(ARC) designs for diﬀerent delays
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3. Formal Model Checking Tool for Automation Surprise
Detection in the Flight Deck Human-Machine System
3.1

Hybrid system based veriﬁcation and validation (V & V) framework
for mode confusion detection
In this section, formal state space models of the automation and pilot are dis-

cussed. The proposed approach involves developing modular, interacting formal models of the automation and pilot. The interacting dynamics of the automation’s continuous and logical behaviors are described using a hybrid system. To enable feasible
formal veriﬁcation using model-checking, the hybrid system is abstracted through
intent inference using predicate-based abstraction to obtain an intent-based FSM,
while preserving the crucial information for mode confusion. On the other hand, the
pilot’s decision-making behavior is directly modeled as an intent-based FSM. This is
discussed in the below subsections.
Further, the abstracted intent-based FSMs of the automation and the pilot are
then synchronously composed and formally veriﬁed for a desired safety speciﬁcation
stated using Action Computation Tree Logic (ACTL) with the NuSMV model checker
[151]. This is discussed in the next Section 3.1.2.

3.1.1

Modeling of automation and pilot behaviors

Formal modeling of automation: hybrid system
A wide range of the actual aircraft behavior has a hybrid nature that cannot be
accurately captured by other simpler dynamic models [79, 84, 93]. A hybrid model
is a natural way to describe the interacting physical and logical dynamics of the
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aircraft automation and describe the coupling between the discrete and continuous
state dependent guard conditions. This enables us to accurately detect confusions
that occur sequentially because it is possible to precisely describe the continuous
evolution of the aircraft between the occurrence of such mode confusions by using
a hybrid model. Using a hybrid model, the aircraft’s motion can be described by
decomposing its behavior into a sequence of discrete ﬂight modes along with the
mode-speciﬁc continuous dynamics as shown in Fig. 3.1 [13,93]. The ﬂight modes refer
to the aircraft automation’s discrete states (e.g., Vertical Speed (V/S), Flight Level
Change (FLCH), Vertical Navigation (VNAV)) that govern the continuous evolution
of the aircraft motion (e.g., speed change, altitude change). A brief description of
some ﬂight modes of the automation’s ﬂight management system (FMS) is given in
Table 3.1. For example, the aircraft’s motion of climbing and leveling-oﬀ at a target
altitude can be described by a ﬂight mode transition from the “V/S” mode to the
“Capture” mode, and to the “ALT HLD” mode. In each ﬂight mode, the dynamics
˙ the altitude rate) are described to be initially
of the continuous state (in this case, h,
ḣ > 0 in the “V/S” mode, ḣ > 0 in the “Capture” mode, and ḣ = 0 in the “ALT
HLD” mode. Note from Fig. 3.1 and Table 3.1 the V/S mode should be manually
engaged to achieve a desired vertical speed, while the Capture mode is automatically
engaged to enable smooth level-oﬀ.
Formally, a discrete-time hybrid system is composed of the continuous state xk ∈
X ⊆ Rn and discrete mode qk ∈ Q = {1, 2, . . . , Nq } whose evolutions (where k is the
discrete time index) are described by the diﬀerence equation through a linear map
f (·) : Q × X × U → X and transition set-valued relation R(·) : Q × X × Σ → 2Q ,
respectively as:

xk+1 = Aqk xk + Bqk uk

(3.1a)

qk+1 = R(qk , xk , σk ) if [xk T σ k T ]T ∈ Da (qk , qk+1 )

(3.1b)

125

Table 3.1.. Generic ﬂight modes (i.e., automation’s discrete states)
Flight Modes
V/S (Vertical Speed)
Capture
ALT HLD (Altitude
Hold)
HDG (Heading)
FLCH (Flight Level
Change)
SPD (Speed)
THR IDLE (Thrust
Idle)

Description
pitch regulation by elevator to achieve desired
vertical speed
pitch regulation by elevator to smoothly level-oﬀ to
target altitude
maintain target altitude
maintain magnetic heading
maintain airspeed by pitching up or down
adjust thrust to maintain airspeed
engine thrust decreases to idle power

Figure 3.1.. Automation (an aircraft’s motion shown with solid boundary
and grey interior) as a hybrid system (vertical dimension is shown for
illustration; black lines and small black lines indicate altitude and mode
switches respectively)

where Eq. (3.1) describes the interacting physical (Eq. (3.1a)) and logical (Eq.
(3.1b)) dynamics of the aircraft automation’s behavior; Aqk is the system matrix;
Bqk is the continuous control input matrix; superscript T refers to the transpose of
a vector; σ ∈ Σ = Σa ∪ Σp = ({sαβ } → {true, false}) refers to the autonomous or
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forced discrete control inputs (superscripts a and p refer to the automation and pilot,
respectively), and {sαβ } denotes a discrete input signal set that enables the ﬂight
mode transition from α to β; uk ∈ U = U a ∪ U p denotes the continuous control
inputs; and Da : Q × Q → 2X×Σ denotes the automation’s guard set which represents
the conditions under which the mode transitions happen as:
Da (α, β) = {[xT σ T ]T | x ∈ X, σ ∈ Σ, Lαβ x ≤ 0 ∨ σ(sαβ ) = true}, ∀α, β ∈ Q (3.2)
In Eq. (3.2), Lαβ x <= 0 denotes a linear guard structure where some linear combination of continuous states x satisfying certain preset conditions trigger a ﬂight
mode transition from ﬂight mode α to ﬂight mode β. Here, Lαβ are trinary variables
which take the value −1, 0, or 1, selecting certain states x over others. For example,
if v > vmaxspeed holds true (where v is the aircraft’s airspeed, and vmaxspeed denotes
maximum allowed airspeed in the conﬁguration), which can be re-written in matrix
form with Lαβ = −1, x = (v − vmaxspeed ) as Lαβ x <= 0, in ﬂight mode α=V/S, then
an automatic transition is enabled to a ﬂight mode β=open climb (OP CLB). Additionally, the discrete transition from ﬂight mode α=ALT HLD to ﬂight mode β=V/S
is enabled when the pilot applies a discrete input sαβ by pressing the “V/S” button
and setting the desired vertical speed on the MCP.
Due to the high dimension of the aircraft’s continuous states and a large number
of ﬂight mode combinations, performing model-checking on the above hybrid model
of the automation is infeasible in general. To tackle this problem, the hybrid system
is abstracted to a ﬁnite-dimensional FSM with ﬂight intents as its states using intent
inference, such that the critical information about the mode confusion is retained.
A ﬂight intent is deﬁned as an abstract state that captures the causal relationship
between the aircraft’s observed behavior and the automation’s or the pilot’s control
commands, and describes the immediate goal of the automation and pilot. Thus,
assigning situation-action pairs with goal labels (i.e., ﬂight intents) enables to manage
the complexity of the pilot-automation system for mode confusion purposes [86]. Since
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intents are not directly available, we need to initially construct an intent set, then
infer them using information such as the aircraft’s continuous states, ﬂight modes,
and automation’s and pilot’s inputs.
Construction of ﬂight intent set: The motivations to introduce an abstract discrete intent state (in place of using the automation’s continuous states and discrete
ﬂight modes) are three-fold. First, the mode confusion is characterized by the divergence between the pilot’s immediate goal/intent for the actual behavior of the automation and the goal of the automation, and thus happens in the intention domain.
Second, using ﬂight intents as the discrete states of the automation and pilot model,
the automation’s and pilot’s complex behaviors can be described at a higher-level
(than the continuous or discrete aircraft states) and directly compared [86]. Third,
an intent-based abstraction of the hybrid model enables us to put forward a coherent,
computationally eﬃcient and descriptive formal framework for mode confusion detection, where the intents belong to a smaller cardinal set unlike the inﬁnite-dimensional
continuous states.
In this sense, ﬂight intents are used to address the safety issue eﬀectively at a
higher level than the continuous states and ﬂight modes by inferring the cause that
makes the automation or pilot issue necessary control commands. It is important to
note that in the realm of the cockpit under a given situation, only ﬁnite intents are
relevant, as the intents are usually constrained by ﬂight manuals, standard procedures,
and ATC regulations [152]. The ﬂight intent set is constructed by noting that the
aircraft’s behavior is induced by the ﬂight modes of the automation (i.e., autothrottle
and autopilot modes). The modes of the autothrottle govern the speed behavior of
the aircraft, while the autopilot modes govern the lateral and vertical behaviors of
the aircraft through inputs from the mode control panel (MCP) (as shown in Table
3.2). More formally, a ﬂight intent set {i I} ∈ I given in Eq. (3.3) is constructed
by performing a sign-based predicate abstraction of the continuous state rates along
each of the speed (S), lateral (L), and vertical (V) dimensions in each ﬂight mode
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using a set of three Boolean predicates and qualitative reasoning [109, 110]. The
aircraft’s continuous state derivative is mapped into either < 0, = 0, or > 0 regions,
i.e., l I = l I1 ∪ l I2 ∪ l I3 , l = S, L, V, where l I1 = {(ẋl , ql ) | ẋl < −r , ql ∈ R(q, x, σ)},
l I2

= {(ẋl , ql ) | −r ≤ ẋl ≤ r , ql ∈ R(q, x, σ)}, l I3 = {(ẋl , ql ) | ẋl > r , ql ∈ R(q, x, σ)},

∀q ∈ Q, x ∈ X, σ ∈ Σ, ∪ is the union operator, and r is a small positive number to
account for uncertainties, by a technique known as parallel composition [102]. The
ﬂight intent set I is then compositionally constructed to generate a total of 27 3-tuple
intent elements as:
I = {1 I, 2 I, . . . , 27 I}
i

I = (iS I, iL I, Vi I), i ∈ {1, 2, · · · , 27}

i
SI

∈ {Accelerate, Decelerate, Constant Speed}

i
LI

∈ {Turn Left, Turn Right, Constant Heading},

i
VI

∈ {Climb, Descend, Constant Altitude}.

(3.3)

By the above construction, the tactical behavior of the aircraft can be over-approximated
to a discrete mutually exclusive intent set (with cardinality of the set at most 27)
suﬃcient for mode confusion detection. For example, the speed v of an aircraft is
abstracted into v̇ > 0 (accelerate intent), v̇ < 0 (decelerate intent), v̇ = 0 (constant
speed intent). Fig. 3.2 describes the same vertical motion of the aircraft as in Fig. 3.1
but in the intent domain where ﬂight intent transitions from the constant altitude
intent to the climb intent, followed by transitioning back to the constant altitude
intent.
The proposed abstraction procedure for the hybrid model of the automation is
explained below as in Fig 3.3.
Abstraction of domain: To succinctly describe the aircraft’s motion for the purpose of mode confusion detection, the hybrid states X × Q are mapped to the intent
domain I by a function z : X × Q → I which infers the intent Ika ∈ I based on the
sign of the continuous state derivatives (i.e., ẋ < −r , −r ≤ ẋ ≤ r , ẋ > r , where r

129

Table 3.2.. Construction of intent set (the last row refers to ﬂight intents)
(Note that the ﬂight modes SPD: Speed, THR CLB: Climb Thrust, THR
IDLE: Idle Thrust, A FLOOR: Alpha Floor, HDG SEL: Heading Select,
TRK: Track, LOC: Localizer, V/S: Vertical Speed, ALT HLD: Altitude
Hold, FLCH: Flight Level Change)
Autothrottle Flight
Modes
Speed (S)
SPD
THR (CLB or IDLE)
A FLOOR
···
{Accelerate, Decelerate,
Constant Speed}

Autopilot Flight Modes
Lateral (L)
HDG SEL
TRK
LOC
···
{Turn Left, Turn Right,
Constant Heading}

Vertical (V)
V/S
ALT HLD
FLCH
···
{Climb, Descend, Constant
Altitude}

Figure 3.2.. An aircraft motion (shown with solid boundary and grey
interior) as ﬂight intent transitions (only the vertical dimension is shown
for illustration; black lines and small black lines indicate altitude and
intent switches respectively)

is a small positive number to account for uncertainties) for each discrete ﬂight mode
qk . This is mathematically expressed as:
Ika = z(xk , qk ), I ∈ I

(3.4)
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Figure 3.3.. Schematic of the proposed abstraction framework for the
hybrid model

For example, if (ḣk > 0) ∧ (qk := V/S mode), then Ika = climb, where ∧ is the logical
and operator. Thus, the abstracted model for the hybrid system M is described in the
intent domain I, which is much smaller compared to the original inﬁnite-dimensional
domain. Thus, the state space explosion problem is eﬀectively addressed.
Abstraction of transition: It should however be noted that in addition to the
above domain abstraction, the transition relations must also be abstracted to obtain
an intent-based FSM. Such an abstracted intent-based ﬁnite state model M̄ a of the
automation describes the evolution of ﬂight intents of the automation whose transition
map depends on the aircraft’s continuous states and the control inputs that satisfy
the guard condition as in Eq. (3.2), and can be veriﬁed using a discrete model-checker
¯ : I × Σ → I is then given
such as the NuSMV. The abstracted transition relation R
using Eq. (3.4) as:
a
¯ a , σk )
= R(I
Ik+1
k

¯
= R(z(x
k , qk ), σk )
⎧
⎪
⎨
z((Aβ xk + Bβ uk ), β) if [xTk σkT ]T ∈ Da (α, β), ∀β ∈ Q
=
⎪
⎩I a
else
k

(3.5)
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where the continuous state propagation is performed according to Eq. (3.1a). The
form of the abstracted transition relation R̄ indicates that the next inferred intent
state depends on the current (intent) state and inputs (i.e., control actions and hybrid
states satisyﬁng guards). Put in another way, depending on the aircraft’s current state
(continuous and discrete) and pilot’s control inputs, the intent at time k + 1 could be
either the same as the intent at time k, or it could transition to a new intent according
to the intent map given in Eq. (3.4) and hybrid dynamics and linear guard given in
Eq. (3.1) and Eq. (3.2), respectively. Hence, unlike most abstraction methods which
often introduces non-determinism in the abstracted models, this is not the case in
our paper for mode confusion detection. This is because, the proposed intent-based
abstraction is basically a predicate-based “renaming” of hybrid states into a threevalued abstract “intent” domain {negative, zero, positive} as given by the z-map
deﬁned using qualitative reasoning of the ﬁrst-order continuous state rate information.
Thus the proposed abstraction avoids introducing explicit non-determinism in the
intent states in the three dimensions (i.e., speed, lateral, and vertical).
Thus, the formal abstracted model of the automation is given as a deterministic
intent-based FSM: M̄ a = (Ψ̄a , Ψ̄a0 , Ξ̄a , D̄a , R̄a ), where Ψ̄a ⊆ I is a set of discrete intent
states; Ψ̄a0 is a set of initial intent states over Ψ̄a ; Ξ̄a ⊆ X × Q × Σ × U is a set of
a
¯a : Ψ
¯ a × Ξ̄a → Ψ̄a
hybrid actions; D̄a : Ψ̄a × Ψ̄a → 2Ξ̄ ∪ {TRUE} is a guard set; and R

is a set of discrete intent transition relations which map the automation’s intent at
time k to that at k + 1 as in Eq. (3.5).

Formal modeling of pilot: intent-based FSM
Recall that ﬂight-mode situational awareness problems such as mode confusion
happen in the perception / intention domain of the pilot. Also, the pilot’s behavior
(and thus the corresponding pilot’s intent) is a time-and-action-constrained complex
task [71] which is usually constrained by the ﬂight plans, ATC advisories, ﬂight procedures, and aircraft dynamics. Further, the formal model of the pilot’s expectations
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/ intentions must conform to the constraints imposed by the UI, which encodes various ﬂight behaviors in terms of simple knob settings to facilitate vertical, lateral, and
speed motions of the aircraft. Thus, the pilot model that we are looking for should
have rich formal syntax and semantics that enable formal veriﬁcation, and at the
same time be neither too complicated nor too simplistic so that it cannot capture
important characteristics of the mode confusion problem.
Since the pilot’s expected aircraft behaviors usually follow a goal-directed policy
transitions triggered by his/her control commands [14, 111] and mode confusion is a
safety issue that happens as a conﬂict between the perception/goal of the pilot about
the aircraft’s expected behavior and the aircraft’s actual behavior and occurs at a
level higher than the underlying ﬂight modes and continuous states of an aircraft, in
this paper, an intent-based ﬁnite state machine (FSM) model of the pilot behavior is
presented as eﬀective and suitable for a range of mode confusion problems. In this
sense, this paper describes the pilot’s behavior as the discrete transitions between
his/her immediate goals/intent states I p ∈ I triggered both due to input and to
state-dependent guard conditions along the speed, lateral, and vertical dimensions.
For example, the pilot intent FSM is constructed based on the desired task the pilot
tries to achieve when he/she decides the desired ﬂight behavior (i.e., ﬂight intent
p
= climb) using the recent ﬂight behavior (e.g., Ikp = constant altitude), the
e.g., Ik+1

aircraft’s continuous states (e.g., xk = −r ≤ ḣk ≤ r , where r is a small positive
number), and ﬂight modes (e.g., qk := ALT HLD mode). Accordingly, the pilot issues
commands to the automation through the MCP (e.g., σkp := the pilot either noses up
using the control yoke or sets a higher target altitude Hs on the MCP) to achieve
his/her desired mode transition (e.g., perform a climb maneuver due to satisfaction
of the guard Hs > hk ).
If we consider the pilot’s control behavior, it is often found that he/she appropriately switches between certain simple primitive goals/intents using the speed, lateral,
and vertical dimensional buttons on the MCP to achieve his/her expected behavior of
the aircraft [153]. For example, consider an aircraft maintaining a constant altitude
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when the pilot turns up the altitude knob on the MCP and engages the V/S knob
expecting the aircraft to perform a climb maneuver. Under this condition, it can be
inferred that the pilot intent state transitions to a diﬀerent intent state (e.g., transition from “Constant Altitude” intent to “Climb” intent). The switching/transition
between primitive ﬂight intents, given as in Eq. (3.3), can approximate the pilot’s
decision-making behavior about the aircraft’s expected tactical behavior while incorporating both the continuous and discrete information for mode confusion purposes.
Hence, the pilot is formally modeled as an intent-based FSM to describe certain aspects of human cognition such as his/her summary predictions of what will happen,
which is useful in detecting the mode confusion [79]. Such an intent-based model
for the pilot has also been successfully used to study several other mode confusion
cases in our related works [13], [14], [91], [154], although not for formal veriﬁcation
purposes as in this paper. To mathematize this notion, the pilot intent transitions are
given by a formal linear guard for the pilot’s decision making. The guard describes
the aircraft state conditions presumed by the pilot, the pilot’s inputs, and the pilot’s
understanding of the automation logic that together enable the mode transition. The
mathematical description of the automation’s guard structure as perceived by the
pilot is:
D̄p (i, j) = {[xT σ T uT ]T | x ∈ X, σ ∈ Σ, u ∈ U, Kij x ≤ 0 ∨ σ(wij ) = true}, ∀α, β ∈ Q
(3.6)
where superscript T refers to the transpose of a vector; {wij } denotes a discrete input
signal set that enables the ﬂight intent transition from i I to j I, as perceived by the
pilot, and Kij x captures how well the pilot knows the dependence of the automation’s
transition logic on the continuous states to enable his/her intent transition from i I
to j I as given in Eq. (3.3). Here Kij are trinary variables which take the value −1, 0,
or 1, selecting certain states x over others, and thus Kij x <= 0 denotes a linear
guard condition for a pilot intent state transition. For example, consider an aircraft
maintaining a constant altitude when the pilot turns up the altitude knob on the
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MCP to increase the hset value. Then if h < hset , where h is the aircraft’s altitude,
holds true (which can be re-written in matrix form with Kij = 1, x = (h − hset ) as
Kij x ≤ 0), the pilot intent state transitions to a diﬀerent intent state (e.g., transition
from ’Constant Altitude’ intent to ’Climb’ intent). These parameters of the pilot
model could be determined from ﬂight simulations / expert opinions. Then, Eq. (3.7)
describes the pilot’s intent transition logic where his/her intent (or an immediate goal)
transitions from i I at time k to j I at time k + 1. The ﬂight intent can change when
either the aircraft’s continuous state approaches a certain set target/threshold value
or due to the pilot’s control inputs (as stated in Eq. (3.6)). Additionally, the ﬂight
intent can remain the same (i.e., a default/self transition from i I at time k to i I at
time k + 1) if no conditions in Eq. (3.6) hold true. Note that, generally the pilot
can excercise a non-deterministic choice both due to the eﬀect of feedback, i.e., the
transitions in pilot behaviors depend on environmental conditions such as aircraft’s
states and ATC clearances which are external to the pilot, and his/her control actions
e.g., either turn up or turn down the ALT knob, dial a non-deterministic value into
ALT window.

p
=
Ik+1

⎧
⎪j
⎨
I

if [xTk σkT ]T ∈ D̄p (i, j), ∀j ∈ {1, 2, · · · , 27}

⎪
⎩i I

else

(3.7)

¯ p is similarly
Thus, the formal deterministic intent-based FSM model of the pilot M
given by replacing the superscript “a” in M̄ a with “p”. It is worth pointing out that
a typical cause for mode confusion is (as observed from the above automation and
¯a =
¯ p.
6 D
pilot models): D

3.1.2

Veriﬁcation of the pilot-automation interaction system for mode
confusion detection

To formally verify with the model checking tools such as NuSMV or PRISM, in
addition to inputting the abstracted models of the automation and the pilot, it is
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necessary to formally state the safety speciﬁcation and compose the models. This is
discussed below.

Safety speciﬁcation
The proposed framework allows mode confusion to be detected by directly comparing the pilot’s inferred intent with that of the automation. This is formally given
as a safety speciﬁcation φ¯ := AG nodivergence expressed in temporal logic formalism
using Action Computation Tree Logic (ACTL) with standard spatial and temporal
boolean operators [155] as:
AG nodivergence,

(3.8)

where nodivergence := (automation.intentstate Ika = pilot.intentstate Ikp )
Note that φ̄ := AG nodivergence literally means always globally nodivergence. Here,
the spatial and temporal operators AG ensure that the model checker explores all
possible reachable states of the formal model and into the future under the given
initial conditions and set of inputs to check if there exists no mismatch between the
automation’s and pilot’s intent states in the abstracted pilot-automation system. In
this sense, if φ̄ is found to be false anytime along the exploration path, then we would
have found an instance of mode confusion.

Veriﬁcation process
Finally, since the pilot’s and automation’s decision-making are sequential in nature and depend on each other’s input/output relationship, the formal models of the
pilot and automation are synchronously combined to capture the interaction between
the automation and pilot. Thus, the abstracted pilot-automation system (a Kripke
model M̄ ap ) is obtained by performing (an event-triggered) synchronous-reactive com¯ p for the
position [79] of the automation intent FSM M̄ a and the pilot intent FSM M
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desired speciﬁcation, φ¯ := AG nodivergence, as summarized in Fig. 3.4. If all the
reachable states upon exhaustive state space exploration under all possible inputs
¯ := {φ̄} i.e., M̄ ap |= Φ,
¯ then it is
of M̄ ap satisfy all the veriﬁcation formulae of Φ
guaranteed that the pilot-automation interaction system M̄ ap is correct for the de¯ If there is a violation of any safety speciﬁcation φ¯ ∈ Φ,
¯
sired safety speciﬁcation Φ.
then the model checker (e.g., the NuSMV) will provide a counterexample with a
trace as to what led to that counterexample. The entire formal veriﬁcation process
is summarized in Fig. 3.4.

Figure 3.4.. Formal veriﬁcation using model checking

3.2

Simulation case studies: Boeing 777’s Kill-the-Capture incident, Airbus 312’s speed protection accident
In this section, the proposed method is demonstrated with two real mode confusion

examples.
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Example 1: Kill-the-Capture Incident
Description of Incident
The “Kill-the-Capture” incident of 1989 is depicted in Fig. 3.5. In this incident
[15], the Boeing-737 aircraft was initially climbing to reach a set altitude of Hf =
27, 000 feet when it autonomously transitioned into the Capture mode at Hc = 25, 000
feet. Then, having received a new ATC instruction at 26,500 feet to descend to
Hs = 24, 000 feet, the pilot turned down the MCP knob to a new target altitude of
24,000 feet. Based on the autopilot logic, the aircraft autonomously transitioned to
the vertical speed free climb mode which is parameterized only by the vertical speed
setting and unrestricted by any target altitude constraint. This resulted in the aircraft
climbing unconstrained instead of the pilot-expected descent to 24,000 feet, causing
the mode confusion. Unfortunately, the pilot was unaware of this autonomous mode
transition from his/her perceived automation logic and the information presented on
the UI. It should be noted that the automation in this incident was working correctly
according to its designed logic, but the incorrect interaction with the pilot caused the
mode confusion problem.

Figure 3.5.. Kill-the-Capture mode confusion incident (black continuous
and broken lines indicate altitude)
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Application of the proposed algorithm
The methodology for mode confusion detection follows the proposed framework
in the previous section.
Formal model of the automation: The hybrid system model for the automation
that describes the aircraft’s behavior for the “Kill-the-Capture” incident is discussed
here. The diﬀerent ﬂight modes q ∈ Q = {1, 2, 3} and their respective continuous
dynamics xk+1 = Aq xk , where xk = [hk h˙ k ]T (h and ḣ are the aircraft’s altitude and
altitude rate, respectively) and Aq are 2×2 system matrices, are given below [14,154]:
1. q = 1: V/S mode
⎡

hk+1

⎤

⎡

⎤⎡ ⎤
h
⎦ ⎣ k⎦
1
h˙ k

1 Ts

⎦=⎣
⎣
˙hk+1
0

(3.9)

2. q = 2: Capture mode
⎡

hk+1

⎤

⎡

1

⎣
⎦=⎣
γ 2 Ts
ḣk+1

⎤⎡ ⎤ ⎡
⎤
hk
0
⎦⎣ ⎦ + ⎣
⎦
2
1
ḣk
−γ Ts Hf

Ts

(3.10)

3. q = 3: ALT HLD mode
⎡

⎤⎡ ⎤
1 0
h
⎣
⎦=⎣
⎦ ⎣ k⎦
0 0 h˙ k
h˙ k+1
hk+1

⎤

⎡

(3.11)

where Hf , Ts , γ denote the MCP target altitude set by the pilot, the sampling rate
and the capture rate, respectively.
The discrete mode transitions, which could be either autonomous or pilot triggered
upon the satisfaction of the guard condition Da (α, β), ∀α, β ∈ Q = {1, 2, 3} for the
“Kill-the-Capture” incident, are given below. Note that the autopilot can do more
complex cases but to demonstrate the proposed method, the example considers a
simple yet illustrative case. For example, an autonomous ﬂight mode transition from
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the V/S mode to the Capture mode is triggered when the aircraft reaches the capture
altitude, i.e., hk = Hc .
Da (1, 1) = X × Σ \ (Da (1, 2) ∪ Da (1, 3))
Da (1, 2) = {[[h ḣ] σ p σ a ]T | sgn(ḣ)(h − Hc ) ≥ 0}
Da (1, 3) = ∅
Da (2, 1) = {[[h ḣ] σ p σ a ]T | Hs < Hc < h ∨ σ p = σ3p }
Da (2, 2) = X × Σ \ (Da (2, 1) ∪ Da (2, 3))

(3.12)

Da (2, 3) = {[[h ḣ] σ p σ a ]T | h − Hf = 0}
6 Hf ∨ σ p = σ3p }
Da (3, 1) = {[[h ḣ] σ p σ a ]T | h =
Da (3, 2) = ∅
Da (3, 3) = X × Σ \ (Da (3, 1) ∪ Da (3, 2))
where superscript T refers to the transpose of a vector; \ denotes the set diﬀerence
operator; ∪ is the set union operator; sgn is the sign function; and ∅ denotes the
empty set. In Eq. (3.12), σ p = {σ1p , σ2p , σ3p } ∈ Σp refers to the pilot’s discrete inputs,
where σ1p denotes the pilot turning the ALT knob to initial target altitude Hf , σ2p
refers to the pilot turning the ALT knob to newly set altitude Hs , and σ3p refers to
the V/S button engagement by the pilot. σ a ∈ Σa is the automation’s discrete input
that refers to the capture altitude Hc computed by Hc = Hf − sgn(ḣ)ζ, where ζ is a
design threshold.
Appropriate ﬂight intent set: The 3-dimensional vertical intent state space (only
the aircraft’s vertical motion is relevant for this incident) for the “Kill-the-Capture”
incident is given as:
I ∈ I = {Climb, Descend, Constant Altitude}

(3.13)
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Then, the intent-based FSM model of the automation can be obtained according to
the intent transition logic in Eq. (3.5) for the above hybrid model, starting from the
V/S mode and the climb intent and is shown in Fig. 3.6. The following parameters
are considered for initiating and running the algorithm [14, 102]: Hf = 27, 000 feet,
Hs = 24, 000 feet, Hc = 25, 000 feet, initial altitude h0 = 24, 000 feet, initial altitude
rate ḣ0 = 50 feet/sec, r = 1 feet/sec, and ζ = 1, 000 feet. The capture rate constant
is taken as γ = 0.2 and the sampling time is taken as Ts = 5 sec assuming surveillance radar/mode C transponder is used for measurement (if Automatic Dependent
Surveillance-Broadcast (ADS-B) is assumed, update interval can be taken as Ts = 1
sec and this restriction can be relaxed during mechanization of the algorithm).

Figure 3.6.. Automation’s intent FSM for the Kill-the-Capture incident

Formal model of the pilot: The pilot’s intent-based FSM is constructed with
¯ p (i, j), ∀i, j = {1, 2, 3} (where 1 : climb, 2 :
the pilot’s perceived guard conditions D
descend, 3 : constant altitude) as given below and as shown in Fig. 3.7 (only important
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transitions are indicated), using the aircraft’s continuous states and ﬂight modes,
along with the pilot’s inputs:
¯ p (1, 1) = X × Σ \ (D̄p (1, 2) ∪ D
¯ p (1, 3))
D
D̄p (1, 2) = {[[h ḣ] σ p σ a ]T | h > Hs ∧ σ p = σ3p }
D̄p (1, 3) = {[[h ḣ] σ p σ a ]T | |h − Hf | ≤ δ}
D̄p (2, 1) = {[[h ḣ] σ p σ a ]T | h < Hs ∧ σ p = σ3p }
D̄p (2, 2) = X × Σ \ (D̄p (2, 1) ∪ D̄p (2, 3))

(3.14)

D̄p (2, 3) = {[[h ḣ] σ p σ a ]T | |h − Hf | ≤ δ}
D̄p (3, 1) = {[[h ḣ] σ p σ a ]T | h < Hs ∧ σ p = σ3p }
D̄p (3, 2) = {[[h ḣ] σ p σ a ]T | h > Hs ∧ σ p = σ3p }
¯ p (3, 3) = X × Σ \ (D̄p (3, 1) ∪ D
¯ p (3, 2))
D
where δ is a constant parameter denoting the distance within which the altitude
capture happens as perceived by the pilot. The pilot’s intent transitions are obtained
according to Eq. (3.7). For example, the pilot’s model starts in the climb intent state,
i.e., Ikp = climb. If the guard (Hs < hk ) (i.e., pilot turns down the ALT knob and
sets lower target altitude value on the MCP) ∧ σkp := (V/S button) is satisﬁed, it
triggers an intent transition to the Ikp+1 = descend state for the pilot. Similarly, other
transitions can be understood. To run the algorithm, the value of δ = 100 feet is
considered.
Safety Speciﬁcation: In the “Kill-the-Capture” incident, the mode confusion occurs when the pilot changes the MCP target altitude value from the previously set
value of Hf = 27,000 feet to Hs = 24,000 feet while the autopilot is still in Capture
mode. If the capture start altitude Hc is between the newly set MCP target altitude
Hs and the current altitude hk , then the autopilot will autonomously enter the V/S
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Figure 3.7.. Pilot’s intent FSM for the Kill-the-Capture incident

climb mode and ignore the newly set altitude constraint, running contrary to the
pilot’s expectation/intent of descending aircraft motion. To detect this, we deﬁne:
φ̄ := nodivergence = AG !(V Ika = climb & V Ikp = descend)

(3.15)

where & is the logical conjunction operator in the NuSMV.
Formal model of the pilot-automation system and Model checking: The aggregate pilot-automation interaction system is obtained by synchronously composing
the intent-based FSMs of the automation (Fig. 3.6) and pilot (Fig. 3.7) by translating
them to a single model in the SMV language. When this aggregated formal model and
¯ are fed to the NuSMV model checker,
the temporal logic safety speciﬁcation (i.e., φ)
the safety speciﬁcation is monitored and a counterexample violating the speciﬁcation
is generated with detailed trace information (which helps to explain what led to this
incident) in fraction of a second. We’d like to note that this is possible because our
method abstracts the inﬁnite dimensional hybrid model of the automation to a ﬁnite intent domain using predicate-based abstraction with qualitative reasoning and
the pilot is directly modeled in the ﬁnite intent domain, thus overcoming the statespace explosion problem that otherwise occurs working directly in the hybrid domain.
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Speciﬁcally, φ¯ := AG nodivergence is found to be FALSE, meaning that a reachable
state in which the automation’s intent is “climb” and the pilot’s intent is “descend” is
detected. This mismatch happens when the aircraft is climbing in the Capture mode
and the pilot turns down the ALT knob on the MCP. This resulted in an autonomous
transition to the V/S (CLB) mode due to the satisfaction of the automation guard
condition Hs < Hc < hk , triggering a climb maneuver. However, for the pilot model,
the corresponding guard condition is false and hence, does not match with that of the
automation. Thus, the pilot’s perceived behavior of the automation is inferred as the
“descend” intent, which is in direct opposition to the automation’s inferred “climb”
intent. This causes violation of the safety speciﬁcation i.e., nodivergence=FALSE,
which causes a mode confusion. It can be easily seen that this incident happens
due to a mismatch in the guard conditions between the automation and pilot models, and is accurately detected by the proposed algorithm. Here, we must make the
following remark : in this Kill-the-Capture incident, for the sake of simplicity and
demonstration purposes, we have chosen to abstract away the speed and lateral dimensional states and focus only on the vertical dimensional behavior when analyzing
for the mode confusion. Hence, the guard set Da is set to TRUE along the lateral
and speed dimension intent transitions. Thus for the detected counterexample, we
have certainty about the detected confusion in the vertical dimension only (which is
our particular interest in this incident) but not necessarily in the lateral and speed
dimensions. What this means is that there exists a non-deterministic interpretation
as to whether the aircraft is turning left or turning right when the mode confusion
occurred due to our nature of modeling the behaviors in the vertical dimension only
and disregarding the lateral and speed dimensional behaviors.
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Example 2: Bangalore Accident
Description of Accident
The “Bangalore” accident of 1990 is a complex mode confusion accident due to
the involvement of both “autothrottle and autopilot” modes as depicted in Fig. 3.8
[13, 127]. On February 14th, 1990, the crew of Indian Airlines Flight 605, an Airbus320 aircraft, ﬂying from Mumbai to Bangalore, India, upon approval of the control
tower, decided to perform manual landing with the autothrottle on, since the route
was familiar. The aircraft began to capture the 3 degree Glide Slope (G/S) using the
V/S + SPD modes (autopilot and autothrottle modes respectively) by performing a
descent maneuver. During this period, the copilot mistakenly input a higher vertical
speed, and input a target altitude lower than the current altitude by turning and
pressed the ALT knob. This triggered an autonomous ﬂight mode transition to the
OP DES + THR IDLE modes which went unnoticed by the crew (note: The Open
(OP) mode of Airbus is similar in functionality to the FLCH mode of Boeing as
discussed in Table 3.1). If the pilot is manually ﬂying in the OP mode, the pilot
must follow Flight Director (FD) pitch guidance to maintain airspeed, otherwise
large airspeed deviations will occur. Belatedly realizing their mistake that the aircraft
had descended too low with greatly reduced airspeed but unaware of the cause, the
captain hurriedly turned oﬀ his FD and increased the side-stick input to full aft,
expecting an autonomous ﬂight mode transition to the V/S + SPD modes to perform
a climb maneuver and regain engine power to maintain the approach speed to keep
the aircraft aﬂoat. However, the internal logic of the automation works such that the
OP mode will stay active unless both the FDs are OFF. Since only the captain’s FD
was OFF, the autothrottle continued to provide idle thrust in the THR IDLE mode.
The subsequent activation of alpha protection providing Go Around thrust was too
late, crashing the aircraft.
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Figure 3.8.. Bangalore mode confusion accident (The actual trajectory
is given by aircraft with broken boundary and white interior, while the
pilot expected trajectory is given by aircraft with solid boundary and grey
interior)

Application of the proposed algorithm
We follow a similar analysis as in Example 1 based on the proposed intent-based
mode confusion detection framework.
Formal model of the automation: The hybrid system model for the automation
for the “Bangalore” accident is discussed below. The mode-speciﬁc (q ∈ Q = {1, 2})
continuous dynamics xk+1 = Aq xk , where xk = [hk ḣk vk v̇k ]T (h and ḣ are the
aircraft’s altitude and altitude rate, respectively, and v and v̇ are the aircraft’s speed
and speed rate, respectively), Aq are 4 × 4 system matrices are given below [13]:
1. q = 1: OP mode + THR IDLE mode
⎡

⎤

⎡
1 Ts
h
⎢ k+1 ⎥ ⎢
⎥ ⎢
⎢
⎢ḣk+1 ⎥ ⎢0 1
⎥=⎢
⎢
⎥ ⎢
⎢
⎢ vk+1 ⎥ ⎢0 0
⎦ ⎣
⎣
v˙ k+1
0 0

0
0
1
0

⎤⎡ ⎤
0
h
⎥ ⎢ k⎥
⎥⎢ ⎥
0 ⎥ ⎢ḣk ⎥
⎥⎢ ⎥
⎥⎢ ⎥
Ts ⎥ ⎢ vk ⎥
⎦⎣ ⎦
1
v˙ k

(3.16)
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2. q = 2: V/S mode + SPD mode
⎡

⎤

⎡
h
1 Ts
⎢ k+1 ⎥ ⎢
⎢
⎥ ⎢
⎢ḣk+1 ⎥ ⎢0 1
⎢
⎥=⎢
⎢
⎥ ⎢
⎢ vk+1 ⎥ ⎢0 0
⎣
⎦ ⎣
v̇k+1
0 0

0
0
1
0

⎤⎡ ⎤
0
h
⎥ ⎢ k⎥
⎥⎢ ⎥
0⎥ ⎢ḣk ⎥
⎥⎢ ⎥
⎥⎢ ⎥
0⎥ ⎢ vk ⎥
⎦⎣ ⎦
0
v̇k

(3.17)

The relevant ﬂight mode transitions are given by the automation’s guard condition Da (α, β), ∀α, β ∈ Q = {1, 2} as (Note here again, the autopilot can do more
complex cases but to demonstrate the proposed method, simple yet illustrative case
is considered):
Da (1, 1) = {σ p = σ1p } ∪ X × Σ \ Da (1, 2)
Da (1, 2) = {[[h ḣ v v̇] σ p σ a ]T | (σ p = σ5p ∨ (σ p = σ2p ∧ up = up1 ))}

(3.18)

Da (2, 1) = {[[h ḣ v v̇] σ p σ a ]T | h > Hs > Hm ∧ σ p = σ3p }
Da (2, 2) = X × Σ \ Da (2, 1)
In Eq. (3.18), superscript T refers to the transpose of a vector; σ p = {σ1p , σ2p , σ3p , σ4p ,
σ5p , σ6p } ∈ Σp where σ1p refers to the pilot’s discrete control input of switching oﬀ one
of the two FDs, σ2p refers to the pilot’s discrete control input of switching oﬀ both
the FDs, σ3p refers to the pilot pressing the ALT button, σ4p denotes the pilot turning
the ALT knob to a newly set altitude Hs , σ5p = {σ5p,1 , σ5p,2 }, where σ5p,1 corresponds
to the engagement of the appropriate autopilot mode (e.g., the V/S mode), and σ5p,2
corresponds to the engagement of the appropriate autothrottle mode (e.g., the SPD
mode), σ6p denotes the pilot turning the SPD knob to a newly set airspeed Vs ; up =
a
} ∈ Σa
{u1p } ∈ U p where u1p refers to the pilot’s sidestick aft input; and σ a = {σauto

refers to the altitude h being greater than the missed approach altitude Hm .
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Appropriate ﬂight intent set: The intent state space for the “Bangalore” accident are given along the vertical and speed dimensions as:

I ∈ I = {(Climb, Accelerate), (Climb, Decelerate), · · · ,
(Constant Altitude, Constant Speed)} (3.19)
Then, the intent-based FSM model of the automation can be obtained according
to the intent transition logic in Eq. (3.5) for the above hybrid model, starting from
the OP + THR IDLE mode and the (descend, decelerate) intent and is shown in
Fig. 3.9. The following parameters are considered for initiating and running the
algorithm [127]: Hm = 600 feet, Hs = 700 feet, Vs = 132 knot, initial altitude
h0 = 1, 500 feet, initial altitude rate h˙ 0 = −15 feet/sec, initial airspeed v0 = 132
knot, initial airspeed rate v̇0 = 0 knot/sec, r = 1 feet/sec, and v = 1 knot/sec.

Figure 3.9.. Automation’s intent FSM for the Bangalore incident

Formal model of the pilot: For clarity, only the relevant of the pilot’s perceived
¯ p (i, j), ∀i, j = {1, 2, 3} (where 1 : (decelerate, descend), 2 : (conguard conditions D
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stant speed, descend), 3 : (constant speed, climb)) are given below, and the pilot’s
intent FSM is shown in Fig. 3.10 (only important transitions are indicated) as:
¯ p (1, 1) = X × Σ \ (D̄p (1, 2) ∪ D
¯ p (1, 3))
D
D̄p (1, 2) = {[[h ḣ v v̇] σ p σ a ]T | h > Hs ∧ σ p = σ5p }
D̄p (1, 3) = {[[h ḣ v v̇] σ p σ a ]T | (h < Hs ∧ σ p = σ5p ) ∨ (σ p = σ1p ∧ up = up1 )}
D̄p (2, 1) = {[[h ḣ v v̇] σ p σ a ]T | h > Hs ∧ v < Vs }
D̄p (2, 2) = (h > Hs ∧ σ p = σ3p ) ∪ X × Σ \ (D̄p (2, 1) ∪ D̄p (2, 3))
p
D̄p (2, 3) = {[[h ḣ v v̇] σ p σ a ]T | ((h < Hs ∧ σ p = σ5,1
) ∨ up = up1 )}

D̄p (3, 1) = {[[h ḣ v v̇] σ p σ a ]T | h > Hs ∧ v < Vs }
p
}
D̄p (3, 2) = {[[h ḣ v v̇] σ p σ a ]T | h > Hs ∧ σ p = σ5,1

D̄p (3, 3) = (h < Hs ∧ σ p = σ3p ) ∪ X × Σ \ (D̄p (3, 1) ∪ D̄p (3, 2))
(3.20)
Safety Speciﬁcation: Based on the accident description at the beginning of this
section, the safety speciﬁcation in this mode confusion accident is stated in ACTL
¯ = {φ̄1 | φ¯2 }, where:
using OR composition as Φ
φ̄1 := AG nodivergence1 = !(V Ika = descend & V Ikp = descend & S Ika = decelerate
&S Ikp = constant speed) (3.21)

φ̄2 := AG nodivergence2 = !(V Ika = descend & V Ikp = climb & S Ika = decelerate
&S Ikp = constant speed) (3.22)
¯ means that for all the exploratory paths of the model checker and globally
Here, Φ
in the future, there exists no mismatch between the automation’s and pilot’s speed
intent states as stated in nodivergence1 ; or there exists no mismatch between their
vertical and speed intent states as stated in nodivergence2. Note that the mode
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confusion in this accident is along both the vertical and speed dimensions, which is
a more complex mode confusion problem than the “Kill-the-Capture” incident, and
yet the proposed intent-based framework works seamlessly with this case too.

Figure 3.10.. Pilot’s intent FSM for the Bangalore incident

Formal model of the pilot-automation system and model checking: The
intent-based FSMs of the automation (Fig. 3.9) and pilot (Fig. 3.10) are synchronously
composed by translating them in the SMV language, and the temporal logic safety
¯ are fed to the NuSMV model checker. It is found that a
speciﬁcation given by Φ
counterexample, i.e., φ̄1 = FALSE or φ̄2 = FALSE, is obtained along with detailed
trace information in fraction of a second. Speciﬁcally, φ̄1 = FALSE means that a
reachable state in which the automation’s speed intent is “decelerate” and the pilot’s
speed intent is “constant speed” is detected, indicating the ﬁrst instance of mode
confusion in the “Bangalore” accident. This caused the aircraft speed to exceed the
maximum airspeed in that conﬁguration, triggering an autonomous mode transition.
This resulted in the aircraft to rapidly descend. Realizing this unexpected aircraft
behavior, the pilot turned oﬀ one of the two FDs and pulled the side-stick to full aft,
expecting the aircraft to regain its speed and climb. However, the aircraft started
to descend faster resulting in φ̄2 = FALSE. This means that a reachable state in
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which the automation’s vertical intent is “descend” and the pilot’s vertical intent
is “climb”, and the automation’s speed intent is “decelerate” and the pilot’s speed
intent is “constant speed” is detected, indicating that both the automation’s and the
pilot’s vertical and speed intents experienced a mismatch, causing the second instance
of mode confusion in the “Bangalore” accident. This conﬁrms that the “Bangalore”
accident which comprises of two sequentially occurring mode confusions is correctly
detected using the proposed intent-based mode confusion detection framework. The
detailed trace generated by the NuSMV model checker is omitted for brevity.

151

4. Summary
4.1

Conclusion
This PhD thesis has tackled two important problems.
First, this dissertation has developed a prediction-based adaptive robust controller

(PARC) framework for the input delayed uncertain nth − order LTI dynamical system
to simultaneously handle unknown parameters, known input delay, and time-varying
uncertain but bounded disturbances, while guaranteeing superior transient and steady
state tracking performance. Systematic design procedures are developed for both
single input full state feedback and SISO feedback systems. The proposed framework
preserves the advantages of the underlying control schemes such as adaptive control,
predictive control, and deterministic robust control while removing the drawbacks
with each of the methods and extracting additional beneﬁts from their integration.
The PARC design achieves this through proper robustiﬁcation of the standard
ﬁnite spectrum assignment (FSA) prediction scheme, typically used to handle input
time-delays, that could otherwise become highly inaccurate to model uncertainties. In
this regard, prediction-based adaptive model compensation with suitable predictionbased projection type adaptation laws, robust prediction scheme, adaptive robust
observer, and prediction-based robust feedback are designed to systematically attenuate the cumulative uncertainties in the presence of input delay. To eﬀectively
handle the emergent unmatched disturbance problem that arises due to the standard
FSA prediction, a robust prediction scheme is discussed that indirectly includes both
uncertain parameter and disturbance information and decomposes the cumulative
uncertainty into a larger matched term and a smaller unmatched term. This allows
the overall PARC design framework to provide high performance tracking accuracy
with strong robustness and makes it applicable for a lot of practical systems.
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The proposed PARC design reduces the need for a costly fast communication
(while allowing for non-negligible time-delay to be compensated) and a precise system model (while allowing for uncertain parameter variations and time-varying disturbances to be compensated). The practical beneﬁts of such a design are multitude:
the proposed framework (i) does not require ad hoc delay compensation strategies or
time-consuming / expensive oﬀ-line identiﬁcation of system parameters and disturbances, (ii) provides theoretical transient (exponential) and ﬁnal tracking accuracy
guarantees in a semi-global sense using rigorous Lyapunov based mathematical induction arguments for both the designs, iii) develops an adaptive robust observer to
accurately estimate the states to be used in the PARC design, (iv) provides superior tracking performance compared to baseline control design as demonstrated on
several illustrative scenarios such as longitudinal ﬂight control, motion control of linear motor drives, and DC motor speed control in the simulation, and ﬁnally, (v) we
can retrieve the results of existing control strategies with the PARC design for no
time-delay and no disturbance cases. This is made possible by the eﬀective use of
the structural information of the delayed system dynamics and uncertainty bound
information incorporated in the proposed PARC design framework.
Second, this report has developed a scalable formal V & V framework to detect the
mode confusion in the ﬂight deck pilot-automation interaction system using model
checking tool. However, the hybrid nature of the dynamics of the aircraft leads to
exponentially growing number of states for the model checker to explore, leading to the
state space explosion problem rendering the model checking infeasible in general. To
tackle this problem, the state space is partitioned along the vertical, speed, and lateral
dimensions and a predicate based intent abstraction technique is discussed by deﬁning
ﬂight intents for mapping an inﬁnite dimensional system to a ﬁnite dimensional system
using qualitative reasoning, thus eﬃciently handling the state space explosion. In
this way, the hybrid model of the automation is abstracted to obtain an intent-based
discrete event model for the automation while preserving the crucial information for
mode confusion. On the other hand, the pilot’s decision-making behavior is directly
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modeled as an intent-based FSM. Then, the intent-based abstracted discrete event
models for the automation and the pilot are synchronously composed and fed to
the model checker along with a safety speciﬁcation for mode confusion expressed in
temporal logic formalism. It has been shown that the proposed method can eﬀectively
detect well-documented aviation incidents/accidents such as Boeing 777’s kill-thecapture incident and Airbus 312’s speed protection accident.

4.2

Future Work
A lot of scope exists to extend the capability of the proposed PARC design towards

more practical systems.
• One possibility is to generalize the PARC framework to handle uncertain input
time-delays. Figure 4.1 shows the diﬀerent latencies in the ROS control loop of
UAV (quadrotor).

Figure 4.1.. Diﬀerent latencies in the control loop of a quadrotor experiment
setup (ms), LL: Low Level, HL: High Level [156]

In most such systems:
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– Communication delay comes along with computation and sensor delays
which could be diﬃcult to measure in practice since they depend on telecommunication standards, transmitter/receiver conﬁgurations, battery life, environment,
– Computation delays are time-varying and sometimes ROS can only guarantee a maximum bound on these delays
In this regard, a possible direction is to construct a delay estimator, see recent
works such as [65], [135], [37], by treating it as a new state and use the estimated
delay in the PARC design. To ensure stable adaptation, the bounds on τ can
be used with a projection algorithm as discussed in this dissertation. The error
in delay estimation can be aggregated into the cumulative uncertainties in the
prediction process and handled by the robust state feedback controller in the
PARC framework.
• In the PARC design, during the adaptation mechanism, the true controller
parameters could lie in the non-convex (albeit bounded) set. To ensure such
an adaptation is stable in spite of the disturbances and input-delay, we have
considered conservative bounds in the Projection operation (similar to robust
control design) by constructing a convex hypercube approximation to the nonconvex parameter set. Although this still ensures stability of the closed loop
system, in practice, the controller gains may get high due to their evolution
outside the assumed operating bounds which could excite unmodeled dynamics.
To improve upon this aspect, tighter varying parametric bounds with improved
Projection map need to be explored in the future.

APPENDICES
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A. Appendix A: Proof of Series Convergence S
Deﬁne a , M 2 (tj − ti ), SN ,

PN � an 1/2

and S = limN →∞ SN .

n=1

n!

N 
X

1/2  an−2 1/2
a2
n(n − 1)
(n − 2)!

Then,
SN =

√

a+

n=2

(A.1)

Using Cauchy-Schwartz inequality on (A.1):

SN ≤

√
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N
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N
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Let N → ∞, we obtain by noting the telescopic sum
S≤

√

P∞ 
n=2

1
n(n−1)

(A.2)



= 1 that:

a

a + ae 2

(A.3)
√

Finally, we have from (A.3) that by computing the maximum of

a

a+ae 2
ea

on [0, ∞)

and showing it is less than 1:
S ≤ ea
This completes the proof.

(A.4)
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B. Appendix B: Proof of Linear Diﬀerential Inequality when
Vs = 0
This proof is constructed based on the discussion in [132]. Consider the case of
Vs (t) = 0. We have:
Vs (t + j) ≤

c2
kzp (t + τ + j)k2
2

(B.1)

From (2.36) using Taylor expansion about j = 0 for the Vs (t) = 0 case:
zp (t + τ + j) =jΛ(x, t) + o(j 2 )
⇒ kzp (t + τ + j)k2 =j 2 kΛ(x, t)k2 + jo(j 2 )

(B.2)

�

where Λ(x, t) = Bk̂(t) ur (t) + Δ̄m (x, t) + eAd τ BΔ̄um (x, t).
By deﬁnition of one-sided diﬀerential for Ws :
1
[Ws (t + j) − Ws (t)]
j→0+ j
1p
= lim sup
Vs (t + j)
j→0+ j

D+ Ws = lim sup

(B.3)

We then have from (B.1), (B.2), and (B.3):
1p
lim sup
Vs (t + j) ≤
j→0+ j

r

c2
kΛ(x, t)k
2
c2
≤ √ ω(x, t)
2c1

since

p

c2 /c1 ≥ 1. Hence, D+ Ws (t) ≤

√c2 ω(x, t)
2 c1

and this completes the proof.

(B.4)
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C. Appendix C: Proof of the Modiﬁed SPR - Lemma
Proof. We can use the Meyer-Kalman-Yakubovich (MKY) Lemma in [157] to prove
our Modiﬁed SPR-Lemma.
Lemma C.0.1. - MKY Lemma [157]
Given a stable matrix A, vectors B and C, and a scalar d ≥ 0. If G(s) = C(sI −
As )−1 B is SPR, then, for any given s.p.d. matrix L > 0, there exists a scalar γ > 0,
positive deﬁnite symmetric matrix P , vector q such that
P A + AT P = −qq T − γL
√
B T P = C ± ( 2d)q
Thus if our transfer function G(s) = C(sI − As )−1 B with d = 0 is SPR such
that the matrix A , Ad − LC is Hurwitz, then via the MKY Lemma above, for a
particular q = κP B, γ = 1, L = I + Q, Q > 0, ∃ symmetric matrix P > 0 that satisfy
conditions (2.157) and (2.158). Finally, it is easy to show that given Assumptions
2.1.4 and 2.1.5, G(s) is SPR [158] and thus we complete the proof.
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