In many virus families, tens to thousands of proteins assemble spontaneously into a capsid (protein shell) while packaging the genomic nucleic acid. This review summarizes recent advances in computational modeling of these dynamical processes. We present an overview of recent technological and algorithmic developments, which are enabling simulations to describe the large ranges of length-and time-scales relevant to assembly, under conditions more closely matched to experiments than in earlier work. We then describe two examples in which computational modeling has recently provided an important complement to experiments.
Capsid assembly and packaging of the genome are essential steps in the formation of an infectious virus. Thus, elucidating the mechanisms by which assembly proceeds could identify important targets for antiviral drugs and would advance our fundamental understanding of the viral lifecycle. However, assembly and packaging pathways remain incompletely understood for many viruses because most intermediates are transient and therefore undetectable or characterized only with low resolution. Computer simulations of virus assembly have overcome this limitation by revealing features of assembly processes that are not accessible to experiments alone. However, the large size of a virus (15-1000 nm) and the timescales required for assembly (ms-hours) prohibit simulating capsid formation with atomic-resolution, except for specific steps [1] . To this end, researchers have relied on simplified models, which aim to coarse-grain over atomic-scale details while accurately describing the essential physical features that control assembly.
This review describes recent advances in coarse-grained models of capsid assembly. We begin with a brief overview of models and simulation methodologies, followed by recent applications of these approaches. To accommodate space limitations, we limit our discussion of applications to two areas which have recently been the subject of intense modeling activity: the role of nucleic acids in the assembly of icosahedral viruses, and assembly of the mature HIV capsid.
COARSE-GRAINED MODELS FOR CAPSID ASSEMBLY
One approach to model development seeks to describe a specific physical system with the greatest accuracy allowed by computational constraints, and by systematically coarse-graining from atomistic simulations (e.g. [2, 3] ). However, the conformational dynamics of capsid proteins restricts the accuracy of such techniques, and the complexity of the resulting coarse-grained models has limited their application to assembly. Therefore, capsid assembly models have relied on a combination of atomistic simulations, structural data, and fitting model parameters to kinetics and thermodynamic data. Often, the aim has been to construct the simplest model consistent with experimental data, to discover general, fundamental insights about capsid assembly.
Models for virus assembly can be separated into three classes. In the first, the time evolution of concentrations of capsid intermediates is represented by a system of rate equations [4, 5] . Formulation of the model requires specifying the state space (the set of all possible assembly intermediates) and transition rates between each pair of intermediates. The rate equations can be numerically integrated [4] [5] [6] [7] [8] , or trajectories consistent with the rate equations can be stochastically sampled using Gillespietype algorithms [9] [10] [11] [12] [13] [14] , and transition rates can be fit against experimental data [4, 12, 15, 16] . Despite their simplicity, such models reproduce many experimental observations on capsid assembly.
In the next class of models (particle-based simulations), subunits interact through pair potentials that drive assembly toward an ordered low-energy structure (e.g. an icosahedral shell [17] [18] [19] [20] [21] [22] [23] [24] [25] , Fig. 1 ). Subunit motions are explicitly tracked by numerically integrating equations of motion (e.g. using molecular dynamics, Brownian dynamics (BD), or discontinuous molecular dynamics [19, 21, 23] . The third approach combines aspects of Gillespie-type and particle-based models, modeling assembly through the irreversible addition of triangular subunits to growing edges of an incomplete shell [26] [27] [28] . The shell is treated as an elastic sheet that relaxes to its minimum energy configuration after each accretion.
Of these approaches, particle-based simulations enable (at least in principle) the fewest assumptions about intermediate geometries and the highest resolution description of proteins. However, their high computational cost has limited model resolution, simulation timescales, and system sizes [29, 30] . (B),(C) Snapshots from typical simulation trajectories illustrating two classes of pathways for assembly around a polymer or RNA. In (B), strong protein-RNA interactions lead to an 'en masse' mechanism, in which proteins rapidly adsorb onto the RNA in a disordered manner, followed by cooperative rearrangements to form an assembled capsid. In (C), weaker protein-RNA interactions drive a nucleation-and-growth mechanism, in which a small, ordered nucleus forms, followed by sequential addition of protein subunits. (D) Time-resolved small angle x-ray scattering (SAXS) profiles estimated from simulation trajectories corresponding to the (left) nucleation-and-growth mechanism and (right) en masse mechanism. The zoom-in to the right of each plot illustrates one of the distinguishing features of the SAXS profiles -the nucleation-and-growth mechanism leads to an isosbestic point among profiles measured at different times, whereas the en masse mechanism does not (at early times). Recent algorithmic advances are beginning to overcome this limitation. For example, Grime and Voth [31] designed an efficient parallelization scheme for spatially heterogeneous particle concentrations (which occur during assembly simulations with implicit solvent). Algorithms performing rigid body dynamics on GPUs show significant speedup in comparison to conventional CPUs. For example, the package HOOMD [32] has been used to simulate virus assembly around nucleic acids and on membranes [23, 24, 33, 34] . Zuckerman and coworkers [35] have shown that calculation of interparticle potentials between rigid bodies containing many interaction sites (such as high resolution models of proteins) can be speeded up by tabulation in distance and orientation space. Finally, enhanced sampling methods can focus computational time on critical but rare events, such as crossing nucleation barriers. Methods well-suited for the diverse pathways typical of assembly systems include multiple state transition path sampling [36] , Markov state models [37] , weighted ensemble dynamics [35] , and diffusion maps [38] .
APPLICATIONS OF COARSE-GRAINED MODELING
There have been extensive applications of coarsegrained models to understand the assembly of small icosahedral capsids (reviewed in [29] ). Initial studies focused on modeling in vitro experiments in which pure proteins assemble into empty capsids. Recent works have included effects of crowding [13] , assembly on membranes [34, 39] , and how assembly changes when subunits are generated during the course of a reaction, either by protein translation or advective transport [25, 40, 41] . As noted above, we focus here on the role of nucleic acids (NAs) and other negatively charged cargos in the assembly of icosahedral viruses, and assembly of the mature HIV shell.
Assembly around nucleic acids and other cargoes. While there are several mechanisms of genome packaging [42] , in many virus families with single-stranded (ss) RNA or DNA genomes, the capsid assembles spontaneously around the genomic NA. Electrostatics provides an important driving force for assembly around NAs due to the presence of positive charges, located on the inner surface of capsid proteins or on flexible terminal domains that dangle into the capsid interior.
The dynamics of assembly around a NA (or other cargo) has been modeled by Gillespie-type simulations which implicitly build the NA into intermediate states [10, 14] (Fig. 2) , and with particle-based simulations in which coarse-grained subunits assemble around flexible polyelectrolytes [23, 24, 33, 43, 44] , semiflexible polyelectrolytes [44] , or model NAs [33] . The latter simulations find that assembly around a cargo can proceed through two different mechanisms, see Fig. 1 .
Most viruses with ssRNA or ssDNA genomes are overcharged, meaning that the negative charge on the encapsidated RNA significantly exceeds the positive charge on the interior of the capsid [45, 46] . To explain this observation, the length of RNA which optimizes capsid thermostability has been investigated using scaling methods, continuum-models and BD simulations (e.g. [33, 45, [47] [48] [49] ). These calculations suggest that overcharging arises because only a fraction of RNA charges can reside within the electrostatic screening distance of capsid charges, and that intra-molecular RNA base-pairing increases overcharging [33, 48, 49] . Despite the ability of nonspecific electrostatics to promote assembly around heterologous RNA, viruses package their genomic RNA with remarkable selectivity in vivo (e.g. 99% [50] ). Several factors have been proposed to explain selective packaging. Experiments and simulations suggest that the physical features of viral RNAs (e.g. charge, and size due to tertiary structure) are optimized for assembly of their capsid [33, 48, [51] [52] [53] [54] [55] . Secondly, interactions between capsid proteins and specific sequences within the genome called packaging sites (PSs) have been identified for a number of viruses (e.g. [56] [57] [58] ). Experiments find that viral genomes contain many PSs (of order 30-60) with binding affinities to capsid proteins ranging from nanomolar to micromolar [57] .
Gillespie-type [10, 14] and BD simulations [24] of assembly around RNAs containing PSs predicted preferential packaging over uniform RNAs (without PSs) for certain parameter ranges, but predicted poor selectivity under conditions which are optimal for assembly around uniform RNAs. However, selectivity was significantly enhanced when considering the steadily increasing concentration of capsid proteins which occurs within a bacterial host (Fig. 2) [14] .
Knowledge of the locations of PSs within genomes and models for how PS binding couples to the capsid geometry have been used as constraints for analyzing electron tomography data of RNA within the MS2 capsids [59] . The analysis suggested that the encapsidated RNA is highly organized, with similar conformations in most viruses. A tomography study of HBV virions led to a similar conclusion (e.g. [60] ).
Additional factors have been proposed to enable selective RNA packaging in vivo, including subcellular localization of viral components and coordinated translation and assembly (reviewed in [61] ). These factors have yet to be incorporated into assembly models.
Assembly of HIV. In contrast to the viruses described above, the capsid of the human immunodeficiency virus (HIV) lacks icosahedral symmetry. The virus initially assembles as an 'immature' spherical particle, constructed of a disordered lattice of uncleaved Gag proteins and surrounded by a lipid bilayer. The latter is derived from the plasma membrane of the host cell during budding (exiting) of the virus from the cell. Upon maturation, Gag polyproteins are cleaved into three distinct portions, the matrix (MA), capsid (CA), and nucleocapsid (NC) proteins, which constitute different components of the fully infectious virions [62, 63] . The MA proteins are bound to the interface of the bilayer envelope, forming an outer shell. Inside, about 1500 of the CA proteins assemble into an unusual shell around a condensed complex of the RNA and NC proteins [62] . In HIV-1, the CA shell forms as a "fullerene cone": a hexagonal lattice containing 12 pentamers, usually with 5 pentamers at the cone tip and 7 at the base [64] . Molecular dynamics flexible fitting (MDFF), a technique in which MD is performed using constraints based on cryo-EM data, recently enabled atomic-resolution models for structures of the mature HIV capsid [65] . All-atom MD simulations on the resulting structure were used to examine contacts between hexamers, pentamers and various assembly units, which showed that the presence of pentamers gives rise to closer trimer contacts and higher surface curvature.
Despite cryo-electron tomographic studies [62, 66, 67] , the structural details of the immature particle and the maturation pathway remain unknown. Two models have been proposed for how HIV CA proteins assemble into the mature conical shells. In the "displacive" model, the CA lattice from the immature shell does not completely disassemble, but undergoes conformational changes to build the mature capsid [68] [69] [70] . In the other model, the immature spherical shell completely disassembles after Gag cleavage, followed by "de novo" reassembly of CA into the cone. Even among researchers who favor the de novo model, there is currently no consensus on the order of assembly of the cone. According to Briggs et al. [66] , the capsid nucleates from a narrow tip and then grows until hitting the opposite side of the enclosing membrane, at which point the cone base forms. Alternatively, the experiments of Benjamin et al. [71] reveal a small hole (defect) on cone tips, suggesting an opposite pathway, in which the cone base assembles first, followed by formation of the body and then the narrow tip.
While there have been no modeling studies corresponding to the displacive model, several coarse-grained models have been employed to study the de novo assembly of conical capsids. Since experiments show that the CA protein can assemble to form conical and cylindrical shells in vitro in the absence of genome [64, 65, 69] , thus far simulations have focused on assembly of conical shells in the absence of a membrane or genome. As the curvature of cone varies constantly along its axis of symmetry, a question naturally arises: how do the proteins adjust to sit in very different environments, and what are the asssembly pathways?
The growth of retrovirus shells was studied using the growing elastic sheet model described above [26] . While most of their simulated shells had irregular structures, addition of an attractive interaction between nearby edges of the growing shell (mimicking hydrophobic interactions) led to conical shells for large values of the Foppl von Karman number (meaning that the protein shell resists stretching more strongly than bending) [27, 72] . These simulations also explained the 'seams' observed in EM structures of mature capsids. Combining the model with experiments suggested that the HIV capsid can start to grow as a hexagonal lattice that eventually forms the body of the shell, with the tip and base of the cone closing toward the end of the assembly (Fig. 3) [72] .
Several particle-based models for CA dimers have been developed, in which subunit shapes and short-ranged interactions between specific sites on subunits were based on solution NMR structures or all-atom MD simulations [31, 65, 73] . Because solution NMR studies identify flexibility between the N-terminal and C-terminal domains within a dimer, simulations included flexible dimers [74] or ensembles of dimers with different configurations based on an all-atom MD simulation [73] . Simulations of the assembly process (reaching up to 20-40 % of a complete capsid) found that associations between trimer-of-dimers intermediates play a key role in the assembly process. Relatedly, fitting of a rate equation model against in vitro experiments in which CA proteins assemble into tubes identified a trimer-of-dimers as the critical nucleus [16] .
OUTLOOK
The coarse-grained models presented in this review have elucidated key aspects of the virus formation process, which are not accessible to experiments or all-atom simulations. Looking ahead, an important area which is only beginning to be addressed by coarse-grained models is how the environment of a host cell contributes to viral assembly. In conjunction with quantitative experiments studying the effects of specific host factors, such models can advance our understanding of how viruses propagate, and pave the way for discovering new approaches to combat viral infections.
