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APPROXIMATION IN THE MEAN BY RATIONAL
FUNCTIONS II
LIMING YANG1
Abstract. For 1 ≤ t < ∞, a compact subset K ⊂ C, and a finite positive
measure µ supported on K, Rt(K,µ) denotes the closure in Lt(µ) of rational
functions with poles off K. Conway and Yang (2019) introduced the concept
of non-removable boundary F and removable set R = K \F for Rt(K,µ). We
continue the previous work and obtain the decomposition theorem for Rt(K,µ).
Let H∞R (AR) be the weak
∗ closure in L∞(AR) of the functions that are
bounded analytic off compact subsets of F , where AR denotes the area measure
restricted to R. We prove:
There exists a Borel partion {∆n}n≥0 of spt(µ) such that
Rt(K,µ) = Lt(µ|∆0)⊕
∞⊕
n=1
Rt(Kn, µ|∆n),
satisfying, for n ≥ 1,
(a) Rt(Kn, µ|∆n) contains no non-trival characteristic functions;
(b) Rn is γ-connected, where Rn is the removable set for R
t(Kn, µ|∆n);
(c) Kn ⊂ clos(Rn);
(d) Kn ∩Km ⊂ F , for n 6= m (m ≥ 1); and
(e) there exists an isometric isomorphism and weak∗ homeomorphism ρn from
Rt(Kn, µ|∆n) ∩ L
∞(µ|∆n) onto H
∞
Rn
(ARn).
1. Statements of results
Let µ be a finite, positive Borel measure that is compactly supported in C.
We require that the support of µ, spt(µ), be contained in some compact set
K. For 1 ≤ t < ∞, the analytic polynomials and functions in Rat(K) := {q :
q is a rational function with poles off K} are members of Lt(µ). We let P t(µ)
denote the closure of the (analytic) polynomials in Lt(µ) and let Rt(K,µ) denote
the closure of Rat(K) in Lt(µ). A point z0 in C (resp., z0 in K) is called a bounded
point evaluation for P t(µ) (resp., Rt(K,µ)) if f 7→ f(z0) defines a bounded linear
functional for the analytic polynomials (resp., functions in Rat(K)) with respect
to the Lt(µ) norm. The collection of all such points is denoted bpe(P t(µ)) (resp.,
bpe(Rt(K,µ))). If z0 is in the interior of bpe(P
t(µ)) (resp., bpe(Rt(K,µ))) and
there exist positive constants r and M such that |f(z)| ≤ M‖f‖Lt(µ), whenever
|z − z0| ≤ r and f is an analytic polynomial (resp., f ∈ Rat(K)), then we
say that z0 is an analytic bounded point evaluation for P
t(µ) (resp., Rt(K,µ)).
The collection of all such points is denoted abpe(P t(µ)) (resp., abpe(Rt(K,µ))).
Actually, it follows from Thomson’s Theorem [T91] (or see Theorem I, below)
that abpe(P t(µ)) is the interior of bpe(P t(µ)). This also holds in the context of
Rt(K,µ) as was shown by J. Conway and N. Elias in [CE93]. Now, abpe(P t(µ))
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is the largest open subset of C to which every function in P t(µ) has an analytic
continuation under these point evaluation functionals, and similarly in the context
of Rt(K,µ). Let Sµ denote the multiplication by z on P
t(µ) (resp., Rt(K,µ)). It
is well known that Rt(K,µ) = Rt(σ(Sµ), µ) and σ(Sµ) ⊂ K, where σ(Sµ) denotes
the spectrum of Sµ (see, for example, Proposition 1.1 in [CE93]). Throughout
this paper, we assume K = σ(Sµ).
Our story begins with celebrated results of J. Thomson, in [T91].
Theorem I. Let µ be a finite, positive Borel measure that is compactly supported
in C and suppose that 1 ≤ t < ∞. Then there is a Borel partition {∆i}∞i=0 of
spt(µ) such that
P t(µ) = Lt(µ|∆0)⊕
∞⊕
i=1
P t(µ|∆i)
and the following statements are true:
(a) If i ≥ 1, then the space P t(µ|∆i) is irreducible.
(b) If i ≥ 1 and Ui := abpe(P t(µ|∆i)), then Ui is a simply connected region and
∆i ⊂ clos(Ui).
(c) If Sµ is pure (that is, ∆0 = ∅) and Ω = abpe(P t(µ)), then the evaluation
map ρ : f → f |Ω is an isometric isomorphism and a weak∗ homeomorphism from
P t(µ) ∩ L∞(µ) onto H∞(Ω).
The next result in our list is due to J. Brennan in [B08] and J. Conway and N.
Elias in [CE93].
Theorem II. Let µ be a finite, positive Borel measure that is compactly supported
in a compact subset K ⊂ C. Suppose that 1 ≤ t < ∞ and the diameters of
components of C \K are bounded below. Then there is a Borel partition {∆i}∞i=0
of spt(µ) and compact subsets {Ki}∞i=1 such that ∆i ⊂ Ki for i ≥ 1,
Rt(K,µ) = Lt(µ|∆0)⊕
∞⊕
i=1
Rt(Ki, µ|∆i),
and the following statements are true:
(a) If i ≥ 1, Rt(K,µ|∆i) is irreducible.
(b) If i ≥ 1 and Ui := abpe(Rt(Ki, µ|∆i)), then Ki = clos(Ui).
(c) If i ≥ 1, then the evaluation map ρi : f → f |Ui is an isometric isomorphism
and a weak∗ homeomorphism from Rt(Ki, µ|∆i) ∩ L
∞(µ|∆i) onto H
∞(Ui).
In Conway and Yang [CY19], the authors introduce the concept of non-removable
boundary F for Rt(K,µ). The removable set R = K \ F plays a role as bounded
point evaluation for P t(µ) as we study the structure of Rt(K,µ).
Let E be a compact subset of C. The analytic capacity of E is defined by
γ(E) = sup |f ′(∞)|, (1.1)
where the supremum is taken over all those functions f that are analytic in
C∞ \E (C∞ = C ∪ {∞}), such that |f(z)| ≤ 1 for all z ∈ C∞ \E; and f ′(∞) :=
limz→∞ z(f(z)−f(∞)). The analytic capacity of a general subset F of C is given
by: γ(F ) = sup{γ(E) : E ⊂ F compact}. Good sources for basic information
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about analytic capacity are [Du10], Chapter VIII of [G69], [Ga72], Chapter V of
[C91], and [To14].
Let ν be a finite complex-valued Borel measure that is compactly supported in
C. For ǫ > 0, Cǫ(ν) is defined by
Cǫ(ν)(z) =
∫
|w−z|>ǫ
1
w − z
dν(w). (1.2)
The (principal value) Cauchy transform of ν is defined by
C(ν)(z) = lim
ǫ→0
Cǫ(ν)(z) (1.3)
for all z ∈ C for which the limit exists. (1.3) is defined for all z except for a set of
zero analytic capacity (see Lemma 2.2 (1)). Throughout this paper, the Cauchy
transform of a measure always means the principal value of the transform.
For λ in C and δ > 0, we let B(λ, δ) = {z ∈ C : |z−λ| < δ}. Let ν1, ν2, ..., νN , ...
be finite, complex-valued Borel measures with compact supports in C. Define
E(νj, 1 ≤ j ≤ N)
=
{
λ : lim
ǫ→0
Cǫ(νj)(λ) exists, max
1≤j≤N
|C(νj)(λ)| ≤
1
N
}
(1.4)
and
F(νj, 1 ≤ j ≤ N)
=
{
λ : lim
δ→0
γ(B(λ, δ) ∩ E(νj, 1 ≤ j ≤ N))
δ
> 0
}
.
(1.5)
Set
F(νj, 1 ≤ j <∞) =
∞⋂
N=1
F(νj, 1 ≤ j ≤ N). (1.6)
For 1 ≤ t < ∞, let s = t
t−1 . For g ∈ L
s(µ), the statement g ⊥ Rt(K,µ) (or
g ∈ Rt(K,µ)⊥) means that
∫
r(z)g(z)dµ(z) = 0 for all r ∈ Rat(K). We say that
a statement is true γ − a.a. if there exists a subset Q ⊂ C with γ(Q) = 0 such
that the statement is true for z ∈ Qc. For two subsets A and B, the statement:
A ⊂ B, γ−a.a. (or B ⊂ A, γ−a.a.) means that γ(A\B) = 0 (or γ(B \A) = 0).
A ≈ B, γ − a.a. means that A ⊂ B, γ − a.a. and B ⊂ A, γ − a.a.. For two
functions f and g, f(z) = g(z), γ|A−a.a.means that there exists Q with γ(Q) = 0
such that f(z) = g(z), z ∈ A \ Q. We will use C1, C2, C3, ... and c1, c2, c3, ... to
stand for absolute constants that may change from one step to the next.
Definition 1.1. Let {gn}∞n=1 ⊂ R
t(K,µ)⊥ be a dense subset. Denote
F = F(gjµ, 1 ≤ j <∞).
F is called the non-removable boundary of Rt(K,µ). The set R = K \F is called
the removable set of Rt(K,µ).
Theorem 3.1 and Theorem 3.11 in [CY19] provide the characterizations of F
and R, in particular, it is proved that F and R are independent of the choices of
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{gn} up to a set of zero analytic capacity. As applications of the main theorems,
Conway and Yang [CY19] proves the following theorems.
Theorem III. For 1 ≤ t < ∞, let abpe(Rt(K,µ)) = ∪i≥1Ui, where Ui is a
connected component. Then the following statements are equivalent:
(1) ⋃
i≥1
∂Ui ⊂ F , γ − a.a..
(2) There is a Borel partition {∆i}
∞
i=0 of spt(µ) and compact subsets {Ki}
∞
i=0
such that
Rt(K,µ) = Rt(K0, µ|∆0)⊕
∞⊕
i=1
Rt(Ki, µ|∆i)
satisfying:
(a) Sµ|∆i on R
t(Ki, µ|∆i) is irreducible for i ≥ 1;
(b) K0 = clos(∆0), and abpe(R
t(K,µ|∆0)) = ∅;
(c) abpe(Rt(Ki, µ|∆i)) = Ui, Ki = clos(Ui), and ∆i ⊂ Ki for i ≥ 1;
(d) the evaluation map ρi(f) = f |Ui is an isometric isomorphism and a weak
∗
homeomorphism from Rt(Ki, µ|∆i) ∩ L
∞(µ|∆i) onto H
∞(Ui) for 1 ≤ i <∞.
Let Ω be a bounded open subset of C and H1(R ∩ ∂Ω) < ∞. Let H∞R (Ω) be
the subalgebra of functions f ∈ H∞(Ω) (f(z) = 0 for z ∈ Ωc) for which f is
γ-continuous at almost all λ ∈ R ∩ ∂Ω with respect to γ, that is, there exists
a(λ) ∈ L∞(H1|R∩∂Ω) satisfying: for almost all λ ∈ R ∩ ∂Ω,
lim
δ→0
γ(B(λ, δ) ∩ (R∩ ∂Ω)c ∩ {|f(z)− a(λ)| > ǫ})
δ
= 0
for all ǫ > 0. In this case, we can redefine f(λ) = a(λ), λ ∈ R ∩ ∂Ω, γ − a.a..
The following theorem is also proved in Conway and Yang [CY19]
Theorem IV. Let 1 ≤ t < ∞. Suppose Sµ on Rt(K,µ) is pure. Let Ω
be a bounded open set. Suppose that H1(R ∩ ∂Ω) < ∞, K = clos(Ω), and
abpe(Rt(K,µ)) = Ω. Then the evaluation map
ρ : f ∈ Rt(K,µ) ∩ L∞(µ)→ f |Ω ∈ H
∞(Ω)
is an isometric isomorphism and a weak∗ homeomorphism from Rt(K,µ)∩L∞(µ)
onto H∞R (Ω).
In this paper, we show that the decomposition theorems hold for an arbitrary
Rt(K,µ).
Definition 1.2. Let E ⊂ C be a Borel subset. We say that E is γ-connected
if there exist two bounded open subset G1 and G2 with G1 ∩ G2 = ∅ and E ⊂
G1∪G2, γ−a.a., then we must have either E ⊂ G1, γ−a.a. or E ⊂ G2, γ−a.a..
For a Borel set F , define
H∞F = {f ∈ L
∞(C) : f is analytic off a compact subset E ⊂ F}.
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Definition 1.3. The algebra H∞R (AR) is the weak
∗ closure in L∞(AR) of H
∞
F ,
where AR denotes the area measure restricted to R.
The following is our main theorem of this paper.
Main Theorem. Let 1 ≤ t < ∞ and let K ⊂ C be a compact subset. Suppose
that µ is a finite positive measure supported on K such that K = σ(Sµ). Then
there exists a Borel partion {∆n}n≥0 of spt(µ) such that
Rt(K,µ) = Lt(µ|∆0)⊕
∞⊕
n=1
Rt(Kn, µ|∆n),
where Kn = σ(Sµ|∆n ), satisfying, for n ≥ 1,
(1) Rt(Kn, µ|∆n) contains no non-trival characteristic functions;
(2) Rn is γ-connected;
(3) Kn ⊂ clos(Rn);
(4) Kn ∩Km ⊂ F , for n 6= m and n,m ≥ 1; and
(5) there exists an isometric isomorphism and weak∗ homeomorphism ρn from
Rt(Kn, µ|∆n) ∩ L
∞(µ|∆n) onto H
∞
Rn(ARn).
In section 2, we review previous results that are needed in this paper. In section
3, we prove that Sµ on R
t(K,µ) is irreducible if and only if the removable set R
is γ-connected. We prove two main lemmas in section 4 and section 5. In section
6, we prove our main theorem.
Before closing this section, we mention some previous research work. D. Sara-
son [S72] has characterized P∞(µ), the weak∗ closure in L∞(µ) of the polynomials.
In that case, there is a decomposition similar to Thomson’s Theorem (Theorem
I) and each analytic summand is the space of bounded analytic functions on the
set Uj, which turns out to be a special kind of simply connected region (see Page
398 of [C81]). J. Chaumat [Ch74] characterizes the structure of R∞(K,µ), the
weak∗ closure in L∞(µ) of Rat(K,µ).
Polynomial and rational approximation in the mean has been studied exten-
sively. Before Thomson published his remarkable results in [T91], there were
several papers such as J. Brennan [B79], S. Hruscev [H79], T. Trent [Tr79], and
[Tr90], etc. As we have already pointed out, Theorem II is due to J. Conway and
N. Elias [CE93] and J. Brennan [B08]. For a compactly supported complex Borel
measure ν of C, by estimating analytic capacity of the set {λ : |C(ν)| > c}, J.
Brennan [B06], A. Aleman, S. Richter, and C. Sundberg [ARS09] and [ARS10]
provide interesting alternative proofs of Thomson’s theorem for the existence of
analytic bounded point evaluations for mean polynomial approximation. Using
X. Tolsa’s deep results on analytic capacity and Cauchy transform, J. Akeroyd, J.
Conway, L.Yang [ACY19] develops a Plemelj’s formula for an arbitrary measure
and generalizes Theorem A of [ARS09] to certain Rt(K,µ). J. Conway and L.
Yang [CY19] introduce the key concept of non-removable boundary and obtains
structural results for Rt(K,µ). There are other related research papers recently.
For example, J. Brennan and E. Militzer [BM11], and L. Yang [Y16], etc.
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2. Preliminaries
For a finite complex-valued Borel measure ν with compact support on C,
Cǫ(ν) is defined as in (1.2) and (principal value) Cauchy transform C(ν)(z) =
limǫ→0 Cǫ(ν)(z) when the limit exists as in (1.3). It is well known that in the
sense of distribution,
∂¯C(ν) = −πν. (2.1)
The maximal Cauchy transform is defined by
C∗(ν)(z) = sup
ǫ>0
|Cǫ(ν)(z)|
and the maximal function of ν is defined by
Mν(z) = sup
ǫ>0
|ν|(B(z, ǫ))
ǫ
.
Analytic capacity γ is defined as in (1.1). A related capacity, γ+, is defined for
subsets E of C by:
γ+(E) = sup ‖η‖,
where the supremum is taken over positive measures η with compact support
contained in E for which ‖C(η)‖L∞(C) ≤ 1. Since Cη is analytic in C∞ \ spt(η)
and (C(η)′(∞) = ‖η‖, we have: γ+(E) ≤ γ(E) for all subsets E of C.
Given three pairwise different points x, y, z ∈ C, their Menger curvature is
c(x, y, z) =
1
R(x, y, z)
,
where R(x, y, z) is the radius of the circumference passing through x, y, z (with
R(x, y, z) = ∞, c(x, y, z) = 0 if x, y, z lie on a same line). If two among these
points coincide, we let c(x, y, z) = 0. For a finite positive measure η, we set
c2η(x) =
∫ ∫
c(x, y, z)2dη(y)dη(z)
and we define the curvature of η as
c2(η) =
∫
c2η(x)dη)(x) =
∫ ∫ ∫
c(x, y, z)2dη(x)dη(y)dη(z).
For a finite complex-valued measure ν, define
Θ∗ν(λ) := lim
δ→0
|ν|(B(λ, δ))
δ
and
Θν(λ) := lim
δ→0
|ν|(B(λ, δ))
δ
if the limit exists.
A finite positive measure η supported in E is linear growth if η(B(λ, δ)) ≤ Cδ
for λ ∈ C, denoted by η ∈ Σ(E) when C = 1. In addition, if Θη(λ) = 0, we say
η ∈ Σ0(E). The Cauchy transform Cη is bounded from L2(η) to L2(η) if
‖Cǫ(fη)‖L2(η) ≤ C‖f‖L2(η)
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for some constant C > 0 and all ǫ > 0. The operator norm is denoted by
‖Cη‖L2(η)→L2(η). X. Tolsa has established the following astounding results.
Theorem 2.1. (Tolsa’s Theorem)
(1) γ+ and γ are actually equivalent. That is, there are absolute positive con-
stants aT and AT such that
γ(E) ≤ ATγ+(E), (2.2)
aTγ+(E) ≤ sup{η(E) : η ∈ Σ(E), sup
ǫ>0
‖Cǫ(η)‖L∞(C) ≤ 1}
≤ATγ+(E),
(2.3)
aTγ+(E) ≤ sup{η(E) : η ∈ Σ(E), ‖Cη‖L2(η)→L2(η) ≤ 1}
≤ATγ+(E),
(2.4)
and
aTγ+(E) ≤ sup{η(E) : η ∈ Σ(E), c
2(η) ≤ η(E)}
≤ATγ+(E),
(2.5)
for all E ⊂ C.
(2) Semiadditivity of analytic capacity:
γ
(
m⋃
i=1
Ei
)
≤ AT
m∑
i=1
γ(Ei) (2.6)
where E1, E2, ..., Em ⊂ C and m could be ∞.
(3) There is an absolute positive constant CT such that, for any a > 0, we
have:
γ({C∗(ν) ≥ a}) ≤
CT
a
‖ν‖. (2.7)
Proof. (1) and (2) are from [To03] (also see Theorem 6.1 and Corollary 6.3 in
[To14]). (2.3), (2.4), and (2.5) follow from Theorem 4.14 of [To14]. (3) follows
from Proposition 2.1 of [To02] (also see [To14] Proposition 4.16). 
Lemma 2.2. (1) Suppose that ν is a finite, complex-valued Borel measure with
compact support in C. Then there exists Q ⊂ C with γ(Q) = 0 such that
limǫ→0 Cǫ(ν)(z) exists for z ∈ C \Q.
(2) Let E ⊂ C. Then E is (countably) rectifiable if and only if there exist
Q ⊂ C with H1(Q) = 0 and a family {Γn}n≥1 of possibly rotated Lipschitz graphs
with their Lipschitz functions An satisfying ‖A′n‖ ≤
1
4
such that
E ⊂ Q ∪
⋃
n≥1
Γn.
(3) Let η be a finite, positive Borel measure on C with linear growth. Then,
there exists an absolute constant CM > 0, for any finite complex-valued Borel
measure ν with compact support in C,
η{λ : Mν(λ) > a} ≤
CM
a
‖ν‖.
8 L. YANG
(4) Let η be a finite positive measure such that η ∈ Σ(spt(η)) and ‖Cǫ(η)‖ ≤ 1.
Let γ(E) = 0, then η(E) = 0.
(5) Let {νj} be a sequence of finite complex-valued measures with compact sup-
ports. Then for ǫ > 0, there exists a Borel subset F such tha γ(F c) < ǫ and
C∗(νj)(z), Mνj(z) ≤Mj <∞ for z ∈ F .
Proof. (1) follows from [To98] (also Theorem 8.1 in [To14]) and (1). (2) follows
from Proposition 4.13 and the proof of Lemma 4.11 in [To14]. For (3), see The-
orem 2.6 in [To14].
(4): Suppose η(E) > 0, then c2(η) <∞. Set η0 =
√
η(E)
c2(η)
η|E, then
c2(η0) ≤
(√
η(E)
c2(η)
)3
c2(η) = η0(E).
By Theorem 2.1 (1), we get η0(E) ≤ ATγ(E), which we get a contradiction.
The proof of (5) is an application of (3) and Theorem 2.1 (2), (3). In fact, let
Aj = {C∗(νj)(z) ≤ Mj} and Bj = {Mνj(z) ≤ Mj}. By Theorem 2.1 (2), we can
select Mj > 0 so that γ(A
c
j) <
ǫ
2j+2AT
. By (3), we can further select Mj so that
γ(Bcj ) <
ǫ
2j+2AT
. Set F = ∩∞j=1(Aj ∩Bj). Then applying Theorem 2.1 (3), we get
γ(F c) ≤ AT
∞∑
j=1
(γ(Acj) + γ(B
c
j )) < ǫ.

Definition 2.3. Let f(λ) be a function on a set B(λ0, δ) \Q with γ(Q) = 0. We
say that f has a γ-limit a at λ0 if
lim
δ→0
γ(B(λ0, δ) ∩ {|f(λ)− a| > ǫ})
δ
= 0
for all ǫ > 0. If in addition, f(λ0) is well defined and a = f(λ0), then f is
γ-continuous at λ0.
The following lemma is a combination of Lemma 3.2 in [ACY19].
Lemma 2.4. Let ν be a finite, complex-valued Borel measure that is compactly
supported in C and assume that for some λ0 in C we have:
(a) Θν(λ0) = 0 and
(b) C(ν)(λ0) = limǫ→0 Cǫ(ν)(λ0) exists.
Then:
(1) C(ν)(λ) = limǫ→0 Cǫ(ν)(λ) exists for λ ∈ Qc with γ(Q) = 0 and
(2) Cauchy transform C(ν)(λ) is γ-continuous at λ0.
Let A : R→ R be a Lipschitz function with graph Γ. We define the open upper
cone (with vertical axis)
UC(λ, α) = {z ∈ C : |Re(z)−Re(λ)| < α(Im(z)− Im(λ))}
APPROXIMATION BY RATIONAL FUNCTIONS II 9
and the open lower cone (with vertical axis)
LC(λ, α) = {z ∈ C : |Re(z)−Re(λ)| < −α(Im(z)− Im(λ))} .
Set UC(λ, α, δ) = UC(λ, α) ∩B(λ, δ) and LC(λ, α, δ) = LC(λ, α) ∩B(λ, δ).
Observe that if α < 1
‖A′‖∞
, then, for every λ ∈ Γ,
UC(λ, α) ⊂ UΓ := {z ∈ C : Im(z) > A(Re(z))}
and
LC(λ, α) ⊂ LΓ := {z ∈ C : Im(z) < A(Re(z))} .
We consider the usual complex-valued measure
1
2πi
dzΓ =
1 + iA′(Re(z))
2πi(1 + A′(Re(z))2)
1
2
dH1|Γ = L(z)dH
1|Γ
Notice that |L(z)| = 1
2π
.
The following lemma is due to Theorem 2.15 in [CY19].
Lemma 2.5. (Plemelj’s Formula for an arbitrary measure) Let α < 1
‖A′‖∞
. Let
ν be a finite, complex-valued Borel measure with compact support in C. Suppose
that dν = hdH1|Γ+dσ is the Radon-Nikodym decomposition with respect to H1|Γ,
where h ∈ L1(H1|Γ) and σ ⊥ H1|Γ. Then there exists a subset Q ⊂ C with
γ(Q) = 0, such that the following hold:
(a) C(ν)(λ) = limǫ→0 Cǫ(ν)(λ) exists for λ ∈ C \Q,
(b) for λ0 ∈ Γ \Q, v+(ν,Γ, λ0) := C(ν)(λ0) +
1
2
h(λ0)L(λ0)
−1,
lim
δ→0
γ(UΓ ∩ B(λ, δ) ∩ {|C(ν)(λ)− v+(ν,Γ, λ0)| > ǫ})
δ
= 0
for all ǫ > 0;
(c) for λ0 ∈ Γ \Q, v
−(ν,Γ, λ0) := C(ν)(λ0)−
1
2
h(λ0)L(λ0)
−1,
lim
δ→0
γ(LΓ ∩B(λ, δ) ∩ {|C(ν)(λ)− v−(ν,Γ, λ0)| > ǫ})
δ
= 0
for all ǫ > 0; and
(d) for λ0 ∈ Γ \Q, v0(ν,Γ, λ0) := C(ν)(λ0),
lim
δ→0
γ(Γ ∩B(λ, δ) ∩ {|C(ν)(λ)− v0(ν,Γ, λ0)| > ǫ})
δ
= 0
for all ǫ > 0.
Let N (f) and Z(f) (as in section 1.2) be he non-zero set and zero set of a func-
tion f , respectively. For a dense set {gj} ⊂ R
t(K,µ)⊥, let νj = gjµ. SetN (νj , 1 ≤
j ≤ N) = ∪Nj=1N (C(νj)), Z(νj , 1 ≤ j ≤ N) =
⋂N
j=1Z(C(νj)), Z(νj , 1 ≤ j ≤
N,Γ,+) = ∩Nj=1Z(v
+(νj ,Γ, .)), Z(νj, 1 ≤ j ≤ N,Γ,−) = ∩Nj=1Z(v
−(νj ,Γ, .)),
N (νj, 1 ≤ j ≤ N,Γ,+) = ∪Nj=1N (v
+(νj ,Γ, .)), and N (νj, 1 ≤ j ≤ N,Γ,−) =
∪Nj=1N (v
−(νj ,Γ, .)), where Γ is a (rotated) Lipschitz graph.
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For a finite complex-valued measure ν with compact support on C, define zero
linear density set
ZD(ν) =
{
λ : Θν(λ) := lim
δ→0
|ν|(B(λ, δ)
δ
= 0
}
and non zero density set
ND(ν) =
{
λ : Θ∗ν(λ) := lim
δ→0
|ν|(B(λ, δ)
δ
> 0
}
.
Denote ZD(νj, 1 ≤ j ≤ N) =
⋂N
j=1ZD(νj) and ND(νj , 1 ≤ j ≤ N) =⋃N
j=1ND(νj).
The following lemma is proved by Theorem 3.1 for (1) and Theorem 3.11 for
(2) in [CY19]. (3) is from Lemma 3.5 of [CY19].
Lemma 2.6. There is a sequence of Lipschitz functions An : R → R with
‖A′n‖∞ ≤
1
4
and its (rotated) graph Γn such that if Γ = ∪nΓn, dµ = hdH1|Γ+ dµs
is the Radon-Nikodym decomposition with respect to H1|Γ, where h ∈ L1(H1|Γ)
and µs ⊥ H1|Γ, and define:
F0 := Z(νj , 1 ≤ j <∞),
F+ :=
∞⋃
n=1
Z(νj , 1 ≤ j <∞,Γn,+) ∩ ND(µ),
F− :=
∞⋃
n=1
Z(νj , 1 ≤ j <∞,Γn,−) ∩ ND(µ),
R0 := ZD(µ) ∩ N (νj, 1 ≤ j <∞),
and
R1 :=
∞⋃
n=1
N (νj, 1 ≤ j <∞,Γn,+) ∩N (νj, 1 ≤ j <∞,Γn,−) ∩ ND(µ),
then the following properties hold:
(1)
ND(µ) ≈ N (h), γ − a.a., (2.8)
F0 ≈ ZD(µ) ∩ F , γ − a.a., (2.9)
F0 ∩ (F+ ∪ F−) = ∅, F ≈ F0 ∪ F+ ∪ F−, γ − a.a., (2.10)
and
R0 ∩R1 = ∅, R ≈ R0 ∪ R1, γ − a.a.. (2.11)
(2) For g ⊥ Rt(K,µ),
C(gµ)(λ) = 0, for λ ∈ F0 γ − a.a., (2.12)
v+(gµ,Γn, λ) = 0, for λ ∈ F+ ∩ Γn γ − a.a., (2.13)
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and
v−(gµ,Γn, λ) = 0, for λ ∈ F− ∩ Γn γ − a.a.. (2.14)
Consequently, C(gµ)(z) = 0, A|F − a.a..
(3) Let f ∈ Rt(K,µ) and {rn} ⊂ Rat(K) satisfying: ‖rn − f‖Lt(µ) → 0, rn →
f, µ − a.a.. Then for g ⊥ Rt(K,µ), there exists Q ⊂ C with γ(Q) = 0 and
a subsequence {rnm} such that rnm(λ)C(gµ)(λ) converges to C(fgµ)(λ) for λ ∈
K \Q.
For two compact subsets A,B ⊂ C, define the distance of A and B by
dist(A,B) = sup
y∈A
inf
x∈B
dist(x, y).
The following lemma is due to Theorem 3.8 in [CY19].
Lemma 2.7. Let S be an open square and let E ⊂ S ∩ F be a compact subset
with γ(E) > 0. Then there exist an absolute constant c1 > 0 and a sequence of
compact subsets {EN}∞N=1 with EN ⊂ S ∩ E(νj, 1 ≤ j ≤ N) and dist(EN , E) < ǫ
for a given ǫ > 0 (c1 is independent of ǫ) such that γ(EN ) ≥ c1γ(E).
The following lemma is slight improvement of Lemma 5.3 in [CY19].
Lemma 2.8. Let S be a square and let E be a compact subset of S ∩ F , then
there exists f ∈ Rt(K,µ)∩L∞(µ) and a finite positive measure η with spt(η) ⊂ E,
η ∈ Σ(spt(η)), and ‖Cǫ(η)‖ ≤ 1 such that f(z) = C(η)(z), z ∈ Ec,
‖f‖L∞(µ) ≤ C1, f(∞) = 0, α(f) = γ(E),
and
C(η)(z)C(gµ)(z) = C(fgµ)(z), γ|Ec − a.a.
for g ⊥ Rt(K,µ).
Proof. As in the proof of Lemma 5.3 in [CY19], we can find a finite positive mea-
sure ηN with spt(ηN) ⊂ S ∩ EN , ηN ∈ Σ(spt(ηN)), and ‖Cǫ(ηN )‖ ≤ 1. Moreover,
C∗(gjµ)(z) ≤ Mj < ∞, and Mgjµ(z) ≤ Mj < ∞ for z ∈ spt(ηN) for all N ≥ 1.
Moreover, dist(spt(ηN), E) → 0. By passing to a subsequence if necessary, we
may assume ηN → η in C(S)∗ weak∗ topology. It is clear that spt(η) ⊂ E and
the lemma follows. 
The following lemma is from Corollary 3.15, Theorem 3.17, and Theorem 3.19
of [CY19].
Lemma 2.9. Suppose that for 1 ≤ t <∞, Sµ on Rt(K,µ) is pure. Then
(1) For almost all λ0 ∈ R with respect to γ or λ0 ∈ bpe(Rt(K,µ)),
lim
δ→0
γ(B(λ0, δ) ∩ F)
δ
= 0. (2.15)
(2) abpe(Rt(K,µ)) ≈ int(K) ∩ R, γ − a.a..
(3) spt(µ) ⊂ K ⊂ clos(R).
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Define the function ρ(f) for f ∈ Rt(K,µ) as the following in section 4.1 of
[CY19]. Let {rn} ⊂ Rat(K) satisfy:
‖rn − f‖Lt(µ) → 0, rn → f, µ− a.a. (2.16)
as n→∞. From Lemma 2.6 (3), we can choose a subsequence {rnm} such that
rnm(z)C(gjµ)(z)→ C(fgjµ)(z), γ − a.a. (2.17)
as m→∞ and for all j ≥ 1. Define ρ(f) as the limit of rnm as the following
Ran(f) =
{
λ ∈ K : lim
m→∞
rnm(λ) exists ρ(f)(λ) := lim
m→∞
rnm(λ)
}
.
From (2.17),
N (gjµ, 1 ≤ j <∞) :=
∞⋃
j=1
N (C(gjµ)) ⊂ Ran(f), γ − a.a..
Using Lemma 2.6 (2), we get, for each g ⊥ Rt(K,µ), N (C(gµ)) ⊂ Ran(f), γ−a.a.
and
ρ(f)(z)C(gµ)(z) = C(fgµ)(z), γ − a.a.. (2.18)
The following lemma is due to Lemma 4.1 in [CY19].
Lemma 2.10. For 1 ≤ t < ∞, assume that Sµ on Rt(K,µ) is pure. Let f ∈
Rt(K,µ), {rn} ⊂ Rat(K), and {gn} be as above. Then
R ⊂ N (gjµ, 1 ≤ j <∞) ⊂ Ran(f), γ − a.a., (2.19)
the definition of ρ(f) on N (gjµ, 1 ≤ j < ∞) is independent of {rn} up to a set
of zero analytic capacity.
From above discussion, it is reasonable to define ρ(f)(z) = 0 for z ∈ F0. So
except a set of zero analytic capacity Q ⊂ N (gjµ, 1 ≤ j <∞), the function ρ(f)
is well defined on C and
ρ(f)(z) = f(z), µ|N (gjµ,1≤j<∞)\Q − a.a. (2.20)
The following lemma is from Theorem 4.5 in [CY19].
Lemma 2.11. For 1 ≤ t < ∞, assume that Sµ on Rt(K,µ) is pure. Let f ∈
Rt(K,µ). Then there exists a subset Q ⊂ C with γ(Q) = 0 such that ρ(f) is
γ-continuous at each λ0 ∈ R \Q.
The following lemma is a special case of Theorem 5.1 of [CY19].
Lemma 2.12. Let 1 ≤ t <∞ and let Sµ on Rt(K,µ) be pure. Let G be a bounded
open subset such that ∂G ⊂ F . Let f ∈ H∞(G) be given with ‖f‖H∞(G) ≤ 1
and f(z) = 0 for z ∈ Gc. Then there exists fˆ ∈ Rt(K,µ) ∩ L∞(µ) such that
C(fˆ gµ)(z) = f(z)C(gµ)(z), γ|(∂G)c − a.a. for each g ⊥ Rt(K,µ) and ‖fˆ‖L∞(µ) ≤
C2.
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3. Irreducibility of Sµ on R
t(K,µ)
The purpose of this section is to prove the following theorem. Recall that γ-
connected of a Borel set is defined as in Definition 1.2. We assume that 1 ≤ t <∞,
K ⊂ C is a compact subset, µ is a finite positive measure supported on K, and
K = σ(Sµ).
Theorem 3.1. If Sµ on R
t(K,µ) is pure, then Sµ is irreducible, that is, R
t(K,µ)
contains no non-trivial characterization functions, if and only if the removable set
R is γ-connected.
We need several lemmas to complete the proof of Theorem 3.1.
Lemma 3.2. There exists a Borel partion {∆n}n≥0 of spt(µ) such that
Rt(K,µ) = Lt(µ|∆0)⊕
∞⊕
n=1
Rt(Kn, µ|∆n),
where Kn = σ(Sµ|∆n ), and for n ≥ 1, R
t(Kn, µ|∆n) contains no non-trival char-
acteristic functions.
Proof. This is an easy application of Theorem 1.6 on page 279 of [C91] since
Rt(K,µ) ∩ L∞(µ) is a weak∗ closed subalgebra of L∞(µ) and Rt(K,µ|∆0) ∩
L∞(µ|∆0) is pseudosymmetric subalgebra of L
∞(µ|∆0), which implies R
t(K,µ|∆0) =
Lt(µ|∆0). 
Lemma 3.3. Let Sµ on R
t(K,µ) be pure. Suppose that there exists a Borel
partition {∆i}i≥1 of spt(µ) such that
Rt(K,µ) =
∞⊕
i=1
Rt(Ki, µ|∆i),
where Ki = σ(Sµ|∆i ). Let Fi be the non-removable boundary of R
t(Ki, µ|∆i) and
let Ri = Ki \ Fi be the removable set of Rt(Ki, µ|∆i), then
(1)
F ≈
⋂
i≥1
Fi, γ − a.a..
(2)
Ri ∩Rj ≈ ∅, γ − a.a., for i 6= j,
and
(3)
R ≈
⋃
i≥1
Ri, γ − a.a..
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Proof. (1) follows from Corollary 5.6 in [CY19] and (3) follows from (1). For (2),
let f =
∑∞
n=1
1
2n
χ∆n, then f ∈ R
t(K,µ) ∩ L∞(µ). For g ⊥ Rt(K,µ), we have
gχ∆n ⊥ R
t(K,µ), hence, from equation (2.18),
ρ(f)(z)C(gχ∆nµ)(z) =
1
2n
C(gχ∆nµ)(z), γ − a.a..
Therefore, ρ(f)(z) = 1
2n
, γ|Rn − a.a.. (2) is implied. 
Lemma 3.4. Suppose that Sµ on R
t(K,µ) is pure and G is a bounded open
connected subset. Suppose f ∈ Rt(K,µ) ∩ L∞(µ) satisfying
C(fgµ)(z) = χG(z)C(gµ)(z), γ|(∂G)c − a.a..
Then there exists a Borel set ∆ satisfying G ⊂ ∆ ⊂ clos(G) and f = χ∆.
Proof. It is clear that ρ(f)(z) = χG γ|(∂G)c − a.a.. For g ⊥ Rt(K,µ), since
fg ⊥ Rt(K,µ), we get
C(f 2gµ)(z) =χG(z)C(fgµ)(z)
=χG(z)C(gµ)(z)
=C(fgµ)(z), γ|(∂G)c − a.a..
Suppose γ(∂G∩R0) > 0, then except a set of zero analytic capacity, for λ0 ∈ ∂G∩
R0, C(fgµ) and C(f 2gµ) are γ-continuous at λ0 (see Lemma 2.4). Let P be a path
starting at λ0 and P \{λ0} ⊂ G. Hence, if A1 = {|C(f 2gµ)(z)−C(f 2gµ)(λ0)| > ǫ}
and A2 = {|C(fgµ)(z)− C(fgµ)(λ0)| > ǫ}, then
lim
δ→0|
γ(B(λ0, δ) ∩A1)
δ
= lim
δ→0|
γ(B(λ0, δ) ∩A2)
δ
= 0.
Hence, using Theorem 2.1, we get
lim
δ→0|
γ(B(λ0, δ) ∩Ac1 ∩A
c
2 ∩ P )
δ
≥
1
AT
lim
δ→0|
γ(B(λ0, δ) ∩ P )
δ
− lim
δ→0|
γ(B(λ0, δ) ∩ A1)
δ
− lim
δ→0|
γ(B(λ0, δ) ∩A2)
δ
>0.
There exists a sequence of {λn} ⊂ P such that λn → λ0, C(f 2gµ)(λn) =
C(fgµ)(λn), C(f 2gµ)(λn) → C(f 2gµ)(λ0), and C(fgµ)(λn) → C(fgµ)(λ0). On
the other hand, by Lemma 2.6 (1), A(R1) = 0 and, by Lemma 2.6 (2),
C(f 2gµ)(z) = C(fgµ)(z) = 0, A|F − a.a..
Therefore,
C(f 2gµ)(z) = C(fgµ)(z), A− a.a..
Hence, f 2 = f since Sµ is pure. The lemma is proved. 
Lemma 3.5. If Sµ on R
t(K,µ) is irreducible, then for λ ∈ K,
lim
δ→0
γ(B(λ, δ) \ F)
δ
> 0.
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We use Thomson’s coloring scheme that is described at the beginning of section
2 of [Y19].
We fix a Borel set E. For a square S (also denoted by S(cS, dS)), whose edges
are parallel to x-axis and y-axis, let cS denote the center and dS denote the side
length. For a > 0, aS is a square with the same center of S (caS = cS) and the
side length daS = adS. For a given ǫ > 0, a closed square S is defined to be light
ǫ if
γ(S \ E)) > ǫdS. (3.1)
A square is called heavy ǫ if it is not light ǫ. Let R = {z : −1/2 < Re(z), Im(z) <
1/2} and Q = D¯ \R.
We now sketch our version of Thomson’s coloring scheme for Q with a given ǫ
and a positive integer m. We refer the reader to [T91] section 2 for details.
For each integer k > 3 let {Skj} be an enumeration of the closed squares
contained in C with edges of length 2−k parallel to the coordinate axes, and
corners at the points whose coordinates are both integral multiples of 2−k (except
the starting square Sm1, see (3) below). In fact, Thomson’s coloring scheme is
just needed to be modified slightly as the following:
(1) Use our definition of a light ǫ square (3.1).
(2) A path to ∞ means a path to any point that is outside of Q (replacing the
polynomially convex hull of Φ by Q).
(3) The starting yellow square Sm1 in the m-th generation is R. Notice that
the length of Sm1 in m-th generation is 1 (not 2
−m).
We will borrow notations that are used in Thomson’s coloring scheme such as
{γn}n≥m and {Γn}n≥m, etc. For the benefit of the reader, let us briefly describe
the constructions of γn and Γn. Let Γm be the boundary of R. Color R yellow.
This completes the scheme for the m-th generation of squares. We proceed the
scheme recursively. First, color green every light ǫ square in the n-th generation
that lies outside Γn−1 and has a side lying on Γn−1. Second, color green every
light ǫ square in the n-th generation that can be joined to a green square from the
first step by a path of light ǫ squares in the n-th generation that lie outside Γn−1.
This completes the n-th generation of green squares. If there is a green square
reaching outside of Q, we say that the process ends with the n-th generation of
squares. Otherwise, let γn denote the boundary of the polynomially convex hull
of the union of Γn−1 and the green squares in the n-th generation. If a square in
the n-th generation lies outside γn but has a side lying on γn, color the square
red. Observe that each such red square must be heavy. A square S in the n-th
generation is colored yellow if S is outside γn, S has no side lying on γn, and the
distance from S to some red square in the n-th generation is less than or equal
to n22−n. Let Γn denote the polynomially convex hull of the union of colored
squares of the n-th generation.
Termination of the scheme means that the process ends for some n. That is,
{γn}n≥m and {Γn}n≥m are finite. If {γn}n≥m and {Γn}n≥m are infinite, we say
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that there is a sequence of heavy ǫ barriers around the square R. We denote
Ym =
∞∑
k=m+1
k22−k.
Two things can happen (depending on m):
Case I. The scheme terminates, in our setup, this means Thomson’s coloring
scheme reaches a square S in n-th generation that is not contained in Q. One
can construct a polygonal path P, which connects the centers of adjacent squares,
from the center of a square (contained in Q) adjacent to S to the center of a square
adjacent to R so that the orange (non green in Thomson’s coloring scheme) part
of length is no more than Ym. Let GP = ∪Sj , where {Sj} are all light ǫ squares
with P ∩ Sj 6= ∅. By Tolsa’s Theorem (2-1), we see
γ(P ) ≤ AT (γ(Int(GP )) + Ym).
Since P is a connected set, γ(P ) ≥ 0.1
4
(Theorem 2.1 on page 199 of [G69]). We
can choose m to be large enough so that
γ(Int(GP )) ≥
1
40AT
− Ym = ǫm > 0. (3.2)
Case II. The scheme does not terminate. In this case, one can construct a
sequence of heavy ǫ barriers inside Q, that is, {γn}n≥m and {Γn}n≥m are infinite.
For simplicity, we will use scheme(Q, ǫ,m, γn,Γn, n ≥ m) to stand for our
version of Thomson’s coloring scheme. The following is Lemma 2 of [Y19].
Lemma 3.6. Suppose Case I of scheme(Q, ǫ,m, γn,Γn, n ≥ m) is true, then
γ(D \ E) ≥ ǫ1,
where
ǫ1 = 10
−8ǫ3ǫm
and ǫm is from (3.2).
Let ϕ be a smooth function with compact support. The localization operator
Tϕ is defined by
(Tϕf)(λ) =
1
π
∫
f(z)− f(λ)
z − λ
∂¯ϕ(z)dA(z),
where f ∈ L∞(C). One can easily prove the following norm estimation for Tϕ :
‖Tϕf‖ ≤ 4‖f‖diameter(suppϕ)‖∂¯ϕ‖.
Let g be an analytic function outside the disc B(a, δ) satisfying the condition
g(∞) = 0. We consider the Laurent expansion of g centered at a,
g(z) =
∞∑
n=1
cn(g, a)
(z − a)n
.
We define
α(g) = c1(g, a), β(g, a) = c2(g, a).
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α(g) does not depend on the choice of a, while β(g, a) depends on a. However,
if α(g) = 0, then β(g, a) does not depend on a, in this case, we denote β(g) =
β(g, a).
Proof. (Lemma 3.5) Fix ǫ < 1
36AT
. Suppose that there exists λ ∈ K such that
lim
δ→0
γ(B(λ, δ) \ F)
δ
= 0,
then there exists δ0 > 0 such that
γ(B(λ, δ) \ F) < ǫ1δ, δ ≤ δ0 (3.3)
where ǫ1 is as in Lemma 3.6, and K \ clos(B(λ, δ0)) 6= ∅. Without loss of
generality, we assume that λ = 0 and δ0 = 1. By Lemma 3.6, Case II of
scheme(Q, ǫ,m, γn,Γn, n ≥ m) for E = F is true.
Let fn = χGn , where Gn is the region bounded by γn, clearly, we have R ⊂ Gn
and fn ∈ H∞(C\γn). We apply standard Vitushkin’s scheme for fn. Let {Sij, ϕij}
be the partition of unity with square size l = 1
2n
satisfying spt(ϕij) ⊂ 2Sij,
0 ≤ ϕij ≤ 1, and ‖∂¯ϕij‖ ≤ C/l. Moreover, {Sij} contains all squares of nth
generation of the scheme. Then
fn =
∑
Sij∩γn 6=∅
(fij := Tϕijfn) =
∑
Sij∩γn 6=∅
(fij − gij − hij) + fl.
where
fl =
∑
Sij∩γn 6=∅
(gij + hij).
To apply standard Vitushkin’s scheme, we need to construct functions gij , hij ∈
Rt(K,µ)∩L∞(µ) that are bounded analytic off 3Sij and the following properties
hold:
‖gij‖L∞(µ) ≤ C3, gij(∞) = 0, α(gij) = α(fij), (3.4)
‖hij‖L∞(µ) ≤ C4, hij(∞) = α(hij) = 0, β(hij, cij) = β(fij − gij , cij), (3.5)
and
C(gijgµ)(z) = gij(z)C(gµ)(z), C(hijgµ)(z) = hij(z)C(gµ)(z), γ|(3Sij)c − a.a.(3.6)
for g ⊥ Rt(K,µ).
Assuming gij , hij have been constructed and satisfy (3.4), (3.5), and (3.6), we
conclude that
|fij(z)− gij(z)− hij(z)| ≤ C5min
(
1,
l3
dist(z, γn)3
)
,
Therefore, there exists fˆ ∈ Rt(K,µ) ∩ L∞(µ) and a subsequence {lk} such that
flk converges to fˆ in weak
∗ topology in L∞(µ). Clearly, fˆ(z) = χG for z ∈ C\∂G,
where G = ∪Gn is a simply connected region, and
C(fˆ gµ)(z) = χGC(gµ)(z) = ρ(fˆ)C(gµ)(z), γ|(∂G)c − a.a.
for g ⊥ Rt(K,µ). Thus, by Lemma 3.4, there exists ∆ with G ⊂ ∆ ⊂ clos(G)
such that fˆ = χ∆. If µ(∆) = 0, then G ⊂ abpe(Rt(K,µ)) and G ⊂ R, γ − a.a.
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by Lemma 2.9 (2), which contradicts to (3.3). Therefore, fˆ is a non-trivial char-
acterization function, which contradicts to the assumption that Sµ is irreducible.
It remains to construct gij , hij satisfying (3.4), (3.5), and (3.6). For 2Sij ∩γn 6=
∅, there exists a heavy square S with S ⊂ 3Sij and
γ(S \ F) < ǫδ.
We divide S into 9 equal small squares. Let Sd (with cente cd), Su (with cente cu)
be the left bottom and upper squares, respectively. Then, using semiadditivity
of analytic capacity Theorem 2.1 (2), we conclude that
γ(Sd ∩ F) ≥
1
AT
γ(Sd)− γ(Sd \ F) ≥
1− 12AT ǫ
12AT
l ≥
1
18AT
l.
Similarly, γ(Su ∩ F) ≥
1
18AT
l. Using Lemma 2.8, we find a function hd ∈
Rt(K,µ) ∩ L∞(µ) bounded analytic off Sd and a finite positive measure ηd sup-
ported in Sd satisfying the properties of Lemma 2.8. Similarly, there is a function
hu ∈ Rt(K,µ) ∩ L∞(µ) bounded analytic off Su and a finite positive measure ηu
supported in Su satisfying the properties of Lemma 2.8. Let
h0 =
‖ηu‖
l
hd −
‖ηd‖
l
hu,
then α(h0) = 0 and
|β(h0, cij)| =
1
l
∣∣∣∣
∫ ∫
(w − z)dηu(w)dηd(z)
∣∣∣∣
≥
1
l
∫ ∫
Im(w − z)dηu(w)dηd(z)
≥
l2
972A2T
.
Set
gij =
hd
α(hd)
α(fij)
and
hij =
h0
β(h0, cij)
β(fij − gij, cij).
It is easy to verify that gij and hij satisfy (3.4), (3.5), and (3.6). The proof is
completed. 
Lemma 3.7. Suppose that Sµ on R
t(K,µ) is pure. Let ∆0 be a Borel set, χ∆0 ∈
Rt(K,µ), and K0 = σ(Sµ|∆0 ). Let C \ K0 = ∪
∞
n=1Un, where Un is a connected
component. If Sµ|∆0 on R
t(K0, µ|∆0) is irreducible, then
(1) ∂Un ⊂ F .
(2) if Kn = clos(K ∩ Un), then there exists a Borel partion {∆n}n≥0 of spt(µ)
with ∆n ⊂ Kn such that
Rt(K,µ) = Rt(K0, µ|∆0)⊕
∞⊕
n=1
Rt(Kn, µ|∆n).
APPROXIMATION BY RATIONAL FUNCTIONS II 19
Proof. (1) From Lemma 3.2, we get
Rt(K,µ) = Rt(K0, µ|∆0)⊕R
t(K ′, µ|∆′).
Let F0 and F
′ be the non-removable boundaries of Rt(K0, µ|∆0) and R
t(K ′, µ|∆′),
respectively. Set R0 = C \ F0 and R′ = C \ F ′. It is clear that ∂Un ⊂ F0. We
claim that ∂Un ⊂ F ′. In fact, from Lemma 2.9 (1), if there exists λ ∈ ∂Un ∩ R′
such that
lim
δ→0
γ(B(λ, δ) \ R′)
δ
= 0.
Using Lemma 3.3 (2), we see that R0 ∩R′ = ∅, γ − a.a., then R′ ⊂ F0, γ − a.a.
Hence,
lim
δ→0
γ(B(λ, δ) \ F0)
δ
= 0,
which contradicts to Lemma 3.5 since Sµ|∆0 on R
t(K0, µ|∆0) is irreducible. Thus,
by Lemma 3.3 (1),
∂Un ⊂ F0 ∩ F
′ ≈ F .
(2) Using Lemma 2.12, for f = χUn , then there exists fˆ ∈ R
t(K,µ) ∩ L∞(µ)
such that
C(fˆ gµ)(z) = f(z)C(gµ)(z), z ∈ C \ ∂Un, γ − a.a.
where g ⊥ Rt(K,µ). Hence, there exists ∆n (Un ⊂ ∆n) such that, by Lemma
3.4, fˆ = χ∆n , ∆n ∩∆m = ∅ for n 6= m, and
Rt(K ′, µ|∆′) = R
t(K00, µ|∆00)⊕
∞⊕
n=1
Rt(Kn, µ|∆n)
where K00 = σ(Sµ|∆00 ) and Kn = σ(Sµ|∆n ). Clearly, K00 ⊂ K0. Let F00 be the
non-removable boundary ofRt(K00, µ|∆00). SetR00 = C\F00. IfR00 6= ∅, γ−a.a..
Using Lemma 3.5 (2), we see that R00 ⊂ F0, γ−a.a.. Similar to the proof of (1),
we get a contradiction to Lemma 3.5 since Sµ|∆0 on R
t(K0, µ|∆0) is irreducible.
Thus, Rt(K00, µ|∆00) = 0. 
Proof. (Theorem 3.1) ⇒: Suppose that R is not γ-connected. Then there exist
open bounded subsets G1 and G2 with G1∩G2 = ∅, R ⊂ G1∪G2, R∩G1 6= ∅, and
R ∩ G2 6= ∅. We may assume G1 is connected. Then from Lemma 2.12, for f =
χG1 , there exists fˆ ∈ R
t(K,µ)∩L∞(µ) such that C(fˆ gµ)(z) = f(z)C(gµ)(z), z ∈
C\∂G1, γ−a.a. for g ⊥ Rt(K,µ). This implies, by Lemma 3.4, that fˆ = χ∆1 . It
is clear that fˆ is a non[trivial characterization function. This is a contradiction.
⇐: Suppose that Rt(K,µ) is not irreducible, then from Lemma 3.2, there exists
a partition {∆1,∆2} of spt(µ) such that
Rt(K,µ) = Rt(K1, µ|∆1)⊕ R
t(K2, µ|∆2),
where Ki = σ(Sµ|∆i ) for i = 1, 2 and Sµ|∆1 on R
t(K1, µ|∆1) is irreducible. Using
Lemma 3.7, there exusts Un such that Un ∩K2 6= ∅. Let K ⊂ B(0, R), G1 = Un,
and G2 = B(0, R) \ clos(G1). Then, from Lemma 3.7, we see that
R ⊂ G1 ∪G2, R ∩G1 6= ∅, and R∩G2 6= ∅.
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This is a contradiction since R is γ-connected. 
4. Main Lemma I
In this section, we prove one of our main lemmas. We assume that 1 ≤ t <∞,
K ⊂ C is a compact subset, µ is a finite positive measure supported on K,
K = σ(Sµ), and Sµ on R
t(K,µ) is pure.
Lemma 4.1. For f ∈ Rt(K,µ) ∩ L∞(µ) and a smooth function ϕ with support
in B(λ, δ), we have∣∣∣∣
∫
ρ(f)(z)∂¯ϕ(z)dA(z)
∣∣∣∣ ≤ Cδ‖∂¯ϕ‖γ(B(λ, δ) ∩ F). (4.1)
To prove the main lemma, we need to prove several lemmas.
Lemma 4.2. Let {rn} ⊂ Rat(K) such that ‖rn − f‖Lt(µ) → 0. Then, for g ⊥
Rt(K,µ) and ǫ > 0, there exist Aǫ with γ(Aǫ) < ǫ and a sequence {rnk} such that
{rnkC(gµ)} uniformly converges to ρ(f)C(gµ) on R \ Aǫ.
Proof. From Lemma 2.2 (1), we let Q1 ⊂ K with γ(Q1) = 0 such that the
principal values of C(gµ)(z) and C(fgµ)(z) exist for z ∈ K \Q1. Define:
Anm =
{
z ∈ K \Q1 : |rn(z)C(gµ)(z)− C(fgµ)(z)| ≥
1
m
}
As in the proof of Lemma 3.5 of [CY19], we choose nm so that γ(Anmm) ≤
CT
2m
.
Set Bk = ∪∞m=kAnmm, Applying Theorem 2.1 (2), there exists k0 so that
ATCT
2k0−1
< ǫ
and
γ(Bk0) ≤ AT
∞∑
m=k
γ(Anmm) ≤ ATCT
∞∑
m=k0
1
2m
< ǫ.
Then on Bck0 , rnm(λ)C(gµ)(λ) converges to C(fgµ)(λ) uniformly. 
For a dense set {gj} ⊂ Rt(K,µ)⊥, denote EN = E(gjµ, 1 ≤ j ≤ N).
Lemma 4.3. For f ∈ Rt(K,µ) ∩ L∞(µ), if η is a finite positive measure with
compact support, is linear growth, and ‖Cǫ(η)‖ ≤ 1 such that
C(η)(λ) = ρ(f)(λ) AR − a.a..
Then
Θη(λ) = 0, γ|R − a.a. (4.2)
and
C(η)(λ) = ρ(f)(λ) γ|R − a.a.. (4.3)
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Proof. Suppose that
γ{λ ∈ R : Θ∗η(λ) > 0} > 0, (4.4)
then using the same proof as in Lemma 3.2 of [CY19], we can find a Lipshitz
curve Γ such that η(Γ ∩R) > 0. Set
Uλǫ,η = {z : |C(η)(z)− v
+(η,Γ, λ)| > ǫ} ∩ UΓ,
Lλǫ,η = {z : |C(η)(z)− v
−(η,Γ, λ)| > ǫ} ∩ LΓ,
and
Aλǫ,f = {z : |ρ(f)(z)− ρ(f)(λ)| > ǫ}.
Except a zero H|Γ set Q, from Lemma 2.5,
lim
δ→0
γ(B(λ, δ) ∩ Uλǫ,η)
δ
= lim
δ→0
γ(B(λ, δ) ∩ Lλǫ,η)
δ
= 0,
and from Lemma 2.9 (1) and Lemma 2.11,
lim
δ→0
γ(B(λ, δ) ∩Aλǫ,f)
δ
= lim
δ→0
γ(B(λ, δ) ∩ F)
δ
= 0
for λ ∈ Γ ∩R \Q. Hence,
lim
δ→0
γ(B(λ, δ) ∩ (Uλǫ,η ∪ L
λ
ǫ,η ∪ A
λ
ǫ,f ∪ F))
δ
= 0.
Hence, for λ ∈ Γ ∩R \Q,
lim
δ→0
A(B(λ, δ) ∩ (Uλǫ,η)
c ∩ (Lλǫ,η)
c ∩ (Aλǫ,f)
c ∩ R ∩ {C(η)(z) = ρ(f)(z)})
δ2
> 0.
There exists a sequence of {λn} ⊂ R coverging to λ such that C(η)(λn) = ρ(f)(λn)
and ρ(f)(λn)→ ρ(f)(η)(λ). So
C(η)(λn)→ ρ(f)(η)(λ) = v
+(η,Γ, λ) = v−(η,Γ, λ)
which implies η(Γ ∩ R) = 0 and contradicts to (4.4). Thus, (4.2) is proved.
By Lemma 2.4, we see that C(η)(λ) is γ-continuous for λ ∈ R, γ − a.a.. Set
Bλǫ,f = {|C(η)(z)− C(η)(λ)| < ǫ}. Similarly, we conclude that
lim
δ→0
A(B(λ, δ) ∩ Bλǫ,f ∩ (A
λ
ǫ,f)
c ∩ R ∩ {C(η)(z) = ρ(f)(z)})
δ2
> 0
which implies (4.3). 
Let φ be a bounded non-negative function on R supported on [0, 1] with 0 ≤
φ(z) ≤ 2 and
∫
φ(|z|)dA(z) = 1. Let φǫ(z) =
1
ǫ2
φ( |z|
ǫ
). Define the kernel function
Kǫ = −
1
z
∗ φǫ and for a finite complex-valued measure ν with compact support,
define C˜ǫν = Kǫ ∗ ν. Clearly,
C˜ǫν = φǫ ∗ Cν = C(φǫ ∗ ν).
It is easy to show that
Kǫ(z) = −
1
z
, |z| ≥ ǫ
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and ‖Kǫ‖∞ ≤
C1
ǫ
. Hence,
|C˜ǫν(λ)− Cǫν(λ)| =
∣∣∣∣
∫
|z−λ|≤ǫ
Kǫ(λ− z)dν(z)
∣∣∣∣ ≤ C1 |ν|(B(λ, ǫ))ǫ . (4.5)
Lemma 4.4. Suppose that η is a finite positive measure with compact support,
is linear growth, ‖Cǫ(η)‖ ≤ 1, and Θη(λ) = 0, λ ∈ R, γ − a.a.. If ‖C˜ǫ(gjµ)‖ ≤
Mj <∞, then there are two functions F1 ∈ L∞(µ) and F2 ∈ L∞(η) with F1(z) =
C(η), µ|R\Q1 − a.a., where γ(Q1) = 0, and F2(z) = C(gjµ), η|R − a.a. such that
in the sense of distribution,
∂¯(C(η)C(gjµ)) = F1gjµ+ F2η.
Proof. We choose φ as a smooth non-negative function on R supported on [0, 1]
with 0 ≤ φ ≤ 2 and
∫
φ(|z|)dA(z) = 1. Then Kǫ is a smooth function. There
is a subset Q1 with γ(Q1) = 0 such that limǫ→ Cǫ(η)(λ) = C(η)(λ) exists and
Θη(λ) = 0 for λ ∈ R\Q1. So, by (4.5), C˜ǫη(z) converges to Cη(z) on R\Q1 and
‖C˜ǫkη‖ ≤ C6. Set ν = gjµ, then, by LLemma 2.6 (2), Cν(z) = 0, A|Rc − a.a.. For
a smooth function ϕ with compact support, by Lebesgue dominated convergence
theorem, we have∫
∂¯ϕ(z)C(η)(z)C(ν)(z)dA(z)
= lim
ǫ→0
∫
∂¯ϕ(z)C˜ǫη(z)C(ν)(z)dA(z)
= lim
ǫ→0
∫
∂¯(ϕ(z)C˜ǫη(z))C(ν)(z)dA(z) − lim
ǫ→0
∫
ϕ(z)∂¯(C˜ǫη(z))C(ν)(z)dA(z)
=I − lim
ǫ→0
IIǫ.
We can find a sequence {C˜ǫkη(z)} converging to F1 in L
∞(µ) weak∗ topology and
C˜ǫkη(z)→ Cη(z) = F1(z), µ|R\Q1 − a.a..
It is clear that
I = − lim
ǫk→0
∫
ϕ(z)C˜ǫkη(z)∂¯C(ν)(z)dA(z) = π
∫
ϕ(z)F1(z)dν(z).
Now we estimate II:
IIǫ =
∫
ϕ(z)∂¯(C(φǫ ∗ η)(z))Cν(z)dA(z)
=− π
∫
ϕ(z)Cν(z)(φǫ ∗ η)(z)dA(z).
=− π
∫
(ϕCν) ∗ φǫ(z)dη(z).
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Set Φǫ(z) = (ϕCν)∗φǫ(z)−ϕ(z)C˜ǫν(z). It is proved in Lemma 5.5 of [CY19] that
Φǫ is bounded and Φǫ → 0, η − a.a.. Hence,
lim
ǫ→0
IIǫ = lim
ǫ→0
∫
ϕ(z)C˜ǫν(z)dη(z).
Since ‖C˜ǫ(gjµ)‖ ≤ Mj <∞, we may find a subsequence {C˜ǫkν} converging to F2
in L∞(η) weak∗ topology. Clearly,
lim
ǫ→0
C˜ǫν(z) = Cν(z) = F2(z), η|R − a.a..
since a zero γ set is also η zero set by Lemma 2.2 (4). The lemma is proved. 
Lemma 4.5. Let F be a Borel subset such that C∗(gjµ)(z) ≤ Mj < ∞ and
Mgjµ(z) ≤ Mj < ∞ for z ∈ F . Let ηN be a finite positive measure such that
spt(ηN) ⊂ F ∩ EN , ηN ∈ Σ(F ), and ‖Cǫ(ηN)‖ ≤ 1 for all ǫ > 0. Suppose that ηN
tends to η in C(clos(F ))∗ weak∗ topology. Then
(1) η ∈ Σ(spt(η)), ‖Cǫ(η)‖ ≤ 1, and limN→∞ ‖ηN‖ = ‖η‖;
(2) ‖Cǫ(gjµ)‖L∞(η) ≤ Mj and ‖C˜ǫ(gjµ)‖L∞(η) ≤ C7Mj;
(3) there exists f ∈ Rt(K,µ) ∩ L∞(µ) such that
C(η)(z)C(gµ)(z) = C(fgµ)(z), γ|R − a.a.
for g ⊥ Rt(K,µ).
(4) η(R) = 0;
(5) ‖η‖ ≤ C8γ(spt(η) ∩ F).
Proof. (1) is trivial since 1
z−λχB(λ,ǫ)c ∈ C(clos(F )).
(2) On z ∈ spt(ηN), we have
|C˜ǫ(gjµ)(z)| ≤|C˜ǫ(gjµ)(z)− Cǫ(gjµ)(z)|+ |Cǫ(gjµ)(z)|
≤C9M∗(gjµ)(z) + C∗(gjµ)(z)
≤C7Mj .
Therefore, since C˜ǫ(gjµ)(z) is continuous,∫
|C˜ǫ(gjµ)(z)|
ndη = lim
N→∞
∫
|C˜ǫ(gjµ)(z)|
ndηN ≤ (C7Mj)
n‖η‖
which implies ‖C˜ǫ(gjµ)‖L∞(η) ≤ C7Mj .
(3) As the same proof as in Lemma 3.4 of [CY19], we conclude that there exists
a sequence of {ǫk} such that Cǫk(ηN) converges to fN in weak
∗ topology in L∞(µ),
‖fN‖L∞(µ) ≤ 1, ∫
fNgjdµ = −
∫
C(gjµ)dηN ,
and ∫
fN(z)− C(ηN)(λ)
z − λ
gj(z)dµ(z) = −
∫
C(gjµ)(z)
dηN(z)
z − λ
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for λ ∈ (spt(ηN ))
c γ − a.a.. We may assume that fN converges to f in L
∞(µ)
weak∗ topology. Hence,∣∣∣∣
∫
fgjdµ
∣∣∣∣ = limN→∞
∣∣∣∣
∫
fNgjdµ
∣∣∣∣ ≤ limN→∞
∫
|C(gjµ)|dηN ≤ lim
N→∞
‖ηN‖
N
= 0
which implies f ∈ Rt(K,µ) ∩ L∞(µ).
Let E ⊃ F sarisfy C∗(gjµ)(z) ≤ Nj <∞ (Mj < Nj) for z ∈ E such that γ(Ec)
is small enough (see Lemma 2.2 (5)). Let ψ be a smooth function with compact
support, then, for n ≤ N ,∣∣∣∣
∫
E∩R
∫
fN(z)− C(ηN)(λ)
z − λ
gj(z)ψ(λ)dµ(z)dA(λ)
∣∣∣∣
≤
∣∣∣∣
∫
E∩R∩Ecn
∫
fN(z)− C(ηN)(λ)
z − λ
gj(z)ψ(λ)dµ(z)dA(λ)
∣∣∣∣
+ C
∫
E∩R∩En
∫
|gj(z)||ψ(λ)|
|z − λ|
dµ(z)dA(λ)
≤
∫
E∩R∩Ecn
∫
|C(gjµ)(z)||ψ(λ)|
|z − λ|
dηN(z)dA(λ) + C
√
A(E ∩ R ∩ En)
≤C(
1
N
+
√
A(E ∩R ∩ En)).
for j ≤ N . Notice that, by Lemma 2.6 (1),
A(E ∩R ∩ En) ≤ A(R∩ En) = A(R0 ∩ En)→ 0
as n→∞. On the other hand,
lim
N→∞
∫
E∩R
C(fNgjµ)(λ)ψ(λ)dA(λ)
=− lim
N→∞
∫
fNC(ψχE∩RdA)gjdµ
=−
∫
fC(ψχE∩RdA)gjdµ
=
∫
E∩R
C(fgjµ)ψdA.
and C(C(gjµ)ψχE∩RdA) is a continuous function, we have
lim
N→∞
∫
E∩R
C(ηN )C(gjµ)(λ)ψ(λ)dA(λ)
=− lim
N→∞
∫
C(C(gjµ)ψχE∩RdA)dηN
=−
∫
C(C(gjµ)ψχE∩RdA)dη
=
∫
E∩R
C(η)C(gjµ)(λ)ψ(λ)dA(λ).
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Hence, we get
C(η)C(gjµ)(λ) = C(fgjµ)(λ) AR − a.a..
since γ(R \E) can be small enough, so is A(R \ E). Therefore,
C(η)(λ) = ρ(f)(λ) AR − a.a..
Now (3) follows from Lemma 4.3.
(4) Since a zero γ set is also a zero η set (see Lemma 2.2 (4)), we get
C(η)(λ) = ρ(f)(λ) η|R − a.a..
Let µ = hη + µs be the Radon Nikodym decomposition with respect to η, where
µs ⊥ η. From Lemma 4.4, we have
F1gjµ+ F2η = fgjµ.
Together with (2.20), we get
F1(z)gj(z)h(z) = f(z)gj(z)h(z), η|R − a.a.
Therefore,
F2(z) = C(gjµ)(z) = 0, η|R − a.a.
for j ≥ 1. We conclude that η(R) = 0 since R ⊂ ∪∞j=1N (gjµ) by Lemma 2.6 (1).
(5) There is an open subset O with spt(η) ∩ R ⊂ O with η(O) ≤ 1
2
‖η‖ and if
we define E := spt(η) \O, then
‖η‖ = η(spt(η) \ R) ≤ 2η(E).
Clearly, E is compact and E ⊂ spt(η) ∩F . Hence, by the definition of c2(η) and
Proposition 3.3 in [To14],
c2(η|E) ≤ c
2(η) ≤ C10‖η‖ ≤ 2C10‖η|E‖.
By Theorem 2.1 (1), we conclude that
‖η|E‖ ≤ Cγ(E) ≤ Cγ(spt(η) ∩ F).
This completes the proof. 
Lemma 4.6. There exists an absolute constant C11 > 0 such that if γ(B(λ, δ) ∩
F) > 0, then
lim
N→∞
γ(B(λ, δ) ∩ EN) ≤ C11γ(B(λ, 2δ) ∩ F).
Proof. From Lemma 2.7, we have
γ(B(λ, δ) ∩ EN) ≥ (ǫ0 := c1γ(B(λ, δ) ∩ F))
where c1 is an absolute constant as in Lemma 2.7.
From Lemma 2.2 (5), there exists a Borel subset F ⊂ B(λ, 2δ) such that
(a) γ(B(λ, 2δ) \ F ) < 1
2AT
ǫ0;
(b) C∗(gjµ)(z) ≤Mj <∞ for z ∈ F ;
(c) Mgjµ(z) ≤ Mj <∞ for z ∈ F .
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From Theorem 2.1 (1), there exists a positive measure ηN with linear growth,
spt(ηN) ⊂ B(λ, δ) ∩ F ∩ EN , and ‖Cǫ(ηN )‖∞ ≤ 1 such that
‖ηN‖ ≥
1
2
γ(B(λ, δ) ∩ F ∩ EN)
≥
1
2
(
1
AT
γ(B(λ, δ) ∩ EN)− γ(B(λ, 2δ) \ F )).
Hence,
γ(B(λ, δ) ∩ EN) ≤ 2AT (‖ηN‖+ γ(B(λ, 2δ) \ F ))) ≤ 2AT‖ηN‖+
1
2
ǫ0.
We may assume that ηN ∈ C(clos(B(λ, δ)))∗ → η in weak ∗ topology. Now the
lemma follows from Lemma 4.5. 
Now we are ready to finish the proof of Lemma 4.1.
Proof. (Lemma 4.1) Let EN and {rnk} be as in Lemma 4.6 and Lemma 4.2. From
Lemma 4.2, we find Aǫ ⊂ R such that γ(Aǫ) < ǫ and on R \ Aǫ, {rnkC(gjµ)}
converges to ρ(f)C(gjµ) uniformly. Therefore, {rnk} converges to ρ(f) uniformly
on R \ (Aǫ ∪ EN). We extend {rnk} as continuous functions {Rk} outside of
clos(R\ (Aǫ ∪ EN)) such that Rk is zero on a compact subset F ⊂ clos(R\ (Aǫ ∪
EN))c and ‖Rk‖C ≤ ‖rnk‖clos(R\(Aǫ∪EN ). Then
lim
k→∞
‖Rk‖C ≤ 2‖ρ(f)‖L∞(A|R)
and, notice that ρ(f)(z) = 0, A|Rc − a.a., we get∣∣∣∣
∫
ρ(f)(z)∂¯ψ(z)dA(z)
∣∣∣∣
≤
∣∣∣∣
∫
R∩(Aǫ∪EN )
ρ(f)(z)∂¯ψ(z)dA(z)
∣∣∣∣ +
∣∣∣∣
∫
R\(Aǫ∪EN )
ρ(f)(z)∂¯ψ(z)dA(z)
∣∣∣∣
≤‖ρ(f)‖δ‖∂¯ψ‖A(B(λ, δ) ∩ R ∩ (Aǫ ∪ EN))
+ lim
k→∞
∣∣∣∣
∫
R\(Aǫ∪EN )
Rk(z)∂¯ψ(z)dA(z)
∣∣∣∣
≤C12‖ρ(f)‖δ‖∂¯ψ‖A(B(λ, δ) ∩R ∩ (Aǫ ∪ EN))
+
(
I := lim
k→∞
∣∣∣∣
∫
Rk(z)∂¯ψ(z)dA(z)
∣∣∣∣
)
+
(
II := lim
k→∞
∣∣∣∣
∫
F∪Aǫ∪EN
Rk(z)∂¯ψ(z)dA(z)
∣∣∣∣
)
.
Estimate for I:
I ≤ lim
k→∞
‖TψRk‖γ(B(λ0, δ) \ clos(R \ (Aǫ ∪ EN)))
≤C13‖ρ(f)‖δ‖∂¯ψ‖γ(B(λ0, δ) ∩ (F ∪Aǫ ∪ EN))
≤C13AT‖ρ(f)‖δ‖∂¯ψ‖(γ(B(λ0, δ) ∩ F) + γ(B(λ0, δ) ∩Aǫ) + γ(B(λ0, δ) ∩ EN)).
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Hence, using Lemma 4.6 and taking ǫ→ 0 and N →∞, we get
I ≤ C14‖ρ(f)‖δ‖∂¯ψ‖γ(B(λ0, 2δ) ∩ F).
Estimate for II:
II ≤C15‖ρ(f)‖‖∂¯ψ‖A(B(λ0, δ) ∩ (F ∪Aǫ ∪ (R∩ EN)))
≤C‖∂¯ψ‖(A(B(λ0, δ) ∩ F) + A(B(λ0, δ) ∩Aǫ) + A(B(λ0, δ) ∩ R ∩ EN)).
Hence, taking ǫ→ 0 and N →∞, we get
II ≤C16‖ρ(f)‖‖∂¯ψ‖A(B(λ0, δ) ∩ F)
≤C17‖ρ(f)‖δ‖∂¯ψ‖γ(B(λ0, δ) ∩ F).
Combining estimates for I with II, we complete the proof. 
5. Main Lemma II
Let D be a bounded Borel subset. Define
L∞(AD) = {f ∈ L
∞(C) : f(z) = 0, z ∈ Dc},
where AD is the area measure restricted to D. Let GC(D) consist of functions
f ∈ L∞(AD) that is γ-continuous on D \ Q, where A(Q) = 0. We assume that
χD ∈ GC(D). In this case, there exists a subset Q with A(Q) = 0 such that for
λ ∈ D \Q,
lim
δ→0
γ(B(λ, δ) \ D)
δ
= 0. (5.1)
Set FD = F \ D. H∞D (AD) is the weak
∗ closure in L∞(AD) of functions f , where
f is bounded analytic off a compact subset of FD. The following is our second
main Lemma which generalizes Theorem 5.1 in [CY19].
Lemma 5.1. Let 1 ≤ t < ∞ and let Sµ on R
t(K,µ) be pure. Let D be a
bounded Borel subset satisfying the condition (5.1). Let f ∈ GC(D) be given with
‖f‖L∞(AD) ≤ 1. Suppose that, for λ0 ∈ C, δ > 0, and a smooth function ϕ with
support in B(λ0, δ), we have∣∣∣∣
∫
f(z)
∂ϕ(z)
∂z¯
dA(z)
∣∣∣∣ ≤ Cδ
∥∥∥∥∂ϕ(z)∂z¯
∥∥∥∥
∞
γ(B(λ0, δ) ∩ FD). (5.2)
Then f ∈ H∞D (AD) and there exists fˆ ∈ R
t(K,µ)∩L∞(µ) such that C(fˆ gµ)(z) =
f(z)C(gµ)(z), AD − a.a. for each g ⊥ Rt(K,µ) and ‖fˆ‖L∞(µ) ≤ C18.
For f ∈ GC(D), a positive integer N , and λ ∈ C, where f is γ-continuous at
λ, define
F (f,N, λ) = {z : |f(z)− f(λ)| ≥
1
N3
}.
Let D(f,m,N) be the set of λ ∈ D such that
γ(F (f,N, λ) ∩ B(λ, δ)) <
1
N4
δ
28 L. YANG
and
γ(D ∩ B(λ, δ)) <
1
N2
δ
for δ ≤ 1
m
. From the definition of GC(D), we conclude that
A
(
D \
∞⋃
m=1
D(f,m,N)
)
= 0. (5.3)
Let δ > 0 and δN =
1
2N+1
δ. Now we use modified Vitushin scheme of P.
Paramonov [P95] described in section 5.1 of [CY19]. Let {ψij , Sij} be a partition
of unity with size of the squares δN and center cij, 0 ≤ ψij ≤ 1, spt(ψij) ⊂ 2Sij,
and ‖∂¯ψij‖ ≤ C19
1
δN
. Let fij = Tψijf , then
f =
∑
ij
fij =
∑
2Sij∩D6=∅
fij (5.4)
since f(z) = 0, A|Dc − a.a..
Let g0ij be as in Lemma 2.8 satisfying g
0
ij(z) = C(η
0
ij)(z) for z ∈ (spt(η
0
ij))
c,
where η0ij is a finite positive measure with spt(η
0
ij) ⊂ 3Sij ∩FD and linear growth,
‖g0ij‖ ≤ C20, and
α(g0ij) = α(fij), gij = fij − g
0
ij . (5.5)
The standard Vitushkin approximation scheme requires gij has triple zeros at
∞, which requires to estimate both α(g0ij) and β(g
0
ij, cij). The main idea of P.
V. Paramonov is that one does not actually need to estimate each coefficient
β(g0ij, cij). It suffices to do away (with appropriate estimates) with the sum
of coefficients
∑
j∈Iis
β(aij, cij) for a special partition {Iis} into non-intersecting
groups Iis for s = 1, ..., li.
Let αij = γ(B(cij , 2δN) ∩ FD). Set mini = min{j : 2Sij ∩ D 6= ∅} and
maxi = max{j : 2Sij ∩ D 6= ∅}. Let Ii = {mini, mini + 1, ..., maxi}. We call a
subset I of Ii a complete group of indices if the following conditions are satisfied:
I ={js + 1, js + 2, ..., js + s1, js + s1 + 1, ..., js + s1 + s2,
js + s1 + s2 + 1, ..., js + s1 + s2 + s3}
⊂ Ii,
where s2 will be chosen as in Lemma 2.7 of [P95],
δN ≤
js+s1∑
j=js+1
αij < δN + k1δN ,
and
δN ≤
js+s1+s2+s3∑
j=js+s1+s2+1
αij < δN + k1δN ,
where k1(≥ 3) is a fixed integer.
We now present a detailed description of the procedure of partitioning Ii into
groups. we split each Ii into (finitely many) non-intersecting groups Iil, l =
1, ..., li, as follows. Starting from the lowest index mini in Ii we include in Ii1
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(going upwards and without jumps in Ii) all indices until we have collected a
minimal (with respect to the number of elements) complete group Ii1. Then we
repeat this procedure for Ii \ Ii1, and so on. After we have constructed several
complete groups Ii1, ..., Iili−1 (this family can even be empty) there can remain
the last portion Iili = Ii \ (Ii1 ∪ ... ∪ Iili−1) of indices in Ii, which includes no
complete groups. We call this portion Iili an incomplete group (clearly, there is
at most one incomplete group for each i).
Let I = Iil be a group, define
gI =
∑
j∈I
gij, α(gI) =
∑
j∈I
α(gij), β(gI) =
∑
j∈I
β(gij, cij),
and let I ′(z) = {j ∈ I : |z − cij | > 3k1δN}
L′I(z) =
∑
j∈I′(z)
(
δNαij
|z − cij |2
+
δ3N
|z − cij |3
)
.
Define LI(z) = L
′
I(z) if I = I
′(z), otherwise, LI(z) = 1 + L
′
I(z). It is proved in
(2.22) of [P95] that
|gI(z)| ≤ C21LI(z), |gI(z)| ≤ C21. (5.6)
We rewrite (5.4) as the following
f =
∑
i
li−1∑
l=1
(gIil − hIil) +
∑
i
∑
j∈Iili
gij + fδN
where
fδN =
∑
i
∑
j∈Iili
g0ij +
∑
i
li−1∑
l=1
hIil. (5.7)
The function hIil has the following form as in (2.32) of [P95]:
hIil =
js+s1∑
j=js+1
js+s1+s2+s3∑
k=js+s1+s2+1
(
H ijk :=
δN
|cik − cij |
(λjikhik − λ
k
ijhij)
)
(5.8)
satisfying (see the proof of Lemma 2.7 in [P95] for details):
(H1) hij is bounded analytic off 3Sij from Lemma 2.8 and hij(z) = C(ηij)(z)
for z ∈ (spt(ηij))
c, where ηij is a finite positive measure with linear growth and
spt(ηij) ⊂ 3Sij ∩ FD, satisfying
‖hij‖∞ ≤ C22, α(hij) = αij; (5.9)
(H2) λkij, λ
j
ik ≥ 0 and
js+s1∑
j=js+1
λjik ≤ 1,
js+s1+s2+s3∑
k=js+s1+s2+1
λkij ≤ 1;
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(H3)
js+s1∑
j=js+1
js+s1+s2+s3∑
k=js+s1+s2+1
λkijαij = δN ,
js+s1∑
j=js+1
js+s1+s2+s3∑
k=js+s1+s2+1
λjikαik = δN ;
(H4) α(H ijk) = 0; and
(H5) if |z − cij| > 3k1δN and |z − cik| > 3k1δN , then
|H ijk(z)| ≤ C23
(
λkijαijδN
|z − cij|2
+
λjikαikδN
|z − cik|2
)
.
Let L1 be a subset of complete groups Iil and let L2 be a subset of incomplete
groups Iili. It is showed in [P95] and described in [CY19]that∑
Iil∈L1
|gIil(z)− hIil(z)|+
∑
Iili∈L2
|gIili (z)| ≤ C25min
(
1,
(
δN
dist(z, ∂R)
) 1
4
)
(5.10)
where R is a square with R ∩ Sij = ∅ for j ∈ I, I ∈ L1 ∪ L2.
We claim that there exists N0 such that for N > N0 (recall δ =
1
m
and δN =
1
2N+1
δ) ∫
D(f,m,N)
|f(z)− fδN (z)|dA(z) ≤
C26
N
1
4
. (5.11)
If (5.11) is proved, we can prove Lemma 5.1 easily as the following
Proof. (Lemma 5.1 assuming (5.11) holds) It is clear, from (5.10), that ‖fδN‖L∞(AD) ≤
C27 and fδN is bounded analytic of a compact subset off FD. Moreover, ‖fδN‖L∞(µ) ≤
C27 and fδN ∈ R
t(K,µ)∩L∞(µ). Hence, we can find a subsequence {fn} of {fδN}
such that fn → fˆ ∈ Rt(K,µ)∩L∞(µ) in L∞(µ) weak∗ topology. From (5.11), we
see that fn → f, AD − a.a.. Therefore, fn → f in L∞(AD) weak∗ topology. This
implies f ∈ H∞D (AD) since fn ∈ H
∞
D (AD). For g ⊥ R
t(K,µ), by Lemma 2.8, we
have
fn(λ)C(gµ)(λ) = C(fngµ)(λ), AD − a.a..
For λ ∈ D with
∫
1
|z−λ|
|g(z)|dµ(z) <∞, we concludde C(fngµ)(λ)→ C(fˆ gµ)(λ), AD−
a.a.. Therefore,
C(fˆ gµ)(λ) = f(λ)C(gµ)(λ), AD − a.a.
It is clear that ‖fˆ‖L∞(µ) ≤ C27. This proves the lemma. 
To prove (5.11), we have∫
D(f,m,N)
|f(z)− fδN (z)|dA(z) =
∑
ij
∫
Sij∩D(f,m,N)
|f(z)− fδN (z)|dA(z).
We now fix a square S ∈ {Sij} and S ∩ D(f,m,N) 6= ∅. It is suffice to prove∫
S∩D(f,m,N)
|f(z)− fδN (z)|dA(z) ≤
C28
N
1
4
A(S). (5.12)
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Proof. (of (5.12)) Let J be the set of indices (i, l) for 1 ≤ l ≤ li − 1 such that
there is a square Sij in the complete group Iil satisfying 3Sij ⊂ (2N + 1)S. Let
J0 be the set of indices i such that there is a square Sij in the incomplete group
Iili satisfying 3Sij ⊂ (2N + 1)S. From (5.10), for z ∈ S, we get
∑
(i,l)/∈J
|gIil(z)− hIil(z)| +
∑
i/∈J0
|gIili (z)| ≤
C29
N
1
4
.
Therefore, for z ∈ S,
|f(z)− fδN (z)|
≤
C30
N
1
4
+
∑
(i,l)∈J
|gIil(z)| +
∑
(i,l)∈J
|hIil(z)|+
∑
i∈J0
|gIili (z)|.
(5.13)
For each i, there is at most one Iil for (i, l) ∈ J so that there exists Sij in the
complete group Iil satisfying 3Sij \ (2N + 1)S 6= ∅ and Sij is above S (that is,
Im(z1) > Im(z2) for z1 ∈ Sij and z2 ∈ S). Let I
u
i be the subset of index j:
j ∈ Iil, (i, l) ∈ J , 3Sij \ (2N + 1)S 6= ∅, and there exists j1 < j with j1 ∈ Iil
and 3Sij1 ⊂ (2N + 1)S. Similarly, we define I
d
i as the subset of index j: j ∈ Iil,
(i, l) ∈ J , 3Sij \ (2N + 1)S 6= ∅, and there exists j1 > j with j1 ∈ Iil and
3Sij1 ⊂ (2N +1)S. For each i we can define I
0u
i and I
0d
i for incomplete group Iili
for i ∈ J0. All Iui , I
d
i , I
0u
i , and I
0d
i can be treated as incomplete groups. Hence,
from (5.10) and for z ∈ S,
∑
(|gIui (z)|+ |gIdi (z)|) +
∑
(|gI0u
i
(z)|+ |gI0di (z)|) ≤
C31
N
1
4
.
Therefore,
I(z) :=
∑
(i,l)∈J
|gIil(z)|+
∑
i∈J0
|gIili (z)|
≤
C32
N
1
4
+
∑
3Sij⊂(2N+1)S
(|fij(z)|+ |g
0
ij(z)|).
(5.14)
There exists λ0 ∈ S ∩ D(f,m,N) such that γ(B(λ0, δ) ∩ FD) <
1
N2
δ < 3
N
δN .
Using Theorem 2.7 on page 202 of [G69], we get
∑
3Sij⊂(2N+1)S
γ(3Sij ∩ FD) ≤ C33γ(B(λ0, δ) ∩ FD) <
C
N
δN . (5.15)
There exists λ1 ∈ S ∩ D(f,m,N) such that
γ(B(λ0, δ) ∩ F (f,N, λ1)) <
1
N4
δ.
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Thus, for z, λ ∈ F (f,N, λ1), we have |f(z)− f(λ)| <
2
N3
and
|fij(z)|
≤
1
π
∫
F (f,N,λ1)
2‖f‖
|z − λ|
|∂¯ϕij|dA(z) +
1
N3π
∫
F (f,N,λ1)c
2
|z − λ|
|∂¯ϕij|dA(z)
≤C34
√
A(F (f,N, λ1))‖∂¯ϕij‖+ C35
1
N3
≤
C36
N3
.
(5.16)
From the definition of g0ij before (5.5) and (5.2), we get∫
S∩D(f,m,N)
|g0ij(z)|dA(z) ≤
∫
S∩D(f,m,N)
∫
1
|z − λ|
dη0ijdA
≤C37
√
A(S)|α(fij)|
≤C38
√
A(S)γ(3Sij ∩ FD).
(5.17)
Combining (5.16) with (5.17) and applying (5.15), we get the following estimate
for (5.14), ∫
S∩D(f,m,N)
I(z)dA(z)
≤
C39
N3
(2N + 1)2A(S) + C38
∑
3Sij⊂(2N+1)S
γ(3Sij ∩ FD)
√
A(S)
≤
C39
N
A(S) + C40γ((2N + 1)S ∩ FD)
√
A(S)
≤
C41
N
A(S).
(5.18)
Let J1 be the subset of index i such that there exists l with (i, l) ∈ J . To
estimate
IIi(z) :=
∑
(i,l)∈J
|hIil(z)|, II(z) :=
∑
i∈J1
IIi(z),
we use (H1)-(H5). For z ∈ S and i ∈ J1 (notice that N > 3k1),
IIi(z)
≤C43LIdi ∪Iui (z) +
∑
(i,l)∈J
∑
j∈Iil\(I
d
i ∪I
u
i )
∑
k∈Iil
|λjikhik − λ
k
ijhij|
≤
C44δ
2
N
|z − cui |
2
+
C44δ
2
N
|z − cdi |
2
+
∑
(i,l)∈J
∑
j∈Iil\(I
d
i ∪I
u
i )
∑
k∈Iil
|λjikhik − λ
k
ijhij|,
where cdi and c
u
i are the centers of the squares that are in ith column and the
closest to S from bottom and top, respectively. Therefore, for given i ∈ J1,
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(i, l) ∈ J , and j ∈ Iil \ (I
d
i ∪ I
u
i ),
∑
k∈Iil
∫
S∩D(f,m,N)
(∫
λjik
|z − λ|
dηik +
∫
λkij
|z − λ|
dηij
)
dA
≤C45
∑
k∈Iil
(λjik‖ηik‖+ λ
k
ij‖ηij‖)
√
A(S)
=2C45
∑
k∈Iil
λkij‖ηij‖
√
A(S)
≤C46γ(3Sij ∩ FD)
√
A(S)
Hence,∫
S∩D(f,m,N)
II(z)dA(z)
≤C44δ
2
N
∫
S
∑
i∈J1
(
1
|z − cui |
2
+
1
|z − cdi |
2
)
dA+ C46
∑
3Sij⊂(2N+1)S
γ(3Sij ∩ FD)(A(S))
1
2
≤
C47
N
A(S) + C48γ((2N + 1)S ∩ FD)(A(S))
1
2
≤
C49
N
A(S)
(5.19)
where (5.15) is used again. Combining (5.18) with (5.19), we prove (5.11). 
6. Decomposition of Rt(K,µ)
In this section, using Theorem 3.1, Lemma 4.1, and Lemma 5.1, we prove the
following main theorem (Main Theorem).
Theorem 6.1. Let 1 ≤ t <∞ and let K ⊂ C be a compact subset. Suppose that
µ is a finite positive measure supported on K such that K = σ(Sµ). Then there
exists a Borel partion {∆n}n≥0 of spt(µ) such that
Rt(K,µ) = Lt(µ|∆0)⊕
∞⊕
n=1
Rt(Kn, µ|∆n),
where Kn = σ(Sµ|∆n ), satisfying, for n ≥ 1,
(1) Rt(Kn, µ|∆n) contains no non-trival characteristic functions;
(2) Rn is γ-connected;
(3) Kn ⊂ clos(Rn);
(4) Kn ∩Km ⊂ F , for n 6= m and n,m ≥ 1; and
(5) there exists an isometric isomorphism and a weak∗ homeomorphism ρn from
Rt(Kn, µ|∆n) ∩ L
∞(µ|∆n) onto H
∞
Rn(ARn).
The proofs of (1) to (4) are straightforward from results in previous sections.
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Proof. (Theorem 6.1 (1)-(4)) (1) follows from Lemma 3.2. (2) follows from The-
orem 3.1. (3) follows from Lemma 2.9 (3). For (4), we claim that
Rn ∩Km = ∅, γ − a.a. (6.1)
for n 6= m and n,m ≥ 1. In fact, if (6.1) is not true, from Lemma 2.9, we can
find λ ∈ Rn ∩Km such that
lim
δ→0
γ(B(λ, δ) \ Rn)
δ
= 0.
From Lemma 3.3 (2), we see that Rn ⊂ Fm. Hence,
lim
δ→0
γ(B(λ, δ) \ Fm)
δ
= 0.
This contradicts to Lemma 3.5. Therefore, Km ⊂ Fn for n 6= m and n,m ≥ 1.
This implies that
Kn ∩Km ⊂ Fk
for n 6= m and n,m ≥ 1. Now (4) follows from Lemma 3.3 (1). 
Theorem 6.1 (5) follow from the following result.
Theorem 6.2. Let 1 ≤ t < ∞ and let K ⊂ C be a compact subset. Suppose
that µ is a finite positive measure supported on K such that K = σ(Sµ). If Sµ on
Rt(K,µ) is pure. Then
ρ : Rt(K,µ) ∩ L∞(µ)→ H∞R (AR)
is an isometric isomorphism and a weak∗ homeomorphism.
Proof. For f ∈ Rt(K,µ)∩L∞(µ), ρ(f) is γ-continuous A|R−a.a. on R by Lemma
2.11. From Lemma 2.9, R satisfies (5.1). Set F = ρ(f). From Lemma 5.1, we
conclude that F ∈ H∞R (AR). Therefore, the image of ρ is in H
∞
R (AR).
From Lemma 5.1, there exists Fˆ ∈ Rt(K,µ) ∩ L∞(µ) such that C(Fˆ gµ)(z) =
F (z)C(gµ)(z), AR − a.a. for g ⊥ R
t(K,µ) and ‖Fˆ‖L∞(µ) ≤ C50‖F‖L∞(AR). This
implies, from (2.18), that C(Fˆ gµ)(z) = C(fgµ)(z), AR − a.a. for g ⊥ Rt(K,µ).
It follows from Lemma 2.6 (2) that
C(Fˆ gµ)(z) = C(fgµ)(z) = 0, A|F − a.a..
We see that
C(Fˆ gµ)(z) = C(fgµ)(z), A− a.a.,
which implies Fˆ = f since Sµ on R
t(K,µ) is pure. Hence,
‖f‖L∞(µ) ≤ C50‖F‖L∞(AR) = C50‖ρ(f)‖L∞(AR)
It is clear that ρ(f1f2) = ρ(f1)ρ(f2) for f1, f2 ∈ Rt(K,µ) ∩ L∞(µ).
‖fn‖L∞(µ) ≤ C‖(ρ(f))
n‖L∞(AR).
Thus, ‖f‖L∞(µ) ≤ ‖ρ(f)‖L∞(AR).
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On the other hand, for g ⊥ Rt(K,µ),∫
R
|ρ(f)(z)|n|C(gµ)(z)|dA(z)
=
∫
R
|C(fngµ)(z)|dA(z)
≤
∫ ∫
R
1
|z − w|
dA(z)|f(w)|n|g(w)|µ)(w)
≤C51
√
A(R)
∫
|f(w)|n|g(w)|dµ(w).
Hence, ‖ρ(f)‖L∞(A|N (C(gµ))) ≤ ‖f‖L∞(µ) . We see that ‖ρ(f)‖L∞(AR) ≤ ‖f‖L∞(µ)
since R ⊂ N (gjµ, 1 ≤ j <∞) (see Lemma 2.6). So we have proved that
‖ρ(f)‖L∞(AR) = ‖f‖L∞(µ), f ∈ R
t(K,µ) ∩ L∞(µ).
The map ρ is bijective isomorphism between two Banach algebras since H∞R (AR)
is weak∗ closure of bounded analytica functions off compact subsets of F . Since ρ
is also a weak∗ sequentially continuous, an application of Krein-Smulian Theorem
shows that ρ is a weak∗ homeomorphism. 
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