, n -r} for some r, is called a leading principal minor.
The following theorem contains some important characterizations of Mmatrices and appears with proof in [16] . Recall that each nonnegative matrix has a nonnegative eigenvalue A such that A _ Ic?l for each eigenvalue w-) of the matrix [32, p. 126] .
THEOREM 2. 3. Singular M-matrices. In [43] , Schneider hinted at the concept of singular M-matrices by establishing some analogues to some results of Ostrowski. The definition of a singular M-matrix was formulated in his later paper [44] . Most of the results in this section may be attributed to him.
From the various equivalent conditions specified in Theorem 2.1, the reader might guess some appropriate analogues which might serve as a "good" definition for a singular M-matrix. It is the spectral properties of M-matrices which play a key role in their usefulness and, as it turns out, the first three conditions have equivalent analogues from which the definition is taken. In order to parallel the statements in Theorem 2.1, we present a proof of the following theorem, since it has not appeared in this form in the literature (see [16] and [18] ). [32] . Hence, by a similar argument to that contained in the first part of the proof, we can show that each nonzero eigenvalue to any principal submatrix of A has a positive real part. Since each principal submatrix of A is real and its determinant is the product of its eigenvalues, it follows that each principal minor is nonnegative. Since any nonsingular matrix A e 4? which satisfies any one of the conditions in Theorem 3.1 must satisfy (3b) in particular, A satisfies all the conditions of Theorem 2.1.
In considering the conditions (3a)-(3c) of Theorem 3.1 and referring back to conditions (2d)-(2i) of Theorem 2.1, we find that certain analogues of the latter conditions are implied by the first conditions.
For example, if A is a singular M-matrix, then nonnegativity of the principal minors implies nonnegativity of the leading principal minors (a natural analogue of (2d)), but not conversely.
Due to the well-developed theory of generalized inverses of matrices (see [2] and [42] ) there is perhaps some outside chance that an analogue to (2e) exists. Since spectral properties are fundamental in the theory of M-matrices, a suitable analogue might be found using the spectral inverses defined in [8] , [22] or [47] . For example, it is easy to show that if A E sl and AD (the Drazin inverse of A [8] ) is nonnegative, then Ax ? 0 for some x ? 0 (a possible analogue of (2f)).
In checking possible analogues of (2f), we know [43] that (3b) implies Ax > 0 for some x ? 0 (x = 0). The converse is not true, as exemplified by the matrix Obviously, the converse is not true. For (2h), it is known [43] that if A E s?o and D E s?o is a diagonal matrix such that ADe > 0, then A is an M-matrix. As pointed out above, the converse is not true.
It is possible, in considering (2i), that if A is a singular M-matrix, then one may be able to find a lower triangular matrix To E s?o and an upper triangular matrix T1 E s?o such that A = To T1. However, we know of no proof or counterexample.
It appears quite probable that more work can be done in determining additional relationships between "appropriate" analogues to conditions (2dH2i) for singular M-matrices. Even more, perhaps there are other characterizations for singular M-matrices such as those in Theorem 3.1.
If one adds the restriction that all matrices be indecomposable, then Theorem 3.1 may include other equivalent statements. 4. Special M-matrices. As pointed out in the Introduction, some work has been done in determining which matrices from a particular subclass of -' (or 40) are M-matrices. As observed in ? 2, all upper and lower triangular matrices in -' (or -40) are M-matrices. Also all nilpotent and positive semidefinite matrices in -' (or -40) are easily seen to be M-matrices (see Theorems 2.1 and 3.1).
As will be illustrated below, some results may be obtained concerning the problem above, providing the subclass of -' (or s0) under consideration is rather small. But on larger classes of matrices, any kind of results are essentially unknown. For example, which symmetric or normal matrices in a? (or -?0) are M-matrices?
The kinds of results indicated below are to serve as illustrations as to what can be done with the problem above. The classes of matrices discussed are very special. Although they are important in their own right, they serve mainly in an exemplary role here.
In the remaining part of this section we shall assume all matrices to be nonsingular.
Let J denote the square matrix with ones on the secondary diagonal (the secondary diagonal are the elements in the ith row and (n -i + I)st column, where n is the order of J) and zeros elsewhere. A is called a persymmetric matrix if A = JATJ, which means that A is symmetric about its secondary diagonal [24] . The matrix A is called a Toeplitz matrix if it is striped about its main diagonal. That is, A has the form ao a, Toeplitz matrices are persymmetric matrices. Inversion of such matrices was considered by Zohar [50] and Huang and Cline [24] . Although we do not characterize the Toeplitz matrices (or persymmetric matrices) which are M-matrices, we do present in Theorem 4.4 a clue to their identity. where =1-vTB-lu. Our purpose in this section is fulfilled by only stating our results and omitting the proofs. However, proofs are available to the interested reader.
As pointed out in [24] , the matrix in (4.1) is of considerable importance in determining which persymmetric matrices have Toeplitz inverses. It is therefore reasonable to consider the following theorem. Closely related to Toeplitz matrices are the centrosymmetric matrices. Toeplitz matrices arise as discrete approximations to kernels k(x, t) of integral equations when these kernels are functions of x -t [45] . Similarly, if a kernel is an even function of its vector argument (x, t) (that is, k(x, t) = k(-x, -t)), then it can be discretely approximated by a centrosymmetric matrix. 5. Some applications of M-matrices. Since the eigenvalues of a given matrix A are usually not rational, approximating procedures play an important role in determining the spectrum of A. In turn, knowing the bounds for its eigenvalues, or spectral radius, may determine when certain iteration processes are going to converge. For example, consider the linear system of equations
When A is nonsingular, many iterative techniques [46] for solving (5.1) can be obtained by splitting A into the difference of two matrices M and N and using the iteration x1+1 = M-lNx? + M-lb.
This iteration converges for each xo if and only if the spectral radius of M-'N is less than one. (See [18] , [35] , [39] , [40] for additional information.) It is the nonnegativity of certain matrices which is advantageous in determining the spectral radius because of the Perron-Frobenius theorem and many well-known bounds for the maximal root of such matrices. Since the spectrum of A and A-1 are related, information about the spectrum of A-1 yields information about the spectrum of A. Therefore, if A > 0, (as is the case for nonsingular M-matrices), we have information about A.
Crabtree [7] used M-matrices to obtain better bounds on the maximal root of a nonnegative matrix. For example, it is pointed out in [20] that the maximal root p(A) of A ? 0 lies between the smallest and largest row sum of A. By establishing some inequalities for p(A) and using the fact that zI -A is an M-matrix (having (zI -Af 1 > 0) when z > p(A), Crabtree improves the row sum bounds for p(A).
In [3] , Carlson uses the properties of M-matrices (singular and nonsingular) to determine nonnegative solutions to Ax = b whenever b > 0 and A is an Mmatrix. He shows that such solutions depend on the location of zero and nonzero elements of A and b as well as some indecomposability criteria. He goes on to improve some results of Schneider [44] .
We close this section by mentioning a class of matrices which have recently come under investigation and generalize in some sense the class of M-matrices.
A matrix A is called monotone [46] or of monotone kind [4] , [5] if x ? 0 whenever Ax > 0. Collatz has shown [4] , [5] that A -1 exists and is nonnegative if and only if A is monotone. Recently, Berman and Plemmons [1] introduced the notion of row monotonicity for a matrix. In addition, they characterized those real matrices A (not necessarily square) for which A + (the Moore-Penrose inverse of A [38] ) is nonnegative. See [39] for additional information.
The first question which one might ask is what is the relationship between M-matrices and monotone matrices? In the nonsingular case we observe from the remarks above that an M-matrix is also monotone. The converse is not true. Hence, for nonsingular matrices, the class of monotone matrices properly contains the class of M-matrices. These two classes of matrices are investigated in [41] .
