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Abstract
We present molecular dynamics simulations of planar Poiseuille flow of a Lennard-Jones fluid at various
temperatures and body forces. Local thermostatting is used close to the walls to reach steady-state up to a
limit body force. Macroscopic fields are obtained from microscopic data by time- and space-averaging and
smoothing the data with a self-consistent coarse-graining method based on kernel interpolation.
Two phenomena make the system interesting: (i) strongly confined fluids show layering, i.e., strong oscil-
lations in density near the walls, and (ii) the stress deviates from the Newtonian fluid assumption, not only
in the layered regime, but also much further away from the walls. Various scalar, vectorial and tensorial
fields are analyzed and related to each other in order to understand better the effects of both the inhomo-
geneous density and the anisotropy on the flow behavior and rheology. The eigenvalues and eigendirections
of the stress tensor are used to quantify the anisotropy in stress and form the basis of a newly proposed
objective, inherently anisotropic constitutive model that allows for non-collinear stress and strain gradient
by construction.
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I. INTRODUCTION
Computer simulation studies1–14 and experiments15–19 of fluids confined in narrow channels or
pores show oscillatory density profiles close to the wall. Particularly, when the channel width or
pore diameter is of the order of a few molecular diameters, σ0, such variations can occur over the
whole system, leading to a highly inhomogeneous and anisotropic situation. In such systems, not
only density but also stress and transport properties like diffusion, viscosity and heat conductivity
become functions of the position and direction.20–31 Furthermore, slip between the fluid and the
wall can become of significant importance in narrow pores. The effect of the channel width and
wall roughness has been studied widely in recent years1,3,32–41 Consequently, the flow behavior
or e.g. the heat transfer characteristics of such systems deviate from the predictions for classical
Navier-Stokes fluids, for which the global transport properties are implied to be homogeneous
( i.e., independent of position) and isotropic.22
Various simulations and experiments have been performed on confined fluids with the aim to
understand and describe the flow behavior of the system by looking at relevant global and local
physical quantities. While some experiments16,19 could predict the effective global properties like
relaxation time, frictional force or shear response of ultra-thin films, the extraction of local values
of state variables (like density, pressure and temperature) is still beyond the reach of experimental
measurements. On the other hand, such local quantities can be extracted rather easily from
simulations. Several numerical studies in the past years have been devoted to gain understanding
of the properties of dense fluids in a nanochannel. For example, Sofos et al.6 performed a thorough
study of the density, velocity and temperature profiles of a simple liquid in channels of several
widths, temperatures, body forces and average fluid densities. One of their findings is that, while
a dense fluid becomes homogeneous in the center of a wide channel, a fluid with low average
density remains inhomogeneous, due to wall-effects. Recently, Long et al.12 studied influence of the
confinement on the normal and tangential stresses for argon in a carbon nanochannel. They found
that the normal stresses can be positive or negative, depending on the channel width. Furthermore,
they observed that the shear stress is very sensitive to changes in the bulk pressure.
These studies, besides leading to deeper insight into the physics of flow in thin films and chan-
nels, also help to compute effective transport properties by averaging over local quantities and their
fluctuations. In this framework, the concept of a “non-local viscosity” was introduced by Bitsanis
et al..42 First, the local average density at any point is obtained by averaging the local density
over a spherical volume centered around the point. The functional dependence of shear viscosity
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on density at a given temperature was then expressed using the Enskog theory of hard-sphere
fluids. Building further on the method developed by Bitsanis et al., Hoang and Galliero31 recently
presented a study using a sinusoidally varying external potential to study the non-local viscosity of
a simple fluid in a periodic box. Effective viscosities obtained by numerically integrating such local
functionals over the entire domain of variation are shown to be in agreement with the value calcu-
lated from molecular dynamics simulation in different flow situations. A number of papers20,23,24,43
in the last years showed local viscosity calculations from shear stress - strain rate relations as a
function of location. For example, Todd et al.27 and Todd and Hansen28 compared local and non-
local constitutive relations in narrow rectangular channels with Weeks-Chandler-Andersen (WCA)
atoms.44
Recently, Sofos et al.4 and Sun et al.45 have applied the Green-Kubo relation locally in order to
find how the transport properties are affected by the confinement of a fluid. Sofos et al.7 studied
the influence of wall roughness on the average and local shear viscosity and diffusion coefficient.
Due to a coarse bin averaging, the layering of atoms near the walls is not explicitly visible in their
results. Also, their stress calculation assumes a homogeneous density across each bins, which would
only be approximately satisfied far from the walls. However, a global impression of the shear stress,
strain rate and shear viscosity is given across a planar channel.
Travis and Gubbins23 studied planar Poiseuille flow in much narrower slits of pore width 4.0σ0
and 5.1σ0. They also use the mesoscopic integration of the Navier-Stokes equation to compute shear
stress, whereas strain rates are derived from a polynomial function obtained by fitting the streaming
velocity profile across the channel. The same system has been studied with different interatomic
interactions (Lennard-Jones and WCA potential) to probe the effect of these interactions on the
flow properties. It was found that the layering of a Lennard-Jones fluid is stronger than that of a
WCA fluid with the same temperature and density. Highly nonlinear shear stress and strain rate
profiles were observed across the channel irrespective of the kind of interaction potential used.
Different ways of computing the stress tensor in a confined fluid have been discussed and com-
pared by Todd et al..20 In their “method of planes” (MOP), local stress is computed from the
consideration of intermolecular force transfer per unit area across a plane passing through the
point of interest. This is compared with the stress calculations obtained from Irving-Kirkwood real
space expressions and mesoscopic integration of the Navier-Stokes momentum conservation equa-
tion which does not require any molecular information. The MOP proves to be an easy method
which conveniently avoids the singularities which occur in microscopic fields. However, without
further modifications of the method, it is not able to calculate the full stress tensor. Recently,
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Heyes and coworkers46 have shown, for the limiting case of infinitesimally thin bins, the equiv-
alence between the MOP and the “volume averaging” (VA) method, introduced by Cormier et
al..47
Shen and Atluri48 derived an atomistic stress tensor by using an approach based on kernel inter-
polation. This method is easy to implement and results in a continuous stress field. Furthermore,
they show that this method, in contrast to many other widely used methods, satisfies the conser-
vation of linear momentum. Goldhirsch49 discussed in much detail the advantages and limitations
of calculating macroscopic fields from smoothed microscopic data.
In the present study, we apply the stress formulation introduced by Schofield and Henderson50
in conjunction with spatial smoothing, as is discussed by Goldhirsch49, to a molecular dynamics
simulation of planar Poiseuille flow in narrow slits, about 11 atomic diameters wide. While strongly
confined fluids have been widely studied, finding a constitutive relation that holds near the walls
as well as in the bulk is still an open problem. The strain rate profile shows stronger oscillations
than the shear stress in the region near the walls. Hence, the ratio between the shear stress
and strain rate depends on the distance to the walls and is an unsuitable measure for the shear
viscosity. Since a tensorial viscosity would increase complexity enormously, a more commonly used
believe is that the shear stress relates to the strain rate via a convolution integral over a non-local
viscosity kernel.42,51,52 Todd and Hansen28 and Cadusch et al.53 studied possible shapes of such
kernels. Kobryn and Kovalenko29 studied the viscosity inhomogeneity in confined fluids by using
a stress tensor autocorrelation function. In the present study, instead of trying to find a tensorial
viscosity – and in the attempt to avoid the convolution integrals, we introduce a general and simple
constitutive model which uses eigenvalue analysis to relate the stress to the flow (velocity-gradient)
field with the main ingredient being the difference in eigendirections of stress and strain.
The paper is organized as follows: Section II gives a description of the system and the simulation
method. In Section III, the calculations of microscopic and macroscopic fields are presented. In
Section IV, a decomposition for a constitutive model is discussed. In Section V, the results of
various simulations are shown and analyzed. In Section VI the relations between variables of the
constitutive model and the measured macroscopic fields are studied. Finally, in Section VII, the
presented method and results are discussed.
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FIG. 1: left: a snapshot of the system, right: a schematic cross-section indicating the definition of the
channel width.
II. MODEL SYSTEM
The system is a slit bounded in the x-direction by two parallel atomistic walls as shown in
Figure 1. Periodic boundary conditions are applied in the y- and z-direction. The height and the
depth of the system are 13.68σ0, with σ0 the length scale of the atoms ( i.e., the distance at which
the potential energy between a pair of interacting atoms is zero). Either wall is composed of two
001 fcc layers. Each layer is a square lattice, containing 128 atoms fixed at their lattice site, with
a spacing of 1.21σ0 between the atoms. The separation distance between the walls is W = 11.1σ0.
The width is defined as the distance between the center of the inner wall layers (see Figure 1). A
flow of liquid argon is simulated in the slit, with N = 1536 fluid atoms.
We generate planar Poiseuille flow by applying a constant body force f to the fluid atoms,
acting in the negative z-direction. The body force must be chosen such that the signal-to-noise
ratio is large, since otherwise a very large simulation time is required in order to obtain accurate
statistics. On the other hand, if the body force is too large, the response of the system becomes
very nonlinear and the temperature will vary considerably across the channel.54–58
The interactions between neutral spherical atoms, such as argon, are well described by a 12-6
Lennard-Jones pair potential59
U(rij) = 40
[(
σ0
rij
)12
−
(
σ0
rij
)6]
, (1)
where 0 is the potential well-depth and rij = |rij | = |rj − ri| is the absolute distance between the
centers of the interacting atoms i and j. The potential is truncated at rij = rc = 2.5σ0 in order
to reduce calculation time. The potential is shifted down by the value U(rc) in order to avoid a
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discontinuity at the cut-off distance. The force between atoms is
Fij =
dU
drij
rij
rij
, (2)
where Fij is the force acting on atom i due to atom j. Interactions between wall and fluid atoms
are calculated in the same way as interactions between a pair of fluid atoms.
The physical quantities presented in this work are reduced using the particle mass m∗, interac-
tion length scale σ∗ and the potential energy well-depth ∗, which sets their non-dimensional values
to unity m0 = σ0 = 0 = 1. The asterisk is used to denote dimensional quantities. The reduced
quantities are: length rij = r
∗
ij/σ
∗, density ρ = ρ∗(σ∗)3/m∗, number density n = n∗(σ∗)3, temper-
ature T = kBT
∗/∗, stress tensor σ = σ∗(σ∗)3/∗, time t = t∗
√
∗/(m∗(σ∗)2), force f = f∗σ∗/∗,
strain rate γ˙ = γ˙∗
√
m∗(σ∗)2/∗ and viscosity η = η∗(σ∗)2/
√
m∗∗.
The body force that acts on the atoms generates thermal energy leading to a temperature rise in
the system. To control the temperature, the generated heat needs to be removed from the system.
This is done via the Nose´-Hoover thermostat, which couples the atoms to a thermal reservoir.60
In nature, heat is transported to the walls and the exchange of momentum and heat between the
wall and the fluid takes place. We could try to mimic nature by allowing wall atoms to vibrate
around their lattice sites and controlling the average temperature of the walls. However, since
thermal walls would lead to a decrease in the near-wall inhomogeneity in which we are interested,
we choose to fix the wall atoms and thermostat the fluid locally next to the walls in order to obtain
a constant temperature profile58,61 and avoid the thermal slip62,63 that would occur when the walls
are thermostatted instead of the fluid. Since shear generates most heat in the vicinity of the walls,
the fluid is locally thermostatted in this region, but not in the center (bulk) region. On both
sides of the channel, three thermostats are located next to each other, each of width 1. The first
thermostat, seen from the wall, begins on a distance of 0.15 from the center of the inner wall layer.
Thus, a region of approximately 4.8 wide, in the center of the channel, is not thermostatted. This
approach maintains a rather constant temperature profile in the fluid, as long as f is not too large,
while a global thermostat does not always succeed34,58 due to the strong variation in strain-rate
across the channel.
III. OBTAINING MACROSCOPIC QUANTITIES
In molecular dynamics simulations, microscopic fields of any system are usually obtained by
averaging the properties of many individual atoms and interactions. Depending on the problem,
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properties can additionally be averaged over space or over multiple time steps. The simplest way
to compute such averages is to associate physical properties with the center of mass coordinates
of each atom. Theoretically, the Dirac delta function δ is used to assign a physical quantity to the
center of an atom. For example, the microscopic mass density at point r and time t is obtained as
ρm(r, t) =
N∑
i=1
miδ(r− ri(t)) , (3)
where mi is the mass of atom i, ri is its position and N the number of fluid atoms. Other quantities
can be defined in a similar fashion.64
A finite number of point-particles in continuous space implies that the mass is zero everywhere,
except at the atoms’ center of mass. The discontinuities in this (that lead to singular derivatives)
can be avoided by averaging over discrete volumes in space, such as binning. However, information
is lost in the binning process, i.e., it is impossible to recover the raw data from the bin-averaged
values. Furthermore, it requires a large amount of statistics to obtain a smooth microscopic field,
without averaging out small-scale physical structures, by using bin averaging. These disadvantages
of binning can be avoided by using a more convenient smoothing method.
In this paper we will not use binning, instead we smoothen the data by replacing the Dirac
delta function (see Eq. (3)) by a smoothing kernel that we will denote by φ. Goldhirsch49 described
the requirements of a kernel in detail and states that it is of minor importance which function is
used. The level of smoothing, or smoothing length, on the other hand, can have a large influence
on the macroscopic fields. When the obtained macroscopic fields are not strongly dependent
on the smoothing length, for a range of values (‘plateau’), then the smoothing possibly creates a
meaningful macroscopic field. The existence of a plateau and the appropriate amount of smoothing
strongly depends on the system. For a detailed discussion, the reader is directed to Goldhirsch49
and references therein.
In this study, we use a Gaussian kernel to spatially smoothen the microscopic data
φ(r) =
1
(
√
2piw2)D
e−
|r|2
2w2 , (4)
where the dimension of the system is denoted with D, the variance, w2, determines the amount of
smoothing, while preserving the shape and the area under the curve (
∫
φ(r) dr = 1). The kernel is
cut off at a distance of 3.0w from the center. The smoothing kernel has the dimensions of inverse
volume, therefore, integrating the kernel over a volume gives a dimensionless quantity. The higher
the value of w, the wider information is diffused (smeared out). The special case of w = 0 refers
to the ‘point-particle’ case as shown in Eq. (3). For the system studied here, the smoothing has to
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be small enough such that the width of the Gaussian is narrow compared to the length scales of
the spatial inhomogeneities observed in strongly confined fluids, but large enough to eliminate the
thermal fluctuations from the macroscopic fields. A value of w = 0.1, as will be used below, has
shown to satisfy these conditions and result in fields which do not strongly depend on the value
chosen for w. A more detailed discussion of coarse-graining can be found in Ref. 65
In addition to spatial smoothing, the steady-state simulation data in this paper are averaged
over discrete snapshots in order to increase the statistics.
A. Streaming velocity and strain rate
The streaming velocity u can be calculated from the ratio between momentum and mass density
u(r) =
J(r)
ρ(r)
, (5)
where ρ(r) =
∑N
i=1miφ(r− ri) is the reduced mass density and J(r) =
∑N
i=1miviφ(r− ri) the
reduced momentum density, with vi the velocity of atom i. The velocity gradient ∇u can be
calculated analytically from the mass and momentum density and their gradients by applying the
quotient rule to Eq. (5). Note that fluctuations, i.e., large gradients in the mass and momentum
density blow up in the velocity gradients’ fluctuations too. Alternatively, the streaming velocity
and strain rate can be calculated from the displacement field. Averaging the strain rate over a time
interval ∆t offers additional spatial and temporal smoothing compared to the velocity gradient and
hence reduces noise. Therefore, we compute the linear displacement field over a time interval ∆t,
as defined in Ref. 66,
Ulin(r, t) =
1
ρ(r, t)
N∑
i=1
miUi(t)φ(r− ri(t)), (6)
with Ui(t) = ri(t) − ri(t − ∆t) the displacement of atom i during time interval ∆t. The linear
strain can then be computed from the displacement gradient
linαβ(r, t) =
1
2
[
∂U linα (r, t)
∂rβ
+
∂U linβ (r, t)
∂rα
]
. (7)
In Fig. 3 (Section V), we compare the streaming velocity with the displacement rate Ulin(r, t) ∆t−1,
and the velocity gradient with the strain rate linαβ ∆t
−1, where ∆t is the time interval between
snapshots. As expected, the displacement and strain rates over a time interval ∆t are smoother
than the velocity field and its gradient, respectively.
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B. Temperature
The kinetic temperature is computed straightforwardly from the fluctuation velocities v′i of the
atoms following the expression
T (r) =
2K(r)
Dn(r)
=
1
Dn(r)
N∑
i=1
miv
′
i · v′iφ(r− ri) , (8)
where K is the kinetic energy density, D is the dimension of the system, v′i = vi − u(r) is the
fluctuation (or thermal) velocity of atom i, defined as the difference between the laboratory velocity
vi and the streaming velocity u at the location of the function evaluation r. The kinetic temperature
is kept constant in the simulations by means of local thermostatting58, see Section II.
C. Stress calculation
Calculating the local stress in strongly confined dense fluids has been a much studied
subject.12,20,46,48,50,67–70 Various expressions have been derived, differing mostly in their physi-
cal interpretation. The first stress tensor for inhomogeneous fluids was introduced by Irving and
Kirkwood.67 In later years, a number of methods have been developed to calculate the local stress
tensor in an inhomogeneous fluid.20,48,50,67–69 The microscopic method, which is introduced by
Schofield and Henderson50, is used here in combination with a Gaussian kernel, as also done by,
e.g., Shen and Atluri48, I. Goldhirsch49 and Weinhart et al.65 – see also references therein.
The stress can be decomposed into a kinetic energy (dynamic) and a potential energy (config-
urational) part: σ(r) = σK(r) +σU (r). The former part is associated with momentum transport,
while the latter accounts for interactions between pairs of atoms. Due to the different nature of
both contributions, some extreme scenario’s can be identified. In a dilute gas, the average dis-
tance between atoms is much larger than in a liquid or solid. Hence, the forces are small and the
configurational stress is small in comparison to the dynamic stress. In a highly compressed dense
solid/liquid, at moderate temperatures, the opposite applies: the close packing results in large
forces and thus a high potential stress, whereas the transport of momentum (due to fluctuations)
is relatively small. In a typical liquid as considered in the following, both terms are of the same
order of magnitude and neither part can be neglected.
A force acting on a fluid in a fixed volume V should be equal to the rate of change of linear
momentum within V and the force acting on the surface δV . The change of momentum can be
caused by interaction with atoms outside of the volume, or by atoms which exchange momentum
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with the boundary of the volume (e.g., by leaving the volume). The latter is described by the
fluctuating kinetic energy density part of the stress tensor
σK(r) =
N∑
i=1
miv
′
iv
′
iφ(r− ri) , (9)
where v′iv
′
i denotes the tensor (dyadic) product between the thermal velocity vectors. It can be
seen that in case of equipartition, the kinetic stress tensor can be directly written in terms of
number density n and temperature T : σK(r) = n(r)T (r)I, where I is the unit tensor.71
Irving and Kirkwood67 derived an expression for the configurational stress. They used the
assumption that the interaction between atoms of a simple fluid can be approximated by only
taking pair-wise additive forces into account. They presented an expression for the local stress
tensor in an inhomogeneous fluid. The calculation of the configurational stress tensor required the
evaluation of an infinite Taylor series expansion for each interacting pair of atoms. Later, Schofield
and Henderson50 replaced the tedious expansion operator in the Irving-Kirkwood expression by
an integral over the path connecting the atoms. Wajnryb et al.70 demonstrated, using conditions
of symmetry and physical interpretability in addition to the conservation of momentum, that a
straight line is the only path which in fact leads to a stress tensor which is independent of the
choice of coordinate frame. The configurational part of the stress tensor yields
σU (r) = −1
2
N∑
i=1
∑
j 6=i
rijFij
∫ 1
0
dλφ(r− ri − λrij) , (10)
where the line integral can be analytically solved. Repulsive forces correspond to a positive stress,
whereas attractive forces lead to a negative stress.
The pressure is defined as the average of the diagonal stresses
p(r) =
1
D
tr(σ(r)) , (11)
where the stress tensor σ(r) = σK(r) + σU (r) is calculated with the expressions given in
Eqs. (9) and (10).
D. Deviations from Newtonian fluid
Normal stress differences are commonly used as a measure for the deviation from Newtonian
behavior of a fluid. For example, colloidal and granular materials exhibit non-Newtonian phenom-
ena such as stress anisotropy, see Alam and Luding72 and references therein. Structure formation
and correlated collisions, for smooth inelastic hard spheres, can lead to non-Newtonian flow with
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anisotropy in stress, but even an elastic atomic fluid has a small but non-zero anisotropy (normal
stress differences).73 For example, Sofos et al4 studied the anisotropy in the transport properties
for a confined simple liquid. The authors focussed on the diffusion in the directions parallel and
perpendicular to the walls. They observed a lower diffusion in the direction perpendicular to the
wall compared to the directions parallel to the wall. They concluded that the transport properties
deviate considerably from those of a bulk fluid if the channel width is below a critical value, which
is about 8σ0 - 20σ0 for their system.
While the normal stresses are relatively easily measurable from experiments, they are not ob-
jective under rotation of the coordinate system and therefore not the most suitable quantity to
quantify the (objective) anisotropy in stress. Instead of looking at the normal stresses, we define
a measure for stress anisotropy in terms of the principal stresses. Objective quantities related to
stress are its invariants and the eigenvalues. The latter are related also to their respective eigendi-
rections, which complete the picture. The trace of stress (Eq. (11)) gives the pressure and is also
the first invariant.
One possible definition of the stress anisotropy is the difference between the maximum λ1 and
minimum λ3 principal deviatoric stress, scaled by twice the pressure p
SD(r) =
λ1(r)− λ3(r)
2p(r)
. (12)
An alternative definition for anisotropy, that also involves the intermediate eigenvalue λ2, is:
S∗D(r) =
1√
6p(r)
√
(λ1(r)− λ2(r))2 + (λ2(r)− λ3(r))2 + (λ1(r)− λ3(r))2 , (13)
where the term under the square-root is proportional to the second invariant of the deviatoric
stress.74,75 Both definitions SD and S
∗
D are identical for homogeneous shear flow, when λ1 = −λ3
and λ2 = 0, as would be the case for a Newtonian fluid.
In hydrodynamic theory of simple liquids, the shear viscosity is simply the constant proportional-
ity factor in the linear constitutive relation between shear stress and strain rate. The Navier-Stokes
shear viscosity is given by
η := ηN = −σxz
γ˙
, (14)
where γ˙ = ∂uz/∂x. This constitutive relation becomes a very inaccurate approximation for
anisotropic, inhomogeneous fluids and the viscosity is, in general, a tensorial, non-constant quan-
tity. In the present study, only a scalar viscosity is considered in the attempt to simplify, while the
tensorial nature is taken in to account via other means, see Sections IV and V. This scalar viscosity
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approaches a Newtonian viscosity in the bulk region, whereas it is known to be inaccurate where
the fluid is strongly inhomogeneous.21
IV. CONSTITUTIVE MODEL WITH ANISOTROPIC STRESS
The relations between macroscopic quantities (such as those derived in Section III) can be
described in terms of a constitutive model. If only sufficiently small body forces are considered,
the system can be treated as longitudinally homogeneous and the fields can be averaged over
the directions parallel to the walls ( i.e., the y- and z-direction).20 Since the fields vary only in
x-direction and we are interested in a constitutive model for an anisotropic, inhomogeneous fluid,
only the direction perpendicular to the walls is considered here as spatial variable.
One can decompose the stress into an isotropic (pressure) and a deviatoric part
σ = p1 + σD , (15)
where 1 is the unit tensor, and σD is the (trace-free) deviatoric stress. For a Newtonian fluid, the
second term is the viscous stress component:
σDN = −2ηS = −η
(∇u+ (∇u)T) , (16)
where η is the shear viscosity, and S the strain rate tensor ( i.e., the symmetrized velocity gradient
∇u, where the transposed is indicated by a superscript T). Note that the pressure and the shear
viscosity are constant across the system in a homogeneous Newtonian fluid at constant temperature.
A positive pressure p indicates that the system is dominated by repulsive forces, according to our
sign convention.
In a planar Poiseuille geometry where uz is the only non-zero component of the streaming
velocity, the symmetric strain rate tensor is given by
S =
1
2

0 0 γ˙
0 0 0
γ˙ 0 0
 . (17)
The strain rate tensor S can also be expressed in terms of its eigenvalues ± γ˙2 and eigen-orientation α
(with α = ±pi4 ), representing the magnitude and the orientation of the tensile (+) and compressive
(−) direction of the strain rate, respectively. As convention, we define “the orientation” of the
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tensor as the angle α the largest (positive) eigenvalue has with the horizontal. Consequently
S =
γ˙
2
D(α) :=
γ˙
2
R(α) · 1D ·RT(α) = γ˙
2
R(α) ·

1 0 0
0 0 0
0 0 -1
 ·RT(α) , (18)
which defines a unit-deviator D(α), where a special case is 1D := D(0), with the eigenvectors
rotated (counter-clockwise) about an angle α around the y-axis, i.e., inside the x-z-plane, with the
rotation matrix
R(α) =

cosα 0 − sinα
0 1 0
sinα 0 cosα
 , (19)
that rotates a vector about an angle α in counter-clock-wise direction around the y-axis (with the
y-axis pointing away from the observer) when acting on it, e.g., R ·(α)(1, 0, 0)T = (cosα, 0, sinα)T.
Substituting α = pi/4 in expression (18) yields
S =
γ˙
2
D(pi/4) =
γ˙
2

0 0 1
0 0 0
1 0 0
 , (20)
which defines the shear unit-deviator D(pi/4), with the eigenvectors rotated by an angle of α = pi/4
around the y-axis. Note that the form of the velocity gradient in our system is thus
S =
1
2
DD(φ = ±pi/4) , (21)
throughout the system and the position-dependence only enters in the shear rate, D = |γ˙(x)| ≥ 0.
The sign of the strain-rate orientation, in the planar Poiseuille geometry, corresponds to the left
(−) or the right (+) side of the symmetry axis and is contained in φ, but not in the (positive)
shear-rate.
A. Non-Newtonian flow for simple shear
A similar expression can be formulated for a non-Newtonian fluid stress, as studied in the
present work. Ideally, for a channel geometry, the constitutive model could be formulated with as
little as four variables; one stress (pressure) for the isotropic part, two (eigenvalues of the deviatoric
stress) for the anisotropic part and the orientation φσ of the stress-deviator. Note that in practice,
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for more general flow situations, additional parameters, e.g. orientations, might be necessary. The
constitutive relation then takes the form
σD = |σD|D(φσ) = ηDDD(φσ) = ηDD
[
R(∆φ) ·D(φ) ·RT (∆φ)
]
, (22)
with the difference in orientation ∆φ := φσ − φ between stress and strain rate tensors. Even
though non-linear due to the rotation operation, the model is objective by construction, since only
orientation-differences show up and all quantities with physical units are positive, which allows to
define the objective “viscosity”
ηD := |σD|/D , (23)
as displayed in Section. V A (Figure 9). Note that Eq. (23) assumes that the stress tensor has the
same “shape” as the strain-rate tensor, which is not true in our system (see below) so that we
present an advanced, general model for the deviatoric stress in the next subsection.
B. A general non-Newtonian flow model for simple shear
For a non-Newtonian fluid the decomposition of stress in its isotropic and deviatoric parts in
Eq. (15) contains the pressure p, which is now a function of the x-position. The second part is the
deviatoric stress, which is not simply proportional to the strain rate tensor times a constant scalar
viscosity, but contains the rotation of the eigensystem about an angle ∆φ. For decomposition,
an alternative approach needs to be invoked: First, the (deviatoric) stress tensor is rotated by
α = −φσ around the y-axis to obtain its diagonal form
RT(φσ) · σD ·R(φσ) =

λ1 0 0
0 λ2 0
0 0 λ3
 . (24)
The principal deviatoric stresses λi are the eigenvalues of the deviatoric stress tensor, sorted as
λ1 ≥ λ2 ≥ λ3, the principal orientation follows from the corresponding eigenvectors.83 Since the
trace of the (principal) deviatoric stress tensor is zero, it can be expressed in terms of two principal
stresses by substituting λ3 = −(λ1 + λ2). Splitting the right-hand side of Eq. (24) into two tensors
and rotating them back to the Cartesian system gives the deviatoric stress
σD = R(φσ) ·
λ1

1 0 0
0 0 0
0 0 -1
+ λ2

0 0 0
0 1 0
0 0 -1

 ·RT(φσ) . (25)
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For the special case of a Newtonian fluid, one has λ1 = η|γ˙|/2, λ2 = 0 and φσ = ∓pi/4 for the
left and right half of the channel, respectively. In this case, Eq. (25) reduces to Eq. (16). For a
non-Newtonian fluid, however, the pressure, the orientation angle φσ and the two factors λ1 and λ2
of the deviatoric stress can depend explicitly on the position, and e.g., on density or temperature,
and on the other variables (and themselves) too.
Considering the ratio of ξσ := λ2/λ1 allows to classify the deviatoric stress tensor uniquely
according to its “shape”, i.e., values of ξσ = 1, 1/2, 0, and −1/2 correspond to the special cases of
(i) axial tension, (ii) mixed, (iii) simple shear, and (iv) axial compression, respectively. The ratio
ξσ is strongly oscillating across the channel between values somewhat larger than +1/2 and −1/2
(data not shown).
C. Non-Newtonian Flow model – special cases
The magnitude of λ2 and the difference in orientation ∆φ = φσ − φ are both quantifying the
deviation from ideal Newtonian flow behavior. The stress-anisotropy definitions from Eqs. (12)
and (13) thus translate to SD = λ1(1 + ξσ/2)/p = (λ1 + λ2/2)/p and S
∗
D = λ1
√
1 + ξσ + ξ2σ/p =√
λ21 + λ1λ2 + λ
2
2/p – identical to first order in the limit case λ2  λ1.
Case 1: λ2 = 0, ∆φ 6= 0
Thus, even for the second eigenvalue vanishing, i.e.,λ2 = 0, the flow behavior can be classified
as non-Newtonian if ∆φ 6= 0. More specific, the special case λ2 = 0, for arbitrary non-collinear
stress-strain relations84 is equivalent to
σD = λ1

cos2(φσ)− sin2(φσ) 0 2 cos(φσ) sin(φσ)
0 0 0
2 cos(φσ) sin(φσ) 0 − cos2(φσ) + sin2(φσ)
 = λ1

cos(2φσ) 0 sin(2φσ)
0 0 0
sin(2φσ) 0 − cos(2φσ)
 ,
(26)
which leads to σxy = λ1 sin(2φσ) and the normal stress differences N1 = σxx − σzz = 2λ1 cos(2φσ)
and N2 = σxx − σyy = N1/2.
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Case 2: ∆φ = 0, λ2 6= 0
In the special (collinear) case φσ = ±pi/4, the deviatoric stress is
σD =

−λ2/2 0 ±(λ1 + λ2/2)
0 λ2 0
±(λ1 + λ2/2) 0 −λ2/2
 , (27)
which leads to σxy = ±(λ1 + λ2/2) = ±pSD, and the normal stress differences N1 = σxx − σzz = 0
and N2 = σxx − σyy = −3λ2/2.
A collinear stress-strain relation with first normal stress difference vanishing is thus equivalent
to our model for 2N2/3 = −λ2 6= 0. In this case, to be consistent with Eq. (22), the (pos-
itive) deviatoric stress magnitude above, can be defined as λ1 = |σD| = pS∗D =
√
J2(σD) =√
1/3σvon Mises, i.e., the square-root of the second invariant of the deviatoric stress tensor, and
proportional to the well-known von Mises planar stress.
Note that the general non-Newtonian fluid will involve not only a rotation about the y-axis, but
also around a second axis in the x-z-plane, however, we disregard this possibility here, because of
the symmetry of the channel flow geometry.
V. SIMULATIONS
In this section, we present various macroscopic fields, among which scalar variables such as:
density, temperature and pressure as well as vector fields like streaming velocity and tensorial
fields like velocity gradient and stress across the channel. Viscosity as a combined quantity is
also discussed. A study of the influence of different temperatures and body forces on the fluid
properties are presented in Subsections V B and V C, respectively. The dependence of density and
(to a lesser extend) velocity profiles on body forces and temperature have been well-documented
in a number of studies.6,14,76 Therefore, we focus on the influence on stress fields and we discuss
the aforementioned quantities in less detail, unless our observations deviate from earlier work.
The presented results correspond, unless stated otherwise, to a channel of width W = 11.1, an
average fluid density ρ = 0.8, body force f = 0.1 acting in negative z-direction and a temperature
T = 1.0. The equations of motion are integrated using a velocity Verlet algorithm with a time step
dt = 0.001. After equilibration, the steady-state simulation results are averaged by means of 5000
snapshots over a period of time of 5000 ( i.e. ∆t = 1). M = 134 data points are used across the
channel, so that the points are separated by ∆x = W/M ≈ 0.08. The standard smoothing length
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is w = 0.1. For the fits of several quantities in the bulk, the region within a distance of 3.5 of either
wall is disregarded as the inhomogeneity is too strong. As mentioned in Section II, all quantities
are reported in reduced Lennard-Jones units.
A. Reference system
1. Density, velocity, strain rate and temperature profiles
Figure 2 shows the density profile, where the oscillations indicate the existence of distinct fluid
layers. For a confinement of about W ≤ 11.1, in combination with the present temperature
and average density, this ‘layering’ occurs across the whole channel, forming a discontinuously
structured/layered liquid medium. While the oscillations are present across the whole channel,
their magnitude increases towards the walls. In the center, the time- and space-averaged density
profile still shows a clear structure, whereas no clear layers are observed in a snapshot of the fluid
(not shown). The part of the channel where the fluid behaves (almost) as a bulk fluid, is indicated
by the two vertical lines in Figure 2. The oscillations in density against the x-position for different
channel widths was studied in more detail in Hartkamp and Luding.77 Their main result was the
observation of well-defined oscillations of wavelength 0.93, with an exponential decay towards the
center of the channel, where the wall effects from left and right can be superposed.77 As the channel
width increases, the layering near the wall remains and loses its dependence on the channel width.
Furthermore, the density in the center converges to a bulk density, as the effect of the walls in
this region decreases. The magnitude and the extent of the inhomogeneity in density depends, in
addition to channel width, on the average fluid density, as well as on the interaction parameters
between fluid atoms and between fluid and wall. This parameter dependence is not studied here.
Figure 3 shows the streaming velocity in z-direction and the derivative of the streaming velocity
with respect to x. The streaming velocity profile from Eq. (5) is approximately quadratic in the bulk
( i.e., between the vertical lines in Figure 3) and deviates from quadratic near the walls. Similar to
density, the velocity profile shows variations/oscillations next to the wall, which quickly disappear
away from the wall. The oscillations lead to sign changes of the strain rate profile, locally near the
walls. This phenomenon is known to occur in strongly confined dense fluids as a consequence of the
layering of the atoms.23 The atoms in the layers (with higher density) move with similar velocity,
while slip occurs between them (at low density). Note that the formation of layers is enhanced
by the fixed regular lattice walls. This enables us to study a clear breakdown of the continuum
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FIG. 2: Density from our reference simulation, across a channel of width W = 11.1 for a body force of
f = 0.1. The fluid has an average density of ρ = 0.8 and a temperature T = 1.0. All quantities are reduced
with the Lennard-Jones parameters. The data is averaged over 5000 snapshots over a period of time of 5000
( i.e., ∆t = 1). The profile shows M = 134 data points on a mutual distance of ∆x ≈ 0.08. The range of
the x-axis is taken to be bound by the centers of wall particles closest to the fluid. The part of the channel
between the vertical lines at x = ±2.06 is where the fluid behaves approximately as a bulk fluid.
behavior in a channel that is wider than in some other studies.22 A quadratic streaming velocity
would result in a linear strain rate profile. The averaged profiles in Figure 3(b) are approximately
linear in the bulk region, oscillate through the layers and drop to zero at the walls (a zero strain
rate corresponds to a locally flat streaming velocity profile). When atoms are so close to a wall
that they penetrate the lattice, then they do not have the freedom to move in a direction parallel
to the wall. Hence, at this x-location, the streaming velocity and its gradient approach zero.
Figure 4 shows the temperature profile across the channel. It is slightly higher than the target
value of T = 1. Towards the center of the channel, where the fluid is not thermostatted, the average
temperature increases up to T ≈ 1.015 plus or minus fluctuations, that are small compared to the
average value. Furthermore, the profile shows a slight asymmetry due to statistical uncertainty. The
fact that the temperature profile is uniform (within 2%) across the channel indicates that the local
thermostats are sufficient to maintain a constant temperature in the whole domain. In contrast,
thermostatting the fluid with a global thermostat has shown to result in a less uniform temperature
profile.58 The thermostatting method assumed a constant streaming velocity profile across the
thermostatting slabs. In order to verify that the consequences of this assumption are small, a
simulation with 12 individually thermostatted layers of width W = 0.5 (instead of W = 1) is run.
No significant difference was noted between the temperature profile from both simulations. The
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FIG. 3: Streaming velocity (a) and strain rate (b) across the channel. The averaged data, displacement
averaging method and fits of the averaged data are shown. The simulation and averaging parameters are
given in Figure 2. The quadratic fit of the velocity profile is made in the bulk region, that lies between the
vertical lines at x = ±2.06. Differentiating the quadratic fit of the displacement velocity profile with respect
to x gives a slope of γ˙/x = 0.0401 for the strain rate profile, consistent with the fit.
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FIG. 4: Temperature across the channel. The dashed red line indicates the target value.
average temperature of the fluid was less than one per cent different for both simulations, though
the kinetic and configurational stress are slightly more different (< 1% and < 3%, respectively).
2. Stress profiles
Figure 5 shows the normal stresses and the pressure across the channel. Note that the stresses
in a strongly confined fluid are very high; a reduced unit stress σii = 1 corresponds to a stress of
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FIG. 5: Normal stresses components (where the labels xx, yy and zz refer to the ii component of the stress
tensor) and pressure p across the channel. The nominal stress on the walls is shown on the left and right
side as crosses ×.
σ∗ii = 42 MPa for Argon. The fact that the normal stresses are not identical indicates that the stress
is anisotropic in general, but here it is isotropic in the yz-plane. The (continuum) conservation
equation of linear x-momentum requires that dσxx/dx = 0 in steady-state, which is approximately
satisfied by the constant profile for σxx if the system is in mechanical equilibrium. The average
value of σxx agrees, within one percent, with the nominal stress ( i.e., the time-averaged force on
the walls divided by the area of the walls), which is denoted with ‘×’. The derivatives of the other
normal stresses with respect to x are not restricted by the conservation equations. The profiles of
σyy and σzz oscillate near the walls and approach the value of σxx in the center of the channel. Since
the pressure is the average of the normal stresses, the pressure profile shows a similar oscillatory
behavior as σyy and σzz, with smaller oscillations. The peaks and troughs in pressure roughly (but
not exactly) correspond to a high and low local density, respectively.
Figure 6 shows the kinetic and configurational parts of normal stresses σxx and σzz. The yy and
zz normal stress are identical to each other, this applies to both their kinetic and configurational
parts and σyy is not explicitly shown here. This agreement implies that the flow (which is in the
z-direction) does not affect either of the perpendicular normal stress components visibly. The fact
that the kinetic and the configurational parts of the normal stress profiles oscillate around the same
average value is a consequence of the temperature and density of the fluid and is not the case in
general (see Figure 12). The kinetic normal stresses are all equal and can be expressed in terms
of number density n and temperature T : σKii = nT for each direction i.
71 The configurational
stress profiles are coupled to density in a more complicated way. A positive configurational stress
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FIG. 6: The total (T ) normal stress in the xx- (a) and zz-direction (b), decomposed into its kinetic (K)
and configurational (U) contribution.
implies that the few strong repulsive forces dominate the many weaker attractive forces. This can
be seen as an effect of the inhomogeneity in the distribution of the atoms. Alternatively, in a
perfect crystal lattice without thermal motion, at the same density, the forces would all be in the
attractive regime. The oscillations in both parts of σzz are in phase with each other in the center of
the channel and become out of phase towards the wall. Furthermore, for the configurational profile,
it can be seen that the peak closest to the wall is lower than the adjacent peak, the minimum being
even negative, which corresponds to attractive forces.
These observations can be understood better by looking at the interactions between atoms near
the wall. A distinction can be made between interactions within a dense layer and interactions
between atoms in adjacent layers. The former type of interactions is mostly oriented in the y-z-
plane, whereas the latter type of interaction has a larger contribution in the x-direction due to the
directions of the forces (see Eq. (10)). Also the typical interaction lengths are not the same for these
two types of interactions, due to a difference in the distribution of atoms within and perpendicular
to the layers. The distribution of the atoms in the layers nearest to the walls is strongly influenced
by the properties of the walls, which in turn has a major influence on the stress profile. Due to the
many factors and the strong nonlinear interaction forces, more study is required in order to get a
quantitative understanding of the stress profiles in a strongly confined fluid. This is not pursued
in the present work.
Since the fluid is confined in x-direction and has a streaming velocity only in the z-direction,
while the y-direction is neutral, the only non-zero shear stresses are σxz = σzx, equal due to the
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FIG. 7: Shear stress across the channel compared to the integrated momentum conservation equation (IMC,
Eq. (28)). The inset zooms in on the left near-wall region. The nominal stress along the walls is shown on
the left and right side as ×. The linear fit to the bulk regime (not shown) gives σxz = −0.0784x.
symmetry of the stress tensor. The shear stress, shown in Figure 7, follows a linear trend with
superimposed oscillations near the walls. These oscillations are much less pronounced than those
in the normal stresses. Similar to σxx, the shear stress profile for a continuum fluid is restricted
by the conservation equation of linear z-momentum. By integrating this momentum conservation
equation (IMC)20, a profile can be calculated to validate the shear stress
σxz(x) = −f
∫ x
0
n(x′) dx′. (28)
Figure 7 shows that the shear stress profile obtained from Eq. (28) is very close to the measured
shear stress data. Also the tangential force on the walls divided by the area of the walls are in
agreement with the local shear stress at the walls. We have also looked at the contributions of
kinetic and configurational shear stress. The kinetic shear stress is known to be small compared
to the configurational part,7,46,78 as confirmed by our data (not shown).
3. Transport properties
Figure 8 shows the shear stress as a function of strain rate across the channel. Nonlinearities
appear in the near-wall region, which indicate departure from Newtonian behavior. In the bulk,
the negative ratio between the local shear stress and strain rate is a measure for the shear viscosity.
The figure shows that this simple constitutive assumption is not valid away form the center of the
channel (as discussed in Section IV), since the shear stress and strain rate sometimes have the
same sign due to local extrema in the streaming velocity, this would correspond to a negative
22
−0.2 −0.1 0 0.1 0.2
−0.5
0
0.5
 
γ˙
σ
x
z
FIG. 8: Shear stress as a function of displacement strain rate across the channel. The linear fit corresponds
to Newtonian behavior in the bulk, there the negative slope (fitted as 1.95) of the line is a measure for the
shear viscosity.
shear viscosity according to the Newtonian constitutive relation. A meaningful local scalar shear
viscosity can not be calculated with a Newtonian constitutive relation in these regions.
Figure 9 shows the viscosity η = σxz/(
lin
xz /∆t) calculated with the displacement averaging
method and the objective viscosity ηD = |σD|/D. Both profiles show strong oscillations and an
increasing trend near the wall. This is to be expected, since the shear rate approaches zero very
close to the wall, whereas the shear stress has its maxima near the walls. The viscosity profiles also
show non-physical extrema in the center of the channel, caused by the fact that the denominators in
both expressions are close to zero in the center of the channel. Despite this practical inconvenience,
an average viscosity in the center region can be calculated as ratio of linear least-square fits of the
shear stress and displacement rate profiles, respectively. This approach is not applicable for the
objective viscosity since this profile can not be given as the ratio of two linear profiles. Taking
the average of the viscosity in the bulk region directly, leads to a much too high value due to a
numerical inaccuracy around the center of the channel, where the strain rate and the shear stress
tend to zero, as was also noted by Todd and Evans.79 Alternatively, the slopes of |σD| and D = |γ˙|
can be fitted for −2.06 < x < 0 and 0 < x < 2.06 individually. This way, the fit of the objective
viscosity is done in the left and right half of the bulk region separately. The average objective
viscosity is fitted as (ηD)fit = (|σD|)fit/(D)fit = 2.06. Note that the objective viscosity shows
higher fluctuations than the traditionally defined viscosity, η, which indicates that the constitutive
model, Eq. (22) is not a good choice. The advanced model, Eq. (24), will be examined below and
the objective viscosity is not studied further.
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FIG. 9: Viscosity η calculated with the displacement averaging method is shown as a function of x. The
viscosity is fitted in the bulk region as 2.02 (slope in Figure 8). Furthermore, the objective viscosity ηD
(Eq. (23)) is shown. The slopes of σD and D = |γ˙| are fitted in the left and right half of the bulk region,
giving an average objective viscosity of 2.06.
B. Influence of temperature
Systems with temperatures T = 0.4, 0.6, 0.8 and 1.0 are studied, where T = 1.0 corresponds to
a temperature kBT
∗ = 121 K for argon. The body force on the atoms is f = 0.1, while the density
and the channel width are ρ = 0.8 and W = 11.1 respectively, as before.
Nose´-Hoover thermostats are locally applied near the walls in order to achieve a constant tem-
perature profile across the channel, see subsection II for details. An almost constant temperature
profile is obtained for each simulation. The profiles that correspond to temperatures T = 0.6, 0.8
and 1.0 show a slight increase in temperature towards the center of the channel and small fluctua-
tions superimposed on the constant trend.
Figure 10 shows the streaming velocity and strain rate profiles across the channel. The velocity
profile of the system with temperature T = 0.4 indicates a solid ( i.e., the streaming velocity
fluctuates around zero across the channel). Freezing of strongly confined fluids was studied by
Ma et al.80 and by Cui et al.81, whereas, we focus on liquid systems and do thus not discuss these
data further. The simulations with a temperature T ≥ 0.6 show velocity profiles similar to the one
discussed in Section V A. Two effects of the temperature can be observed: First, the magnitude of
the streaming velocity profile increases with an increasing temperature. Second, the oscillations in
the profile are less pronounced in the profiles that correspond to a higher temperature. Each of the
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FIG. 10: Streaming velocity (a) and strain rate (b) across the channel at different temperatures.
velocity profiles for temperatures T ≥ 0.6 show clear oscillations close to the wall, but the higher
the temperature, the faster these oscillations make place for only a bending of the velocity profile,
with fewer local extrema. The strain rates in the bulk are quite close for the different temperatures
(T = 0.6, 0.8 and 1.0). The three profiles show clearly that the structures in velocity (and thus in
strain rate) close to the wall are more pronounced in the systems with a lower temperature.
The density profiles in Figure 11 show two qualitatively different types of behavior. Figure 11(a)
shows three density profiles that are typical for a strongly confined liquid. Each of them shows
strong oscillations near the wall that decrease towards to center. The magnitude of the oscillations
decreases with increasing temperature. The profile shown in Figure 11(b) corresponds to the lowest
temperature T = 0.4. As the temperature drops below a critical value, the argon atoms form a
fixed dense lattice (solid-like phase) attached to the walls, leaving a small open space in the center
of the channel where single atoms occasionally move around (vapor-like phase), so that the system
is not homogeneous anymore in y and z-directions. Due to the high average density, the solid
dominates most of the channel, as can be seen from the density profile. We have found that similar
phenomena occur for wider channels, a larger vapor region arises in the center, while most atoms
in the systems stick to the sides of the channel and arrange in the same lattice as the walls. This
is not studied further in the present work.
The normal stress σxx profiles are constant across the channel, similar to Figure 6(a). The
values of the stress and the average kinetic σKxx and configurational σ
U
xx part (averaged over the
bulk region shown in Figure 2) are shown in Figure 12. A linear least-squares fit of the average
kinetic stress shows that the average kinetic stress scales approximately linearly with temperature,
25
−5 −4 −3 −2 −1 0 1 2 3 4 5
0
0.5
1
1.5
2
x
ρ
 
 
 
T=1.0
0.8
0.6
(a)
−5 −4 −3 −2 −1 0 1 2 3 4 5
0
0.5
1
1.5
2
x
ρ
 
 
 
T=0.4
(b)
FIG. 11: Density profiles for fluid (a) and solid (b) across the channel at different temperatures. The average
density in the system is the same for each of the simulations.
as is strictly true in case of equipartition. The configurational stress σUxx increases non-linearly
with an increase in temperature. This quantity follows from the x-components of the force and
distance vectors between atoms. Due to the strong non-linearity of the Lennard-Jones potential,
the configurational stress has a non-linear relation to the distances between atoms. Slightly smaller
distances (in the repulsive regime) can lead to extremely high forces and thus very large positive
stress. If the temperature increases, the atoms vibrate faster and the minimum distances that
occur are smaller. Hence, the repulsive forces become larger while the attractive forces remain
less affected. If the temperature is small enough T ≤ 0.6 at a density of ρ = 0.8, there are too
few strongly repulsive forces in order to compensate the many attractive forces; hence, the normal
stress is negative. This negative normal stress can be sustained in a strongly confined fluid, but
would not be thermodynamically stable in a bulk fluid. Similarly, Long et al.12 observed positive
and negative average normal stresses by varying the channel width at a fixed temperature.
Figure 13 shows that the shear stress σxz, as opposed to the normal stress, does not change much
with temperature. This is mostly because the kinetic part of the shear stress is negligible compared
to the configurational part, for each of the temperatures and since Eq. (28) is independent of T ,
while ρ depends only weakly on T . The magnitude of the oscillations in the shear stress decreases
slightly with an increasing temperature, similar to the magnitude of the oscillations in density. The
non-linearities in the shear stress profiles of liquid systems decay significantly towards the center
of the channel, while the shear stress profile of the solid system shows strong oscillations across
the whole channel, with only a small decay in magnitude towards the center of the channel. This
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FIG. 12: Average normal stress σxx in the bulk, against the average temperature in the bulk. The kinetic
stress σKxx is fitted with a linear profile given by nT . Different regions can be distinguished in the diagram,
differing in phase (separated by the vertical dotted line) and in the compressive or attractive nature of the
normal stress.
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FIG. 13: Shear stress σxz profiles at different temperatures.
observation is consistent with the density profiles of the same simulations in Figure 11.
The viscosity profiles at different temperatures are shown in Figure 14. Only the profiles for
temperatures T ≥ 0.6 are shown, since the strain rate profile for T = 0.4 fluctuates around zero.
The shear viscosity profiles do not scale strongly with a change in temperature. However, the
structures in the profiles increase with a decrease in temperature, resulting in a slightly higher
average viscosity in the bulk.
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FIG. 14: Shear viscosity profiles at different temperatures T ≥ 0.6.
C. Influence of body force
The influence of body force on several physical quantities is studied here. Body forces of
f = 0.02, 0.05, 0.1, 0.2 and 0.3 are compared, while the temperature, density and channel width
are T = 1.0, ρ = 0.8 and W = 11.1, respectively. A reduced force f = 1.0 corresponds to a force
of f∗ = 4.9 · 10−12 N for argon. However, considering the mass of the atoms, this seemingly small
force on the atoms is many orders of magnitude larger than, for example, a standard gravitational
force on the atoms would be.
The averaged quantities presented in this section are, as specified earlier, calculated by smooth-
ing the data with a smoothing length of w = 0.1 and averaging over 5000 snapshots over a period
of time of 5000. The simulation time step is dt = 0.001 and M = 134 data points are used across
the channel, so that the points are separated by ∆x = W/M ≈ 0.08.
The obtained density profiles are not notably dependent on the body force, and are thus not
explicitly shown here.
Figure 15 shows that the temperature fluctuates around T ≥ 1.0 across the channel for body
forces f ≤ 0.1. As the body force increases to f ≥ 0.2, the average temperature in the bulk region
(which is not thermostatted) increasingly increases from the constant target temperature across
the channel. Thus, the local thermostats are not sufficient when the body force is too large, as
discussed in Binder et al..54
The streaming velocity and the strain rate profile that are shown in Figure 16 for different
body forces show a very similar behavior and are almost symmetric as expected. Close to the
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FIG. 15: Temperature profiles at different body forces with local Nose´-Hoover thermostats applied near the
wall, where the vertical dashed lines indicate the 3 layers that are thermostatted on each side.
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FIG. 16: Streaming velocity (a) and strain rate (b) profiles at different body forces.
walls, small wiggles can be seen in the velocity profile. In the center of the channel, the velocity
profile is approximately quadratic, apart from small statistical fluctuations. The magnitude of the
oscillations and the quadratic trend of the streaming velocity increase linearly with the body force.
The strain rate profile shows a clear oscillatory behavior also further away from the walls. Both the
magnitude of the trends and the oscillations in the streaming velocity and the strain rate profiles
increase with an increasing body force. Scaling of γ˙ by f leads to a collapse of the curves, with the
exception of the magnitude of the oscillations very close to the walls, these are relatively larger in
the case of small body forces.
Figure 17 shows the normal stress σxx and shear stress σxz across the channel. The normal
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FIG. 17: Normal stress σxx (a) and shear stress σxz (b) profiles across the channel at different body forces.
stress profiles are almost the same for body forces from f = 0.02 to 0.1, whereas the profiles that
correspond to body forces f ≥ 0.2 show strongly increasing stress with increasing f . This is due
to the configurational stress, since, as shown in Section V B, the dynamic stress contribution scales
linearly with temperature, while the configurational stress has a strongly non-linear relation to
temperature. From the profiles that correspond to a constant temperature of T ≈ 1.0, we observe
that the body force does not affect the normal stress σxx much, i.e., the small difference between the
normal stress profiles correspond to slight differences in temperature between body forces f = 0.02,
0.05 and 0.1. Since the stress is isotropic in the center of the channel (due to symmetry), each of
the normal stress profiles ( i.e.,σxx, σyy and σzz) oscillates around the same average value. Hence,
each of the normal stress profiles is independent of the body force at a constant temperature.
The shear stress σxz is shown in Figure 17(b). Fine structures are seen in the near wall region
for each profile, superimposed on a linear trend. The slopes of the trends scale linearly with
the body forces as Eq. (28) indicates. Also the oscillations in the shear stress profiles are more
pronounced for higher body forces, in agreement with Eq. (28). The shear stress profiles divided
by the corresponding body forces results in a collapse of profiles onto each other (not shown here),
including the magnitude of the oscillations, as consistent with the independence of the density
profiles on f . The scaled profiles clearly show the increasing noise level with decreasing body force.
The viscosity profiles are shown in Figure 18. Since both strain rate and shear stress scale linearly
with body force, Newtonian shear viscosity in the bulk is found to be practically independent of
the body force. However, the fluctuations in viscosity grow with a decrease in body force, since
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FIG. 18: Shear viscosity profiles at different body forces.
the strain rate is more sensitive to noise than the shear stress profile. The fact that the viscosity
is not (strongly) dependent on body force indicates that the viscosity is a possible function of the
density, temperature and confinement of the fluid, rather than the external driving force.
VI. CONSTITUTIVE MODEL
In Section IV, the deviatoric stress tensor is expressed in terms of three variables, λ1, λ2 and
α := φσ. We study here the relation between these variables and some of the macroscopic fields
that were presented in Section V, like density ρ, strain rate γ˙ and temperature T .
A. Density, velocity and temperature
The oscillations in the density profile are a direct consequence of the layering of the atoms
between the two confining walls. The density profile oscillations depend weakly on the temperature
of the fluid, while the average density does not. With an increase in temperature, the layering of
the atoms, and thus the oscillation amplitude in density, decreases. The locations of the layers
are practically invariant to changes in temperature since they are determined mostly by the walls,
except for very lo T , where crystallization begins to set in. Furthermore, the density profile
is independent of the body force and thus not related to the flow-dependent quantities such as
streaming velocity or strain rate, in the bulk, for the regime of parameters studied here.
The streaming velocity is non-zero in the direction of the body force and zero (on average) in
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the directions perpendicular to the body force. The profile is approximately quadratic away from
the walls and shows oscillations near the walls that are correlated to the layering: large velocity
gradients γ˙ occur between the layers, whereas, the layers themselves do not shear internally which
leads to small γ˙. The magnitude of the oscillations in the streaming velocity profile increases with
increasing body force and decreases with an increasing temperature of the fluid.
Since the temperature is controlled locally, it is difficult to conclude from the temperature
profiles how temperature is related to other quantities. However, from the fact that the local
thermostatting did not suffice when the body forces become too large, we can conclude that the
temperature of the fluid increases with the body force, since a higher strain rate leads to a faster
generation of heat.
B. Stress
As Eqs. (9) and (10) show, the stress tensor is directly related to fluctuation velocities and inter-
actions between pairs of atoms. While we do not study the quantitative behavior of the kinetic and
configurational stresses explicitly here, we summarize our observations made in Section V A: The
kinetic part of the normal stress profiles are given by σKii = nT for each direction i, as observed also
by Rowlinson and Widom.71 Since the kinetic stress is thus isotropic, the deviatoric stress tensor
is fully determined by the configurational stress contribution. The stress tensor can be written
as: σ = (nT + 13tr(σ
U ))I + σD = pI + σD, where p and σD ≡ (σU )D will be discussed further
in Section VI D. It is far from obvious if and how each of the configurational stress components
are related to other measured quantities. Since the oscillations in the yy- and zz-components
are different in period and phase from the oscillations in density, these profiles are not directly
proportional to density alone. While a full understanding of the normal stresses is beyond the
scope of this paper, we conclude that the σxx normal stress is not oscillating and thus not directly
dependent on the body force, streaming velocity or strain rate (due to momentum conservation
equilibrium conditions), for the parameters used. Furthermore, the normal stress σxx increases
with increasing temperature, see Figure 12, as seen in both its kinetic and configurational stress
contributions. Studying the interactions between atoms within a layer and interactions between
different layers is paramount to acquiring a good microscopic understanding of the behavior of the
stresses, but goes beyond the scope of this study.
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C. Shear viscosity
We already mentioned in Section III D that the shear viscosity of an inhomogeneous fluid cannot
be accurately described by a scalar Newtonian constitutive relation. This means that the local shear
viscosity is not just a linear combination of the local shear stress and strain rate, but can be a
more complicated relation, for example one that contains an additional field or one that is nonlocal
in space and time. The possibility of a spatially nonlocal shear viscosity is considered in several
studies27,28,53, as discussed in Section I. Finding a suitable kernel or other expression for shear
viscosity for confined fluids is still an open problem and is not studied here.
The model that is proposed in this work involves two eigenvalues of the deviatoric stress and
an orientation, which should be the complete set of macroscopic variables that have to be taken
into account. Considering the full viscosity tensor on the other hand would be the right approach,
to describe the layered structures near the wall, but also in the bulk zone. This, however, would
blow up the complexity too much as compared to the rather simple approach proposed here.
D. The isotropic and deviatoric stress
In Section VI B, we discussed the decomposition of the stress into its isotropic and deviatoric
part. The pressure p is the isotropic part of the stress tensor. The pressure contains the kinetic
stress and the average normal configurational stress. The kinetic stresses are linearly coupled to
density and temperature, whereas, the normal configurational stresses have a more complicated
dependency on density and temperature. Hence, the pressure is dependent on density and tem-
perature via both the kinetic and configurational contribution. The pressure is, like each of the
normal stresses, not directly dependent on the body force.
To further analyze and understand the stress behavior and the relation between shear stress
and strain rate, we carry out an eigenvalue analysis of the deviatoric stress tensor σD = σ − pI.
The deviatoric stress tensor can be expressed in terms of its eigenvalues, as shown in Eq. (25).
The maximum λ1, intermediate λ2 and minimum λ3 eigenvalues, i.e., principal deviatoric stresses,
are obtained and plotted as a function of the position in Figure 19. The figure shows that the
intermediate principal deviatoric stress λ2 oscillates around zero, whereas the maximum λ1 and
minimum λ3 eigenvalues show oscillations superimposed on a linear trend, increasing from the
center to the walls. These linear trends follow from the shear stress, since the normal stresses
oscillate around a constant value.
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FIG. 19: Principal deviatoric stresses across the channel, for a simulation with a body force of f = 0.1, an
average density of ρ = 0.8 and a temperature T = 1.0. Note than λ3 = −(λ1 + λ2) is exactly fulfilled and
σyy ≈ λ2 is true within 1%.
The oscillations in the maximum and minimum eigenvalue look different from the oscillations
in the normal stresses or in the shear stress due to their rotation to the principal orientation. The
oscillations in these eigenvalues λ1 and λ3 are a combination of the oscillations in the shear stress
and those in the deviatoric part of the normal stresses (stress differences).
The oscillations in the intermediate eigenvalue λ2 are very similar to the σyy component and
not visibly distorted by the rotation because the eigenvector that corresponds to this eigenvalue
points in the y-direction.
Note that the sum of the eigenvalues of the deviatoric stress tensor equals zero. Therefore, one
has two independent eigenvalues λ1 and λ2, the third one λ3 = −(λ1 +λ2) is expressed in terms of
the independent eigenvalues. The eigenvalues of the deviatoric stress tensor contain information
on both the shear stress and the deviatoric part of the normal stress. How much these stresses
contribute to each of the principal stresses depends on the orientation of the eigensystem of σD.
The eigenvalues are approximately equal only in the center of the channel, which indicates an
isotropic stress only on the symmetry axes at this location. The stress is anisotropic elsewhere,
see Figure 20. The differences between the principal stresses can be used as a measure for the
stress anisotropy, in contrast to the more traditional approach where stress anisotropy is expressed
in terms of normal stress differences, see Section IV C. We divide stress anisotropy by pressure
to make it quantify its relative magnitude. Figure 20 shows the stress anisotropy as defined in
Eqs. (12) and (13), very similar, both qualitatively and quantitatively. Note that this may not be
the case for other systems, for example when the system is not plane-symmetric and invariant in
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FIG. 20: Stress anisotropy across the channel, for a simulation with a body force of f = 0.1, an average
density of ρ = 0.8 and a temperature T = 1.0.
y-direction. Both formulations for the anisotropy are exactly identical if λ1 = −λ3 and λ2 = 0, see
Section III D. It can be confirmed from the intermediate principal stress λ2 in Figure 19 that this
condition is not met, but nevertheless SD ≈ S∗D, since the extreme values dominate.
Across the whole channel, from the isotropic center, the anisotropy shows a linearly increasing
trend towards the walls, resulting in a finite stress anisotropy, also in the bulk region, so that
pSD ∝ D = |γ˙|, see Eq. (23). The anisotropy is approximately zero in the center of the channel,
however, the anisotropy is slightly larger than zero due to small fluctuations in the stress. The
oscillations in the stress anisotropy are limited to a narrow near-wall region of width approximately
3, resulting in a bulk region of width approximately 5. We have also looked at the same quantities
for a channel of width W = 16.2 (not shown here), where we obtained a similar behavior with a
bulk region of approximately 10 wide. The peaks in SD increase towards the walls and show two
distinct amplitude trends. When comparing Figures 2 and 20, one can see that the large (small)
peaks in SD are correlated with decreasing/small (increasing/large) densities
85 With other words,
stress anisotropy is extreme in the lower density slip-planes, while it also reaches relatively smaller
maxima within the dense layers. In the same spirit, when comparing Figures 3(b) and 20, one can
relate the large (small) peaks in SD to minima (maxima) in strain rate magnitude |γ˙|.
The eigenvectors (vi, i = 1, 2, 3) that corresponds to the principal deviatoric stresses define
the orientation of the principal stress tensor. Since these vectors are mutually orthogonal by
definition, we only need to specify two vectors to define the principal orientation. The vector that
corresponds to the intermediate principal stress is always aligned with the y-axis (within statistical
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fluctuations). Because the vectors are orthogonal, v1 and v3 lie in the x-z-plane, so that only
one orientation (of one of these vectors) defines the principal orientation of the stress. Figure 21
shows the rotation angle α around the x-, y- and z-axis for the eigenvector v1 that corresponds to
the maximum principal deviatoric stress λ1. The angles are denoted by the plane in which they
are rotated, e.g.αxz is the angle that the vector v1 makes with respect to the x-axis rotated in
the x-z-plane. Figure 21(a) shows the orientation of the eigenvector v1 for a channel of 11.1 wide,
whereas, Figure 21(b) corresponds to a channel of 16.2 wide. The figures show that the rotations
in the y-z-plane and the x-y-plane are approximately zero, thus the vector v1 is mainly oriented in
the x-z-plane and oscillates around an average angle with respect to the z-axis. Only in some of
the dense layers the vector is not oriented in the x-z-plane, but the angle αxz is not visibly affected.
The average angle in the x-z-plane between the z-axis and the vector v1 is α = ±45◦, similar to
the expected principal stress orientation in a Navier-Stokes, collinear channel flow. The maxima in
αxz coincide with the minima in the density profile and the maxima in λ1, while the minima in αxz
correspond to the tiny deviations from the linear trend in Figures 19 and 20. The magnitude of the
oscillations in the orientation angle is large relative to the average value and the oscillations decay
away from the walls. This decay is more clear in the wider channel (Figure 21(b)) but relatively
weak in the narrower channel (Figure 21(a)). The fact that the decay rate of the oscillations in
both systems is small compared to the decay of oscillations in density and stress profiles, indicates
that the principal orientation is strongly coupled to the stress anisotropy of the fluid and perhaps
not so strongly to the values of the stress components.
In addition to the density and stress profiles, the fabric tensor could be used to couple the
principal orientation to the structure in the fluid, but this possibility is not studied here for the
sake of brevity.
VII. DISCUSSION
We studied planar Poiseuille flow of Argon in nanochannels of about 4.0 nm width, driven by
a constant body force. The influence of the system-walls, the channel-width, the body force and
the fluid temperature on the rheological properties are studied. The goal is to better understand
the layering in strongly confined fluids close to the walls, i.e. the bulk region in the center and the
transition zone closer to the walls.
Furthermore, the anisotropy and the non-Newtonian flow rheology in this system were quantified
and explained in the framework of an objective constitutive model that is applicable to a wide range
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FIG. 21: The orientation angle α around each of the Cartesian axes, for (a) W = 11.1, and (b) W = 16.2.
The oscillations in αxz slowly decay towards the bulk. This decay is more pronounced in the wider channel
(b).
of systems. We mainly focused on the challenging properties of strongly confined fluids, however,
several other special cases have also been discussed.
Given the rich complexity of the fluid close to the wall, the over-simplified classical concepts
(like wall-slip) have to be thought over. Having a constitutive model at hand that works in the
bulk as well as in the layered region, one can describe the boundary layer with the more advanced
model, and at the same time resemble the classical Newtonian fluid model far away from the wall.
This approach is different from hybrid modeling, where two different methods (e.g. MD and CFD)
are coupled.82. In our approach, the multi-scale aspects and increased complexity close to the
walls should be taken into account by an advanced anisotropic continuum model which contains
the (classical) bulk fluid as a limit case.
The atoms in a confined liquid arrange themselves in layers near the wall. This phenomenon
seems to be independent of the magnitude of the body force and is not affected much by the fluid
temperature. The layering of the fluid strongly affects, for example, the streaming velocity, i.e.,
the layers slip along each other.
We quantify the degree of non-Newtonian flow-behavior: For this, a decomposition of the de-
viatoric stress is introduced, which is based on eigenvalue analysis. The deviatoric stress tensor is
rotated to its principal orientation, where it can be described by only two independent eigenval-
ues and by an orientation angle. The angle in the x-z-plane, between the z-axis and the major
(positive) principal deviatoric stress orientation, shows strong oscillations across the channel - even
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rather far away from the walls – indicating that anisotropy is decaying more slowly than the den-
sity oscillations due to layering. The two independent eigenvalues λ1 and λ2 are both displaying
similar oscillations as the density close to the walls. Further away from the walls, λ1 decays with
a linear trend towards the center, whereas the oscillations proceed into the system for λ2. The
ratio between the independent eigenvalues λ2/λ1 shows similar strong oscillations as the principal
stress orientation – even rather far away from the walls. A constitutive model is proposed that
takes both stress-deviator contributions into account as well as the orientation of the deviatoric
stress eigen-system. We found that none of them can be neglected and neither can isotropy or
collinearity of stress and strain be assumed anywhere in the channel.
Due to the enormous complexity of the stresses in an inhomogeneous system, more study is
required in order to get a better understanding of the layering in the configurational stress fields
near the walls. Complementing the macroscopic picture presented here, in what way the walls
exactly influence the stress profiles can be better understood by looking closer at the microscopic
structure, for example the interaction between pairs of atoms in the same layer and in adjacent
layers. Either type of structure influences the configurational normal stresses and can thus be seen
in the pressure and the deviatoric stresses. Only if these effects are understood, it will be possible
to gain more insight in the relations between inhomogeneous and anisotropic stresses and other
quantities for strongly confined fluids.
Finally, the constitutive model could be extended with additional quantities like the anisotropy
of structure, velocity slip and thermal slip to contribute to a more complete picture. These exten-
sions of the model were not considered in the present study for the sake of simplicity.
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