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Abstract 
Quadratic Assignment Problems (QAPs) are the hardest of combinatorial optimization problems, with some problems of sizes of 
the order of 30 still remaining unsolved optimally. Solving these problems with exact optimization methods is cumbersome and 
hence the use of non-traditional optimization methods is advisable. The discrete version of Particle Swarm Optimization (DPSO) 
is a widely accepted non-conventional optimization algorithm for combinatorial optimization problems. This paper uses 
Taguchi’s robust design approach to determine the best combination of parameters for discrete particle swarm optimization 
algorithm for solving quadratic assignment problems. 
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1. Introduction 
The Quadratic Assignment Problem (QAP) is one of the most difficult classical combinatorial optimization 
problems and is well known for its diverse applications. It was introduced by Koopmans and Beckmann [7] in 1957 
as a mathematical model for the location of indivisible economical activities. The formal definition of QAP is as 
follows: 
“There are a set of n facilities to be assigned to n locations, with the cost being proportional to the flow between 
facilities multiplied by the distances between the locations. The costs for placing the facilities at their respective 
locations are also added to get the total cost. The objective is to find an assignment such that the total cost is 
minimized.” The mathematical description of QAP can be given as: 
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Given a set Π  = {1, 2… n} and three n x n matrices A = (aik), where aik is the flow from facility i to facility k; B = 
(bjl), where bjl is the distance from location j to l; and C = (cij), where cij is the cost of placing facility i at location j, 
find the permutation π of the set Π which minimizes the following: 
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The QAP model turns out to be of great importance in a wide variety of situations. Plant layout, backboard 
wiring on electrical circuits, placement algorithms in VLSI design, design of typewriter keyboards and control 
panels, hospital and campus planning, assigning runners to a relay team, ranking of archaeological data and the 
analysis of chemical reactions etc. are some examples of problems that can be modeled as QAP [1]. 
The diverse applications and intrinsic difficulty of QAP attracted many researchers, thus, leading to extensive 
investigation. The QAP has been shown to be NP-Hard in nature and there are a variety of exact and heuristic 
algorithms available in the literature. The main approaches of exact algorithms for QAP are based on dynamic 
programming, cutting plane and branch and bound algorithms. But, out of these, only branch and bound algorithms 
are guaranteed to obtain optimum solution, that too for problems of size less than n = 30 [8]. 
This paper presents the selection of parameters and operators used in Discrete Particle Swarm Optimization 
(DPSO) algorithm for solving QAPs by applying Taguchi’s robust design methodology. 
The rest of the paper is organized as follows: Section 2 gives a brief outline of DPSO algorithm. Section 3 
enlists the various parameters and different operators used in DPSO algorithm. Section 4 describes the 
experimentation methodology and section 5 provides the results and related discussions. Section 6 concludes the 
paper. 
2. Discrete Particle Swarm Optimization (DPSO) 
Particle Swarm Optimization (PSO) was introduced by Kennedy and Eberhart [6] as a method for optimizing 
continuous nonlinear functions. The PSO simulates the social behavior of bird flocking and fish schooling. The PSO 
has been applied successfully for solving a variety of optimization problems [10]. It is a population-based search 
method like Genetic Algorithm (GA), but does not use the operations like mutation and crossover as in GA. The 
initial implementation of PSO was for continuous optimization problems. However, many adaptations of PSO, 
known as Discrete Particle Swarm Optimization (DPSO) are used for solving discrete optimization problems such as 
the minimum labelling Steiner tree problem [4], Grid Job Scheduling [5], warehouse location problem [9], Sensor 
Deployment Problem [11] and p-median problem[12]. More details on PSO can be obtained from Zhang et al. [13]. 
The pseudo code of the DPSO algorithm is provided in Fig. 1. 
DPSO { 
 Initialize parameters 
 Initialize population 
 Evaluate 
Do { 
 Find the personal best 
 Find the global best 
 Update position 
 Evaluate 
 Apply 
} While (Not Termination) 
} 
Fig. 1. The DPSO Algorithm 
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During each iteration, the position of the particles in the swarm is updated using the position updating procedure, 
and new personal best and global best particles are identified. The personal best position of each particle is updated 
using the following equation (2). 
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The global best position is updated based on the results of evaluation of the current swarm using equation (3) as 
follows: 
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The position updating procedure of particles is as follows. Find the possible positions of the same particle based 
on its own inertia, cognition (personal best), local best particle and global best particle separately and update the 
position based on the position updating strategy. For finding the position based on inertia, mutation operations of 
Genetic Algorithm are used and for other positions, crossover operators are used. 
3. Parameters and Operations in DPSO 
The parameters to be decided in DPSO are mutation probability, crossover probability for each of the three 
different crossovers, namely, cognition Crossover, socio-local crossover and socio-global crossover, and the swarm 
size. The values for each parameter are selected after conducting a pilot study with the various levels for each 
parameter. The various operations involved in DPSO are position updating strategy, mutation, cognition crossover, 
socio-local crossover, and socio-global crossover [4]. A number of different procedures for these operations are 
available in the literature.  
3.1. Mutation 
The mutation operator modifies one or more values at randomly selected locations in randomly selected members 
of the population with a probability, which normally is low, in agreement with its biological equivalent. The 
mutation operator updates the position of a particle based on its inertia and thus moves in the direction of its own 
velocity. The mutation operators studied in this work are as follows: (1) Displacement Mutation (DMM), (2) Swap 
Mutation (SWM), (3) Insertion Mutation (ISM) and (4) Inversion Mutation (IVM). 
3.2. Crossover 
The crossover operator is similar to natural reproduction which allows solutions to exchange information. Thus, it 
is the process of taking two (or more) parent solutions and producing offspring solutions from them. Crossover 
operator is applied such that the position of the particle is updated to a better position by sharing knowledge with 
neighbors. The crossover operators studied in this work are the following: (1) Order 1 Crossover (OX1), (2) Cyclic 
Crossover (CLX), (3) Position Based Crossover (POX) and (4) Partially Mapped Crossover (PMX). 
3.3. Particle Updating Strategy 
Once the possible position of particles based on inertia, cognition, local best and global best are found out, there 
are four different possible positions for the same particle. But, the particle can occupy only a single location and it is 
selected based on the position updating strategy. The strategies used in this paper are rank selection method and 
greedy selection method. 
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List of selected operations and parameters with levels for each are given in Table 1. 
Table 1. Operations and parameters with selected levels 
Sl. No. Factor No. of Levels Level Values 
1 Position Updating Strategy (PUS) 2 1. Rank Selection (RKS), 
2. Greedy Selection (GDS) 
2 Swarm Size (SMS) 4 1. 2.0n 
2. 2.5n  
3. 3.0n  
4. 3.5n (n is problem size) 
3 Mutation Probability for Inertia (MPI) 4 1. 1 
2. 0.95 
3. 0.9 
4. 0.85 
4 Mutation Operator for Inertia (MOI) 4 1. Displacement (DMM)  
2. Swap (SWM) 
3. Insertion (ISM)  
4. Inversion(IVM) 
5 Crossover Probability for Cognition (CPC) 4 1. 1 
2. 0.95 
3. 0.9 
4. 0.85 
6 Crossover Operator for Cognition (COC) 4 1. Order 1 (OX1) 
2. Cyclic (CLX) 
3. Position Based (POX) 
4. Partially Mapped (PMX) 
7 Crossover Probability for Socio-Local (CPL) 4 1. 1 
2. 0.95 
3. 0.9 
4. 0.85 
8 Crossover Operator for Socio-Local (COL) 4 1. Order 1 (OX1), 
2. Cyclic (CLX) 
3. Position Based (POX) 
4. Partially Mapped (PMX) 
9 Crossover Probability for Socio-Global (CPG) 4 1. 1 
2. 0.95 
3. 0.9 
4. 0.85 
10 Crossover Operator for Socio-Global (COG) 4 1. Order 1 (OX1) 
2. Cyclic (CLX) 
3. Position Based (POX) 
4. Partially Mapped (PMX) 
4. Methodology 
The present study utilizes experiments based on the Taguchi method for tuning the parameters of the DPSO. 
Taguchi experiments are carried out using L32 orthogonal array in which there are four levels for six parameters and 
two levels for one parameter. The standard L32 orthogonal array generated using Minitab is given in Table 2. 
Table 2. Standard L32 orthogonal array 
Experiment 
Number 
Parameters 
A B C D E F G H I J 
1 1 1 1 1 1 1 1 1 1 1 
2 1 1 2 2 2 2 2 2 2 2 
3 1 1 3 3 3 3 3 3 3 3 
4 1 1 4 4 4 4 4 4 4 4 
5 1 2 1 1 2 2 3 3 4 4 
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Table 2. Contd.  
Experiment 
Number 
Parameters 
A B C D E F G H I J 
6 1 2 2 2 1 1 4 4 3 3 
7 1 2 3 3 4 4 1 1 2 2 
8 1 2 4 4 3 3 2 2 1 1 
9 1 3 1 2 3 4 1 2 3 4 
10 1 3 2 1 4 3 2 1 4 3 
11 1 3 3 4 1 2 3 4 1 2 
12 1 3 4 3 2 1 4 3 2 1 
13 1 4 1 2 4 3 3 4 2 1 
14 1 4 2 1 3 4 4 3 1 2 
15 1 4 3 4 2 1 1 2 4 3 
16 1 4 4 3 1 2 2 1 3 4 
17 2 1 1 4 1 4 2 3 2 3 
18 2 1 2 3 2 3 1 4 1 4 
19 2 1 3 2 3 2 4 1 4 1 
20 2 1 4 1 4 1 3 2 3 2 
21 2 2 1 4 2 3 4 1 3 2 
22 2 2 2 3 1 4 3 2 4 1 
23 2 2 3 2 4 1 2 3 1 4 
24 2 2 4 1 3 2 1 4 2 3 
25 2 3 1 3 3 1 2 4 4 2 
26 2 3 2 4 4 2 1 3 3 1 
27 2 3 3 1 1 3 4 2 2 4 
28 2 3 4 2 2 4 3 1 1 3 
29 2 4 1 3 4 2 4 2 1 3 
30 2 4 2 4 3 1 3 1 2 4 
31 2 4 3 1 2 4 2 4 3 1 
32 2 4 4 2 1 3 1 3 4 2 
 
The test problem for the experiments is Chr25a instance, which is a medium sized problem taken from QAPLib 
which contains benchmark instances of sizes from 12 to 256 [2]. One matrix in the problem is the adjacency matrix 
of a weighted tree the other that of a complete graph [3]. The problem is solved ten times with ten different seeds for 
each set of parameters obtained from the orthogonal array for seven parameters and the average of the obtained total 
cost is used for further analysis. The measured values of the quality characteristic (total cost) obtained through the 
experiments are transformed into Signal-to-Noise ratio (S/N ratio). The average total cost values and the respective 
S/N ratios are calculated for the 32 experiments. Since the goal of the experiment ifs to minimize total cost, smaller 
is better criterion is used and the S/N ratios are calculated using the equation 
   S/N = -10 *log(Σ(Y2)/t)) (4) 
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where Y is the total cost obtained in each trial and t is the number of trials. The algorithms are coded in Matlab 
and the analysis is done using Minitab. 
After the combination of operators and parameters providing the optimum solutions are found out, the S/N ratio 
for the optimal set of parameters is predicted. The predicted value is tested against the actual value obtained by 
running the algorithm with the same optimal set of operations and parameters. 
5. Results and Discussion 
Table 3 shows the results of the experiments. Fig. 2 and Fig. 3 represent the main effects plot for means and S/N 
ratios. Rank selection method (RKS) performs better. This is due to the fact that in greedy selection method, the 
solutions converge to a suboptimal solution faster. The best performing swarm size is 2.5n, where n is the size of the 
problem. Mutation Probability for Inertia (MPI) selected is 0.9 and Mutation Operator for Inertia (MOI) is swap 
mutation. The selected probability for Cognition Crossover (CPC) as well as Socio-Local Crossover is same with a 
value of 0.9 and the corresponding crossover operator is Position Based crossover (POX). Probability for Socio-
Global Crossover (CPG) is determined as 1.0 and the crossover operator is Partially Mapped crossover (PMX). 
Table 3. Solution for each set of parameters obtained by using Taguchi’s Design of Experiments 
Experiment 
Number 
PUS SMS MPI MOI CPC COC CPL COL CPG COG Cost 
1 RKS 2.0 1.00 DMM 1.00 OX1 1.00 OX1 1.00 OX1 7782.0 
2 RKS 2.0 0.95 SWM 0.95 CLX 0.95 CLX 0.95 CLX 6060.0 
3 RKS 2.0 0.90 ISM 0.90 POX 0.90 POX 0.90 POX 6826.8 
4 RKS 2.0 0.85 IVM 0.85 PMX 0.85 PMX 0.85 PMX 6272.0 
5 RKS 2.5 1.00 DMM 0.95 CLX 0.90 POX 0.85 PMX 5720.8 
6 RKS 2.5 0.95 SWM 1.00 OX1 0.85 PMX 0.90 POX 5541.4 
7 RKS 2.5 0.90 ISM 0.85 PMX 1.00 OX1 0.95 CLX 6711.6 
8 RKS 2.5 0.85 IVM 0.90 POX 0.95 CLX 1.00 OX1 5713.0 
9 RKS 3.0 1.00 SWM 0.90 PMX 1.00 CLX 0.90 PMX 5688.8 
10 RKS 3.0 0.95 DMM 0.85 POX 0.95 OX1 0.85 POX 6300.0 
11 RKS 3.0 0.90 IVM 1.00 CLX 0.90 PMX 1.00 CLX 5837.4 
12 RKS 3.0 0.85 ISM 0.95 OX1 0.85 POX 0.95 OX1 6620.0 
13 RKS 3.5 1.00 SWM 0.85 POX 0.90 PMX 0.95 OX1 5936.0 
14 RKS 3.5 0.95 DMM 0.90 PMX 0.85 POX 1.00 CLX 5743.2 
15 RKS 3.5 0.90 IVM 0.95 OX1 1.00 CLX 0.85 POX 6049.4 
16 RKS 3.5 0.85 ISM 1.00 CLX 0.95 OX1 0.90 PMX 6889.8 
17 GDS 2.0 1.00 IVM 1.00 PMX 0.95 POX 0.95 POX 8508.8 
18 GDS 2.0 0.95 ISM 0.95 POX 1.00 PMX 1.00 PMX 8025.0 
19 GDS 2.0 0.90 SWM 0.90 CLX 0.85 OX1 0.85 OX1 6171.4 
20 GDS 2.0 0.85 DMM 0.85 OX1 0.90 CLX 0.90 CLX 8623.8 
21 GDS 2.5 1.00 IVM 0.95 POX 0.85 OX1 0.90 CLX 8424.8 
22 GDS 2.5 0.95 ISM 1.00 PMX 0.90 CLX 0.85 OX1 8512.0 
23 GDS 2.5 0.90 SWM 0.85 OX1 0.95 POX 1.00 PMX 5564.4 
24 GDS 2.5 0.85 DMM 0.90 CLX 1.00 PMX 0.95 POX 8042.6 
25 GDS 3.0 1.00 ISM 0.90 OX1 0.95 PMX 0.85 CLX 8653.2 
26 GDS 3.0 0.95 IVM 0.85 CLX 1.00 POX 0.90 OX1 8183.8 
27 GDS 3.0 0.90 DMM 1.00 POX 0.85 CLX 0.95 PMX 8240.0 
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Table 3. Contd. 
Experiment 
Number 
PUS SMS MPI MOI CPC COC CPL COL CPG COG Cost 
28 GDS 3.0 0.85 SWM 0.95 PMX 0.90 OX1 1.00 POX 5976.2 
29 GDS 3.5 1.00 ISM 0.85 CLX 0.85 CLX 1.00 POX 8578.4 
30 GDS 3.5 0.95 IVM 0.90 OX1 0.90 OX1 0.95 PMX 7710.8 
31 GDS 3.5 0.90 DMM 0.95 PMX 0.95 PMX 0.90 OX1 8169.0 
32 GDS 3.5 0.85 SWM 1.00 POX 1.00 POX 0.85 CLX 5855.8 
 
The optimal operators and parameters obtained are provided in Table 4. The predicted value for S/N ratio for this 
set of operators and parameters is obtained as -72.4499. By conducting experiments with the operators and 
parameters given in Table 4, the S/N ratio is obtained as -73.7755, i.e., a deviation of 1.83% which is insignificant. 
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Fig. 2. Main effects plot for means 
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Fig. 3. Main effects plot for S/N ratios 
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Table 4. Selected operations and parameters for optimal solution 
Sl. No. Factor Level Values 
1 Position Updating Strategy (PUS) Rank Selection (RKS) 
2 Swarm Size (SMS) 2.5n (n is problem size) 
3 Mutation Probability for Inertia (MPI) 0.9 
4 Mutation Operator for Inertia (MOI) Swap (SWM) 
5 Crossover Probability for Cognition (CPC) 0.9 
6 Crossover Operator for Cognition (COC) Position Based (POX) 
7 Crossover Probability for Socio-Local (CPL) 0.9 
8 Crossover Operator for Socio-Local (COL) Position Based (POX) 
9 Crossover Probability for Socio-Global (CPG) 1 
10 Crossover Operator for Socio-Global (COG) Partially Mapped (PMX) 
6. Conclusion  
Non-traditional optimization methods are used for solving Quadratic Assignment Problems (QAPs). In this paper, 
Taguchi’s design of experiments methodology is employed for determining the best combination of parameters and 
operators for the discrete particle swarm optimization algorithm for solving QAPs. The parameters and operators 
obtained for optimal results conform to those mostly used in the literature for better results. The confirmation 
experiment shows insignificant variation in signal-to-noise ratio confirming the best combination for the discrete 
particle swarm optimization algorithm. The number of iterations is another parameter which is not included in this 
study. Future research can focus on this aspect.  
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