Span programs characterize the quantum query complexity of binary functions f : {0, 1} n → {0, 1} up to a constant factor. In this paper we generalize the notion of span programs for functions with non-binary input and/or output alphabets
Introduction
Query complexity of a function is the number of queries to its input bits required to compute it. In quantum query algorithms queries can be made in superposition, so we sometimes observe speed-up in quantum query algorithms comparing to their classical counterparts, e.g., a quadratic speed-up in Grover's algorithm [Gro96] .
The quantum query complexity is characterized by semi-definite programs (SDP). The generalized adversary method [Amb02, HLŠ07] is a certain semi-definite programming optimization problem which give lower bounds on the quantum query complexity of a function. Surprisingly, the dual of such a SDP, called the dual adversary bound, gives an upper bound on the quantum query complexity [LMRŠ10] . Thus the generalized adversary bound characterizes the quantum query complexity of all functions up to a constant factor.
Although each feasible point of the dual adversary bound results in a quantum query algorithm, finding good such feasible points is a hard problem in general since the size of this SDP is usually so huge (exponential in the size of the input of the function) that makes it intractable. Span programs [Rei09] and learning graphs [Bel14] are two methods for finding such solutions which result in quantum query algorithms and upper bounds on the quantum query complexity if the underlying function is binary. Indeed, similar to the generalized adversary bound, span programs characterize the quantum query complexity up to a constant factor [Rei09] , while learning graphs only provide upper bounds on it. Comparing to finding feasible solutions for the dual adversary SDP, these methods are sometimes more effective for designing quantum query algorithms (see e.g., [Bel11, LMS11] ). Nevertheless, they work only for binary functions f : {0, 1} n → {0, 1}.
Our results: In this paper we generalize the methods of span programs and learning graphs for non-binary functions f :
, i.e., functions with non-binary input and/or non-binary output alphabets. We show in Theorem 4 that non-binary span programs characterize the quantum query complexity of such functions up to a factor of order √ − 1. In particular, non-binary span programs work equally well as their binary counterparts when the input alphabet is binary while the output alphabet is arbitrary. We also generalize the notion of learning graphs for non-binary functions in Section 5 and show how an upper bound on the quantum query complexity can be derived from them.
The reader may suggest that a non-binary function f : [ ] n → [m] can be thought of as a collection of log(m) binary functions, so there is no point in generalizing span programs to the case of non-binary output. Indeed, each letter of the input alphabet is a log( )-bit string and similarly for the output bits. Thus f can be thought of as log(m) binary functions and to estimate the quantum query complexity of f one can design log(m) binary span programs, one for each of these functions. While this approach does give an upper bound on the quantum query complexity of f , it is not clear how tight this bound would be. Our non-binary span program gives a bound that is tight up to a factor of order √ − 1 which is independent of m. Thus our approach is much more effective at least when is a small constant and m is large. Moreover, the above suggestion usually kills off the whole point of span program that is an intuitive way of designing feasible points of the dual adversary SDP; thinking of a non-binary function as a collection of binary ones usually destroys the intuition behind the definition of that function. For example, think of the Max function which outputs the maximum of a collection of numbers (and will be worked out later in this paper). It is much easier to think of the maximum of some numbers comparing to its individual bits.
Related works: A generalization of the notion of span program for functions with non-binary input alphabets (arbitrary and m = 2) has been suggested in [Jef14, IJ15] that is optimal without any pre-factor of √ − 1 as ours. Nevertheless, the definition of this non-binary generalization is not as intuitive as its binary counterpart. Moreover, to the best of our knowledge, this non-binary span program has not yet resulted in quantum algorithms and quantum query upper bounds.
Preliminaries
In this section we review the notions of generalized adversary bound and span program. We first fix some notations. Throughout the paper we use Dirac's ket-bra notation, e.g., |v is a complex (column) vector whose conjugate transpose is v|; Moreover, v|w is the inner product of vectors |v , |w . For a matrix A, we denote its (i, j)-th entry by A i, j . The Hadamard (entry-wise) product of two matrices A and B is denoted by A • B. The Hermitian conjugate of matrix A is denoted by A † which is obtained from A by taking the transpose and then taking the complex conjugate of each entry. A 0 means that A is a positive semi-definite matrix. A is the operator norm of the matrix A, i.e., the maximum singular value of A. We also use [ ] = {0, . . . , − 1}.
Note that this is unlike the convention that [ ] denotes {1, . . . , } since we would like 0 to be a symbol in our alphabets. Finally, the Kronecker delta symbol δ a,b is equal to 1 if a and b are equal, and is 0 otherwise.
We emphasize that all functions considered throughout the paper are assumed to be partial functions with domain
. We say that f has a non-binary input set if > 2, and has a non-binary output set if m > 2.
In this paper we deal with the problem of computing a function f :
n is given via queries to its coordinates. In the classical setting a query is of the form "what is the value of the j-th coordinate of the input?" The answer to this query would be the value of x j . Queries are made adaptively, i.e., after each query the algorithm decides what to do next based on the values of all the previously queried indices and queries the next index if needed. In the quantum setting, a query can be made in superposition. Such queries to an input x are modeled by a unitary operator O x as follows:
Here the first register contains the coordinate index j, and the second register saves the value of x j in a reversible manner. Thus a quantum query algorithm for computing f (x) is a sequence of unitaries some of which are O x and the others are independent of x (but can depend on f itself). At the end a measurement determines the outcome of the algorithm. We say that the algorithm computes f , if for every
n the outcome of the algorithm equals f (x) with probability at least 2/3. The complexity of such an algorithm is the maximum number of queries, i.e., the number of O x 's in the sequence of unitaries. We denote by Q(f ) the quantum query complexity of f , namely, the minimum query complexity among all quantum algorithms that compute f .
The Adversary Bound and its Dual
The generalized adversary bound introduced by Høyer, Lee andŠpalek [HLŠ07] , based on the work of Abmainis [Amb02] , gives a lower bound on the quantum query complexity of a function f :
whose rows and columns are indexed by elements of the domain of f , is called an
Observe that arranging elements of D f based on the values f (x), an adversary matrix takes the form of an m × m block matrix all of whose diagonal blocks are zero. We also
Now the general adversary bound (hereafter, adversary bound) is defined by
where the maximum is taken over all non-zero (symmetric) adversary matrices Γ. As mentioned before the adversary bound is a lower bound on the quantum query complexity: ADV ± (f ) ≤ Q(f ). The adversary bound can be rewritten in the form
which is a semi-definite program (SDP). The dual of this SDP is called the dual adversary bound and takes the form:
subject to
Here X j , Y j ∈ R |D f |×|D f | are positive semi-definite matrices whose rows and columns are labeled by elements of D f .
The optimal value of the dual adversary bound (3) equals the following SDP up to a factor of at most 2 [LMRŠ10] .
with vectors |u xj , |v xj 's being the variables. In the sequel by the dual adversary SDP we sometimes mean (4) since it is essentially equivalent to (3). The constraint (2b) is equivalent to
These two constraints correspond to two sets of variables X j 's and Y j 's in the dual SDP (3). Now when the output set of f is binary, i.e., m = 2, for any adversary matrix Γ, the spectrum of Γ • ∆ j is symmetric with respect to 0 (because Γ • ∆ j is a 2 × 2 symmetric block matrix with zero blocks on the diagonal). In this case (5a) and (5b) are equivalent to each other, and one of them can be dropped. Indeed, when m = 2, the constraint (2b) can be replaced with
Then the variables in the dual SDP associated to the other constraints (5b) can be dropped and set to be zero, i.e., when m = 2 with no loss of generality in (3) we may put Y j = 0. Similarly in this case in (4) the vectors |u xj and |v xj can be taken to be equal. The adversary bound, being a lower bound on the quantum query complexity Q(f ), is also an upper bound on Q(f ) up to a constant factor. More precisely, any feasible point of the dual adversary bound (3) (and of (4)) results in a quantum query algorithm for f whose query complexity equals the objective value up to a constant factor. This fact was first proved by Reichardt [Rei09] for functions with binary output and then generalized for all functions by Lee et al. [LMR + 11] . As a result, to determine Q(f ) it is enough to compute ADV ± (f ), and to design quantum query algorithms it is enough to find feasible solutions to (3) or (4).
Finding desirable feasible points of (3) or (4) is a tedious job in general because usually the size of these SDPs is so huge. Span programs and learning graphs are two intuitive methods for finding such solutions which have already resulted in several quantum query algorithms. In the rest of this section we describe span programs, and defer learning graphs for Section 5.
Span Program
Span program is a model of computation that was first introduced by Karchmer and Wigderson [KW93] . This tool has been used for designing quantum algorithms by Spalek and Reichardt [RŠ12] . Later, Reichardt [Rei09] used span programs for designing quantum query algorithms.
A span program P evaluating a binary function ( = m = 2) function f :
n consists of
• a non-zero target vector |t ∈ C d ,
• and input vector sets I j,q ⊆ C d , for all 1 ≤ j ≤ n and q ∈ {0, 1}.
Given this data, we define I ⊆ C d by I = n j=1 q∈{0,1}
I j,q .
Also, for x ∈ D f we define the set of available vectors by
Thus vectors in I j,q would be available when the j-th coordinate of the input x is equal to q. Moreover, we let A ∈ C |I|×d be the matrix consisting of column vectors in I (see Figure 1) .
We say that the span program P evaluates the function f whenever f (x) = 1 if and only if |t ∈ spanI(x):
Then for every x ∈ f −1 (x) there exists |w x ∈ C |I| , called a positive witness for x, such that the coordinates of |w x associated to unavailable vectors are zero, and A |w x = |t . Indeed, |w x witnesses the fact that |t belongs to span I(x).
Also, if x ∈ f −1 (0) then |t / ∈ span I(x). Therefore, there exists a vector |w x ∈ C d called a negative witness such that w x |v = 0 for all |v ∈ I(x) while w x |t = 1. Fixing a positive witness for each x ∈ f −1 (1) and a negative witness for each x ∈ f −1 (0) we denote their collection by w andw respectively. Then we define the complexity of (P, w,w) by wsize(P, w,w) = max max
In a span program we sometimes also have a set of free vectors I free ⊆ C d that are always available. That is, we let
Then if x ∈ f −1 (x) in writing the target vector |t as a linear combination of available vectors, we can of course use elements of I free as well. Yet, since these vectors and all of whose linear combinations are freely available, we will not count their coefficients in (7). That is, |w x 2 on the right hand side is replaced by
In the case where x ∈ f −1 (0), the negative witness must be orthogonal to all available vectors, and then to I free . Thus the free vectors will not contribute to A † |w x 2 automatically. Including free vectors I free although sometimes help in designing span programs, theoretically they do not help to improve span programs. Indeed, having a span program with free vectors, replacing the underlying vector space C d with the quotient C d /(span I free ) and replacing each vector |v ∈ C d with its image in the quotient (|v + span I free ), we obtain an equivalent span program with the same complexity.
Reichardt in [Rei09] showed that any feasible solution to (4) can be transformed into a span program (P, w,w) evaluating the same binary function f : D f → {0, 1}, such that the complexity of (P, w,w) is equal to the objective value of (4). Conversely, for any span program (P, w,w) there exists a feasible solution of (4) which has the objective value equal to the complexity of (P, w,w). Therefore, designing optimal quantum query algorithms for a function f with binary input and binary output ( = m = 2) is equivalent to finding span programs for f with the minimum complexity.
Non-binary Span Program
Our main result in this paper is the generalization of the framework of span programs for non-binary functions. We show that any feasible point of the dual adversary bound corresponds to a non-binary span program and visa versa. This answers an open question first raised in [Rei09] .
A non-binary span program P evaluating a function f :
We then define I ⊆ C d by
Moreover, for each x ∈ D f we define the set of available vectors by
That is, vectors in I j,q become available when the j-th coordinate of x is q. Also, as in the binary case, we let A be the d × |I| matrix consisting of all input vectors as its columns.
We say that P evaluates the function f if for each
, |t α belongs to the span of the available vectors I(x) and |t β , for β = α does not belong to the span of I(x). Even more, there should be two witnesses indicating these. Namely a positive witness |w x ∈ C |I| and a negative witness |w x ∈ C d satisfying the following:
• First, the coordinates of |w x associated to unavailable vectors is zero.
• Second, A |w x = |t α .
• Third, for all |v ∈ I(x) we have v|w x = 0.
• Fourth, for all β = α we have t β |w x = 1.
We now define the complexity of the span program P together with the collection w andw of positive and negative witnesses. For every x ∈ D f we define
Next the complexity of (P, w,w) equals wsize(P, w,w) := max
Some remarks are in line regarding this definition:
Remark 1. Observe that in the non-binary span program we need a positive witness and a negative witness for every x ∈ D f . This is unlike the binary case in which we need a positive witness only for x ∈ f −1 (1) and a negative witness only for x ∈ f −1 (0). Thus it is not immediate from the definitions that our non-binary span program is a generalization of the binary one. We will show this fact in Lemma 1 below.
Remark 2. Notice that |w x is independent of β, i.e., we have a unique negative witness |w x indicating that |t β / ∈ span I(x) for all β = α = f (x). This is stronger than saying that |t β for β = α is not in the span of available vectors. Because of this, unlike the binary case, an arbitrary collection of sets I j,q with some |t α 's do not necessarily evaluate a function.
Remark 3. The fact that the negative witness is independent of β = α = f (x) mentioned above, may seem to be a very strong condition. Nevertheless, we argue that this is the right definition. It is shown in [Rei09] that any quantum query algorithm for a binary function with one-sided error can be inverted to a span program. If we adopt the same techniques and generalize it for functions with non-binary input/output, the resulting span program satisfies this condition and matches our definition. For details see Appendix A. Later we will give another argument for this choice of definition Remark 4. As in the binary case, we can also introduce a set of free vectors I free which are always available. This sometimes makes the presentation of the span program easier, yet as mentioned before, this would not improve the complexity of the span program.
Lemma 1. The non-binary span program defined above is a generalization of the binary span program described in Subsection 2.2.
Proof. We need to show that for any binary span program P for a function f :
n as defined in Subsection 2.2, there exists a corresponding non-binary span program with the same complexity.
Let P be a binary span program for f . Reichardt in Lemma 4.1 of [Rei09] has shown that associated to P there exists a binary span program P for the functionf = 1 − f with the same complexity. This fact can also be concluded using the symmetry in the definition of the quantum query complexities of f andf and the fact that they are characterized by binary span programs, yet there is an explicit construction in [Rei09] for such a span program P . Having these two binary span programs P and P , we construct a non-binary span program for f .
Let the binary span program P be determined by the vector space V , subsets I j,q ⊆ V , for 1 ≤ j ≤ n and q ∈ {0, 1}, target vector |t and positive and negative witnesses |w x and |w y for x ∈ f −1 (1) and y ∈ f −1 (0) respectively. Also, denote these parameters for P by V , I j,q , etc. Let the vector space of our non-binary span program be V = V ⊕ V and consider the natural embedding of V, V in V . Define I j,q = I j,q ∪ I j,q where by abuse of notation we consider I j,q and I j,q as subsets of V as well. Also we let |t 1 = |t and |t 0 = |t be the target vectors of the non-binary span program. Finally for any x ∈ f −1 (1) we let
and for any x ∈ f −1 (0) we let
Then it is easy to verify that these define a valid non-binary span program evaluating f with the same complexity as that of P .
The next step is to show that the above non-binary span program characterizes the quantum query complexity of non-binary functions. In order to do so, as in the case of span program for binary functions [Rei09] , we need to define canonical non-binary span programs.
Definition 2 (Canonical non-binary span program). A canonical non-binary span pro-
n is a non-binary span program satisfying the following:
• We have d = |D f | and A has a row for each x ∈ D f . In other words, an orthonormal basis for C d can be indexed by elements of D f . We denote this orthonormal basis by |e x : x ∈ D f .
• The target vector |t α for every α ∈ [m] is given by
• For all x ∈ D f the negative witness |w x equals |e x . As a consequence for all |v ∈ I j,x j , 1 ≤ j ≤ n, we have e x | v = 0. Now we show that every non-binary span program has an equivalent canonical span program.
Proposition 3. For any span program (P, w,w) evaluating f :
n there exists a canonical span program (P , w ,w ) evaluating the same function with the same complexity.
Proof. Consider the linear transformation B :
We obtain P by transforming the sets I j,q and vectors |t α 's using B. That is, I j,q consists of vectors B |v for |v ∈ I j,q . In this case, A is given by A = BA. Also, the target vectors |t α of P are
as desired. Because of A |w x = |t α we have A |w x = B|t α = |t α . Therefore, the positive witnesses of P remain the same: |w x = |w x , and certain coordinates of |w x remain zero as required. Now we need to verify that |w x = |e x are valid negative witnesses for P . We know that for all |v ∈ I(x) we have w x |v = 0. Therefore, for every B |v ∈ I (x) with |v ∈ I(x) we have e x |v = e x |B|v = y∈D f e x |e y w y |v = w x |v = 0.
Also, from the definitions of |t α for every β = α = f (x) we have e x |t β = 1.
We conclude that (P , w ,w ) is a canonical non-binary span program evaluating f . Moreover, the complexity of (P , w ,w ) is the same as that of (P, w, w ). This is because the positive witnesses remain the same in P and we have
Now we are ready to prove the main result of this section, that (canonical) nonbinary span programs are equivalent to solutions of the dual adversary SDP.
with D f ⊆ [ ] n , there exists a feasible solution to the dual adversary SDP (4) with objective value being equal to the complexity of (P, w,w).
(ii) Any feasible solution to the dual adversary SDP (4) can be transformed into a canonical span program (P, w,w) evaluating the same function f :
such that the complexity of (P, w,w) is equal to √ − 1 times the objective value of the dual adversary SDP.
This theorem shows that if the function f has binary input alphabet ( = 2), any solution to its dual adversary SDP is equivalent to a non-binary span program. Therefore, in order to design a quantum query algorithm for such a function it is enough to construct a span program that evaluates it. For functions that have nonbinary input alphabets, we can still use non-binary span programs, yet it may not be tight because of the √ − 1 factor in part (ii) of the theorem. One may expect that this √ − 1 factor can be removed, or at least improved. However, as we will show by an example later, this factor of √ − 1 is optimal and cannot be improved.
Proof. (i) By Proposition 3 we can assume with no loss of generality that (P, w,w) is canonical. Then the associated matrix A has a row for each x ∈ D f . Moreover, as before, columns of A can be partitioned into n × parts indexed by I j,q 's (see Figure 2) . Thus, the x-th row of A consists of n × row vectors which we denote by a x,jq | for 1 ≤ j ≤ n and q ∈ [ ]. We consider the similar partitioning for positive witnesses |w x , so w x | consists of w x,jq |'s as in Figure 2 . Recall that, for each x ∈ D f the negative witness |w x = |e x is orthogonal to all available vectors. With the above notations, this means that a x,jx j = 0 for all j. Similarly, the positive witness has zero coordinates associated to unavailable vectors. Therefore, w x,jq | = 0 for all q = x j . Finally, if f (x) = α we have
Now define
and
Using (8) it is easy to verify that these vectors satisfy
Thus they form a feasible point of the SDP (4). The objective value of this SDP for this choice of vectors is equal to
which is equal to the complexity of (P, w,w) as desired.
(ii) Let |u x,j 's and |v x,j 's form a feasible solution of (4) satisfying (11). We will use ideas of part (i) to construct a canonical non-binary span program with this solution. Define vectors |a x,jq and |w x,jq by
where γ = 0 is a scaling factor to be determined. Then let
Finally let A be a matrix whose x-th row is a x |. The set of columns of this matrix has a natural partition into n × subsets which results in sets I j,q of our canonical span program. We now verify that these define a valid span program evaluating f . First of all, from the definition of A, the negative witness |w x = |e x is orthogonal to all available vectors. Second, it is clear that in |w x the coordinates associated to unavailable vectors are zero. Moreover, we have
Therefore, if f (x) = α we have
|e y = |t α , as required. Thus the matrix A and |w x 's form a valid canonical span program for f . We then compute its complexity:
We also have
Therefore, wsize(P, w,w) = max
Letting γ 2 = √ − 1 we find that wsize(P, w,w) is √ − 1 times the objective value of SDP (4) for vectors |v x,j 's and |u x,j 's.
Remark 5. As in the proof of part (ii) of the above theorem, for any span program (P, w,w) by scaling the associated matrix A and positive witnesses |w x by factors γ −1 and γ respectively (but leaving the target vectors and negative witnesses unchanged), we get another span program (P , w ,w ) for the same function. The complexity of this new span program equals wsize(P , w ,w ) = max
Then letting
we obtain wsize(P , w ,w ) = max
Thus we may define the positive and negative witness sizes as
and let the complexity of the span program to be wsize + (P, w) · wsize − (P,w) .
Remark 6. One may suggest that if we convert a non-binary span program directly to a quantum algorithm (and not to a solution of the dual adversary bound) we can relax the condition that for all β = f (x) we have w x | t β = 1 (see also Remark 3). Indeed, this idea does give another proof of part (ii) of this theorem which is based on the same techniques that has been used by Reichardt [Rei09] in the binary case. Nevertheless, in this proof we again see that this strong condition must be satisfied in order to proof go through. Note that the function in this example is a non-binary generalization of the OR function, and using the Grover search algorithm its quantum query complexity is Θ( √ n).
Thus, this example shows that the undesirable √ − 1 factor in the second part of Theorem 4 is necessary and cannot be improved.
We believe that the optimality of the √ − 1 factor stated above can also be proven for the identity function on the whole domain [ ] n (which for n = 1 reduces to the subset D defined above). Nevertheless, the proof for this restricted function is easier.
Proof. We first present a non-binary span program for f with complexity ( − 1)n and then prove its optimality.
For simplicity of notation let us index elements of D by {(0)} ∪ {(j, q) : 1 ≤ j ≤ n, 0 = q ∈ [ ]}. Thus x (0) = (0, . . . , 0) and x (j,q) is the sole element of D whose j-th coordinate is q = 0. Here is the span program:
• An orthonormal basis for the vector space of our span program is {|j, q : 1 ≤ j ≤ n, q ∈ [ ]}.
• I j,q = {|j, q }.
• The target vectors are
|i, 0 , and
where a, b, c > 0 are such that a 2 = ( − 1)/n, b 2 = ( − 1)n/(n − 1) and c 2 = ( − 1)n.
Clearly, the positive witness sizes for x (0) and x (j,q) are na 2 = ( − 1)n and (n − 1)b 2 + c 2 = 2 ( − 1)n, respectively, both of which are O( ( − 1)n). The negative witnesses are
|i, p , and
Clearly, w (0) is orthogonal to all available vectors when the input is x = x (0) and w (0) t (j,q) = 1 for all j and q = 0. Moreover,
Similarly, w (j,q) is orthogonal to all available vectors when the input is x (j,q) . Also w (j,q) t (0) = 1, and for p = q we have w (j,q) t (j,p) = 1. Moreover, for i = j and arbitrary p we have
Finally we have
Thus the complexity of this span program is O( ( − 1)n). We now prove the optimality of this bound. By Proposition 3 it suffices to consider only canonical span programs which are determined by the set of input vectors and positive witnesses. Let I j,q = {|v j,q,1 , . . . , v j,q,k j,q }. Also, assume that for every
letting |w x be the vector of coefficients in the above sum, the positive witness size is equal to
Since the negative witness equals |w x = |e x , we have
and the negative witness size for input x is
From (12) for every x = y ∈ D we have
w x,i,r e y |v i,x i ,r = w x |α y,x , where |α y,x is the vector of coefficients e y |v i,x i ,r . Therefore, by the Cauchy-Schwarz inequality |w x · |α y,x ≥ w x | α y,x = 1.
On the other hand for x = x (0) ∈ D using (14) we have
As a result, letting S = max x S x andS = max xSx , the complexity of the span program is lower bounded by max{S,S} ≥ max
where in the third line we use (17), in the fourth line we use Cauchy-Schwarz inequality and in the fifth line we use (16). Therefore any span program for this problem has complexity at least ( − 1)n.
Our next example is the Max function whose quantum query complexity was first shown in [DH96] to be Θ( √ n). Here, using non-binary span program we prove the (loose) upper bound of O(( −1) √ n). Note that the lower bound of Ω( √ n) is immediate since Max is a generalization of the OR function. Proof. We construct a span program for this function that has complexity equal to O (( − 1) √ n) as follows:
• The vector space is (n + 1) dimensional with orthonormal basis {|q, j : q ∈ [ ], 1 ≤ j ≤ n} ∪ {|q : q ∈ }.
• I j,q = {|q } ∪ {|r, j : ∀r ≥ q}
• the target vectors are
where
, there exists j such that x j = α. Then the vectors |α and |α, i , for all 1 ≤ i ≤ n are available since x i ≤ α. Therefore, |t α can be written as a linear combination of available vectors, and the positive witness size is c 2 +nc −2 = 2 n( − 1).
It is easy to verify that |w x is orthogonal to all available input vectors and w x |t β = 1 for all β = α. Thus |w x is a valid negative witness for x whose negative witness size is equal to
Therefore, based on Remark 5 the complexity of this span program equals
and by Theorem 4 we have
A span program based quantum query algorithm for the triangle finding problem is proposed in [BR12] . This algorithm decides whether the input graph contains a triangle or is a forest with O(n) quantum queries. In the following example, we introduce a non-binary span program for the problem of not just distinguishing the existence of a triangle, but finding it. In this regard, to get a function (not a relation) we need to assume that the input graph contains a unique triangle.
Example 7 (Triangle finding). There exists a quantum query algorithm that given a simple graph G = (V, E) with n vertices containing no cycle except a unique triangle, outputs the vertices of the triangle using O(n) queries to the edges of G.
Proof. We design a non-binary span program using ideas in [BR12] . We first randomly color vertices of G = (V, E) with three colors c : V → {0, 1, 2}. Under this coloring, with probability 6 27 the vertices of the unique triangle take different colors. Therefore in our span program the input is a randomly 3-colored graph and we look for a colorful triangle and output its vertex that has color 0. Having this vertex at hand, we can do Grover search among its neighbors and find two of them that are connected, as other vertices of the triangle, in time O(n).
The span program is as follows:
• The input vector space has dimension 4n and an orthonormal basis for it consists of vectors |u, i : u ∈ V, i ∈ {0, 1, 2, 3} .
• I {u,v},q is non-empty only when q = 1 and the vertices u, v have different colors. In this case, depending on their colors, we have -if c(u) = 0, c(v) = 1, then I {u,v},1 = |u, 0 − |v, 1 .
-if c(u) = 1, c(v) = 2, then I {u,v},1 = |u, 1 − |v, 2 .
-if c(u) = 2, c(v) = 0, then I {u,v},1 = |u, 2 − |v, 3 .
• Target vectors are |t v := |v, 0 − |v, 3 for all v ∈ c −1 (0), meaning that if |t v is in the span of the available vectors, then v is a vertex of the triangle with c(v) = 0.
Consider an input graph that contains a unique triangle on vertices x, y, z colored 0, 1, 2, respectively. Then the target vector |t x can be written as a linear combination of available vectors: |x, 0 − |y, 1 + |y, 1 − |z, 2 + |z, 2 − |x, 3 = |x, 0 − |x, 3 = |t x .
Thus, the positive witness size equals O(1).
Construction of a negative witness |w G needs more work. We first construct a graph H out of G as follows. Vertices of H are the same as those of G except that vertices with color 0 are doubled. In this regard, we denote a vertex v of G with color c(v) = i ∈ {1, 2} by v i in H. Moreover, a vertex u with color 0 has two copies u 0 and u 3 in H. More explicitly,
The edges of H are described as follows. First of all, there is no edge between two vertices of H that have the same color. Second, the edges of H between vertices with colors 1 and 2 remain the same as in G. Third, the adjacent vertices to the doubled vertices are as follows: if c(u) = 0 then u 0 is connected to u 3 in H, and to every vertex v 1 with v being connected to u in G; also, u 3 is connected (to u 0 and) to every vertex w 2 with w being connected to u in G. This completes the description of our new graph H.
The graph H has exactly one cycle, namely x 0 − y 1 − z 2 − x 3 − x 0 . If we contract this cycle to a new vertex A, we get an acyclic graph H consisting of a union of trees. We fix a vertex r as a root in every connected component of H as follows. We first fix a vertex s of G, and in every subtree of H we let its root r be the vertex with the minimum distance from s in G.
1 Now we assign a number γ to every vertex. For any subtree with root r, we let γ(r) = 0. Then we traverse the subtree from its root to its leaves. We assign the same number to v i as the previous vertex except when we move from a node labeled u 0 to u 3 or vice versa. In the later cases, when we move from u 0 to u 3 we decrease the assigned number by 1, and when we move from u 3 to u 0 we increase the assigned number by 1. Finally, we define γ(x 0 ) = γ(x 3 ) = γ(y 1 ) = γ(z 2 ) = γ(A).
It is not hard to verify that |w G is orthogonal to all available vectors and w G |t v = 1 for all v = x with c(v) = 0. Thus |w G is a valid negative witness. The size of this negative witness is upper bounded by
This is of order O(n 4 ) in the worst case (over the choice of the coloring) since in general we have −n ≤ γ(u i ) ≤ n. Nevertheless, in most cases γ(u i )'s are small numbers. Indeed, for every vertex u i , by definition γ(u i ) is at most h(u i ), the depth of the vertex u i in the associated subtree of H (its distant from the root). On the other hand, as mentioned above, in H and in H we remove all edges of G between vertices with the same color. Thus each edge of G will be removed with probability 1/3. Therefore, the expected size of the negative witness over the random choice of the coloring is upper bounded as
Here the second line follows from the fact that if h(u i ) = k, then the first k edges of G in the path from u i to s must be present in H . Therefore, the expected complexity of this span program is O( √ n 2 · 1) = O(n), and by Markov's inequality with a constant probability over the random choice of the coloring, the complexity of the span program is O(n).
Span Program for Relations
The methods we discussed so far enable us to come up with quantum query algorithms for functions. A question at this stage is how much we can generalize these methods to deal with relations instead of functions. A natural approach to solve the relation evaluation problem is to use the state conversion problem introduced by Lee et al.
[LMR + 11] to study the function evaluation problem. In the state conversion problem we are given query access to an input x ∈ [ ] n and we are asked to convert an initial state ρ x to a final state σ x using as few queries to the input oracle as possible. The adversary bound has been generalized for these problems as well. Relation evaluation can be seen as a special case of the state conversion problem. Using this idea, Belovs [Bel15] gave a tight lower bound on the quantum query complexity of evaluating relations with bounded error.
In this section we try to generalize the method of non-binary span program for relations. We will introduce span programs for certain relation evaluation problems and using results of [Bel15] show that they provide upper bounds on their quantum query complexity.
A relation r can be thought of as a function r :
, in which x ∈ D r is in relation with all elements of r(x). Given x ∈ D r evaluation of such a relation may have multiple meanings: one may ask for an arbitrary α ∈ r(x), or an element of r(x) with a specified distribution, say the uniform distribution. In this section we consider the latter meaning of the relation evaluation problem that is also considered in [Bel15] .
We assume that for every x ∈ D r , |r(x)| = k is a constant independent of x (e.g., for functions we have k = 1). Our span programs for relations work only with this extra assumption. A span program P for such a relation r : D r → 2
[m] consists of
We then define the set I ⊆ C d by
and as before the set of available vectors by
Also, the matrix A of size d × |I| is defined as before. We say that P evaluates the relation r if for each x ∈ D r the vector α∈r(x) |t α belongs to the span of the available vectors I(x), and |t β for β / ∈ r(x) does not belong to the span of I(x). Even more, there should be two witnesses indicating these. Namely, there must exist a positive witness |w x ∈ C |I| and a negative witness |w x ∈ C d satisfying the followings:
• First, the coordinates of |w x associated to unavailable vectors are zero.
• Second,
• Fourth, for all β / ∈ r(x) we have t β |w x = 1.
The triple of the span program together with the set of positive and negative witnesses is denoted by (P, w,w).
Now we define the complexity of (P, w,w) for a relation r similar to that of a function. For every x ∈ D r we define wsize x (P, w x ,w x ) := max |w x 2 , A † |w x 2 .
Next the complexity of (P, w,w) equals wsize(P, w,w) := max x∈D f wsize x (P, w x ,w x ).
Similar to the span program for functions we say that a span program (P, w,w) for a relation r is canonical if
• The underlying vector space is |D r |-dimensional (d = |D r |), and an orthonormal basis for this vector space is {|e x : x ∈ D r }.
• For any α ∈ [m] the target vector is |t α = x:α / ∈r(x) |e x
• For any x ∈ D r the negative witness |w x equals |e x . As a consequence for all |v ∈ I(x) we have e x |v = 0.
As in the case of non-binary span programs, a span program (P, w,w) for a relation r :
has an equivalent canonical span program (P , w ,w ) with the same complexity. The proof of this fact is similar to that of Proposition 3 and is not repeated here.
Belovs has shown in Theorem 40 of [Bel15] that assuming that given α ∈ [m] and x ∈ D r , we can efficiently verify whether α ∈ r(x) or not, then the following optimization program gives a tight lower bound for the quantum query complexity of evaluating the relation r with bounded error (meaning that with high probability we can uniformly sample from elements of r(x) given query access to x):
We can now state our main result about relations.
is a relation such that |r(x)| = k for some constant k independent of x. Then for any span program (P, w,w) evaluating r, there exists a feasible solution to the SDP (18) which has the objective value equal to the complexity of P and for every feasible solution to the SDP (18) there exists a span program having the same complexity up to a factor of √ − 1.
Proof. The proof is very similar to the proof of Theorem 4. Let (P, w,w) be a span program for r which with no loss of generality can be assumed to be canonical. Then for each x ∈ D r we have
and then for any y ∈ D r e y |A |w x = 1 k
Now as in the proof of Theorem 4 we may define vectors |u x,j and |v x,j from rows of A and the positive witnesses (see equations (9) and (10)). Then the above equation says that
We also set
These give a feasible solution for (18) with the same objective value as the complexity of (P, w,w).
The proof of the other direction is also similar to that of Theorem 4 which we do not repeat.
Non-binary Learning Graph
Learning graph is another computational model introduced by Belovs [Bel12b] that is used for the design of quantum query algorithms for functions with binary output. Learning graph somehow models the flow of information we obtain about the output of the function while we make queries to its input. Such queries are made one by one until we can certify the output of the function. In this section we generalize the learning graph technique for finding quantum query algorithms for arbitrary functions
n . We first need a few definitions before introducing learning graphs. These are straightforward generalizations of the notions introduced by Belovs [Bel12b, Bel14] to the non-binary case.
be a function, x ∈ f −1 (α) be an input, and S ⊆ {1, . . . , n} be a nonempty set of indices. Let x S be the substring of x whose indices come from the subset S. We say that S certifies f (x) = α, if for every y ∈ D f with x S = y S we have f (y) = f (x) = α.
and an input x ∈ f −1 (α), we say that M x , a collection of subsets of {1, . . . , n}, is an α-certificate of f for x, if (i) each S ∈ M x certifies f (x) = α and (ii) M x is closed under taking supersets, i.e.,
Indeed, if S certifies f (x) = α, so does any superset of S.
(Certificate Structure)
A certificate structure is a collection E of certificates for all x ∈ D f with f (x) = 0. In other words, E is a certificate structure for f if it contains an α-certificate M x for every x with f (x) = α = 0. We emphasis that we do not need certificates for those x with f (x) = 0.
A learning graph is designed based on a certificate structure and can be converted to a quantum query algorithm for any function having the same certificate structure. The learning graph and flow for functions with binary output (m = 2) is defined by Belovs [Bel12b, Bel14] whose definition can easily be generalized for arbitrary functions.
Definition 10 (Learning graph). A learning graph G is a weighted acyclic directed graph whose set of nodes is a subset of the power set of {1, . . . , n}, and whose edge set contains only directed edges of the form S → S ∪ {j}, where S ⊂ {1, . . . , n} and j ∈ {1, . . . , n} \ S. The root of G is fixed to be the empty set ∅, and the weight of an edge e is denoted by w e .
Given a function f : D f → [m] with a fixed certificate structure E, a flow on a learning graph is a collection of flows on the graph for every x with f (x) = 0 as follows:
• The value of the flow for x ∈ D f with f (x) = α = 0 associated to the edge e of the learning graph is denoted by p e (x).
• The only source of the flow is the vertex ∅.
• A vertex S is a sink only if S ∈ M x belongs to the α-certificate of x (in E).
• For each vertex S which is not a sink nor a source, the sum of p e (M x )'s over all edges e leaving S is equal to the sum of p e (M x )'s over all incoming edges e to S.
• The value of the flow is 1, meaning that the sum of all p e (M § ) on edges leaving ∅ equals 1.
Given a learning graph G together with a collection of flows p e (x) for every x with f (x) = 0 as above, the complexity of the learning graph is defined as
e w e and P(G, p e ) = max
We can now state the main theorem of this section.
Theorem 11. Let (G, p e ) be a learning graph together with a collection of flows as above for a function f :
Then there is a solution to the dual adversary SDP for the same function with objective value being O(C(G, p e )). Thus O(C(G, p e )) is an upper bound on the quantum query complexity of f .
The definition of the learning graph with flows and their complexity for functions with binary output (m = 2) have been proposed in [Bel14] , which we easily generalized for arbitrary functions. Moreover, the above theorem has been proven in [Bel14] in the case of m = 2. Below we will give a proof that works for arbitrary functions.
There are indeed two proofs of Theorem 11 when m = 2. The first one, which works only for = 2, is based on converting a learning graph (G, p e ) to a span program for f with the same complexity [Bel12b] . The second proof, is based on converting the learning graph directly to a feasible solution of the dual adversary SDP [BL11] . Here, in order to prove Theorem 11 for arbitrary m we take the second approach. Although we use a different form of the dual adversary SDP(4). Indeed, we can prove this theorem by converting the learning graph to a non-binary span program. Nevertheless, in this proof we get an extra factor of √ − 1 in the complexity which is undesirable. We, however, getting ideas from such a non-binary span program, find a solution of the dual adversary bound with objective value equal to the complexity of the learning graph. Note that this is a new proof to Belov's theorem for functions with binary outputs.
Proof. Letf : D f → {0, 1} be the binary version of f which decides whether f (x) is zero or not, i.e.,f (x) equals 0 if f (x) = 0, and equals 1 if f (x) = 0. Observe that (G, p e ) is a valid learning graph forf as well. Then by the special case of the theorem for m = 2 (which has been proven in [Bel14] ), with O(C(G, p e )) queries to x we can decidef (x). Iff (x) = 0 the value of f (x) would be determined. Otherwise we know that f (x) = 0 and we must determine α = f (x) ∈ {1, . . . , m − 1}.
By the above discussion, with no loss of generality we may restrict ourself to
. In other words, we may assume that there is no x with f (x) = 0. Note that in this case there is a flow p e (x) for every x ∈ D f .
Let us denote the edge S → S ∪ {j} of the learning graph by e S,j . Moreover, for a subset S ⊆ {1, . . . , n} denote ψ S be an assignment of elements in S, i.e., ψ S ∈ [ ] S . Let V be the vector space specified by the orthonormal basis |e S,j , ψ S : e S,j edge of the learning graph,
For any x ∈ D f and 1 ≤ j ≤ n define u xj , v xj ∈ V by
where γ is a constant factor to be determined. Now define |u xj = u xj ⊗ µ f (x) and |v xj = v xj ⊗ ν f (x) , where {|µ α : 1 ≤ α ≤ m} and {|ν α : 1 ≤ α ≤ m} are the following vectors in C m first appeared in [LMRŠ10] :
where θ = for all α and we have µ α | ν β = 1 − δ α,β .
Now let x, y ∈ D f be arbitrary. If f (x) = f (y) = α we have
and if α = f (x) = f (y) = β we have
To verify the last equality observe that the set of edges {e S,j : x S = y S , x j = y j } defines a cut between sets of vertices {S : x S = y S } and {S : x S = y S }, so the sum of values of the flow associated to these edges equals the total flow which is 1. We conclude that vectors |u xj , |v xj form a feasible point of the dual adversary bound (4). The objective value associated to these vectors is
the objective value would be equal to the complexity of the learning graph up to a constant factor. Thus the quantum query complexity of f is at most O(C(G, p e )).
The advantage of the non-binary learning graph is that, if we have a learning graph for a binary function having certificate structure C, we can use the same learning graph to bound the query complexity of any non-binary function having the same certificate structure. See the following example for clarification.
Example 12. The quantum query complexity of detecting the color of a monochromatic triangle in a graph in which the edges are colored arbitrarily using m different colors is O(n 9/7 ).
Proof. The best learning graph that has been defined for triangle finding problem in [LMS17] has complexity O(n 9/7 ). Since the certificate structure of the triangle finding problem is the same as the problem of finding a monochromatic triangle in a colored graph, the learning graph of the former problem together with its flow is a valid learning graph for the latter. Therefore the quantum query complexity of detecting the color of a monochromatic triangle in a graph, whose edges are colored arbitrarily using m different colors, is O(n 9/7 ).
Concluding Remarks
In this paper we generalized the notion of span program for non-binary functions. We showed that our non-binary span program gives a characterization of the quantum query complexity of non-binary functions that is tight up to a factor of √ − 1. This extra factor is unavoidable as shown in Example 5.
The extra factor of √ − 1 appears most of the time when we compute the complexity of a non-binary span program, e.g., in the example of Max function and in Theorem 13. However, in such examples, we see that the optimal quantum query complexity is independent of . Then the question is how we can get ride of this extra factor. In the proof of our main result, Theorem 4, starting from a span program we construct a solution to the dual adversary bound with objective value being proportional to the complexity of the span program. We believe that, for certain examples (e.g., the Max function), it is possible to come up with more clever constructions of such a dual adversary solution with objective value being proportional to the complexity of the span problem divided by √ − 1. Indeed, this is exactly the path we took for the proof of Theorem 11. As mentioned there, for the proof of this theorem, we first found a non-binary span program which did have a factor of √ − 1 in its complexity, but then converted that span program to a solution of the dual adversary solution in a clever way which saves this extra factor. The same ideas can be applied on the Max function, but we leave a thorough investigation of this idea for future works.
Span programs have been used to design quantum query algorithms for various problems such as formula evaluation [Rei09] , the rank problem [Bel11] , st-connectivity and claw detection [BR12] , graph collision problem [ABI + 13], tree detection [Wan13] , graph bipartiteness and connectivity [Ari15] , and detecting cycles [CMB16] . Now that we have a natural generalization of span program for functions with non-binary input/output alphabets, we can use ideas from these problems to design new quantum query algorithms for function with non-binary input/output alphabets, as what we did for the problem of triangle finding. Besides this example, we already have other applications of the non-binary span program, especially for simplification of the proof and generalization of some existing results for binary functions which will be presented in future works.
We also suggested a method for proving bounds on the quantum query complexity of non-binary functions via learning graphs. In the binary case, the method of learning graphs has been used to design quantum query algorithms for graph collision, k-distinctness [Bel12a] and triangle finding problems [LMS17] . Now a natural question is, can we generalize the ideas behind these learning graphs to prove upper bounds on the quantum query complexity of some non-binary functions?
we generalize this result to the non-binary case, showing an equivalence between zeroerror quantum query algorithms for arbitrary functions and non-binary span program. The reason that we consider zero-error algorithms instead of one-sided error ones here, is that for functions with non-binary output one-sided error algorithms is not well-posed. • I j,q = v q τ,p,j,α := |τ − 1, p, j, α − ω q |τ, p, j, α : τ even, p ∈ {0, 1} r , α ∈ [m]
For a given x ∈ D f and even τ let us define |v τ,p,j,α := v x j τ,p,j,α = |τ − 1, p, j, α − ω x j |τ, p, j, α = |τ − 1, p, j, α − O x |τ, p, j, α .
Then I(x) = |v τ,p,j,α : 1 ≤ τ ≤ 2Q + 1, p ∈ {0, 1} r , 1 ≤ j ≤ n, α ∈ [m] . Consider the linear combination of these vectors with coefficients p, j, α| φ τ −1 as follows: Therefore, t f (x) belongs to the span of I(x), and the positive witness size equals τ : even |φ τ −1 2 = Q. Here we do not count the coefficients of |v τ,p,j,α for odd τ 's since they correspond to free vectors.
For the negative witness define
|τ |φ τ .
Observe that |w x is a negative witness since
• ∀α = f (x) : t α |w x = 1 − 0 r , 1, α| φ 2Q+1 = 1.
• ∀ v • ∀ |v τ,p,j,α ∈ I free : v τ,p,j |w x = p, j, α| φ τ −1 − p, j, α| U † τ |φ τ = 0.
The negative witness size equals Therefore, the complexity of this span program is O(Q √ − 1).
