A data reuse algorithm for multiple reference frame motion estimation is described. The proposed algorithm reduces memory access by modifying the reference frame search order and search centre such that the likelihood of data reuse is increased. Experimental results show that the algorithm reduces memory access by 15-30% compared to the conventional fast reference frame selection algorithm, while maintaining similar bit rate and PSNR.
Introduction:
In the H.264=MPEG-4 AVC video coding system, motion estimation (ME) consumes more than 50% of the execution time. The multiple reference frame motion estimation (MRF-ME) supported by H.264 enhances coding efficiency at the cost of increased computation complexity and additional memory access. In today's system-on-chip design for mobile and=or ubiquitous applications, reducing the frequency of memory access is crucial as it significantly affects the power consumption. In the single reference frame ME [1] , memory access is reduced by reusing data in the overlapped search area between two successive macroblocks (MBs) in the horizontal direction. In MRF-ME, the frequency of memory access is normally proportional to the number of reference frames. A scheme is described [2] for reusing once-fetched data in the search area of an MB for multiple reference frames by rescheduling the MB procedure at the frame level. Although it can obviously reduce the memory access, it suffers from two drawbacks: (i) frame-level latency, and (ii) suboptimal motion vector estimation resulting in poor coding efficiency. Fast reference frame selection algorithms [3, 4] dynamically adjust the number of reference frames and terminate the search if the given conditions are met even before all reference frames are searched. Because these algorithms always search from the nearest reference frame to the farthest one, the data in the on-chip memory with best matching block of the previous MB cannot always be reused. This Letter proposes a data reuse algorithm for MRF-ME for reducing memory access without coding efficiency degradation.
Proposed algorithm: To reduce the silicon area, we assume that onchip memory is only as large as the search area in a single reference frame. Our algorithm is based on reusing the data in the search area of the reference frame used for the encoding of previous MB. Specifically, it is based on the principle of spatial correlation that the best matching block of an MB is likely to be found in the same reference frame and near the search centre where the previous MB found its best matching block. Thus, the data in the overlapping region between the search area of the previous MB and that of the current MB need to be fetched from the memory only once.
In the proposed algorithm, which is a modified version of the fast reference frame selection algorithm, the sum of absolute differences (SAD) is used as a block matching criterion. The conventional fast reference frame selection algorithm searches the nearest unexplored reference frame using motion vector prediction (MVP) to locate a search centre. Generally, MVP is derived from motion vectors of the neighbouring blocks of the current block based on the calculation of median values. How MVP is determined is well described in the H.264=MPEG-4 AVC standard. This procedure is repeated until the minimum SAD is less than a given threshold, or until all reference frames are explored.
In our algorithm, ME first explores the reference frame last searched around the search centre of the previous MB, as shown in Fig. 1 . The search area of the current MB (denoted by the backward-slashed region) is determined by shifting rightward by 16 pel the search area of the previous MB (denoted by the forward-slashed region) in the reference frame last searched. If the minimum SAD is less than the given threshold, ME terminates the search, completing the encoding procedure for the current MB. In this case, the data of (2 Â SR) Â (2 Â SR þ 16) pels shown as the cross-hatched region in Fig. 1 are reused (SR: search range). Otherwise, ME searches other reference frames from the nearest one to the farthest one for a better matching block. There are, however, two exceptional conditions preventing such data reuse: (i) if the current MB is the leftmost one in the current frame, or (ii) if the reference frame searched last does not have the best matching block for the previous block encoding. If either of the two conditions is true, the attempt of data reuse is skipped and the procedure reverts to the conventional algorithm. Experimental results: Our algorithm is simulated using H.264 reference software (JM10.2) to be compared with the conventional fast reference frame selection algorithm (conv.) in terms of coding efficiency and the amount of memory access. For coding efficiency comparison, we used a rate control algorithm to adjust the quantisation parameter (Qp) in reference software to get a similar bit rate (about 1 Mbit=s) and measured the peak signal-to-noise ratio (PSNR) against memory access, which was done by changing the SAD threshold (SAD TH ). The required memory access is theoretically calculated by summing the number of data accesses for the current MB and the search area. The test was performed using four video sequences represented in the common intermediate format (CIF) of 352 pels Â 288 lines sampled at 30 frames per second. Fractional ME is disabled, i.e. only integer ME is used in the comparison. Full search is performed to find the best matching block with a search range of 16 and with a block size of 16. The maximum number of reference frames is three. 2 shows the PSNR against memory access for the 'Stefan' video sequence. The highest point of the conventional algorithm is obtained by SAD TH ¼ 0, where ME always searches all the reference frames. At the lowest point by SAD TH ¼ 65536, ME searches only the nearest reference frame, namely the single reference frame ME algorithm. Generally, as memory access is increased by decreasing threshold, PSNR becomes higher. The conventional algorithm selects the threshold well considering PSNR gain over additional memory access ratio. Fig. 2 shows that the proposed algorithm can achieve the same PSNR with the smaller memory access compared to the conventional one. To get a PSNR gain of about 80% of that at SAD TH ¼ 0, our algorithm requires less memory access so that it reduces memory access by 26.2% compared to the conventional one. Table 1 shows a comparison between the proposed and conventional algorithm in terms of PSNR, bit rate, memory access and memory access reduction percentage for various video sequences to achieve 80% of the PSNR gain at SAD TH ¼ 0, as mentioned above. The difference of PSNR and bit rate overhead between the proposed algorithm and the conventional one is small enough, i.e. less than 0.06 dB and 0.03%, respectively. Compared to the conventional algorithm, it is shown that our algorithm reduces the memory access by 15.71-30.85% with an average of 24.33%. 
