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Abstract
In this paper we study the existence and multiplicity of the solutions for the fourth-order boundary value
problem (BVP) u(4)(t) + ηu′′(t) − ζu(t) = λf (t, u(t)), 0 < t < 1, u(0) = u(1) = u′′(0) = u′′(1) = 0,
where f : [0,1] × R → R is continuous, ζ, η ∈ R and λ ∈ R+ are parameters. By means of the idea of the
decomposition of operators shown by Chen [W.Y. Chen, A decomposition problem for operators, Xuebao
of Dongbei Renmin University 1 (1957) 95–98], see also [M. Krasnosel’skii, Topological Methods in the
Theory of Nonlinear Integral Equations, Gostehizdat, Moscow, 1956], and the critical point theory, we
obtain that if the pair (η, ζ ) is on the curve ζ = −η2/4 satisfying η < 2π2, then the above BVP has at least
one, two, three, and infinitely many solutions for λ being in different interval, respectively.
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The aim of this work is to investigate the existence and multiplicity of solutions to the nonlin-
ear fourth-order equation
u(4)(t)+ ηu′′(t)− ζu(t) = λf (t, u(t)), 0 < t < 1, (1.1)
with the boundary condition
u(0) = u(1) = u′′(0) = u′′(1) = 0, (1.2)
where f : [0,1] ×R → R is continuous, ζ = −η2/4, η < 2π2 and λ ∈ R+ are parameters.
In recent years the fourth-order BVPs have attracted much attention owing to its inter-
est to physics, see [2–4,7,13,15,16,18,27,28]. In particular, Li [16] and Yao [27] considered
the existence of positive solutions of (1.1) and (1.2) with λ = 1 under the conditions that
(ζ/π4) + (η/π2) < 1, ζ  −η2/4 and η < 2π2, and that f (t, u) is positive, respectively. In
[20,21], Liu and Li further investigated (1.1) and (1.2) with a positive nonlinear term and ob-
tained that if λ belongs to different intervals, then the BVP (1.1) and (1.2) has at least two, one
or a unique positive solution, respectively.
Now it is natural to ask whether the similar conclusion holds for (1.1) and (1.2) if the nonlinear
term f is negative. More precisely, we need to impose what conditions on f and parameters η, ζ
and λ to ensure the existence of (1.1) and (1.2). The present paper will deal with this topic.
We remark that there are some results on general fourth-order BVPs with a negative nonlinear
term, see [15,17,23,29]. However, they do not concerned with any parameters in their equations.
For more results related fourth-order BVPs, we refer to [1,6,10,12,14,19] and references therein.
On the other hand, many boundary value problems for ordinary differential equations can be
reduced to the integral equation of the form
x(t) =
∫

K(t, s)f
(
s, x(s)
)
ds, (1.3)
or the operator equation Kx(t) = x(t), where Kx(t) = ∫

K(t, s)f (s, x(s)) ds. By [9,11,22]
we know that, if K(t, s) satisfies some suitable conditions, then it can be decomposed to the
combination of the operator K1/2 and (K1/2)∗, where (K1/2)∗ is the conjugate operator of K1/2.
Thus, (1.3) can be rewritten to the equation
x = K1/2(K1/2)∗f x, (1.4)
where f x = f (t, x(t)). In view of [11], (1.4) has a solution in some space if and only if the
equation
w = (K1/2)∗fK1/2w, (1.5)
has a solution in some Hilbert space, which is equivalent to the fact that the functional
Ψ˜ w = 1
2
(w,w)− Φ˜(K1/2w)
has a critical point, where (·,·) is the inner product of some Hilbert space, and Φ˜(ϕ) =∫

∫ ϕ(v)
0 f (v,u)du. We note that the BVP (1.1) and (1.2) has a solution if and only if the fol-
lowing operator equation:
u = λT1T2Af u (1.6)
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∫ 1
0 G1(t, s)w(s) ds, T2w(t) =
∫ 1
0 G2(t, s)w(s) ds,
Af u(t) = f (t, u(t)), G1(t, s) and G2(t, s) are Green’s function of some linear boundary value
problems (see Section 2). If T ∗1 = T2, where T ∗1 is the conjugate of T1, then the existence for
solutions of (1.6) is equivalent to the existence of solutions of the following operator equation:
w = λT ∗1 Af T1w. (1.7)
By the similar argument to (1.5), the solution of (1.7) is equivalent to the critical point of some
functional. That is to say we can obtain the solutions of (1.7) by finding the critical points of
some functionals.
Motivated by these ideas, in this paper, we shall study the BVP (1.1) and (1.2) by means
of the critical point theory. We obtain that if the pair (η, ζ ) is on the curve ζ = −η2/4, and
(ζ/π4)+ (η/π2) < 1, then the BVP (1.1) and (1.2) and has at least one, two, three and infinitely
many solutions for λ belonging to some different intervals, from which we can see that the
parameter η, ζ and λ play a very important role to ensure the existence of the solutions of the
BVP (1.1) and (1.2). For the case that the pair (η, ζ ) is not on the curve ζ = −η2/4, we remain
it for future study.
2. Preliminaries
Let C[0,1] be the usual Banach space with the super norm ‖·‖0, and L2[0,1] be also the usual
real reflexive Banach space with the norm ‖u‖ = (∫ 10 |u(t)|dt)1/2. It is well known that L2[0,1]
is a real Hilbert space with the inner product (u, v) = ∫ 10 u(t)v(t) dt for all u,v ∈ L2[0,1]. Let
G(t, s) be the Green’s function corresponding to the BVP
−u′′(t)− η
2
u(t) = 0, u(0) = u(1) = 0.
Then the BVP (1.1) and (1.2) has a solution if and only if the following equation:
u(t) = λ
1∫
0
1∫
0
G(t, s)G(s, τ )f
(
τ,u(τ)
)
dτ ds, t ∈ [0,1] (2.1)
has a solution in C[0,1], where
G(t, s) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
⎧⎪⎪⎨
⎪⎪⎩
sinh
√− η2 t ·sinh
√− η2 (1−s)√− η2 sinh
√− η2 , 0 t  s  1
sinh
√− η2 s·sinh
√− η2 (1−t)√− η2 sinh
√− η2 , 0 s  t  1
for η < 0,
{
t (1 − s), 0 t  s  1
s(1 − t), 0 s  t  1 for η = 0,⎧⎪⎪⎨
⎪⎪⎩
sin
√
η
2 t ·sin
√
η
2 (1−s)√
η
2 sin
√
η
2
, 0 t  s  1
sin
√
η
2 s·sin
√
η
2 (1−t)√
η
2 sin
√
η
2
, 0 s  t  1
for 0 < η < 2π2.
Define the following operators for t ∈ [0,1] and u ∈ C[0,1] by
T u(t) =
1∫
G(t, s)u(s) ds, (2.2)0
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Af u(t) = f
(
t, u(t)
)
.
Then (1.1) and (1.2) has a solution if and only if the following equation:
u = λLAf u (2.3)
has a solution, where L = T ◦ T , which shows that L can be decomposed to two operators.
By [9,11], if T is self-conjugate operator and f satisfies some conditions, then the existence of
solutions of (2.3) reduces to the existence of the critical points of the functional of form
J (w) = 1
2
(w,w)− λ
1∫
0
Tw∫
0
f (t,w)dw dt.
From the above definitions, it is easy to see that
(P1) G(t, s) > 0 for (t, s) ∈ (0,1)× (0,1);
(P2) G(t, s) = G(s, t) for (t, s) ∈ (0,1)× (0,1);
(P3) the operator Af :C[0,1] → C[0,1] (L2[0,1] → L2[0,1]) is bounded and continuous.
In order to prove our main results, we need following theorems and lemmas.
Theorem A. [11] Let E be a real reflexive Banach space. If the functional f :E → R is
weakly semicontinuous and coercive, i.e., lim‖x‖→∞ f (x) = ∞, then there exists an x0 such
that f (x0) = infx∈E f (x). Moreover, if f has bounded linear Gâteaux derivative on E, then x0
is also a critical point of f, i.e., f ′(x0) = 0.
Theorem B. [11] Let E be an infinite dimensional real Banach space and f :E → R be even
and C1 functional satisfying (PS) condition, i.e., for any sequence {xn} ⊂ E, if f (xn) is bounded
and f ′(xn) → 0 as n → ∞, then {xn} posses a convergent subsequence. Assume that following
conditions hold:
(i) f (0) = 0, and there exist ρ,α > 0 such that Bρ ⊂ f (0) and f (x)  α for x ∈ Sρ, where
Bρ = {x = x ∈ E: ‖x‖ ρ}, and f (0) = {x ∈ E: f (x) 0};
(ii) for any finite dimensional subspace E0 of E, the set E0 ∩ f (0) is bounded.
Then f has infinitely many critical points and infinitely many critical values.
Theorem C. [24] Let X be a separable and reflexive real Banach space, I ⊆ R be an interval,
and g :X × I → R be a function satisfying the following conditions:
(i) for each x ∈ X, the function g(x, ·) is continuous and concave;
(ii) for each λ ∈ I , the function g(·, λ) is sequentially weakly lower semicontinuous and
Gâteaux differentiable, and
lim‖x‖→∞g(x,λ) = ∞;
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sup
λ∈I
inf
x∈X
(
g(x,λ)+ h(λ))< inf
x∈X supλ∈I
(
g(x,λ)+ h(λ)).
Then there exist an open interval I˜ ⊆ I and a positive real number ρ such that for each λ ∈ I˜ , the
equation g′x(x,λ) = 0 has at least two solutions in X whose norm are less than ρ. If in addition,
the function g(x,λ) is continuous in X × I, and for each λ ∈ I the function g(·, λ) is C1 and
satisfies (PS) condition, the above conclusion holds with “three” instead of “two.”
Some similarly general critical points theorems can also be found in [5,8] and [25].
Theorem D. [11] Let E be a real reflexive Banach space. Suppose that A :E → E∗ is a contin-
uous operator and there exists α > 0 such that
(Au−Av,u− v) α‖u− v‖2 for any u,v ∈ E,
where E∗ is conjugate space of E. Then A :E → E∗ is a homeomorphism.
Theorem E. T :L2[0,1] → C[0,1] is a linear completely continuous operator, and also a linear
completely continuous operator from L2[0,1] to L2[0,1]. Furthermore, T ∗ = T , where T ∗ is
conjugate operator of T .
The proof is similar to that in [15] and we omit it here.
Lemma 2.1. (i) For a fixed λ ∈ R+, the BVP (1.1) and (1.2) has a solution u ∈ C[0,1] if and
only if the operator equation
w = λTAf Tw (2.4)
has a solution in L2[0,1].
(ii) For a fixed λ ∈ R+, if (2.4) has n solutions (a unique solution) in L2[0,1], then the BVP
(1.1) and (1.2) has at least n solutions (a unique solution) in C[0,1], where n ∈ N.
(iii) If (2.4) has a bounded solution in w ∈ L2[0,1] with ‖w‖ ρ, where ρ > 0 is a number,
then the BVP (1.1) and (1.2) also has a bounded solution in u ∈ C[0,1] with ‖u‖0 MT ρ, where
MT = maxt,s∈[0,1] G(t, s).
Proof. (i) It is well known that the BVP (1.1) and (1.2) has a solution u ∈ C[0,1] if and only
if the operator equation (2.3) has a solution. Assume that (2.3) has a solution u ∈ C[0,1]. Set
w = λTAf u for fixed λ ∈ R+. Then w ∈ C[0,1] ↪→ L2[0,1], and
w = λTAf
(
λT 2Af u
)= λTAf T (λT Af u) = λTAf Tw,
which means that w is a solution of (2.4). On the other hand, assume that w ∈ L2[0,1] is a
solution of (2.4). Set u = Tw. Then u ∈ C[0,1] and
u = Tw = T (λT Af T w) = λT 2Af Tw = λLAf u,
which implies that u = Tw is a solution of the BVP (1.1) and (1.2).
(ii) Without loss of generality, assume that (2.4) has two solutions w1,w2 ∈ L2[0,1] with
w1 = w2. Then by the definition of the operator T , we have T (w1 − w2) = 0. Let u1 = Tw1,
u2 = Tw2. Then u1 = u2 are two solutions of BVP (1.1) and (1.2) in C[0,1].
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u is a solution of the BVP (1.1) and (1.2) and
∣∣u(t)∣∣=
∣∣∣∣∣
1∫
0
G(t, s)w(s) ds
∣∣∣∣∣MT ‖w‖.
So ‖u‖0 MT ρ, and u is the bounded solution of the BVP (1.1) and (1.2). The proof is com-
plete. 
Lemma 2.2. Suppose that the functional
J (w) = 1
2
(w,w)− λ
1∫
0
Tw(t)∫
0
f (t, v) dv dt, w ∈ L2[0,1]
has a critical point w ∈ L2[0,1]. Then the BVP (1.1) and (1.2) has a solution in C[0,1].
Proof. Let Φ(w) = (w,w)/2 and Ψ (w) = ∫ 10 ∫ T w(t)0 f (t, v) dv dt. Then for any w ∈ L2[0,1],
Tw ∈ C[0,1]. It is easy to see that Φ ′(w) = w, Ψ ′(w) = gradΨ (w) = Afw for w ∈ L2[0,1],
and Φ ′,Ψ ′ are continuous. Similar to [11], for any h ∈ L2[0,1] we have
lim
t→0
1
t
[
Ψ
(
T (w + th))−Ψ (Tw)]= lim
t→0
1
t
[
Ψ (T w + tT h)−Ψ (T w)]
= (Ψ ′(T w),T h)= (Af T w,T h) = (T ∗Af Tw,h),
which means that Ψ ′(T w) = TAf T w. So the existence of the critical point of J (w) implies the
existence of the solution of the operator w = λTAf Tw, and further the existence of the BVP
(1.1) and (1.2). The proof is complete. 
Lemma 2.3. Let X be nonempty linear space, T :X → X be a bounded linear operator, and
Φ,Ψ two real functionals on X. Assume that there are w0,w1 ∈ X and r > 0 such that
Φ(w0) = Ψ (T w0) = 0, Φ(w1) > r,
sup
{w: Φ(w)r}
Ψ (T w) < r
Ψ (T w1)
Φ(w1)
.
Then for each ρ satisfying
sup
{w: Φ(w)r}
Ψ (T w) < ρ < r
Ψ (T w1)
Φ(w1)
, (2.5)
one has
sup
λ0
inf
w∈X
(
Φ(w)+ λ(ρ −Ψ (Tw)))< inf
w∈X supλ0
(
Φ(w)+ λ(ρ −Ψ (Tw))). (2.6)
Proof. It is easy to see that
inf
w∈X sup
(
Φ(w)+ λ(ρ −Ψ (Tw)))= inf{w: Ψ (Tw)ρ}Φ(w). (2.7)λ0
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inf{w: Ψ (Tw)ρ}Φ(w) r. (2.8)
By (2.5) and Φ(w1) > r , we have Ψ (Tw1) > ρ, which implies that
lim
λ→∞G(λ) := limλ→∞ infw∈X
(
Φ(w)+ λ(ρ −Ψ (T w)))= −∞.
Since G(λ) is continuous on [0,∞), then it achieves its supremum at λ∗. Assume that λ∗ ∈
[0, r/ρ). Then Φ(w0)+ λ∗(ρ −Ψ (T w0)) = λ∗ρ < r , which implies that
inf
u∈X
(
Φ(w)+ λ∗
(
ρ −Ψ (Tw)))= sup
λ0
inf
u∈X
(
Φ(w)+ λ(ρ −Ψ (T w))) λ∗ρ < r.
Assume λ∗ ∈ [r/ρ,+∞). Then we have
r −Φ(w1)
ρ −Ψ (T w1) <
r
ρ
,
and so
Φ(w1)+ λ∗
(
ρ −Ψ (Tw1)
)
< r.
Similarly, we have
inf
u∈X
(
Φ(w)+ λ∗
(
ρ −Ψ (Tw)))< r.
The conclusion immediately follows from (2.7) and (2.8). The proof is complete. 
3. Existence and multiplicity
Here we list some conditions needed in the sequel. Set F(t, u) = ∫ u0 f (t, s) ds for u ∈ R and
t ∈ [0,1].
(H0) F(t, u)  au2 + b(t)|u|2− + c(t), u ∈ R and t ∈ [0,1], where a  0,  ∈ (0,2), b ∈
L2/[0,1] and c ∈ L[0,1].
(H1) There exist 0  θ < 1/2 and R > 0 such that F(t, u)  θuf (t, u) for all |u|  R and
t ∈ [0,1].
(H2) limu→0 f (t,u)u = f0 < +∞ uniformly for t ∈ [0,1].
(H3) limu→+∞ f (t,u)u = +∞ uniformly for t ∈ [0,1].(H4) f (t, u) is odd in u, i.e., f (t,−u) = −f (t, u) for all t ∈ [0,1] and u ∈ R.
(H5) There exist two positive numbers r0, d with d2 > 2r0 such that
sup
‖w‖22r0
1∫
0
F(t, T w)dt <
2r0
d2
1∫
0
F
(
t, d
1∫
0
G(t, s) ds
)
dt,
for w ∈ L2[0,1], where T is the operator defined by (2.2).
Theorem 3.1. Suppose that (H0) holds and a > 0. Then for any λ ∈ [0, (π2 − η/2)2/2a), the
BVP (1.1) and (1.2) has at least one solution.
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w ∈ L2[0,1]. Since J ′(w) = w − λTAf Tw = (I − λTAf T )w and I − λTAf T is completely
continuous, then J :L2[0,1] → R is C1 functional (see [26]), and J is weakly semicontinuous
on L2[0,1] (see [11]). In view of (H0), for all w ∈ L2[0,1] and λ ∈ [0, (π2 −η/2)2/2a) we have
J (w) = 1
2
(w,w)− λ
1∫
0
Tw(t)∫
0
f (t, s) ds dt
 1
2
(w,w)− λa(T w,T w)− λ
1∫
0
b(t)
∣∣Tw(t)∣∣2− dt − λ
1∫
0
c(t) dt
 1
2
‖w‖2 − λa
(
π2 − η
2
)−2
‖w‖2
− λ
( 1∫
0
∣∣b(t)∣∣ 2 dt
) 
2
( 1∫
0
∣∣Tw(t)∣∣2 dt
)1− 2
− λc∗
 1
2
(
1 − 2λa
(
π2 − η
2
)−2)
‖w‖2 − λ
(
π2 − η
2
)−2+
b∗‖w‖2− − λc∗, (3.1)
where b∗ = (∫ 10 |b(t)|2/dt)/2, c∗ = ∫ 10 c(t) dt . In view of Theorem A J has a critical point
w ∈ L2[0,1]. The proof is complete. 
Remark 3.1. By the proof of Theorem 3.1, we see that the smaller a in (H0) is, the larger the
number (π2 − η/2)2/2a is, which implies that λ may be in the bigger interval. In particular,
when a = 0, we have following result.
Corollary 3.1. Suppose (H0) with a = 0 holds. Then for λ ∈ [0,+∞), the BVP (1.1) and (1.2)
has at least one solution.
Note that if a = 0, then the inequality (3.1) holds, which leads to the coerciveness of the
functional J .
Theorem 3.2. Suppose that (H0) with a > 0, and (H5) hold. Then for λ ∈ (0, (π2 − η/2)2/2a),
the BVP (1.1) and (1.2) has at least two solutions in C[0,1], whose norms are less than MT ρ.
Suppose further that (H1) holds. Then for λ ∈ (0, (π2 − η/2)2/2a), the BVP (1.1) and (1.2) has
at least three solutions in C[0,1], whose norms are less than MT ρ, where
ρ ∈
(
sup
{w: ‖w‖22r0}
Ψ (Tw),
2r0
d2
Ψ (T d)
)
.
Proof. Set X = L2[0,1] and g(w,λ) = Φ(w)−λΨ (T w), where Φ and Ψ are as in Lemma 2.2.
By means of the proof of Theorem 3.1, we have that g(w,λ) is class of C1, and satisfies (i)
of Theorem C, and g(·, λ) is sequentially weakly lower semicontinuous. By (H0) and a > 0,
similar to the argument of (3.1), we have lim‖w‖→∞ g(w,λ) = ∞ for λ ∈ (0, (π2 − η/2)2/2a).
Set w0 = 0 and w1 = d. Then Φ(w1) = Φ(d) > r0 >Φ(w0) = 0 and
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Ψ (T w) = sup
‖w‖2<2r0
1∫
0
F(t, T w)dt
<
2r0
d2
1∫
0
F
(
t, d
1∫
0
G(t, s) ds
)
dt = r0 Ψ (Tw1)
Φ(w1)
,
which, by Lemma 2.3, implies following inequality holds:
sup
λ0
inf
w∈X
(
Φ(w)+ λ(ρ −Ψ (Tw)))< inf
w∈X supλ0
(
Φ(w)+ λ(ρ −Ψ (Tw))),
where
ρ ∈
(
sup
{w:‖w‖22r0}
Ψ (T w),
2r0
d2
Ψ (T d)
)
.
Thus, g(w,λ) satisfies (iii) of Theorem C, and the BVP (1.1) and (1.2) has at least two solutions
whose norms are less than MT ρ.
Note that the condition (H1) ensures that for λ ∈ (0, (π2 − η/2)2/2a), g(w,λ) satisfies (PS)
condition (see the proof of Theorem 3.3). By Theorem C and Lemma 2.1, the BVP (1.1) and (1.2)
has at least three solutions whose norms are less MT ρ. The proof is complete. 
Corollary 3.2. Suppose (H0) with a = 0 and (H5) hold. Then for λ ∈ I ⊂ [0,∞), the BVP (1.1)
and (1.2) has at least two solutions. Suppose further (H1) holds. Then for λ ∈ I ⊂ [0,∞), the
BVP (1.1) and (1.2) has at least three solutions whose norms are less than MT ρ, where I is an
open interval.
Theorem 3.3. Suppose that (H1)–(H4) hold. (i) If f0 > 0, then for λ ∈ (0, (π2 − η/2)2/f0) the
BVP (1.1) and (1.2) has infinitely many solutions. (ii) If f0  0, then for λ ∈ (0,∞) the BVP
(1.1) and (1.2) has infinitely many solutions.
Proof. We shall verify that J defined by Lemma 2.2 satisfies all conditions of Theorem B. It is
easy to know that J is of a class of C1 and even, and J (0) = 0. Next we show that J satisfies
(PS) condition. For fixed λ ∈ R+, {wn} ⊂ L2[0,1], |J (wn)|  B∗, where B∗ > 0 is a number,
n = 1,2, . . . , satisfying J ′(wn) = (I − λTAf T )wn → 0, as n → ∞, by (H1) and the continuity
of F(t, u)− θuf (t, u) on [0,1] × [−R,R], there exists M1 > 0 such that
F(t, u) θuf (t, u)+M1, u ∈ R, t ∈ [0,1]. (3.2)
By Lemma 2.2 we have
(
J ′(wn),wn
)= ‖wn‖2 − λ
1∫
0
f
(
t, T wn(t)
)
Twn(t) dt. (3.3)
It follows from (3.2) and (3.3) that
B∗  J (wn) = 12‖wn‖
2 − λ
1∫
0
F
(
t, T wn(t)
)
dt
 1
2
‖wn‖2 − θλ
1∫
f
(
t, T wn(t)
)
Twn(t) dt − λM10
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2
‖wn‖2 − θ‖wn‖2 + θ
(
J ′(wn),wn
)− λM1

(
1
2
− θ
)
‖wn‖2 + θ
∥∥J ′(wn)∥∥‖wn‖ − λM1, (3.4)
n = 1,2, . . . . Assume that {wn} is unbounded, or without loss of generality that limn→∞ ‖wn‖ =
∞. Then by (3.4), there exists N0 ∈ N such that
B∗
‖wn‖2 
(
1
2
− θ
)
− θ ‖J
′(wn)‖
‖wn‖ −
λM1
‖wn‖2
for n > N0. Moreover, we have 0  (1/2) − θ , which is a contradiction to (H1). So {wn} ⊂
L2[0,1] is bounded. Since L2[0,1] is a reflexive Banach space, then there exists a subsequence
{wnk } such that wnk ⇀ w˜0 ∈ L2[0,1], and thus ‖Twnk − T w˜0‖ → 0. By (3.3), the continuity of
the operator Af , and the Lebesgue dominated theorem, we have
‖wnk‖2 → λ
1∫
0
f
(
t, T w˜0(t)
)
T w˜0(t) dt
= (λAf T w˜0, T w˜0) = (λT Af T w˜0, w˜0) as k → ∞.
In addition,(
J ′(wnk ), w˜0
)= (wnk − λTAf Twnk , w˜0),
which together with (3.3) leads to ‖wnk‖ → ‖w˜0‖, and further ‖wnk − w˜0‖ → 0.
Now we show that J satisfies (i) of Theorem B. Assume f0 > 0. For λ ∈ (0, (π2 − η/2)2/f0)
there exists ε0 > 0 small enough and δ > 0 such that λ < (π2 − η/2)2/(f0 + ε0), and f (t, u)
(f0 + ε0)u, and further
F(t, u) 1
2
(f0 + ε0)u2
for all t ∈ [0,1] and |u| δ. Note that for any w ∈ L2[0,1]
∣∣Tw(t)∣∣=
∣∣∣∣∣
1∫
0
G(t, s)w(s) ds
∣∣∣∣∣MT
1∫
0
∣∣w(s)∣∣ds MT ‖w‖.
Taking r∗ = M−1T δ, α = (1−λ(f0 +ε0)/(π2 −η/2)2)r2∗/2, and Br∗ = {w ∈ L2[0,1],‖w‖ < r∗},
then for all w ∈ ∂Br∗ , we have
J (w) = 1
2
‖w‖2 − λ
1∫
0
F
(
t, T w(t)
)
dt
 1
2
‖w‖2 − 1
2
λ(f0 + ε0)
1∫
0
(
Tw(t)
)2
dt
= 1
2
‖w‖2 − 1
2
λ(f0 + ε0)‖Tw‖2
 1
2
‖w‖2 − 1
2
λ(f0 + ε0)
(π2 − η2 )2
‖w‖2 = 1
2
(
1 − λ(f0 + ε0)
(π2 − η2 )2
)
‖w‖2. (3.5)
Thus infw∈∂Br J (w) α > 0.∗
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exists a finite dimensional subspace Y ⊂ L2[0,1] and a sequence {w˜n} ⊂ Y such that J (w˜n) > 0,
n = 1,2, . . . , and ‖w˜n‖ → ∞ as n → ∞. Set w∗n = w˜n/‖w˜n‖ ∈ Y , n = 1,2 . . . . Then ‖w∗n‖ = 1,
n = 1,2, . . . . By the compactness of the unit sphere in finite dimensional space, {w∗n} has a
convergent subsequence denoted by {w∗n} for simplicity, i.e., there exists w∗ ∈ Y , ‖w∗‖ = 1 such
that ‖w∗n − w∗‖ → 0 as n → ∞. Note that T :L2[0,1] → L2[0,1] is completely continuous.
Thus ‖Tw∗n − Tw∗‖ → 0 as n → ∞. It is clear that Tw∗ = 0 by the definition of T . Let v0 =
Tw∗, vn = Tw∗n, n = 1,2, . . . . Then ‖v0‖ > 0. By (H3) there exists u˜ > 0 such that for u 
u˜, t ∈ [0,1] and λ ∈ (0, (π2 − η/2)2/f0)
f (t, u) 4
λ‖v0‖2 u. (3.6)
It follows from (3.6) and the continuity of f (t, u)− (4u/λ‖v0‖2) on [0,1]×[0, u˜] that for u 0,
t ∈ [0,1] and λ ∈ (0, (π2 − η/2)2/f0)
f (t, u) 4
λ‖v0‖2 u−M2,
where M2 > 0 is a constant. Therefore by (H4), for u ∈ R and t ∈ [0,1], we have
F(t, u) =
u∫
0
f (t, s) ds  2
λ‖v0‖2 u
2 −M2|u|
and
J (w˜n) = 12‖w˜n‖
2 − λ
1∫
0
F
(
t,‖w˜n‖vn(t)
)
dt
 1
2
‖w˜n‖2 − 2‖v0‖2 ‖w˜n‖
2‖vn‖2 + λM2‖w˜n‖
1∫
0
∣∣vn(t)∣∣dt
 1
2
‖w˜n‖2 − 2‖v0‖2 ‖w˜n‖
2‖vn‖2 + (π
2 − η2 )2
f0
M2‖w˜n‖‖vn‖. (3.7)
We know that limn→∞ ‖vn‖ = ‖v0‖. Thus there exists N1 ∈ N such that ‖vn‖2  ‖v0‖22 and‖vn‖ 2‖v0‖ for n >N1. By (3.7) for n >N1 we have
J (w˜n)−12‖w˜n‖
2 + 2(π
2 − η2 )2M2
f0
‖v0‖‖w˜n‖,
which implies that J (w˜n) → −∞ as n → ∞. This is a contradiction to the assumption
J (w˜n) > 0. The application of Theorem B concludes the proof for the case f0 > 0.
Next we prove the case f0  0. We only show (3.5) holds for λ ∈ (0,∞), the other part is
similar to the above proof. Assume f0 < 0. Then we can choose ε1 > 0 small enough such that
f0 + ε1 < 0, and then
1 − λ(f0 + ε1)
(π2 − η2 )2
> 0.
As a consequence, we can find r1 > 0 such that infw∈∂Br1 J (w)  α0 > 0 for w ∈ ∂Br1 . The
proof of the case f0 = 0 is simple. The proof is complete. 
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Theorem 4.1. Suppose that f (t, u) is nonincreasing in u for all t ∈ [0,1]. Then for any λ ∈
(0,∞) the BVP (1.1) and (1.2) has a unique solution.
Proof. Let B = I − λTAf T , where I is the identity operator. Note that
(Bu−Bv,u− v) = ‖u− v‖2 − λ(Af T u−Af T v,T u− T v)
 ‖u− v‖2 − λ
1∫
0
(
f
(
t, T u(t)
)− f (t, T v(t)))(T u(t)− T v(t))dt
 ‖u− v‖2.
By Theorem D, we can obtain that Bw = 0 has a unique solution. The proof is complete. 
Remark 4.1. Besides Theorem 4.2 in [20], our Theorem 4.1 gives an another uniqueness result
for the BVP (1.1) and (1.2). Although they require that f (t, u) is monotone in u, the unique
solution in Theorem 4.1 may be negative or trivial.
Theorem 4.2. Suppose that f (t,0) = 0, f (t, u)u < 0 for u ∈ R\{0} and t ∈ [0,1]. Then for
λ ∈ [0,∞), the BVP (1.1) and (1.2) has only one trivial solution.
Proof. Obviously, the BVP (1.1) and (1.2) has a trivial solution. It is clear that
(
J ′(w),w
)= ‖w‖2 − λ
1∫
0
f
(
t, T w(t)
)
Tw(t) dt > 0
for w ∈ L2[0,1], w = 0 and λ > 0. The proof is complete. 
Now we give some examples to illustrate our results.
Example 4.1. Consider the following equation:
u(4)(t)+ ηu′′(t)− ζu(t) = λu2(t), t ∈ (0,1), (4.1)
with the boundary condition (1.2), where η, ξ are parameters given in Section 1.
For simplicity, we take η = ξ = 0. When η, ξ = 0, we can also obtain the similar result. It
is easy to see that f (t, u) = u2(t) satisfies (H0) with a = 1 and (H1). If we take r0 = 1/2 and
d = 9/4, then (H5) holds. So, by Corollary 3.2, for λ ∈ I ⊂ [0,∞), (4.1) and (1.2) has at least
three solutions.
Example 4.2. Consider the following equation:
u(4) + u′′ − 1
4
u = λ((π4 − π2)u+ arctanu ln(1 + u2)+ |u|u), t ∈ (0,1) (4.2)
with the boundary condition (1.2).
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lim
u→0
f (t, u)
u
= π4 − π2 <
(
π2 − 1
2
)2
, lim
u→+∞
f (t, u)
u
= +∞
for t ∈ [0,1]. Then by Theorem 3.3, (4.2) and (1.2) has infinitely many solutions for λ ∈ (0,1].
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