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We theoretically propose and experimentally demonstrate the use of motional sidebands in a
trapped ensemble of 87Rb atoms to engineer tunable long-range XXZ spin models. We benchmark
our simulator by probing a ferromagnetic to paramagnetic dynamical phase transition in the so
called Lipkin-Meshkov-Glick (LMG) model, a collective XXZ model plus additional transverse and
longitudinal fields, via Rabi spectroscopy. We experimentally reconstruct the boundary between the
dynamical phases, which is in good agreement with mean-field theoretical predictions. In addition
we analyze the achievable spin squeezing in our XXZ simulator theoretically, opening the possibilities
of using motional sidebands as a tool to push the frontiers of metrology via quantum entanglement.
Quantum simulation of iconic models of quantum mag-
netism in highly controllable atomic systems is emerging
as a promising way to gain new insights into fundamental
many-body phenomena in condensed matter physics [1],
and as a pathway to shed light onto exciting new phe-
nomena in non-equilibrium many-body spin arrays [2–
7]. In recent years, rapid progress in the simulation of
quantum spin models has been made by taking advan-
tage of the diversity of interactions in ultracold quantum
systems, including contact interactions in the motional
ground state of ultracold atomic gases [6, 8], dipolar in-
teractions in polar molecules [9], magnetic atoms [10–
12] and Rydberg atoms [13], as well as photon/phonon-
mediated long-range interactions in trapped ions [14] and
cavity QED systems [7, 15–18].
One promising avenue in this direction is the fact that
non-degenerate thermal gases interacting via purely con-
tact interactions, can emulate spin models by mapping
the single-particle energy eigenstates onto a lattice in
mode space [5, 19–21]. This mapping has been shown
to be a powerful way to emulate long-range interacting
spin models featuring large many-body energy gaps that
have enabled significant enhancement of coherence time
[22–24]. Nevertheless, the tunability of the spin model
parameters has so far been mainly accomplished by the
use of Feshbach resonances, and the atom loss associated
with the latter imposes a trade-off between tunability and
coherence time [5, 25].
In this paper, we theoretically propose and experimen-
tally demonstrate the use of motional sidebands in a ther-
mal trapped gas of 87Rb atoms to engineer long-range
XXZ spin models with tunable spin couplings. We bench-
mark our simulator by probing a dynamical phase tran-
sition (DPT) between ferromagnetic and paramagnetic
phases in the collective XXZ model plus additional trans-
verse and longitudinal fields (also known as the Lipkin-
Meshkov-Glick (LMG) model [2, 7, 26, 27]) via Rabi spec-
troscopy. We experimentally reconstruct the boundary of
the dynamical phases by varying atom density and lon-
gitudinal field strength and show good agreement with
mean-field theoretical predictions. Since spin squeezing
is predicted to be dynamically generated in the LMG
model [28], we also theoretically analyze the achievable
spin squeezing in our XXZ simulator, which demonstrates
the potential use of motional sidebands to push the fron-
tiers of metrology via quantum entanglement [28–30].
We consider an ensemble of thermal 87Rb atoms con-
fined in a harmonic trap and prepared in the magneti-
cally insensitive clock states |↓〉 ≡ |F = 1,mF = 0〉 and
|↑〉 ≡ |F = 2,mF = 0〉. The contact interaction in this
two-component bosonic gas can be written in the follow-
ing second quantized form [32, 33],
Hint =
∑
σσ′=↑,↓
Uσσ′
2
∫
d3Rψ†σ(R)ψ
†
σ′(R)ψσ′(R)ψσ(R),
(1)
where Uσσ′ = 4pih¯
2aσσ′/m is the interaction strength
between atoms of spin σ and σ′, parametrized by the s-
wave scattering lengths, a↑↑ = 94.55a0, a↑↓ = 98.09a0,
a↓↓ = 100.76a0 [34]. The bosonic field operator of spin
σ, ψσ(R), is expanded in the eigenmode basis of the 3D
harmonic trap, ψσ(R) =
∑
n anσφn(R), where anσ anni-
hilates a boson of spin σ in eigenmode n = {nX , nY , nZ}
of the harmonic trap, with corresponding wave function
φn(R). To illustrate the mapping between eigenmodes
of the harmonic trap and lattice sites in mode space (see
Fig. 1(a)), we use blue sideband transitions in Zˆ direc-
tion as an example. We define the two relevant spin states
|⇑i〉 ≡ |↑;nXi , nYi , nZi +1〉 and |⇓i〉 ≡ |↓;nXi , nYi , nZi 〉, and
associate them with the states that are localized at lat-
tice site i. The wave functions associated with |⇑i〉 and
|⇓i〉 states are denoted as φ⇑i (R) and φ⇓i (R) respectively.
In this picture, a blue sideband transition is equivalent
to a spin flip process at fixed lattice site. Similar treat-
ments can be applied to carrier transitions as well as red
sideband transitions.
Since we are interested in the collisionless regime of a
trapped atomic ensemble, we assume that each atom is
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2FIG. 1. (a) Map between a two-component bosonic gas with
blue sideband transitions in a harmonic trap and XXZ spin
lattice in mode space. Orange dots represent |↓〉 atoms, and
purple dots represent |↑〉 atoms. The two spin states on
lattice site i are associated with different motional states,
|⇑i〉 = |↑, ni +1〉 and |⇓i〉 = |↓, ni〉, which are coupled by blue
sideband transitions with Rabi frequency Ωi. The contact in-
teraction in bosonic gases generates effective XXZ couplings
Jij , χij between lattice site i and j (see text). (b) Rabi spec-
trum in the resolved sideband limit for mean atom density
n = 2.0 × 1012cm−3. The black (blue, red) line represents
carrier (blue sideband, red sideband) transitions. The arrow
points to the strongest sideband excitation, which we focus
on in this paper. It is worth mentioning that the suppression
of red sideband transitions is related to the dephasing effect
generated by the anharmonicity of optical dipole trap, also
observed in Ref. [31].
fixed in the mode-space lattice [5, 19–21], and that the
only relevant process between two colliding atoms is to
either remain in the same internal states or to exchange
them. Furthermore, we can restrict our discussions to
include either empty or singly-occupied lattice sites since
the 87Rb gas temperature is above quantum degeneracy.
These approximations map the contact interaction term
in the Hamiltonian (see Eq.(1)) to a spin-1/2 long-range
XXZ model in the mode-space lattice:
Hint =
∑
ij
JijSi · Sj +
∑
ij
χijS
z
i S
z
j +
∑
i
BiS
z
i . (2)
Here, the spin operators can be written in terms
of bosonic operators on each lattice site as, Si =∑
σσ′=⇑,⇓ a
†
iσσσσ′aiσ′/2, where σσσ′ are Pauli matrices,
and aiσ′ annihilates a boson of spin σ
′ on lattice site
i. The XXZ interaction parameters are given by Jij =
V exij U↑↓, χij = V
⇑⇑
ij U↑↑ + V
⇓⇓
ij U↓↓ − V ⇑⇓ij U↑↓ − V exij U↑↓,
and Bi =
∑
j 6=i(V
⇑⇑
ij U↑↑ − V ⇓⇓ij U↓↓), and are set by
the overlap integral of the relevant harmonic oscillator
wave functions: V σσ
′
ij =
∫
d3R[φσi (R)]
2[φσ
′
j (R)]
2, and
V exij =
∫
d3Rφ⇑i (R)φ
⇓
i (R)φ
⇑
j (R)φ
⇓
j (R). The tunabil-
ity of spin couplings depends on these overlap integrals:
for carrier transitions, we have V σσ
′
ij = V
ex
ij , making
the XXZ spin model equivalent to the Heisenberg model
(Jij  χij); while for sideband transitions, the overlap
integrals are no longer equal, which allows us to have
larger Ising couplings χij .
In addition to the interaction term, there are extra
transverse and longitudinal fields generated by the in-
terrogating laser. For blue sideband transitions, the
single-particle Hamiltonian can be written as Hsp =∑
i(ΩiS
x
i −(δ− h¯ω)Szi ), where Ωi is the mode-dependent
Rabi frequency, δ is the laser detuning from the carrier
transition, and ω is the relevant trapping frequency. Both
Hsp and Hint (see Eq.(2)) contribute to the dynamics in
our XXZ simulator (HXXZ = Hsp+Hint), and the dynam-
ics can be restricted to the fully symmetric Dicke mani-
fold to the leading order. In this limit our model simpli-
fies to the Lipkin-Meshkov-Glick (LMG) model [26],
HLMG = χS
zSz + ΩSx − δ˜Sz. (3)
Here, δ˜ = δ − h¯ω − B is the effective longitudinal field,
χ,Ω and B are the thermal-averaged value of χij ,Ωi and
Bi respectively, and S
x,y,z =
∑
i S
x,y,z
i are the collective
spin operators.
The LMG model features interesting spin dynamics,
including a ferromagnetic to paramagnetic dynamical
phase transition (DPT) [2, 7, 27]. This DPT is signaled
by a sharp change in behavior of the long-time average
excitation fraction, N↑/N = limT→∞ 1T
∫ T
0
N↑(t)/N (see
Fig. 2(d)), which serves as an order parameter. Here
we focus on the case where atoms are initialized in the
|↓〉 state, and study the DPT by varying the longitu-
dinal field and interaction [35]. The DPT is observed
in the interaction dominant regime (Nχ  Ω), where
N↑/N shows a sharp change in behavior separating the
ferromagnetic and paramagnetic phases at a critical lon-
gitudinal field (DPT phase boundary is marked by the
black solid line in Fig. 2(d)); In the regime dominated
by Rabi flopping (Nχ  Ω), there is instead a smooth
crossover related to single-particle dynamics (below the
black dashed line in Fig. 2(d)). Moreover Fig. 2(d)
shows that, the ferromagnetic phase is characterized by
N↑/N ≈ 0 which persists even when the longitudinal
field δ˜ is varied; On the contrary in paramagnetic phase,
N↑/N follows the change of the longitudinal field δ˜.
We experimentally realize the XXZ spin model in a
cloud of 87Rb atoms, which is prepared at a temper-
ature of 375(25) nK in a crossed-beam optical dipole
trap with trapping frequencies of 143 Hz, 21.5 Hz and
171 Hz. The atomic ensemble is initialized with a vari-
able mean density n from 0.46 to 4.8 × 1012cm−3, cal-
ibrated by the collisional frequency shift of the carrier
3FIG. 2. (a-c, e-f) Dynamical phase transition in the 171 Hz blue sideband with mean atom density n = {0.46, 0.98, 2.0, 3.2, 4.8}×
1012cm−3, indicated by the asymmetric lineshape after evolution time 0.5s. The shaded areas indicate the critical points, where
the uncertainty is set by finite frequency step of detuning as well as fluctuations in atom density and Rabi frequency. The filled
circles denote experimental data, the solid lines denote mean-field theoretical predictions by HXXZ, and the green dot-dashed
line in (e) denotes the order parameter N↑/N predicted by HLMG (see text). We do not directly add the experimental error
bars to the lineshape data in (a-c, e-f) for visual reasons, and the typical statistical uncertainty in each figure is ∆N↑/N =
{0.038, 0.020, 0.013, 0.010, 0.011} respectively. (d) Phase diagram for ferromagnetic to paramagnetic dynamical phase transition.
The black solid line denotes the sharp phase boundary of DPT, the black dashed line separates the smooth crossover regime
(below) with DPT regime (above), and the gray arrow illustrates the probing direction on phase diagram. The phase boundary
is reconstructed from the critical points in (a-c, e-f) using the same choice of color to label data points.
transition (−0.48 Hz/1012cm−3 [23]). To ensure an un-
perturbed cloud temperature for different atom densi-
ties, the density preparation is performed using an ad-
justable spin rotation that partially transfers atoms from
the |↑〉 to the |↓〉 state and a subsequent removal of the |↑〉
atoms. The coherent drive between two clock states with
resolved motional levels is realized by two copropagating
Raman beams focused into the atomic cloud with a 39µm
beam waist. The beams are offset from the trap center
in order to drive the first-order motional sidebands [35].
The typical Rabi spectrum of our system is depicted in
Fig. 1(b). Here we focus on the strongest blue sideband
at ω/2pi = 171 Hz. Considering the mean Ising cou-
plings (Nχ/h ≈ 4.63 Hz/1012cm−3) and the mean Rabi
frequency (Ω/h ≈ 0.56 Hz) for this sideband, our XXZ
simulator lies in the interaction dominant regime, where
the mentioned DPT is predicted to occur. Instead of
direct measurements of the long-time average excitation
fraction, which is inevitably limited by technical chal-
lenges (e.g. motional decoherence and atom loss), the
order parameter N↑/N is estimated by measuring the ex-
citation fraction at a probe time tf = 0.5s for fixed Rabi
frequency. The entire phase diagram is then obtained by
scanning the Raman laser detuning in 0.8 Hz steps and
by varying interactions using different atom densities.
The recorded characteristic lineshapes for different
atom densities are shown in Fig. 2(a-c, e-f). The ex-
perimental data is in good agreement with mean-field
theoretical predictions by HXXZ [35]. In Fig. 2(e), we
also compare the experimental observation with the or-
der parameter N↑/N (green dot-dashed line) predicted
by HLMG. We find that the recorded lineshape captures
the sharp behavior in N↑/N and is just slightly broad-
ened by the inhomogeneous couplings. These inhomo-
geneities also lead to modifications of effective interaction
strength in experiment compared to the LMG model, and
we practically account for them by scaling χ by a fac-
tor of 0.56. By interpreting the experimentally observed
resonant frequencies (obtained from maximal population
transfer) as a signature of the critical point, we recon-
struct the phase boundary between these two dynamical
phases (see Fig. 2(d)).
To further verify the DPT, we present numerical simu-
lations of mean-field evolution under HXXZ with mean
atom density n = 3.2 × 1012cm−3 in Fig. 3. As the
laser detuning is scanned from below to above the criti-
cal point (marked by a color gradient from red to blue),
the excitation fraction N↑(t)/N features a sharp change
in dynamical behavior at the critical detuning, validat-
ing the existence of a DPT under current experimental
4FIG. 3. Numerical simulation of mean-field evolution under
HXXZ with mean atom density n = 3.2 × 1012cm−3. The
lines with a color gradient from red to blue show the dynami-
cal behavior from red to blue detuning with 0.5 Hz frequency
steps. A sharp change in the excited atom fraction can be ob-
served as the system approaches the critical point. The inset
compares two lineshapes taken at different evolution times.
conditions. We also compare the lineshapes at evolution
times of tf = 0.5s (see Fig. 2) and tf = 0.8s in the inset of
Fig. 3. Although we see variations in the lineshapes com-
puted at these two evolution times (the latter is sharper
than the former), both of them consistently display clear
signatures of the DPT up to a 1 Hz shift in resonant fre-
quency, which nevertheless lies within the experimental
error bars.
We proceed to study the role of quantum correlations
and entanglement in our XXZ simulator by theoretical
calculation of spin squeezing, since it provides a rele-
vant entanglement witness and an important resource
for quantum metrology [28]. We study the proposed
Ramsey spectroscopy sequence depicted in Fig. 4(a). Ini-
tially all atoms are assumed to be in the |↓〉 state and a
pi/2 blue-sideband pulse is applied to transfer the atoms
to the |Sx = N/2〉 state. Then the system is allowed
to evolve for τ/2 under XXZ interaction (see Eq.(2)),
followed by a blue-sideband spin echo pulse, and a fur-
ther evolution time τ/2. The additional spin echo pulse
at half of the evolution suppresses the dephasing effect
of inhomogeneous longitudinal fields. The squeezing is
quantified by the Ramsey spin squeezing parameter [29],
ξ2 = min
θ
N(∆S⊥θ )
2/|〈S〉|2, which signals entanglement if
ξ2 < 1. Here, (∆S⊥θ )
2 is the variance of the spin noise
along an axis perpendicular to the collective spin 〈S〉,
parametrized by an angle θ ∈ [0, 2pi). This squeezing pa-
rameter can be extracted by an appropriate sequence of
spin rotations at the end of the Ramsey protocol.
To estimate the achievable spin squeezing, we adopt
the discrete truncated Wigner approximation (DTWA),
which solves the mean-field equations of motion supple-
FIG. 4. (a) Spin echo sequence for generation of squeezing us-
ing motional sidebands (see text). The total spin state |Ψ(t)〉
is illustrated using the Husimi-Q function [28]. (b) Compar-
ison of the obtained spin squeezing for a spin echo sequence
(DTWA method), the pure XXZ model (DTWA method) and
the Ising limit (analytic solution). The spin squeezing param-
eter is expressed in terms of decibels (dB), i.e. 10 log10 ξ
2.
mented by Monte Carlo sampling of the initial condi-
tions to account for quantum fluctuations [36]. We choose
Nth = 1000 and scale the longitudinal field from the one
in the experiment by a factor Nth/Nexp. The theoreti-
cal prediction of spin squeezing is depicted in Fig. 4(b).
We compare it to the spin squeezing in the pure XXZ
model (ignoring longitudinal fields in Eq.(2)), and the
Ising model (HIsing =
∑
ij χijS
z
i S
z
j ) which allows for an
exact solution [35]. We find that the beyond-mean-field
dynamics in our simulator is similar to the Ising limit,
with an additional small suppression arising from the in-
homogeneties in the longitudinal fields. For Nth = 1000
atoms, near 6dB optimal squeezing can be achieved at
Nχτ/h ≈ 0.5, which translates under current experimen-
tal conditions to optimal squeezing times around 100ms.
On this time scale we do not expect detrimental effects
from the mentioned technical imperfections.
The predicted squeezing emphasizes the metrological
potential of motional sidebands. However, in our specific
implementation the achievable squeezing is limited to be
around 6dB and does not improve with increasing N due
to the inhomogeneities induced by the thermal distribu-
tion and motional dephasing [35]. The implementation
of the proposed sideband protocol in other quantum sys-
tems, such as lattice gases, where the mentioned issues
can be overcome, could lead to a much improved spin
squeezing generation.
In summary, we have demonstrated the use of motional
sidebands in trapped bosonic gases as a tool to simulate
long-range XXZ spin models. This work not only opens
5new prospects to simulate long-range quantum spin mod-
els in cold atomic gases with purely contact interactions,
but also introduces new possibilities of using motional
sidebands to push the frontiers of metrology via quan-
tum entanglement.
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S1. EXPERIMENTAL REALIZATION
To initiate our experiments, ultracold 87Rb atoms are captured in a magneto-optical trap loaded from a background
gas. The captured atoms are subsequently transported to a vacuum region with reduced pressure, where they are
cooled by forced evaporative cooling. Initial cooling is performed in a hybrid trap that combines a magnetic quadrupole
trap with an optical dipole potential [S1]. The final temperatures are achieved by evaporation in a pure optical dipole
trap. This trap is formed by two laser beams at a wavelength of 1064 nm, which intersect at an angle of 18◦ as shown
in Fig. S1(a). The two beams have waists of 60 and 75µm, which provide a nearly harmonic trapping potential with
trapping frequencies of 143 Hz, 21.5 Hz and 171 Hz at the chosen laser power.
trapping beams
trapping beams
Raman beamsglass cell
atoms
Raman 
beams
atomic cloud
a) b)
FIG. S1. (a) Experimental implementation. The optical dipole potential is formed by two laser beams (black) which intersect
with an angle of 18◦ in the experimental chamber. The Raman laser beams (orange) are directed onto the atomic cloud along
one of these beams. (b) To address the motional sidebands an asymmetric coupling field is required, which is realized by
introducing a small offset between the Raman laser focus and the atomic cloud.
The procedure outlined above results in an ensemble of 4× 105 atoms in the |F =2,mF =2〉 state at a temperature
of 375(25) nK. Subsequently, the atoms are transferred to the |↑〉 = |F =2,mF =0〉 state by a radio-frequency rapid
adiabatic passage. In a final step, the atomic ensemble is initialized with a variable mean density n between 0.46
and 4.8× 1012cm−3 in the |↓〉 = |F =1,mF =0〉 state by a microwave Rabi pulse of variable duration. The remaining
atoms in the |↑〉 state are removed with a resonant light pulse on an optical transition. Importantly, this method
allows for the preparation of a variable density at constant temperature. The density of these ensembles is calibrated
by performing microwave-based Ramsey interferometry on the clock transition (Fig. S2(b)) and by recording the
density-dependent frequency shift of the carrier transition (−0.48 Hz/1012cm−3 [S2]).
The inhomogeneous coupling field between the two clock states |↓〉 and |↑〉 is realized by using two copropagating
Raman beams which are derived from two phase-locked diode lasers. The Raman beams are focused onto the atomic
cloud with a beam waist of 39µm. In principle, these Raman beams can lead to a differential shift of the clock states
and thus fluctuations in the Raman beam power may lead to a significant broadening of the spectroscopic signal. To
avoid this effect, a specific relative intensity of the Raman beams can be chosen, which reduces the light shift [S3].
Figure S2(a)) shows the experimental determination of the optimal relative intensity based on the comparison of
spectroscopy on the clock transition with the Raman system and with microwave radiation. In the experiments a
relative intensity I1/I2 = 1.98 was chosen to avoid differential shifts.
The first-order motional sidebands can only be addressed with a coupling field that is asymmetric with respect to
the trapping potential. This asymmetry is realized by shifting the Raman beams compared to the center position of
the atomic cloud as shown in Fig. S1(b) and leads to a spatial inhomogeneity of the coupling.
The spectroscopic signals shown in of Fig. 1 and Fig. 2 (main text) are obtained by applying Raman pulses with
a duration of 500 ms for detunings between ≈ −200 Hz and ≈ +200 Hz of the two Raman laser beams. In Fig. 1
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FIG. S2. (a) Frequency shift observed using the Raman transition relative to the frequency obtained by using the corresponding
microwave transition. The shift vanishes for an intensity ratio of I1/I2 = 1.98. (b) Calibration of the mean density. The
measured frequency of the carrier transition is shown as a function of the recorded number of atoms. Based on the known
density-dependent frequency shift for Rb atoms [S2], the mean density of the ensemble is obtained.
(main text), the carrier and all six sidebands are well resolved and, in addition, a higher order sideband is visible at
≈ 192 Hz. Compared to previous work [S4], the small Fourier width of these pulses allow for a full resolution of the
sideband transitions.
At the end of each experimental sequence, the trap is switched off to allow for ballistic expansion and Stern-Gerlach
separation of the atoms in the two clock states. The number of atoms in both states, N↑ and N↓, and all their
temperature, are detected by simultaneous absorption imaging, calibrated according to Ref. [S5].
S2. SPIN MODEL AND MEAN-FIELD DYNAMICS
In the main text we show that long-range XXZ spin models describe trapped bosonic gases interacting via purely
contact interactions. Here we discuss the various parameters of the XXZ spin models and derive the corresponding
mean-field equations of motion. We use them to calculate associated Rabi lineshapes.
Recall the Hamiltonian HXXZ defined in main text,
HXXZ =
∑
ij
JijSi · Sj +
∑
ij
χijS
z
i S
z
j +
∑
i
ΩiS
x
i −
∑
i
(δ −Bi)Szi . (S1)
This Hamiltonian describes the spin dynamics of thermal bosonic gases in the collisionless regime. By adequately
mapping the harmonic trap eigenmodes to lattice sites in mode space, we can understand the spin dynamics for the
carrier transition, the blue sideband transition, as well as the red sideband transition. The definitions of the two spin
states in lattice site i for all these cases are as follows:
• Carrier transition: |⇑i〉 = |↑;nXi , nYi , nZi 〉, |⇓i〉 = |↓;nXi , nYi , nZi 〉
• Blue sideband transition (Zˆ direction): |⇑i〉 = |↑;nXi , nYi , nZi + 1〉, |⇓i〉 = |↓;nXi , nYi , nZi 〉
• Red sideband transition (Zˆ direction): |⇑i〉 = |↑;nXi , nYi , nZi − 1〉, |⇓i〉 = |↓;nXi , nYi , nZi 〉
Here we will use the convention of capital letters to denote spatial coordinates to distinguish them from coordinates in
spin space denoted by lowercase letters. We denote the wave functions associated with |⇑i〉 and |⇓i〉 states respectively
as φ⇑i (R) and φ
⇓
i (R). To avoid confusion, we define δ as the laser detuing from the carrier transition, and this
convention is also used in the main text. For the blue sideband transition, we replace δ by δ − h¯ω, where ω is the
relevant trapping frequency; while for red sideband transition, we replace δ by δ + h¯ω.
For the bosonic gas of interest, the Heisenberg couplings Jij and the Ising couplings χij are purely generated by
contact interactions, and can be written in terms of the various scattering lengths and overlap integrals of harmonic
3FIG. S3. (a-e) The Rabi lineshapes for 171 Hz red sideband with mean atom density n = {0.46, 0.98, 2.0, 3.2, 4.8} × 1012cm−3.
The solid points denote experimental data, the solid lines denote mean-field theoretical predictions by HXXZ (see text). (f)
The comparison of theoretical Rabi lineshapes between blue sideband and red sideband with mean density n = 2.0×1012cm−3,
and the difference can be understood as the effect of the anharmonicity of the optical dipole trap (see text).
trap eigenmodes,
Jij =
4pih¯2a↑↓V exij
m
, χij =
4pih¯2(V ⇑⇑ij a↑↑ + V
⇓⇓
ij a↓↓ − V ⇑⇓ij a↑↓ − V exij a↑↓)
m
, (S2)
where
V σσ
′
ij =
∫
d3R[φσi (R)]
2[φσ
′
j (R)]
2, V exij =
∫
d3Rφ⇑i (R)φ
⇓
i (R)φ
⇑
j (R)φ
⇓
j (R). (S3)
.
Besides spin-spin interaction, the Raman laser couples |⇑i〉 and |⇓i〉 states via a intermediate state, and the effective
Rabi frequencies are given by
Ωi = Ω0
∫
d3R exp
[
− 2(R⊥ −R⊥,0)
2
w2
]
φ⇑i (R)φ
⇓
i (R). (S4)
Here, Ω0 is the bare Rabi frequency determined by the Rabi couplings and detunings to the intermediate state of the
two Raman beams, R⊥ is perpendicular to the propagating direction of Raman beams, R⊥,0 is the offset from trap
center, and w is the Gaussian beam radius at the position of atomic cloud. Due to the copropagating geometry of
Raman beams used in the experiment, the momentum kicks of Raman beams can be ignored.
The different inhomogeneous longitudinal fields Bi = B
(1)
i + B
(2)
i + B
(3)
i come from the interplay between contact
interaction (B
(1)
i ), the differential frequency shift generated by the optical trap and the magnetic curvature (B
(2)
i ),
and the anharmonicity in optical trap (B
(3)
i ). We already discuss B
(1)
i in the main text. It is given by
B
(1)
i =
4pih¯2
m
∑
j 6=i
(V ⇑⇑ij a↑↑ − V ⇓⇓ij a↓↓). (S5)
The different trapping frequency experienced by the |↑〉 and |↓〉 atoms give an additional differential frequency shift
in mode space. If we defined ∆ωX,Y,Z = ω
↑
X,Y,Z − ω↓X,Y,Z , we can express B(2)i as
B
(2)
i =
(
nXi +
1
2
)
h¯∆ωX +
(
nYi +
1
2
)
h¯∆ωY +
(
nZi +
1
2
)
h¯∆ωZ . (S6)
4Moreover, the actual Gaussian shape of the laser beams that make the dipole trap introduces corrections beyond
the leading order harmonic trapping potential U(R) = 12m(ω
2
XX
2 + ω2Y Y
2 + ω2ZZ
2). These corrections generate an
additional anharmonic potential ∆U(R) = − 12m(γ2XXX4 + γ2Y Y Y 4 + γ2ZZZ4 + γ2XYX2Y 2 + γ2XZX2Z2 + γ2Y ZY 2Z2).
In first-order perturbation, this term gives rise to a shift of harmonic oscillator levels, which leads to a small change of
atom density. As the shift generated by the anharmonicity is mode-dependent, it generates an extra longitudinal field
that should be taken in consideration for sideband transitions. This field has a sign difference for the blue sideband
(B
(3)b
i ) and red sideband (B
(3)r
i ). Here we use the sideband transitions in Zˆ direction as an example,
B
(3)b
i = −
h¯
2ωZ
[
3γ2ZZ(a
Z
ho)
2(nZi + 1) + γ
2
Y Z(a
Y
ho)
2(nYi + 1/2) + γ
2
XZ(a
X
ho)
2(nXi + 1/2)
]
, (S7)
B
(3)r
i =
h¯
2ωZ
[
3γ2ZZ(a
Z
ho)
2nZi + γ
2
Y Z(a
Y
ho)
2(nYi + 1/2) + γ
2
XZ(a
X
ho)
2(nXi + 1/2)
]
, (S8)
where aX,Y,Zho =
√
h¯/mωX,Y,Z is the harmonic oscillator length. Sideband transitions in other directions can be treated
in a similar way.
For carrier transition, due to the negligible Ising couplings χij , our XXZ spin model can be simplified to the
Heisenberg model. Given that the transverse field Ωi and longitudinal field Bi are small compared to the Heisenberg
couplings Jij , we can restrict the spin model in the Dicke manifold, which gives Hcarrier ≈ ΩSx − (δ − B)Sz, where
Ω is the mean Rabi frequency for carrier transition, and B is the thermal-averaged value of Bi. We understand B as
the frequency shift of carrier transition, which can be evaluated analytically in the large-N limit,
B =
4pih¯2(a↑↑ − a↓↓)n
m
+ kBT
(
∆ωX
ωX
+
∆ωY
ωY
+
∆ωZ
ωZ
)
, (S9)
where n = N(mω˜2/4pikBT )
3/2 is the mean atom density in harmonic trap with atom number N , and ω˜ =
(ωXωY ωZ)
1/3. The density-dependent part in B agrees with the density-dependent clock shift −0.48 Hz/1012cm−3
observed in previous experiment [S2]. In our experiment, we use this known value of density-dependent shift of the
carrier transition to calibrate the atom density.
For sideband transitions, the Ising couplings χij become larger. We use a mean-field approximation, which neglects
the quantum correlation between different spins, 〈Sµi Sµ
′
j 〉 ≈ 〈Sµi 〉〈Sµ
′
j 〉 (µ, µ′ = x, y, z), to derive Heisenberg equations
of Sx,y,zi in our XXZ spin model (see Eq.(S1)). The mean-field equations we get are the following ones:
d
dt
〈Sxj 〉 = 2
∑
i
[
Jij〈Syi 〉〈Szj 〉 − (Jij + χij)〈Szi 〉〈Syj 〉
]
+ (δ −Bj)〈Syj 〉,
d
dt
Syj = 2
∑
i
[
(Jij + χij)〈Szi 〉〈Sxj 〉 − Jij〈Sxi 〉〈Szj 〉
]
− (δ −Bj)〈Sxj 〉 − Ωj〈Szj 〉,
d
dt
〈Szj 〉 = 2
∑
i
Jij
[
〈Sxi 〉〈Syj 〉 − 〈Syi 〉〈Sxj 〉
]
+ Ωj〈Syj 〉.
(S10)
We solve Eq.(S10) numerically, with random sampling of motional states drawn from a Boltzmann distribution. As
it is computationally difficult to solve the equations above for ∼ 105 atoms, instead we use Nth = 1000 and scale
the transverse and longitudinal field from the one in the experiment by a factor Nth/Nexp. We also allow an overall
scaling factor η of the atomic density to take both finite-size effects and the anharmonicities into account. The
thermal-averaged sideband spectrum agrees well with our experimental measurements, when the overall scaling factor
is set to η = 0.72 for both blue sideband and red sideband. The Rabi spectrum of blue sideband transition is discussed
in the main text (see Fig. 2(a-c,e-f)), and the Rabi spectrum of red sideband transition is depicted in Fig. S3(a-e). We
also compare the theoretical Rabi lineshapes for blue and red sideband for mean atom density n = 2.0× 1012cm−3 in
Fig. S3(f), which shows a significant suppression of red sideband. As the temperature of our system is above quantum
degeneracy, the ground state concentration is not a reasonable explanation. Instead, the difference between the blue
and red sidebands comes from a sign difference between B
(3)b
i and B
(3)r
i , generated by anharmonicity. Because of
this sign difference, B
(3)b
i partially cancels the inhomogeneity in the longitudinal fields, while B
(3)r
i increases the
inhomogeneity. Similar phenomenon was also observed in Ref. [S6].
5S3. DYNAMICAL PHASE DIAGRAM AND CRITICAL BEHAVIOR
In the main text we discuss about the ferromagnetic to paramagentic dynamical phase transition (DPT) in the
Lipkin-Meshkov-Glick (LMG) model (see Eq.(3) main text), a collective XXZ model plus additional transverse and
longitudinal field. Here we elaborate on the calculation of the dynamical phase diagram and the associated critical
points, following the procedure discussed in Ref. [S7]. The mean-field equations of the LMG model can be written in
terms of normalized expectation value of total spin operators sx,y,z = 2〈Sx,y,z〉/N as follows,
d
dt
sx = −Nχszsy + δ˜sy,
d
dt
sy = Nχszsx − δ˜sx − Ωsz,
d
dt
sz = Ωsy.
(S11)
Using both energy conservation in HLMG, for an initial state with s
z = −1, sx = sy = 0, as well as the identity
(Sx)2 + (Sy)2 + (Sz)2 = (N2 + 1)
N
2 in large-N limit, the mean-field variables satisfy the following two conservation
relations:
Nχ
2
szsz − δ˜sz + Ωsx = Nχ
2
+ δ˜, (S12)
(sx)2 + (sy)2 + (sz)2 = 1. (S13)
Combining these three equations (Eq.(S11)-(S13)), we can eliminate sx and sy, and obtain the following differential
equation for sz,
1
2
(
d
dt
sz
)2
+ V (sz) = 0, (S14)
where
V (sz) = (sz+1)
{
(Nχ)2
8
(sz)3−
[
(Nχ)2
8
+
Nχδ˜
2
]
(sz)2+
[
δ˜2 + Ω2
2
− (Nχ)
2
8
]
sz+
[
δ˜2 − Ω2
2
+
Nχδ˜
2
+
(Nχ)2
8
]}
. (S15)
We interpret Eq.(S14) as the Hamiltonian of a classical particle with position sz moving in the effective potential
V (sz). The condition V (sz) = 0 determines the turning points of sz. Since V (−1) = 0, V ′(−1) = −1, V (1) = δ˜2, this
effective potential should have at least two real roots in [−1, 1], and we consider these roots as physical turning points.
So the dynamics of sz can be understood as the oscillations between −1 and the nearest turnover point sz∗. Imagine
that we start from a V (sz) with two real roots, and continuously tune the parameters of V (sz) so that two new real
roots appear in between, a jump of the nearest turning point sz∗ should occur in this process (see Fig. S4(a-b)). This
abrupt change in behavior is what sets the dynamical phase transition.
To count the number of roots in V (sz), we can factor out the known root sz = −1, and then consider the discriminant
∆ = 18abcd − 4b3d + b2c2 − 4ac3 − 27a2d2 of cubic equation ax3 + bx2 + cx + d = 0. If ∆ > 0, the cubic has three
distinct real roots; if ∆ < 0, the cubic has one real root. So ∆ = 0 captures the critical point of the DPT. We focus
on the parameter regime where Nχ > 0 with a fixed positive Ω, and define y = Nχ/Ω, x = δ˜/Ω. In terms of these
variables the phase boundary plotted in the main text (see Fig. 2(d)) is given by
y∗ =
1
12x∗
[
1−12x2∗−
(
5832x4∗+540x
2
∗−1+24x∗
√
3(27x2∗ − 1)3
)1/3
−
(
5832x4∗+540x
2
∗−1−24x∗
√
3(27x2∗ − 1)3
)1/3]
.
(S16)
As this formula includes square root and cube root, we need to specify the argument of complex number to avoid the
branch cut. Here we choose arg[3(27x2∗− 1)3] = {0, pi}, arg[5832x4∗+ 540x2∗− 1 + 24x∗
√
3(27x2∗ − 1)3] ∈ (−2pi, 0], and
arg[5832x4∗ + 540x
2
∗ − 1− 24x∗
√
3(27x2∗ − 1)3] ∈ [0, 2pi). And we can conclude that this phase boundary exists in the
regime x <
√
3/9 and y > 8
√
3/9. Therefore, only when Nχ/Ω > 8
√
3/9, the DPT occurs. Instead, if Nχ/Ω < 8
√
3/9,
there is a smooth crossover.
As we mentioned in the main text, our experiment always lie in the DPT regime, and we characterize the ferromag-
netic and paramagentic phase using the long-time average of excitation fraction N↑/N , which is possible to express
in terms of sz,
N↑
N
=
1
2
(sz + 1), sz =
1
T
∫ T
0
sz(t)dt, (S17)
6FIG. S4. (a) The effective potential V (sz) with Nχ/Ω = 5. In the case of δ˜/Ω = −2.2, V (sz) has two real roots; In the case of
δ˜/Ω = −1.8, V (sz) has four real roots. The nearest turnover point is labelled by sz∗, and the jump of sz∗ indicates dynamical
phase transition (see text). (b) The mean-field dynamics of LMG model with Nχ/Ω = 5 and δ˜/Ω = −2.2,−1.8, which shows
a sharp change of mean-field dynamical behavior. The choice of color for the lines is the same as (a), and the dashed lines
mark the nearest turnover point sz∗. (c) The long-time average value sz with Nχ/Ω = 5, and the critical point is labelled by
black circle. The shaded area is the region close to the critical point, which is shown in details in the inset with logarithmic
non-analyticity at the critical point (see text).
where T is the oscillation period of sz. This integral can be evaluated using Eq.(S14), as∫ T
0
sz(t)dt =
∫ sz∗
−1
2szdsz√−2V (sz) , T =
∫ sz∗
−1
2 dsz√−2V (sz) . (S18)
All these integrals can be calculated analytically in terms of elliptic integrals. Considering the asymptotic behavior
near the critical point, we find that instead of the sudden jump behavior of sz∗, the long-time average sz is continuous at
the critical point, and the first derivative of sz diverge logarithmically. The following formula describe the asymptotic
behavior of sz with fixed Nχ/Ω,
sz → szc +
C
ln|x− x∗| , s
z
c =
1
2
− 1
2
√
1− 8x∗
y∗
, (S19)
where C is a constant set by Nχ/Ω. We can verify the asymptotic behavior predicted above numerically. This
is plotted in Fig. S4(c) for the case Nχ/Ω = 5. The continuous behavior of sz∗ at the critical point determines a
second-order dynamical phase transition in our case.
Here we also discuss how to determine the critical point in experiment. Based on Fig. S4(c), the first derivative of
the long-time average excitation fraction reaches its maximum absolute value at the critical point. However, in the
analysis of experimental data, we have to use the finite difference as an approximation of the first derivative, which is
limited by the precision of laser frequency and experimental fluctuation. To construct a stable phase boundary, instead
we use the maximum transfer point as a signature of the critical point. Also, as we mentioned in the main text, we
measure the Rabi spectrum at a fixed time instead of taking the long-time average excitation fraction due to technical
challenges. All these systematic errors in determination of the critical point are smaller than the measurement error
bars under current experimental conditions.
Finally we discuss the scaling factor in χ used in the main text to match the experimental critical points to the
DPT in LMG model. This scaling factor originates from the inhomogeneities in the Ising coulings χij , which couple
the Dicke manifold to the states with different total spins. In this way, the effective Ising coupling should be modified
by an overall factor from its value χ in Dicke manifold. We use the same scaling factor 0.56 for all the measurements
with different atom densities, and the experimental critical points agrees very well with the phase boundary in LMG
model.
7S4. DISCUSSION OF SPIN SQUEEZING
A. Analytic solution for Ising model
In the main text, we compare the theoretical calculation of the achievable spin squeezing in our XXZ simulator
with the analytic solution of Ising model (h¯ = 1),
HIsing =
∑
ij
χijS
z
i S
z
j . (S20)
Without loss of generality, we assume the Ising couplings are symmetric, χij = χji. As we start from the initial state
|Sx = N/2〉, it is easy to show that the collective spin always stays in x direction, and we can simplify the definition
of spin squeezing parameter ξ2 in the main text as follow,
ξ2 = min
θ
N(∆S⊥θ )
2
|〈Sx〉|2 , (S21)
where
(∆S⊥θ )
2 = cos2 θ〈SzSz〉+ sin2 θ〈SySy〉+ cos θ sin θ〈SzSy + SySz〉. (S22)
Following the technique of discussing one-axis-twisting model in Ref. [S8], all the expectation values above can be
evaluated as follows,
〈Sx〉 = 1
2
∑
k
(k)∏
j
cos(χkjt), 〈SzSz〉 = N
4
,
〈SySy〉 = N
4
+
1
4
∑
k<l
[ (k,l)∏
j
cos [(χkj − χlj)t]−
(k,l)∏
j
cos [(χkj + χlj)t]
]
,
〈SzSy + SySz〉 = 1
2
∑
k<l
sin(χklt)
[ (k,l)∏
j
cos(χkjt) +
(k,l)∏
j
cos(χljt)
]
,
(S23)
where
∏(k)
j means multiplication without the term j = k. Based on all these expectation values, we can calculate
the spin squeezing parameter ξ2 by tuning θ to reach the minimum value of (∆S⊥θ )
2. We define this angle as optimal
squeezed angle θ0, and we get
min
θ
(∆S⊥θ )
2 =
A+B
2
− 1
2
√
(B −A)2 + C2
tan(2θ0) =
−C
B −A
(S24)
where A = 〈SzSz〉, B = 〈SySy〉, C = 〈SzSy + SySz〉. In this way, the spin squeezing for general case of Ising
interaction can be evaluated analytically.
B. Prediction of achievable spin squeezing
In the main text, we discuss the achievable spin squeezing in our XXZ simulator, with comparison to the pure XXZ
model and the Ising limit. As it is hard to calculate spin squeezing for ∼ 105 atoms in theory, we choose Nth = 1000
and scale the longitudinal field from the one in the experiment by a factor Nth/Nexp. The spin squeezing as a function
of Ramsey dark time is depicted in the main text (see Fig. 4(b)). Here we use finite-size scaling as a way to predict
the achievable spin squeezing under experimental conditions (see Fig. S5).
We extract the optimal spin squeezing (see Fig. S5(a)) and optimal squeezed time (see Fig. S5(b)) with Nth =
200, 500, 1000, 2000. We find that under current experimental conditions, the optimal squeezing saturates around 6dB
when we increase the atom number in theory, and the optimal squeezed time stays near Nχτ/h ≈ 0.5. Unfortunately
the finite-size scaling curve for the current experiment condition is not monotonic, which means that our estimation
8FIG. S5. (a) Finite-size scaling of optimal spin squeezing in our XXZ simulator with spin echo sequence (DTWA method),
compared to pure XXZ model (DTWA method) and Ising limit (analytic solution). (b) Finite-size scaling of optimal squeezed
time in our XXZ simulator with spin echo sequence (DTWA method), compared to pure XXZ model (DTWA method) and
Ising limit (analytic solution).
of the optimal spin squeezing is not necessarily accurate. The analysis nevertheless shows the detrimental effects
caused by the inhomogeneities in longitudinal fields, which will lead to a non-negligible suppression of spin squeezing,
compared to pure XXZ model and Ising limit. Therefore we predict that if it were possible to carefully control the
longitudinal fields in experiment and reduce their size, one could get closer to the finite-size scaling curve of pure XXZ
model, which increases monotonically when increasing atom number, although the improvement is not significant
due to the thermal distribution and motional decoherence. In this case, we predict an optimal spin squeezing set by
ξ2opt ∝ N−0.067, and an optimal squeezed time by τopt ∝ N−0.752. Ideally speaking, for 5 × 105 atoms, 8dB optimal
squeezing can be achieved around 100ms.
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