Abstract. We derive sharp L ∞ (L 1 ) a posteriori error estimates for initial boundary value problems of nonlinear convection-diffusion equations of the form ∂u ∂t
Introduction
A posteriori error estimates are computable quantities in terms of the discrete solution and data that measure the actual discrete errors without the knowledge of exact solutions. The adaptive finite element method based on a posteriori error estimates initiated in [3] provides a systematic way to refine or coarsen the mesh according to the local a posteriori error estimators on the elements. There are considerable efforts in the literature devoted to the development of a posteriori error analysis and efficient adaptive algorithms for various linear and nonlinear parabolic partial differential equations (see, e.g., [17, 21, 7, 5, 8] and the references therein).
Let Ω be a bounded domain in R d (d = 1, 2, 3) with Lipschitz boundary and T > 0. In this paper, we consider the sharp a posteriori error analysis for the following nonlinear convection-diffusion equation: Here u = u(x, t) ∈ R, with (x, t) ∈ Q = Ω× (0, T ). We assume that the function f : R → R d is locally Lipschitz continuous, the function A : R → R is nondecreasing and locally Lipschitz continuous, g ∈ L ∞ (Q) and u 0 ∈ L ∞ (Ω). Problems of the type (1.1) model a wide variety of physical phenomena including porous media flow, flow of glaciers, and sedimentation processes [24] . Our motivation comes from the simulation of flow transport through unsaturated porous media which is governed by the so-called Richards equation [2, 22] , where x = (x 1 , . . . , x d ),
where S is the volumetric water content, p is the pressure head, and K(S) is the relative permeability. One of the widely used nonlinear constitutive relations for S = S(p) and K = K(S) in the engineering literature, the so-called van GenuchtenMualem formula, reads as follows:
where m = 1 − 1/n, α > 0, n > 1 are shape constants which vary for different types of porous media. For (1.3), the existence of weak solutions is considered in [2] and the uniqueness of weak solutions is proved in [29] based on Kružkov's "doubling of variables" technique. Entropy solutions for (1.1) are studied in [4] and [27] . The mathematical techniques developed in [27] play an important role in the analysis in this paper.
Our discretization of (1.1) is based on combining continuous piecewise linear finite elements in space with the characteristic finite difference in time. The method of characteristic originally proposed in [16, 31] is widely used to solve convectiondiffusion problems in the finite element community (cf., e.g., [22, 1, 21, 8, 23] ). Given (X(t))),X(t n ) = x.
In the linear case when f (u) = vu, A(u) = u for some small constant > 0, and the L 2 (L 2 ) a posteriori error estimate is proved in [21] based on the duality argument. A priori error analysis for the method of characteristic can be found, for example, in [16, 31, 13, 1] .
The well-known Kružkov "doubling of variables" technique originally appeared in [26] and plays a decisive role in the error estimation (both a posteriori and a priori) for numerical schemes solving the Cauchy problems of nonlinear conservation laws (see, e.g., [10, 11, 12, 25] and the reference therein). It was also used recently in [28] for the implicit vortex centered finite volume discretization of the Cauchy problems This assumption includes the Richards equation (1.3) and the viscosity regularization of degenerate parabolic equations, for example, the regularized continuous casting problem which is considered in [8] . The novelty of our analysis with respect to the analysis for nonlinear conservation laws in [11, 12, 25] or nonlinear degenerate parabolic equations in [28] lies in the following aspects. First, only Cauchy problems are considered in [11, 12, 25, 28] . The difficulty of including the boundary condition is essential. In this paper, we use the recently introduced technique of "boundary layer sequence" in [27] to overcome the difficulty. We remark that the use of the technique of "boundary layer sequence" allows us to extend the analysis in the paper to treat other types of boundary conditions, in particular, the nonhomogeneous Dirichlet boundary conditions. We will report the progress in this respect in future studies. We emphasize that even for homogeneous boundary conditions, the technique of "boundary layer sequence" is important, as it allows us to truncate the standard Kružkov test function (see (4.6) below) to obtain the admissible test function in the entropy error identity (see Section 4 for details). Second, the nature of the estimators are different: our estimators emphasize the diffusion effect of the problem which requires the assumption A (s) > 0 for any s ∈ R; the estimates in [28] are valid for any nonlinear function A such that A (s) ≥ 0. The nice consequence of the analysis in this paper is that our a posteriori error estimates are able to recover the standard sharp a posteriori error estimators in the literature derived for a parabolic problem with diffusion coefficients bounded uniformly away from zero (see Remark 5.8) . Further remarks about the differences of the a posteriori error estimates in this paper from those in [11, 12, 25, 28] can be found in Remark 5.10.
The rest of the paper is organized as follows. In Section 2 we set the notation and briefly recall the definition of entropy solutions for (1.1). In Section 3 we introduce the discrete problem. In Section 4 we derive the important entropy error inequality by using boundary layer sequence technique. In Section 5 we derive the a posteriori error estimates and present several remarks. In Section 6 we report two numerical examples.
Setting
Let Ω be a bounded domain in R d with Lipschitz boundary. Defining B as the set of all possible Lipschitz coverings of ∂Ω in the sense that ∂Ω ⊂ B∈B B, and, in some local coordinates x = (x , x d ), there exists a Lipschitz function
We start by stating the hypotheses concerning the data. 
|(A •
for some constant 0 < γ ≤ 1 and some constant C > 0.
We recall the following definition of entropy solutions to the problem (1.1)-(1.2) in [27] .
, and, for every B ∈ B, and any nonnegative
where DM(Q) 2 is the set of measure-divergence vector fields in Q defined by
(ii) (entropy condition in the interior of Q) u is an entropy solution of the equation with test functions zero on the boundary, i.e.,
(iii) (initial condition) the initial condition is assumed to be the limit in L 1 sense,
Note that since A (s) > 0 for any s ∈ R by (H2), the entropy boundary condition in [27] is automatically satisfied [27, Remark 1.2] , and thus we have not included it in the above definition of entropy solutions for (1.1)-(1.2). The main implication of the regularity property (2.1) lies in that it provides a proper meaning of the normal trace of the vector (−|u|ψ, sgn(u)(∇A(u) − f (u))ψ) on the boundary. Since our analysis does not involve properties of measure-divergence vector fields, we refer the interested readers to [27] and the reference therein for further discussion on measure-divergence vector fields. It is proved in [27] that (1.1)-(1.2) has a unique entropy solution u in the sense of Definition 2.1. Another definition of entropy solutions for (1.1)-(1.2) can be found in [4] .
By taking k > esssup Q u(x, t) and k < essinf Q u(x, t) in (2.2), it is easy to see that an entropy solution is also a weak solution of the same problem in the following sense.
Definition 2.2.
A function u is a weak solution of the problem (1.
, and 
We remark that if the domain Ω has a smooth boundary or Ω is convex, then we can obtain the regularity u ∈ L 2 (0, T ; H 2 (Ω)) by the standard regularity theory for parabolic equations. We also remark that the symbol u will denote the weak solution of (1.1)-(1.2) throughout the paper.
Discretization
We now introduce the fully discrete problem, which combines continuous piecewise linear finite elements in space with the characteristic finite difference method in time. In fact, we use the method of characteristic to discretize the convection [16, 31, 22, 1, 21, 23] . We denote by τ n the n-th time step and set
The characteristic finite difference method is based on writinḡ
for n ≥ 1 and discretizing (3.2) by means of backward differences as follows:
Therefore, the discretization in time of (1.1) reads 
, and the approximate characteristic
The characteristicX(t) satisfying (3.5) can be calculated by multistep Euler method or Runge-Kutta method as suggested in [1] or [21] . If the time-step size τ n is small enough (depending on the boundedness of U n−1 h ), then due to (H1) it can be easily proved that the approximate characteristics do not cross each other (cf., e.g., [23] ). In this paper, we will not elaborate on this issue and simply assume this to be the case and still denote byX(t) this approximate characteristic. Further details on the application of the method of characteristic to the nonlinear convection-diffusion problem can be found in [22, 23] .
We also remark that since A(·) is strictly monotone, (3.4) can be solved by nonlinear SOR [8] if appropriate mass lumping is used for computing U n h , v for v ∈ V n , and the nonlinear relation A(U n h ) is enforced node-wise, i.e., to replace
n is the standard finite element Lagrange interpolant. The a posteriori error analysis below can be easily extended to cover these situations by including appropriate error indicators for quadrature error. To avoid inessential complications, we will not consider the extensions in this paper.
We conclude this section with some notation. Let the jump of ∇A(U n h ) across some e ∈ B n be
with the convention that the unit normal vector ν e to e points from K 2 to K 1 and so that the jump
Finally, we introduce the mesh-dependent norms
.
Entropy error inequality
We start by introducing some notation. For any ε > 0, let
be the regularization of the sign function sgn(z). For any k ∈ R, define the entropy pair (U ε , F ε ) by
The following result is well known (cf., e.g., [4, 27] ).
By letting → 0 in (4.1) one obtains the entropy condition in the interior of Q (2.2). In this paper, however, we will not use this limit interior entropy condition.
Let (H 1 (Ω)) be the dual space of H 1 (Ω). We define the discrete residual R ∈ L 2 (0, T ; (H 1 (Ω)) ) through the following relation, for any ϕ ∈ H 1 (Ω):
Then similar to Lemma 4.1, we have the following result. 
Proof. For the sake of completeness, we sketch the proof here. We take
2), integrate in time over (0, T ), and rewrite each term as follows. First, by integration by parts, we get
Then it is easy to see that
Thus, by doing integration by parts, we have
The rest of the proof is straightforward, and we omit the details. Now we are going to apply the Kružkov "doubling of variables" technique and will always write u = u(y, s), U h = U h (x, t), unless otherwise stated. If necessary, in the following we will write Q (x,t) or Q (y,s) to stress the domain of integration with respect to (x, t) or (y, s) respectively, although Q × Q will mainly denote the domain of integration with respect to four variables. The following entropy error identity extends similar result in [4] .
Lemma 4.3. Let φ = φ(x, t; y, s) be a nonnegative function such that
(x, t) → φ(x, t; y, s) ∈ C ∞ c (Q) for every (y, s) ∈ Q, (y, s) → φ(x, t; y, s) ∈ C ∞ c (Q) for every (x, t) ∈ Q.
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Then we have
Proof. Recall that we write u = u(y, s), and so we can take k = U h (x, t) in (4.1). Similarly, we can take k = u(y, s) in (4.3). The lemma follows from the following two identities which can easily be proved by integration by parts:
The next objective is to remove the restriction that the test functions in the entropy error identity (4.4) must have vanishing trace. This is achieved by using the technique of boundary layer sequence introduced in [27] . The properties of the boundary layer sequence are summarized in the following lemma. For a proof, we refer to [27] . 
where Σ = ∂Ω × (0, T ).
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Now we specify the choice of the test function φ in the entropy error identity (4.4), which is similar to that used in [27] . (4.5) where θ ∈ C ∞ c (0, T ) such that θ ≥ 0, and ξ is defined as follows. Let {ϕ j } 0≤j≤J be a partition of unity subordinate to open sets
. We use ϕ j as a function of y andφ j as a function of x, and denoteφ
where ω l , ω n are sequences of symmetric mollifiers in R, ω m is a sequence of symmetric mollifier in R d−1 , and for
The following theorem is the main result of this section. 
where
, and Σ (x,t) or Σ (y,s) are the domain of integration of Σ with respect to (x, t) or (y, s), respectively.
The proof of the theorem depends on the following lemmas.
Lemma 4.7. We have 
Proof. By the definition of φ in (4.5) and ξ in (4.6), we know that
Then (4.8) follows by letting δ, η → 0 in the above equality and using the Lebesgue dominated convergence theorem. Next, we note that
Now we let δ, η → 0. The first term can be treated by using the Lebesgue dominated convergence theorem and the second term can be treated by Lemma 4.4 because of
. This proves (4.9).
Lemma 4.8. We have
Proof. By (4.9) we have 
By Lemma 4.4 and the Lebesgue dominated convergence theorem, we have
To deal with the third term on the right-hand side of (4.10), we define
It is easy to see that Φ ε (z) = Φ ε (−z) and
, by integrating by parts we get
Since Ψ ε (u, U h )| Σ (y,s) = 0, we deduce by using Lemma 4.4 that lim δ,η→0
Note that, by using Lebesgue dominated convergence theorem, we have
Since ζ η → 1 a.e. in Ω, we obtain
To deal with L 21 , we denote it by
t, y, s)θ(t)dxdt.
Since θ ∈ C ∞ c (0, T ), for sufficiently large l, we have that Θ(·, 0) = Θ(·, T ) = 0. Thus we can take ϕ = H ε (A(u))Θ as the test function in (2.4). Using a similar argument leading to (4.1), we can show that
which tends to zero as η → 0 by using the fact that Θ, ∂ s Θ → 0 as η → 0. This proves that lim η→0 lim δ→0 L 2 = 0. Similarly, we can show that lim δ→0 lim η→0 L 2 = 0. This completes the proof. Now we are ready to prove Theorem 4.6.
Proof of Theorem 4.6. The proof lies in taking the test function φ in the entropy error identity (4.4) as in Definition 4.5, and then taking the limit δ, η → 0. By Lemmas 4.7 and 4.8 and the Lebesgue dominated convergence theorem, it remains only to consider the limit of the following quantity:
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From (4.9) and (4.2), it is easy to check that
By the Lebesgue dominated convergence theorem, we have lim δ,η→0
By Lemma 4.4, we get lim
δ,η→0
Therefore we have lim δ,η→0
This completes the proof.
A posteriori error analysis
For any ε > 0 and z ∈ R, define
We start by prove the following elementary estimate which extends the result in [12, Corollary 6.4].
Proof. By Lemma 5.1, we have
ξdyds.
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From the definition of ξ in (4.6) and (5.5), it is easy to see that
This proves the estimate (5.6). Similarly we can show (5.7).
Lemma 5.4. We have
Proof. We modify the idea in [27, §3] to show (5.8). Since U h = 0, A(U h ) = 0 on Σ (x,t) , defining N j (y ) = (−∇ρ j (y ), 1) (see Definition 4.5 for the notation) we get
Note that w n → 1 a.e. in Ω. By the Lebesgue dominated convergence theorem, we have lim n→∞ L 42 = 0. Moreover, by (4.11) and using the argument in dealing with the limit L 21 in the proof of Lemma 4.8, we can show that lim n→∞ L 41 = 0. Therefore, L 4 tends to 0 as n → ∞. This proves (5.8).
The proof of (5.9) is simpler. Since U h is a finite element function, the trace of
is well defined and is equal to 0. One can easily prove the integral in (5.9) converges to zero as l, m, n → ∞.
Lemma 5.5. Let θ be defined in Definition 4.5. Then we have
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Proof. We first let l, m → ∞, then n → ∞ in the entropy error inequality (4.7). By Lemmas 5.2-5.4, it remains to consider the limit of
Note that, by integration by parts, we have
Similar to the proof of (5.2) in Lemma 5.2, it is easy to see that
Similar to the proof of (5.3) in Lemma 5.2, we know that lim l,m,n→∞ L 53 = 0. Finally, since H ε (A(U h )) = 0 on Σ (x,t) , we can easily prove that L 54 → 0 as l, m, n → ∞. This completes the proof.
To proceed, we introduce the interior residual
where we recall thatḡ
The following theorem is the main result of this paper. 
, where the error indicators E i , i = 0, . . . , 5, are defined by
interior residual,
time residual,
dt characteristic and coarsening,
Proof. In the proof we will make use of the Clément interpolation operator Π n :
, which satisfies the following local approximation properties [9] (5.13) where N (A) is the union of all elements in M n surrounding the sets A = K ∈ M n or A = e ∈ B n . The constant C * depends only on the minimum angle of the mesh
, where θ will be chosen later. Then by (4.2) and (3.4), we know that, for t ∈ (t n−1 , t n ],
where ∆A(U n h ) is understood in element-wise sense. Thus, after integrating by parts, we get
By (5.12)-(5.13), we have
Similarly, we have
Substituting these estimates into (5.10) we arrive at, for any
The following argument to choose θ is standard (see, e.g., [24] ). For any 0 < t 1 < t 2 < t m , take α sufficiently small such that t 1 − α > 0, t 2 + α < t m , and define
where ω α is the symmetric mollifier in R. Then it is clear that 0 ≤ θ ≤ 1 and
From the definition of the entropy function
as t 2 → t m and t 1 → t 0 . Therefore we deduce from (5.14) that
To conclude this section, we give several remarks about the a posteriori error estimate derived in this section.
Remark 5.7. In practical computations, the error indicator E 0 for the initial error can be easily reduced by refining the initial mesh, and the source error indicator E 5 can be controlled by reducing time step sizes. The characteristic error indicator E 4 can be reduced by reducing the time step size if the approximate characteristic X(t) in (3.5) is solved by a convergent multistep Euler method or a high-order Runge-Kutta method.
Remark 5.8. In the case of strong diffusion A (s) ≥ β > 0 for any s ∈ R and where A is uniformly Lipschitz continuous, then the Hölder exponent γ = 1 in (H2) and Λ n is bounded by β −1 U h BV (Q n ) , which is expected to be bounded in practical computations. The a posteriori error estimator in Theorem 5.6 then recovers the standard a posteriori error estimator derived in the literature for parabolic problems [30, 7] . In particular, the space error indicators E n 1 , E n 2 , which control the adaptation of finite element meshes at each time step, are sharp in the sense that a local lower bound for the error can be established by extending the argument in [7, Theorem 2.2] for linear parabolic equations.
Remark 5.9. In the case of small constant viscosity A = , then the Hölder exponent γ = 1 in (H2), and Λ m = C −1 . The estimators derived in Theorem 5.6 are closely related to the estimators in [21] , in which L 2 (L 2 ) a posteriori error estimates are derived based on the duality argument for the linear convection-dominated equation
where v ∈ C(Q) 2 such that divv = 0. For the linear problem (5.15), we remark that one can derive an L ∞ (L 1 ) a posteriori error estimate of the same form as in Theorem 5.6 without using the Kružkov "doubling of variables" technique. We now describe briefly this simple argument. The weak formulation of (5.15) is
The discrete problem is the same as in (3.4), and we define the discrete residual R ∈ L 2 (0, T ; H −1 (Ω)) similar to (4.2), for any ϕ ∈ H 1 0 (Ω): 
The a posteriori error estimate can be readily derived by taking ϕ = H δ (u − U h ), where H δ (s) = s/ √ s 2 + δ 2 is a regularization of sgn(s), using the following Galerkin orthogonality for t ∈ (t n−1 , t n ]:
, ∇ϕ , and exploiting the standard argument in the a posteriori error analysis. We remark, however, that this simple argument cannot be extended to deal with the nonlinear problem considered in this paper.
Remark 5.10. The method of the a posteriori error analysis in this paper is different from those for nonlinear conservation laws in [11, 12, 25] or nonlinear degenerate parabolic equations in [28] . Recall that there are several parameters introduced in the analysis:
• The regularizing parameter ε in H ε (z).
• The boundary layer sequence parameters δ, η and the mollifier parameters l, m, n.
The analysis for Cauchy problems in [11, 12, 25] is based on letting ε → 0 and taking finite mollifier parameters l, m, n. The analysis in [28] takes both finite ε and finite mollifier parameters l, m, n. Note that there are no boundary layer sequence parameters δ, η for the analysis for Cauchy problems. The analysis in this paper is based on letting δ, η → 0 and l, m, n → ∞ but taking a finite ε. We are not able to use the same technique as that in [11, 12, 25, 28] , by choosing finite mollifier parameters l, m, n to treat the problem with boundary conditions.
Numerical examples
The computation in this section makes use of the adaptive finite element toolbox ALBERT [32] . In both examples we have γ = 1 in (H2). Thus by Theorem 5.6, we know that
, where 
with the local error indicator η n K defined as
Here Λ n K and Λ n e which are chosen according to the factor Λ n in (5.11) will be specified later. Let the time and space tolerances TOL time and TOL space be given. At each time step n ≥ 1, the time step size τ n is determined through the requirements
The set of elements marked for refinements M n refine and the set of elements marked for coarsening M n coarse are determined by the Guaranteed Error Reduction Strategy [14] , [15] :
The iteration for the mesh adaptation at each time step n is terminated whenever η 
Let Ω = (0, 1)
In the computations we take TOL time = TOL space and θ r = 0.5, θ c = 0.1. The initial mesh M 0 at time t = 0 is so chosen that
In our computations, we take TOL initial TOL space so that the initial errors are negligible. Table 6 and the convergence rate α for = 10 −3 and = 10 −5 , respectively. For two different TOL i , let η i and M i be the corresponding total estimated error and total number of nodes, and the convergence rate α is computed by α = log(
We observe from Tables 6.2 that the total estimated error η is roughly pro-
We observe from Table 6 .3 that because of the singular nature of the solutions, the numerical scheme (3.4)-(3.5) with uniform refinements both in space and time does not produce the convergence rate η ≈ CM −1/3 in terms of the error reduction. Figure 6 .1 shows the meshes and the surface plots of the solutions at time t = 0.251278 and t = 0.500878 when = 10 −5 . We observe that the meshes "follow" the positions of the cylinder. For this problem, the "leakage" of the numerical solutions is observed in [21] in the following sense: the mesh is coarser in the regions of the cylinder closest to and farthest from the center of rotation. We do not observe, however, this phenomenon in our computation as indicated in Figure 6 .1. This may be explained by the difference of the error indicators used in two papers. Notice that for the nonlinear diffusion, the factor Λ m in (5.11) depends on the discrete solution U h in the whole time interval which makes the adaptive algorithm impractical if we take Λ n K and Λ n e in (6.1)-(6.2) to be equal to Λ n . In our computations, motivated by the algorithm for constant viscosity in Example 1, we take Λ , and the convergence rate α, where
2 L 2 (Ω) . We observe from Table 6.4 that the total estimated error η is roughly proportional to M −1/3 , i.e., η ≈ CM −1/3 for some constant C > 0. This rather satisfatory property shows the competitiveness of our adaptive algorithm for the problem considered. Figure 6 .2 shows the meshes and the surface plots of the solutions at time t = 0.1 and t = 0.3 when TOL space = 1.25. We observe that the meshes "follow" the positions where the solutions change most. Also the meshes are rather fine near the upper and lower part of the boundary as a consequence of the boundary layer effect. We will report more implementation details and numerical experiments for the nonlinear convection-diffusion problems in a forthcoming paper. 
