Human and nonhuman primates exhibit flexible behavior. Functional, anatomical, and lesion studies indicate that the lateral frontal cortex (LFC) plays a pivotal role in such behavior. LFC consists of distinct subregions exhibiting distinct connectivity patterns that possibly relate to functional specializations. Inference about the border of each subregion in the human brain is performed with the aid of macroscopic landmarks and/or cytoarchitectonic parcellations extrapolated in a stereotaxic system. However, the high interindividual variability, the limited availability of cytoarchitectonic probabilistic maps, and the absence of robust functional localizers render the in vivo delineation and examination of the LFC subregions challenging. In this study, we use resting state fMRI for the in vivo parcellation of the human LFC on a subjectwise and data-driven manner. This approach succeeds in uncovering neuroanatomically realistic subregions, with potential anatomical substrates including BA 46, 44, 45, 9 and related (sub)divisions. Ventral LFC subregions exhibit different functional connectivity (FC), which can account for different contributions in the language domain, while more dorsal adjacent subregions mark a transition to visuospatial/sensorimotor networks. Dorsal LFC subregions participate in known large-scale networks obeying an external/internal information processing dichotomy. Furthermore, we traced "families" of LFC subregions organized along the dorsal-ventral and anterior-posterior axis with distinct functional networks also encompassing specialized cingulate divisions. Similarities with the connectivity of macaque candidate homologs were observed, such as the premotor affiliation of presumed BA 46. The current findings partially support dominant LFC models.
Introduction
Human and nonhuman primates are characterized by flexible behavior. Processes such as learning, integration of information, and rule following are essential for the successful interaction with the environment and the accomplishment of everyday tasks. The frontal lobe has been identified as the brain structure that plays a pivotal role in these "higher order" processes (Goldman-Rakic, 1996; Miller and Cohen, 2001 ). The lateral frontal cortex (LFC) is especially implicated in diverse aspects of task execution (Koechlin et al., 2003; Brass et al., 2005; Stiers et al., 2010) .
The LFC, like the rest of the cortex, is far from homogeneous. Several LFC cytoarchitectonic parcellation schemes have appeared for the human brain, with variations in the number and extent of LFC divisions (Brodmann, 1909; Sarkissov et al., 1955; Petrides and Pandya, 1994) (Fig. 1) . Moreover, tracing studies in the monkey and rodent frontal cortex have demonstrated that regions differentiated through their cytoarchitecture also exhibit different connectivity patterns (Uylings et al., 2003; Yeterian et al., 2011) . This "connectivity fingerprint" of each region seems to reflect a functional specialization, in line with evidence from lesion studies (Passingham et al., 2002; Petrides, 2005) . The proper function and extensive repertoire of the LFC appears to rely on the interaction of these specialized regions (Miller, 2000; Wilson et al., 2010) . Consequently, their delineation and the further characterization of their connectivity properties are crucial for better understanding of the LFC.
Several approaches have been adopted for the delineation of distinct regions in the human brain noninvasively. One approach uses macroscopic landmarks as predictors of the extent of a region, but such an approach seems problematic for frontal regions since discrepancies between the actual and predicted extent are observed (Fischl et al., 2008) . Another common approach uses crisp cytoarchitectonic parcellation schemes, such as Brodmann's map, extrapolated in a standard stereotaxic system. However, such approaches seem inadequate because excessive interindividual variability has been demonstrated with respect to the exact location, shape, and size of cytoarchitectonically defined regions (Uylings et al., 2005) . Probabilistic maps have been introduced to express interindividual variability, but such maps are available only for a handful of (pre)frontal regions, namely regions 44 and 45 (Amunts et al., 1999 ) and regions 9 and 46 (Rajkowska and Goldman-Rakic, 1995) .
Thus, it remains challenging to delineate and examine in vivo the distinct subregions of the LFC, especially in the absence of robust functional localizers. In the current study, we capitalize on findings that demonstrate that resting state fMRI (rsfMRI) can be used to functionally parcellate the cortex (Cohen et al., 2008; Shen et al., 2010) . We use a data-driven approach that unveils distinct subregions within the LFC on an individual basis, which seem to correspond well with subregions identified in cytoarchitectonic studies. Moreover, the whole-brain functional connectivity (FC) of these subregions could segregate them into "families." Additional analyses of neighboring subregions located at the ventral/dorsal LFC elucidate the distinct large-scale functional networks that can relate to functional specializations.
Materials and Methods

Participants and data collection
Twelve healthy right-handed participants were scanned for this study (8 females; mean age, 22.5 years; SD, 2.4 years). Data were collected on a Siemens MAGNETOM Allegra 3T MRI head-only scanner. Head motion was constrained by the use of foam padding. A total number of 32 axial slices covering the whole brain, including the cerebellum, were acquired by using a T2*-weighted gradient echo planner pulse sequence (TR ϭ 2000 ms, TE ϭ 30 ms, FOV ϭ 224, slice thickness ϭ 4 mm, matrix size ϭ 64 ϫ 64, flip angle ϭ 90°). Voxel size was 3.5 ϫ 3.5 ϫ 4 mm. A gradient echo image (TR ϭ 704 ms, TE 5.11 and 7.57 ms, flip angle ϭ 60°) with the same grid and slice orientation as the functional images was acquired to generate a field map for correcting susceptibility-related distortions in the functional images. A T1-weighted anatomical scan was also acquired (TR ϭ 2250 ms, TE ϭ 2.6 ms, flip angle ϭ 90°, FOV ϭ 256 mm, slice thickness ϭ 1 mm, matrix size ϭ 256 ϫ 256, number of slices ϭ 192). Voxel size was 1 ϫ 1 ϫ 1 mm. Each participant was scanned in a task-free run that lasted 10 min. The participant was instructed to fixate on a cross at the center of the screen, relax, and avoid movement.
Preprocessing
The fMRI data were preprocessed using the SPM software (Welcome Trust Center for Neuroimaging, London, UK). Data were realigned, spatially corrected using the field map, slice time corrected, and coregistered with the anatomical scan. Individual T1-weighted anatomical scan from each subject was used for the coregistration with the functional volumes collected from the same subject. T1-weighted anatomical scans were segmented into three tissue types: gray matter, white matter, and CSF. Functional volumes were subsequently resampled to 3 mm isotropic voxels and smoothed with a 6 mm FWHM kernel. Normalization was not applied, and the parcellation step (see below) was performed at the native space for each subject. Resting state data were additionally subject to the following preprocessing steps: (1) removal of nuisance variables through multiple regression-these variables included the six motion parameters estimated at the realignment step, signal from the ventricles, and signal from the white matter; (2) the residuals from this multiple regression were subsequently band passed (0.01-0.1 Hz). These preprocessing steps (1 and 2) aim at minimizing physiological effects such as respiration and heart rate and removing signal that was unlikely to have neural origin (Cordes et al., 2000; De Luca et al., 2006; Van Dijk et al., 2010) . It should be noted that regression of the whole brain signal was not performed.
Delineating the LFC patch
The bias-corrected anatomical scan from each subject was imported in the Caret software (http://brainvis.wustl.edu/wiki/index.php/Caret:About). Each hemisphere was segmented and inflated, and flat surfaces were generated. Each cortical patch was identified for each participant based on their individual anatomy. For the delineation of the patch, the following boundaries were taken into account: The posterior boundary was the middle line of the precentral sulcus ( prCS); we chose a slight extension of the mask posterior to the prCS to ensure the full inclusion of the prefrontal regions that are positioned anterior to the premotor cortex. The superior boundary was the fundus of the superior frontal sulcus (SFS). To ensure the inclusion of Broca's area (BA 44 and BA45), the inferior end of the ROIinferior boundary-was defined as halfway between the lateral aspect of the Sylvian fissure and the circular sulcus. This compromise was chosen to accommodate substantial intersubject variability in the location of the inferior part of BA 44 and 45 in the Sylvian fissure, which ranges from just inside the fissure to its fundus at the circular sulcus (Amunts et al., 1999 , Uylings et al., 2005 . The orbital part of the inferior frontal gyrus (IFG) was excluded by using the horizontal ramus as a macroscopic landmark (Uylings et al., 2010) . The anterior boundary approximately followed pragmatic cutoffs previously proposed that aim at the identification of the posterior border of the frontopolar cortex ( parts of region 10), namely a vertical plane between the anterior part of the cingulate sulcus and the anterior part of the olfactory sulcus (Uylings et al., 2010) . With the specified borders, the LFC patch excluded regions that extend medially [superior frontal gyrus (SFG)/area 9 and 8], the most anterior part of the frontal lobes and the orbital part of the IFG. The extent of the cortical patch included frontal regions that are reported as major nodes of networks responsible for the execution of diverse tasks (Duncan and Owen, 2000; Stiers et al., 2010) .
Functional connectivity-based parcellation
It has been demonstrated that rsfMRI can be used to delineate subregions within a large anatomical structure. Despite that FC based on rsfMRI Sarkissov et al. (1955) (B) , and Petrides and Pandya (1994) (C) . Note the variability in the shape and extent of the same region in each parcellation scheme (e.g., region 46 in A and B). Note also the differences in the number of divisions (e.g., region 9 appears homogeneous in B, whereas it is further subdivided in C).
does not necessarily reflect structural connectivity, it is constrained by the latter (Honey et al., , 2009 . Moreover, multimodal parcellation based on both structural connectivity and FC leads to converging results (Zhang et al., 2009) . The usefulness of rsfMRI data for the parcellation of a cortical region is reflected, for instance, by Margulies et al. (2009) ; in their study, the time course of ROIs placed in the precuneus of the human and macaque brain, and the subsequent application of spectral clustering, was able to reveal subdivisions of the precuneus by grouping together ROIs that had similar time courses. A similar approach can be applied to the voxel level, namely creating subregions by grouping voxels together based on the similarity of their rsfMRI time courses. Such an approach has been demonstrated to lead to meaningful divisions of the visual cortex and the intraparietal sulcus (Shen et al., 2010) . In this study, we adopted a voxelwise, high-resolution approach. Such an approach does not require the a priori specification and placement of a set of ROIs; thus, it allows the investigation of the structure of a cortical patch in an unbiased and data-driven fashion. Moreover, the parcellation was conducted separately for each subject and hemisphere. The subjectwise approach avoids potential biases from across-subject averaging usually applied before the parcellation procedure. The cortical patch (one for each hemisphere) from each subject was used as a mask to extract the rsfMRI time course of every voxel included in the mask. An N ϫ N correlation matrix, where N is the number of voxels included in the mask, was computed by correlating the rsfMRI time course of each voxel with the time course of every other voxel in the mask. The number of voxels, N, varied between approximately 2000 and 2500 from participant to participant. As a measure of correlation, Pearson's correlation coefficient was used. The correlation matrix was subsequently used to trace distinct groups of voxels. It should be noted that an alternative way to formulate this correlation matrix is to compute the correlations between the connectivity profiles of each voxel with the rest of the brain (Kim et al., 2010) . In this way the correlation matrix reflects a "second-order" similarity, not the direct quantification of the similarity of the time course of each pair of voxels in the mask. This approach in formulating the correlation matrix led to results similar to the ones reported below.
There are several ways to trace distinct groups from the correlation matrix. Approaches previously used include the k-means clustering algorithm (Beckman et al., 2009; Kim et al., 2010) , spectral clustering (Kelly et al., 2010) , and spectral reordering (Klein et al., 2007) . Here we chose to use an algorithm that belongs to the so-called module detection algorithms. Module detection algorithms stem from graph theory. A correlation matrix can be considered a graph in which the N voxels can be considered the nodes of the graph, and the correlation coefficient between the rsfMRI time courses of the ith and the jth voxels can be considered an undirected edge between the ith and jth nodes. Module detection algorithms seek to maximize the modularity value Q (Newman, 2006):
with e i representing the number of edges within module i, d i representing total degree (i.e., number of functional connections/edges) of the nodes belonging to module i, and m representing the total number of edges in the graph. Hence, by seeking to maximize the value of Q, the algorithm seeks to trace communities/modules that exhibit more links/edges (i.e., in the current context, functional connections) than the ones expected by chance. The modularity maximization is a Nondeterministic Polynomial time-complete problem, and various algorithms have been proposed to approximate the maximum Q value (Fortunato, 2010) . Module detection algorithms have been applied in various networks, including biological and social (Fortunato, 2010) . Recently, such algorithms have also been applied to functional networks derived from neuroimaging data (Meunier et al., 2009; Barnes et al., 2010; Rubinov and Sporns, 2010) . Here we used the so-called Louvain module detection algorithm (Blondel et al., 2008) for the following reasons: (1) It is a data-driven algorithm, like all the module detection algorithms, and hence does not require the a priori specification of groups to be identified (as is required, e.g., with the k-means algorithm). This is particularly useful when no clear evidence exists with respect to the distinct groups that must underlie the data, as is the case in the current study. (2) This algorithm was identified among the best performing ones in a comparative study that included a large variety of different community/module detection algorithms (Lancichinetti and Fortunato, 2009) . (3) The algorithm is designed for fast and efficient module detection in large networks (Blondel et al., 2008) . We used a MatLab (The MathWorks) implementation of the algorithm that is part of the Brain Connectivity Toolbox (Rubinov and Sporns, 2010) .
Before the application of the algorithm, the correlation matrix must be thresholded to retain the stronger edges/correlation coefficients and form the graph to be used in the subsequent analysis (Barnes et al., 2010) . No gold standard exists with respect to the threshold applied, and a common tactic is the application of a range of thresholds. Here we use three threshold levels corresponding to 0.5, 0.6, and 0.7 threshold values. At each level, only the correlation coefficients above the corresponding threshold are retained. In all these threshold levels, the graph connectedness was equal to 1-i.e., no fragmentation of the graph occurred. For each threshold level, the Louvain algorithm was applied. Due to the stochastic nature of the algorithm several runs (50) were applied. Thus, for each threshold level, 50 parcellations were obtained with a corresponding Q value. To select the "best" threshold level, we focused on the level that yielded the highest Q values and hence led to a more modular description of the data. Subsequently, the "best" partition of the 50 partitions, corresponding to the best threshold level, was selected as the one with the maximal Q value . This partition was used for the results reported below. Since the analysis was performed at the voxel level, each voxel in the specified cortical patch was assigned a unique label indicating the module to which it was assigned. Hence, by mapping the obtained partition to 3D space, we obtained the results in the form of a "module map" for each participant and hemisphere separately. By overlaying this module map on the individual anatomy of each subject, we had a detailed view of the distinct subregions of the LFC patch (see Results). We will use the terms module(s) and subregion(s) interchangeably.
Control analyses
To check the significance and robustness of the obtained parcellations, a series of control analyses took place. For each threshold level, the module detection algorithm was also applied to 10 matched random graphs (i.e., matched to the original graph in number of nodes, edges, and degree distribution). The resulting Q value (i.e., the average value obtained in the 10 random graphs), offers a "baseline" value that expresses the expected null Q value. A similar control analysis has been used in recent neuroimaging studies that use module detection algorithms (Meunier et al., 2009) .
Another approach that can be followed to investigate the quality of the partition that was recovered is to examine the robustness of this partition to perturbations of the graph (Karrer et al., 2008) . The underlying rationale of this approach is that perturbations of the graph, which are accomplished through rewiring of the edges with a certain rewiring probability, should not have a detrimental effect on the structure of the graph. Hence, the parcellations obtained from the original and the perturbed graph should not vary considerably. As a reference point in this approach, matched random graphs that function as null models are used. The variation of the parcellations obtained before and after the perturbation is quantified as more severe perturbations occur (i.e., edges are rewired with higher probability). The variation of information is used to compare the similarity of the parcellations (Meila, 2007) . If the parcellations of the increasingly perturbed original graph exhibit less variation compared to the ones that correspond to the increasingly perturbed random graphs, we can conclude that the identified partition in the original graph is a robust structure.
The above control analyses concern the obtained partition as a whole. To examine the significance of each detected module at the individual level, we used the method proposed by Lancichinetti et al. (2010) . Given a graph and a detected module, this method estimates the likelihood of finding such a module in an equivalent random graph. The so-called B-score expresses this likelihood, with a value of Ͻ5% indicating a significant community in real-world applications (Lancichinetti et al., 2010 ). An interesting aspect of this approach is that given a level of significance q, we can derive the largest subset of a module satisfying this level of significance by "peeling off" the worst nodes of the module. In our case, the modules detected by the Louvain algorithm were subject to this modulewise test of significance at 0.05. Modules that failed to meet this score were peeled off until they complied with the specified level of significance (Ͻ0.05). All modules reported below satisfy this significance level.
The modularity optimization is characterized by degeneracy; that is, many topologically distinct partitions can correspond to high modularity values (Good et al., 2010; Rubinov and Sporns, 2011) . The detailed exploration and enumeration of these "degenerate partitions" is beyond the scope of this paper. Instead, a basic control analysis was conducted to examine the degree of similarity of the "best" partition and a distribution of "control partitions" (Liang et al., 2011) . For each participant, we computed 2 m control partitions, which is near the order of the low bound of the degeneracy of Q (Good et al., 2010; Liang et al., 2011) , where m is the number of modules of the best partition. Subsequently the similarity of the "best" with the "control" partitions was quantified with the variation of information. We also examined the distribution of the number of modules and the Q values, along with the variation of each module in the best partition across the control partitions.
Some extra control analyses also took place to examine the effect of the threshold level applied to the correlation matrix and the smoothing applied to the fMRI data. To this end, the variation of information was calculated between the parcellations reported below and the parcellations obtained at different threshold levels and derived from unsmoothed rsfMRI data.
Groupwise clustering
To summarize the parcellation results across participants, we used a clustering approach that aimed to group similar modules across participants together. Since the parcellation was performed at the native space for each subject separately, before the groupwise clustering, the module map of each subject was normalized to the MNI space. To preserve discrete labeling, the nearest neighbor interpolation was used. As a measure of similarity between modules i and j, a "mixed distance" measure can be used that combines spatial and connectivity similarity. As a measure of spatial similarity, the Euclidean distance of the center of mass (COM) of modules i and j was used. For connectivity similarity, we first computed the whole-brain FC for each module. To avoid size biases, since the size of the identified modules was not exactly the same, we centered a spherical ROI (4 mm radius) at the voxel with the highest within-module z-score. The within-module z-score is defined as the number of connections k, in our case functional connections, that a node i, in our case a voxel, has with its assigned module m, minus the average of the within-module connections K of all nodes of module m, divided by the SD of K (Guimera et al., 2005) . Hence, higher values of the within-module z-score for a voxel indicate that this voxel is more tightly connected with its assigned module and therefore constitutes a "good member" of the module. Consequently, the average rsfMRI time course of the spherical ROI centered at the voxel exhibiting the maximum within-module z-score is a "representative rsfMRI time course" of each module. Pearson correlation coefficients between the "representative rsfMRI time course" of each module and the rsfMRI time courses of the N voxels in the brain were computed. Hence, for each module, a 1 ϫ N vector was obtained that describes the FC of each module with the rest of the brain. Such vectors will be referred to as module FC profiles. The connectivity similarity between modules i and j was estimated as 1 Ϫ r, where r is the Pearson correlation coefficient between the Fischer r to z transformed values of the FC profile of modules i and j. Hence, smaller values between modules i and j indicate more similar FC with the rest of the brain.
By computing all pairwise spatial and connectivity similarities for all the modules, M, we obtain two M ϫ M similarity matrices: D spatial and D connectivity. We can combine the two measures by forming a mixed similarity matrix, D, that is a weighted sum of D spatial and D connectivity. The relative contribution of each type of similarity is controlled by the parameter w, with w ϭ 0 leading to pure connectivity similarity and w ϭ 1 leading to pure spatial similarity:
Hence, entry D ij captures the final similarity measure between modules i and j. Here we used as default the pure spatial similarity (w ϭ 1), and all the results are based on this type of similarity. The spatial similarity (i.e., Euclidean distance) between detected subregions/modules has also been recently used as a "cost" for grouping similar subregions across groups, albeit with a different algorithm than the one we used in this study (Barnes et al., 2012) . Explorations of a range of values of parameter w showed no detrimental effects on the group clustering procedure (data not shown). It should be noted that in case of a mixed similarity measure, the two measures must be normalized so that their relative contribution relies solely on parameter w and not on differences of the range of values. The resulting similarity matrix was used to construct a dendrogram with an average linkage procedure (Unweighted Pair Group Method with Arithmetic Mean). Subsequently, groupwise clusters of modules were formed in the following way: Modules with the smaller distance were put in the same cluster if they belonged to different subjects. No more than one module per subject was allowed to be a member of the same cluster. The dendrogram was progressively "climbed up," and, in that way, modules were visited in descending order of similarity. A cluster was finalized when the number of modules included reached a prespecified number of subjects (here we used the total number of participants) or when there were no more modules to consider. The modules belonging to the finalized cluster were excluded, and the procedure was repeated until no modules were left. The approach that is followed here for grouping similar modules across participants resembles other approaches used to group Independent Component Analysis components (Esposito et al., 2005) . In that way clusters of modules were formed in a data-driven way. The COM of each cluster of modules was calculated as the mean COM of the modules belonging to the cluster.
Examination and characterization of subregions
Whole-brain FC. To gain insight into the FC of each identified cluster of modules and consequently its potential identity and role, exploratory data analysis took place by computing whole-brain FC maps for the identified clusters of modules (Kelly et al., 2010) . The values of the FC profiles of each module belonging to the same cluster were transformed using Fisher's r to z formula and stored as a NifTI image. Subsequently, these images were smoothed with a 6 mm FWHM kernel and were subject to a one-sample t test against the null hypothesis. The resulting maps were thresholded at a False Discovery Rate (FDR) level (q Ͻ 0.05) and represent the whole-brain FC of each cluster of modules. It should be noted that these maps are derived from "single" regression models-that is, no regressors accounting for variability explained by other clusters of modules were used.
LFC families. Additionally, an exploratory data analysis was performed to trace distinct LFC "families" (Passingham et al., 2002) through the quantification of the similarity of the whole-brain FC of the clusters of modules and thus unveil the intrinsic LFC architecture at a higher level. A representative FC profile was computed for each cluster of modules by averaging the r to z transformed FC profiles of the modules constituting each cluster. As a distance measure, we used 1 Ϫ r, and the clusters were arranged with the Kamada-Kawai spring embedding algorithm as implemented in the Pajek software. This results in the placement of clusters with (dis)similar whole-brain FC (apart) close to the Euclidean space. Thus, this arrangement offers a "raw" representation of whole-brain FC similarities. Moreover, for the formal identification of separate groups (families) with similar whole-brain FC, an average linkage was used to construct a dendrogram that captures the similarity of the whole-brain FC of the clusters of modules. To assess how good the dendrogram captures the raw similarities of the data, the cophenetic correlation coefficient was used (Palomero-Gallagher et al., 2009) , with higher values indicating more faithful representations of the raw data. Families of clusters were identified if the intrafamily distance was Ͻ70% [default value in MatLab (The MathWorks)] of the largest distance in the dendrogram. Moreover, to ensure the robustness of the traced families, we grouped the correlation matrix derived from all pairwise correlations of all the cluster representative FC profiles with the k-means algorithm (Kim et al., 2010) . Since the number of clusters k has to be defined in advance, we run the algorithm for k ϭ 2, 3…6. Variations of the solutions obtained after the application of the k-means algorithm can be observed due to the random initiation of the cluster means. Hence, for each k, 1000 solutions were computed. Subsequently, the silhouette metric was used to assess the quality of the clustering (Kelly et al., 2010) . The silhouette metric quantifies the quality of the clustering by assessing how dissimilar a data point is with respect to the cluster to which is has been assigned and all the other clusters, with values ranging from Ϫ1 (low quality) to 1 (high quality). Hence, the average silhouette across the 1000 solutions for each k was computed, and the k that gave rise to the higher silhouette was selected. It should be noted that we only took into account the number of k clusters that resulted in solutions with no singletons (i.e., all clusters should contain at least two items). This is a reasonable constraint since a k equal to the number of data points will result in a trivial solution, with a silhouette of 1, with every data point constituting a cluster on its own. Finally, to assess the stability of the families revealed by the k-means algorithm, a "frequency of coclustering" matrix was constructed, where its entry i,j denotes how many times across the 1000 solutions the cluster of modules i was part of the same family with the cluster of modules j. Similar techniques were used for the grouping of regions in the medial wall of the macaque brain (Hutchison et al., 2011) . The current approach-the parcellation into modules and the subsequent grouping into families, which offers a view of the LFC intrinsic architecture at multiple levels (Doucet et al., 2011 )-resembles techniques used for the parcellation of the human parietal cortex .
To assess differences in the FC of different clusters, and thus illustrate potential distinct functional roles, separate t tests were used. Since exhaustive pairwise contrasts among all clusters are impractical, we use evidence from the literature for the selection of clusters. More specifically, we focus on clusters on the ventral and dorsal LFC. We contrast clusters that seem to correspond to the so-called Broca's region and seem to have different roles in the language domain (Amunts et al., 1999; Kelly et al., 2010) . At the ventral part, we also examine clusters located within the triangular part of the IFG and the inferior frontal sulcus (IFS) to elucidate FC transitions from Broca's region to more dorsolateral subregions of the LFC (Rajkowska and Goldman-Rakic, 1995; Amunts et al., 2010; Kelly et al., 2010) . Finally, we focus on clusters of modules located at the dorsal LFC at a location where there is evidence for the interfacing of distinct major large-scale networks Corbetta et al., 2008) for which the borders of their respective LFC subregions are not well delineated and examined.
For a schematic overview of the analyses pipeline, see Figure 2 . All the above analyses were performed with a combination of custom software written in MatLab (The MathWorks) and freely available software.
Results
FC-based parcellation and control analyses
Results reported below concern the left hemisphere due to practical reasons and the existence of cytoarchitectonic probabilistic maps for regions 9 and 46 only for this hemisphere (Rajkowska and Goldman-Rakic, 1995) . This also makes possible the comparison of the current results in the light of previous parcellations (Kelly et al., 2010) . Quantification and discussion of potential differences between the hemispheres, e.g., the left hemisphere seems to be more specialized (Iturria-Medina, 2010 ) are out of the scope of the current study. Hence, despite that comparable results were obtained for the right hemisphere, the intrinsic functional architecture of the LFC should not be considered identical for the two hemispheres.
The parcellation resulted in contiguous distinct subregions/ modules within the LFC patch for all participants. The resulting module maps are depicted in Figure 3 overlaid on the individual anatomy of four participants. Despite the differences in size and extent, the module maps had a similar layout across participants.
Higher Q values were obtained at the highest threshold level (Fig.  4A) , and the results reported reflect the parcellation obtained at this threshold level. The number of modules detected varied from participant to participant (mean, 9.83; SD, 0.93). This variation can stem from the fact that pragmatic borders were used for the delineation of the LFC patch based on macroscopic landmarks. Hence, bits of the frontopolar and the premotor cortex, the most anterior and posterior boundaries of the patch, could be included in some participants and deemed as a separate subregion (see also Discussion).
The obtained Q values were high (Ͼ Ͼ0.3), which is indicative of the presence of a modular structure (Fortunato, 2010 ) (mean, 0.680; SD, 0.074). Moreover, the Q values were much higher than the ones obtained from null models. These results are consistent with those of studies using similar methods (Meunier et al., 2009; Barnes et al., 2010) . The above held true for all threshold levels (for a group summary, see Fig. 4 A) .
The perturbation analysis revealed that the obtained partition is a robust structure. As depicted in Figure 4 B, the similarity of partitions, quantified with the variation of information, obtained for the original graph at increasing levels of rewiring probability (more severe perturbations) in relation to the partition obtained from the unperturbed original graph is much higher when compared to the ones obtained for a matched random graph.
Moreover, the detected modules are significant on an individual basis, as suggested from the B-scores (Ͻ0.05) of each module. Only very few (ϳ10%) of the detected modules were subject to a peeling off procedure to comply with the prespecified level of significance. Even in these cases, only a handful of voxels were peeled off from each module.
The "control" partitions resulted in high Q values (mean, 0.662; SD, 0.097). Despite the fact that these partitions were not identical with the best one, the variation of information was relatively low (mean, 0.065; SD, 0.049). Furthermore, the number of modules of the best partition was the most frequent one, as assessed by the frequency distribution of the number of modules of the control partitions. Additionally, a very high percentage of the voxels constituting each module was always part of the same module across the control partitions (mean, 84.74%; SD, 0.11%). All values reported are across the participants. Finally, the parcellation results appear robust in choices of threshold level and the amount of smoothing of the fMRI data (data not shown).
Taken together, the above control analyses dictate that the parcellation results reported are robust and are not heavily dependent on various methodological decisions and parameter selection.
Groupwise clustering, examination, and characterization of subregions
The data-driven clustering of the modules identified at the individual level was able to group similar modules across subjects. To summarize the results, we will focus on this groupwise clustering. In total, 12 "group representative" clusters of modules were formed, with each cluster containing at least modules from 7 of 12 subjects (Table 1) . Each cluster is assigned a unique number from 1 to 12 [Cluster 1 (C1), Cluster 2 (C2)…, Cluster 12 (C12)] in an arbitrary way (Fig. 5) . First we will describe the detected families of clusters of modules. This will offer a "familywise" grouping wherein each individual cluster will be discussed. We will subsequently present the cluster comparisons that highlight FC differences and finally document each cluster to assign to each one a potential anatomical substrate.
LFC families
Quantification of the similarity of the whole-brain FC of the clusters of modules resulted in four families, organized across the dorsal-ventral and anterior-posterior axes (Fig. 6) . The degree of similarity within and between the families is also evident in the raw pairwise whole-brain FC similarities of the clusters of modules constituting each family (Fig. 6 A) . Both clustering techniques (hierarchical and k-means) identified the same four families (Fig. 6 B, C) . The dendrogram obtained from the hierarchical clustering (Fig.  6 B) corresponds to a cophenetic correlation coefficient of 0.685; hence, it does not severely distort the original distances of the raw data. With respect to the k-means clustering, the highest silhouette (0.693) for non-singleton solutions was observed for k ϭ 4, corresponding to the same families traced by the hierarchical clustering (Fig. 6C) . Solutions for k ϭ 2 and 3 gave rise to silhou- 5 ). This color coding is followed throughout the paper. Note the similar layout of the modules across the subjects and the variability in the exact shape and extent of modules that belong to the same cluster of modules. Modules that are not in a "group representative" cluster of modules are dark (navy) blue (see Materials and Methods and Results). ette values of 0.540 and 0.563 respectively. Solutions for k Ͼ 4 contained singletons and thus were not taken into account. Moreover, the traced families always constituted a family across 1000 solutions, as indicated by the frequency of the coclustering matrix, which is dominated exclusively by entries with a value of 0 (never co-clustered) or 100 (always coclustered) (Fig. 6C) , illustrative of the robustness of the findings. Taken together, the above results highlight the presence of four distinct families within the LFC, organized across the dorsalventral and anterior-posterior axes, which can be differentiated through their whole-brain FC. This differentiation is also evident in the FC maps of the clusters of modules constituting each family (Fig. 7) .
A family located at the ventral part of the LFC was formed from the clusters of modules located across the IFS (C3, C5, C11, C12). These regions exhibit FC with regions that are part of the multiple demand/frontoparietal network recruited in various cognitive tasks (Fig. 7) (Vincent et al., 2008; Duncan, 2010; Stiers et al., 2010) . The clusters located at the more dorsal parts of the LFC (C6, C10) formed a family with a "default mode" signature ( Fig. 7 ) associated with internal processes . The cluster of modules likely to correspond to region 46 (C8) (see Cluster documentation) formed a family with the more posterior clusters (C1, C7, C9), with a premotor/occulomotor signature (Fig. 7) , and not the immediately adjacent more anterior ones (e.g., modules of C3, C10). This likely reflects the assumed role of region 46 in high levels of motor control (Goldman-Rakic, 1987) (see Discussion). Finally, the more anterior clusters, C2 and C4, also formed a family exhibiting FC with the temporal cortex and the medial wall (Fig. 7) and are possibly implicated in audiovisual and semantic processing (see Discussion).
Interestingly, the families do not seem completely constrained by Euclidean distance-that is, the clusters of modules of the same family-can be remote from one another. For instance, C8 is located more anterior than the rest of the clusters of the family to which it belongs (Fig. 6) . Hence, subregions with similar whole-brain FC can be dispersed throughout the LFC (Yeo et al., 2011) .
Cluster comparisons C1 versus C2.
Direct comparisons between the FC associated with C1 and C2 revealed significant differences. C1 exhibited more pronounced FC with the anterior part of the supramarginal gyrus (SMG), the intraparietal sulcus (IPS), the anterior part of the IFS, the medial part of the insula, the junction of the IFS with the SFS, and the supplementary motor area (SMA). C2 exhibited more pronounced FC with the anterior medial PFC, the angular gyrus (AG), the anterior temporal cortex, and the posterior cingulate cortex (PCC) (Figs. 7, 8 A) .
C2 versus C3. The direct contrast between C3 and C2 revealed higher FC of C2, with the triangular and orbital part of the IFG and the middle temporal cortex. Moreover, higher FC was observed with the SFG extending toward the medial wall. C3 showed pronounced higher FC with the IFS with an extension toward the junction with the prCS, the junction of the SFS and the prCS, the anterior and posterior SMG, the IPS with an extension toward the occipital lobes, and the mid-cingulate cortex (MCC) (Figs. 7, 8 B) .
C9 versus C6 and C10. Direct comparisons of the FC of C9 with C6 and C10 revealed pronounced differences. C9 compared to C10 was more functionally connected with the ventral prCS, the dorsolateral PFC, the IPS, and parts of the occipital-parietal cortex (involving higher visual areas). Moreover, pronounced FC was observed with the anterior insula, the SMA, and the cingulate motor regions (CMRs) in the MCC and parts of the posteromedial cortex likely to include Brodmann's region 7. The imme- Figure 5 . Large spheres represent the COM of the 12 clusters of modules. The COM of these clusters is the mean of the COM of the modules that constitute each cluster. Small spheres represent the COM of the modules of each cluster detected for each subject (see also Fig. 3 ). Only group representative clusters are depicted that contain modules from at least 7 of 12 subjects. Each sphere has a unique color, and the COM of modules belonging to the same cluster are the same color. (Petrides and Pandya, 1994) Cluster number refers to the corresponding cluster of modules (Fig. 5) . The reported mean and SD represent MNI coordinates, volume (in mm 3 ) for the modules included in each cluster. Possible anatomical correlates of the modules of each cluster are provided, along with relevant key references.
diately adjacent C10, located anterior to C9, exhibited higher FC with the posterior part of the middle frontal gyrus (MFG), the AG, the SFG, the anterior medial PFC with parts of the anterior cingulate cortex (ACC), the limbic region PCC, and the orbitofrontal cortex (Figs. 7, 8C) . A very similar pattern of FC differences emerged when C9 was compared to adjacent C6 (data not shown).
These FC differences of adjacent clusters at the ventral and dorsal parts of the LFC are consistent with observations of structural connectivity and FC in the human brain (Frey et al., 2008; Vincent et al., 2008; Ford et al., 2010) and connectivity of suggested homologs in the monkey brain (Pandya and Yeterian, 1996; Petrides and Pandya, 2009) . They illustrate the FC differences, which are also observable in Figure 7 , that might relate to the different functional specializations associated with the subregions of each cluster (see Discussion).
Cluster documentation
In this section we will assign a potential anatomical substrate to each cluster. To this end, macroscopic landmarks, cytoarchitectonic maps, and the whole-brain FC of each cluster will be used in combination with known structural connectivity and FC of subregions of the human brain and candidate homologues in the macaque brain. The results reported concern the left hemisphere.
C1. The COM of the cluster is located anterior to the ventral part of the premotor cortex, in the depths of the prCS (Fig. 5) . The modules of this cluster occupy the prCS and extend toward the opercular part of the IFG (Figs. 3B, red modules, 9 A, B) . The coordinates of the COM are very near to the ones reported from a Diffusion Weighted Imaging (DWI)-based parcellation of BA 44 (Anwander et al., 2007) and a couple of millimeters caudally to the ROI used in an rsfMRI study investigating the FC of BA 44 (Kelly et al., 2010) (Table 1 ). In addition, the COM falls within the region of the probabilistic map of BA 44 that exhibits high probability (Amunts et al., 1999) (Fig. 9B) . The FC map of C1 unveils extensive FC with regions located ventral to the IFS (Fig.  7) . Extensive FC of C1 was observed with pre-SMA, SMA, and the anterior MCC. Evidence from tracing studies suggests that region 44 in the macaque is connected with assumed homolog, more specifically with dorsal region MII, caudal 24, and the CMR (Pandya and Yeterian, 1996; Paus, 2001; Pickard and Strick, 2001 ). Moreover, a recent DWI study in humans also reveals structural connections of the posterior part of Broca's region (region 44) with SMA and preSMA, in contrast, the anterior part (region 45), which is anatomically linked with more anterior parts of the medial wall (Ford et al., 2010) . Concerning the post-rolandic regions, prominent FC involved a big portion of the SMG, in line with the connectivity of assumed homologs in the monkey brain (Petrides and Pandya, 2009, 2004) . Last, FC was also observed with the IPS. This is consistent with evidence from the connectivity of the monkey brain (Petrides and Pandya, 2009 ). In addition, tracts connecting region 44 and the IPS have been traced in the human brain with DWI (Frey et al., 2008) .
C2. Modules belonging to this cluster occupy the triangular part of the IFG associated with BA 45 (Amunts et al., 1999) (Figs. 3A, dark red module, 9 A, B) . The COM of this cluster (Fig. 5) is located within the probabilistic map of BA 45 (Fig. 9B) and is close to the COM of a region identified as BA 45 in a DWI-based parcellation (Anwander et al., 2007) and the coordinates of an ROI used to trace the FC of BA 45 (Kelly et al., 2010) (Table  1) . C2 exhibited extensive FC with a large part of the LFC (Fig. 7) . With respect to regions outside the LFC, FC was pronounced with the lateral temporal lobe, the anterior part of the medial prefrontal wall and parts of the ACC, and the posterior SMG extending toward the AG. The FC of C2 resembles the connectivity of the assumed homolog of region 45 in the monkey brain. More precisely, strong connections of macaque region 45 exist with various visual, auditory, and multimodal areas located at the temporal cortex (Pandya and Yeterian, 1996; Petrides and Pandya, 2009; Gerbella et al., 2010) . Tracers have also revealed connectivity of region 45 with area PFG in the macaque, which is the assumed homolog of the posterior part of the SMG in the human brain (Petrides and Pandya, 2009) . Prominent connectivity of region 45 in the macaque has also been reported with the anterior part of the medial wall (Pandya and Yeterian, 1996) . Interestingly, in line with the results of our study, a recent DWI study in humans revealed a posterior-to-anterior gradient with respect to the connectivity of Broca's regions (regions 44 and 45) and the medial wall, with region 45 exhibiting structural connectivity with anterior parts of the medial wall (Ford et al., 2010) .
C3. The COM of this cluster is located at the most anterior part of the IFS, dorsal to the triangular part of the IFG (Fig. 5) . Modules belonging to this cluster are located at the tip of the IFS, extending dorsally toward the MFG and ventrally toward the IFG (Figs. 3D, brown modules, 9A) . Different cytoarchitectonic parcellation schemes have labeled differently the region adjacent to the dorsal part of the pars triangularis. In Brodmann's map, this part of the cortex is labeled region 46, whereas in Sarkissov et al. (1955) , this part is labeled region 9 (Fig. 1 A, B) . Regions 46 and 9 exhibit considerable interindividual variability, which, along with the presence of many transitional zones with mixed cytoarchitectonic features, can contribute to the diversity of the various parcellation schemes (Rajkowska and Goldman-Rakic, 1995) . In the later study, transition zones referred to as 46 -45, 9 -45 were observed at the fundus of the IFS dorsal to region 45, which resembles the position at which C3 is located. Moreover, this patch of the cortex might correspond to the most anterior tip of region 9/46v of the Petrides and Pandya (1994) parcellation (Fig. 1C) . C3 exhibits FC mainly with the IPS, extending toward the parieto-occipital complex and the SMG. Extensive FC was also observed with the ventrolateral prefrontal cortex, IFS, the preSMA, and MCC (with parts of the CMR) (Fig. 7) . Interestingly, a distinct cluster located dorsally to BA 45, extending across the IFS and exhibiting similar FC, was traced in an rsfMRI-based parcellation (Kelly et al., 2010) .
C4. The COM of the cluster is located most anterior to any other clusters identified (Fig. 5) . The modules constituting this cluster extend around the pragmatical posterior border for the frontal pole proposed by Uylings et al. (2010) (Figs. 3A, light pink  modules, 9A) . Consequently, it seems the case that the identified Figure 7 . Whole-brain FC of the 12 clusters of modules grouped according to the four LFC families. Clusters are grouped according to the LFC family to which they belong (see Fig. 6 ) following the color coding of Figure 5 . Darker (violet/red) regions represent higher t values. All maps are thresholded at q Ͻ 0.05 (FDR level). Note the FC similarities (or dissimilarities) among clusters of modules that belong to the same (or different) family. For the computation of these second level maps, different ROIs derived from the parcellation obtained from each subject were used (see Materials and Methods). modules of this cluster correspond to bits of the lateral frontopolar cortex (i.e., region 10) (Fig. 1 A) . It exhibits FC with the anterior of MCC and the posterior of SMG (Fig. 7) .
C5. The COM of this cluster is located at the IFS before the junction with the prCS, dorsal to the triangular and opercular parts of the IFG (Fig. 5) . The cluster consists of modules that primarily occupy the fundus of the IFS (Figs. 3C, fuchsia module,  9A ). The position of the modules corresponds to the cortical region labeled region 9 (Sarkissov et al., 1955) (Fig. 1 B) and to transitional zones of region 9 (Rajkowska and Goldman-Rakic, 1995) . Parcellation schemes that exploit the mixed cytoarchitectonic features of these transitional zones of region 9 have labeled this part of the cortex region 9/46v (Petrides and Pandya, 1994) (Fig. 1C) . Extensive FC was observed with regions that are implicated in the execution of diverse tasks (Duncan, 2010) and are part of a network unveiled with rsfMRI termed the frontoparietal control network (Vincent et al., 2008) (Fig. 7) .
C6. The COM of this cluster is located at the posterior part of the MFG (Fig. 5) . The modules that constitute this cluster occupy the most posterior part of the MFG (Figs. 3C, light green module,  9A ). This part of the cortex is labeled region 8, and it has as an anterior border region 9 (Brodmann, 1909; Sarkissov et al., 1955) (Fig. 1 A, B) . Cytoarchitectonic and variability analysis of region 9 indicates that the vertical plane located at y ϭ ϩ26 (approximate coordinate in MNI space) can function as a conservative posterior limit of region 9 (Rajkowska and Goldman-Rakic, 1995). The identified modules of this cluster extent predominantly posterior to this plane. Moreover, the parcellation scheme of Petrides and Pandya (1994) labels the part of the cortex where the modules are located region 8, more specifically, region 8Ad (Fig. 1C) . C6 exhibits extensive FC with the AG, the anterior medial wall and ACC, the orbital part of the IFG, the inferior temporal sulcus, and the PCC (Fig. 7) . This FC map is very similar to the one characteristic of the so-called default mode network .
C7. The COM of this cluster is located at the precentral gyrus and constitutes the most posterior cluster (Fig. 5) . The modules constituting this cluster are primarily localized in parts of the cortex that exhibit high probability of belonging to region 6 (Geyer, 2004) (Figs. 3A, orange module,  9A) . The FC map of C7 includes large parts of the premotor and motor cortex and is similar to maps derived from seedbased approaches that involve motorrelated regions such as the SMA (Kim et al., 2010) and the posterior MCC (Fig. 7) . Thus, it seems that modules that are part of this cluster correspond to bits of premotor regions in the most posterior part of the LFC mask.
C8. The COM of this cluster is located at the anterior part of the MFG (Fig. 5) . The modules that constitute this cluster consistently occupy the convolutions of the anterior part of the MFG, with an occasional very moderate extension toward the SFS and the IFS (Figs. 3A, yellow module, 9 A, C). The position of the modules corresponds well with the location of region 46, delineated according to cytoarchitectonic properties, and falls within conservative boundaries specified for this region (Rajkowska and Goldman-Rakic, 1995) (Fig. 9C) . Moreover, other cytoarchitectonic parcellation schemes also label this part of the prefrontal cortex region 46, despite differences in the exact extent and shape of the region (Brodmann, 1909; Sarkissov et al., 1955; Petrides and Pandya, 1994) (Fig. 1) . C8 exhibits extensive FC with various parietal (SMG, IPS), prefrontal (IFS), and premotor and medial regions (MCC, SMA, preSMA, CMR, ventral premotor) (Fig. 7) . This diffuse pattern of FC might give rise to the role that this region seems to play in diverse aspects of motor control and higher order processes (Goldman-Rakic, 1987; Lu et al., 1994; Petrides, 2005) .
C9. This cluster consists of modules located near the junction of the SFS with the prCS (Figs. 3C, cyan modules, 9A) . The junction of the prCS with the SFS has been identified as the locus of the frontal eye fields (FEFs) in the human brain (Koyama et al., 2004) . Its COM (Fig. 5) is very near reported peaks of taskinduced activations involving a goal-directed visual search of a target stimulus (Asplund et al., 2010) attending, pointing, and looking at a peripheral visual location (Astafiev et al., 2003 ) (Table 1). Moreover, the location of the modules belonging to this cluster is also consistent with the region that has been localized as the human FEF via electrical cortical stimulation (Blanke et al., 2000) . It should be noted, however, that within this region there might be functional subspecializations, as suggested by the presence of visuospatial maps (Hagler et al., 2007) . C9 is located Figure 8 . A-C, Direct comparisons through t tests reveal significant differences in the whole-brain FC of clusters located at the ventral (A, B) and dorsal (C) parts of the LFC. Significant differences associated with a particular cluster follow the color coding in Figure 5 . Maps depict regions that are significant at q Ͻ 0.05 (FDR level).
anterior to C7, which exhibits a more motor-related FC and posterior to clusters 6 and 10, which occupy portions of the posterior MFG and the SFS, respectively. Hence, C9 is located between portions of cortex most likely belonging to the anterior premotor cortex (BA 6) and portions of cortex that could correspond to regions 9, 9 -46 (Rajkowska and Goldman-Rakic, 1995) and 8Ad, 9 -46d (Petrides and Pandya, 1994) (Fig. 1C) . The FC map of C9 is highly similar to the FC map that is obtained by seeding from the FEF (Fox et al., 2006) and to the map corresponding to the dorsal attention system of which the FEF constitutes a core region (Vincent et al., 2008) (Fig. 7) . This set of regions is similar to the network involved in smooth eye pursuit and saccades in the monkey brain (Tian and Lynch, 1996) .
C10. The COM of this cluster is located more anterior and dorsal to the COM of C6 (Fig. 5) . The modules of C10 extend across the SFS, occupying its fundus (Figs. 3A, dark green module, 9 A, D). The anatomical location of the modules matches the location of (lateral) region 9 and the transition zone 9 -46, with the largest part of the modules falling within the conservative boundaries of region 9 (Rajkowska and Goldman-Rakic, 1995) (Fig. 9D) . Other cytoarchitectonic parcellation schemes label this part of the cortex region (lateral) 9, 9/46d (Petrides and Pandya, 1994) (Fig. 1C) . The FC map of C10 was very similar to the FC map of C6, resembling the default mode network, and it encompasses parts of the PCC/retrosplenial cortex, dorsal and ventral medial PFC, ACC, AG, SFS, and ventral temporal cortex (Fig. 7) . This FC pattern resembles connectivity, as revealed by tracer studies, involving assumed homologs of region 9/46d in the monkey brain (Pandya and Yeterian, 1996) .
C11. The COM of this cluster is located dorsal to the COM of C1 (Fig. 5) . The modules occupy the meeting point of the IFS and the prCS (Figs. 3A, blue module, 9A ). Different cytoarchitectonic parcellation schemes label this part of the cortex differently. In Brodmann's map this part of the prefrontal cortex is labeled region 9 (Fig. 1 A) . According to Sarkissov et al. (1955) , the region adjacent to the dorsal part of region 44 is labeled region 8 (Fig.  1 B) . Other parcellation schemes exploit cytoarchitectonic inhomogeneities of region 8 and introduce further subdivisions (Petrides and Pandya, 1994) (Fig. 1C) . According to the latter parcellation, the region adjacent dorsal to area 44 is labeled 8Av. The modules of C11 in our study do not resemble region 9 since they do not extend toward the superior frontal gyrus nor do they follow the pattern of region 8. Instead they have a location and spatial extent similar to those of region 8Av according to the Petrides and Pandya (1994) parcellation (Fig. 1C) . FC for C11 was observed with regions located ventrally (across the IFG) and dorsally (in the posterior part of the MFG extending to the posterior fundus of the SFS). FC was also observed with the IPS extending toward the AG, with the dorsal anterior MCC and with the temporal region just anterior to the MTϩ complex (Fig. 7) . It is interesting to note that the position of the modules of C11 is at the vicinity of the recent functionally defined region termed the inferior frontal junction (Brass et al., 2005) and is recruited during diverse cognitive tasks (Stiers et al., 2010) . This region has also been demonstrated to exhibit distinct recepto-and cytoarchitectonic properties (Amunts et al., 2004b) .
C12. The COM of this cluster is located anterior to the COM of C5 (Fig. 5) . The modules constituting this cluster are located dorsal to the triangular/opercular part of the IFG (Figs. 3D, violet module, 9A). The possible anatomical correlates resemble the ones described for C5. Its FC is also very similar with the FC of C5 (Fig. 7) .
The fact that C5 and C12 seem to correspond to the same cytoarchitectonic substrate might reflect functional subdifferentiations within cytoarchitectonically homogeneous regions. This is in line with deviations from a 1:1 relation of cytoarchitectonicand receptor-, closely linked with functional aspects, based parcellations (Zilles and Amunts, 2011). Interestingly, task-based (Eickhoff et al., 2005) . Variability maps for C, C8 (putative BA 46) and D, C10 (putative (lateral) BA 9). C, D, Bounding boxes define conservative estimates of the location of BAs 46 and 9. These conservative estimates are derived from a cytoarchitectonic-based parcellation (Rajkowska and Goldman-Rakic, 1995) . Coordinates for the formation of the bounding boxes were approximated through a conversion from Talairach to MNI space. B-D, Variability maps are unthresholded; bright yellow indicates higher overlap across subjects. Note the good correspondence between FC and cytoarchitectonic-based parcellation.
paradigms (Badre and D' Esposito, 2009; Stiers et al., 2011) and receptor mapping support the presence of separate regions across the IFS (possibly corresponding to region 9/46v). The investigation of these issues and the differences between functional subdivisions of regions 9/46v can constitute the topic of future studies.
Discussion
In the current study we delineated in vivo and on an individual basis subregions of the LFC with the aid of rsfMRI and datadriven algorithms. The subregions traced at the individual level were grouped with a data-driven, across-subjects clustering, allowing the examination of the subregions at the group level, which is a step forward from observer-dependent approaches (Barnes et al., 2010) .
Ventral and dorsal LFC clusters
Subregions of the ventral LFC that seem to correspond to cytoarchitectonic divisions, namely regions 44 (C1) and 45 (C2) (i.e., Broca's regions) and transitional zones 46 -45, 9 -45 (C3) (Rajkowska and Goldman-Rakic, 1995; Amunts et al., 1999) exhibit distinct FC, placing them into different families (Figs. 6, 7 ).
C1 and C2 show FC differences consistent with distinct connectivity patterns of assumed homologs in the monkey (Pandya and Yeterian, 1996) and structural connections in the human brain (Frey et al., 2008; Ford et al., 2010 ) (see Results and Fig. 8 A) that can account for separate functional roles in the language domain. Region 44 is involved in a neural circuitry responsible for hand and orofacial control and generation of speech acts Ford et al., 2010) . Region 45 is connected with multimodal, auditory, and visual areas (Pandya and Yeterian, 1996; Gerbella et al., 2010) and is involved in semantic, audiovisual processing, and emotional embedding of auditory stimuli (Barbas, 2000; Amunts et al., 2004a; Gerbella et al., 2010) .
C2 and C3 show significant FC differences (Fig. 8 B) . Cytoarchitectonic analysis of region 45 (C2) indicates its occasional extension toward the ventral and dorsal banks of the IFS (Amunts et al., 1999) . Cytoarchitectonic and receptor mapping studies pinpoint a separate region at the IFS, termed transition zone 46 -45, 9 -45 (Rajkowska and Goldman-Rakic, 1995) and ifs1 . The current parcellation is consistent with these studies, suggesting the presence of a subregion (C3) occupying the IFS, dorsal to the triangular IFG, with a distinct FC pattern from the one of region 45 (C2), involving a neural circuitry spanning visuospatial and sensory-occulomotor regions (Fig. 8 B) .
Subregions of the dorsal LFC seem to correspond to FEF (C9) and to regions 8Ad (C6) and lateral 9, 9/46d, 9 -46 (C10) (Petrides and Pandya, 1994; Rajkowska and Goldman-Rakic, 1995; Koyama et al., 2004 ) and belong to different families (Fig. 6) .
Comparison of the FC of C9, located at the junction of the SFS and the prCS, to C10, located at the fundus of the SFS, reveals FC with regions of the dorsal attention system (Fox et al., 2006) (Fig.  8C ) involved in externally guided attention and occulomotor functions (Barbas, 2000; Corbetta et al., 2008) . Comparison of the FC of C10 to C9 reveals FC with regions of the default network (Fig. 8C) involved in "internal" processes such as episodic memory retrieval (Raichle et al., 2001; Buckner et al., 2008) . Similar FC differences emerge when contrasting the FC of C9 and C6 (data not shown). The above illustrate the transition of whole-brain FC along the anterior-posterior axis at the dorsal LFC, involving distinct subregions belonging to different large-scale networks that obey a broad "externally/internally oriented" dichotomy (Vincent et al., 2008) .
LFC families and FC with the cingulate cortex
Based on receptor profiles, the cingulate cortex can be divided into three gross parts (Palomero-Gallagher et al., 2009) C6 and C10 exhibit FC with the PCC/retrosplenial and ACC (Fig. 7) . The PCC is associated with memory tasks (Beckman et al., 2009) and, compared to more anterior divisions, exhibits higher densities of acetylcholine, which is implicated in memory formation (Miranda et al., 2003; Palomero-Gallagher et al., 2009 ). The ACC is associated with processes such as mentalizing, linked with the default mode network (Amodio and Frith, 2006; Buckner et al., 2008) . C3, C5, C11, and C12, which correspond to regions engaged in diverse cognitive tasks (Duncan, 2010) , exhibit FC only with MCC, mostly with its anterior part (Fig. 7) , and not the ACC and PCC/retrosplenial. MCC is associated with cognitive and-mostly its posterior part, exhibiting high GABA B densities resembling motor regions-motor tasks (Ridderinkhof et al., 2004; Beckman et al., 2009; Palomero-Gallagher et al., 2009) . The family formed from C1 and C7-C9, which are linked to motor/occulomotor processes (see Results), exhibits FC only with the MCC, encompassing it almost entirely, including its more posterior part (Fig. 7) . Last, C2 and C4 exhibit FC with anterior MCC and the ACC (Fig. 7) , which might relate to functions in the language domain.
Thus, the neural circuitry of each LFC family also encompasses distinct specialized cingulate divisions that correspond to the functional roles attributed to the LFC families (Barbas, 2000; Amunts et al., 2004a; Duncan, 2010) .
Region 46 and motor control
Interestingly C8 (i.e., presumed region 46) formed a family with the most posterior LFC clusters. C8 exhibits FC with the SMA, preSMA, the ventral premotor cortex, and the CMR (see Results) (Figs. 6, 7), resembling connections among assumed macaque homologs (Goldman-Rakic, 1987; Lu et al., 1994; Barbas, 2000; Pickard and Strick, 2001 ). This connectivity pattern, along with additional functions of region 46 such as the integration of goals maintained on-line and visuospatial information, can render possible the coordination of movement (Goldman-Rakic, 1987; Lu et al., 1994) . The LFC family to which C8 belongs, its extensive and diffuse FC with premotor/occulomotor and visuospatial regions (Fig. 7) , suggests that in the human brain there is a relative perseverance of the neural circuitry present in the monkey brain, involving region 46, wherein the latter seems involved in high levels of motor behavior.
Relation to LFC models
The organization and FC of the LFC families along the anteriorposterior and dorsal-ventral axis partially comply with previous LFC models (Petrides, 2005) . The dorsal family (C6, C10) exhibits FC with the PCC/retrosplenial cortex through which access to memory-related structures is accomplished (Fig. 7) (Morris et al., 1999) . The ventral family (C3, C5, C11, C12) is involved in a functional circuitry spanning audiovisual and somatomotor regions at the parietal and temporal cortexes (Fig. 7) . The posterior family (C1, C7-C9) includes regions involved in response selection and stimulus-response mappings (Corbetta et al., 2008 ; Ba-dre and D 'Esposito, 2009 ). However, members of this family are not constrained by Euclidean distance, and, despite that C8 is located at mid-dorsal LFC, it does not exhibit similar whole-brain FC with its spatially adjacent subregions (Petrides, 2005) . Instead it is affiliated with premotor regions, consistent with proposed LFC models (Miller and Cohen, 2001) . The violation of a strict ordering according to Euclidean distance seemingly contradicts models advocating a hierarchical anterior-posterior gradient (Badre and D'Esposito, 2009 ). However, these models are compatible with the traced families since regions with a similar functional circuitry might be differentiated through their oscillation frequency (Baria et al., 2011) , which is related to integrative capacities (Von Stein and Sarnthein, 2000) and/or the degree of rule abstraction and regulatory effective connectivity (Koechlin et al., 2003) . Interestingly, the regions of the Koechlin model approximately coincide with the ones constituting a family (C1, C7-C9), with C8, also involved in high-order mechanisms of motor control, located more anterior than the rest, consistent with a potential hierarchical anterior-posterior gradient. A combination of rsfMRI-based parcellation and task-based paradigms can further inform the various LFC models.
Limitations and caveats
The resolution limit inherent in the module detection algorithm used constrains the number of modules that can be resolved (Fortunato and Berthelemy, 2007) . Consequently, the modules obtained might be further subdivided. For instance, further subdivision of modules corresponding to presumed region 45 may reveal the anatomical subdivisions of this region (Amunts et al., 1999) . Advances in network analysis might be used to overcome the resolution limit (Ruan and Zhang, 2008) . Moreover, the limited spatial resolution and preprocessing steps can lead to "signal bleeding" to adjacent regions. For instance, modules of C1 (region 44) can extend posterior to the prCS (Fig. 3D) , contrary to evidence from cytoarchitectonic studies. A parcellation that incorporates cortical distance information and higher acquisition resolution might ameliorate the results.
Conclusions
The present study unravels the intrinsic functional organization of the LFC. With rsfMRI we could trace neuroanatomically realistic LFC subregions and elucidate their distinct FC patterns that could segregate them into families. This segregation seems related to functional specializations (Passingham et al., 2002) and reflects the view that the LFC is a constellation of specialized information-processing systems (Miller, 2000) . Similarities with known connectivity of assumed LFC monkey homologs were observed despite differences due to expansion and/or rewiring (Semendeferi et al., 2002; Van Essen and Dierker, 2007) , extending and complying with recent evidence and LFC models (Petrides, 2005; Kelly et al., 2010; Petrides et al., 2011) . Future comparative studies will offer a closer interspecies comparison. The current parcellation can guide and be complemented by other studies focusing on the LFC that could examine taskrelated properties and potential interhemispheric differences. Last, the methods used can be the basis for preoperative neurosurgery mapping.
