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In ideal MHD, the magnetic flux is advected by the plasma motion, freezing flux-surfaces into the flow. An
MHD equilibrium is reached when the flow relaxes and force balance is achieved. We ask what classes of
MHD equilibria can be accessed from a given initial state via smooth incompressible ideal motion. It is found
that certain boundary displacements are formally not supported. This follows from yet another investigation
of the Hahm–Kulsrud–Taylor (HKT) problem, which highlights the resonant behaviour near a rational layer
formed by a set of degenerate critical points in the flux-function. When trying to retain the mirror symmetry
of the flux-function with respect to the resonant layer, the vector field that generates the volume-preserving
diffeomorphism vanishes at the identity to all order in the time-like path parameter.
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I. INTRODUCTION
Renewed interest in stellarator design has sparked
questions on the existence and accessibility of three-
dimensional magneto-hydrodynamic (MHD) equilibria
with “good” nested flux-surfaces1–6. Several numeri-
cal tools exist to obtain three-dimensional MHD equi-
libria by means of variational principles7–9, initial value
problems10,11, iterative methods12,13, metriplectic formu-
lations14, analytic expansions around a given magnetic
axis15,16. These methods aspire to produce and optimise
the magnetic fields so that the field-lines lie on toroidally
nested flux-surfaces17,18, which is the basis of plasma con-
finement in magnetic fusion devices such as tokamaks and
stellarators19.
Restricted to flux-surfaces, the magnetic field is an in-
tegrable Hamiltonian vector field20–22. Under the as-
sumption of translational and/or rotational symmetry
(isometries), the MHD equilibrium problem reduces to a
two-dimensional elliptic PDE for the scalar flux-function,
called the Grad–Shafranov equation23,24. Flux-surfaces
naturally correspond to the level sets of the flux-function
extruded to surfaces along the direction of symmetry.
The question is whether an initial configuration with
nested flux-surfaces can be smoothly deformed through
a family of MHD equilibria to reach a target three-
dimensional configuration with equivalent (diffeomor-
phic) flux-surfaces. The answer is in general no; the de-
formation of the boundary must be chosen very carefully.
In the language of magnetic confinement fusion, the is-
sue is that flux-surfaces with periodic field-lines (rational
rotational transform) are sensitive to resonant perturba-
tions.
The main reason smooth deformation of flux-surfaces
is generally not possible is illustrated in this paper by
proving nonexistence of smooth solutions to the so-called
Hahm–Kulsrud–Taylor (HKT) problem25 for a given
class of boundary perturbations. Known methods of so-
lutions1,2,25–28 produce either discontinuities, an infringe-
ment of force-balance, boundary layers, or finite resistiv-
ity.
The paper is organised as follows. In section II, the
MHD equilibrium problem is set up in the simpler case
of a slab with an ignorable coordinate. In section III,
elements of differential geometry are introduced to show
that the force-balance condition can be cast as the van-
ishing of a Poisson-bracket between the flux-function and
its Laplacian. In section IV, the frozen-in condition of
ideal MHD is identified with the precomposition of the
flux-function by a diffeomorphism (pull-back). The re-
quirement for smooth incompressible ideal motion natu-
rally follows from the preservation of the Poisson-bracket
(symplectomorphism) as well as Faraday’s law of induc-
tion. The idea is then to generate a family of diffeormor-
phisms via a sequence of t-dependent Eulerian velocity
fields in order to smoothly map an initial equilibrium
state into another (isotopy). Examples of one-parameter
subgroups of diffeomorphisms are shown to illustrate the
challenge of retaining force-balance beyond linear order
in the t-parameter. In section V, we prove that there are
in fact no smooth Eulerian velocity fields that can deform
the level sets of the initial flux-function of the Hahm-
Kulsrud-Taylor and conform with a mirror-symmetric
boundary condition. With this result, we conclude in
section VI that MHD equilibria with a line of degenerate
critical points in the flux-function, i.e. rational surfaces,
are rigid to large classes of smooth incompressible ideal
deformations.
II. THE GRAD–SHAFRANOV EQUATION IN A SLAB
The resonant behaviour of magnetic field-lines near ra-
tional surfaces is a known phenomenon that leads to mag-
netic island formation in toroidally confined plasmas such
as in the tokamak and stellarator devices. We reduce the
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2complexity of the discussion due to geometry by working
in the simpler setting of a slab, (x, y, z), where x plays
the role of a radial variable, y the periodic poloidal an-
gle and z the ignorable toroidal angle. We demonstrate
that a core obstruction to accessing equivalent equilib-
rium states through ideal motion already arises in the flat
slab metric, which will carry over to the realistic toroidal
geometry by elliptic regularity.
By symmetry, the form of the vector potential is, up
to a gauge term, A = Ay(x, y)∇y + Ψ(x, y)∇z and the
magnetic field B = I(x, y)∇z +∇Ψ × ∇z. Throughout
the paper, Ψ(x, y) will be called the flux-function. An
MHD equilibrium without flow is a configuration such
that J ×B = ∇p, where p(x, y) is the plasma pressure
and J = ∇×B is the current density. Using the above
representation, MHD force-balance is achieved when the
gradient of the pressure p(x, y) and the gradient of the
longitudinal current (or guide field) I(x, y) are collinear
with the gradient of the flux-function, ∇p×∇Ψ = 0 and
∇F ×∇Ψ = 0, i.e. ∇p = p′∇Ψ and ∇I = I ′∇Ψ. Then,
the problem reduces to the Grad–Shafranov equation
∆Ψ = II ′ + p′ = V ′(Ψ), (1)
where ∆ = ∇·∇ is the Laplacian operator. This formula-
tion of the MHD equilibrium problem is similar to that of
reduced MHD29,30. The only difference is that the guide-
field in reduced MHD is constant, I(x, y) = B0, whereas
in our setting, this component is an unspecified function
of the flux, I(x, y) = I(Ψ(x, y)).
A convenient way to rephrase the force-balance con-
dition in order to eliminate the arbitrary pressure and
current functions is
∇× (∆Ψ∇Ψ) = 0. (2)
Remark. The Grad–Shafranov equation (1) implies equa-
tion (2). The converse is in general not true, e.g. ∆Ψ
piecewise-constant.
A flux-function Ψ that satisfies equation (2) determines
an MHD equilibrium. For example, harmonic functions
are special cases describing vacuum fields, ∆Ψ = 0.
Solutions to the uniform current density or constant
pressure-gradient Poisson equation, ∆Ψ = const, form
another particular class, comprising the initial configura-
tion of the HKT problem, Ψ0(x, y) =
1
2 (1− x2). Taylor-
relaxed fields31 are a third kind of solutions satisfying the
Helmholtz equation ∆Ψ = −µ2Ψ, and coincide with the
eigenfunctions of the Laplacian.
III. DIFFERENTIAL GEOMETRIC SETTING
Useful information and structure is obtained by
rephrasing the problem in the language of differential ge-
ometry. The advantage is that part of the conclusions
will be independent of the specific choice of coordinates
and straightforwardly transposable to more complicated
geometries such as the toroidal case, as well as three-
dimensional equilibria.
Briefly, let M = R × S1 = {(x, eiy)|x ∈ R, y ∈
R}. We equip M with the standard volume form
ω = dx ∧ dy and the standard Euclidean metric
〈X,Y 〉(p) = Xx(p)Y x(p) +Xy(p)Y y(p), where Xf(p) =
Xx(p)∂xf(p) + X
y(p)∂yf(p) represents the vector field
X acting as a differential operator on the smooth func-
tion f : M → R. The interior product (contraction) of
a vector field X and the volume form ω is defined by
[iXω](Y ) = ω(X,Y ),∀Y ∈ Γ(TM). The so-called mu-
sical isomorphism between vector fields and one-forms
is established through the Riemannian metric (relation
between co-variant and contra-variant tensor fields), e.g.
the flat of a vector field is the unique one-form such that
〈X,Y 〉 = X[(Y ),∀Y ∈ Γ(TM). The Hodge star ? oper-
ator, also based on the Riemannian metric, is an isomor-
phism between k-forms and n − k forms on M with the
property that for α, β ∈ Ωk(M), α ∧ ?β = 〈α, β〉ω.
Remark. We will identify dy as the closed but mislead-
ingly not exact one-form on S1 such that
∮
dy = 2pim
where the integer m ∈ Z depends only the closed inte-
gration path.
The volume form ω plays the role of a symplectic form
on this two-dimensional manifold, enabling the identifi-
cation of Hamiltonian vector fields: given a smooth func-
tion F : M → R, there is a unique vector field XF such
that
iXF ω = dF, X
[
F = − ? dF. (3)
Hamiltonian vector fields are divergence-free, (∇ ·
XF )ω := £XFω = diXF ω = d
2F = 0. This property
means that XF is the generator of a one-parameter fam-
ily of volume-preserving diffeomorphisms on M (simul-
taneously symplectomorphisms), where the volume form
is preserved (advected) along the flow of XF . In addi-
tion, since £XFF = dF (XF ) = iXF dF = iXF iXF ω = 0,
the Hamiltonian vector field XF is tangential to curves
of constant F .
As differential operators, Hamiltonian vector fields can
be used to define an anti-symmetric bilinear operation on
smooth functions F and G by
{F,G} := −£XFG = ω(XF , XG) = ?(dF ∧ dG), (4)
which is the same as {F,G}ω = dF ∧ dG in our two-
dimensional setting. This product rule qualifies as a Pois-
son bracket ; it satisfies the Leibniz rule,
{FG,H} = {F,H}G+ F{G,H}, (5)
as well as the Jacobi identity (see appendix A),
{F, {G,H}}+ {G, {H,F}}+ {H, {F,G}} = 0. (6)
In local coordinates, the Poisson bracket is simply com-
puted as
{F,G} = ∂xF∂yG− ∂yF∂xG = (∇F ×∇G) · ∇z.
3In this context, the flux-function Ψ : M → R is the
Hamiltonian for the poloidal (or helical) magnetic field B,
obtained via iBω = dΨ or B
[ = −?dΨ. This construction
makes the magnetic field tangential to curves of constant
Ψ, called flux-levels. We will refer to the quantity dΨ as
the magnetic one-form.
Remark. In local coordinates B = ∂yΨ∂x − ∂xΨ∂y or
equivalently B = ∇× (Ψ∇z) = ∇Ψ×∇z is the poloidal
(or helical) component of the magnetic field in the 3D
slab picture.
The force-balance condition of equation (2) is identified
as the following property satisfied by the flux-function
d(∆ΨdΨ) = d(∆Ψ) ∧ dΨ = 0 ⇐⇒ {∆Ψ,Ψ} = 0 (7)
where ∆ = δd + dδ = (δ + d)2 is the Laplace-de Rham
operator and δ = − ? d? is the codifferential. Another
way of viewing equation (7) is £B∆Ψ = 0, namely that
the magnetic field is tangential to the level sets of the
Laplacian of the flux-function.
IV. FROZEN-IN CONDITION AND SMOOTH
INCOMPRESSIBLE IDEAL MOTION
An MHD equilibrium Ψ is said to be accessible through
ideal motion from an initial MHD equilibrium Ψ0 if there
exists a diffeomorphism (smooth map with smooth in-
verse) ϕ : M →M such that the following diagram com-
mutes
M M
R
ϕ
Ψ0 Ψ
The flux-functions are effectively related by precomposi-
tion with the inverse (pull-back)
Ψ = Ψ0 ◦ ϕ−1 = ϕ−1∗Ψ0 =: ϕ∗Ψ0 (8)
where we introduce the alias ϕ∗ := ϕ−1
∗
for convenience.
The magnetic one-forms are related in the same way,
dΨ = dϕ∗Ψ0 = ϕ∗dΨ0, since the pull-back commutes
with the exterior derivative, which corresponds to the
usual frozen-in condition of ideal motion in the sense that
the magnetic flux between pairs of advected points is pre-
served
Ψ0(b)−Ψ0(a) =
∫
γ
dΨ0 =
∫
ϕ(γ)
dΨ = Ψ(ϕ(b))−Ψ(ϕ(a)).
This integral is commonly referred to as the poloidal
magnetic flux in toroidal confinement devices32 or helical
magnetic flux in the vicinity of rational surfaces33.
If the diffeomorphism ϕ is volume-preserving (coin-
cidentally a symplectomorphism), ϕ∗ω = ω, then the
Poisson-bracket is preserved.
Proof. By direct computation, we have (ϕ∗{F,G})ω =
(ϕ∗{F,G})(ϕ∗ω) = ϕ∗({F,G}ω) = ϕ∗(dF ∧ dG) =
(ϕ∗dF ) ∧ (ϕ∗dG) = d(ϕ∗F ) ∧ d(ϕ∗G) = {ϕ∗F,ϕ∗G}ω.
Furthermore, if ϕ is volume-preserving, the magnetic
fields are related by push-forward. Indeed,
iBω = dΨ = ϕ∗dΨ0 = ϕ∗iB0ω = iϕ∗B0ϕ∗ω,
so ϕ∗ω = ω ⇒ B = ϕ∗B0. This property is desirable in
order to make contact with Faraday’s law of induction,
equation (16). In this context, volume-preserving dif-
feomorphisms (equally symplectomorphisms) represent
smooth incompressible ideal motion.
The set of volume-preserving diffeomorphisms, de-
noted SDiff(M), has the structure of an infinite dimen-
sional Lie group (Fre´chet manifold). Arnold famously
exploited this construct to interpret the Euler equations
as geodesic equations34. Ideal MHD has similar inter-
pretations on semi-direct products35–38. We restrict our
attention to the identity component SDiff0(M), ruling
out parity transformations for instance. The diffeomor-
phism ϕ ∈ SDiff0(M), seen as a point on a manifold, is
connected to the identity by a smooth path, namely a
family of diffeomorphisms ϕt ∈ SDiff0(M) for t ∈ [0, 1]
with ϕ0 = id and ϕ1 = ϕ. The family ϕt generates, in
turn, a smooth family of flux-functions via the frozen-in
condition (8)
Ψt := Ψ0 ◦ ϕ−1t = ϕt∗Ψ0. (9)
The variation of ϕt with respect to the parameter t
define a smooth family of vector fields on M via
Xt := ∂tϕt ◦ ϕ−1t : M → TM (10)
called the Eulerian velocity field. The picture is that
the trajectory of a fluid element, initially at p0 ∈ M ,
is p(t) = ϕt(p0), and its velocity is equal to the vector
dp/dt = ∂tϕt(p0) = Xt(p(t)). In local coordinates p(t) =
(x(t), y(t)), this corresponds to the following system of
ordinary differential equations
x˙(t) = Xx(x(t), y(t), t), y˙(t) = Xy(x(t), y(t), t).
with x(0) = x0 and y(0) = y0 as initial conditions.
Because each diffeomorphism ϕt is volume-preserving,
the one-forms iXtω are closed onM , indicating that every
vector field Xt is divergence-free.
Proof. 0 = ∂tϕ
∗
tω = ϕ
∗
t£Xtω. Thus, £Xtω = diXtω = 0,
∀t.
Consequently, by the Hodge decomposition theorem39,
iXtω = dSt + Ktdy, where St(x, y) are smooth single-
valued potential functions, and Kt are coefficients (con-
stant on M). In local coordinates, the Eulerian velocity
field is expressed as
Xt = (∂ySt +Kt)∂x − (∂xSt)∂y (11)
4which is automatically divergence-free. This corresponds
to Xt = ∇ × [(St + Kty)∇z] in the 3D slab picture. In
local coordinates, the system of ODEs becomes
x˙(t) = ∂yS(x(t), y(t), t) +K(t) (12)
y˙(t) = −∂xS(x(t), y(t), t). (13)
The flux-function satisfies the following advection equa-
tion
∂tΨt = {St +Kty,Ψt}, (14)
where y is a locally-defined function such that eiy = w
for w ∈ S1. Note that the choice of y does not affect
the Poisson-bracket because different choices differ by a
constant.
Proof. By differentiating the frozen-in condition (9) with
respect to t, we first show that
∂tΨt = −£XtΨt. (15)
Indeed, letting p(t) = ϕt(p0), the frozen-in condition
reads Ψ0(p0) = Ψt(p(t)). Differentiating with respect
to t, applying the Leibniz and chain rules, we have
0 = ∂tΨt(p) + dΨtp
(
dp
dt
)
= ∂tΨt(p) + dΨtp(Xt(p))
= ∂tΨt(p) + [£XtΨt](p)
Then,
−£XtΨt = −iXtdΨt = −iXtiBtω = iBtiXtω
= iBt(dSt +Ktdy) = 〈dSt +Ktdy,B[t 〉
= ?[(dSt +Ktdy) ∧ ?(− ? dΨt)]
= {St +Kty,Ψt}
Again because the diffeomorphisms ϕt are volume-
preserving, the family of poloidal magnetic fields is ob-
tained by push-forward, Bt = ϕt∗B0. By differentiating
this relation with respect to time, the following advec-
tion equation, recognised as Faraday’s law of induction,
is obtained
∂tBt = −[Xt, Bt]. (16)
In local Cartesian coordinates, this reads as ∂tB = −X ·
∇B+B ·∇X = ∇× (X×B) where the last step follows
from the fact that both fields are divergence-free.
Remark. Unless ϕt is an isometry (translation and rota-
tion), the Laplacian ∆Ψt, is not an advected quantity.
A. Flow-maps and advection through t-independent
potential functions
In the case where the potential functions St = S and
coefficients Kt = K are independent of t, the family of
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Figure 1. Advected flux Ψt(p) = Ψ0[ϕ
−1
t (p)] generated by the
t-independent potential function S(x, y) = sin y for t = 0.2
from initial HKT configuration Ψ0(x, y) =
1
2
(1 − x2). The
colour contours represent the level sets of the flux-function
and the thick green curves are level sets of the Laplacian ∆Ψt.
The fact that the two do not overlap indicates lack of force
balance.
diffeomorphisms ϕt coincides with the flow-map of the
corresponding fixed vector field X on M . The solution
to the advection equation (14) can be formally computed
as
Ψt = exp(t{H, .})Ψ0
= Ψ0 + t{H,Ψ0}+ t
2
2
{H, {H,Ψ0}}+ . . . (17)
where H = S +Ky. The potential function H generates
a near-identity (canonical) transformation. Evaluated at
any point p = (x, y), such expansion is analytic in t when
it converges.
For example, consider the initial HKT configuration
Ψ0(x, y) =
1
2 (1 − x2). We study the smooth ideal mo-
tion generated by the t-independent potential function
S(x, y) = sin y and K = 0. The corresponding system of
ODEs for the coordinates has solution∣∣∣∣ x˙ = cos yy˙ = 0 ⇐⇒
∣∣∣∣ x(t) = x0 + t cos y0y(t) = y0
The advected flux-function is thus
Ψt(x, y) = Ψ0(x− t cos y, y) = 1
2
[
1− (x− t cos y)2]
= Ψ0(p) + tx cos y − 1
2
t2 cos2 y
which matches the expansion in equation (17) with
{sin y,Ψ0} = − 12{sin y, x2} = x cos y, {sin y, x cos y} =
− cos2 y and {sin y, cos2 y} = 0. The level sets of the ad-
vected flux-function are shown on Figure 1 for t = 0.2.
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Figure 2. Same caption as Figure 1 but for generating poten-
tial function S(x, y) = −x sin y.
The flux-levels remain unbroken for all values t by virtue
of the frozen-in condition. This configuration is not in
force balance since these level sets of the flux-function do
not align with that of its Laplacian,
∆Ψt = 1 + tx cos y − t2 cos(2y),
depicted by the green thick lines on Figure 1. The ob-
struction occurs at linear order in t, with the left-hand
side of equation (7) being
{∆Ψt,Ψt} = −tx2 sin y +O(t2).
A more intricate example is the flow-map generated
by the potential function S(x, y) = −x sin y and K = 0.
The reader may verify that the coordinate transformation
satisfies∣∣∣∣ x˙ = −x cos yy˙ = sin y ⇐⇒
∣∣∣∣ x(t) = x0(cosh t− sinh t cos y0)y(t) = 2 tan−1 [et tan (y02 )]
Rather neatly, the inverse map is obtained by negating
the t-parameter such that the advected flux becomes
Ψt(x, y) =
1
2
[
1− x2 (cosh t+ sinh t cos y)2
]
.
It can be verified that the Taylor series in t around t = 0
of this flux-function matches the result from the expan-
sion in equation (17). The level sets are shown on Figure
2 for t = 0.2. The flux-levels remain unbroken for all val-
ues t by the advection equation. This particular choice
of potential function S(x, y) preserves the even parity of
the flux-function Ψt(−x, y) = Ψt(x, y). This configura-
tion is however not in force balance since the level sets
of the flux-function do not align with that of its Lapla-
cian, depicted by the green thick lines on Figure 2. The
obstruction occurs again at linear order in t with the
left-hand side of equation (7) being equal to
{∆Ψt,Ψt} = −tx(2− x2) sin y +O(t2).
These examples suggest that the reduced MHD equi-
librium problem be viewed as the process of tuning the
potential functions St(x, y) until the level sets of the gen-
erated flux-functions and their Laplacian overlap for all
t. In many respects, this is the point of view adopted by
the Variational Moments Equilibrium Code (VMEC)7,
where three-dimensional magnetic configurations are ob-
tained by minimising J × B − ∇p through a steepest-
descent method on the Fourier coefficients parametris-
ing the (pre-existing) nested flux-surfaces. However, in
the case of mirror-symmetric boundary conditions, it is
proven in the next section that cancelling the force terms
order by order in t leads to the vanishing of the entire
family of potential functions St. The initial configura-
tion is thus said to be rigid against ideal MHD motion
respecting the mirror symmetry of the flux-function.
V. HAHM-KULSRUD-TAYLOR (HKT) PROBLEM
Let us consider the initial flux-function Ψ0(x, y) =
1
2 (1− x2) with straight flux-levels. The configuration
dΨ0 = −xdx, ?dΨ0 = −xdy, B0 = x∂y, ∆Ψ0 = 1,
satisfies the force balance condition and represents an
initial MHD equilibrium. We wish to find a family of
volume-preserving diffeomorphisms ϕt from the identity
ϕ0 = id to ϕ1 = ϕ such that the force balance condition
is achieved at every t,
{∆Ψt,Ψt} = 0, ∀t ∈ [0, 1]. (18)
Differentiating (18) with respect to t and evaluating at
t = 0 yields
{∆Φ,Ψ0}+{∆Ψ0,Φ} = 0⇒ {∆Φ, x2} = 0⇒ ∆∂yΦ = 0
(19)
where Φ := ∂tΨt
∣∣
t=0
= −dΨ0(X0) is the initial rate of
change of Ψt along the path ϕt. Force-balance requires
this quantity to be of the form
Φ = h(x, y) + f(x) (20)
where, by standard separation of variables,
h(x, y) =
∞∑
n=1
[An cosh(nx) cos(ny)+Bn cosh(nx) sin(ny)
+ Cn sinh(nx) cos(ny) +Dn sinh(nx) sin(ny)] (21)
is a harmonic function on M with An, Bn, Cn and Dn
determined by boundary conditions.
6The advection equation (14) states that the rate of
change is related to the potential function at t = 0 via
Φ ={S0 +K0y,Ψ0} = x(∂yS0 +K0). (22)
Equating this with (20), the potential function is found
to satisfy
∂yS0 =
h
x
+
f
x
−K0. (23)
Since
∮
∂yS0dy = 0 and
∮
hdy = 0, the function f is
seen, after integrating equation (23) over y, to be of the
form f(x) = K0x. The initial rate of change is thus a
purely harmonic function Φ = h+K0x and the potential
function has the form
S0(x, y) =
H(x, y)
x
+ g(x) (24)
where
H(x, y) =
∞∑
n=1
1
n
[An cosh(nx) sin(ny)−Bn cosh(nx) cos(ny)
+ Cn sinh(nx) sin(ny)−Dn sinh(nx) cos(ny)]. (25)
We note that the g(x) term does not contribute to dis-
placing flux-levels at t = 0, since dg(B0) = x∂yg = 0.
The potential function above leads to the following Eu-
lerian velocity field
X0 =
(
h
x
+K0
)
∂x +
(
H − x∂xH
x2
+ g′
)
∂y. (26)
Equation (22) states that the initial rate of change van-
ishes on the neutral line, Φ(0, y) = 0. This requirement
implies An = 0 and Bn = 0, which is a necessary condi-
tion for smooth incompressible ideal motion. If An and
Bn were non-zero, the potential function and the Eule-
rian velocity field would become singular. The boundary
conditions on Ψt must thus be compatible with the fact
that the initial rate of change Φ can only be made an odd
function of x.
In fact, we prove by strong induction that it is impossi-
ble to deform the plasma such that the mirror symmetry
of the flux-function is preserved, Ψt(−x, y) = Ψt(x, y),
for all t. The base case consists of the fact that if mir-
ror symmetry were to be preserved, Cn = 0, Dn = 0
and K0 = 0, namely the initial rate of change vanishes
Φ = ∂tΨt
∣∣
t=0
=: Ψ10 = 0. Let us assume that mirror
symmetry of the flux-function is respected up to its ith-
derivative in t at t = 0, i.e. Ψj0 := ∂
(j)
t Ψt
∣∣
t=0
= 0 for
j = 1, . . . i. The force-balance condition gives, by virtue
of the general Leibniz rule,
i+1∑
j=0
(
i+ 1
j
)
{∆Ψi+1−j0 ,Ψj0} = 0⇒ {∆Ψi+10 ,Ψ0} = 0⇒
∆∂yΨ
i+1
0 = 0,
i.e. Ψi+10 = h
i+1(x, y) + f i+1(x), similarly to equation
(20). Differentiating the advection equation (14) i times
and evaluating at t = 0, one also obtains that
Ψi+10 =
i∑
j=0
(
i
j
)
{Si−j0 +Ki−j0 y,Ψj0}
= x(∂yS
i
0 +K
i
0) (27)
where Sj0 := ∂
(j)
t St
∣∣
t=0
and Kj0 := ∂
(j)
t Kt
∣∣
t=0
. Inte-
grating over y, the function f i+1 must be of the form
f i+1(x) = Ki0x, the only even-parity preserving choice
however being Ki0 = 0. As before, equation (27) provides
the boundary condition that Ψi+10 (0, y) = 0, thereby
eliminating all even-parity terms from the harmonic func-
tion hi+1. We thus conclude that Ψi+10 = 0. By induc-
tion, this result extends to all derivatives of the flux-
function with respect to t at t = 0.
If there exists a smooth family of diffeormophisms such
that the advected flux-function remains even in x and in
force balance for all values of the time-like parameter
t, then it is non-analytic in t at t = 0. Conversely, a
path of diffeormorphisms ϕt, analytic in t at t = 0 and
such that Ψt is in force balance, does not preserve the
even-parity of the flux-function. In particular, mirror-
symmetric boundary conditions such as
Ψt(±a, y) = Ψ0(a)[1 + ti cos(ny + α)] (28)
are unsupported for all t and all integer power i ≥ 1
(∀n ∈ N, ∀α ∈ [0, 2pi]). Consequently, the time-like vari-
able t cannot serve as an expansion parameter to control
the application of mirror-symmetric boundary perturba-
tions. In other words, the HKT initial equilibrium is
rigid to smooth ideal deformations that preserve the even
property of the flux-function with respect to the neutral
line.
The above result does not rule out the possibility of
connecting the initial HKT configuration to a parity-
preserving state with curved level sets via a path of dif-
feomorphisms that is non-analytic with respect to the
control parameter t. Such ideal motion would be quite
special from the point of view of a continuous deforma-
tion of the boundary. In fact, formulated as an over-
determined boundary value problem −∆Ψ = V ′(Ψ) with
dΨ = 0 at x = 0 and Ψ = 0 on the edge of an mirror-
symmetric domain in x, the existence (and regularity) of
solutions with non-straight level sets is rather unlikely40.
The details of this question will be addressed in future
work.
A. Flow-map of equilibrium-preserving generating
potential function
A typical example of a smooth generating potential
function respecting force-balance at t = 0 would be
S0(x, y) =
sinhx
x
sin y.
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Figure 3. Advected flux Ψt(p) generated by the t-independent
potential function S(x, y) = sinhx sin y/x for t = 0.2 from
initial HKT configuration Ψ0(x, y) =
1
2
(1 − x2), computed
using equation (17) up to fifth order. The colour contours
represent the level sets of the flux-function and the thick green
curves are level sets of the Laplacian ∆Ψt. The fact that
the two do not overlap indicates lack of force balance. The
obstruction is however quadratic in t, instead of linear as in
figures 1 and 2.
Using this potential function in equation (17) to compute
the flow-map of a t-independent vector field, the advected
flux-function is reconstructed as
Ψt = Ψ0 + t sinhx cos y
+ t2
sinhx(sinhx sin2 y − x coshx)
2x2
+O(t3),
whose level sets are shown in Figure 3. While the green
lines, depicting level sets of the Laplacian ∆Ψt, still do
not align with the flux-levels, the obstruction to force-
balance occurs now at O(t2), as can be checked by com-
puting {∆Ψt,Ψt}. This suggests that an equilibrium-
preserving diffeomorphism will have to be generated by
time-dependent potential functions. In other words,
smooth ideal incompressible motion from an initial equi-
librium to another accessible state cannot be in any
one-parameter group of diffeomorphisms. This is to be
expected by the non-linearity of the ”algebraic” force-
balance condition in contrast to the advection equation.
VI. DISCUSSION
In this paper, we addressed the problem of accessing
MHD equilibrium states via smooth ideal motion and
highlighted the main obstruction to finding a smooth
family of force-balanced flux-functions in the simplest
two-dimensional slab case known as the Hahm-Kulsrud-
Taylor problem. The MHD force-balance condition was
conveniently written as the Poisson-commutation of the
flux-function Ψt with its Laplacian ∆Ψt. This form can
be achieved whenever a Grad-Shafranov equation holds
(symmetry by isometry). The strategy was then to find
a family of volume-preserving diffeomorphisms to advect
an initial equilibrium configuration into another with
deformed but topologically-equivalent flux-levels. The
use of volume-preserving maps (symplectomorphisms) in-
sured invariance of the Poisson-bracket, as well as advec-
tion of the magnetic field (Faraday’s law). The problem
was then to solve for the family of generating potential
functions St, which are in effect t-dependent Hamiltonian
functions for the Eulerian velocity field Xt. Starting with
the one-dimensional HKT equilibrium configuration, the
initial rate of change Φ = ∂tΨt|t=0 of the flux-function
was found to be a harmonic function. However, through
its relation to the generating function, the initial rate
of change had to vanish on the line of critical points of
Ψ0 =
1
2 (1 − x2) at x = 0. This condition excluded the
application of boundary conditions that retain the mirror
symmetry of the flux-function. It was proved by strong
induction on the Taylor expansion in t that those bound-
ary conditions had to be excluded at all orders.
This result showed that, within the class of smooth so-
lutions and via ideal motion (perfect advection of flux),
MHD equilibria do not deform when subject to certain
boundary perturbations. This rigidity implies from a
computational and numerical point of view that at least
one of the constraints on the motion must be relaxed in
order to generate solutions, e.g. allowing for disconti-
nuities, including the effect of finite resistivity (dissipate
flux accumulation), enabling regions of force imbalance,
etc. Deciding which workaround is more suitable is left
for debate.
It is well-understood that there always is a finite
amount of resistivity in a physical system, that allows
for profile smoothing and release of flux in infinitesi-
mal regions around resonant surfaces (neutral line in the
flux-function). This is reminiscent of d’Alembert’s para-
dox in fluid dynamics, where the drag force vanishes in
the limit of an inviscid potential flow, contradicting the
phenomenological observation of substantial drag at high
Reynolds numbers.
Without resistivity, the commonly accepted solution
to the HKT problem is a boundary layer treatment orig-
inally proposed by Rosenbluth, Dagazian, and Ruther-
ford 1 for the non-linear saturation of the internal kink
instability. In a small region around the neutral line,
a discontinuous solution is obtained with approximate
force balance, which is then asymptotically matched with
the ideal solution on the outside. This method is, in light
of this paper, not to be mistaken with a strictly ideal
treatment.
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Appendix A: Proof of Jacobi identity of the Poisson Bracket
By virtue of the Cartan formula, the identity i[X,Y ] =
[£X , iY ] and the divergence-free property of Hamiltonian
9vector fields, we have
i[XF ,XG]ω = [£XF , iXG ]ω = £XF iXGω − iXG£XF ω
= iXF
diXGω + diXF iXGω
= d({F,G}) = iX{F,G}ω.
Hence, the following identity holds
X{F,G} = [XF , XG]. (A1)
The Jacobi identity for the Poisson bracket then follows
from the Jacobi identity satisfied by the Lie bracket of
vector fields
X{F,{G,H}}+cycl = [XF , [XG, XH ]] + cycl = 0.
