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Resumen
Para alcanzar la resiliencia en redes de telecomunicaciones es necesario el planteamiento
de metodologas que persigan este objetivo desde cada una de las etapas y dispositivos de
la red, proporcionando la capacidad de seguir operando a niveles aceptables de servicio
ante la ocurrencia de eventos infortunados que comprometen su correcto funcionamiento.
El Firewall de red es uno de los dispositivos mas importantes dentro del esquema de segu-
ridad y proteccion de una red; es concebido como la primera lnea de defensa del sistema,
jugando un rol crucial al proteger la red de los ujos de traco que ingresan.
El Firewall es por tanto el blanco de ataques maliciosos que buscan doblegar su capacidad
de ltrar traco; de lograr la salida de operacion de este servicio, la red estara a merced de
nuevos ataques con cosecuencias que pueden llegar a ser debastadoras. En consecuencia,
es necesario el planteamiento de metodologas que provean la capacidad de sobreponerse
a este tipo de eventos manteniendo niveles mnimos de operacion, resiliencia.
En este trabajo se propone una metodologa de dos etapas. En primer lugar, la deteccion
temprana de anomalas en los niveles de utilizacion de los recursos computacionales del Fi-
rewall, ocasionadas quiza, por ataques DoS que apuntan a las ultimas reglas del mecanismo
de seguridad del Firewall, a n de generar la saturacion de los recursos computacionales
hasta colapsar el servicio. Tal deteccion se da mediante el monitoreo en tiempo real del
nivel de utilizacion de la CPU ; de superar un umbral denido, se lanza una alarma que
informa de la ocurrencia del evento. Para denir el umbral, se derivo un modelo teorico
para el estudio de rendimiento del sistema en diferentes escenarios, haciendo posible una
clasicacion de comportamiento normal o atpico en la utilizacion de recursos.
La segunda etapa consiste en la mitigacion o remediacion de las anomalas. Se desarrollo un
algoritmo de planicacion del orden de interrogacion de las reglas del Firewall. El problema
fue formulado como un programa entero binario sobre un grafo bipartito entre el conjunto
de reglas, y una entidad denida en el marco de este proyecto denominada los estados de
servicio. Se trata de una particularizacion del problema Maximum Weight Match; dada la
complejidad computacional de este problema, se plantea un algoritmo para la obtencion de
una solucion aproximada mediante la adaptacion del Greedy Maximal Match Scheduling.
Los resultados obtenidos evidencian que bajo la inuencia de un ataque DoS, se logra
mitigar las posibles anomalas en la utilizacion de la CPU, retornando rapidamente a
valores de comportamiento normal, y garantizando la operabilidad del sistema incluso
ante la presencia de eventos infortunados.
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Introduccion
La resiliencia en redes de telecomunicaciones es un concepto que abarca diversas discipli-
nas en procura de mantener un nivel aceptable de servicio cuando se esta bajo presencia de
eventos infortunados que compromenten su desempe~no [1]. Tales eventos pueden presen-
tarse debido a fallas en los elementos de la red (nodos, enlaces), errores de conguracion,
rafagas de traco en determinados instantes de tiempo, ataques informaticos maliciosos,
entre otros; todas estas situaciones generan anomalas en el funcionamiento de los elemen-
tos y las servicios de la red. La resiliencia global del sistema se logra cuando todas las etapas
y dispositivos de la red, en conjunto, implementan metodologas que los hace resilientes [2].
Uno de los elementos principales en el esquema de seguridad de una red es el Firewall ;
constituye la primera lnea de defensa contra los ujos de traco que ingresan al sistema
[3]. Una arquitectura tpica de un Firewall de red esta comprendida por un conjunto de
reglas, cada una congurada con un conjunto de campos que conforman el mecanismo de
seguridad; los atributos de cada paquete que ingresa al sistema son comparados con los
campos de cada regla, si algunos de los campos no establece coincidencia con los atributos
del paquete, este pasa a ser interrogado por la siguiente regla; as, una a una de manera
secuencial, hasta que se presenta una coincidencia entre el paquete y todos los campos de
la regla, en ese punto una poltica de permitir o denegar el acceso del paquete es tomada.
Se congura una regla por defecto al nal del conjunto que sera revisada si no hubo coinci-
dencia con alguna de las reglas [4], [5]. El Linux Netlter es un ejemplo de implementacion
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de este tipo de arquitectura.
La capacidad para permitir o denegar el acceso de paquetes ha convertido al Firewall en
el blanco de diversos ataques que buscan comprometer su funcionamiento y en consecuen-
cia la seguridad global de la red. Es necesario, por lo tanto, establecer una metodologa
que proporcione la suciente resiliencia a este importante servicio, tal que mantenga su
operacion incluso bajo la incidencia de esta clase eventos.
El ataque de Denegacion de Servicio (DoS ) es el principal ataque orquestado en contra de
los Firewall de red [6]; su objetivo esta basado en saturar los recursos computacionales del
servidor que alberga este servicio mediante ujos de traco de baja tasa congurados para
establecer coincidencia con una de las ultimas reglas del conjunto; la revision de cada regla
de manera secuencial hasta una coincidencia, implica un aumento en la utilizacion de los
recursos computacionales (anomala) que es directamente proporcional a la ubicacion de
la regla objeto de ataque dentro del conjunto; tal utilizacion puede alcanzar rapidamente
niveles de saturacion hasta el inminente colapso del sistema.
Una metodologa de resiliencia para este servicio debe estar conformada, por lo menos, por
una etapa de deteccion de la anomala en la utilizacion de los recursos computacionales del
dispositivo, y una de remediacion que permita mantener la operacion del sistema; poste-
riormente, es esencial la inclusion de una etapa de identicacion del origen de la anomala.
Diferentes propuestas evidenciadas en la literatura, abordan el problema de optimizar el
proceso de interrogacion de las reglas [7],[8],[9]. Sin embargo, no se presenta una iniciativa
de solucion con miras a la resiliencia de este dispositivo [10].
En este trabajo se propone una metodologa de resiliencia para un Firewall de red, con-
formada por una etapa de deteccion de anomalas y una de remediacion. En primera
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instancia, se tomo como base la utilizacion de la CPU como la metrica que da cuenta de
la utilizacion de los recursos computacionales del dispositivo en la ejecucion de una tarea
en particular, el Firewall en este caso. A traves del monitoreo de esta metrica se dispara
una alerta que da cuenta de la ocurrencia de una anomala, una vez se alcanza un umbral
de utilizacion denido. Para el caso de remediacion de anomalas, se plantea un algoritmo
para la asignacion del orden de vericacion de las reglas, con el objetivo de minimizar
la utilizacion de este recurso. A traves de un modelamiento del Firewall como un siste-
ma de encolamiento, se establecio una formulacion como un problema de programacion
lneal entero, solucionado a traves de una heurstica que exhibe buenos resultados, dada
la complejidad algortmica del problema original.
3
Captulo 1
Marco Teorico y Antecedentes
\La idea es tratar de dar toda la informacion para
ayudar a los demas a juzgar el valor de tus
contribuciones; no solo la informacion que lleva a
juzgar en una u otra direccion en particular."
| Richard P. Feynman
1.1. Hacia la resiliencia en las redes de comunicaciones
El concepto de resiliencia constituye una alternativa que busca blindar las redes de comunicaciones
ante los posibles eventos que pueden afrontar como fallas, inundaciones de traco, rendimiento,
seguridad, entre otros [11]. Comunmente son mitigados a traves de estrategias que se presentan
en diferentes etapas de la red, y segun cada caso; por ejemplo, desde las fases de dise~no mediante
la implementacion de enlaces redundantes que soporten el traco ante eventos de falla; o en la
fase de gestion y mantenimiento a traves del monitoreo del traco; o de la implementacion de
Middleboxes con servicios como deteccion de intrusos (IDS ) o Firewalls en aspectos de seguridad.
No obstante, responden a planteamientos individuales basados en criterios subjetivos, sin seguir
esquemas unicados.
Denida como la capacidad que tiene una red para defenderse y mantener un nivel aceptable de
servicio ante la presencia de eventos que comprometan su correcto funcionamiento, la resiliencia en
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redes representa una alternativa metodologica para conseguir sistemas robustos capaces de respon-
der a los posibles desafos. Debe establecerse entonces como una propiedad fundamental e integral
de las redes, pensada desde la denicion y planicacion del sistema, y con un plan de manteni-
miento y de remediacion.
En el trabajo presentado en [12] se propone un marco conceptual de referencia a traves de un
esquema de clasicacion de las disciplinas que denen las caractersticas de una red resiliente. Por
una lado se tienen las disciplinas que le proporcionan a la red la capacidad de tolerar los posibles
desafos que puede afrontar el sistema: supervivencia, incluye las estrategias que buscan proveer
la capacidad de soportar posibles fallas (en enlaces, en los nodos, entre otros); tolerancia a las
interrupciones, brindan la capacidad de mantener la operacion del sistema ante interrupciones en
la conectividad de sus los componentes; y la tolerancia al traco, cuyos mecanismos proporciona
la habilidad de soportar anomalas en los ujos de traco que atraviesan la red. Por otra parte,
en la segunda clasicacion se circunscriben las disciplinas que le permiten operar de una manera
conable (abilidad, seguridad y rendimiento).
Una metodoga para alcanzar la resiliencia en una red debe estar constituda, por lo menos, de
una etapa de deteccion de los eventos que comprometan su funcionamiento, una de mitigiacion que
permita mantener niveles mnimos de operacion, y de remediacion o recuperacion para retornar a
los parametros normales de red. La resiliencia global del sistema puede conseguirse implementan-
do esta metodologa en todas las fases (acceso, transporte, entre otros) y dispositivos de la red,
desde su dise~no y planicacion, como una propiedad proactiva que se mantenga en la operacion,
administracion y mantenimiento.
En este trabajo los desafos o eventos infortunados que puede afrontar una red y que comprometen
su correcto funcionamiento, seran tratados como anomalas o patrones atpicos en los dispositivos.
Particularmente, se centra en el desarrollo de una metodologa para la resiliencia en sistemas de
Firewall de red basados en reglas, donde ataques especializados de denegacion de servicio (DoS )
son orquestados a n de saturar los recursos de procesamiento del servidor que alberga este servicio.
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1.2. Anomalas en los elementos de la red: resultado de los
eventos que comprometen su funcionamiento
Una anomala puede enterderse como un patron de comportamiento atpico o contrario a lo que
se conoce como el comportamiento normal de un sistema. Su estudio ha ganado gran importancia
en el desarrollo de tecnicas de deteccion en diversos campos de aplicacion, especialmente en aque-
llos donde su inuencia puede traer consecuencias dramaticas (deteccion de anomalas medicas,
deteccion de fraudes, procesamiento de imagenes, deteccion de intrusos, deteccion de da~nos indus-
triales, deteccion de anomalas en redes de comunicaciones). En [13] se realiza un estudio general
para la deteccion de anomalias, sus aplicaciones, tecnicas utilizadas y principales herramientas. Se
presenta una clasicacion para las anomalas como: puntuales, cuando una instancia individual de
datos puede considerarse como anomala respecto al resto de los datos; contextuales, cuando una
instancia de los datos es considerarda como anomala de acuerdo a algunos atributos unicamente
[14] (tiempo, espacio, entre otros); colectivas, cuando una coleccion de datos relacionados son con-
siderados como anomalos respecto al conjunto de datos completo.
Ademas, se establece una taxonoma de las tecnicas utilizadas para la deteccion de anomalas en
las diferentes areas de aplicacion, como se relaciona a continuacion:
1. Tecnicas basadas en Clasicacion: un "clasicador\ es entrenado a partir de un conjunto de
instancias de datos a n de derivar clases bien denidas, de acuerdo a atributos de interes. A
traves de pruebas para un conjunto de datos en particular, el clasicador permite categorizar
los datos en alguna de las clases predenidas [15]. Entre las herramientas matematicas mas
utilizadas por esta tecnica de deteccion estan las Redes Neuronales [16], Redes Bayesianas
[17], Maquinas de Soporte Vectorial [18].
2. Tecnicas basadas en el analisis de vecino mas cercano: se parte del supuesto de que los datos
normales estan distribudos en densos vecindarios; por su parte, las anomalas se dan lejanos
a tales vecindarios, posibilitando su deteccion.
6
1.3. Anomalas en los Firewall de red
El Firewall constituye uno de los principales elementos dentro del esquema de seguridad de una
red de datos; su funcion consiste en analizar el traco que va desde o hacia la red, a n de ltrar
ujos que no cumplan con las polticas de seguridad establecidas. Tpicamente son desplegados
en el borde de la topologa, de cara a internet (gura 1.1), congurando la primera lnea de
defensa contra ujos de traco que buscan atentar contra la integridad del sistema (en adelante se
hara alusion a este tipo de ujos como traco mal intencionado). Por tal motivo, se han convertido
en el objetivo de diversos ataques informaticos que buscan afectar su capacidad de ltrar traco
con consecuencias que pueden ser castastrocas. En este trabajo se estudia el comportamiento
de los Firewall basados en reglas, descritos a continuacion, ante la presencia de anomalas que
comprometen su funcionamiento.
Figura 1.1: Topologa de Red
Fuente: Salah, K. and Sattar, K. and Sqalli, M. and Al-Shaer, E. A probing technique for
discovering last-matching rules of a network rewall. En: International Conference
on Innovations in Information Technology. 2008; p.578-582.
1.3.0.1. Firewall de red basado en reglas
Su mecanismo de seguridad se basa en la interrogacion o vericacion de los ujos de traco a traves
de un conjunto o lista de reglas. Cada regla esta conformada por una estructura multidimensional
donde cada elemento de la estructura, denominado campo de regla, puede tratarse de una direc-
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cion de origen (capa dos o capa tres), direccion de destino (capa dos o capa tres), tipo de servicio,
numero de puerto, numero de protocolo; ademas, cada regla tiene asociada un campo de decision
del tipo aceptar, denegar, redireccionar un paquete [19][20].
Un paquete que ingresa al sistema pasa a ser interrogado por el conjunto de reglas de forma se-
cuencial. Comenzando en la primera regla, sus campos son vericados uno a uno; si un evento de
no coincidencia entre un campo de la regla y el paquete ocurre, este pasa a ser interrogado por la
segunda regla. De esta forma se continua hasta que todos los campos de una regla coincidan con los
campos del paquete, en cuyo caso una decision de tipo aceptar, retransmitir, o descartar el paquete,
es tomada de acuerdo a las polticas de seguridad establecidas. En el caso en el que ninguna de
las reglas del conjunto establezca una coincidencia con el paquete interrogado, una ultima regla,
"la regla por defecto\, con una poltica de decision asociada de denegacion, procesa el paquete [21].
Arquitecturas de Firewalls como el Linux Netlter, FreeBSD ipfw, son ejemplos de este tipo de
implementaciones, donde el conjunto de reglas del mecanismo de seguridad se dene en una lista
de control de acceso (ACL, de sus siglas en ingles) Firewall [22] [23]. Este trabajo, particularmente,
esta basado en la implementacion del Firewall Linux Netlter; la gura 1.2 brinda una ilustracion
de esta arquitectura; los paquetes que ingresan al sistema a traves de la interfaz de red (Rx NIC)
son copiados en el buer de recepcion ubicado en la memoria del kernel (Rx DMA Ring), por
medio de la memoria de acceso directo (DMA) [24], [25]; el controlador del dispositivo invoca al
kernel para el procesamiento de los paquetes encolados, a n de extraer la informacion necesaria
del paquete previa interrogacion con el conjunto de reglas [26]; incluye procesamiento de capa de
enlace (capa 2), procesamiento de capa de red (capa 3), vericacion de errores en los encabezados,
desencapsulacion del paquete [27],[28].
El papel fundamental que cumplen los Firewall en la defensa de las redes los han convertido
en blanco de ataques de denegacion de servicio, DoS, especialmente congurados y ejecutados
con el n generar amomalas en su desempe~no, mediante el consumo excesivo de los recursos
computacionales del dispositivos hasta colapsar sus capacidades de procesamiento e inhabilitar el
servicio. A continuacion se presenta una contextualizacion de dichos ataques, como son orquestados
para afectar a este tipo de dispositivo, el impacto que generan y las alternativas para detectarlos.
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Figura 1.2: Arquitectura Linux Netlter
1.3.1. Anomalas ocasionadas por ataques DDoS de baja tasa sobre Fi-
rewall de red
1.3.1.1. Ataques DoS
Un ataque de denegacion de servicio (DoS ) se dene como una accion o conjunto de acciones eje-
cutadas para inhabilitar un servicio o recurso de una red [29] [30]. Estos ataques pueden llevarse
a cabo mediante la saturacion de los recursos del sistema que se quiere afectar, o alterando o des-
truyendo su informacion de conguracion, o destruyendo o alterando sus componentes fsicos [31].
El primer tipo, ataques de saturacion objeto de estudio en este trabajo, se clasican en ataques de
vulneracion o semantica y ataques de inundacion [32]. Los ataques DoS de vulneracion usufructan
errores en el software del sistema o problemas en las polticas de seguridad para bloquear el acceso
de usuarios legtimos a los servicios. Por ejemplo, al explotar los errores de desbordamiento de bufer
en las rutinas de comprobacion de contrase~nas [33], a nivel de dispositivos de red. En cuanto a
sistemas operativos, los ataques son ejecutados para explotar las vulnerabilidades que resultan por
la implementacion los protocolos de red; es el caso del ataque "ping de la muerte\ donde peticiones
de eco ICMP (ping) con tama~no de datos mayor que el tama~no maximo de un paquete IP segun el
estandar, son enviados de forma segmentada al dispositivo objetivo quien los almacena y reensam-
bla; eventualmente el sistema operativo falla en la asignacion de memoria para los segmentos de
reensamble de paquete, ocasionado un desbordamiento del bufer de datos [34]. A nivel de aplica-
9
ciones, errores de software en alguna de las aplicaciones de red que corren en el dispositivo objeto
de ataque son utilizados para consumir sus recursos e inhabilitar un servicio; por ejemplo, en el
ataque conocido "nger boom\, un usuario malicioso puede generar una rutina para una aplicacion
dada y que se ejecute recursivamente hasta consumir los recursos computacionales del elemento[35].
Los ataques DoS de inundacion buscan agotar un recurso clave del dispositivo objetivo (ancho
de banda, CPU, entre otros), a traves un ujo masivo de traco con peticiones de servicio apa-
rentemente legtimas, lo que supone una gran cantidad de datos a ser procesados ocasionando
eventualmente la saturacion de los recursos computacionales y posterior inhabilitacion de un ser-
vicio dado. Por ejemplo, en ataques de inundacion UDP un excesivo numero de segmentos UDP
dirigidos a puertos aleatorios en el dispositivo objetivo, son enviados a n de saturar su ancho de
banda afectando seriamente su conectividad con otros elementos de la red [36].
1.3.1.2. Ataques DDoS
Tpicamente los ataques DoS son ejecutados desde una unica maquina que genera el ujo de
traco en contra del dispositivo objetivo. Otra alternativa consiste en establecer un ataque DoS
distribuido, donde varias maquinas desde el exterior de la red generan el ujo de traco malicioso
apuntando a mismo objetivo. La arquitectura basica de esta forma de ejecucion del ataque, se
basa en posicionar una cantidad determinada de estaciones, denominadas agentes, generadoras del
traco malicioso, y un programa, conocido como coordinador (puede estar albergado de forma
distribuida en varios servidores), que le indica a los agentes cuando atacar, que atacar y como
atacar [37]. Esta forma de ejecucion del ataque, por lo general, es mas poderosa que un ataque
DoS aislado dado que el consumo de recursos en el dispositivo objetivo, responde a los ujos de
traco individuales provenientes de las entidades que lanzan el ataque. Asimismo, defender la red
de un ataque DoS es una labor mucho mas compleja debido a los multiples subujos de traco que
deben ser identicados.
1.3.1.3. Ataques DDoS de baja tasa contra Firewall de red
Al llevar a cabo un ataque de inundacion distribuido, donde cada uno de los agentes del ataque
emite un ujo de traco malicioso con tasa de paquetes relativamente peque~na a n de evitar ser
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detectados por sistemas IDS, y donde los encabezados de cada uno de los paquetes estan congu-
rados tal que establezcan un evento de coincidencia con los campos de una de las reglas ubicada al
nal o al fondo del conjunto de reglas del Firewall, y a las que se hara alusion como ultimas reglas
de coincidencia. De esta forma, ademas del procesamiento de red realizado por el kernel, la veri-
cacion de los campos de regla, secuencialmente, una a una hasta la regla de coincidencia a la que
apunta el ataque y para cada paquete del ujo de traco malicioso, supune la ejecucion de un gran
numero de instrucciones por parte de la CPU del dispositivo que alberga el servicio de Firewall,
ocasionando anomalas en el consumo este recurso hasta niveles que pueden ocasionar un eventual
colapso del servicio. Tpicamente, un Firewall de una red coorporativa puede contener alrededor
de 20.000 a 50.000 reglas [38]; tanto mas cerca del nal del conjunto de reglas se encuentre aquella
a la que apunta el ataque, mayor sera su impacto, siendo el peor caso un ataque dirigido a la regla
por defecto.
1.3.1.4. >Como puede un atacante descubrir los campos de las ultimas reglas
de coincidencia?
Conociendo la poltica de seguridad de la red, con informacion proveniente desde su interior. Tam-
bien es posible determinarlas desde fuera de la red: en [39] se presenta una tecnica para descubrir
remotamente las ultimas reglas de coincidencia del Firewall, consiste en enviar un tren de paquetes
de "sondeo\ con encabezados de paquete rudimentarios que siguen indicios de la semantica de la
poltica de seguridad del Firewall, seguido de una peticion a un servicio en la "zona desmilitari-
zada\ de la red - la "zona desmilitarizada esta conformada por servicios accesibles publicamente
como servidores Web, email, DNS, entre otros - que busca, atraves de los tiempos de respuesta
de dicha peticion, determinar las reglas de ultima coincidencia; en [6] se estudia la efectividad de
esta tecnica mediante un dise~no experimental. as mismo se analiza el impacto ocasionado en el
Firewall cuando se sometido a un ataque DoS de baja tasa apuntando a una de las ultimas reglas
de coincidencia que se supone han sido descubiertas con la tecnica mencionada. La metodologa
planteada en [40] busca establecer la poltica de seguridad del Firewall a traves de un sistema de
tres fases que comprende la generacion de paquetes de prueba para vericar coincidencias con los
campos de las reglas, seguido de un mecansmo que informa cuales paquetes fueron aceptados o
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denegados, y nalmente una fase de reconstruccion de la poltica de seguridad basada en la retro-
alimentacion de los paquetes de prueba.
En [41] se realiza un estudio del impacto ocasionado en el Firewall cuando es sometido a un ataque
DoS de baja tasa apuntando a una de las ultimas reglas de coincidencia. Los resultados fueron
obtenidos para ujos de traco malicioso congurados con diferentes tasas de paquete y apuntan-
do a diferentes reglas. La utilizacion o consumo de la CPU del dispositivo evidencia anomalas en
sus registros, llegando al punto de saturacion rapidamente cuando el ataque apunta a una de las
ultimas reglas de coincidencia incluso con tasa de paquetes relativamente baja; en ese punto, otras
metricas de rendimiento, paquetes perdidos y latencia exhiben gran degradacion. Para el caso de
ataques DoS tradicionales, el impacto sobre el Firewall es relevante para tasas de traco bastante
altas.
1.3.1.5. Deteccion de Ataques DoS
El problema de deteccion de ataques DoS ha sido ampliamente estudiado, dando paso al surgimien-
to de metodologas y tecnicas desde diferentes enfoques; en [42] se presenta una taxonoma para la
clasicacion de estos metodos. En primer lugar, se tienen las tecnicas basadas en caractersticas;
plantean la deteccion de los ataques mediante la identicacion de una anomala o patron por fuera
del comportamiento normal de la entidad de estudio; por ejemplo, en el trabajo presentado en [43]
se dene una funcion de entropa basada en el tama~no de los paquetes de las peticiones para los
diferentes servicios en la red, tal que la deteccion se da a partir de las desviaciones que presentan
los paquetes correspondientes a los ujos de traco malicioso. Otra importante clasicacion incluye
las metodologas basadas en el analisis de los ujos de traco que atraviesan la red para detectar
posibles anomalas ocasionadas por un ataque; en [44] por ejemplo, a traves de la extraccion de
caractersticas espacio-termporales empleando tecnicas de correlacion de las series de tiempo que
describen dichos ujos, se plantea una estrategia de deteccion; en [45], teniendo como punto de
partida el traco \normal" de la red con sus caractersticas en rafaga y dependencias de largo
rango (traco autosimilar), y a traves de su descripcion en series de tiempo modelado mediante
Wavelets [46], se dene una distribucion de energa en el tiempo para estos ujos; se supone que las
caractersticas autosimilares del traco \normal" hacen que la viariabilidad en dicha distribucion
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sea baja; en presencia de un ataque, la distribucion puede presentar desviaciones en intervalos
de tiempo cortos, hecho que puede ser usado para determinar la ocurrencia de evento de ataque
si se supera un umbral denido. Finalmente, los metodos de deteccion de ataques de imitacion,
enmarcan las tecnicas que buscan detectar ataques construdos con ujos \lcitos" desde el punto
de vista de la red; el trabajo presentado en [47], basado en un metodo de analisis de covarianza de
caractersticas extradas de los ujos de traco, presenta resultados promisorios en la capacidad de
detectar ataques, incluso cuando los patrones de los ujos de traco malicioso son similares a los
del traco de la red.
1.4. Optimizacion del rendimiento de los Firewall de red
Varias estrategias han sido propuestas en la literatura para mejorar el rendimiento de los Firewall
de red, mediante la optimizacion del proceso de interrogacion del conjunto de reglas del mecanismo
de seguridad:
Los autores en [48] presentan una estrategia de dos etapas; en primera instancia, se propone un
algoritmo para el rechazo temprano de ujos de traco indeseado, basado en el analisis de las
polticas de las reglas a n de construir un subconjunto de estas cque puedan rechazar el mayor
numero posible de paquetes no deseados; dada la complejidad computacional de este problema, los
autores proponen una solucion aproximada donde preprocesan las reglas con base en estadsticas
de los ujos de traco, seleccion de reglas y rechazo temprano. La segunda fase de este trabajo
consiste en la optimizacion del proceso de interrogacion de reglas; se trata de un algoritmo para
la construccion arboles que limiten la interrogacion de reglas, de acuerdo a la frecuencia de coin-
cidencia de los campos de las reglas.
En [49] se busca establecer un reordenamiento de las reglas en el Firewall, con base en las pro-
babilidades de coincidencia. Se formula el problema de reordenamiento como un problema de
programacion lneal entero, dando solucion a traves de la metaheurstica \recocido simulado". La
propuesta de ordenamiento de [50] utiliza grafos acclicos para representar las polticas del Firewall ;
posteriormente, mediante sub-grafos relacionados segun polticas, coincidencias y restricciones, se
busca el ordenamiento del grafo global.
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Los autores de [51] plantean la formulacion de un problema de programacion lineal para el reor-
denamiento de las reglas del Firewall ; se dene en principio bloques de particion de paquetes,
conformados por reglas que registran coincidencia con paquetes de conguracion similar, tal que
el ordenamiento se establece en subconjuntos de menor longitud y en consecuencia reduciendo la
complejidad del problema. En [52] se establece un proceso de reordenamiento de las reglas del
Firewall basado en los valores media y varianza de las estadsticas de coincidencia de las reglas.
Por su parte en [53], se propone una estrategia que en lugar de interrogar las reglas del conjunto
una a una, predice mediante tecnicas de mineria de datos la regla mas probable para establecer
coincidencia, a n de reducir el tiempo de procesamiento.
En el trabajo presentado en [54] se propone una solucion heurstica que consiste en reorganizar las
reglas del Firewall de acuerdo a una funcion de pesos que relaciona la cantidad de coincidencia de
cada una de las reglas, tal que la primer regla del conjunto sera aquella que registre el mayor peso;
se espera que el tiempo medio de procesamiento por paquete baje considerablemente, aumentando
en consecuencia la eciencia de este sistema. Un trabajo similar es presentado en [55], donde se
denen los histogramas de coincidencia de regla, computados en ventanas de tiempo de longitud
constante, comprendidas por un numero jo de segmentos en el que se procesa derterminado
numero de paquetes. Se propone all un algoritmo para la reorganizacion de reglas, priorizando las
que registre el mayor valor en el histograma de coincidencia.
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Captulo 2
Analisis de Rendimiento de un
Firewall de Red bajo ataques DoS
\La ciencia es una forma de pensar, mucho mas
que un conjunto de conocimientos."
| Carl Sagan
Como se menciono en el captulo anterior, las anomalas que se estudian en el marco de este
proyecto estan relacionadas con el consumo excesivo de los recursos computacionales del servidor
que alberga el servicio de Firewall basado en reglas. En este captulo se realiza un estudio del
rendimiento de este sistema cuando es sometido a ujos de traco normal y malicioso, a n de
tener conciencia de su comportamiento y analizar el impacto ocasionado por ataques DoS que
buscan la salida de operacion este importante componente.
2.1. Modelamiento de un Firewall de red como un sistema
de encolamiento
Se plantea un modelo que describe el comportamiento de la arquitectura del Firewall Linux net-
lter [56]. Los paquetes que arriban al sistema son recibidos a traves de la tarjeta de red Rx NIC,
y luego copiados a la memoria del Kernel utilizando la memoria de acceso dinamico RxDMARing.
Los paquetes copiados en la memoria del Kernel son procesados, en primer lugar, por una etapa
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que incluye procedimientos de red (vericaciones de direcciones de capa de enlace y capa de red,
entre otros); luego pasan a ser interrogados por el mecanismo de seguridad del Firewall, confor-
mado por un conjunto de reglas que denen el mecanismo de seguridad. Un paquete pasa a ser
interrogado por la primera regla una vez el paquete que estaba siendo procesado ha abandonado
el sistema, si alguno de sus atributos no coincide con alguno de los campos de la regla, el paquete
pasa a ser interrogado por la siguiente regla; de esta forma se continua hasta que se presente un
evento de coincidencia entre todos los campos de la regla y los atributos del paquete; en ese punto,
una decision de eliminar o permitir el ingreso del paquete a la red es tomada [57].
Los componentes principales del Firewall pueden modelarse a traves de un sistema de unica cola
y multiples etapas de servicio secuenciales, tal y como se muestra en la gura 4.3.
Figura 2.1: Modelo de encolamiento para el Firewall de red
La cola representa el bufer del Kernel con capacidad para albergar hasta K paquetes; el primer
servidor corresponde a la unidad de procesamiento de operaciones de red efectuado por el Kernel ;
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los demas servidores ri; i = 1;2; :::;M equivalen a las reglas del mecanismo de seguridad, en total
M reglas, siendo rM la regla por defecto. El servicio de un paquete naliza si se da un evento
de coincidencia con alguna de las reglas, dgase la regla rm; de lo contrario, todas las reglas son
procesadas y el paquete es descartado por la regla por defecto rM .
Se asume que los procesos de llegada Ai(t); i = 1;2; ::: que modelan los ujos de traco tanto nor-
mal como malicioso, son procesos independientes de Poisson de tasa i paquetes/segundo(pps).
Asimismo, los tiempos de servicio de los servidores del sistema se distribuyen de acuerdo a una
distribucion exponencial independiente, con parametros ; r1; r2; :::; rm; :::; rM respectivamente. En
[58] y [41] se presentan los primeros en modelos de rendimiento de un Firewall de red como un
sistema de encolamiento, suponiendo procesos de llegada de Piosson y tiempos de atencion expo-
nencial, cuyo tiempo medio de servicio fue calculado mediante la implementacion de marcas de
tiempo en cada regla dentro del Kernel del Linux Netlter. El modelo fue validado a traves de
experimentacion sobre una topologa de red especca, los resultados evidencian que las asunciones
del proceso de atencion como un modelo markoviano son una buena aproximacion del comporta-
miento del sistema.
Si bien en forma general el Firewall puede estar sometido a diversos ujos de traco, a partir de
los anteriores supuestos es posible modelar los ujos de traco como un unico proceso de llegada,
de acuerdo a la propiedad de separabilidad de los procesos de Poisson. As, sea A(t) el proceso de
llegada de paquetes con tasa  = ∑Ai=1 i, con A siendo el numero de ujos de traco que inciden
en el Firewall. De forma similar, es posible jar los diferentes servidores que intervienen en la
atencion de un paquete, vistos como un unico servidor, donde su tiempo de servicio es una variable
aleatoria que se distribuye exponencial con parametro  =  +∑mj=1 ri, con m denotando la regla
de coincidencia.
Estas aproximaciones permiten establecer una reduccion del modelo de encolamiento original del
Firewall, a un sistema de cola con un unico servidor; esto es factible en virtud de que las etapas de
procesamiento (de red y de interrogacion de reglas) que atraviesa un paquete se ejecutan una a una
de forma secuencial hasta un evento de coincidencia. El servidor en este nuevo modelo computa
los tiempos de procesamiento de cada una de las etapas de servicio hasta la regla de coincidencia.
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Figura 2.2: Reduccion del modelo de encolamiento del Firewall de red
Con los supuestos en los ujos de entrada, los tiempos entre las llegadas de paquete siguen una
distribucion exponencial, as como el tiempo para completar el servicio de un paquete; se trata
entonces de un caso tpico de un sistema de encolamiento M/M/1/K, como se ilustra en la gura
2.2. Cabe resaltar que se ha logrado modelar el comportamiento del Firewall a traves de un caso
simple y tpico en la teora de colas, como herramienta para el analisis de rendimiento de este im-
portante elemento en una red de datos; esto en constraste con el trabajo presentado en [41], donde
se propuso modelar un Firewall de red a traves de una Cadena de Markov bidimensional, nociones
introducidas Bianchi para el analisis de rendimiento del protocolo de acceso al medio en 801.11 [59].
La Cadena de Markov Y (t) con espacio de estados S = {1;2; :::;K + 1} ilustrada en la gura 2.3,
describe el comportamiento de este sistema. Los estados de la cadena indican el numero de pa-
quetes actualmente en el Firewall, incluyendo aquellos en cola y el paquete que se encuentra en
servicio. Y (t) = k indica que en el tiempo t el sistema se encuentra en el estado k; es decir, se
tienen k − 1 paquetes en cola y uno en servicio.
Figura 2.3: Cadena de Markov para el analisis de rendimiento del Firewall de red
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Sea Pi, con i ∈ S la probabilidad de estado estable. Las ecuaciones de balance para esta Cadena de
Markov estan dadas por:
del estado (0)
P0 = P1
P1 = P0;  = 

(2.1)
del estado (1)
P0 + P2 = P1 + P1
P2 = 2P0 (2.2)
del estado (2)
P1 + P3 = P2 + P2
P3 = 3P0 (2.3)
del estado (K + 1)
PK = PK+1
PK+1 = K+1P0 (2.4)
En general, del estado (i)
Pi = iP0 (2.5)
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La probabilidad total del sistema esta dado por:
P0 + P1 + P2 + ::: + PK+1 = 1
P0 + P0 + 2P0 + ::: + K+1P0 = 1
P0
1 − K+2
1 −  = 1
P0 = 1 − 
1 − K+2
(2.6)
A partir de la descripcion de las ecuaciones de balance de esta Cadena de Markov, es posible derivar
metricas que permitan analizar el desempe~no del Firewall.
El traco cursado del sistema (throughput) esta dado por la probabilidad de que la Cadena de
Markov este en el estado Y (t) ≥ 0 y la tasa de atencion total del sistema; en otras palabras, todos
los paquetes que ingresan al sistema terminan atencion, as:
 =  (P1 + P2 + ::: + PK + PK+1)
=  (P0 + 2P0 + ::: + KP0 + K+1P0)
= P0 ( + 2 + ::: + K + K+1)
= P0 ( − K+2)
1 − 
(2.7)
As, la utilizacion promedio de la CPU esta dada por la relacion entre el traco cursado y el tiempo
medio de servicio hasta la regla de coincidencia X = 1

+ 1∑mi=1 ri = 1/:
CPUutil =X
=XP0 ( − K+2)
1 − 
=  − K+2
1 − K+2
(2.8)
Este modelo de rendimiento permite estudiar el desempe~no del Firewall bajo diferentes escenarios
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(a) Utilizacion de CPU bajo ataque de DoS
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(b) Porcentaje de paquetes perdidos bajo ataque DoS
Figura 2.4: Impacto del ataque DoS apuntando a diferentes reglas
de traco de entrada. Interesa especialmente tener conciencia del impacto ocasionado por ataques
DoS apuntando a las ultimas reglas con el objetivo de saturar los recursos computacionales.
Con el objetivo de validar el modelo analtico, se congura un escenario de prueba que consta
de un ujo de traco normal con coincidencia en la primera regla del conjunto a una tasa ja
de 10000 pps. Se tomaron registros para tres ataques apuntando a las reglas 1000,5000 y 10000
respectivamente; para cada ataque se hicieron variaciones en la tasa de llegada de paquetes en
multiplos de dos, desde los 2000pps hasta los 20000pps.
La gura 2.4a muestra el comportamiento de ocupacion de los recursos del Firewall en terminos
de la utilizacion de la CPU para el escenario congurado, segun se denio en la ecuacion 2.8. Por
su parte, la gura 2.4b da cuenta del registro del porcentaje de paquetes perdidos que arriban
al Firewall. En ambos casos se registra el valor de estas metricas para los diferentes ataques DoS
mencionados arriba, bajo la premisa de que ademas el Firewall tendra incidencia del ujo de traco
normal; esto con el objetivo de estudiar las anomalas en la utilizacion de los recursos ocasionadas
por los ataques.
Para un Firewall con 10000 a 20000 reglas conguradas, un ataque apuntando a la regla 1000 no
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representa una amenza que comprometa la disponibilidad de los recursos. Como puede verse en la
gura 2.4a, es necesario que la tasa de paquetes del ataque sea muy alta para que la ocupacion de
los recursos alcance un valor signicativo; a partir de los 10000 pps se percibe un valor de utiliza-
cion de la CPU pon encima del 50%; a 18000 pps se obtiene nivel de saturacion en la utilizacion de
los recursos (100% de utilizacion de la CPU ), lo que ocasionara un colapso inminente. De hecho,
como puede evidenciarse en la gura 2.4b, el porcentaje de paquetes perdidos pasa de 0% hasta
un 25% a altas tasas del ujo de traco malicioso. No obstante, se espera que otros dispositivos
complementarios de la estructura de seguridad de la red sean capaces de identicar y bloquear un
ujo de traco malicioso ejecutado con tasas de paquetes tan altas [60].
Un ataque congurado para establecer coincidencia con la regla 5000 logra saturar los recursos
computacionales del Firewall a tasas de paquetes relativamente bajas, tal y como puede eviden-
ciarse en la gura 2.4a; a una tasa de 4000 pps se alcanza una utilizacion de CPU del 100%. A los
6000 pps, y con estos niveles de saturacion, el bufer del Kernel mantiene una ocupacion a tope,
tal que el 40% (gura 2.4b) de los paquetes se pierde; a una tasa de 16000 pps el traco perdido
alcanza un indice del 80%.
El caso mas extremo se presenta para un ataque apuntando a la regla 10000; con un ujo de
traco de tan solo 2000 pps el Firewallalcanza una utilizacion de CPU del 100%; a los 4000 pps
el traco perdido debido a los niveles de saturacion, supera el 50%. As, puede evidenciarse que
un ataque DoS de baja tasa apuntando a una de las ultimas reglas del mecanismo de seguri-
dad, genera anomalas en la utilizacion de la CPU del dispositivo, con consecuencias que pueden
ser devastadores para la red. Un ataque DoS con tasa entre los 2000 pps a 6000 pps, puede con-
siderarse de baja tasa, de acuerdo a la caracterizacion de este tipo de ataques realizada en [61], [62].
En el experimento anterior, la nalidad de jar el ujo de traco normal a una tasa de 10000 pps y
con coincidencia siempre con la primera regla es doble: en primer lugar emular el comportamiento
de ujos de traco normal, los cuales establecen coincidencia con las primeras reglas del Fire-
wall, mientras se analiza el impacto de un ataque DoS apuntando a una de las ultimas reglas del
conjunto y a diferentes tasas de paquetes. Por otra parte, la conguracion del experimento sigue
el escenario de prueba reportado en [41], con el n de demostrar que el modelo de rendimiento
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del Firewall derivado arriba, logra resultados similares a los reportados en dicho trabajo, con un
modelo teorico mucho mas simple en terminos del tratamiento matematico.
Sin embargo, un segundo escenario donde un ujo de traco normal a una tasa ja de 10000 pps
puede hacer coincidencia con reglas en el intervalo [1−1000] es evaluado; un caso mas realista res-
pecto a las coincidencias que tpicamente establecen los paquetes del traco normal con las reglas
del Firewall [6]. Cada paquete de este ujo hace coincidencia con una de las reglas en dicho interva-
lo, aleatoriamente siguiendo una distribucion uniforme. Similar a la conguracion del experimento
anterior, se ejecuraron tres ataques independientes apuntando a las reglas 1000, 5000 y 10000, y va-
riando en cada caso la tasa de paquetes desde los 2000 pps hasta los 20000 pps, en multiplos de dos.
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Figura 2.5: Impacto del ataque DoS apuntando a diferentes reglas
Los resultados obtenidos para este escenario donde el ujo de traco normal hace coincidencia con
las reglas ubicadas en el intervalo 1 − 1000, a diferencia del caso anterior donde el traco normal
fue congurado para establecer coincidencia unicamente con la regla 1 (gura 2.4), son reportados
en la gura 2.5.
Para un ataque apuntando a la regla 1000 a una tasa de 2000 pps la utilizacion de la CPU al-
canzo el 30%, en comparacion con el mismo ataque en el escenario anterior donde la utilizacion de
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la CPU fue del 10%; a 4000 pps esta misma metrica supero el 40%, mientras que en el caso ante-
rior el reporte fue de 20%; con 10000 pps la utilizacion de CPU percibe un valor crtico de 80%;
a los 14000 pps la utilizacion de CPU alcanza el nivel de saturacion de 100%; su contrapartida
del escenario anterior alcanzo tal nivel de saturacion hasta una tasa de 18000 pps. El porcentaje
de paquetes perdios alcanza un valor de 10% para una ataque de tasa 16000 pps, de 20% para
el caso de 18000 pps, y de 25% para un ataque de 20000 pps. En el escenario anterior, con un
ataque de 18000 pps comienza a percibirse perdida de paquetes con un valor de 10%; a 20000 pps
el porcentaje de paquetes perdios fue de 25%.
Para ataques apuntando a la regla 5000, a una tasa 2000 pps se origina una utilizacion de la CPU
del 60% aproximadamente, en comparacion con el escenario anterior que registro un valor de 50%;
para un ataque de 4000 pps se percibe un valor de esta metrica al nivel de saturacion de 100%,
con un porcentaje de paquetes perdidos de 20%; su contrapartida en el escenario anterior alcanza
tambien el nivel de saturacion pero con una perdida de paquetes de menos del 10%. Para ata-
ques con tasa de 10000 pps, el porcentaje de paquete perdidos supera el 60%; ataques a partir de
18000 pps exhiben perdidas de paquetes de 80%.
Para los ataques apuntando a la regla 10000, a una tasa de tan solo 2000 pps se alcanza el nivel
de saturacion de 100%, igual que el escenario anterior. La diferencia sustancial se presenta en la
estadstica de porcentaje de perdida de paquetes; para ataques con tasa de 4000 pps se obtuvo
un valor de 60% de paquetes perdidos, mientras que en el caso anterior para un ataque con la
misma tasa fue de 40%. En ambos casos, para ataques con tasa desde los 10000 pps el porcentaje
de paquetes perdidos fue de 80%, y para 20000 pps el valor registrado fue de 90%.
Puede verse que los resultados de ambos escenarios convergen a los mismos valores para ataques
con alta tasa de paquetes; no obstante, para este ultimo escenario en el que el ujo de traco
normal hace coincidencia con las reglas en el intervalo 1− 1000, ataques con menor tasa presentan
valores de utilizacion de la CPU mas altos que los conseguidos por los mismos ataques en el
escenario reportado en la gura 2.4. Este hecho es logico, toda vez que para un ujo de traco que
pueda hacer coincidencia con reglas en el intervalo 1 − 1000, el Firewall tendra mayor grado de
procesamiento que al hacer coincidencia unicamente con la regla 1.
24
Captulo 3
Deteccion de Anomalas en un
Firewall de Red
"Las computadoras son increblemente rapidas,
precisas y estupidas. Los seres humanos son
increblemente lentos, imprecisos y brillantes.
Juntos son poderosos mas alla de la imaginacion."
| Yan Ayrton
Un Firewall de red congura un servicio esencial en el esquema de seguridad para proteger la
integridad de las redes de datos. Puede ser desplegado en cualquier sistema de computo capaz de
procesar las operaciones denidas para este.
Los ataques de DoS en contra de Firewall de red buscan saturar los recursos computacionales del
dispositivo que alberga este servicio, a n de ocasionar su salida de operacion con consecuencias
que pueden llegar a ser debastadoras para toda la red. Si el atacante descubre una de las ultimas
reglas del conjunto que conforman el mecanismo de seguridad del Firewall, un ujo de traco puede
ser congurado para establecer coincidencia con los campos de dicha regla. El tiempo de ejecucion
que tomara la interrogacion de cada una de las reglas, de forma secuencial al procesar cada uno de
los paquetes del ujo de traco malicioso, implica una alta utilizacion de los recursos del sistema,
hasta niveles que llevan rapidamente a su saturacion, generando una anomala de procesamiento
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en comparacion con los niveles que supone un comportamiento normal.
Lo anterior abre la necesidad de dise~nar una metodologa que permita detectar este tipo de ano-
malas de manera oportuna, a n de tomar medidas de remediacion que eviten el colapso del
sistema y mantener el servicio operativo aun en presencia de este tipo de dasafos. A continuacion
se describe una metodologa de deteccion de anomalas en un Firewall de red, ocasionadas por
ataques DoS que apuntan a las ultimas reglas del mecanismo de seguridad, basada en el monitoreo
de la utilizacion de la CPU.
3.1. Utilizacion de la CPU del Firewall de Red
Un Firewall de red puede ser implementado en cualquier sistema computacional capaz de procesar
las tareas que supone este servicio (desencapsulamiento de paquetes, interrogacion de reglas, etc).
Su desempe~no esta sujeto a las capacidades de computo del dispositivo fsico que lo alberga. Una
importante metrica para el analisis del desempe~no de un sistema computacional esta dada por
la utilizacion de la CPU ; esta da cuenta de la ocupacion de los recursos del dispositivo mientras
ejecuta tareas provenientes de diferentes aplicaciones o servicios [63], de gran utilidad en la ar-
quitectura de computadores a la hora de comparar diferentes implementaciones del conjunto de
instrucciones de un procesador, o para vericar el comportamiento temporal de ejecucion de una
aplicacion determinada.
La medida de desempe~no por excelencia de un sistema computacional esta dada en terminos del
tiempo de ejecucion de una programa. Es necesario diferenciar esta medida de tiempo; puede de-
nirse como el tiempo total transcurrido hasta la culminacion de determinada tarea; pero si se tiene
en cuenta que el procesador puede trabajar en diversas aplicaciones en simultaneo, una medida
mas conveniente esta dada por el valor de tiempo que toma la CPU en la ejecucion efectiva de esa
tarea sin considerar las otras operaciones ejecutadas antes de su culminacion, denominada tiempo
de CPU [64].
Dada la naturaleza discreta de los sistemas computacionales, la ejecucion de las tareas de un
determinado programa se presentan en intervalos de tiempo de longitud constante, denominados
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ciclos del reloj ; este valor es tambien conocido como tasa de reloj, corresponde al inverso de la
longitud de este intervalo; a menor longitud menor sera el tiempo de ejecucion de las tareas. En
este trabajo se deriva la metrica de utilizacion de la CPU del dispositivo en la ejecucion de las
tareas correspondientes al Firewall de red, a partir del numero de intervalos o ciclos de reloj
necesarios para el procesamiento de todos los estados de servicio, incluyendo las operaciones de red
efectuadas por el Kernel a cada paquete que ingresa al sistema (procesamiento de capa de enlace
y de red), hasta la interrogacion de cada paquete con las reglas que conforman el mecanismo de
seguridad.
Sea Cfw, el numero de ciclos de reloj consumidos por la CPU en la ejecucion de los estados de
servicio del Firewall, calculados as:
Cfw = T fwcpu
T
(3.1)
Donde T fwcpu es el tiempo de CPU para el servicio del Firewall. Como se menciono atras, corres-
ponde al tiempo consumido por la CPU en la ejecucion de las tareas del Firewall especcamente;
T es la duracion de los ciclos de reloj de la CPU.
Sea Ccpu el numero total de ciclos de CPU, calculado como la relacion entre el tiempo total de
CPU transcurrido durante la ejecucion de las tareas, y la duracion de los ciclos de reloj de la CPU,
as:
Ccpu = Tcpu
T
(3.2)
As, la utilizacion de la CPU para el Firewall puede calcularse como la relacion entre el numero
de ciclos de reloj consumidos por los estados de servicios del Firewall, y el numero total de ciclos
transcurridos para la CPU, as:
CPUutil(%) = Cfw
Ccpu
(3.3)
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3.2. Monitoreo de la Utilizacion de la CPU del Firewall de
Red
Se dene una estrategia para el monitoreo de la utilizacion de la CPU, con el objetivo de conocer
el comportamiento del dispositivo que alberga el servicio de Firewall de red, en cuanto al consumo
de los recursos computacionales al momento de ejecutar las tareas asociadas.
La estrategia consiste en posicionar marcas (timestamps) que registren los tiempos de CPU de los
diferentes estados de servicio del Firewall. La etiqueta networking processing unit srv time registra
el tiempo de servicio que toma el Kernel en el procesamiento de red de cada uno de los paquetes
admitidos al DMARing, tal que el tiempo de CPU hasta este estado de servicio se computa como:
f i r ewa l l c pu t ime = f i r ewa l l c p u t ime +
ne two rk i ng p r o c e s s i n g un i t s r v t ime
Por su parte, la etiqueta rule i srv time registra el tiempo de servicio de la regla i en la interro-
gacion de un paquete, y el tiempo de CPU es computado as:
f i r ewa l l c pu t ime = f i r ewa l l c p u t ime + r u l e i s r v t im e
El tiempo de servicio de cada regla es registrado y computado hasta la ocurrencia de un evento
de coincidencia. As, el tiempo de CPU da cuenta del tiempo de procesamiento tomado por el
acumulado de todos los estados de servicio que intervinieron hasta la regla de coincidencia.
Se ha denido dentro del Kernel del Firewall un metodo que permite calcular la utilizacion de la
CPU del dispositivo, de acuerdo a las ecuaciones 3.1 y 3.3 denidas arriba; este valor es compu-
tado cada vez que se presenta un evento de coincidencia. De esta forma, esta metrica puede ser
monitoreada en todo instante de tiempo, facilitando la deteccion de anomalas en la utilizacion de
los recursos del Firewall, ocasionados por ataques maliciosos o ujos masivos de traco legtimo.
i f c o i n c i d e n c i a r e g l a i :
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f i r e w a l l c p u u t i l = ( f i r e w a l l c p u c i c l o s r e l o j ) / ( c p u c i c l o s r e l o j )
Las etiquetas descritas estan dise~nadas para ser instrumentadas dentro del codigo del Kernel del
Linux-Netlter. En el marco de este proyecto, la instrumentacion fue realizada sobre el software
desarrollado para emular el comportamiento del Firewall de red , denominado \Modulo de Simu-
lacion de un Firewall de red para el Simulador de redes ns-2 (Network Simulator 2)", el cual ha
sido detallado en el anexo A.1.
Con el objetivo de vericar el comportamiento de este componente de monitoreo de la utilizacion
de la CPU en la ejecucion de las tareas correspondientes al Firewall de red, se estabecio un mar-
co experimental utilizando el simulador descrito en A.1. Se conguro un servidor de 2.4 Ghz de
frecuencia de reloj, con capacidad de 512 paquetes en el bufer del DMARing ; la unidad de procesa-
miento para las operaciones de red del Kernel fue congurada para atender paquetes con un tiempo
de servicio medio de 2.65 seg; se conguraron 20000 reglas dentro del mecanismo de seguridad,
cada una de ellas con un tiempo medio de servicio de 0.05 seg en la interrogacion de los paquetes
que ingresan al sistema; se tiene entonces un total de 20001 estados de servicio. Se efectuo una serie
de experimentos descritos a continuacion, en los que el Firewall es sometido a diferentes ujos de
traco normal y malicioso, con tasas de paquetes dadas en unidades de paquetes por segundo (pps).
Como se menciono anteriormente, este trabajo centra su analisis en ataques de DoS (traco mali-
cioso) apuntando a las ultimas reglas del mecanismo de seguridad de un Firewall basado en reglas,
orquestados con el objetivo de comprometer su capacidad de ltrar el traco desde o hacia la
red. Entendiendo ademas que el Firewall procesa ujos de traco de diversa naturaleza (normal,
malicioso), generalmente en simultaneo, es necesario tener nocion del comportamiento de este dis-
positivo cuando esta bajo la inuencia unicamente de traco normal, como punto de referencia que
permita determinar el verdadero impacto de un ataque. De esta forma, se ejecuta un ujo de traco
normal congurado para coincidir con las reglas en el intervalo [1;1000], aleatoriamente, siguiendo
una distribucion uniforme. En la gura 3.1 se evidencia la utilizacion de la CPU del Firewall para
tres ujos de traco ejecutados independiente, a tasas 10000 pps, 15000 pps y 20000 pps. La utili-
zacion de la CPU alcanza valores estables en 25%, 40% y 53% aproximadamente, para cada ujo
respectivamente; incluso ante un ujo de tasa relativamente alta como el de 20000 pps, el Firewall
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Figura 3.1: Proceso de monitoreo de utilizacion de la CPU - traco normal
alcanza un nivel aceptable en la utilizacion de los recursos (50%) . Cabe resaltar que este tipo
de traco puede considerarse normal, toda vez que sus paquetes pueden establecer coincidencia
con diferentes reglas del mecanismo de seguridad; a diferencia de los ataques DoS, donde se busca
hacer coincidencia con una unica regla ubicada al nal del conjunto.
La gura 3.2 muestra el comportamiento de la metrica de utilizacion de la CPU cuando el Firewall
es sometido a un ujo de traco normal de tasa 10000 pps, congurado para establecer coinciden-
cia con reglas ubicadas en el intervalo [1;1000], de forma aleatoria de acuerdo a una distribucion
uniforme; ademas es sometido a un ujo de traco malicioso o ataque DoS que apunta a la regla
9800, una de las ultimas reglas del conjunto, a una tasa de 4000 pps; este tipo de reglas pueden
ser descubiertas a traves de un ataque de comprobacion como se describio en el captulo 1 [39].
La utilizacion de la CPU alcanza rapidamente un valor de saturacion por encima del 90%, debido
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a la incidencia en simultaneo de ambos ujos de traco, y la carga de procesamiento que ello supone.
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Figura 3.2: Proceso de monitoreo de utilizacion de la CPU
En un segundo experimento el Firewall fue sometido a un ujo de traco normal de tasa 10000 pps,
donde cada paquete puede coincidir con una de las reglas ubicadas en el intervalo [1;1000], alea-
toriamente de acuerdo a una distribucion uniforme, entre 2 a 60 segundos desde el inicio de la
observacion; un segundo ujo de traco normal de menor tasa al inicial (5000 pps), incide entre
los 80 a 300 segundos para hacer coincidencia con las reglas ubicadas en el intervalo [1;200], alea-
toriamente de acuerdo a una distribucion uniforme; ademas de un ujo de traco correspondiente
a un ataque DoS de baja tasa que apunta a la regla 5000, y que incide en el Firewall a una tasa
de 4000 pps entre los 20 a 150 segundos de la observacion. En el captulo 2 para el analisis de ren-
dimiento de un Firewall de red, se mostro como ujos de traco malicioso a bajas tasas impactan
negativamente este dispositivo; en concordancia con la caracterizacion de traco DoS de baja tasa
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(2000 pps a 6000 pps) reportados en [62].
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Figura 3.3: Proceso de monitoreo de utilizacion de la CPU
La gura 3.3 muestra el comportamiento de la utilizacion de los recursos computacionales por
parte del Firewall en terminos de la utilizacion de CPU, cuando es sometido a diferentes ujos
de traco. Puede notarse un aumento signicativo de esta metrica en el momento en el que el se
ejecuta el ataque DoS alcanzando rapidamente un nivel de saturacion. Una vez culmina el ataque,
el nivel de utilizacion de CPU retorna a valores normales.
Esta metodologa brinda una nocion del comportamiento de la utilizacion de los recursos compu-
tacionales del servidor en la ejecucion de las tareas correspondientes al servicio del Firewall. Desde
el punto de vista del objetivo de este trabajo, constituye la herramienta para establecer la exis-
tencia de anomalas generadas por ataques que buscan sacar de operacion este importante servicio
del esquema de seguridad de una red.
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3.3. Deteccion de Anomalas en el Firewall de Red
Con la introduccion del modulo para el monitoreo de la utilizacion de la CPU descrito en la seccion
anterior, es posible establecer la ocurrencia de anomalas en la utilizacion de los recursos compu-
tacionales del servidor que alberga el servicio del Firewall red.
En el captulo 2 se realizo un analisis de rendimiento de un Firewall de red cuando es sometido
a ujos de traco normal y malicioso. Se evidencio como la ejecucion de un ataque DoS de baja
tasa apuntando a una de las ultimas reglas del esquema de seguridad degrada drasticamente el
rendimiento del servidor, hasta llegar rapidamente a un estado de saturacion (mas del 90% de
utilizacion) y potencial salida de servicio en un tiempo relativamente corto (gura 3.2). As, un
aumento subito en el valor de esta metrica durante la ejecucion de tareas relacionadas con el pro-
cesamiento del Firewall, es un claro indicio de una anomala generada por traco malicioso.
Se establece una metodologa para la deteccion de anomalas en un Firewall de red, que consiste
en monitorear el nivel de procesamiento a traves del valor de utilizacion de la CPU, mediante
el modulo descrito en la seccion 3.2. Sea Umax el umbral de utilizacion de CPU, por debajo de
este valor se considera que el Firewall opera en condiciones normales y sera capaz de soportar las
siguientes cargas de procesamiento. En el momento en el que el valor de utilizacion de CPU supere
este umbral, se considera que una anomala de procesamiento esta ocurriendo, y la saturacion de
los recursos es inminente. En ese punto, se dispara una alerta que notica al Kernel acerca de
la ocurrencia de una anomala; aviso que puede dar paso a la implementacion de estrategias para
mitigar el impacto en el desempe~no del Firewall de red.
i f c o i n c i d e n c i a r e g l a i :
i f f i r e w a l l c p u u t i l > U max :
ke rne l ()−>anomaly ( )
La gura 3.4 representa el registro de la utilizacion de la CPU para un Firewall compuesto por
un conjunto de 10000 reglas, con mismas conguraciones que las expresadas en la seccion 3.2. En
este caso se sometio al Firewall a dos ujos de traco normal y uno malicioso; el primero, corres-
pondiente al traco normal con tasa de paquetes de 10 Kpps, con coincidencia entre las primeras
33
0 50 100 150 200
Tiempo (s)
0.0
0.2
0.4
0.6
0.8
1.0
U
ti
liz
a
ci
o
n
 d
e
 C
P
U
 (
%
)
Umbral de utilizacion de CPU
Figura 3.4: Proceso de monitoreo de utilizacion de la CPU
reglas del conjunto 1 − 1000 aleatoriamente de acuerdo a una distribucion uniforme; en el caso del
ujo de traco congurado para el ataque DoS, se establecio un ujo de traco de tasa 4 kpps,
apuntando a la regla 5000.
Se ha denido un valor de Umax = 70%; el ataque DoS es ejecutado a los 30 segundos; alrededor de
los 90 segundos la utilizacion de la CPU alcanza el valor umbral, en tanto el Kernel es noticado
del evento, permitiendo la ejecucion de una posible estrategia de remediacion que permita soportar
este evento infortunado sin la salida de operacion del Firewall.
Cabe resaltar que este tipo de ataques DoS no son la unica causa que puede generar anomalas en
la utilizacion de la CPU del dispositivo; altas tasas de paquetes de traco normal o carga excesiva
del procesador debido a otras tareas que se esten ejecutando, tambien pueden generarlas eventual-
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mente. As, este modulo esta basado en determinar cuando la utilizacion de los recursos del Firewall
alcanza niveles de saturacion peligrosos para su operacion, como indicador de la ocurrencia de la
anomala independiente de la causa. Sin embargo, como se evidencio en el analisis de rendimiento
del captulo 2, un caso crtico se presenta cuando un ataque apuntando a una de las ultimas reglas
del conjunto logra llevar el consumo de recursos a niveles dramaticamente altos en poco tiempo,
aun con una tasa de paquetes relativamente baja.
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Captulo 4
Mitigacion de Anomalas en un
Firewall de red
"Todos los modelos estan equivocados, pero algunos
modelos son utiles"
| George E.P. Box (1979), En: Robustness in the
strategy of scientic model building
La metodologa mas elemental de un sistema de red resiliente, segun se menciono en la seccion 1.1,
esta compuesta por una etapa de deteccion e identicacion de desafos, y una de remediacion y
recuperacion; en el caso de este trabajo, tales desafos estan dados en terminos de anomalas en
el consumo de recursos de un Firewall, ocasionados por potenciales ataques de DoS que buscan
poner en peligro la seguridad de la red.
En el captulo anterior se denio una metodologa para la deteccion de anomalas, que consiste
en el monitoreo \en lnea" de una importante metrica como la utilizacion de la CPU ; si este
valor supera un umbral de tolerancia denido en el procesamiento de los ujos de traco que ingre-
san al sistema, se dispara una alarma que informa al Kernel acerca de la ocurrencia de la anomala.
Una vez detectada la anomala, se plantea una metodologa de remediacion que ayude a aliviar el
impacto negativo en el consumo de los recursos computacionales que esta ocasiona.
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4.1. Estados de Servicio
Resaltando nuevamente que este trabajo esta basado en la arquitectura del Firewall de red Linux
Netlter, los paquetes que ingresan al sistema son recibidos por la tarjeta de red (Rx NIC ) y luego
copiados en la memoria del Kernel mediante el Rx DMA Ring. Aquellos que han sido almacenados
en este bufer son atendidos, en principio, por la unidad del kernel encargada de efectuar operacio-
nes de red (de capa dos y tres) sobre cada paquete; posteriormente, pasan a ser atendidos por el
conjunto de reglas del Firewall de forma secuencial, hasta que ocurre un evento de coincidencia
respecto a todos los campos de una regla [65]; en ese momento se toma la decision de dejar pasar
el paquete hacia la red, o desecharlo.
El Firewall de red puede ser modelado entonces como un sistema de encolamiento de multiples
etapas de servicio, como se describio en el captulo 2. La cola representa la memoria de acceso
del Kernel, los servidores secuenciales corresponden al procesamiento de red y al procesamiento
de interrogacion de cada regla, hasta el evento de coincidencia; la gura 4.1 ilustra el modelo de
encolamiento para el Firewall de red.
Figura 4.1: Firewall de red como sistema de encolamiento
Sea R = {r1; r2; :::; rM} el conjunto de reglas del mecanismo de seguridad del Firewall, donde∣R∣ = M , es el cardinal del conjunto correspondiente al numero total de reglas conguradas. Se
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dene el conjunto de estados de servicio de reglas S = {s1; s2; :::; sM}, representa las posibles etapas
de procesamiento del Firewall en la interrogacion de las reglas. Cada elemento si ∈ S; i = 1;2; :::;M
tiene asociada la regla rj ∈ R; j = 1;2:::M ; es decir, el estado de servicio si debe procesar la
regla rj ; el estado s1 indica la primera etapa de atencion del Firewall en el conjutno de reglas, es
decir la pirmera regla que debe ser procesada o interrogada; s2 referencia la segunda regla a ser
procesada; de esta forma, el estado de servicio sM indica la ultima regla que debe ser interrogada.
Para la implementacion inicial del Firewall las reglas son ejecutadas de forma secuencial, desde la
primera regla del conjutno r1, hasta la regla de coincidencia rm, tal que i = j; en otras palabras,
en el primer estado de servicio s1 se ejecuta la primera regla del conjunto r1, y de esta forma
respectivamente hasta el evento de coincidencia, donde en el estado de servicio sm se interroga a
la regla rm. La gura 4.2 ilustra la correspondencia entre los estados de servicio y las reglas que
en cada uno de ellos se debe procesar, para cuando el Firewall de red sigue su implementacion
original (sin ninguna estrategia de remediacion de anomalas).
Figura 4.2: Estados de servicio
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4.2. Formulacion del Problema de Mitigacion de Anomalas
Con base en el concepto de estados de servicio introducido en la sesion anterior, el modulo de miti-
gacion de anomalas para un Firewall de red se basa en la reasignacion de las reglas que deben ser
procesadas en cada estado de servicio, a n de minimizar el numero de operaciones que debe ejecu-
tar el procesador (utilizacion de recursos computacionales) en la interrogacion de las reglas hasta
un evento de coincidencia. Las anomalas en la utilizacion de los recursos que se estudian en este
trabajo, son ocasionadas principalmente por ataques DoS que apuntan a las ultimas reglas; cabe
anotar que un atacante puede descubrir una de las ultimas reglas del Firewall mediante ataques
de prueba [40] [66] [39], para luego ejecutar un ataque de baja tasa apuntando a la regla descubierta.
Una vez identicada la anomala, la reasignacion de las reglas en los estados de servicio ayudara
a bajar considerablemente el tiempo de CPU de cada paquete que es interrogado en el conjunto
de reglas, y por tanto la utilizacion de los recursos. La idea es que los primeros estados de servicio
procesen aquellas reglas con mayor probabilidad de coincidencia.
4.2.1. Control de ujo
Siguiedo el modelo como sistema de encolamiento para el Firewall mencionado anteriormente,
nuevos paquetes son admitidos a la cola del Kernel, representados por B(t), de acuerdo a la
solucion del siguiente problema:
Minimizar ∶ B(t)[Q(t) −Qmax] (4.1)
Sujeto a ∶ 0 ≤ B(t) ≤ A(t) (4.2)
En la funcion objetivo 4.1 del problema de optimizacion, Qmax representa la capacidad maxima
de la cola, estableciendo la cantidad maxima de paquetes que pueden ser admitidos; por su parte,
Q(t) representa el tama~no o numero de paquetes en la cola para el intervalo de tiempo t. De
acuerdo a esto, si Qmax > Q(t), la decision al procedimiento de control de ujo es B(t) = A(t). Tal
resultado indica que el algoritmo de control admite todos los paquetes que arriban a la cola dados
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por A(t), cuando el numero de paquetes contenidos en la cola es menor que su capacidad para el
intervalo de tiempo t. Por el contrario si Qmax ≤ Q(t), ningun paquete es admitido, siendo B(t) = 0.
4.2.2. Dinamicas de encolamiento
Sea Q(t) el tama~no de la cola o bufer del Kernel en el intervalo de tiempo o ciclo de reloj t, este
bufer evoluciona de acuerdo a la siguiente dinamica de encolamiento:
Q(t + 1) =max[Q(t) − cm(t);0] +B(t) (4.3)
donde,
cm ∈ {0;1}; m = 1;2; :::;M (4.4)
B(t) ≤ A(t) (4.5)
Aqu, cm es una variable binaria que toma el valor de uno si en el estado de servicio sm, su regla
asociada rj ; j = 1;2; :::;M establecio coincidencia con el paquete siendo interrogado en el intervalo
de tiempo t, cero en otro caso. En el intervalo de tiempo t+1, el numero de paquetes almacenados
en el bufer del Kernel estara dado por el valor maximo entre Q(t)−cm(t) y cero, mas el numero de
paquetes admitidos en ese instante de tiempo, representados por B(t). Si en t la cola esta vaca, es
decir, Q(t) = 0, la funcion max[Q(t)−cm(t);0] = 0 evitando que el computo del tama~no de cola ad-
quiera un valor negativo; por el contrario, si Q(t) > 0, el valor max[Q(t)− cm(t);0] = Q(t)− cm(t),
la diferencia entre el numero de paquetes en cola en el tiempo actual, y el indicador de coincidencia
del paquete que se encuentra actualmente en servicio; esto ultimo en virtud de que una vez se da
una coincidencia el paquete que se encuentra en servicio sale del sistema (una decision de permitir
su acceso a la red, o de eliminarlo es tomada segun la poltica de seguridad establecida), y de haber
paquetes en cola el primero de estos pasa a servicio.
Ademas, se dene Xj(t); j = 1;2; :::;M como la cola virtual de registro de coincidencia de la regla
rj ∈ R; se dice que son virtuales en el sentido en que son computadas puramente en software,y
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evolucionan de acuerdo a la siguiente dinamica de encolamiento:
Xj(t + 1) =max[Xj(t) − m(t);0] + cm(t) (4.6)
La variable m(t) representa la utilizacion de la CPU en la ejecucion de las tareas correspondientes
a la interrogacion de las reglas asociadas a los estados de servicio s1; :::; sm, siendo sm el estado de
servicio de coincidencia, con regla asociada rj . Esto es, se trata de la computacion de la utilizacion
de la CPU en el procesamiento de las reglas de los estados de servicio hasta el evento de coinci-
dencia.
4.2.3. Formulacion del problema de reasignacion de reglas
Este problema de asignacion se basa en establecer la regla que debe ser interrogada en cada uno
de los estados de servicio,tal que solucione de manera optima el problema de optimizacion que se
presenta a continuacion:
Maximizar: ∑
n′ ∑n n′n(t)Wn′n(t) (4.7)
Sujeto a:
n′n(t) ∈ {0;1} ∀ n′; n ∈ {1;2; :::;M} (4.8)
0 ≤ M∑
n′=1n′n(t) ≤ 1 ∀ n ∈ {1;2; :::;M} (4.9)
0 ≤ M∑
n=1n′n(t) ≤ 1 ∀ n′ ∈ {1;2; :::;M} (4.10)
Constituye un problema de optimizacion lineal entero, donde la variable de decision n′n toma el
valor de uno si la regla n;n = 1;2; :::;M ha sido asignada al estado de servicio n′; n′ = 1;2; :::;M ,
cero en otro caso, como se establece en la restriccion 4.8. La funcion objetivo 4.7 busca maximizar el
peso entre un estado de servicio y cada una de las reglas, dado por Wn′n =Xn(t);∀ n = 1;2; :::;M .
Las restricciones 4.9 y 4.10 garantizan que a un estado de servicio no se asigne mas de una regla,
y que una regla no tenga correspondencia con mas de un estado de servicio, respectivamente.
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Figura 4.3: Problema de Optimizacion Maximum Weight Match para la asignacion de las
reglas
Este constituye un problema particular del Maximum Weight Match [67][68] sobre un grafo bipar-
tito de M estados de servicio y M reglas como se muestra en la gura 4.3, donde el peso de cada
enlace (j′; j) en la funcion objetivo 4.7 esta dado por la cola de virtual de registro de coincidencia
de regla Xn(t); n ∈ 1;2; :::;M que evoluciona de acuerdo a 4.6. De esta forma, la regla con mayor
registro de coincidencias tiene mayor prioridad de asignacion.
La complejidad computacional que supone este tipo de problemas ha sido ampliamente estudiado
[69]. En varios antecedentes se ha demostrado que este es uno de los problemas de optimizacion
combinatorios mas fuertes, que puede ser solucionado en tiempo polinomial [67], [70].
4.2.4. Algoritmo Greedy Maximal Match Scheduling para la mitigacion
de anomalas en un Firewall de red
Como se menciono arriba, el problema de asignacion de reglas consiste en solucionar el problema
deMaximum Weight Match sobre un grafo bipartito entreM estados de servicio yM reglas (gura
4.3). No obstante y debido a la complejidad computacional de los algoritmos para la solucion de
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este problema (tiempo polinomial), se propone la siguiente alternativa de implementacion simple
que permita obtener una buena solucion en terminos de tiempo de computo ecientes.
Dicha alternativa esta basada en las nociones de Greedy Maximal Match Scheduling (GMMS ) para
la asignacion del orden de procesamiento de las reglas en cada uno de los estados de servicio, que
procure una buena solucion en terminos de optimalidad y eciente en terminos de complejidad
computacional.
El peso del enlace entre el estado de servicio n′ y la regla n, segun el grafo bipartito denido,
esta dado por Xn(t): la cola virtual de coincidencia de cada una de las reglas. Con este valor de
peso entre los enlaces se busca dar prioridad en la asignacion a las reglas que presenten mayor
registro de coincidencia, para los primeros estados de servicio. Habiendo denido el conjunto de
enlaces (n′; n); n′; n = 1;2; :::;M del maximal match, se selecciona el enlace (i; j); i; j = 1;2; :::;M
que posee el mayor peso entre los demas enlaces posibles y se marca como activo, indicando que
al estado de servicio si le ha sido asignada la regla rj . Consecuentemente, el enlace que posee
el segundo mayor peso es marcado como activo bajo la restriccion de que no ocasione conictos
con enlaces que hayan sido marcados como activos previamente. Se continua de esta forma hasta
que ningun otro enlace pueda marcarse como activo, es decir, cuando todas las reglas hayan sido
asignadas a los estados de servicio. En tal instancia se logra la situacion deseada en la que el
objetivo de maximizacion es alcanzado. El algoritmo en 1 describe la estructura del GMMS ; su
implementacion es relativamente mas facil que el Maximum Weight Match, requiriendo muchos
menos recursos computacionales que el primero [71].
En la gura 4.4 se muestra un ejemplo de asignacion bajo el algoritmo GMMS, que busca solucio-
nar el problema de optimizacion de 4.7. Se realiza una ilustracion del resultado del procedimiento
de asignacion de recursos con base en los valores de la funcion de peso del algoritmo GMMS para
cada par estado de servicio-regla (echas de color verde para evidenciar la asignacion de una regla
al determinado estado de servicio. En la parte derecha del graco se muestra el conjunto de reglas
disponibles para la asignacion a los estados de servicio y las dinamicas de encolamiento virtuales
de coincidencia de cada regla.
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Algorithm 1 Greedy Maximal Match Scheduling: GMMS(t)
Step 0 Input ∶ Wn′n(t);
Initialization ∶ n′n(t) ∶= 0 ∀n′; n; n ∶= 0 ∀n;
Step 1 while (∃n ∣ n == 0)(n′0; n0) ∶= argmax
n′;n {Wn′n(t)};
n0 ∶= 1;
if (Wn′0n0(t) > 0) then
n′0n0(t) ∶= 1;
Wkn0(t) ∶= 0 ∀k ∈ {1; : : : ;M};
Wn′0q(t) ∶= 0 ∀q ∈ {1; : : : ;M};
endif
endwhile
Step 2 Output ∶ nm(t);
Figura 4.4: Greedy Maximal Match
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4.2.5. Resultados de la estrategia de mitigacion de anomalas ante ata-
ques DoS
En el captulo 3 se introdujo una metodologa para la deteccion de anomalas en la utilizacion
de los recursos computacionales de un Firewall de red, en su mayora ocasionados por ataques
DoS apuntando a las ultimas reglas del conjunto que denen el mecanismo de seguridad de este
importante servicio.
La deteccion de anomalas se basa en el monitoreo de la metrica utilizacion de CPU ; si supera
un valor umbral denido, el Kernel lanza una alarma de ocurrencia de anomala que permite la
ejecucion del algoritmo GMMS. De esta forma, todos los estados de servicio de S tendran asignada
una nueva regla que debera procesar; cabe recordar que s1, el primer elemento del conjunto S, es
el primer estado de servicio que debe ejecutar el Firewall en el procesamiento de las reglas, justo
despues del procesamiento de tareas de red realizado por el Kernel. Se espera que con este algorit-
mo los primeros estados de servicio tengan asignadas las reglas con mayor registro de coincidencia.
As, un ataque que apuntaba a una de las reglas del nal del conjunto, y que deba procesar todos
los estados de servicio de forma secuencial hasta el evento de coincidencia, esta vez sera asignadas
a los primeros estados de servicio, bajando considerablemente el tiempo de CPU de procesamiento
en la interrogacion de cada paquete, y en consecuencia, la utilizacion de la CPU.
A n de analizar el comportamiento del componente de mitigacion de anomalas, se estabecio un
marco experimental utilizando el simulador descrito en A.1. Se conguro un servidor de 2.4 Ghz
de frecuencia de reloj, con capacidad de 512 paquetes en el bufer del DMARing ; la unidad de
procesamiento para las operaciones de red del Kernel, fue congurada para atender paquetes con
un tiempo de servicio medio de 2.65 seg; se conguraron 10000 reglas dentro del mecanismo de
seguridad, cada una de ellas con un tiempo medio de servicio de 0.05 seg en la interrogacion de
los paquetes que ingresan al sistema.
En un primer experimento el Firewall de red fue sometido a un ujo de traco normal durante
todo el tiempo de de observacion, con paquetes congurados para establecer coincidencia con reglas
ubicadas el el intervalo [1;1000], y una tasa de 1000 pps. En el segundo 80 se ejecuta un ataque
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DoS apuntando a la regla 9000, a una tasa de 4000 pps.
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Figura 4.5: Mitigacion de anomalas a traves del algoritmo GMMS
Como se evidencia en la gura 4.5, una vez comienza el ataque la utilizacion de la CPU aumenta
drasticamente; el modulo de deteccion de anomalas, atraves del monitoreo de la utilizacion de
CPU, ejecuta el algoritmo GMMS cuando la utilizacion de la CPU alcanza el umbral denido
en el 70%. Una vez este algoritmo asigna las reglas a los estados de servicio, la utilizacion de la
CPU retorna a valores de comportamiento normal estabilizandose en un valor del 40%, mitigando
claramente la anomala.
Lo anterior obliga a los atacantes a ejecutar un nuevo ataque de comprobacion a n de vericar
una de las reglas ejecutadas en los ultimos estados de servicio, y lanzar ataques posteriores con
misma intencion de saturar los recursos computacionales del Firewall de red.
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La gura 4.6 muestra el comportamiento del Firewall cuando es sometido a dos ataques DoS,
ocurriendo en dos instantes de tiempo diferentes dentro del intervalo de observacion. Ejecutados
a los 30 y 200 segundos, los ataques fueron congurados para apuntar a las reglas 8000 y 10000
respectivamente; ambos a una tasa de 4000 pps. Un ujo de traco normal de tasa 10000 pps,
con incidencia durante todo el intervalo de observacion, es congurado para que sus paquetes es-
tablezcan coincidencia con reglas en el intervalo [1;1000]; antes de entrar a operar el algoritmo
de mitigacion de anomalas, los estados de servicio que ejecutan estas reglas corresponden a los
primeros mil (s1; s2; :::; s1000).
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Figura 4.6: Mitigacion de anomalas a traves del algoritmo textitGMMS
El primer ataque logra \disparar" la utilizacion de la CPU en un tiempo relativamente corto; en
el captulo 2 se mostro como un ataque apuntando a reglas del nal del conjunto (5000 a 10000),
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alcanza niveles de saturacion de 100% de utilizacion de la CPU, aun para tasas paquetes relativa-
mente bajas. Al alcanzar el valor umbral el Kernel ejecuta el algoritmo GMMS ; la asignacion de
las reglas a los estados de servicio logra estabilizar el consumo de los recursos, bajando la metrica
de utilizacion de CPU a un valor alrededor del 40%.
El segundo ataque es lanzado cercano a los 200 segundos, saturando los recursos del Firewall.
Siguiendo la metodologa propuesta en este trabajo, la componente de deteccion de anomalas
monitorea en todo momento el consumo de los recursos computacionales; al alcanzar nuevamente
el valor umbral, se ejecuta el algoritmo y la utilizacion de la CPU retorna a valores normales.
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Captulo 5
Conclusiones y Trabajo Futuro
5.1. Conclusiones
El Firewall constituye un elemento crucial en el esquema de seguridad de una red de datos. Con-
gura la primera lnea de defensa contra los ujos de traco que pretenden ingresar al sistema,
en muchos casos traco malicioso con el objetivo de ocasionar un impacto que puede ser debastador.
Es necesario entonces adoptar alternativas que proveean la capacidad a este sistema de seguir ope-
rando, incluso, bajo presencia de eventos que ponen en riesgo su funcionalidad; metodologas de
resiliencia que involucren etapas de deteccion, mitigacion e identicacion de desafos.
Los ataques DoS contra los Firewall de red, son un tipo de ujo de traco malicioso que busca
generar anomalas en el consumo de los recursos computacionales del servidor que alberga a este
importante servicio, hasta niveles que ocasionen un colapso del sistema. Luego de un modelamiento
y estudio del rendimiento a traves de Cadenas de Markov de tiempo continuo, y asumiendo tiempos
entre llegada de paquetes y de atencion distribuidos exponencialmente para efectos de la transi-
cion de estados, fue posible analizar el rendimiento de este sistema en diferentes escenarios. Puede
concluirse que en condiciones normales el Firewall puede alcanzar hasta un 40% en la utilizacion
de la CPU, lo que puede caracterizarse como comportamiento normal. As, una anomala en la
utilizacion de los recursos se presenta cuando esta metrica supera un valor del 70% 80%, debido
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quiza a un ataque DoS.
Se propuso una metodologa para la deteccion de anomalas que consiste en el monitoreo de la
utilizacion de la CPU. Se ha establecido un umbral de utilizacion de la CPU ; si la etapa de mo-
nitoreo arroja un valor superior a este umbral, se dispara una alarma que informa acerca de la
ocurrencia de una anomala; esto abre la posibilidad de implemetar medidas de remediacion que
eviten la salida de operacion del Firewall.
La denicion de los estados de servicio de las reglas, como estructura paralelas que indican la etapa
de servicio que debe ejecutarse, permite denir la regla que se procesara en cada uno de los estados.
Esto abre la posibilidad de implementar algoritmos de decision en procura de reducir los tiempos
de procesamiento por paquete.
Denidos los estados de servicio y mediante el modelamiento del Firewall como un sistema de
encolamiento con multiples etapas de servicio, es posible establecer una estrategia para la reme-
diacion de anomalas, basada en asignar las reglas que presenten el mayor registro de coincidencia
a los primeros estados de servicio, a n de minimizar el tiempo de procesamiento de cada paquete
antes de abandonar el sistema. De esta forma se logra \suavizar" la utilizacion de la CPU, llevando
el sistema a un estado de consumo de los recursos a niveles normales.
La estrategia de remediacion o mitigacion de anomalas que se plantea en este proyecto, se basa
en la formulacion de un problema de optimizacion para la asignacion de las reglas a los estados de
servicio. Se logro plantear un problema de optimizacion lineal entero sobre un grafo bipartito entre
los estados de servicio y el conjunto de reglas; este problema es una particularizacion del problema
Maximum Weight Match.
La utilizacion del algoritmo Greedy Maximal Match Scheduling como alternativa de solucion en
los procesos de asignacion del orden de vericacion de las reglas del Firewall, exhibe resultados
satisfactorios, mas alla de que sea una solucion aproximada al esquema de asignacion que soluciona
optimamente el problema Maximum Weight Match.
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La estrategia de remediacion de anomalas en la utilizacion de la CPU del Firewall, logra reducir
esta metrica hasta valores cercanos a los 50%-60%, en el escenario propuesto, en el cual se ejecu-
taron ataques DoS apuntando a las ultimas reglas del mecanismo de seguridad.
Las etapas de deteccion temprana y de mitigacion o remediacion de las anomalas en la utilizacion
de los recursos computacionales del Firewall, logran proveer la suciente resiliencia al Firewall de
red para mantener su operacion incluso ante situaciones adversas que amenacen su operabilidad,
como los ataques DoS.
5.2. Trabajo futuro
Desde el marco conceptual de la resiliencia en los dispositivos de red, es necesario incluir un modulo
para la identicacion de las anomalas ocasionadas en la utilizacion de los recursos del Firewall,
ocasionadas probablemente por ataques DoS. Una vez detectada y mitigada dicha anomala, es
posible hacer una inspeccion minuciosa a los paquetes que vayan dirigidos a la regla que presenta
el mayor registro de coincidencia; si el origen del ujo de traco es desconocido, puede tomarse
medidas que rechacen futuros ujos de traco provenientes del mimos origen.
La metodologa desarrollada en el marco de este proyecto para proveer resiliencia a un dispositivo
como el Firewall, puede ser adoptada y extendida a otras etapas de la red, con miras a conseguir
la resiliencia global de la red.
En una etapa posterior de este proyecto se busca instrumentar el codigo del Firewall Linux Netlter
con la metodologa desarrollada de deteccion y mitigacion de anomalas. Dado el modelamiento
realizado a traves de los estados de servicio, es posible incluir listas doblemente enlazadas donde
cada elemento contenga un apuntador a la regla que debe procesarse en cada estado de servicio,
luego de ejecutar el algoritmo de asignacion de reglas. Para esta implementacion es necesario modi-
car y compilar el Kernel de Linux para vericar la viabilidad de esta propuesta sobre un sistema
real.
Este trabajo ha sido desarrollado para la arquitectura del Firewall Linux Netlter, basado en
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Listas de Control de Acceso (ACL, acronimo en ingles), conocidos como \Stateless-Firewall". Una
futura extension de este trabajo considera el modelamiento e implementacion de los modulos que se
desarrollaron, para un Firewall basado en la losofa de inspeccion de traco \Stateful-Firewall", el
cual usa informacion del estado de las conexiones en los ujos de traco para establecer decisiones
dinamicas de control [72].
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Apendice A
Modulo de Simulacion de un
Firewall de red para el Simulador
de redes ns-2 (Networ Simulator
2)
ns-2 ha sido adoptado como una de las principales herramientas de experimentacion en el desarrollo
de redes de telecomunicaciones. Se trata de un software de fuente abierta que cuenta con modulos
para la simulacion de diferentes tipos de sistemas. En este proyecto se ha desarrollado un modulo
para la simulacion de un Firewall de red, libreria que ha sido adherida al simulador de redes ns-2.
La implementacion sigue la arquitectura de un Firewall basado en reglas (ver seccion 1.3.0.1, es-
peccamente la del Linux Netlter [73]. En la gura A.1 se ilustra los componentes que conforman
el Firewall para ns-2, y que se describen a continuacion. Cabe resaltar que este modulo emula el
comportamiento de un Firewall en su conguracion original; es posible ademas, activar la funcio-
nalidad de deteccion y de mitigacion de anomalas independientemente.
La ejecucion de las simulaciones son realizadas hasta lograr un 95% de conabilidad en los resul-
tados. Este modulo hace uso del generador de numeros aleatorios de ns-2, el cual implementa el
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Figura A.1: Estructura del simulador para un Firewall de red
generador recursivo MRG32k3a propuesto por L'Ecuyer [74]. En [75] los autores muestran como
una correcta inicializacion de la semilla garantiza resultados no correlacionados.
A.1. Firewall
Es el componente principal, instancia los demas componentes internos que denen la funcionalidad
del sistema:
$ f i r e w a l l attach −ke rne l
$ f i r e w a l l attach −rxdmaring
$ f i r e w a l l attach −networking −proce s s ing −uni t
$ f i r e w a l l attach − r u l e s e t
Esta compuesto por una tarjeta de red para la recepcion de los paquetes (RxNIC ), un Kernel que
administra las operaciones que realiza el Firewall en todas las etapas, el bufer para el copiado de
los paquetes que ingresan al sistema, la unidad de pre-procesamiento para las operaciones de red
que se realizan a cada paquete y la lista de reglas del mecanismo de seguridad.
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A.2. Kernel
Es el elemento encargado de administrar la tareas procesadas por el Firewall [76]; todos los com-
ponentes deben referir al Kernel como su controlador de dispositivo. En la gura A.1 los enlaces
desde el Kernel hacia los demas componentes dan cuenta de la relacion de dependencia entre estos,
en el sentido en el que todas las tareas ejecutadas por cada uno de los componentes es administrada
por el Kernel :
$RxDMARing dr ive r −ke rne l $ke rne l
$network ingProcess ingUnit dr ive r −ke rne l $ke rne l
$ r u l e S e t dr ive r −ke rne l $ke rne l
Su conguracion para llevar a cabo una simulacion, concibe denir parametros como la frecuencia
de reloj de la CPU en GHz.
$ke rne l cpu−c lock − r a t e 2 . 4
Tambien recibe la orden de ejecutar las tareas de monitoreo de la CPU para la identicacion de
anomalas, y para la ejecucion del algoritmo de remediacion, si es el caso en un escenario de expe-
rimentacion.
$ke rne l cpu−u t i l i z a t i o n −monitor ing
$ke rne l cpu−mit igat ion −a lgor i thm
Paralelo al conjunto de reglas que se describe mas adelante, el Kernel implementa dos listas para
la ejecucion de las tareas asociadas al procesamiento de las reglas. La primera es la lista de estados
de servicio ServiceStageList ; cada uno de los elementos de esta lista tiene un apuntador a la regla
que debe ejecutarse en determinado instante de tiempo; por ejemplo, el primer elemento indica
que se trata del primer estado de servicio que debe procesarse, y le corresponde a la regla que tiene
asociada ejecutar las tareas de interrogacion del paquete. El segundo elemento trata del siguiente
estado de servicio que se debe procesar, y tiene asociada la regla a la que le corresponde ejecu-
tar las tareas respectivas; de esa forma se continua hasta que se presente un evento de coincidencia.
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Ademas, la lista de pesos de regla, RuleWeightList, es mantenida en el Kernel para efectos de
ejecucion del algoritmo de remediacion de anomalas descrito en la seccion 4.2.4.
A.3. Bufer de Recepcion de paquetes
Los paquetes admitidos para el procesamiento por parte del Firewall, son copiados a la memoria de
acceso dinamico del Kernel RxDMARing. En este bufer cada paquete espera hasta ser procesado
por los diferentes estados de servicio.
En la conguracion de este elemento en el simulador, es necesario especicar la capacidad de
almacenamiento de paquetes:
RxDMARing bu f f e r −capac i ty 512
La dinamica de encolamiento de este bufer depende de los ujos que arriben al sistema, y del
comportamiento de los estados de servicio, unidades que se describen mas adelante.
A.4. Unidad de procesamiento de red
Esta unidad es la encargada del preprocesamiento de los paquetes en lo concerniente a la ejecucion
de las tareas de red.
A nivel de simulacion, se asume que el tiempo de servicio de esta unidad es independientemente e
identicamente distribudo de acuerdo a una distribucion exponencial con parametro , que computa
el tiempo que tomaran las tareas ejecutadas en este estado de servicio. El componente recibe dicho
parametro  como como el tiempo medio de servicio en segundos:
NetworkingProcess ingUnit mean− s e r v i c e −time 0.00000265
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A.5. Conjunto de reglas
Este componente contiene las reglas que conforman el mecanismo de seguridad del Firewall. Al
instanciar este componente, se crean automaticamente las instancias de cada una de las reglas del
conjunto, y que seran procesadas, en principio, de manera secuencial segun el orden en la lista;
si se incluye el modulo de deteccion y remediacion de anomalas, las reglas seran interrogadas de
acuerdo al orden establecido por el algoritmo de remediacion.
Los parametros que recibe este componente son el numero de reglas que tendra el mecanismo, y la
tasa de atencion de servicio de las reglas en segundos. Similar a lo establecido para la unidad de
procesamiento de red, las tareas ejecutadas para cada uno de los estados de servicio correspondien-
tes a las reglas, son computadas mediante un tiempo de servicio que se asume independientemente
e identicamente distribudo de acuerdo a una distribucion exponencial con parametro r.
RuleSet s e t r u l e s 10000
RuleSet ru le −mean− s e r v i c e −time 0.00000005
A.6. Fuentes de traco
El Firewall de red puede estar sometido a ujos de traco normal o malicioso. Se asume que estan
dadas como un proceso de llegada de Poisson con tasa i, con i = 1;2; :: el indice de la fuente de
traco. En [41], [77], [6] se realiza experimentacion en simulacion asumiendo fuentes de de traco
de Poisson; aunque este tipo de traco no abarca las caractersticas en rafaga del traco de inter-
net, los resultados obtenidos en esos trabajos comparan los resultados de simulacion vs resultados
en equipos reales, concluyendo de acuerdo a la similitud en los resultados obtenidos acerca de la
viabilidad en la utilizacion como fuentes de traco.
Para el caso de ujos de traco normal, en la conguracion del componente es necesario asignar
tanto la tasa de llegada de paquetes, as como el intervalo de reglas entre las cuales cada paquete
establecera coincidencia:
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NormalTraff icFlow a r r i v a l − r a t e 10000
NormalTraff icFlow ru le −matching 1 1000
Las fuentes de traco malicioso o ataques DoS deben congurar, por su parte, la tasa de llegada
de paquetes y la regla a la que va dirigida el ataque:
DoSTraff icFlow a r r i v a l − r a t e 4000
DoSTraff icFlow ru le − t a r g e t 9000
Se ha denido un valor de Umax = 70%; el ataque DoS es ejecutado a los 30 segundos; alrededor de
los 90 segundos la utilizacion de la CPU alcanza el valor umbral, en tanto el Kernel es noticado
del evento, permitiendo la ejecucion de una posible estrategia de remediacion que permita soportar
este evento infortunado sin la salida de operacion del Firewall.
Cabe resaltar que este tipo de ataques DoS no son la unica causa que puede generar anomalas en
la utilizacion de la CPU del dispositivo; altas tasas de paquetes de traco normal o carga excesiva
del procesador debido a otras tareas que se esten ejecutando, tambien pueden generarlas eventual-
mente. As, este modulo esta basado en determinar cuando la utilizacion de los recursos del Firewall
alcanza niveles de saturacion peligrosos para su operacion, como indicador de la ocurrencia de la
anomala independiente de la causa.
Como se evidencio en el analisis de rendimiento del captulo 2, un ataque de este tipo apuntando
a una de las ultimas reglas del conjunto logran llevar el consumo de recursos a niveles dramatica-
mente altos en poco tiempo, aun con una tasa de paquetes relativamente baja.
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