Abstract-In this paper we propose a general framework for detection over channels with infinite memory. A general truncation assumption leads automatically to the definition of a trellis diagram. A general approach to the design of forwardbackward (FB) algorithms is proposed and two main classes of FB algorithms (with coupled and decoupled recursions, respectively) are presented. Moreover, it is shown that sequence detection algorithms, in the form of a Viterbi algorithm (VA), follow easily from one of the proposed classes. The generality of the proposed framework is shown by applying it to a few stochastic channels. The performance of the proposed algorithms seem to ultimately depend on the truncation length, almost irrespectively of the specific detection strategy.
I. INTRODUCTION
A general approach to approximately perform maximum likelihood sequence detection (MLSD), based on a Viterbi algorithm (VA), in uncertain environments was proposed in [1] , where the concept of per-survivor processing (PSP) was clearly formalized. If the channel can be modeled as a finite state machine (FSM), i.e., its memory is finite, then a trellis diagram can be defined. However, if the channel memory is infinite, various suboptimal PSP approaches are possible. In all cases, from an optimal tree-based search, a suboptimal trellisbased search must be derived. Two main approaches have been proposed. A first approach, suggested in [1] in the case of MLSD and extended in [2] to the case of forward-backward (FB) algorithms, entails the arbitrary definition of a trellis diagram, where in each path the infinite channel memory is (partially) recursively taken into account. A second approach, addressed in this paper, considers an a priori truncation of the channel memory, which naturally leads to the definition of a trellis diagram [3] - [6] .
In this paper, we propose a general framework for trellisbased truncated memory (TM) detection. The memory truncation assumption is given in general terms and it is immediately applicable to any channel with infinite memory. We consider maximum a posteriori (MAP) symbol detection based on FB algorithms. Two classes of FB algorithms with similar performance are proposed, namely TM-FB algorithms with coupled recursions (CR) and TM-FB algorithms with decoupled recursions (DR). It is possible to show that any detection strategy valid for TM-FB-CR algorithms can be immediately extended to the case of MAP sequence detection based on a VA (in fact, the branch metric to be used in both cases is the same). The proposed formulation is applied to two stochastic channels: a flat fading channel and a phase uncertain channel. It is shown that the truncation length ultimately determines the performance.
II. COMMUNICATION SYSTEM MODEL We consider a generic communication system as depicted in Fig. 1 . A sequence of independent and identically dis- . A sequence of information symbols is denoted in vector notation as
. For brevity, the entire sequence is denoted by g . The information symbols feed an encoder/modulator, whose output is transmitted over a channel with memory and additive white Gaussian noise (AWGN . A sampling rate of one sample per signaling interval is considered for simplicity, but the proposed derivation can be straightforwardly extended to the case of multiple symbols per symbol interval by considering a proper vector notation. We also assume that the considered system is causal, that is
. The last block in Fig. 1 implements TM detection/decoding. In the case of TM sequence detection, a sequence of estimated information symbols
is generated. In the case of TM symbol detection, the ideal goal of this block would be the generation of the a posteriori probability (APP)
or of a proportional quantity. In practice, a reliability value Si
which approximates the APP of each information symbol is computed.
III. TRELLIS-BASED TM DETECTION
The proposed approach is based on a memory truncation assumption which can be stated in general terms. It is intuitive that it is not practically important to take into account the entire channel memory, but simply a significant portion of it. In the following, we develop two possible classes of TM-FB algorithms, based on a common memory truncation assumption. In both cases, we start from the exact calculation of the symbol APP, and then approximate it with a reliability value Si X 7 Y j which can be effectively computed.
A. TM-FB-CR Algorithms
Based on the causality assumption, the symbol APP can be expressed as follows
represents a truncation length. Based on (2), the exact APP in (1) can be approximated by the following reliability value
where the notation can be calculated by means of a forward and a backward recursion, respectively, where the same metric RY is used. In this sense, we can refer to this class of algorithms as TM-FB algorithms with coupled recursions. They are suitable for the application of the state reduction technique proposed in [7] , where a reduced state is obtained by substituting with a reduced-state parameter W Y X . Approximating the forward recursion in the logarithmic domain with the min-sum approximation [8] , the recursive relationship characterizing a VA is obtained. Hence, TM detection strategies for sequence detection can be extended to TM symbol detection, and vice versa.
B. TM-FB-DR Algorithms
The class of TM-FB-CR algorithms has been derived from a specific approach to the computation of the symbol APP. In the following, we propose an alternative approach where the forward and the backward recursions are decoupled. In fact, the APP can be manipulated as follows:
c` ( 4) . where is referred to as completion parameter. In this case, considering the memory truncation assumption, one obtains:
Assuming e , memory truncation allows to obtain the following approximate reliability value 
The quantities AY 
where
A simple drawing highlighting the operation of TM-FB-DR algorithms is shown in Fig. 2 . In this case, the complexity can be reduced by applying the generalized state reduction techniques for FB algorithms proposed in [9] . 
where the symbol E . The specific estimation strategy determines the expression of the metric. The extension to the case of TM-FB-DR algorithms is possible, by considering suitable estimators in the two recursions and in the completion. It is important to observe that the derivation of a specific algorithm from the general framework presented in Section III depends fundamentally on the assumed observation model. In the following, we consider two channel models: a flat fading channel and a channel introducing an unknown phase rotation. We show that the latter can be seen as a particular case of the former, and that detection strategies developed for the first channel extend straightforwardly to the second channel.
A. Flat Fading Channels: Linear Prediction
The observation Y is modeled as followed 
The prediction coefficients 
2) TM-FB-DR Algorithms: Since Ge
Y r RY , the same approach followed in Section IV-A.1 and based on forward prediction can be applied to the forward recursion. The metric Gf , the chain rule can be applied in the computation of this metric. The computation is a cumbersome extension of the forward prediction computation considered in Section IV-A.1. Hence, we limit ourselves to the case r Ỳ 3 . In fact, in this case TM-FB-DR algorithms can be given an intuitive explanation: in the two recursions there is forward and backward prediction, respectively, while in the completion there is smoothing, since the fading coefficient is estimated based on past and future observations [10] . In this case, the fading estimate can be written as a nd independent of the multiplicative fading coefficient. This model has been considered in [11] in the case of sequence detection, implemented by means of a VA, over slowly varying fading channels. In the following, we extend this approach to the two proposed classes of TM-FB algorithms. . Hence, the metric RY in (13) can be computed.
1) TM-FB-CR

2) TM-FB-DR Algorithms:
It is straightforward to extend the approach considered in the case of TM-FB-CR algorithms to the current class of algorithms. The only difference consists in considering proper summation indexes in the involved averaged pdfs, which are formally similar to (27).
C. Phase Uncertain Channels: Linear Prediction
The channel model considered in this case is the following: . This model has been considered in [6] , [13] . Considering the case of flat fading channels as in Section IV-B and imposing 
W
. In all cases, 5 decoding iterations are considered. It is possible to show that the performance loss, compared to the ideal case where the fading process is perfectly known, is limited. In  Fig. 4 , the performance obtained by replacing the inner linear predictive decoder with a noncoherent decoder is shown. As a first glance suggests, the performance of the latter receiver is very similar to the performance of the former. However, this conclusion is valid for the considered normalized bandwidth
, whereas for larger bandwidth the performance of the linear predictive receiver significantly outperforms the performance of the noncoherent receiver 4 . The performance in the case of transmission over a phase uncertain channel was investigated considering a punctured parallel concatenated convolutional code (PCCC) where the component encoders are as in [14] , with an inner pseudorandom interleaver of length 1024. Binary PSK (BPSK) is used. Modeling the phase process as a Wiener process, the BER at increasing complexity levels (larger and/or W ) it turns out that TM-FB-DR algorithms are more robust than TM-FB-CR algorithms to fast channel dynamics. This behaviour was confirmed also by numerical results relative to other systems.
VI. CONCLUSIONS
A general framework for trellis-based TM detection was derived. It was shown that TM sequence detection based on a VA and TM symbol detection based on FB algorithms are strictly related. Two main classes of TM-FB algorithms were derived, with coupled and decoupled recursions. The proposed framework was applied to two stochastic channels, a flat fading channel and a phase uncertain channel, considering linear prediction and noncoherent detection. Given that a "fair" comparison between different detection strategies is not easy to make, in all cases the performance seemed to ultimately depend on the truncation length, while different detection strategies (either CR or DR detection) entailed minor peformance differences.
