Abstract. We present an algebraic framework for the computation of low-degree cohomology of a class of bigraded complexes which arise in Poisson geometry around (pre)symplectic leaves. We also show that this framework can be applied to the more general context of Lie algebroids. Finally, we apply our results to compute the low-degree cohomology in some particular cases.
Introduction
In this paper, we study the cohomology of a class of brigaded cochain complexes arising in several geometric contexts related to Poisson geometry and its applications.
Recall Dirac structures are generalizations of Poisson manifolds. A Dirac structure on M is a maximally isotropic subbundle D ⊂ TM of the Pontryagin bundle TM := T M ⊕T * M which is closed under the Dorfman bracket. The Dorfman bracket induces on D a Lie algebroid structure, so its dual exterior algebra is endowed with a cochain complex structure (∧ • D * , d D ). Hence, it makes sense to consider the Lie algebroid cohomology of D. In particular, the graph of every Poisson structure Π on M is a Dirac structure which is isomorphic to T * M as a Lie algebroid.
Unlike some other cohomological theories, the Lie algebroid cohomology of Poisson or Dirac manifolds is in general hard to compute. Only few general results are known for the computation of the cohomology of certain classes of Poisson manifolds [3, 9, 10, 17, 23] , as well as some specific examples [7, 13, 15, 26] .
In this work we present a framework which allows us to describe the Dirac and Poisson cohomology around presymplectic leaves, which is based on the coupling method for Dirac and Poisson manifolds [5, 19, 21, 24, 25] . Recall that, in a tubular neighborhood N π → S of a presymplectic leaf of a Dirac manifold (M, D), the Dirac structure D| N is fully described by a triple of geometric data (γ, σ, P ) consisting of an Ehresmann connection γ, a horizontal 2-form σ, and a vertical Poisson structure P on N satisfying some integrability conditions. In particular, the geometric data induce bigraded operators ∂ P 0,1 , ∂ γ 1,0 , and ∂ σ 2,−1 on the bigraded algebra C •,• := Γ(∧ • T * S) ⊗ C ∞ (S) Γ(∧ • ker π * ) of differential forms on S with values on vertical multivector fields on N . Then the integrability conditions for (γ, σ, P ) imply that ∂ := ∂ P 0,1 + ∂ γ 1,0 + ∂ σ 2,−1 is a coboundary operator on C such that the corresponding cochain complex (C, ∂) is isomorphic to the complex (∧ • D * , d D ) on N [4, 14] .
Algebraically, our previous discussion means that the Lie algebroid cohomology of a Dirac or Poisson manifold around a presymplectic leaf can be described in the framework of cochain complexes (C, ∂) with a bigrading C •,• = p,q∈Z C p,q such that the coboundary operator takes the form ∂ = ∂ 0,1 + ∂ 1,0 + ∂ 2,−1 .
The most important contribution of this work is to provide a scheme for the computation of Poisson cohomology in the semilocal context. To this end, we have derived a general procedure which allows to compute the cohomology of a bigraded complex (C •,• , ∂) with ∂ = ∂ 0,1 + ∂ 1,0 + ∂ 2,−1 , as described above.
Here we present the results we have obtained in the cases of first, second, and third cohomology, but our procedure may be applied to derive similar results in any degree. In particular, we have recovered the results developed in [22] for the cohomology of degree 1.
Among our main results, we mention the following.
Theorem (First Cohomology). We have the following short exact sequence
2 The cohomology of a bigraded cochain complex
Notations and conventions. Recall that a cochain complex is a pair (C • , ∂) consisting of a graded (Zgraded) R-linear space C • = k∈Z C k and an R-linear operator ∂ ∈ End
Suppose that, in addition, C is a bigraded (Z 2 -graded) linear space such that the bigrading is compatible with the original Z-grading in the following sense:
We also assume that C p,q = {0} whenever p or q is negative. Moreover, suppose that the coboundary operator ∂ splits in the sum of three bigraded operators with respect to the bigrading (2.1),
where
The right-hand side of (2.2) is called the bigraded decomposition of ∂.
In terms of the decomposition (2.2), the coboundary condition ∂ 2 = 0 reads
3)
Here, the left-hand sides of equations (2.3)-(2.7) are the bigraded components of ∂ 2 . In particular, (2.7) implies that (C p,• , ∂ 0,1 ) is a cochain complex for each p ∈ Z. For any cochain complex, we use the notation Z • , B • , and H • to indicate the linear spaces of cocycles, coboundaries, and cohomology, respectively.
Spectral sequence. Consider the decreasing filtration F of C given by
For every subspace S ⊆ C, denote
lies in the first quadrant, we have F 0 C k = C k and F k+1 C k = {0}, so the filtration is bounded. Furthermore, it follows from the bigraded decomposition (2.2) that ∂( 
∞ for all N ≥ max{p + 1, q + 2}, where
Since the filtration F is bounded, the spectral sequence converges to the cohomology of (C • , ∂). Furthermore, taking into account that (C • , ∂) is an R-vector space, we get the following splitting for the k-th cohomology of (C • , ∂):
In what follows, we give a more explicit description of the summands in the splitting (2.8). For each q ∈ Z, define G q C := i,j∈Z j≥q C i,j , and consider the projection
along the splitting induced by the bigrading. In particular, π q = Id C if q ≤ 0. For simplicity, we use the same notation for the restriction of π q to any subspace of C.
Proof . Consider the projection pr p,q : C → C p,q along the splitting (2.1). Observe that, for each subspace S ⊂ C k , we have
On the other hand, it is straightforward to verify that every element of pr p,q (S ∩ F p C k ) is of the form y p,q , for some y ∈ S with bigraded decomposition y = i≥p y i,k−i . Thus,
Splittings for cocycles and coboundaries. We now derive similar splittings for the spaces of k-cocycles and k-coboundaries. Observe that for each subspace S ⊂ C k , we have a family of short exact sequences, given by
where p := k − q. In the case of cocycles and coboundaries, we get the following result.
Proposition 2.2. For each p, q ∈ Z, with p + q = k, we have the following commutative diagram with exact rows and columns which all describe the spaces of k-coboundaries B k (C, ∂), k-cocycles Z k (C, ∂), and
Here, the mappings from the second to the third row are the canonical projections, and the maps
are defined in such a way that the lower 2 × 2 blocks commute.
Proof of Proposition 2.2. The upper 2 × 2 diagrams are clearly commutative because the arrows ֒→ are natural inclusions, and the arrows with a π q+1 are the restriction of the same mapping. On the other hand, the exactness of the first row is obtained from (2.9) by setting S := B k (C, ∂). Similarly, the exactness of the second row follows from setting S := Z k (C, ∂) in (2.9). Moreover, each column is exact by definition. Finally, the exactness of the last row follows from the commutativity and the exactness of the rest of the diagram.
Corollary 2.3. The coboundary, cocycle, and cohomology spaces of degree k admit the following splittings:
, and Otherwise stated, we assume in what follows that (C • , ∂) is a cochain complex over a ring R. In the cases when we require that the ring of scalars is a field, this condition will be explicitly indicated.
Describing the cohomology
In this Section, we introduce some useful objects which allow us to improve our description of the splittings in Corollary 2.3 and the diagram of Proposition 2.2.
The null subcomplexes. For simplicity, for each p, q, k ∈ Z we denote
, and N q := p∈Z N p−q,q . Since ∂ 0,1 and
Lemma 3.1. The graded R-module N is a cochain subcomplex of (C, ∂). Moreover, for each q ∈ Z, N q is also a cochain subcomplex of (C, ∂).
Proof . Since N = q∈Z N q , it suffices to show that each N q is a cochain subcomplex of (C, ∂). By definition, ∂ 0,1 and ∂ 2,−1 vanish on N q . Thus,
To complete the proof, we just need to verify that
By applying equations (2.4) and (2.6),
We denote by ∂ := ∂| N the coboundary operator on N . We use the same notation for any of the cochain subcomplexes N q . The cochain complexes (N , ∂) and (N q , ∂) are called the null subcomplexes of (C, ∂). Finally, recall that C p,q = {0} whenever p or q is negative. In particular,
. In other words, for q = 0, the restriction of ∂ 1,0 to the ∂ 0,1 -cocycles of bidegree (p, 0) gives the null subcomplex N 0 .
Pre-coboundaries and pre-cocycles. Recall that the terms appearing in the upper row of the diagrams of Proposition 2.2 are of the form π q (B k (C, ∂)) or π q (B k (C, ∂)) ∩ C p,q , whose elements are obtained by projecting a k-coboundary under π q : C → G q C. We call the elements of π q (B • (C, ∂)) pre-coboundaries, and the elements of π q (B • (C, ∂)) ∩ C p,q , homogeneous pre-coboundaries. In a similar fashion, we call the elements of π q (Z • (C, ∂)) pre-cocycles, and the elements of π q (Z • (C, ∂)) ∩ C p,q , homogeneous pre-cocycles.
In this part, we give a detailed description of the R-module of pre-cocycles. In fact, although a precocycle is defined as the projection of a cocycle, we describe a bigger R-module containing the cocycles such that the projection of its elements is again a pre-cocycle. In this sense, we have found some degrees of freedom in the construction of pre-cocycles.
Observe that η ∈ C 1 is a 1-cocycle if and only if
The left-hand sides of each equation correspond to the bigraded components of ∂η. Similarly, η ∈ C 2 is a 2-cocycle if and only if
In general, for each η ∈ C k with bigraded components η p,q ∈ C p,q (p + q = k), the bigraded components of ∂η are
Let us consider the graded R-modules
and
, and π q (∂η) = 0}, and Z k q := {π q (η) | η ∈ M k , and π q (∂η) = 0}.
In other words, the elements of Z q ⊆ G q C are of the form π q (η), for some η ∈ C satisfying
Note that Z • q = k∈Z Z k q . Furthermore, we claim that Z q is precisely the R-module of pre-cocycles in G q C.
Proposition 3.2. For each q ∈ Z, we have π q (Z(C, ∂)) = Z q . In particular, ξ ∈ C p,q is a pre-cocycle if and only if ∂ 0,1 ξ = 0 and there exist η ∈ F p M p+q such that η p,q = ξ, and
Proof . The inclusion π q (Z(C, ∂)) ⊆ Z q simply follows from the already mentioned fact Z(C, ∂) ⊆ M. Conversely, pick ξ ∈ Z k q , of the form ξ = j≥q ξ j , where ξ j ∈ C k−j,j . Then, there exists η ∈ M k such that π q (η) = ξ and π q (∂η) = 0. Let η j ∈ C k−j,j be the bigraded components of η. The condition η ∈ M k implies that for each j < q there exists η ′ j ∈ N k−j,j such that
For each q, k ∈ Z denote by B k q := π q (B k (C, ∂)) the R-module of pre-coboundaries. As a consequence, of Propositions 2.2 and 3.2, we have: Theorem 3.3. For each p, q ∈ Z with p + q = k, we have the following commutative diagrams with exact rows and columns describing the coboundary, cocycle, and cohomology of (C •,• , ∂):
In the case when R is a field, we get the following splittings:
The recursive point of view
Before going further in the description of the diagrams appearing in Theorem 3.3 in the low-degree case, let us interpret this result from a recursive point of view. This perspective is particularly useful when we are interested in understanding an specific cohomology class of (C, ∂).
Recall from Theorem 3.3 that the cocycles, coboundaries, and cohomology of (C, ∂) is described by a family of diagrams, one for each q = 0, 1, . . . , k. By denoting H p,q
, and p = k − q, the bottom row of the q-th diagram is
, and for each q = 1, . . . , k, recursively define
In what follows, let us describe the obstructions for the vanishing of the cohomology class To get more insight in the previous facts, let us describe them in an explicit fashion. Consider the bigraded decomposition η = i+j=k η i,j . Clearly,
, the representative η − η ′ is such that the component of bidegree (0, k) vanishes. So, without loss of generality, we may assume
such that the components of bidegree (0, k) and (1, k − 1) vanish, so we may assume that π k−1 η = 0. Thus,
k−1 , and so on. In summary, the short exact sequences given by the bottom diagrams can be described in the following way. Given also is well defined and vanishes, [η p−1,q+1 ] = 0. As explained in the previous paragraphs, the vanishing of a cohomology class of degree k is controlled by a sequence of (k + 1) "simpler" cohomology classes, and each of them is obtained by projecting into the bigraded components of the original one, as long as the previous cohomology class vanishes. Let us illustrate this in some low-degree cases.
If k = 1, then the cohomology is described by only one short exact sequence,
In For k = 2, the cohomology is described by means of two short exact sequences, namely 
Cohomology in low degree
In this section, we describe the diagrams of Theorem 3.3 for the cases k = 1, 2, 3 in more detail.
Following the notation of Section 3, observe that the homogeneous pre-cocycles of bidegree (k, 0) are just the k-cocycles in (N 0 , ∂),
On the other hand, the homogeneous pre-coboundaries of bidegree (0, k) are precisely the k-coboundaries of the complex (C 0,• , ∂ 0,1 ),
We now refine our description of the R-module Z k 1 of pre-cocycles for q = 1.
The mappings ρ : A → H(N , ∂) and ̺ : J → H(N , ∂).
For each k ∈ Z, consider the linear modules A k and J k , where
Explicitly, ξ ∈ G 1 C k lies in A k if and only if π 2 (∂ξ) = 0 and there exists η ∈ C k,0 such that ∂ 0,1 η +∂ 1,0 ξ k−1,1 + ∂ 2,−1 ξ k−2,2 = 0. In particular, ξ ∈ C k−1,1 lies in J k if and only if ∂ 0,1 ξ = 0 and there exists η ∈ C k,0 such that ∂ 0,1 η + ∂ 1,0 ξ = 0.
Lemma 5.1. For each η ∈ C k such that π 1 (∂η) = 0, one has pr k+1,0 (∂η) ∈ Z k+1 (N 0 , ∂).
Proof . One must show that pr k+1,0 (∂η) ∈ ker ∂ 1,0 ∩ ker ∂ 0,1 . First note that
By applying (2.5) and (2.6),
The condition π 1 (∂η) = 0 implies that pr k,1 (∂η) = ∂ 0,1 η k,0 + ∂ 1,0 η k−1,1 + ∂ 2,−1 η k−2,2 = 0 which, together with (5.4), leads to
Now, from (2.4), we get
. Therefore, ∂ 0,1 (pr k+1,0 (∂η)) = 0, due to (2.3). In a similar fashion, by applying (2.4) and (2.5) we obtain
Note that ∂ 2,−1 η k,0 = 0, due to its negative bidegree. Taking into account that pr k,1 (∂η) = ∂ 0,1 η k,0 + ∂ 1,0 η k−1,1 + ∂ 2,−1 η k−2,2 = 0, we get
which is zero because of (2.3). Now, by definition, for each ξ ∈ A k there exist η ∈ C k such that π 1 η = ξ and π 1 (∂η) = 0. By Lemma 5.1, η induces a cohomology class
We claim that the cohomology class only depends on ξ, that is, it is independent of the choice of η. Indeed, pick another η ∈ C k such that π 1 η = ξ and π 1 (∂ η) = 0. Since
To see that η and η induce the same cohomology class, we just need to check that η k,0 − η k,0 ∈ N 0 . From π 1 (∂η) = 0 and π 1 (∂ η) = 0 we get that ∂ 0,1 η + ∂ 0,1 ξ k,0 = 0 and ∂ 0,1 η + ∂ 0,1 ξ k,0 = 0. Therefore, η k,0 − η k,0 ∈ ker k,0 ∂ 0,1 = N k,0 . Hence, the cohomology class is well defined. This can be summarized in the following fact.
Lemma 5.2. There exists a well-defined linear map ρ
where η ∈ C k is such that π 1 η = ξ and π 1 (∂η) = 0. Moreover, we have the identity Z k 1 = ker(ρ k ). Proof . The fact that ρ k (ξ) is well defined follows from our previous discussion, in which we have explained that [∂ 2,−1 ξ k−1,1 + ∂ 1,0 η k,0 ] only depends of ξ. Moreover, the linearity of ρ k follows from the linearity of ∂ 2,−1 , ∂ 1,0 , and π 1 . So, it is left to show that ker(ρ k ) = Z k 1 . Recall that, by definition, the elements of Z k 1 are of the form π 1 (η), where
, and π 1 (∂η) = 0. Therefore,
As a consequence of Lemma 5.2, we have
Refining the splittings for the low-degree cohomology. By applying Theorem 3.3, we describe the first, second, and third cohomology of the bigraded cochain complex (C, ∂) in terms of the cochain complexes (C p,• , ∂ 0,1 ), (N q , ∂), and the mappings ρ : A → H(N , ∂) and ̺ : J → H(N , ∂) given in Lemmas 3.1 and 5.2.
First cohomology. Here we state our main result on the first cohomology of (C, ∂).
Theorem 5.3. We have the following commutative diagram with exact rows and columns,
Observe that this result on the first cohomology of (C, ∂) involves the map ρ 1 :
, which is related to the second cohomology of (N 0 , ∂). (5.1) and (5.2), the definition of ̺ k , and from Lemma 5.2. We also need the following identity,
Corollary 5.4. In the case when R is a field, the coboundary, cocycle, and cohomology spaces of degree 1 admit the following splittings as vector spaces:
Explicitly,
Second cohomology. Similarly, the R-modules of cocycles, coboundaries, and cohomology of degree 2 of the bigraded cochain complex (C, ∂) are described by the following more explicit diagrams.
Theorem 5.5. We have the following commutative diagrams with exact rows and columns,
Observe that this result on the second cohomology of (C, ∂) involves the maps ρ 2 : A 2 → H 3 (N 0 , ∂) and ̺ 2 : J 2 → H 3 (N 0 , ∂), related to the third cohomology of (N 0 , ∂). Also, the submodule Z 2 2 is related to the 3-coboundaries of (N 1 , ∂).
Corollary 5.6. In the case when R is a field, the coboundary, cocycle, and cohomology spaces of degree 2 admit the following splittings as vector spaces:
In a more explicit fashion, the modules appearing in Theorem 5.5 are
We note that this result on the third cohomology of (C, ∂) involves the maps ρ 3 : A 3 → H 4 (N 0 , ∂) and ̺ 3 : J 3 → H 4 (N 0 , ∂), related to the fourth cohomology of (N 0 , ∂). Also, the submodule Z 3 3 is related to the 4-coboundaries of (N 1 , ∂).
Corollary 5.8. In the case when R is a field, the coboundary, cocycle, and cohomology spaces of degree 3 admit the following splittings as vector spaces:
Each of the terms appearing in the splittings of Corollary 5.8 are given as follows:
The proofs of Theorems 5.5, and 5.7 are analogous to the proof of Theorem 5.3.
Particular cases
In this part we consider some particular cases regarding the bigraded cochain complex (C, ∂),
The case ∂ 2,−1 = 0. In this part, we assume that ∂ 2,−1 = 0, which corresponds to the well-known case of a double complex. Namely, (C, ∂) is a bigraded cochain complex, such that the bigraded decomposition of the coboundary operator is
The coboundary equations (2.3)-(2.7) read in this case
which means that the bigraded components ∂ 0,1 and ∂ 1,0 are coboundary operators which commute with each other in the graded sense. The case of the double complex is a standard topic in the literature, since it naturally arises both from algebraic and geometric contexts [11, Chapter XI, Section 6], [12, Section 2.4] , and has several applications [1, Chapter II] . However, the description of its cohomology is limited to explain that the natural filtration
induces a spectral sequence which converges to the cohomology, and whose second page is explicitly described in terms of the double complex, namely, E p,q the literature, the computation of the second page of the spectral sequence is sufficient to describe the cohomology. In this sense, we have not found a general scheme for the computation of the cohomology of a double complex. Theorems 5.3, 5.5, and 5.7 provide an explicit description of the low-degree cohomology of a bigraded cochain complex which, of course, also holds for the double complex. We remark that in this case, the null subcomplex is simply N = ker ∂ 0,1 , so the cocycles and coboundaries of (N , ∂) are Z(N , ∂) = ker ∂ 0,1 ∩ ker ∂ 1,0 , and B(N , ∂) = ∂ 1,0 (ker ∂ 0,1 ).
Furthermore, in the description of the cohomology of degree 1 provided by Theorem 5.3, we have
On the other hand, the terms which simplify in the description of the cohomology of degree 2 of a double complex are
In a similar fashion, the terms appearing in the description of the cohomology of degree three that simplify in the case of the double complex are
The case ∂ 0,1 = 0. We now consider a cochain complex (C • , ∂) endowed with a compatible bigrading such that the decomposition of the coboundary operator is of the form ∂ = ∂ 1,0 + ∂ 2,−1 . This can be regarded as a particular case of our general scheme in which the operator of type (0, 1) vanishes, ∂ 0,1 = 0. In this case, the coboundary property ∂ 2 = 0 is equivalent to 
It is well known that this class of cochain complexes arise in the context of regular Poisson manifolds. In fact, the choice of a subbundle normal to the symplectic foliation of a regular Poisson manifold induces a bigrading of the Lichnerowicz-Poisson complex such that the coboundary operator is of this kind. Moreover, based on this fact, and motivated by the results in [23] , a recursive scheme for the computation of the cohomology of regular Poisson manifolds is provided in [17, Section 2] . Such recursive scheme is similar to the one we have presented in Section 4, and leads to a description of the Poisson cohomology in terms of short exact sequences that coincide with the bottom rows of the diagrams of Proposition 2.2. The terms which appear in the description of the first cohomology which simplify in this case are
In the description of the cohomology of degree two, the terms simplify to
In a similar fashion, most of the terms appearing in the description of the cohomology of degree three simplify. 
Geometric Applications
Observe that in this case, the de Rham -Casimir complex (N • , ∂) is isomorphic to the de Rham complex
. We now proceed to describe ker(ρ 1 :
∈ Γ(V) be a vertical vector field. Then, L Y P = 0 if and only if
Here, div y (Y ) :=
denotes the divergence of Y with respect to the fiber-wise volume form d y 1 ∧d y 2 . In particular, the fiber-wise Euler and modular vector fields 
Proof . Observe from (7.1) that, for smooth functions
is an infinitesimal Poisson automorphism of P if and only if L Z 1 a 1 +L Z 2 a 2 = 0. We claim that every vertical infinitesimal Poisson automorphism of P is of this form. Indeed, fix Y ∈ Poiss(M ×N, P )∩Γ(V). Since Then, h ∈ C ∞ (M × N ) and clearly satisfies L Z 1 h = a 2 . Moreover,
so L Z 1 (a 1 + L Z 2 h) = 0, which implies that a 1 + L Z 2 h is constant along the pr M -fibers. By hypothesis, both a 1 and L Z 2 h vanish on M × {0}. Hence, a 1 + L Z 2 h = 0. Therefore, h is a solution of (7.4) and so is a Hamiltonian for Y .
We now describe the subspace I 1 . For Y ∈ Poiss(M × N, P ) ∩ Γ(V), we have that Y ∈ I 1 if and only if there exists a horizontal 1-form α ∈ Γ(V 0 ) such that ∂ 
