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FLUCTUATIONS OF TWO DIMENSIONAL COULOMB GASES
THOMAS LEBLE´ AND SYLVIA SERFATY
Abstract. We prove a Central Limit Theorem for the linear statistics of two-dimensional
Coulomb gases, with arbitrary inverse temperature and general confining potential, at the
macroscopic and mesoscopic scales and possibly near the boundary of the support of the
equilibrium measure. This can be stated in terms of convergence of the random electrostatic
potential to a Gaussian Free Field.
Our result is the first to be valid at arbitrary temperature and at the mesoscopic scales, and
we recover previous results of Ameur-Hendenmalm-Makarov and Rider-Vira´g concerning the
determinantal case, with weaker assumptions near the boundary. We also prove moderate
deviations upper bounds, or rigidity estimates, for the linear statistics and a convergence
result for those corresponding to energy-minimizers.
The method relies on a change of variables, a perturbative expansion of the energy, and the
comparison of partition functions deduced from our previous work. Near the boundary, we
use recent quantitative stability estimates on the solutions to the obstacle problem obtained
by Serra and the second author.
keywords: Coulomb Gas, β-ensembles, Log Gas, Central Limit Theorem, Gaussian Free
Field, Linear statistics, Ginibre ensemble.
MSC classification: 60F05, 60K35, 60B10, 60B20, 82B05, 60G15.
1. Introduction
1.1. Presentation of the problem. Let β > 0 be fixed. For N ≥ 1, we are interested in
the N -point canonical Gibbs measure1 for a two-dimensional Coulomb (or log-) gas at the
inverse temperature β, defined by
(1.1) dPN,β( ~XN ) =
1
ZN,β
exp
(
−β
2
HN ( ~XN )
)
d ~XN ,
where ~XN = (x1, . . . , xN ) is an N -tuple of points in R
2 and HN ( ~XN ), defined by
(1.2) HN ( ~XN ) :=
∑
1≤i6=j≤N
− log |xi − xj|+
N∑
i=1
NV (xi),
is the energy of the system in the state ~XN , given by the sum of the pairwise repulsive
logarithmic interaction between all particles plus the effect on each particle of an external
field or confining potential NV whose intensity is proportional to N . The constant ZN,β in
the definition (1.1) is the normalizing constant, called the partition function, and is equal to
ZN,β :=
ˆ
(R2)N
exp
(
−β
2
HN ( ~XN )
)
d ~XN .
Date: Version 3: Saturday 21st July, 2018.
1We use β
2
instead of β in order to match the normalizations in the existing literature. The first sum in
(1.2) is twice the physical one, but it is more convenient for our analysis.
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Under mild assumptions on V , the empirical measure of the particles converges almost
surely to a deterministic equilibrium measure µ0 as N →∞, see e.g. [Ser15, Chap.2] and the
references therein.
For any N ≥ 1, let us define the fluctuation measure
(1.3) fluctN :=
N∑
i=1
δxi −Nµ0.
It is a random signed measure on R2. For any real-valued test function ξN , possibly depending
on N , we define the fluctuations of the linear statistics associated to ξN as the real random
variable
(1.4) FluctN (ξN ) :=
ˆ
R2
ξN dfluctN .
The main goal of this paper is to prove a Central Limit Theorem (CLT) for the random
variable FluctN (ξN ) under some regularity assumptions on V and ξ. This can be translated
into the convergence to a Gaussian Free Field of the random potential
(1.5) ∆−1fluctN :=
1
2π
ˆ
R2
− log | · −x|dfluctN (x).
Here and in the rest of the paper ∆ denotes the usual Laplacian operator on R2 given by
∆f = ∂2xf + ∂
2
yf .
1.2. Notation. Throughout the paper, we will work in Ho¨lder spaces Ck,1, the spaces of
real-valued functions with k derivatives on R2 and a Lipschitz k-th derivative. We endow
Ck,1 with the norm
‖f‖Ck,1 := |f |0 +
k+1∑
j=1
|f |j,
where the |f |j are the semi-norms
(1.6) |f |0 := sup
x
|f(x)| |f |j := sup
x 6=y
|f (j−1)(x)− f (j−1)(y)|
|x− y| ,
with the obvious generalization to vector fields. We denote compactly supported function
with a subscript Ck,1c .
B(x,R) denotes the disc of center x and radius R, and if A ⊂ R2 we let 1A be the indicator
function of A.
For f ∈ C0(R2) we denote by fΣ the harmonic extension of f outside Σ, namely the unique
continuous map which coincides with f on Σ (up to ∂Σ) and is harmonic and bounded in
R
2 \Σ. It is not hard to see that when f is C1 then fΣ is in C0,1, but the normal derivative
of fΣ on ∂Σ may present a discontinuity. In [AHM11, Section 2.5], the Neumann jump is
defined on ∂Σ as the difference between the inner and outer normal derivative of fΣ.
If µ is a measure on Rd and φ : Rd → Rd we let φ#µ be the push-forward of µ by φ.
Finally, we write a  b when a is bounded by b times some universal constant, and a ≈ b
if a  b and b  a.
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1.3. Assumptions. We will always assume that ξN is either independent of N , which we
call the macroscopic case, or that ξN has the form
(1.7) ξN (x) := ξ
(
x− x¯N
ℓN
)
.
for some sequence {x¯N}N of points in R2 and a sequence {ℓN}N of positive real numbers,
tending to 0 slower than N−
1
2 , which we call the mesoscopic case. In particular, we have,
with the notation of (1.6)
(1.8) |ξN |k ≤ |ξ|kℓ−kN .
Let us now describe our assumptions.
(H1) - Regularity and growth of V : The potential V is in C3,1(R2) and satisfies the
growth condition
lim inf
|x|→∞
V (x)
2 log |x| > 1.
It is well-known, see e.g. [ST97] that if V satisfies (H1) then the logarithmic potential energy
functional defined on the space of probability measures by
(1.9) IV (µ) :=
¨
R2×R2
− log |x− y| dµ(x) dµ(y) +
ˆ
R2
V (x) dµ(x)
has a unique global minimizer µ0, the equilibrium measure associated to V . This measure
has a compact support, sometimes called the droplet, that we will denote by Σ, and µ0 is
characterized by the fact that there exists a constant c0 such that the function ζ0 defined by
(1.10) ζ0(x) :=
ˆ
R2
− log |x− y|dµ0(y) + V (x)
2
− c0
satisfies the Euler-Lagrange conditions
(1.11) ζ0 ≥ 0 in R2, ζ0 = 0 in Σ.
The set ω, defined by
(1.12) ω := {x, ζ0(x) = 0},
where ζ0 vanishes is called the coincidence set or contact set in the obstacle problem literature
(the obstacle being here the function c0 − V2 ), for the correspondence see for instance [Ser15,
Section 2.5].
We make some additional assumptions on V , µ0 and Σ.
(H2) - Non-degeneracy: We have ∆V > 0 in the coincidence set ω.
This assumption ensures in particular that the support of the equilibrium measure Σ is exactly
the coincidence set of the associated obstacle problem, whereas in general we only have the
inclusion Σ ⊂ ω.
(H3) - Additional regularity for the boundary case: The boundary of Σ is a finite union
of C2,1 curves and all its points are regular i.e. there are no cusps in the sense of
Caffarelli (see e.g. [Caf98]), [PSU12, Definition 3.24]).
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1.4. The central limit theorem.
Theorem 1 (Central limit theorem for fluctuations of linear statistics). Let us distinguish
three cases.
Macroscopic interior case: ξ is in C2,1c (Σ), x¯N = 0, ℓN = 1 in (1.7), and (H1), (H2) hold.
Macroscopic boundary case: ξ is in C3,1c (R
2), x¯N = 0, ℓN = 1, and (H1), (H2), (H3)
hold. Moreover, if Σ has several (finitely many) connected components, we assume
that the following conditions are satisfied:
(1.13)
ˆ
∂Σi
(
∂ξΣ
∂n
(y)
)
dx = 0 for each i,
where {Σi}i are the connected components of the support, and ∂·∂n is the one-sided
partial derivative in the normal direction computed outside Σi.
In either of these two cases, FluctN (ξ) converges in law to a Gaussian random variable
with mean
(1.14) Mean(ξ) :=
1
2π
(
1
β
− 1
4
)ˆ
R2
∆ξ
(
1Σ + (log∆V )
Σ
)
and variance
(1.15) Var(ξ) :=
1
2πβ
ˆ
R2
|∇ξΣ|2.
Mesoscopic case: ξ is in C2,1(B(0, 1)), ℓN = N
−δ for some δ ∈ (0, 12 ), and x¯N is in the
interior of Σ (at distance greater than 4ℓN from ∂Σ). We also assume that (H1),
(H2) hold.
Then FluctN (ξN ) converges in law to a Gaussian random variable with mean 0 and variance
1
2πβ
ˆ
R2
|∇ξ|2.
One may observe some universality feature in the fact that the variance (1.15) does not
depend on V . The fact that the mean is zero in the mesoscopic cases can be heuristically
deduced from (1.14) : if ξ is supported in Σ and varies on a much smaller lengthscale than V
we see that ˆ
R2
∆ξ
(
1Σ + (log∆V )
Σ
)
≈
(ˆ
R2
∆ξ
)ˆ
R2
(log∆V )Σ ≈ 0.
As in [AHM15], the convergence of the random potential ∆−1fluctN to a Gaussian Free
Field (GFF) is just a direct consequence of the very definition of the GFF (cf. for instance
[She07]) : more precisely, it means that, for any smooth test function ξ compactly supported
in Σ, the random variable
〈ξ,∆−1fluctN 〉,
(where the pairing is defined as 〈f, g〉 := ´ ∇f ·∇g) converges to a Gaussian random variable
whose variance is proportional to 〈ξ, ξ〉 = ´ |∇ξ|2. The mean is nonzero in general (we get
a non-centered Gaussian free field). If the support of ξ intersects the boundary of Σ, the
variance carries an extra term due to the presence of the harmonic extension of ξ in (1.15),
this was described in [RV07] as convergence “to the planar Gaussian free field conditioned to
be harmonic outside” the support of the equilibrium measure.
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By interior cases we will mean the macroscopic interior case and the mesoscopic case. The
same result as Theorem 1 has been proven independently at the same time in [BBNY16], only
for the interior cases, with V and ξ assumed to be C4. We compare the two approaches in
Section 1.9.
1.5. Comments on the assumptions.
• It is well-known that if V is C2 for instance then the density of the equilibrium measure
is given by
(1.16) dµ0(x) =
1
4π
∆V (x)1Σ(x)dx.
In particular, Assumption (H1) implies that µ0 has a C
2 density on its support,
Assumption (H3) implies that its boundary is a C2,1 curve, and Assumption (H2)
ensures that the density of µ0 is bounded below by a positive constant on Σ.
• The points of the boundary ∂ω of the coincidence set can be either regular, i.e. ∂ω
is locally the graph of a C1,α function, or singular, i.e. ∂ω is locally cusp-like (this
classification was introduced in [Caf98]). Singularities are nongeneric and we believe
that the assumption that there are none might be bypassed. Let us emphasize that
in the macroscopic interior case as well as in the mesoscopic case, we do not require
Assumption (H3).
• If V is C3,1, then ∂ω is locally C2,1 around each regular point, see [CR76, Thm. I].
• If V is strictly convex (which implies that Σ and ω coincide) and of class Ck+1,α on
R
2, it was shown (see [Kin78, Section 4]), in the slightly different setting of a bounded
domain, that Σ is connected and that ∂Σ is Ck,α with no singular points.
• In the case of p ≥ 2 connected components of the equilibrium measure, then the p− 1
additional assumptions (1.13) are needed, similarly as in themulti-cut one-dimensional
case [BG13a, Shc13]. The CLT is not true for a general test function without such
assumptions – for instance one cannot take ξ to count the number of points in or
near a given component – and instead the limit in such cases is the convolution of a
Gaussian variable with a discrete Gaussian, this is known in the one-dimensional case,
and expected to hold also in the two-dimensional setting although we do not pursue
this goal here.
1.6. Additional results.
Theorem 2 (Moderate deviations upper bounds). Under the same assumptions as Theorem 1
(including the same assumptions on ℓN), there exists c > 0 such that for any 1≪ τN ≪ Nℓ2N
we have
PN,β (|FluctN (ξN )| ≥ cτN ) ≤ exp
(
−c
2
2
τ2N
)
,
This way, we retrieve a rigidity result similar to that of [BBNY17, Theorem 1.2].
The following result is an elementary consequence of Theorem 1.
Corollary 1.1. In all the cases where the CLT holds, let m ≥ 1 and let
{
ξ(k)
}
k=1,...,m
be
C2,1 (resp. C3,1 in boundary cases) compactly supported test functions. Then the joint law of
the fluctuations
{
FluctN (ξ
(k))
}
k=1,...,m
converges to the law of an m-dimensional Gaussian
6 THOMAS LEBLE´ AND SYLVIA SERFATY
vector, the marginals being as in Theorem 1 and the covariance matrix being given by{ˆ
R2
∇(ξ(i))Σ · ∇(ξ(j))Σ
}
1≤i,j≤m
.
Finally, we consider minimizers of the energy. Although this formally corresponds to β →
∞, the limits β → ∞ and N → ∞ cannot be directly commuted but our analysis in fact
applies as well, and yields a new rigidity-type result down to the microscopic scale:
Theorem 3 (Fluctuations for energy minimizers). Under the same assumptions as Theo-
rem 1, assume ~XN minimizes the energy HN as in (1.2). Let FluctN be defined2 as in (1.4).
In the two macroscopic cases we have
lim
N→∞
FluctN (ξ) =
−1
8π
ˆ
R2
∆ξ
(
1Σ + (log∆V )
Σ)
)
.
In the mesoscopic case, with ξ in C2,1c (B(0, 1)), x¯N in the interior of Σ at distance greater
than 4ℓN from ∂Σ and ℓN such that ℓN = oN (1) and
3 N−1/2 = o(ℓN ), then
lim
N→∞
FluctN (ξN ) = 0.
Remark 1.2 (Corrections to the mean-field approximation). A consequence of the main
result is that
lim
N→∞
EPN,β(FluctN (ξ)) = Mean(ξ)
which, after spelling out the definition of FluctN , can be rephrased in terms of the first mar-
ginal of the Gibbs measure as
(1.17) lim
N→∞
N
ˆ
R2
ξd(P
(1)
N,β − µ0) = Mean(ξ),
giving the order 1/N correction to the mean-field approximation P
(1)
N,β ∼ µ0. Expanding in the
same way higher order moments of the fluctuations could in principle give access to corrections
to the mean-field approximation for higher order marginals P
(k)
N,β of the Gibbs measure.
1.7. Motivation and existing literature. The model described by (1.1) and (1.2) is known
in statistical physics as a two-dimensional Coulomb gas, two-dimensional log-gas or two-
dimensional one-component plasma, we refer e.g. to [AJ81], [JLM93], [SM76] for a physical
treatment of its main properties. Such ensembles have been the object of interest for statistical
mechanics, the fractional quantum Hall effect (as pioneered by Laughlin in [Lau83], see also
e.g. [RY15], [STG99] and the references therein), and also due to their connection with random
matrices: when β = 2 and V (x) = |x|2, the Gibbs measure (1.1) coincides with the law of the
eigenvalues of the Ginibre ensemble (see [Gin65,Meh04]). The case β = 2 (for general V ) is
one that happens to be determinantal, allowing the use of exact formulas. We refer to [For10]
for a survey of the connection between log-gases and random matrix theory, and in particular
to [For10, Chap.15] for the two-dimensional, non-Hermitian case.
Systems of particles with a logarithmic interaction as in (1.2), called log-gases, have also
(and mostly) been studied on the real line, motivated by their link with Hermitian random
matrix theory. There has been a lot of attention to the phenomenon of “universality” in
2In this context it is of course not random.
3Let us observe that the second condition is weaker than the assumption ℓN = N
−δ with δ ∈ (0, 1
2
) as in
the mesoscopic case of Theorem 1, it allows to consider test functions living at a large, microscopic scale.
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such ensembles, which consists in showing that a large part of the behavior of the system,
in particular microscopic statistics, is independent of the exact form of the potential V .
Universality of the point processes at the microscopic scale and rigidity4 estimates for the
positions of the particules were established in [BEY12, BEY14, BFG13]. A Central Limit
Theorem for the fluctuations (at macroscopic scale) was proved in the pioneering paper of
[Joh98] for polynomial potentials, followed by generalizations in [Shc13] for real analytic V and
in the multi-cut case (in which case the CLT does not hold for all smooth test functions), see
also [LLW17] for a recent new method of proof with quantitative estimates on the convergence
rate in the one-cut case. A CLT for the fluctuations of linear statistics at mesoscopic scales
was recently obtained in [BL16]. Expansions of the partition function (which in particular
imply CLT’s) are established in [BG13b,BG13a,Shc13]. These CLT results are also extended
in [BLS17] to more general so-called critical cases with weaker regularity assumptions by
adapting the method of the present paper.
The literature is less abundant in the two-dimensional case, which is the object of the
present study. The CLT for fluctuations at the macroscopic scale and convergence to a
Gaussian Free Field was obtained in [RV07] in the case of the Ginibre ensemble, in [AHM11]
for β = 2 and general V in the bulk case, in [AHM15] for β = 2 and analytic V in the
boundary case. In our previous work [LS17] (extended to the mesoscopic scales in [Leb17]),
we proved a Large Deviations Principle for the empirical fields associated to these ensembles,
i.e. for the point processes seen at the microscopic scale and averaged. Our result also
contained a next order expansion of the partition function, and allows one to derive large
deviations bounds for the fluctuations of linear statistics. Local laws and moderate deviations
bounds at any mesoscopic scale have appeared in [BBNY17], derived from the so-called loop
equations associated to the problem. Non-asymptotic concentration bounds for two- and
higher-dimensional Coulomb gases have been derived in [CHM16]. The fluctuations of a
particular observable and the associated fourth order phase transition are also studied in
[CMM15].
The study of minimizers of HN (without temperature) has been of interest recently. A
next to leading order expansion of minHN , together with the convergence of minimizers to
those of a “Coulomb renormalized energy” was obtained in [SS15b]. Additional rigidity of
the minimizing configurations down to the microscopic scale were shown in [AOC12,RNS14]
(see also [PRN18] for the higher-dimensional Coulomb cases). An explicit upper bound on
the particle density was also derived with a different approach in [LRY16] with applications
to the Fractional Quantum Hall Effect, see also previous “incompressibility estimates” in
[RSY14,RY15].
A very remarkable feature of these CLT’s is that no 1√
N
normalization is needed to obtain
a Gaussian limit (in contrast with the usual CLT for i.i.d random variables). As expressed
e.g. in [Joh98,AHM11], this must result from effective cancelations caused by the repulsive
behavior of the particles. Theorem 1 recovers results of [AHM11,AHM15,RV07] in the β = 2,
macroscopic scale case but with a different method. We need stronger regularity assumptions
than in [RV07] where test functions are only assumed to be C1 (for quadratic V ); and weaker
assumptions than in [AHM15] where V and ∂Σ are analytic while ξ ∈ C∞c (R2). The optimal
regularity needed for ξ in order for the CLT to hold seems to be an interesting open question
and we believe our result can be improved in that direction.
4Let us emphasize that the “rigidity” mentioned here is different from the notion of “rigid” point processes
as studied e.g. in [GP12].
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In [AHM15, Section 2.6] (which is β = 2) the value of the mean of the limiting Gaussian
random variable is expressed as
1
8π
(ˆ
Σ
(∆ξ + ξ∆(log∆V )) +
ˆ
∂Σ
ξN
[
(log∆V )Σ
])
,
where N is the “Neumann jump” on ∂Σ of the harmonic extension. An integration by parts
allows to easily check that it coincides with the expression of Mean(ξ) given in Theorem 1.
The expression for the variance in [AHM15] is the same as ours.
In [RV07] (which corresponds to β = 2 and Σ = B(0, 1)), the variance is expressed as
(1.18)
1
4π
ˆ
B(0,1)
|∇ξ|2 + 1
2
∑
k∈Z
|k||ξˆ(k)|,
where ξˆ(k) is the k-th Fourier coefficient of the map restricted to the unit circle. The second
term can be viewed as ‖ξ‖2
H˙1/2(∂B(0,1))
, where H˙1/2 is the homogeneous fractional Sobolev
space on ∂B(0, 1) with exponent 1/2. It is not hard to check that
1
4π
ˆ
R2\Σ
|∇ξΣ|2 = 1
2
‖ξ‖2
H˙1/2(∂Σ)
,
and we recover (1.18) from Var(ξ). Let us emphasize that, in contrast with [RV07], in (1.4)
we do not substract the expectation but N times the limit and we find that the expectation
of the fluctuations is given, as in [AHM15], by
1
8π
ˆ
B(0,1)
∆ξ.
1.8. Open questions. A first natural open question is to know the minimal regularity that
needs to be assumed on ξ for the CLT (or the order of magnitude O(1) of the fluctuations) to
hold. It is expected (see [JLM93]) that when ξ is not continuous – for instance when ξ is the
indicator function of a set – then its fluctuations (i.e. the fluctuations of the number of points
in the set) are of order N1/4, hence much larger than O(1), but still much smaller than that of
i.i.d. points, thus still exhibiting a rigidity phenomenon. This was proven up to logarithmic
corrections, and also in dimensions 1 and 3, for a “hierarchical” Coulomb gas model (in which
the interaction is modified in such a way that the system naturally gets “coarse-grained”
when changing scales) in the recent work [Cha17]. On this aspect, and many others, much
more is known for other two-dimensional models of particles with strong repulsion, given by
the zeroes of random polynomials or random series – we refer e.g. to [NS10,Sod04] and the
references therein.
It is also natural to search for a generalization of Theorem 1 in the mesoscopic case under
the condition N−1/2 ≪ ℓN instead of the actual constraint that ℓN = N−δ with δ > 12 , as can
be done for minimizers (see Theorem 3). The existence of a limit point process for PN,β, i.e. of
a two-dimensional analogue of the sine-β process appearing for one-dimensional β-ensembles,
is not known for β 6= 2 (in the Ginibre case β = 2, explicit expressions are known e.g. for all
the correlation functions), but it would also be interesting to study the asymptotic normality
of fluctuations in such hypothetical infinite ensembles.
Recently, there has been a surge of interest in studying the extreme values (in a certain
sense) of Gaussian Free Fields (GFF’s) and fields that ressemble a GFF, for example the char-
acteristic polynomial of a matrix in the Circular Unitary Ensemble, see [PZ17] and references
therein. In our setting, the field ∆−1fluctN is the characteristic polynomial in the β = 2, V
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quadratic, “Ginibre ensemble” case, and can be thought of as the “characteristic polynomial”
of a hypothetic non-Hermitian matrix whose eigenvalues are the ~XN for β, V general. Since
it converges to a GFF, it would be natural to compare the maximal values of this field to the
corresponding quantities for a GFF.
1.9. Outline of the proof and the paper and further remarks. Our approach is based
on the energy approach initiated in [SS15b,SS15a,RS15,PS15], which consists in expressing the
interaction energy in terms of the electrostatic potential generated by the point configuration.
We are able to leverage on the result of our previous papers on the LDP [LS17,Leb17] which
provided a next-order expansion of the partition function which is explicit in terms of the
equilibrium measure, presented in Section 2. We show here that such an expansion allows
to quickly obtain a CLT: our method is conceptually simple and flexible. As mentioned
above, our method applies in the one-dimensional logarithmic case [BLS17] and provides a
rather simple proof of the previously known result, although the treatment of the mesoscopic
case by this method is still an open question and seems more difficult than in the two-
dimensional case due to the nonlocal nature of the half-Laplacian operator (of which − log is
the fundamental solution in dimension one). In fact, since the one-dimensional macroscopic
setting is significantly easier, we encourage the reader interested in the details of the proof
to consult [BLS17, Ser17] for a first reading. Our method can also be extended to higher
dimensions, this is the object of future work.
Let us now outline the proof and the paper. The first step is to split the energy into
(1.19) HN ( ~XN ) ∼ N2I(µ0) + FN ( ~XN , µ0)
where FN is the Coulomb interaction of the system formed by the point charges at the xi’s
and the negative background charge −Nµ0. This is presented in Section 2, where we also
show that thanks to the known expansion of the partition function, FN +
1
2N logN is of order
N and we control its exponential moments. Since FN controls the fluctuation measure, we
can deduce first concentration bounds on it. After splitting the energy as in (1.19), we may
simplify out the contribution of N2I(µ0) from the partition function, and define a next-order
partition function involving only FN and denoted for now KN,β(µ0).
A random variable is a Gaussian with mean m and variance v if and only if its Laplace
transform is emt+
1
2
vt2 , hence, as is well-known, to prove the convergence in law of a random
variable to a Gaussian, it suffices to show that the logarithm of its Laplace transform con-
verges to a quadratic function. This is the starting point of the proof, as in [Joh98] and
all other previous works: we wish to compute the large N limit of the (logarithm of) the
Laplace transform of the fluctuation in the form EPN,β (exp(NtFluctN (ξN ))) . Some straight-
forward explicit computations detailed in Proposition 2.10 show that (in the interior case, for
simplicity)
(1.20) EPN,β (exp(NtFluctN (ξN ))) = e
1
2
N2t2Var(ξ)KN,β(µt)
KN,β(µ0)
Var(ξ) =
1
2πβ
ˆ
Rd
|∇ξ|2,
where we already see the variance Var(ξ) formally appear. In order to obtain the Laplace
transform of the fluctuations, one needs to take t = τN in (1.20), where τ is fixed and let
N →∞. 5
5Implementing this strategy, we compute asymptotics of various quantities in t or τ , where τ = Nt should
be thought of as being order 1. In particular, we may discard all lower-order terms of order Nt2 or
√
Nt since
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Evaluating (1.20) thus reduces to understanding the ratio of the next order partition func-
tions associated to a Coulomb gas with “perturbed” potential V − 2tβ ξ and equilibrium measure
µt, and the original one. Our previous work [LS17,Leb17] provides us with an expansion of
logKN,β(µ), which leads to an expansion of the ratio of the form
(1.21) log
KN,β(µt)
KN,β(µ0)
=
(
1− β
4
)
N
(ˆ
µ0 log µ0 −
ˆ
µt log µt
)
+ o(N).
It has an explicit Lipschitz dependence in µ, plus a o(N) error term (see Section 2.7). Using
this expansion with t = τN we obtain
log
KN,β(µτ/N )
KN,β(µ0)
= Mean(ξ)τ + ErrorN (τ) + o(N),
where the explicit mean Mean(ξ) now appears as the linearization with respect to t→ 0 of the
entropy terms in the right-hand side (1.21), and where ErrorN (τ) goes to zero as N →∞ for
fixed τ . Since we do not know that the error terms in (1.21) have a Lipschitz dependence in
the equilibrium measure, we can only bound their difference by their sum, leading to the o(N)
error instead of the o(1) error that we need, and preventing us from directly concluding. Our
way to circumvent this is to combine this estimate with a second way of computing
KN,β(µt)
KN,β(µ0)
,
discussed below. As it turns out, the second approach will still not directly yield an oN (1)
error in the comparison of partition functions, but we will be able to combine both estimates
in order to get the result, see Corollary 4.4.
The second way of computing is to look for a change of variables (as is fairly common in
this topic, see for example [Joh98,BG13b,Shc14]) that will exactly map the old Coulomb gas
to the new one (with perturbed potential). This leads to the question of inverting an operator
and the loop (or Schwinger-Dyson) equations. Instead, we use a change of variables Id + tψ
which is a transport map between the equilibrium measure µ0 and an approximation of the
equilibrium measure µt for the perturbed potential.
The conditions (1.13) ensure that the mass of the perturbed equilibrium measure carried
by each connected component remains unchanged to order t, so that a regular enough such
ψ exists. We then let µ˜t = (Id + tψ)#µ0 be the approximate equilibrium measure. Section 3
is devoted to the construction of ψ and to proving that
log
KN,β(µ˜t)
KN,β(µt)
= o(1)
which allows to replace µt by the approximate measure µ˜t in (1.20).
The construction of the transport map ψ is easy in the interior cases. In the boundary cases,
it requires a precise understanding on how the support of µt varies with t, which is a question
of quantitative stability for the coincidence set of the obstacle problem under perturbation
of the obstacle which we believe to be of independent interest. Such a result was missing in
the literature and is proven in all dimensions in a separate paper [SS17]. Our approach is
in contrast to what was previously found in the literature where the analyticity of V, ξ, ∂Σ
is often assumed — in particular it was assumed in the only paper [AHM15] that previously
treated the boundary case, and was required in order to be able to apply the sophisticated
Sakai’s theory, which is anyway restricted to two dimensions.
they have a vanishing contribution in the limit N → ∞, but of course not the terms in N2t2 appearing in the
variance.
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The next step, presented in Section 4 is to use the change of variables φt = Id + tψ in the
integral that defines KN,β(µ˜t). This leads us to evaluating (roughly)
(1.22) EPN,β
(
exp
(
−β
2
(
FN (φt( ~XN ), µ˜t)− FN ( ~XN , µ0)
)
+
N∑
i=1
log |detDφt|
))
.
Then, we linearize the exponent in t. A large part of the analysis is to linearize the difference
of energies FN before and after transport, this is done in Proposition 4.2 and relies on our
energetic approach, which allows to use regularity estimates from potential theory and elliptic
PDEs. This somehow replaces the loop equation terms. What we find is that roughly
(1.23) − β
2
(
FN (φt( ~XN ), µ˜t)− FN ( ~XN , µ0)
)
+
N∑
i=1
log |detDφt|
≃ As(tψ, ~XN , µ0) +
(
1− β
4
)
N
(ˆ
µ0 log µ0 −
ˆ
µ˜t log µ˜t
)
+O(t2N)
i.e. the linearization gives rise to explicit terms which are the same as in (1.21) plus an
additional explicit but rather unknown term (which we call the anisotropy) As(tψ, ~XN , µ0)
whose important features are that it is linear in t and controlled by the energy FN+
1
2N logN .
In other words, using the transport and linearizing the relevant quantities along this transport
opens the possibility of obtaining an expansion for the relative partition function in (1.21)
which is now Lipschitz in the equilibrium measure, as opposed to the previous expansion
obtained by substracting those obtained for each equilibrium measure, but involve the new
unknown term As(tψ, ~XN , µ0).
To conclude, the key is to to compare the results (1.21) and (1.22)–(1.23) obtained by the
two approaches, for t fixed but possibly small. This yields
(1.24) logEPN,β
[
exp
(
As(tψ, ~XN , µ0)
)]
= o(N)
i.e. the anistropy is small, with respect to N , in exponential moments. Using then crucially
its linear character (and not so much its precise expression), we can transfer this information
from t fixed to t = τN by simply using Ho¨lder’s inequality in (1.24), obtaining
logEPN,β
[
exp
(
As(
τ
N
ψ, ~XN , µ0)
)]
= o(1).
Inserting this into (1.22)–(1.23) we thus conclude the evaluation of (1.20) by finding
(1.25) lim
N→∞
EPN,β (exp(τFluctN (ξ))) = exp
(
Mean(ξ)τ +
1
2
Var(ξ)τ2
)
,
where the mean and variance are as in (1.14) and (1.15). This concludes at the end of Section 4
the proof of the main theorem. In Section 5 we give the proofs of the other theorems.
In Appendix A, we prove Proposition 4.2, and in Appendix B we gather the proofs of the
preliminary results of Section 2. Finally, in Appendix C we provide additional detail for the
reader interested in the precise import of the results of [LS17,Leb17].
In [BBNY16], instead of transport, the method relies on loop equations and strong rigidity
estimates (taken from [BBNY17]). As we do, authors of [BBNY16] use an expansion of the
partition function which is explicit in terms of µ0 and they transfer information from large t’s
to smaller t’s to show that the contribution of some anisotropy-type term is small. Because
they cannot take t as large as order 1, they instead rely on an expansion of the log of the
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partition function with a quantitative bound on the error term, which in turn is obtained by
comparing the Coulomb gas with logarithmic interaction to one with a short-range (screened)
Yukawa interaction, for which rigidity and the existence of a thermodynamic limit can be
proven, effectively replacing the screening procedure used in [LS17].
2. Preliminaries
For future reference we will sometimes work in general dimension d (here d = 2) and denote
the logarithmic potential − log |x| by g(x), with
−∆g = cdδ0,
here cd = 2π in dimension 2.
2.1. The next-order energy. We start by presenting the electric formulation to the energy.
Definition 2.1 (Next-order energy). Let µ be a bounded, compactly supported probability
density on Rd. We define an energy functional on (Rd)N by
(2.1) FN ( ~XN , µ) :=
¨
(Rd×Rd)\△
g(x− y)
(
N∑
i=1
δxi −Ndµ
)
(x)
(
N∑
i=1
δxi −Ndµ
)
(y),
where △ is the diagonal in Rd × Rd.
Lemma 2.2 (Splitting formula). Assume µ0, the minimizer of IV (as in (1.9)), is absolutely
continuous with respect to the Lebesgue measure. For any N and any ~XN ∈ (Rd)N we have
(2.2) HN ( ~XN ) = N2IV (µ0) + 2N
N∑
i=1
ζ0(xi) + FN ( ~XN , µ0).
The proof of Lemma 2.2 is given in Section B.1.
Using (2.2), we may re-write PN,β as
(2.3) dPN,β( ~XN ) =
1
KN,β(µ0, ζ0)
exp
(
−β
2
(
FN ( ~XN , µ0) + 2N
N∑
i=1
ζ0(xi)
))
d ~XN ,
with a next-order partition function KN,β(µ0, ζ0) defined by
(2.4) KN,β(µ0, ζ0) :=
ˆ
(Rd)N
exp
(
−β
2
(
FN ( ~XN , µ0) + 2N
N∑
i=1
ζ0(xi)
))
d ~XN .
We extend this notation to KN,β(µ, ζ) where µ is a (bounded, compactly supported) proba-
bility density and ζ a “confining term”. We also define
(2.5) dP
(µ,ζ)
N,β (
~XN ) :=
1
KN,β(µ, ζ)
exp
(
−β
2
(
FN ( ~XN , µ) + 2N
N∑
i=1
ζ(xi)
))
d ~XN .
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2.2. Electric fields and truncation. Contrarily to our previous works, we can only afford
here total errors that are o(1) as N →∞ since the Laplace transform of the fluctuation is of
order 1. Thus we need improved versions of the previous results, which allow to have exact
formulas. To do so, we use the rewriting of the energy via truncation as in [RS15,PS15] but
using the nearest-neighbor distance truncation as in [LSZ17].
For any N -tuple ~XN = (x1, . . . , xN ) of points in the space R
d, and any bounded, compactly
supported probability density µ, we define the electrostatic potential generated by ~XN and µ
as
(2.6) HµN(x) :=
ˆ
Rd
g(x− y)
(
N∑
i=1
δxi −Ndµ
)
(y).
For η > 0, let us define the truncation at distance η by
fη(x) := min (g(x) − g(η), 0) .
If ~XN = (x1, . . . , xN ) is a N -tuple of points in R
d we denote for all i = 1, . . . , N ,
(2.7) r(xi) =
1
4
min
(
min
j 6=i
|xi − xj|, N−1/d
)
which we will think of as the nearest-neighbor distance for xi. Let ~η be a N -tuple of small
distances ~η = (η1, . . . , ηN ). We define the truncated potential H
µ
N,~η as
(2.8) HµN,~η(x) = H
µ
N (x)−
N∑
i=1
fηi(x− xi).
This amounts to truncating the singularity of HµN near each particle xi at distance ηi. We
note that since g is a multiple of the Coulomb kernel in Rd, HµN satisfies
(2.9) −∆HµN = cd
(
N∑
i=1
δxi −Ndµ
)
in Rd,
with cd = 2π for d = 2. Also, denoting δ
(η)
x the uniform measure of mass 1 on ∂B(x, η), we
note that we have
fη(x) =
ˆ
Rd
g(x− y)
(
δ0 − δ(η)0
)
(y),
hence in view of (2.6) and (2.8), we may write
HµN,~η(x) =
ˆ
Rd
g(x− y)
(
N∑
i=1
δ(ηi)xi −Ndµ
)
(y),(2.10)
−∆HµN,~η = cd
(
N∑
i=1
δ(ηi)xi −Ndµ
)
.(2.11)
The (truncated) electric fields are defined as the gradient of the (truncated) electric po-
tentials. The main point of introducing these objects is that we may express the next-order
energy FN ( ~XN , µ) in terms of the (truncated) electric fields.
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Proposition 2.3. Let µ be a bounded probability density on Rd and ~XN be in (R
d)N . We
may re-write FN ( ~XN , µ) as
FN ( ~XN , µ) :=
1
cd
lim
η→0
(ˆ
Rd
|∇HµN,~η|2 − cd
N∑
i=1
g(ηi)
)
.
If ~η = (η1, . . . , ηN ) is such that 0 < ηi ≤ r(xi) for each i = 1, . . . , N we have
(2.12) FN ( ~XN , µ) =
1
cd
(ˆ
Rd
|∇HµN,~η|2 − cd
N∑
i=1
g(ηi)
)
+ 2N
N∑
i=1
ˆ
Rd
fηi(x− xi)dµ(x)
and for general ~η we have the bounds
(2.13)
∑
i6=j
(
g(xi − xj)−min(g(ηi), g(ηj))
)
1|xi−xj |≤ηi+ηj
≤ FN ( ~XN , µ)− 1
cd
(ˆ
Rd
|∇HµN,~η|2 − cd
N∑
i=1
g(ηi)
)
− 2N
N∑
i=1
ˆ
Rd
fηi(x− xi)dµ(x)
≤
∑
i6=j
g(xi − xj)1|xi−xj |≤ηi+ηj ,
where the error terms in (2.12) and (2.13) may be bounded as follows
(2.14)
∣∣∣∣∣2N
N∑
i=1
ˆ
Rd
fηi(x− xi)dµ(x)
∣∣∣∣∣ ≤ CN‖µ‖L∞
N∑
i=1
ηdi ,
for some constant C depending only on d.
The proof of Proposition 2.3 is given in Section B.2.
Choosing in particular ηi = N
−1/d, we deduce from (2.13) and (2.14) that
Corollary 2.4. For any ~XN , we have
(2.15) FN ( ~XN , µ) ≥ −Ng(N−
1
d )− CN‖µ‖L∞
for some constant depending only on d.
In particular, for d = 2 we obtain
FN ( ~XN , µ) ≥ 1
2
N logN − CN‖µ‖L∞ .
2.3. The electric energy controls the fluctuations. In this section, we explain how to
derive a priori, deterministic bounds on the fluctuations of a smooth test function in terms
of the electric energy of the points. The basic idea is to use the fact that
∑N
i=1 δxi −Nµ is,
up to constant, minus the Laplacian of HµN and to write
FluctN [ϕ] =
ˆ
ϕ
(
N∑
i=1
δxi −Nµ
)
≃
ˆ
ϕ∆HµN ≃
ˆ
∇ϕ∇HµN
and to apply Cauchy-Schwarz’s inequality. This is again similar to previous works [SS15b,
RS15,PS15], but with more explicit dependence in the test-functions.
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Proposition 2.5. Let ϕ be a compactly supported Lipschitz function on Rd and µ be a bounded
probability density on Rd. Let UN be an open set containing a δ-neighborhood of the support
of ϕ, with δ ≥ 2N−1/d. Let ~η be a N -tuple of distances such that ηi ≤ N−1/d, for each
i = 1, . . . , N . For any configuration ~XN , we have
(2.16)
∣∣∣∣∣
ˆ
Rd
ϕ
(
N∑
i=1
δxi −Ndµ
)∣∣∣∣∣ ≤ C‖∇ϕ‖L2(UN )‖∇HµN,~η‖L2(UN )
+ C‖∇ϕ‖L∞
(
δ−
1
2 |∂UN |
1
2N−
1
d ‖∇HµN,~η‖L2(UN ) +N1−
1
d |UN |‖µ‖L∞(UN )
)
where C depends only on d.
Let SN be a compact subset of R
d and UN containing its δ-neighborhood, with δ ≥ 2N−1/d,
and let #ISN denote the number of balls B(xi, N
−1/d) intersecting SN . We have
(2.17) #ISN ≤ N
ˆ
UN
dµ+ Cδ−
1
2 |∂UN |
1
2‖∇HµN,~η‖L2(UN ),
where C depends only on d.
In particular, for d = 2 and µ = µ0, we obtain
(2.18) |FluctN (ϕ)|
≤ C‖∇ϕ‖L∞
(
(|UN | 12 + δ− 12 |∂UN | 12N− 12 )‖∇Hµ0N,~η‖L2(UN ) +N
1
2 |UN |‖µ0‖L∞(UN )
)
,
and an estimate on the number of points as in (2.17)
(2.19) #ISN ≤ N‖µ0‖∞|UN |+ Cδ−
1
2 |∂UN |
1
2 ‖∇Hµ0N,~η‖L2(UN ).
Corollary 2.6. Let µ be a bounded probability density with compact support Σ such that ∂Σ
is a piecewise C1 curve. For any configuration ~XN , letting I
r
∂ denote the set of points such
that dist(xi, ∂Σ) ≤ r or xi /∈ Σ, if r > 0 is smaller than a constant depending only on ∂Σ and
for any ~η, we have
(2.20) #Ir∂ ≤ Cmin
(
N
1
6 , r−
1
2
)
‖∇HµN,~η‖L2(Σ) + Cmax(N
2
3 , Nr),
where C depends only on µ and d.
The proofs of Proposition 2.5 and Corollary 2.6 are given in Section B.4.
2.4. Local control of the distances. We will need the following result, that shows that the
electric energy locally controls the nearest neighbor distances. Let ~η be such that ηi ≤ r(xi)
for all i = 1, . . . , N . For a given background measure µ, let us introduce
(2.21) Fx¯N ,ℓN~η (
~XN ) := N
2
d
−1
ˆ
B(x¯N ,2ℓN )
|∇HµN,~η|2 − cd
∑
i,xi∈B(x¯N ,2ℓN )
g(ηiN
1/d).
Lemma 2.7. For any configuration, there exists ~α with αi ≤ N−1/d, such that∑
i∈B(x¯N ,ℓN )
g(r(xi)N
1/d) ≤ C
Fx¯N ,ℓN~α ( ~XN ) + Fx¯N ,ℓN~η ( ~XN ) +NℓdN + ∑
i,xi∈B(x¯N ,ℓN )
g(1)
 ,
where ηi = N
−1/d for each i, and C depends only on ‖µ0‖L∞ and d.
Lemma 2.7 is proven in Section B.3.
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2.5. Perturbed quantities.
Definition 2.8. For any t ∈ R and N ≥ 1, we define
• The perturbed potential Vt as V − 2tξNβ .
• The perturbed equilibrium measure µt as the equilibrium measure associated to Vt.
• The perturbed droplet Σt as the compact support of µt.
• The next-order confinement term ζt as in (1.10).
• The next-order energy FN ( ~XN , µt) as in (2.1).
• The next-order partition function KN,β(µt, ζt) as in (2.4).
We also define µt as the signed measure
(2.22) µt := µ0 −
t
cdβ
∆ξN .
For d = 2, it corresponds to
µt := µ0 −
t
2πβ
∆ξN .
Remark 2.9. Let N ≥ 1 be fixed. If ξN is supported in Σ0 and t is such that
(2.23) |t| ≤ tmax := cdβminΣ0 µ0
2‖∆ξN‖L∞
then µt = µt and Σt = Σ0.
Proof. From (H2) we know that the density µ0 is bounded below by a positive constant. Thus
for t as in (2.23), µt is a probability density whose support is Σ0. On the other hand, we
can check that µt satifies the Euler-Lagrange equations (1.11) associated to Vt. It is known
since [Fro35] that these equations characterize the equilibrium measure, hence µt = µt and in
particular Σt = Σ0. 
Let us observe that if ξ is C2 and ξN is as in (1.7), then tmax is of order
tmax ≈ ℓ2N .
2.6. The Laplace transform of fluctuations as a ratio of partition functions. The
following proposition expresses the Laplace transform of the fluctuations of a linear statistic
as a ratio of partition functions. A deterministic term appears, which will later be identified
as the variance of the fluctuations. For the sake of simplicity of the presentation, we take the
log of the Laplace transform.
Proposition 2.10. In the interior cases, for |t| ≤ tmax as in (2.23), we have the identity
(2.24) logEPN,β [exp(NtFluctN (ξN ))]
= logKN,β(µt, ζt)− logKN,β(µ0, ζ0) + N
2t2ℓd−2N
2cdβ
ˆ
Rd
|∇ξ|2.
In the macroscopic boundary case, as t→ 0 we have
(2.25) logEPN,β [exp(NtFluctN (ξN ))]
= logKN,β(µt, ζt)− logKN,β(µ0, ζ0) + N
2t2
2cdβ
ˆ
Rd
|∇ξΣ|2
+N2
(
‖ξ‖C0,1(1 + ‖ξ‖C1,1) + ‖ξ‖2C0,1
)
O(t3),
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Proof of Proposition 2.10. For any bounded, compactly supported probability density µ we
define the electrostatic potential generated by µ as
(2.26) hµ(x) :=
ˆ
Rd
g(x− y)dµ(y),
let us observe that this quantity appears in the definition of ζ as in (1.10).
The proof relies on simple algebra.
Step 1 (Reexpressing fluctuations). We have, with the notation of Definition 2.8 and (2.22),
(2.27)
2Nt
β
FluctN (ξN ) = FN ( ~XN , µ0)− FN ( ~XN , µt)− 2N
N∑
i=1
(ζt(xi)− ζ0(xi))
− 2N2
ˆ
Rd
ζ0 dµt +
N2t2
cdβ2
ˆ
Rd
|∇ξN |2 − N
2
cd
ˆ
Rd
∣∣∣∇hµt −∇hµt∣∣∣2 .
Proof. Letting ν = − 1
cd
∆ξN , and using the fact that
ξN (x) = −
ˆ
g(x− y)
cd
∆ξN ,
we may write
FN ( ~XN , µ0)− 2Nt
β
ˆ
ξNdfluctN
=
¨
△c
g(x− y)dfluctN (x)dfluctN (y)− 2Nt
β
¨
g(x− y)dν(x)dfluctN (y).
Completing the square, we obtain
FN ( ~XN , µ0)− 2Nt
β
ˆ
ξNdfluctN
=
¨
△c
g(x−y)d
(
fluctN − Nt
β
ν
)
(x)d
(
fluctN − Nt
β
ν
)
(y)− N
2t2
β2
¨
g(x−y)dν(x)dν(y).
From the definitions we see that
fluctN − Nt
β
ν=
N∑
i=1
δxi −Nµ0 +
Nt
cdβ
∆ξN =
N∑
i=1
δxi −Nµt
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thus we may write
¨
△c
g(x− y)
(
fluctN − Nt
β
dν
)
(x)
(
fluctN − Nt
β
dν
)
(y)
=
¨
△c
g(x− y)
(
N∑
i=1
δxi −Ndµt
)
(x)
(
N∑
i=1
δxi −Ndµt
)
(y)
+N2
¨
g(x − y) d(µt − µt)(x) d(µt − µt)(y)
+ 2N
¨
g(x − y)
(
N∑
i=1
δxi −Ndµt
)
(x) d(µt − µt)(y)
= FN ( ~XN , µt) +N
2
¨
g(x− y) d(µt − µt)(x) d(µt − µt)(y)
+ 2N
ˆ
(hµt − hµt)
(
N∑
i=1
δxi −Ndµt
)
.
The first term in the right-hand side corresponds to FN ( ~XN , µt). The second term in the
right-hand side can be integrated by parts, yielding
N2
¨
g(x− y) d(µt − µt)(x) d(µt − µt)(y) = N2
ˆ
|∇hµt −∇hµt |2.
Finally, from (1.10) for V0 and Vt and from (2.22), we see that
hµt − hµt = ζt − ζ0 + ct − c0
and we also use that ζt vanishes on the support of µt. It yields
ˆ (
hµt − hµt
)( N∑
i=1
δxi −Ndµt
)
=
N∑
i=1
ζt(xi)−
N∑
i=1
ζ0(xi) +N
ˆ
ζ0 dµt.
Combining these successive identities, we obtain (2.27). 
Step 2 (Expressing the Laplace transform - I). We have the identity
(2.28) EPN,β [exp(NtFluctN (ξN ))]
=
KN,β(µt, ζt)
KN,β(µ0, ζ0)
exp
(
N2t2
2cdβ
ˆ
Rd
|∇ξN |2 − βN
2
2cd
ˆ
Rd
|∇hµt −∇hµt |2 − βN2
ˆ
Rd
ζ0dµt
)
.
Proof. Using the expression (2.3) of the Gibbs measure, we may compute the Laplace trans-
form of the fluctuations
EPN,β [exp(NtFluctN (ξN ))]
=
1
KN,β(µ0, ζ0)
ˆ
(Rd)N
exp
(
NtFluctN (ξN )− β
2
(
FN ( ~XN , µ0) + 2N
N∑
i=1
ζ0(xi)
))
d ~XN
Inserting (2.27) and using the definition of KN,β(µt, ζt) as in (2.4) we obtain (2.28). 
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Step 3 (Expressing the Laplace transform - II). Let us note that in the interior cases, by
Remark 2.9, (2.28) simplifies into
EPN,β [exp(NtFluctN (ξN ))] =
KN,β(µt, ζt)
KN,β(µ0, ζ0)
exp
(
N2t2
2cdβ
ˆ
Rd
|∇ξN |2
)
,
as soon as |t| ≤ tmax as in (2.23), and thus yields the result (2.24) in this case.
In the macroscopic boundary case, we rely on the following result.
Lemma 2.11. As t→ 0, we have
(2.29)
t2
2cdβ
ˆ
Rd
|∇ξN |2 − β
2cd
ˆ
Rd
∣∣∣∇hµt −∇hµt ∣∣∣2 = t2
2cdβ
ˆ
Rd
|∇ξΣ|2
+
(
‖ξ‖C0,1(1 + ‖ξ‖C1,1) + ‖ξ‖2C0,1
)
O(t3)
and
(2.30)
ˆ
R2
ζ0dµt = O(t
3‖ξ‖2C0,1).
Lemma 2.11 is proven in Section B.5.2. Combining (2.28) and Lemma 2.11, we obtain
(2.25).

Corollary 2.12. In particular, for any fixed τ , taking t = τN in the previous result, we obtain:
(2.31) logEPN,β [exp(τFluctN (ξN ))] = log
KN,β(µτ/N , ζτ/N )
KN,β(µ0, ζ0)
+
τ2
2cdβ
ˆ
Rd
|∇ξΣ|2 + oN (1),
and the convergence as N →∞ is uniform for bounded τ .
Our goal will thus be to estimate the ratio of partition functions appearing in the right-
hand side of (2.31) in order to compute the limit of the left-hand side, i.e. of the (log-)Laplace
transform of the fluctuations.
2.7. Expansion of the partition function. We first recall the expansions of the partition
function ZN,β (as in (1.1)) obtained in [LS17, Leb17]. They improve on previously known
estimates up to order o(N logN), by giving some explicit expression for the next order in
terms of the free energy functional Fβ introduced in [LS17]. This functional depends on the
equilibrium measure µ0 in a simple way, thanks to the logarithmic nature of the interaction,
and it allows us to obtain relative expansions up to an error term rN = o(Nℓ
2
N ). Since the
allowed errors in the computation of Laplace transforms are o(1), these expansions are not
precise enough to yield the CLT directly.
If µ is a probability density, we denote by Ent(µ) the entropy6 of µ given by
Ent(µ) :=
ˆ
R2
µ log µ.
The following asymptotic expansion is proven in [LS17, Corollary 1.5], see also [LS17, Remark
4.3].
6Our choice of Ent(µ) is really the opposite of the physical entropy.
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Proposition 2.13 (Partition function expansion: macroscopic case). Let µ be a probability
density on R2 supported in Σ. Assume that µ is C0,1 and bounded below on Σ and that Σ is a
finite union of compact connected sets with C0,1 boundary. Let ζ be some Lipschitz function
on R2 satisfying
ζ = 0 in Σ, ζ > 0 in R2 \ Σ,
ˆ
R2
exp (−βNζ(x)) dx <∞ for N large enough.
Then, with the notation of (2.4) and for some Cβ depending only on β, we have
(2.32) logKN,β(µ, ζ) =
β
4
N logN + CβN −N
(
1− β
4
)
Ent(µ) +NrN ,
with rN satisfying
(2.33) lim
N→∞
rN = 0.
The constant Cβ is obtained by minimizing the free energy functional introduced in [LS17],
and is not purely of entropic origin. Its precise value, however, will not matter as we examine
only differences of logarithms of partition functions.
As stated, the error term NrN depends on µ. In fact, as explained in Section C, the
convergence rN → 0 is uniform on certain subsets of probability densities. In particular, if
{µs}s is a family of probability densities whose supports are contained in a uniform compact,
whose densities are uniformly bounded by a positive constant on their respective supports and
whose C0,1 norms are uniformly bounded, then the convergence (2.33) is uniform in s. This
is the case for the family {µ˜t}t∈[0,1] of approximate equilibrium measures constructed below
in Section 3. Proposition 2.13 will be used in the macroscopic cases (interior and boundary).
In the mesoscopic case, we will instead use a relative expansion of the partition function,
as follows.
Proposition 2.14 (Partition function expansion: mesoscopic case). For N ≥ 1 and t as in
(2.23), with µt = µ¯t as in (2.22), we have
(2.34) logKN,β(µt, ζt)− logKN,β(µ0, ζ0) = N
(
1− β
4
)
(Ent(µ0)− Ent(µt)) +Nℓ2NrN ,
with limN→∞ rN = 0 uniformly for |t| ≤ tmax.
Proof. The expansion (2.34) follows from the analysis of [Leb17], however some inspection of
the proof is needed. Following the argument of [Leb17], we may split the energy between an
interior part (corresponding to UN , the support of ξN ) and an “exterior part” (R
2\UN ). Since
the background measures µ0 and µt coincide on the exterior part, the ratio of the associated
partition functions depends only on the interior part (the partition function associated to the
interior part is denoted by KβN,z,δ1 in [Leb17]). Using the limit [Leb17, Eq. (6.3)] and the
scaling properties of the functional Fβ defined there we may then recover (2.34). We refer to
Section C for more detail. 
2.8. Exponential moments of the energy and concentration bound. Many error terms
in our computations involve the energy of a given configuration, and since we work with
Laplace transforms, we will need to control the exponential moments of the energy.
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Lemma 2.15. Let (µ, ζ) satisfy the assumptions of Proposition 2.13. For any ~η such that
ηi ≤ N−1/2 for i = 1, . . . , N , we have
(2.35)
∣∣∣∣logEP(µ,ζ)
N,β
(
exp
(
β
4
(
F
x¯N ,ℓN
~η (
~XN )
)))∣∣∣∣ ≤ CNℓ2N
with Fx¯N ,ℓN as defined in (2.21),
(2.36)
∣∣∣∣∣logEP(µ,ζ)N,β
(
exp
(
βN
N∑
i=1
ζ(xi)
))∣∣∣∣∣ ≤ CN,
where C depends only on β and V .
Proof. In the macroscopic case, i.e. ℓN = 1, it follows from (2.12), (2.14) that
1
2π
ˆ
R2
|∇HµN,~η|2 +
N∑
i=1
log(ηiN
1/2) =
(
FN ( ~XN , µ) +
N logN
2
)
+O(N)‖µ‖L∞ ,
and it remains to control the exponential moments of FN ( ~XN , µ)+
N logN
2 under P
(µ,ζ)
N,β . This
follows e.g. from the analysis of [SS15b], but we can also deduce it from Proposition 2.13.
We may indeed write
(2.37) E
P
(µ,ζ)
N,β
[
exp
(
β
4
FN ( ~XN , µ)
)]
=
1
KN,β(µ, ζ)
ˆ
exp
(
−β
4
(
FN ( ~XN , µ) + 2N
N∑
i=1
2ζ(xi)
))
d ~XN
=
K
N,β
2
(µ, 2ζ)
KN,β(µ, ζ)
.
Taking the log and using (2.32) to expand both right-hand side terms up to order N yields
that
(2.38)
∣∣∣∣∣logEP(µ,ζ)N,β
[
exp
(
β
4
(FN ( ~XN , µ) +
1
2
N logN) + βN
N∑
i=1
ζ(xi)
)]∣∣∣∣∣ ≤ CN,
and using ζ ≥ 0 and Corollary 2.4, the result follows. The constant C is uniform for the cases
mentioned after Proposition 2.13.
In the mesoscopic case, (2.35) follows from the “good control on the energy” as stated
in [Leb17, Section 4.4], up to replacing the truncation at fixed distance η by the truncation
used here, which depends on the points. 
Similarly, we can bound the exponential moments of the electric energy (the L2, positive
part of the energy).
Lemma 2.16. Let (µ, ζ) satisfy the assumptions of Proposition 2.13, and let s ∈ (0, 1). We
have
(2.39)
∣∣∣∣∣logEP(µ,ζ)N,β
(
exp
(
β
4
ˆ
B(x¯N ,2ℓN )
|∇HµN,s~r|2
))∣∣∣∣∣ ≤ CNℓ2N (1 + | log s|),
with C depending only on β and V .
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Proof of Lemma 2.16. Using the result of Lemma 2.15 with ~η = s~r we obtain∣∣∣∣logEP(µ,ζ)
N,β
(
exp
(
β
4
(
F
x¯N ,ℓN
s~r (
~XN )
)))∣∣∣∣ ≤ CNℓ2N ,
where Fx¯N ,ℓNs~r (
~XN ) has been defined in (2.21) and is equal to
F
x¯N ,ℓN
s~r (
~XN ) =
ˆ
B(x¯N ,2ℓN )
|∇HµN,s~r|2 − 2π
∑
i,xi∈B(x¯N ,2ℓN )
− log |sr(xi)N1/2|.
Using (2.17) to control the number of points in B(x¯N , 2ℓN ), and the Cauchy-Schwarz’s
inequality, we see that
logE
P
(µ,ζ)
N,β
(
exp
(
β
4
ˆ
B(x¯N ,2ℓN )
|∇HµN,s~r|2
))
≤ CNℓ2N (1 + | log s|)
+ C logE
P
(µ,ζ)
N,β
exp
−β
4
∑
i,xi∈B(x¯N ,2ℓN )
log(r(xi)N
1/2)
 .
Since r(xi) is the nearest-neighbor distance, we expect it to be of order N
−1/2 and thus the
second-term in the right-hand side should be of the same order as the number of points in
B(x¯N , 2ℓN ), namely O(Nℓ
2
N ) according to (2.17). In the macroscopic case, we may use (2.13)
with ηi = N
−1/2 for all i, this yields
−
∑
i6=j
log(|xi − xj|N1/2) ≤ FN ( ~XN , µ) + 1
2
N logN + CN.
Since the left-hand side is bounded below by −∑i log(r(xi)N1/2)−CN , in view of (2.38), we
conclude in this case. In the mesoscopic case, we may combine the result of Lemmas 2.7 and
2.15 to conclude as well. 
Combined with Proposition 2.5 or (2.18) applied with ~η = ~r, this result directly implies a
first concentration bound on the fluctuations.
Corollary 2.17. Assume ξ is a Lipschitz function supported in a ball B(x¯N , ℓN ). Then
(2.40)∣∣∣logEPN,β (exp(FluctN (ξ)))∣∣∣ ≤ C‖∇ξ‖L2(B(x¯N ,ℓN ))√NℓN +C‖∇ξ‖L∞ (1 +√Nℓ2N‖µ0‖L∞)
with C depending only on β and V .
Of course, this bound is less precise than that provided by the main theorem, however it
is valid for much less regular functions ξ.
3. Approximate transport and approximation error
In this section, we again work in arbitrary dimension d. We are looking to define a transport
map φt := Id +
t
βψ, for some ψ, and an approximate equilibrium measure
(3.1) µ˜t :=
(
Id +
t
β
ψ
)
#µ0,
as well as an associated approximate confining term ζ˜t. The goal of this section is to show
that if we choose ψ properly, then in the evaluation of the right-hand side of (2.31) we may
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replace µt by µ˜t, while making only a small error as shown by the following result and its
corollary.
The quantity tmax has been introduced in (2.23), and we define t˜max as
(3.2) t˜max := β
(
2‖ψ‖C0,1(R2)
)−1
.
Proposition 3.1. Denote by UN an open cube containing the support of ξN (in the mesoscopic
case, of sidelength O(ℓN )). Let N ≥ 1 and τ be such that τN ≤ min(tmax, t˜max). We may
choose ψ in such a way that with the definition (3.1) we have
(3.3) log
KN,β(µ˜τ/N , ζ˜τ/N )
KN,β(µτ/N , ζτ/N )
= O
(
τ4N−2|UN |(diamUN )2M2ξ
)
+O
(
τ2N−1/2(diamUN )|UN |Mξ
)
+O
(
τ2
N1/2
+
τ4
N2
)
1∂ .
where 1∂ is 1 in the boundary case and 0 otherwise, and
(3.4) Mξ := ‖ξN‖C1,1 + ‖ξN‖2C1,1 + ‖ξN‖C2,1‖ξN‖C0,1 .
In the interior cases, the implicit constants depend only on V , and in the boundary case they
depend on V and ξ.
Corollary 3.2. For any fixed τ , we have
(3.5) log
KN,β(µ˜τ/N , ζ˜τ/N )
KN,β(µτ/N , ζτ/N )
= oN (1),
and the convergence is uniform for τ bounded.
3.1. Approximate transport and equilibrium measure. We first define ψ and then
evaluate the errors made by replacing µt by the approximate equilibrium measure (3.1). The
idea is to pick ψ such that Id + tβψ approximately solves (i.e. solves to order t) the equation
det(D(Id +
t
β
ψ)) ≈ µ0
µt ◦ (Id + tβψ)
,
which expresses the fact that Id + tβψ approximately transports µ0 on µt.
Step 1 (The interior cases). In all interior cases (mesoscopic and macroscopic), we set
(3.6) ψ = −∇ξN
cdµ0
which is well-defined in view of the lower bound for µ0 provided by (H2). This way ψ is
compactly supported in UN and solves
div (µ0ψ) = − 1
cd
∆ξN ,
and we have the obvious bounds,
(3.7) |ψ|k ≤ Ck|ξN |k+1 ≤ C|ξ|k+1 1
ℓk+1N
for k = 0, 1, 2.
The constant Ck in (3.7) depends on |µ0|k and on minΣ µ0, hence on V .
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Step 2 (Boundary case). The boundary case is significantly more difficult than the interior
one, since it requires to understand the dependence on t of the support Σt, for t small. This
is provided by the analysis of [SS17], and here we quote the results that we will need (which
are valid in all dimensions), with the notation of this paper. It follows from the main theorem
in [SS17] after noting that V 0 there corresponds to 1β (ξ − ξΣ) for us and that −∆h0 there is
equal to cdµ0 here. We recall that ξ
Σ denotes the harmonic extension of ξ outside Σ and [·]
denotes the jump across the interface Σ.
Proposition 3.3. Under our assumptions the following holds. Let µt be the equilibrium
measure associated to V − 2tβ ξ as in Definition 2.8, and let Σt be its support. Letting ~n denote
the outer unit normal vector to ∂Σ, there exists a family {ρt}t of maps from ∂Σ to Rd such
that, for |t| small enough depending on d, α, V,Σ, we have
(3.8) ∂Σt =
{
x+
t
β
ρt(x)~n(x), x ∈ ∂Σ
}
,
with
(3.9) ‖ρt − ρ‖L∞(∂Σ) ≤ Ct,
where
(3.10) ρ(x) =
2
∆V (x)
[∇ξΣ] · ~n.
Finally, we also have
(3.11) ‖ζt − ζ0 − t
β
(ξ − ξΣ)‖L∞(Rd) ≤ Ct2, ‖ζt − ζ0 −
t
β
(ξ − ξΣ)‖C0,1(Rd\Σt∪Σ) ≤ Ct2.
Here, the constants C depend on the C3,1 norms of V and ξ and the lower bound in (H2).
Based on this result, and recalling that µ0(x) =
∆V (x)
2cd
on its support, we choose to construct
ψ as follows.
Lemma 3.4. There exists a map ψ : U → Rd where U is a neighborhood of Σ in which
∆V > 0, such that
(3.12)

div (µ0ψ) = − 1cd∆ξ in Σ
ψ · ~n = 1
cdµ0
[∇ξΣ] · ~n on ∂Σ.
and
(3.13) ψ = (ξΣ − ξ) ∇ζ0|∇ζ0|2 + ψ
⊥ in U\Σ,
for some vector field ψ⊥ in C1,1(U\Σ) and perpendicular to ∇ζ0. Moreover, ψ is globally
Lipschitz and satisfies
(3.14) ‖ψ‖C1,1(Σ) + ‖ψ‖C1,1(U\Σ) ≤ C‖ξ‖C2,1
and
(3.15) div (µ0ψ1Σ) = − 1
cd
∆ξΣ in U.
in the sense of distributions.
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Proof. First, we note that by assumption (H2) of V and standard results in the analysis of the
obstacle problem (see for instance [Caf98] or also [SS17, Sec. 3]), we know that, as x → ∂Σ
from the outside,
ζ0(x) ∼ ∆V (x)
4
dist(x, ∂Σ)2(3.16)
∇ζ0(x) ∼ ∆V (x)
2
dist(x, ∂Σ)~n.(3.17)
Thus, if the neighborhood U is chosen small enough, ∇ζ0 does not vanish in U\Σ and (3.13)
makes sense.
Let us solve on each connected component Σi of Σ
(3.18)

div (µ0∇ui) = − 1cd∆ξ in Σi
∂ui
∂n
=
1
cdµ0
[∇ξΣ] · ~n on ∂Σi.
This is an elliptic PDE in divergence form with regular and bounded below coefficient µ0,
which is solvable since the compatibility condition holds, following (1.13)
−
ˆ
Σi
∆ξ −
ˆ
∂Σi
[∇ξΣ] · ~n =
ˆ
∂Σi
∂ξΣ
∂n
= 0.
Elliptic regularity estimates [GT15, Theorems 6.30, 6.31] yield that
‖ui‖C2,1(Σi) ≤ C‖ξ‖C2,1 .
Indeed, ξ ∈ C2,1 and ξΣ is C2,1 in the exterior of Σ.
We then let ψ = ∇ui in each Σi. It satisfies (3.12) because of (3.18). In addition, in view
of (3.17), we have
(3.19)
(ξΣ − ξ)∇ζ0
|∇ζ0|2 −
2
∆V (x)
[
∂ξΣ
∂n
]
~n→ 0 as x→ ∂Σ from the outer side,
hence ψ · ~n is built continuous across ∂Σ. To make ψ itself continuous, we consider the trace
of ψ − (ψ · ~n)~n on ∂Σ from the inside, and extend it arbitrarily to a regular vector field. We
may then subtract off the projection of that vector field onto ∇ζ0 to obtain a vector field
ψ⊥ which remains perpendicular to ∇ζ0. The relation (3.15) can easily be checked by using
test-functions. 
We define ψ on the whole Rd by multiplying it by a cutoff χ equal to 1 in a neighborhood
of Σ. In the sequel, we will write ‖ψ‖C1,1 to mean ‖ψ‖C1,1(Σ) + ‖ψ‖C1,1(Rd\Σ). We now
introduce several “approximate” quantities defined with ψ.
Definition 3.5. Let ψ be as above. For |t| ≤ t˜max as in (3.2):
• We let φt be the approximate transport, defined by φt := Id + tβψ
• We let µ˜t be the approximate equilibrium measure, defined by µ˜t := φt#µ0.
• We let ζ˜t be the approximate confining potential ζ˜t := ζ0 ◦ φ−1t .
• We let P(t)N,β be the approximate Gibbs measure
(3.20) dP
(t)
N,β(
~XN ) =
1
KN,β(µ˜t, ζ˜t)
exp
(
−β
2
(
FN ( ~XN , µ˜t) + 2N
N∑
i=1
ζ˜t(xi)
))
d ~XN ,
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which corresponds to = dP
(µ˜t,ζ˜t)
N,β (
~XN ) with the notation of (2.5).
We may check that if |t| is smaller than t˜max, the map φt is a C0,1-diffeomorphism on R2.
In view of (3.7), the order of magnitude of t˜max is (as for tmax)
t˜max ≈ ℓ2N .
3.2. Comparison of partition functions. In order to prove Proposition 3.1, the main point
is to show that the energies of a given configuration computed with respect to a background
µt or µ˜t are typically very close to each other, as stated in the following
Lemma 3.6. For any ~XN , we have
(3.21)
∣∣∣∣∣
(
FN ( ~XN , µt) + 2N
N∑
i=1
ζt(xi)
)
−
(
FN ( ~XN , µ˜t) + 2N
N∑
i=1
ζ˜t(xi)
)∣∣∣∣∣ ≤ Error1
with an Error1 term bounded by
(3.22) |Error1| ≤ Ct4N2(diamUN )2|UN |M2ξ
+ CN
(
(|UN |1/2 + |UN |
d−2
2d N−
1
d )‖∇H µ˜tN,~r‖L2(UN ) +N1−
1
d |UN |‖µ˜t‖L∞(UN )
)
(diamUN )t
2Mξ
+ C
(
Nt2
(
N−
1
6 ‖∇H µ˜tN,~η‖L2 +N
1
3 +N
2
3
N∑
i=1
ζt(xi)
)
+N2t4
)
1∂ ,
where 1∂ is zero in the interior cases and 1 otherwise, and C depends only on V .
We recall that the error term Mξ was introduced in (3.4) as
Mξ := ‖ξN‖C1,1 + ‖ξN‖2C1,1 + ‖ξN‖C2,1‖ξN‖C0,1 .
In particular, in our setting with d = 2, UN of size ℓN and Mξ of size ℓ
−4
N , we obtain an error
term in (3.21) as follows
(3.23) |Error1|  t4N2ℓ−4N +Nℓ−2N t2‖∇H µ˜tN,~r‖L2(UN ) +N3/2ℓ−1N t2
+ 1∂
(
Nt2
(
N−
1
6 ‖∇H µ˜tN,~η‖L2 +N
1
3 +N
2
3
N∑
i=1
ζt(xi)
)
+N2t4
)
.
Lemma 3.6 is proven in Section 3.4. Now, we explain how to prove Proposition 3.1 using
Lemma 3.6.
Proof of Proposition 3.1. Assuming Lemma 3.6, letting t be such that |t| ≤ min(tmax, t˜max),
by definition we may write the ratio of the partition functions as
(3.24)
KN,β(µt, ζt)
KN,β(µ˜t, ζ˜t)
= E
P
(t)
N,β
(
exp
(
−β
2
(
FN ( ~XN , µt)− FN ( ~XN , µ˜t) + 2N
N∑
i=1
(
ζt(xi)− ζ˜t(xi)
))))
.
Setting t = τ/N and remembering that N−1/2 ≪ ℓN , we then combine (3.23), Lemma 2.16
to control the exponential moments of ‖∇H µ˜tN,~r‖L2 , (2.36) to control those of
∑
ζt(xi), and we
obtain (3.3). 
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3.3. Approximation error. In order to prove Lemma 3.6, we show that the various quan-
tities involved in the energy computation are close for µt and µ˜t, as stated in the following.
Lemma 3.7. Let |t| ≤ min(tmax, t˜max). In the interior cases, we have
‖∇(hµ˜t − hµt)‖L∞ ≤ C(diamUN )Mξt2,(3.25) ˆ
Rd
|∇hµ˜t−µt |2 ≤ C(diamUN )2|UN |M2ξ t4,(3.26)
where the constant C depends only on ‖µ0‖C0,1 and minΣ0 µ0.
In the macroscopic boundary case, we have
‖∇(hµ˜t − hµt)‖L∞ ≤ Ct2,
ˆ
Rd
|∇hµ˜t−µt |2 ≤ Ct4(3.27)
‖ζ˜t − ζt‖L∞ ≤ Ct2, |ζ˜t(x)− ζt(x)| ≤ Ct2max(dist(x,Σt), t2),(3.28)
0 ≤
ˆ
Rd
ζtdµ˜t +
ˆ
Rd
ζ˜tdµt ≤ Ct4,(3.29)
where the constant C depends only on ‖µ0‖C0,1 and minΣ0 µ0 and on ‖ξ‖C3,1 .
In particular, for ξN as in (1.7), we have diamUN ≈ ℓN and Mξ ≈ ℓ−4N . We thus obtain, in
all cases
(3.30) ‖∇(hµ˜t − hµt)‖L∞ ≤ Cℓ−3N t2
ˆ
Rd
|∇hµ˜t−µt |2 ≤ Cℓ−4N t4.
Proof in the interior cases. By Remark 2.9 we know in the interior cases that if |t| ≤ tmax
then µt = µ0 − tcdβ∆ξN , and in particular µt and µ0 have the same support. Moreover, by
definition of a transport we have
(3.31) µ˜t =
µ0 ◦ φ−1t
det
(
I + tβDψ
)
◦ φ−1t
.
A Taylor expansion yields
(3.32)
1
det
(
I + tβDψ
)
◦ φ−1t
= 1− t
β
divψ + u
where u can be checked to satisfy
‖u‖L∞ ≤ Ct2‖ψ‖2C0,1 + Ct2‖Dψ‖C0,1‖ψ‖L∞ ,
while, thanks to the C1,1 regularity of µ0 on its support we have
(3.33) ‖µ0 ◦ φ−1t − µ0 − t∇µ0 · ψ‖L∞ ≤ t2‖µ0‖C1,1(Σ)‖ψ‖2C0,1 .
Finally, using that by definition of ψ we have
(3.34) div (µ0ψ) = − 1
cd
∆ξN in Σ,
we conclude, combining (3.32), (3.33) and (3.34) that
(3.35) ‖µ˜t − µ0 + t
cdβ
∆ξN‖L∞(UN ) ≤ Ct2
(
‖ψ‖C0,1 + ‖ψ‖2C0,1 + ‖ψ‖C1,1‖ψ‖L∞
)
,
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with C depending only on ‖V ‖C3,1 . We deduce that
‖hµ˜t − hµt‖L∞ ≤ C(diamUN )t2
(
‖ψ‖C0,1 + ‖ψ‖2C0,1 + ‖ψ‖C1,1‖ψ‖L∞
)
,
‖∇(hµ˜t − hµt)‖L∞ ≤ C(diamUN )t2
(
‖ψ‖C0,1 + ‖ψ‖2C0,1 + ‖ψ‖C1,1‖ψ‖L∞
)
.
Indeed, if diamUN is of order 1 then it follows by standard elliptic regularity estimates, and
if not it can be deduced by rescaling by ℓN .
Consequently, we may write, integrating by parts and using the Cauchy-Schwarz inequalityˆ
Rd
|∇(hµ˜t − hµt)|2 = cd
ˆ
Rd
(hµ˜t − hµt)(µ˜t − µt)
≤ C(diamUN )2|UN |t4
(
‖ψ‖C0,1 + ‖ψ‖2C0,1 + ‖ψ‖C1,1‖ψ‖L∞
)2
.
Combining with (3.7), we have obtained (3.25), (3.26). 
Proof in the boundary case. First, a Taylor expansion as in (3.31) yields again that
(3.36) µ˜t =
(
1
2cd
∆V − t
βcd
∆ξ + u
)
1φt(Σ)
with u such that
‖u‖L∞ ≤ Ct2
(
‖ψ‖2C0,1 + ‖ψ‖C1,1‖ψ‖L∞
)
.
On the other hand, thanks to the result of Proposition 3.3, we know that
µt = (
1
2cd
∆V − t
βcd
∆ξ)1Σt ,
with φt(Σ) and Σt at Hausdorff distance O(t
2) from each other. It implies, testing against
a smooth test-function for instance, that µ˜t−µtt2 behaves asymptotically as t → 0 like the
uniform measure on ∂Σ multiplied by a bounded function, plus a bounded function in Σ.
Single-layer potential estimates (see for instance [DL12, Chap. II] or [SS17, Theorem A.1])
allow to deduce that
‖∇(hµ˜t − hµt)‖L∞ ≤ Ct2(1 + ‖ξ‖C2,1)
where C depends on V , which yields (3.27).
Let us turn to (3.28). Using that ζ0 is as regular as V outside Σ i.e. in C
3,1(Rd\Σ) and
(3.13), we may write that
ζ˜t − ζ0 = ζ0 ◦ φ−1t − ζ0 = −
t
β
∇ζ0 · ψ +O(t2) = − t
β
(ξΣ − ξ) +O(t2) in (Σ ∪ Σt)c
with a O in L∞. Combining with (3.11), we deduce that
(3.37) ‖ζ˜t − ζt‖L∞((Σ∪Σt)c) ≤ Ct2.
In addition, ζ0 satisfies (3.16), so by the regularity of φt and definition of ζ˜t, it follows that
|ζ˜t(x)| ≤ Cdist(x, ∂(φt(Σ)))2
while the analogue of (3.16) holds for ζt, i.e.
(3.38) ζt(x) ∼
(
1
4
∆V (x)− t
2β
∆ξ
)
dist(x, ∂Σt)
2 as x→ ∂Σt.
Since ∂(φt(Σ)) and ∂Σt are at distance O(t
2) from each other and ∂Σ and ∂Σt at distance
O(t) from each other, both from (3.8)–(3.9), we deduce that |ζ˜t − ζt| ≤ Ct2 in Σ ∪ Σt (note
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that both functions are zero in Σ ∩ Σt). Combining with (3.37), the first relation in (3.28)
follows. The second relation is based on the comparison of (3.38) and (3.16), and the fact
that Σt and φt(Σ) are at distance t
2 from each other. The third relation follows from the
same facts as well. 
3.4. Energy comparison: from µt to µ˜t. We may now conclude with the
Proof of Lemma 3.6. Returning to the definition (2.1), we may write
(3.39) FN ( ~XN , µt)− FN ( ~XN , µ˜t) = N2
ˆ
Rd×Rd
g(x− y) d (µ˜t − µt) (x)d (µ˜t − µt) (y)
+ 2N
ˆ
Rd×Rd
g(x− y)d(µ˜t − µt)(x)
(
N∑
i=1
δxi −Ndµ˜t
)
(y)
= N2
ˆ
Rd
|∇hµt−µ˜t |2 + 2N
ˆ
Rd
hµ˜t−µt
(
N∑
i=1
δxi −Ndµ˜t
)
(y).
On the other hand,
(3.40)
N∑
i=1
(
ζt(xi)− ζ˜t(xi)
)
= N
ˆ
Rd
(ζt − ζ˜t)dµ˜t +
ˆ
Rd
(ζt − ζ˜t)
( N∑
i=1
δxi −Ndµ˜t
)
= N
ˆ
Rd
ζtdµ˜t +
ˆ
Rd
(ζt − ζ˜t)
( N∑
i=1
δxi −Ndµ˜t
)
,
using that ζ˜t vanishes on the support of µ˜t. Combining (3.39) and (3.40), we obtain
(3.41)
(
FN ( ~XN , µt) + 2N
N∑
i=1
ζt(xi)
)
−
(
FN ( ~XN , µ˜t) + 2N
N∑
i=1
ζ˜t(xi)
)
= N2
ˆ
Rd
|∇hµt−µ˜t |2 + 2N2
ˆ
Rd
ζtdµ˜t + 2N
ˆ
Rd
(hµ˜t−µt + ζt − ζ˜t)
(
N∑
i=1
δxi −Ndµ˜t
)
.
The last term in the right-hand side can be seen as a fluctuation. Using the a priori bounds
on the fluctuations given by Proposition 2.5 and the control on ∇hµ˜t−µt given by Lemma 3.7,
we find
(3.42)
∣∣∣∣∣
ˆ
hµ˜t−µt
( N∑
i=1
δxi −Ndµ˜t
)∣∣∣∣∣
≤ C
((
|UN |1/2 + |UN |
d−2
2d N−
1
d
)
‖∇H µ˜tN,~r‖L2(UN ) +N1−
1
d |UN |‖µ˜t‖L∞(UN )
)
× (diamUN )t2Mξ.
In the interior cases, ζ˜t = ζt and this concludes the evaluation of the last term in (3.41).
In the boundary case, in view of (3.38) and the fact that ∂Σt and ∂φt(Σ) are O(t
2) apart,
we have |ζt − ζ˜t| ≤ Ct2r for dist(xi, ∂Σt) ≤ r. In particularˆ (
ζt − ζ˜t
)
Ndµ˜t = N
ˆ
(ζt − 0)dµ˜t ≤ NCt2t2 ≤ CNt4.
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On the other hand, in view of (3.38) again, the number of points xi such that dist(xi, ∂Σt) ≥
N−1/3 is bounded by N2/3
∑N
i=1 ζt(xi). We may thus write∣∣∣∣∣
ˆ
(ζt − ζ˜t)
( N∑
i=1
δxi −Ndµ˜t
)∣∣∣∣∣
≤
Ct2N− 13 ∑
i,dist(xi,∂Σt)≤N−
1
3
1
+ Ct2
 ∑
i,dist(xi,∂Σt)≥N−
1
3
1
 + CNt4
≤ Ct2N− 13
(
N
1
6 ‖∇H µ˜tN,~η‖L2 +N
2
3
)
+Ct2N
2
3
N∑
i=1
ζt(xi) + CNt
4
where we used (2.20) to control the first sum. We are thus led to∣∣∣∣∣
ˆ
(ζt − ζ˜t)
( N∑
i=1
δxi −Ndµ˜t
)∣∣∣∣∣ ≤ Ct2
(
N−
1
6 ‖∇H µ˜tN,~η‖L2 +N
1
3 +N
2
3
N∑
i=1
ζt(xi)
)
+ CNt4,
with a constant depending on V and ‖ξ‖C2,1 . Combining with (3.26), resp. (3.27) and (3.28),
the result follows. 
3.5. Proof of Corollary 3.2.
Proof of Corollary 3.2. We use the fact that min(tmax, t˜max) is of order ℓ
2
N , Mξ is of order
ℓ−4N , diamUN is of order ℓN and |UN | of order ℓ2N . All the terms in the right-hand side of
(3.3) tend to 0 as N →∞, uniformly for τ bounded. 
4. Study of the Laplace transform and conclusion
As seen in Section 2, computing the Laplace transform of fluctuations amounts to com-
puting the ratio of partition functions associated to the perturbed and unperturbed po-
tentials. According to the results of Section 3, one can replace the perturbed equilibrium
with the approximate perturbed measure, which is the push-forward of the measure µ0 by
φt. The ratio of partition functions can then be evaluated by using the transport map φt
as a change of variables: using the definition (2.4) and changing variables by Φt where
Φt( ~XN ) = (φt(x1), . . . , φt(xN )) we have
(4.1) KN,β(µ˜t, ζ˜t) =
ˆ
(R2)N
exp
(
−β
2
(
FN ( ~XN , µ˜t) + 2N
N∑
i=1
ζ˜t(xi)
))
d ~XN
=
ˆ
(R2)N
exp
(
−β
2
(
FN (Φt( ~XN ), µ˜t) + 2N
N∑
i=1
ζ˜t(φt(xi))
)
+
N∑
i=1
log |detDφt(xi)|
)
d ~XN .
Evaluating the ratio of the partition functions thus involves evaluating the (exponential mo-
ments of) the difference of the energies FN (Φt( ~XN ), µ˜t) and FN ( ~XN , µ0). This is the object
of the next two subsections.
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4.1. The anisotropy.
Definition 4.1 (Anisotropy). Let ψ be a C0,1 map from R2 to R2. Let s ∈ (0, 12) be a
parameter. We define the anisotropy of ~XN , µ with respect to ψ as the following quantity
(4.2) As(ψ, ~XN , µ) :=
1
2π
ˆ
UN
〈∇HµN,s~r,A∇HµN,s~r〉,
where A(x) = 2Dψ − (divψ)Id.
We recall that truncated potentials of the form HµN,~η have been defined in (2.8), here ~r is
as in (2.7) and s is an additional parameter that will eventually be sent to 0 for technical
reasons.
One may observe that A is a trace-free matrix, so we are integrating terms of the form
(∂1H)
2 − (∂2H)2 in some moving coordinate frame, hence the term anisotropy.
4.2. Energy comparison along a transport. We now state a result that allows to linearize
the variation of the energy along a general transport. This proposition is a crucial step, and
its proof is postponed to Appendix A. It relies very much on our “electric” formulation of the
energy, which allows to better take advantage of the charge compensations, and also can be
generalized to higher dimensions.
Proposition 4.2. Let µ be a probability measure with a bounded density and compact support
Σ with a C1 boundary. Let ψ be a C0,1(R2)∩C1,1(Σ)∩C1,1(R2\Σ) map from R2 to R2 (possibly
depending on N), with ‖ψ‖C0,1 ≤ 12 , and assume that there is a union of cubes UN containing
an N−1/2-neighborhood of the support of ψ.
Let finally Φ = Id + ψ and ν = Φ#µ. Let s ∈ (0, 12). For any ~XN in (R2)N we let
IN be the set of indices i ∈ {1, . . . , N} such that xi ∈ UN , and I∂,ψ be the set of indices
such that B(xi, N
−1/2) intersects both ∂Σ and the support of ψ. We also let Φ( ~XN ) =
(Φ(x1), . . . ,Φ(xN )).
We have
(4.3) FN
(
Φ( ~XN ), ν
)
− FN ( ~XN , µ) ≤ As(ψ, ~XN , µ) + 1
2
∑
i∈I
divψ(xi) + Error,
with the error term bounded as follows
(4.4) |Error|  ‖ψ‖2C0,1
ˆ
UN
|∇HµN,s~r|2 + s2‖ψ‖C0,1
(
#IN +
ˆ
UN
|∇HµN,s~r|2
)
+#IN
s√
N
‖ψ‖C1,1 +#I∂,ψ ‖ψ‖C0,1 .
Let us emphasize that, in the statement of Proposition 4.2, we considered an “abstract”
small function ψ, and the associated transport Id+ψ, however we will apply this Proposition
to tψ and Id + tψ respectively, where ψ is the ad hoc function constructed above.
In particular, we obtain, with φt as in Definition 3.5 and Φt as above
(4.5) FN (Φt( ~XN ), µ˜t)− FN ( ~XN , µ0) ≤ t
β
As(ψ, ~XN , µ0) +
t
2β
∑
i∈I
divψ(xi) + Errort,
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with an Errort term bounded by
(4.6) |Errort|  t2‖ψ‖2C0,1
ˆ
UN
|∇Hµ0N,s~r|2 + s2t‖ψ‖C0,1
(
#IN +
ˆ
UN
|∇Hµ0N,s~r|2
)
+#IN
st√
N
‖ψ‖C1,1 +#I∂,ψ t‖ψ‖C0,1 .
In our context, ‖ψ‖C0,1 ≈ ℓ−2N and ‖ψ‖C1,1 ≈ ℓ−3N (see (3.7)), also UN is of size ℓN and the
electric energy scales like N |UN | = Nℓ2N . We thus obtain an error term of order
|Errort|  Nt2ℓ−2N + s2tN + st
√
Nℓ−1N +#I∂,ψtℓ
−2
N .
In the end, we shall take t of order 1/N . We readily see that the first and the third terms in
the right-hand side will then vanish as N →∞. The second one gives a O(s2) contribution,
and we will then take s→ 0 (see below). For the last term, let us recall that it only appears
in the macroscopic boundary case, when ℓN = 1, and that #I∂,ψ is of course ≪ N , which
ensures that #I∂,ψtℓ
−2
N is negligible as N →∞.
4.3. Comparison of partition functions by transport and smallness of the anisotropy.
Our next goal is to show that the exponential moments of the anisotropy term appearing in
(4.3) are small. This is achieved by evaluating the ratio of the partition functions in two
different ways: one by Lemma 2.13, and one by the change of variables outlined above, and
comparing the results.
Proposition 4.3. Let N ≥ 1 and |t| ≤ min(tmax, t˜max), we have
(4.7) logKN,β(µ˜t, ζ˜t)− logKN,β(µ0, ζ0) ≥
(
1− β
4
)
N (Ent(µ0)− Ent(µ˜t))
+ logE
P
(0)
N,β
[
exp
(
−1
2
tAs(ψ, ~XN , µ0)
)]
+ ErrorLin(t)
and similarly
(4.8) logKN,β(µ˜t, ζ˜t)− logKN,β(µ0, ζ0) ≤
(
1− β
4
)
N (Ent(µ0)− Ent(µ˜t))
− logE
P
(t)
N,β
[
exp
(
−1
2
tAs(−ψ, ~XN , µ˜t)
)]
+ ErrorLin(t)
with an ErrorLin term satisfying
(4.9) ErrorLin(t)  t2‖ψ‖2C0,1Nℓ2N (1 + | log s|) + ts2‖ψ‖C0,1Nℓ2N (1 + | log s|)
+ t
√
Nℓ2N‖ψ‖C1,1 + tN
2
31∂‖ψ‖C0,1 ,
where 1∂ is 1 in the boundary case, and 0 in the interior cases.
In particular, in view of (3.7), we have (up to a fixed multiplicative constant depending
on ξ)
(4.10) |ErrorLin(t)| ≤ t2ℓ−2N N(1 + | log s|) + ts2N(1 + | log s|) + t
√
Nℓ−1N + tN
2
31∂ .
In the end, we will take t of order 1/N and we will send s → 0 as N → ∞. We can observe
that ErrorLin will then vanish as N →∞.
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Proof. Starting from (4.1), inserting (4.5) and the fact that ζ˜t = ζ0 ◦ φ−1t by definition, we
may write
KN,β(µ˜t, ζ˜t) ≥
ˆ
(R2)N
exp
(
−β
2
(
FN ( ~XN , µ0) + 2N
N∑
i=1
ζ0(xi)
)
− t
2
As(ψ, ~XN , µ0) +
(
N∑
i=1
log detDφt(xi)− 1
4
t divψ(xi)
))
exp(Errort)d ~XN .
with Errort as in (4.6).
Using the a priori bound on the fluctuations given by Proposition 2.5 we see that
(4.11)
N∑
i=1
log detDφt(xi) = N
ˆ
R2
log detDφtdµ0 + Errorψ,
with an Errorψ term controlled, as in (2.18), by
Errorψ  ‖ψ‖C1,1
(
|UN | 12 ‖∇Hµ0N,~r‖L2(UN ) +N
1
2 |UN |‖µ0‖L∞
)
.
Since φt transports µ0 on µ˜t, we have detDφt =
µ0
µ˜t◦φt and thus
(4.12)
ˆ
R2
log detDφt dµ0 =
ˆ
R2
log µ0 dµ0 −
ˆ
R2
log µ˜t(φt) dµ0 = Ent(µ0)− Ent(µ˜t).
We also have, by Taylor expansion
(4.13)
t
β
divψ(xi) = log detDφt(xi) +O(t
2)‖ψ‖2C0,1 .
Hence we get, using (4.11) and (4.12)
N∑
i=1
log detDφt(xi)− t
4
divψ(xi) =
(
1− β
4
) ∑
i∈IN
log detDφt(xi) + #INO(t
2)‖ψ‖2C0,1 .
= N
(
1− β
4
)
(Ent(µ0)− Ent(µ˜t)) + #INO(t2)‖ψ‖2C0,1 + Errorψ.
Finally, we may write
KN,β(µ˜t, ζ˜t)
KN,β(µ0, ζ0)
≥ exp
(
N
(
1− β
4
)
(Ent(µ0)− Ent(µ˜t))
)
×E
P
(0)
N,β
[
exp
(
− t
2
As(ψ, ~XN , µ0) + Error
)]
,
with an Error term obtained as the sum
Errort + Errorψ +#INO(t
2)‖ψ‖2C0,1 ,
which yields
(4.14) Error 
t2‖ψ‖2C0,1
(ˆ
UN
|∇Hµ0N,s~r|2 +#IN
)
+ s2t‖ψ‖C0,1
(
#IN +
ˆ
UN
|∇Hµ0N,s~r|2
)
+#IN
st√
N
‖ψ‖C1,1
+ t‖ψ‖C1,1
(
|UN | 12 ‖∇Hµ0N,~r‖L2(UN ) +N
1
2 |UN |‖µ0‖L∞
)
+#I∂,ψ t‖ψ‖C0,1 .
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Using (2.17), (2.20) and the control on the exponential moments of
´
UN
|∇Hµ0N,s~r|2 in Lemma 2.16,
we obtain∣∣∣∣logEP(0)
N,β
[
exp
(
−β
2
Error
)]∣∣∣∣
 t2‖ψ‖2C0,1Nℓ2N (1 + | log s|) + ts2‖ψ‖C0,1Nℓ2N (1 + | log s|) + st
√
Nℓ2N‖ψ‖C1,1
+ t‖ψ‖C1,1
√
Nℓ2N + tN
2
31∂‖ψ‖C0,1 .
We may thus write
(4.15)
KN,β(µ˜t, ζ˜t)
KN,β(µ0, ζ0)
≥ exp
(
N
(
1− β
4
)
(Ent(µ0)− Ent(µ˜t))
)
×E
P
(0)
N,β
[
exp
(
− t
2
As(ψ, ~XN , µ0)
)]
× exp(ErrorLin),
with ErrorLin as in (4.9). Exchanging the roles of µ0 and µ˜t we also obtain
(4.16)
KN,β(µ0, ζ0)
KN,β(µ˜t, ζ˜t)
≥ exp
(
N
(
1− β
4
)
(Ent(µ˜t)− Ent(µ0))
)
×E
P
(t)
N,β
[
exp
(
− t
2
As(−ψ, ~XN , µ˜t)
)]
× exp(ErrorLin).
Taking the logarithm of (4.15), (4.16), we obtain (4.7) and (4.8). 
We may now control the size of the anisotropy. As explained in the introduction, this
control is a consequence of the comparison of the two ways of computing the relative KN,β,
the fact that the anisotropy is linear, and Ho¨lder’s inequality.
Corollary 4.4 (The anisotropy is small). Let N ≥ 1 and τ be fixed. We have, for t ∈ [0, 1],
(4.17) logE
P
(t)
N,β
[
exp
(
− τ
N
As(ψ, ~XN , µ0)
)]
= oN (1),
and the convergence is uniform for bounded τ .
Proof. Comparing (2.32) (in the macroscopic cases) or (2.34) (in the mesoscopic case) with
(4.7) we see that, for |ε| ≤ min(tmax, t˜max) and s ∈ (0, 12).
(4.18) logE
P
(0)
N,β
[
exp
(
−ε
2
As(ψ, ~XN , µ0)
)]
≤ Nℓ2NrN + ErrorLin(ε),
with ErrorLin as in (4.10) and limN→∞ rN = 0. Let us now use Ho¨lder’s inequality with
exponent p = εN2τ where τ is a fixed number. If p > 1, we may write
(4.19) logE
P
(0)
N,β
[
exp
(
− τ
N
As(ψ, ~XN , µ0)
)]
≤ 2τ
εN
logE
P
(0)
N,β
[
exp
(
−ε
2
As(ψ, ~XN , µ0)
)]
.
Combining this with (4.18) and inserting (4.10), we find
(4.20) logE
P
(0)
N,β
[
exp
(
−ατ
N
As(ψ, ~XN , µ0)
)]
≤ 2τ
(
ℓ2NrN
ε
+ εℓ−2N (1 + | log s|) + s2(1 + | log s|) +N−
1
2 ℓ−1N +N
− 1
31∂
)
.
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Since Nℓ2N ≫ 1, we may choose δN such that
1≫ δN ≫ rN 1≫ δN ≫ N−1ℓ−2N .
Choosing ε = ℓ2NδN and s = δN , we do have p > 1 for N large enough and we obtain the
result. Strictly speaking, we have only obtained one inequality, but since ψ is general we can
apply it to −ψ, which is the same as changing τ into −τ , which ensures that (4.17) holds.
Since we can start from µ˜t instead of µ0 and apply a transport, (4.17) extends to any P
(t)
N,β
with the same arguments. 
Corollary 4.5 (Ratio of partition functions). For any fixed τ , we have
(4.21) logKN,β(µ˜τ/N , ζ˜τ/N )− logKN,β(µ0, ζ0)
=
(
1− β
4
)
N
(
Ent(µ0)− Ent(µ˜τ/N )
)
+ oN (1),
and the convergence is uniform for bounded τ .
Proof. We combine (4.7) and (4.8) with the control on the error ErrorLin as in (4.10), and the
bound on the anisotropy in Corollary 4.4. 
4.4. Conclusion: proof of Theorem 1. Combining the results of Corollary 2.12, Corollary
3.2 and Corollary 4.5, we obtain, for any fixed τ
(4.22) logEPN,β [exp (τFluctN (ξN ))]
=
(
1− β
4
)
N
(
Ent(µ0)− Ent(µ˜τ/N )
)
+
τ2
4πβ
ˆ
R2
|∇ξΣ|2 + oN (1),
and the convergence is uniform for τ bounded.
It remains to use the following result
Lemma 4.6. Let τ be fixed.
In the macroscopic interior case, we have
(4.23)
ˆ
R2
µ˜τ/N log µ˜τ/N −
ˆ
R2
µ0 log µ0 =
−τ
2πNβ
(ˆ
R2
∆ξ log∆V
)
+N−1oN (1).
In the macroscopic boundary case, we have
(4.24)
ˆ
R2
µ˜τ/N log µ˜τ/N −
ˆ
R2
µ0 log µ0 =
−τ
2πNβ
(ˆ
R2
∆ξ
(
1Σ + (log∆V )
Σ
))
+N−1oN (1).
In the mesoscopic cases, we have
(4.25)
ˆ
R2
µ˜τ/N log µ˜τ/N −
ˆ
R2
µ0 log µ0 = N
−1oN (1).
Moreover the terms oN (1) converge to 0 as N →∞ uniformly for τ bounded.
The proof of Lemma 4.6 is given in Section B.5.3.
We have thus proven the convergence of the Laplace transform of the fluctuations to that of
a Gaussian of mean Mean(ξ) (respectively 0 in the mesoscopic cases) and variance Var(ξ). It is
well-known (see [Fel71, Chap XIII.1 Theorem 2a]) that such a convergence implies convergence
in law of the fluctuations, and this can be rephrased in terms of convergence of ∆−1fluctN to
a Gaussian Free Field in Σ.
We note that the non-explicit error term rN in Proposition 2.13 is what prevents us from
obtaining an explicit convergence rate.
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5. Proofs of the additional results
5.1. Moderate deviations: proof of Theorem 2.
Proof of Theorem 2. The proof is the same as that of Theorem 1, except that instead of
showing that the anisotropy term is small, we use the rougher control∣∣∣∣logEPN,β [exp( τN As(ψ, ~XN , µ0)
)]∣∣∣∣ ≤ Cτℓ2N (1 + | log s|).
which is an immediate consequence of the definition (4.2) and the control (2.39). Choosing
s = 12 and inserting this control into (2.25) as above, we find that if τ ≪ Nℓ2N , we always
have ∣∣∣logEPN,β (exp τFluctN (ξ))∣∣∣ ≤ C (τ2 + τℓ2N) ,
where the constant depends only on V and ‖ξ‖C3,1 (resp. ‖ξ‖C2,1 in the interior cases).
Applying Markov’s inequality we obtain
PN,β (|FluctN (ξN )| ≥ cτ) ≤ exp
(
−c
2
2
τ2
)
,
for any τ such that 1≪ τ ≪ Nℓ2N and c large enough independent of τ and N .
This proves Theorem 2. 
5.2. Joint law of linear statistics: proof of Corollary 1.1. Let ξ(1), . . . , ξ(m) be appro-
priately regular test functions. For any α1, . . . , αm in R, Theorem 1 implies that
FluctN
[
m∑
k=1
αkξ
(k)
]
converges to a Gaussian random variable with the same law as
∑m
k=1 αkG(k) where the G(k) are
the limit laws of FluctN [ξ
(k)] with covariance matrix as given in the statement of Corollary 1.1.
It implies that the vector
(
FluctN [ξ
(1)], . . . ,FluctN [ξ
(m)]
)
is jointly Gaussian in the limit
N →∞, with the correct covariance matrix. Of course the corresponding result also holds in
the mesoscopic regime.
5.3. Fluctuations for minimizers: proof of Theorem 3. We use the same notation as in
Theorem 1 and its proof. Considering energy minimizers formally correspond to taking β =
+∞. Although some factors β appear in the argument above, they are always compensated
by the fact that the transport map is of the form Id + tβ ·. In the first step of the proof,
we use β = 2 in a purely formal way, in order to write an algebraic identity expressing the
fluctuations as a difference of energies. The important part is that we apply this identity to
minimizers of the energy, which is really taking β = +∞.
Step 1. Re-expressing the fluctuations.
Let ~XN be a minimizer of HN . Applying (2.27) with β = 2 (which means that µt is associated
to the potential V − tξN as in Definition 2.8), we have
NtFluctN (ξN ) = FN ( ~XN , µ0)− FN ( ~XN , µt)− 2N
N∑
i=1
(ζt(xi)− ζ0(xi))
− 2N2
ˆ
R2
ζ0 dµt +
N2t2
8π
ˆ
R2
|∇ξN |2 − N
2
2π
ˆ
R2
∣∣∣∇hµt −∇hµt∣∣∣2 .
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It is also shown in [RNS14, Theorem 3] that when ~XN minimizes HN , all the points xi belong
to Σ, so that ζ0(xi) = 0, and since ζt ≥ 0 we may write
(5.1) NtFluctN (ξN ) ≤ FN ( ~XN , µ0)− FN ( ~XN , µt)
− 2N2
ˆ
R2
ζ0 dµt +
N2t2
8π
ˆ
Rd
|∇ξN |2 − N
2
2π
ˆ
R2
∣∣∣∇hµt −∇hµt∣∣∣2 .
The terms in the second line of the right-hand side of this relation will be estimated by
Lemma 2.11, so there remains to estimate FN ( ~XN , µ0)− FN ( ~XN , µt).
We will need the following a priori bounds, similar to Lemma 2.16
(5.2)
ˆ
UN
|∇HN,s~r|2 ≤ CN |UN |(1 + | log s|) #IN ≤ CN |UN |,
which come as a consequence of the analysis of [RNS14], using the local bound on the energy
proved there, as well as the point separation result which states that we always have
r(xi) ≥ cN−1/2,
for some c > 0 uniform.
Step 2. Using Proposition 4.2 and showing that the anisotropy is small.
Let us use an arbitrary regular transport map ψ and Φ = Id + ψ, ν = Φ#µ. Applying
Proposition 4.2 we obtain that, if ‖ψ‖C1,1 is small enough,
(5.3) FN (Φ( ~XN ), ν)− FN ( ~XN , µ0) ≤ As(ψ, ~XN , µ0) + 1
2
∑
i∈I
divψ(xi) + Error
with
(5.4) |Error|  ‖ψ‖2C0,1
ˆ
UN
|∇HµN,s~r|2 + s2‖ψ‖C0,1
(
#IN +
ˆ
UN
|∇HµN,s~r|2
)
+#IN
s√
N
‖ψ‖C1,1 +#I∂,ψ ‖ψ‖C0,1
 N |UN |
(
‖ψ‖2C0,1(1 + | log s|) + s2(1 + | log s|)‖ψ‖C0,1 +
s√
N
‖ψ‖C1,1
)
+ 1∂N
2
3‖ψ‖C0,1 ,
where we used (5.2) and (2.20). Since FN (Φ( ~XN ), ν) ≥ minFN (·, ν), we deduce that
(5.5) minFN (·, µ0) ≥ minFN (·, ν)− As(ψ, ~XN , µ0)− 1
2
∑
i∈IN
divψ(xi)
−CN |UN |
(
(1 + | log s|)‖ψ‖2C0,1 + s2(1 + | log s|)‖ψ‖C0,1 +
s√
N
‖ψ‖C1,1
)
−C1∂‖ψ‖C0,1N
2
3 .
Next, we claim that, as long as N−1/2 ≪ ℓN ≪ 1, we have
(5.6) minFN (·, µ0)−minFN (·, ν) = −1
2
N (Ent(µ0)− Ent(ν)) + rNN |UN |,
with limN→∞ rN = 0. In the macroscopic case, this is a direct consequence of the energy
expansion of [SS15b] and the explicit scaling of the renormalized energy as in [SS15b, (1.37)].
In the mesoscopic case, to prove it we may apply the screening procedure of [RNS14] on the
boundary of a square KN of sidelength ∈ [4ℓN , 6ℓN ] centered at x¯N , which is valid down to
the microscopic scale. This allows to show that if ~XN is a minimizer of FN (·, µ0) and ~YN a
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minimizer of FN (·, µt) with µ0 = µt outside of B(x¯N , 2ℓN ), their energies differ by at most the
difference of the minimal energies inKN , which is in turn known (combining [RNS14, Theorem
3] with the scaling of the renormalized energy) to be the right-hand side of (5.6).
Combining (5.6) with (5.5) and using the arguments of (4.11)–(4.13), it follows that
−As(ψ, ~XN , µ)  N |UN |
(
‖ψ‖2C0,1(1 + | log s|) + s2(1 + | log s|)‖ψ‖C0,1 +
s√
N
‖ψ‖C1,1 + rN
)
+ 1∂‖ψ‖C0,1N
2
3 ).
Changing ψ into −ψ and using that As is linear in ψ, we obtain equality:
(5.7)
|As(ψ, ~XN , µ)| = N |UN |O
(
(1 + | log s|)‖ψ‖2C0,1 + s2(1 + | log s|)‖ψ‖C0,1 +
s√
N
‖ψ‖C1,1 + rN
)
+ 1∂‖ψ‖C0,1O(N
2
3 ).
Step 3. Conclusion.
We now consider the map ψ constructed in Section 3, and let
Φ := Id +
τ
N
ψ = Id +
τ
Nε
εψ
with τ, ε ≤ 1, and µ˜τ/N = Φ#µ0. We are now in a position to evaluate FN ( ~XN , µ0) −
FN ( ~XN , µ˜τ/N ). Applying Proposition 4.2 again, this time to Φ
−1( ~XN ), and using that
FN ( ~XN , µ0) ≤ FN (Φ−1( ~XN ), µ0) by minimality, it follows in view of (5.7) applied with εψ,
the linearity of As, and the arguments in (4.11)–(4.13) that
(5.8) FN ( ~XN , µ0)− FN ( ~XN , µ˜τ/N ) ≤ −
1
2
N
(
Ent(µ0)− Ent(µτ/N )
)
+ τℓ2N
(
ε(1 + | log s|)‖ξ‖2C1,1 + s2(1 + | log s|)‖ξ‖C1,1 +
s√
N
‖ξ‖C2,1 +
rN
ε
)
+ 1∂O(τN
− 1
3‖ξ‖C1,1).
Moreover
FN ( ~XN , µ˜τ/N )−FN ( ~XN , µτ/N ) = O
(
τ4N−2ℓ4NM
2
ξ
)
+O
(
τ2N−1/2ℓ3NMξ
)
+O
(
τ2N−
1
3
)
1∂
as in (3.21). Inserting the last two relations into (5.1), since Nℓ2N ≫ 1, we obtain that
(5.9) τFluctN (ξN ) ≤ −1
2
N(Ent[µ0]− Ent[µτ/N ])− 2N2
ˆ
R2
ζ0 dµτ/N +
1
8π
ˆ
R2
|∇ξN |2
− N
2
2π
ˆ
R2
∣∣∣∇hµτ/N −∇hµτ/N ∣∣∣2 + oN (1) + τO(ε(1 + | log s|) + s2(1 + | log s|)).
Combining with the results of Lemma 2.11, we get in the macroscopic case
τFluctN (ξN ) ≤ −τ
8π
ˆ
R2
∆ξ
(
1Σ + (log∆V )
Σ)
)
+ oN (1) + τO(ε(1 + | log s|) + s2(1 + | log s|)).
as N →∞ and s→ 0; and in the mesoscopic case
τFluctN (ξN ) ≤ oN (1) + τO(ε(1 + | log s|) + s2(1 + | log s|)).
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Dividing by τ and changing τ into −τ , then letting N →∞, s → 0 and ε → 0, we conclude
that
lim
N→∞
FluctN (ξ) =
−1
8π
ˆ
R2
∆ξ
(
1Σ + (log∆V )
Σ)
)
in the macroscopic case, and limN→∞ FluctN (ξN ) = 0 otherwise. This concludes the proof.
Appendix A. Proof of Proposition 4.2
A.1. A preliminary bound on the potential near the charges. Let µ be a bounded
probability density on R2, let N ≥ 1 and ~XN be in (R2)N . For any i = 1, . . . , N we let
(A.1) H˜µN,i(x) := H
µ
N (x) + log |x− xi|,
where HµN was defined in (2.6).
Lemma A.1. We have for i = 1, . . . , N
(A.2) HµN,~r =
{
HµN outside B(xi, r(xi))
H˜µN,i (up to a constant) in each B(xi, r(xi)).
In particular, it holds, for s ∈ (0, 12)
(A.3)
ˆ
R2
|∇HµN,s~r|2 =
ˆ
R2\∪Ni=1B(xi,r(xi))
|∇HµN |2 +
N∑
i=1
ˆ
B(xi,r(xi))
|∇H˜µN,i|2.
Proof. The first point follows from (2.8) and the fact that the disks B(xi, r(xi)) are disjoint
by definition. The second point is a straightforward consequence of the first one. 
We let for i = 1, . . . , N
(A.4) λi( ~XN , µ) :=
ˆ
B(xi,r(xi))
|∇H˜µN,i|2.
We also recall that truncated potentials have been defined in (2.8).
Lemma A.2. We have for i = 1, . . . , N
(A.5) ‖∇H˜µN,i‖L∞(B(xi, 12 r(xi))) ≤ C
√
N
(
‖µ‖L∞
√
N r(xi) +
1√
N r(xi)
√
λi( ~XN , µ)
)
,
for some universal constant C.
Proof. We exploit the fact that H˜µN,i is almost harmonic in each B(xi, r(xi)). Since the disks
B(xi, r(xi)) are disjoint, H˜
µ
N,i satisfies
−∆H˜µN,i = −2πNµ in B(xi, r(xi)).
We may thus write H˜µN,i as H˜
µ
N,i = u+ v where{
∆u = 0 in B(xi, r(xi))
u = H˜µN,i on ∂B(xi, r(xi)),{ −∆v = −2πNµ in B(xi, r(xi))
v = 0 on ∂B(xi, r(xi)).
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Standard regularity estimates for harmonic functions yield that
(A.6) ‖∇u‖L∞(B(xi, 12 r(xi))) ≤ C
(
1
r(xi)2
ˆ
B(xi,r(xi))
|∇H˜µN,i|2
) 1
2
≤ C 1
r(xi)
√
λi( ~XN , µ)
where C is universal. On the other hand, setting w(x) = v(xi + r(xi)x), we have that{
∆w = 2πN r(xi)
2µ (xi + r(xi)x) in B(0, 1)
w = 0 on ∂B(0, 1).
Since µ is in L∞, standard elliptic regularity estimates yield the bound
‖w‖W 2,p(B(0,1)) ≤ CpN‖µ‖L∞r(xi)2
for all p <∞ (with a constant Cp depending only on p), and by Sobolev embedding we deduce
‖∇w‖L∞(B(0,1)) ≤ CN‖µ‖L∞r(xi)2,
which implies in turn
(A.7) ‖∇v‖L∞(B(xi,r(xi))) ≤ CN‖µ‖L∞r(xi).
Combining (A.6) and (A.7) we obtain (A.5). 
A.2. Transporting electric fields. Let µ, ν be two bounded probability densities and
let Φ be a bi-Lipschitz map transporting µ onto ν. For any ~XN ∈ (R2)N we let ~YN :=
(Φ(x1), . . . ,Φ(xN )) and we define the transported electric fields E, Ei (i = 1, . . . , N) as
(A.8)
{
E := (DΦ ◦Φ−1)T∇HµN ◦ Φ−1|detDΦ−1|
Ei := (DΦ ◦Φ−1)T∇H˜µN,i ◦ Φ−1|detDΦ−1|.
In particular, we may observe that E = ∇HµN , and Ei = ∇H˜µN,i for any i, on the interior of
the set {Φ ≡ Id}.
The following lemma expresses the fact that the transported electric fields are compatible
with the point configuration ~YN and the background measure ν.
Lemma A.3. We have
divE = div∇HνN
and for any i = 1, . . . , N
divEi = div∇H˜νN,i.
Proof. Let φ be a smooth test-function, and let h, f be such that ∆h = f (in the distributional
sense). We have − ´ ∇h · ∇φ = ´ fφ and so changing variables, we find
−
ˆ
∇h ◦Φ−1 · ∇φ ◦ Φ−1|detDΦ−1| =
ˆ
(φ ◦Φ−1)(f ◦ Φ−1)|detDΦ−1|,
and writing ∇φ ◦ Φ−1 = (DΦ ◦ Φ−1)T∇(φ ◦Φ−1) we get
−
ˆ
∇h ◦ Φ−1 · (DΦ ◦ Φ−1)T∇(φ ◦ Φ−1)|detDΦ−1| =
ˆ
φ ◦ Φ−1f ◦ Φ−1|detDΦ−1|.
Since this is true for any φ ◦ Φ−1 with φ smooth enough, we deduce that in the sense of
distributions, we have
div
(
(DΦ ◦ Φ−1)T∇h ◦Φ−1|detDΦ−1|
)
= f ◦ Φ−1|detDΦ−1|.
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Applying this to h = HµN (respectively H˜
µ
N,i) and f = 2π (
∑
i δxi −Nµ), and using that
µ = (detDΦ)(ν ◦Φ), we obtain that
divE = 2π
(
N∑
i=1
δΦ(xi) −Nν
)
and divEi = 2π
∑
j 6=i
δΦ(xj) −Nν

and the claim follows. 
A.3. Proof of Proposition 4.2.
Proof of Proposition 4.2. In the sequel, ~η denotes s~r for some s ∈ (0, 12).
Step 1 (Splitting the comparison.). Applying Proposition 2.3 to ~YN and ν yields
FN (~YN , ν) =
1
2π
ˆ
R2
|∇HνN,~η|2 +
N∑
i=1
log ηi + 2N
N∑
i=1
ˆ
fηi(x− xi)dν(x).
Let E,Ei be the transported electric fields as in (A.8). We define E~η as the vector field
(A.9) E~η =
{
Ei on B(yi, ηi)
E outside ∪Ni=1 B(yi, ηi),
where we let yi = Φ(xi). The identity (A.2) combined with Lemma A.3 shows that
divE~η = div∇HνN,~η in R2.
By L2 projection property, cf. [Ser15, Proof of Prop. 5.12], it impliesˆ
R2
|∇HνN,~η|2 ≤
ˆ
R2
|E~η |2.
Also, by definition of Φ and of the set UN we have
E~η = ∇HµN,~η in R2 \ UN .
Applying Proposition 2.3 to ~XN and µ yields
FµN (
~XN ) =
1
2π
ˆ
R2
|∇HµN,~η|2 +
N∑
i=1
log ηi + 2N
N∑
i=1
ˆ
fηi(x− xi)dµ(x)
We thus see that
(A.10) F νN (
~YN )− FµN ( ~XN ) ≤ A+B,
where
A :=
1
2π
ˆ
UN
(
|E~η|2 − |∇HµN,~η|2
)
(A.11)
B :=2N
N∑
i=1
ˆ
fηi(x− yi)dν(x)− 2N
N∑
i=1
ˆ
fηi(x− xi)dµ(x).(A.12)
We may split the error term A further. First let us write, 7 using the definition (A.9)ˆ
UN
|E~η |2 =
ˆ
UN\∪i∈IN D̂i
|E|2 +
∑
i∈IN
ˆ
D̂i
|Ei|2,
7Let us recall that IN denotes the set {i ∈ {1, . . . , N}, xi ∈ UN}.
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where we let D̂i := B(yi, ηi). Next, we may writeˆ
UN\∪i∈IN D̂i
|E|2 =
ˆ
UN\∪i∈INDi
|E|2 +
∑
i∈IN
(ˆ
Di
|E|2 −
ˆ
D̂i
|E|2
)
.
where Di := Φ(Di), with Di := B(xi, ηi). Let us summarize the new notation
(A.13) Di := B(xi, ηi), Di := Φ(Di), D̂i := B(yi, ηi).
Using the same notation, we may write∑
i∈IN
ˆ
D̂i
|Ei|2 =
∑
i∈IN
ˆ
Di
|Ei|2 +
∑
i∈I
(ˆ
D̂i
|Ei|2 −
ˆ
Di
|Ei|2
)
.
Finally we may split A as A = Main + 12π (A1 +A2), with the main energy comparison term
being defined as
Main :=
1
2π
(ˆ
UN\∪i∈IDi
|E|2 +
∑
i∈I
ˆ
Di
|Ei|2 −
ˆ
UN
|∇HµN,~η|2
)
,
and the error terms A1, A2 as
(A.14) A1 :=
∑
i∈IN
(ˆ
Di
|E|2 −
ˆ
D̂i
|E|2
)
, A2 :=
∑
i∈IN
(ˆ
D̂i
|Ei|2 −
ˆ
Di
|Ei|2
)
.
Step 2 (The main energy term). We claim that
(A.15) Main = As +O
(
‖ψ‖2C0,1
ˆ
UN
|∇HµN,s~r|2
)
with As as in (4.2) and with an implicit constant independent of N . To prove (A.15), we first
use (A.2) to split the integral of |∇HµN,s~r|2 and we get
2πMain =
ˆ
UN\∪i∈INDi
|E|2 −
ˆ
UN\∪i∈INDi
|∇HµN |2 +
∑
i∈IN
(ˆ
Di
|Ei|2 −
ˆ
Di
|∇H˜µN,i|2
)
.
Inserting the definition of E,Ei and changing variables we obtain
(A.16) 2πMain =
ˆ
UN\∪i∈INDi
(
|(DΦ)T∇HµN |2|detDΦ−1 ◦Φ| − |∇HµN |2
)
+
∑
i∈IN
ˆ
Di
(
|(DΦ)T∇H˜µN,i|2|detDΦ−1 ◦ Φ| − |∇H˜µN,i|2
)
.
Next writing Φ = Id + ψ and linearizing, yields after some computation
(A.17) 2πMain =
ˆ
UN\∪i∈INDi
〈A∇HµN ,∇HµN 〉+
∑
i∈IN
ˆ
Di
〈A∇H˜µN,i,∇H˜µN,i〉
+O
(
‖ψ‖2C0,1
ˆ
UN
|∇HµN,s~r|2
)
,
where A is as in Definition 4.1.
FLUCTUATIONS OF TWO DIMENSIONAL COULOMB GASES 43
Step 3 (The error term A2). Using the definition of E, Ei and changing variables in (A.14)
as above we obtain
A2 =
∑
i∈IN
(ˆ
Φ−1(D̂i)
|(DΦ)T∇H˜µN,i|2|detDΦ−1 ◦ Φ| −
ˆ
Di
|(DΦ)T∇H˜µN,i|2|detDΦ−1 ◦ Φ|
)
.
We have by definition Di = B(xi, ηi) and Φ
−1(D̂i) = Φ−1(B(yi, ηi)). It is not hard to see
that
B(xi, θ1ηi) ⊂ Φ−1(B(yi, ηi)) ⊂ B(xi, θ2ηi),
with θ1, θ2 such that max(|θ1 − 1|, |θ2 − 1|) = O (‖DΦ− Id‖∞). Let us denote by Ci the
annulus
Ci := B(xi, θ2ηi)\B(xi, θ1ηi).
We obtain
|A2| ≤ C(1 + ‖ψ‖C0,1)
∑
i∈IN
ˆ
Ci
|∇H˜µN,i|2.
We now use (A.5) and r(xi) ≤ 1√N (cf. (2.7)) to bound |∇H˜
µ
N,i|2 by
O
(
N +
1
r(xi)2
λi( ~XN , µ)
)
uniformly on Ci, as soon as ‖ψ‖L∞ is small enough. On the other hand, the area of Ci is
bounded by O
(
η2i ‖Dψ‖∞
)
, so summing over i ∈ IN , and recalling that ηi ≤ sr(xi) ≤ s√N we
obtain
A2 = s
2O (‖Dψ‖∞)
#IN + ∑
i∈IN
λi( ~XN , µ)
 .
Using the definition of λi and (A.3), we may write∑
i∈IN
λi( ~XN , µ) ≤
∑
i∈IN
ˆ
B(xi,r(xi))
|∇H˜µN,i|2 ≤
ˆ
UN
|∇HµN,~r|2
and we obtain
(A.18) |A2| ≤ Cs2‖Dψ‖L∞
(
#IN +
ˆ
UN
|∇HµN,~r|2
)
,
with a constant independent of s, ψ,N .
Step 4 (The error term A1). Changing variables again in (A.14) we have
A1 =
∑
i∈IN
(ˆ
Di
|(DΦ)T∇HµN |2|detDΦ−1 ◦Φ| −
ˆ
Φ−1(D̂i)
|(DΦ)T∇HµN |2|detDΦ−1 ◦ Φ|
)
.
For each i ∈ IN we may decompose ∇HµN on Di ∪ Φ−1(D̂i) as
(A.19) ∇HµN = ∇H˜µN,i +∇ log | · −xi|.
Let us then first study
(A.20) A′1 :=
∑
i∈I
(ˆ
Di
−
ˆ
Φ−1(D̂i)
)(
|(DΦ)T∇ log | · −xi||2|detDΦ−1 ◦Φ|
)
,
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which is the leading order term, carrying the singularity near xi. For shortness, we abuse
notation and denote by
(´
Di
− ´
Φ−1(D̂i)
)
the difference of the two integrals. We may write
A′1 = (1 +O(‖Dψ‖L∞))
∑
i∈IN
(ˆ
Di
−
ˆ
Φ−1(D̂i)
)(
|∇ log | · −xi||2
)
.
Since log | · −xi| is harmonic away from xi we have, using Green’s formula(ˆ
Di
−
ˆ
Φ−1(D̂i)
)(
|∇ log | · −xi||2
)
=
ˆ
∂Di
log |x− xi|∂ log |x− xi|
∂~n
−
ˆ
∂(Φ−1(D̂i))
log |x− xi|∂ log |x− xi|
∂~n
,
where ~n denotes the outer unit normal. We easily compute
(A.21)
ˆ
∂Di
log |x− xi|∂ log |x− xi|
∂~n
= 2π log ηi,
and we turn to estimating the integral over ∂(Φ−1(D̂i)). By a change of variables it is equal
to
2π log ηi +
ˆ
∂Di
log |x|∂ log |x|
∂~n
where Di = 1ηi
(
Φ−1(D̂i)− xi
)
. Let us denote by h the map
h(x) = log |x|x · ~n|x|2 .
Changing variables again, we have
ˆ
∂Di
h =
1
ηi
ˆ
∂D̂i
h
(
Φ−1(y)− xi
ηi
)
|detDΦ−1(y)|.
By Taylor expansion, we may write that if D̂i does not intersect Φ(∂Σ), i.e. if Di does not
intersect ∂Σ, we have on D̂i,
Φ−1(y)− Φ−1(yi) = DΦ−1(yi)(y − yi) +O
(
‖ψ‖C1,1η2i
)
.
We also get, uniformly on ∂D̂i
det |DΦ−1(y)| = det |DΦ−1(yi)|+O (‖ψ‖C1,1ηi) .
Indeed, ψ is C1,1 in the interior of Σ and in its complement. Therefore
(A.22)
ˆ
∂Di
h =
1
ηi
ˆ
∂D̂i
h
(
DΦ−1(yi)
y − yi
ηi
)
|detDΦ−1(yi)|dy +O (ηi‖ψ‖C1,1) .
For the discs Bi such that Bi intersects ∂Σ and the support of ψ, we may write insteadˆ
∂Di
h =
1
ηi
ˆ
∂D̂i
h
(
DΦ−1(yi)
y − yi
ηi
)
|detDΦ−1(yi)|dy +O (‖ψ‖C0,1) .
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Now, let E be the ellipse obtained as the image of the disk D̂i = B(yi, ηi) by the affine map
y 7→ DΦ−1(yi)y−yiηi . Let l2
√
l1 and
√
l1
l2
be the length of its axes. The formula for the area of
an ellipse yields
πl1 = π|detDΦ−1(yi)|.
On the other hand, the eccentricity l2 is such that
|l2 − 1| = O (‖Dψ‖∞)
Making an affine change of variables, we have
1
ηi
ˆ
∂D̂i
h(DΦ−1(yi)
y − yi
ηi
)|detDΦ−1(yi)|dy =
ˆ
∂E
h(y)dy.
Setting z := y√
l1
and parametrizing the ellipse in polar coordinates, we have
ˆ
∂E
h(y)dy = +2π
1
2
log l1 +
ˆ 2π
0
1
2
log
(
l22 cos
2 θ + 1
l22
sin2 θ
)
(
l22 cos
2 θ + 1
l22
sin2 θ
) dθ.
Linearizing near l2 = 1, one finds that the order 1 term vanishes and thus
ˆ 2π
0
1
2
log
(
l22 cos
2 θ + 1
l22
sin2 θ
)
(
l22 cos
2 θ + 1
l22
sin2 θ
) dθ = O ((l2 − 1)2) .
Using the value found for l1, we thus get
(A.23)
ˆ
∂(Φ−1(D̂i))
log |x− xi|∂ log |x− xi|
∂~n
= 2π log ηi − π log |detDΦ(xi)|+O (ηi‖ψ‖C1,1) .
Combining (A.21), (A.22) and (A.23) we obtain that
A′1 = π
∑
i∈IN
log |detDΦ(xi)|+O
∑
i∈IN
ηi‖ψ‖C1,1
+O (#I∂,ψ‖ψ‖C0,1) .
We now return to A1. Using (A.19), we see that
A1 −A′1 = A11 + 2A12,
with
A11 :=
∑
i∈IN
(ˆ
Di
−
ˆ
Φ−1(D̂i)
)(
|(DΦ)T∇H˜µN,i|2|detDΦ−1 ◦Φ|
)
A12 :=
∑
i∈IN
(ˆ
Di
−
ˆ
Φ−1(D̂i)
)((
(DΦ)T∇H˜µN,i · (DΦ)T∇ log | · −xi|
)
|detDΦ−1 ◦ Φ|
)
The error term A11 is comparable to the term A2 studied in the previous step of the proof.
As for A12, we may use the Cauchy-Schwarz inequality and the previous estimates to show
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that it is of sub-leading order. Finally, combining (A.15), the estimates on A1 and (A.18), we
get that
(A.24) A = As(ψ, ~XN , µ) +
1
2
∑
i∈IN
log |detDΦ(xi)|
+O
(
‖ψ‖2C0,1
ˆ
UN
|∇HµN,s~r|2
)
+O
(
s2‖ψ‖C0,1
(
#IN +
ˆ
UN
|∇HµN,~r|2
))
+O
∑
i∈IN
ηi‖ψ‖C1,1
+O (#I∂,ψ‖ψ‖C0,1) .
where A is as in (A.11).
Step 5 (The error term (A.12)). Using the fact that Φ transports µ onto ν, we find
(A.25) B = O
(
s2#IN‖ψ‖C0,1
)
.
Step 6 (Conclusion). Combining (A.10), (A.24) and (A.25) and linearizing log det, bounding
ηi by
s√
N
, we obtain the result of Proposition 4.2.

Appendix B. Auxiliary results
B.1. Proof of Lemma 2.2.
Proof of Lemma 2.2. Denoting △ the diagonal in Rd × Rd we may write
(B.1) HN ( ~XN ) =
∑
i6=j
g(xi − xj) +N
N∑
i=1
V (xi)
=
¨
△c
g(x− y)
(
N∑
i=1
δxi
)
(x)
(
N∑
i=1
δxi
)
(y) +N
ˆ
Rd
V
(
N∑
i=1
δxi
)
(x)
= N2
¨
△c
g(x− y)dµ0(x)dµ0(y) +N2
ˆ
Rd
V dµ0
+ 2N
¨
△c
g(x− y)dµ0(x)dfluctN (y) +N
ˆ
Rd
V dfluctN
+
¨
△c
g(x− y)dfluctN (x)dfluctN (y).
We now recall that ζ0 was defined in (1.10) and that ζ0 = 0 in Σ. With the help of this we
may rewrite the medium line in the right-hand side of (B.1) as
2N
¨
△c
g(x− y)dµ0(x)dfluctN (y) +N
ˆ
Rd
V dfluctN
= 2N
ˆ
Rd
(
hµ0 +
V
2
)
dfluctN = 2N
ˆ
Rd
(ζ0 + c)dfluctN
= 2N
ˆ
Rd
ζ0
( N∑
i=1
δxi −Ndµ0
)
= 2N
N∑
i=1
ζ0(xi).
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The last equalities are due to the facts that ζ0 ≡ 0 on the support of µ0 and that
´
fluctN = 0
since µ0 is a probability measure. We also have to notice that since µ0 is absolutely continuous
with respect to the Lebesgue measure, we may include the diagonal back into the domain of
integration. By that same argument, one may recognize in the first line of the right-hand side
of (B.1) the quantity N2IV (µ0). 
B.2. Proof of Proposition 2.3.
Proof of Proposition 2.3. For the proof, we drop the superscripts µ. First we notice that´
Rd
|∇HN,~η|2 is a convergent integral and that
(B.2)
ˆ
Rd
|∇HN,~η|2 = cd
¨
g(x− y)
(
N∑
i=1
δ(ηi)xi −Ndµ
)
(x)
(
N∑
i=1
δ(ηi)xi −Ndµ
)
(y).
Indeed, we may choose R large enough so that all the points of ~XN are contained in the ball
BR = B(0, R). By Green’s formula and (2.10), we have
(B.3)
ˆ
BR
|∇HN,~η|2 =
ˆ
∂BR
HN,~η
∂HN
∂~n
− cd
ˆ
BR
HN,~η
(
N∑
i=1
δ(ηi)xi −Ndµ
)
.
Since
´ ∑
i δxi − Nµ0 = 0, the function HN decreases like 1/|x|d−1 and ∇HN like 1/|x|d as
|x| → ∞, hence the boundary integral tends to 0 as R→∞, and we may write
ˆ
Rd
|∇HN,~η|2 = cd
ˆ
Rd
HN,~η
(
N∑
i=1
δ(ηi)xi −Ndµ
)
and thus by (2.10), (B.2) holds. We may next write
(B.4)
¨
g(x− y)
(
N∑
i=1
δ(ηi)xi −Ndµ
)
(x)
(
N∑
i=1
δ(ηi)xi −Ndµ
)
(y)
−
¨
△c
g(x− y) dfluctN (x) dfluctN (y) =
N∑
i=1
g(ηi)
+
∑
i6=j
¨
g(x−y)
(
δ(ηi)xi (x)δ
(ηj )
xj (y)− δxi(x)δxj (y)
)
+2N
N∑
i=1
¨
g(x−y)
(
δxi − δ(ηi)xi
)
(x)dµ(y).
Let us now observe that
´
g(x− y)δ(ηi)xi (y), the potential generated by δ(ηi)xi is equal toˆ
g(x− y)δxi
outside of B(xi, ηi), and is smaller otherwise. Since its Laplacian is −cdδ(ηi)xi , a negative
measure, this is also a superharmonic function, so by the maximum principle, its value at
a point xj is larger or equal to its average on a sphere centered at xj. Moreover, outside
B(xi, ηi) it is a harmonic function, so its values are equal to its averages. We deduce from
these considerations, and reversing the roles of i and j, that for each i 6= j,ˆ
g(x− y)δ(ηi)xi (x)δ
(ηj )
xj (y) ≤
ˆ
g(x− y)δxi(x)δ(ηj )xj (y) ≤
ˆ
g(x− y)δxi(x)δxj (y)
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with equality if B(xi, ηi) ∩B(xj , ηj) = ∅. We may also obviously write
g(xi − xj)−min(g(ηi), g(ηj)) ≤
ˆ
g(x− y)δxi(x)δxj (y)−
ˆ
g(x − y)δ(ηi)xi (x)δ
(ηj )
xj (y)
≤ g(xi − xj)1|xi−xj |≤ηi+ηj .
We conclude that the second term in the right-hand side of (B.4) is nonnegative, equal to
0 if all the balls are disjoint, bounded above by
∑
i6=j g(xi − xj)1|xi−xj |≤ηi+ηj and below by∑
i6=j (g(xi − xj)−min(g(ηi), g(ηj)))1|xi−xj |≤ηi+ηj . By the above considerations, sinceˆ
g(x − y)δ(ηi)xi (y) =
ˆ
g(x− y)δxi(y)
outside B(xi, ηi), we may rewrite the last term in the right-hand side of (B.4) as
2N
N∑
i=1
ˆ
B(xi,ηi)
(g(x − xi)− g(ηi))dµ(x).
Finally, if µ ∈ L∞ then
(B.5)
∣∣∣∣∣
N∑
i=1
ˆ
Rd
fηidµ
∣∣∣∣∣ ≤ Cd‖µ‖L∞
N∑
i=1
η2i .
Indeed, it suffices to observe that
(B.6)
ˆ
B(0,η)
fη =
ˆ η
0
(g(r)− g(η))rd−1 dr = −
ˆ r
0
g′(r)rd dr,
with an integration by parts (and an abuse of notation, i.e. viewing g as a function on Rd)
and using the explicit form of g it follows that
(B.7)
ˆ
B(0,η)
|fη| ≤ Cdη2.
Combining the above, by the definition (2.2), we obtain the result. 
B.3. Proof of Lemma 2.7. We again drop the µ superscripts. For any α ≤ η, let us denote
fα,η = fα − fη and note that it vanishes outside B(0, η) and
g(η) − g(α) ≤ fα,η ≤ 0
while
(B.8) −∆fα,η = cd(δ(η)0 − δ(α)0 ).
Let us choose ~η such that ηi = η = N
−1/d for each i, and ~α such that
(B.9) αi =
{
r(xi) if B(xi, N
−1/d) ⊂ UN = B(x¯N , ℓN )
N−1/d otherwise
Let us denote by IN the set of i’s such that B(xi, N
−1/d) ⊂ UN . We recall that by assumption,
αi = ηi for the points outside UN .
Noting that by (2.8), we have
HN,~η(x)−HN,~α(x) =
∑
i∈IN
fαi,ηi(x− xi),
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we may compute
T :=
ˆ
Rd
|∇HN,~η|2−
ˆ
Rd
|∇HN,~α|2 = 2
ˆ
(∇HN,~η−∇HN,~α) ·∇HN,~α+
ˆ
|∇HN,~η−∇HN,~α|2
= 2
∑
i∈IN
ˆ
∇fαi,ηi(x− xi) · ∇HN,~α +
∑
i,j∈IN
ˆ
∇fαi,ηi(x− xi) · ∇fαj ,ηj(x− xj).
Using an integration by parts and (2.11) and (B.8), we obtain
(B.10) T
= 2cd
∑
i∈IN
ˆ
fαi,ηi(x− xi)
( N∑
j=1
δ
(αj )
xj −Ndµ
)
(x) + cd
∑
i,j∈IN
ˆ
fαi,ηi(x− xi)
(
δ
(ηj )
xj − δ(αj )xj
)
(x)
= cd
∑
i∈IN
ˆ
fαi,ηi(x− xi)
∑
j∈IN
δ
(αj )
xj + δ
(ηj )
xj
 (x)− cd ∑
i∈IN
ˆ
fαi,ηi(x− xi)2Ndµ0(x).
The first term is nonpositive since fαi,ηi is. For the diagonal terms, we note thatˆ
fαi,ηi(x− xi)
(
δ(αi)xi + δ
(ηi)
xi
)
(x) = −(g(αi)− g(ηi))
by definition of fα,η and the fact that δ
(α)
0 is a measure of mass 1 on ∂B(0, α). For the off
diagonal terms, noting that |xi − xj | ≥ 2(r(xi) + r(xj)) by definition (2.7), we may boundˆ
fαi,ηi(x− xi)
∑
j∈IN
(δ
(αj )
xj + δ
(ηj )
xj )(x) ≤
ˆ
fαi,ηi(x− xi)
∑
xj nearest neighbor to xi
δ
(r(xj ))
xj
≤ −g(|xi − xj| − r(xi)− r(xj)) + g(η) ≤ g(η) − g(r(xi)),
where we used the monotonicity of g.
For the last term in (B.10) we may use (B.7) to bound it by CN
∑
i∈IN η
2
i ‖µ0‖L∞ . We
have thus obtained that
(B.11) T ≤ −cd
∑
i∈IN
(g(αi)− g(ηi)) + cd
∑
i∈IN
g(ηi)− g(r(xi)) + CN1− 2d ‖µ‖L∞#IN .
Inserting (2.17), we conclude that
(B.12)
ˆ
Rd
|∇HN,~η|2 −
ˆ
Rd
|∇HN,~α|2
≤ −cd
∑
i∈IN
(g(αi)− g(N−
1
d )) + cd
∑
i∈IN
g(N−
1
d )− g(r(xi))
+ CN2−
2
d |UN |‖µ0‖2L∞ + CN1−
2
d ‖µ0‖L∞ |UN |
d−2
2d ‖∇HN,~η‖L2(UN ).
Recalling that αi = ηi for the points outside UN we obtain
cd
∑
i∈IN
N1−
2
d
(
g(r(xi)N
1/d)− g(1)
)
≤
ˆ
UN
|∇HN,~α|2 − cd
∑
i∈IN
N1−
2
d
(
g(r(xi)N
1/d)− g(1)
)
+ Cµ0N
1− 2
d
(
N |UN |+N1−
2
d |UN |1−
2
d +N
2
d
−1
ˆ
UN
|∇HN,~η|2
)
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In view of the definitions (B.9) and (2.21), we have
ˆ
UN
|∇HN,~α|2 − cdN1−
2
d
∑
i∈IN
g(r(xi)N
1/d) = N1−
2
d F
x¯N ,ℓN
~α (UN )
and we obtain the result.
B.4. Proof of Proposition 2.5 and Corollary 2.6.
Proof of Proposition 2.5. We may take χ a smooth cutoff function equal to 1 in UN∩{dist(x, ∂UN ≥
δ/2)} (we note that this set contains Suppϕ+B(0, N−1/d)) and equal to 0 outside UN , such
that ‖∇χ‖L∞ ≤ Cδ−1, this way
‖∇χ‖L2 ≤ C|∂UN |
1
2 δ−
1
2 .
Integrating (2.11) against χ we get
(B.13)
∣∣∣∣∣
ˆ
χ
( N∑
i=1
δ(ηi)xi −Ndµ
)∣∣∣∣∣ ≤ C‖∇χ‖L2‖∇HµN,~η‖L2(UN ).
Letting #Iϕ denote the number of balls B(xi, N
−1/d) intersecting the support of ϕ, we may
write
(B.14) #Iϕ ≤
ˆ
χ
N∑
i=1
δ(ηi)xi ≤ N
ˆ
UN
dµ+ C
( |∂UN |
δ
) 1
2 ‖∇HµN,~η‖L2(UN ).
Secondly, in view of (2.11), we have
(B.15)
∣∣∣∣∣
ˆ ( N∑
i=1
δ(ηi)xi −Nµ
)
ϕ
∣∣∣∣∣ = 1cd
∣∣∣∣ˆ
Rd
∇HµN,~η · ∇ϕ
∣∣∣∣ ≤ 1cd ‖∇ϕ‖L2(UN )‖∇HµN,~η‖L2(UN ).
Thirdly,
(B.16)
∣∣∣∣∣
ˆ (
dfluctN −
( N∑
i=1
δ(η)xi −Ndµ
))
ϕ
∣∣∣∣∣ =
∣∣∣∣∣
ˆ ( N∑
i=1
(δxi − δ(η)xi )
)
ϕ
∣∣∣∣∣ ≤ #IϕN− 1d ‖∇ϕ‖L∞ .
Combining with (B.14), we get the result. Finally, the proof of the estimate (2.17) is com-
pletely analogous to that of (B.14). 
Proof of Corollary 2.6. Let χ be a nonnegative cutoff function such that χ(x) = 1 if x ∈ Σ
and dist(x, ∂Σ) ≥ max(2r,N− 13 ), χ(x) = 0 if dist(x, ∂Σ) ≤ r or x /∈ Σ, and such that
|∇χ| ≤ Cmin
(
N
1
3 , 1r
)
and |χ| ≤ 1. By definition of #Ir∂ and χ, we have
#Ir∂ =
ˆ
{χ=0}
N∑
i=1
δxi .
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Since ∂Σ is regular, for any xi in {χ = 0}, if r is small enough, there is at least 1/C of the
mass of δ
(ηi)
xi which still belongs to {χ = 0} (where C depends only on ∂Σ), thus
ˆ
{χ=0}
N∑
i=1
δxi ≤ 3
ˆ
{χ=0}
N∑
i=1
δ(ηi)xi
≤ C
(ˆ
Rd
(1− χ)
(
N∑
i=1
δ(ηi)xi −Ndµ
)
+
ˆ
{1−χ>0}
Ndµ
)
≤ C
ˆ
Rd
−χ
(
N∑
i=1
δ(ηi)xi −Ndµ
)
+ C|∂Σ|‖µ‖L∞ max(N1− 13 , 2Nr),
where we have used that the total mass of
(∑N
i=1 δ
(ηi)
xi −Ndµ
)
is 0. On the other hand, (B.13)
gives ∣∣∣∣∣
ˆ
Rd
χ
(
N∑
i=1
δ(ηi)xi −Ndµ
)∣∣∣∣∣ ≤ Cmin (N 16 , r− 12) ‖∇HµN,~η‖L2(Σ).
The conclusion follows. 
B.5. Proof of Lemma 2.11 and Lemma 4.6.
B.5.1. A preliminary result. Let us recall that for an arbitrary function f , fΣ is the harmonic
extension of f outside Σ and let us first prove a preliminary result.
Lemma B.1. For any f ∈ C0,1(Rd) we have
(B.17)
ˆ
Rd
fd(µt − µ0) = − t
cdβ
ˆ
Rd
fΣ∆ξ +O(‖f‖C0,1t2),
where O depends only on the C3,1 norms of V and ξ, and the lower bound on µ0 on its support.
Proof. Since µ0 and µt are supported near Σ, we may try to replace f by a function which
coincides with f in Σ and has a convenient behavior outside Σ. To do so, we first write
(B.18)
ˆ
Rd
fd(µt − µ0) =
ˆ
Rd
fΣd(µt − µ0) + ‖f‖C0,1O(t2).
Indeed, f − fΣ is supported in Σc and µt is supported in Σt, henceˆ
Rd
(f − fΣ)d(µt − µ0) =
ˆ
Σt\Σ
(f − fΣ)dµt.
From Proposition 3.3 we know that Σt is contained in a O(t)-tubular neighborhood of Σ with
C ≤ ‖∇ξ‖L∞µ0 . Since f and fΣ coincide on Σ (up to the boundary) and are Lipschitz in Σc,
we have f − fΣ = O(‖f‖C0,1t) on Σt\Σ as t→ 0, we deduce∣∣∣∣ˆ
Rd
(f − fΣ)d(µt − µ0)
∣∣∣∣ ≤ C‖f‖C0,1
with C depending only on the C3 norms of V , ξ and the lower bound on µ0, which proves
(B.18). Next, using the result of Proposition 3.3, we may writeˆ
Rd
fΣd(µt − µ0) = − t
cdβ
ˆ
Σ
fΣ∆ξ +
ˆ
Σt\Σ
fΣdµ0 +O(t
2),
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with ˆ
Σt\Σ
fΣdµ0 =
t
cdβ
ˆ
∂Σ
fΣ
[
∇ξΣ
]
· ~n+O(t2).
By definition of ∆ξΣ, the result follows. 
B.5.2. Proof of Lemma 2.11. We now turn to proving Lemma 2.11, which we recall only needs
to be proven in the boundary macroscopic case where ξN = ξ.
Proof. Using an integration by parts, the definition of ζt and (2.22), we have
1
cd
ˆ
Rd
|∇hµt−µt |2 =
ˆ
Rd
(hµt−µt)d(µt − µt) =
ˆ
R2
(ζ0 − ζt + c0 − ct)d(µt − µt)
=
ˆ
Rd
ζ0
(
dµ0 − t
cdβ
∆ξ
)
−
ˆ
Rd
ζ0dµt + ζt
(
dµ0 − t
cdβ
∆ξ
)
= − t
cdβ
ˆ
Rd
(ζ0 − ζt)∆ξ −
ˆ
Rd
(ζ0dµt + ζtdµ0) = − t
cdβ
ˆ
Rd
(ζ0 − ζt)∆ξ +O(t3),
where the last term is negligible by the same reasoning as above. On the other hand, inte-
grating by parts and using (1.10) we get
− t
cdβ
ˆ
Rd
(ζ0 − ζt)∆ξ = t
β
ˆ
Rd
ξd(µ0 − µt)− t
2
cdβ2
ˆ
Rd
ξ∆ξ.
Finally, integrating
´
Rd
ξ∆ξ by parts, we obtain
(B.19)
t2
2cdβ
ˆ
Rd
|∇ξ|2 − β
2cd
ˆ
Rd
|∇hµt−µt |2 = t
2
ˆ
Rd
ξd(µ0 − µt) +O(t3).
Now we apply (B.17) to f = ξ and get
t2
2cdβ
ˆ
Rd
|∇ξ|2 − β
2cd
ˆ
Rd
|∇hµt−µt |2 = − t
2
2cd
ˆ
Rd
ξΣ∆ξΣ +O(t3)
which yields (2.29).
Next, we turn to (2.30). Since ζ0 vanishes in Σ we haveˆ
R2
ζ0dµt =
ˆ
Σt\Σ
ζ0dµt.
But µt =
(
∆V
4π − t2πβ∆ξ
)
1Σt hence ‖µt‖L∞ ≤ C when |t| < 1. In view of Proposition 3.3 and
(3.16), we deduce that (2.30) holds. 
B.5.3. Proof of Lemma 4.6.
Proof. In the boundary case we use (3.36), i.e.
(B.20) µ˜t =
1
2cd
(
∆V − 2t
β
∆ξ + u
)
1φt(Σ), µ0 =
1
2cd
∆V 1Σ
with
‖u‖L∞ ≤ Ct2‖ξ‖2C1,1 + Ct2‖ξ‖C2,1‖ξ‖C0,1 .
In the interior case we have (3.35).
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We find after an elementary computation in all cases,
ˆ
Rd
µ˜t log µ˜t −
ˆ
Rd
µ0 log µ0
=
ˆ
Rd
(µ˜t − µ0) log∆V − t
cdβ
ˆ
φt(Σ)
(∆ξ + u) +O
(
t2‖ξ‖C0,1 + ‖u‖L∞)|UN |
)
.
Since φt(Σ) and Σ are O(t‖ξ‖C0,1)-close by Proposition 3.3 and ∆ξ is continuous, we also
have ˆ
φt(Σ)
∆ξ =
ˆ
Σ
∆ξ +O(t).
Finally, applying (B.17) to log∆V , which is C0,1 in a neighborhood of Σ, yields the result. 
Appendix C. Comparison of partition functions - some more detail
In this section, we provide a more detailed explanation of how to obtain Proposition 2.32
from the results of [LS17] and [Leb17]. It is intended for an hypothetical interested reader
who would already have some familiarity with those papers on which we strongly rely.
C.1. The macroscopic case. Let us explain why the expansion of the partition function
logKN,β(µ) up to order N can be done uniformly (i.e. with a uniform error term o(N)) over
subsets K of probability densities µ satisfying some uniform assumptions, as described below.
Let K ⊂ R2 be a compact set and let M be a set of probability densities supported on K
such that
(1) There exists c > 0 such that the density µ is bounded below by c on its support for
all µ in M.
(2) There exists κ > 0 and Cκ > 0 such that ‖µ‖C0,κ(K) ≤ Cκ for all µ in M, where
‖ · ‖C0,κ(K) denotes the usual Ho¨lder norm on K.
We want to prove that for all ε > 0, there exists N large enough such that for all µ, ν in M
we have
(C.1)
∣∣∣∣logKN,β(µ)− logKN,β(ν) +N (1− β4
)
(Ent(µ)− Ent(ν))
∣∣∣∣ ≤ εN.
Let us first observe that if M is finite then the result follows directly from [LS17, Corol-
lary 1.5.], where an expansion of logKN,β(µ) is proven for any µ which is bounded below and
Ho¨lder. This expansion can be written as
logKN,β(µ) = −N minFµβ + o(N),
where Fµβ is a functional on the space of random tagged point configurations P ∈ P(Σ×X ).
Let us briefly describe these objects (we refer to [LS17] for details).
• Σ×X is the space of “tagged point processes”, where the first component is the “tag”
(a point in Σ) and the second one is a (locally finite) point configuration
• If P is in P(Σ×X ) (probability measures on Σ×X ) we consider, for any x ∈ Σ, the
associated random point process P
x ∈ P(X ).
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• For m > 0 we denote by Wm the renormalized energy (of random point process) as
in [LS17], computed with respect to a background of intensity m. We extend it to a
functional on P(Σ ×X ) by
W
µ
(P ) :=
ˆ
Σ
W
µ(x)(P
x
)dx.
In particular, it is observed in [LS17] that W
µ
(P ) is finite only if P
x
has intensity
µ(x) for Lebesgue-a.e. x.
• There is a “specific relative entropy” functional ent defined on P(X ) and extended on
P(Σ ×X ) by
ent[P |Π1] :=
ˆ
Σ
ent[P
x|Π1]dx
• For any m > 0 there is a functional Fmβ defined on P(X ) by
Fmβ :=
β
2
W
m + ent[·|Π1]
and we extend it on P(Σ ×X ) by
Fµβ(P ) :=
ˆ
Σ
Fµ(x)β (P x)dx.
The scaling property of minFµβ under variations of µ allows to express logKN,β(µ) −
logKN,β(ν) only in terms of µ and ν, as in (C.1).
In order to argue for the uniformity of the error term on (infinite) sets M as above, we
need to follow the lines of the proof of [LS17]. The central object is the tagged empirical field
PN , which encodes the microscopic behavior of the particles. It is a random variable with
value in P(Σ×X ), where Σ depends on µ but we may see Σ as included in K for all µ in M
and not worry about it anymore.
Step 1. Uniform upper bound.
For a fixed µ ∈ M, it is proven in [LS17, Lemma 4.1.] that the law of PN is exponentially
tight in P(K × X ). In fact the argument of [LS17] shows that there exists a compact set
K′ ⊂ P(K ×X ) such that
PN ∈ K′, PµN,β − almost surely,
and the same compact set works for any µ ∈M.
For any P ∈ K′, for any δ > 0, there exists ε > 0 such that
(1) If {µN}N is a sequence inM (converging, up to extraction, to µ) and ~XN is such that
PN ∈ B(P , ε) for N large enough, then
lim inf
N→∞
1
N
FµNN (
~XN ) ≥Wµ(P )− δ,
this follows from the Γ-lim inf property.
(2) The exponential volume of B(P , ε) under the reference measure (in the sense of [LS17])
is less than −Nent[P |Π1] + δN . This follows from the definition of ent[P |Π1].
For a fixed δ > 0, we may cover K′ by a finite union of such balls {B(P i, εi)}i. Let {µN}N be
a sequence in M (up to extraction, we may assume that it converges to some µ ∈ M). We
can then estimate logKµNN,β by covering the domain of integration ((R
2)N )) by the sets
Ωi :=
{
PN ∈ B(P i, εi)
}
i∈I .
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By construction, on Ωi we have F
µN
N ≥ NW
µ
(P )− δN, and moreover the exponential volume
of Ωi is less than −Nent[P |Π1] + δN . Since by definition Fβ := β2W
µ
+ ent[·|Π1], we deduce
that
lim sup
N→∞
logKµNN,β ≤ −NF
µ
β(P ) + 2δN.
This provides a uniform upper bound on logKµN,β in terms of minimization of F
µ
β.
Thus the uniformity of the upper bound relies mostly on the Γ-lim inf connecting FµN and
Wµ, which can be proven using standard functional analysis (see [LS17, Lemma 3.1] or [PS15,
Proposition 5.2]). In particular, the regularity of µ plays a negligible role, and we could
replace both assumptions onM by the fact that the probability densities inM are uniformly
bounded.
Step 2. Uniform lower bound
The lower bound on the partition function is obtained in [LS17] by the mean of an “explicit”
construction of point configurations. The proof is quite lengthy, and here we only sketch the
reasons why the lower bound could be made uniform on M.
To simplify, for a given µ the argument goes as follows: first we cut Σ (the support of µ) into
rectangles {Ki}i of sidelength ≈ R√N (with R large), such that Ni := N
´
Ki
dµ is an integer.
It appears that the rectangles will have a uniformly controlled aspect ratio (i.e we can find
C uniform such that the sidelengths are in (R,R+C/R)) if the lower bound on µ is uniform
on M. We also let mi := 1|Ki|
´
Ki
dµ. This allows to get from a varying background measure
to a piecewise constant one, but this has a cost proportional to
(C.2) NC2κR
3
(
R√
N
)2κ
,
where Cκ is a bound on ‖µ‖C0,κ . It is thus important to have a uniform bound on the Ho¨lder
norms in order to control this error term uniformly. However, we may observe (this will be
of particular importance below) that for R fixed, the error term is o(N) as long as
(C.3) Cκ ≪ Nκ/2.
Then, roughly speaking, in each Ki we paste a copy of the point process minimizing Fmiβ .
Minimizers of Fmβ are rescaled versions of each other (as m varies), and here the scaling factor
is uniformly bounded (above and below) on i ∈ I and µ ∈ M if the lower/upper bounds on
µ are uniform on M (which is true by assumption). This ensures that the “screening-then-
regularization” procedure of [LS17] can be done “uniformly”.
This construction yields a set of N -point configurations whose exponential volume is close
Nent[P |Π1] and whose energy is bounded above by NWµ(P ), where P is some minimizer of
Fµβ . This yields a lower bound on logKµN,β in terms of minF
µ
β with an error term which is
uniform for µ ∈M.
C.2. The mesoscopic case. The paper [Leb17] shows that the analysis of [LS17] can be
done at any mesoscopic scale. For a fixed µ, any δ ∈ (0, 12) and any square C(z0, N−δ) of
sidelength N−δ centered at z0 ∈ Σ, the contribution of logKN,β(µ) “due to” the points in
C(z0, N
−δ) is approximately
−N1−2δminFµ(z0)β + o
(
N1−2δ
)
.
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In order to prove (2.34), we want to compare logKN,β(µ) with logKN,β(µt), where µt can be
written as
µt = µ+ tρ
( ·
ℓN
)
,
where ρ has mean zero, is supported in Σ, is bounded below by a positive constant and
belongs to some Ho¨lder space C0,κ. The family of measures{
µ+ tρ
( ·
ℓN
)}
t∈[0,1],N≥1
is thus uniformly bounded below, and the Ho¨lder norm (on the mesoscopic square) scales like∥∥∥∥µ+ tρ( ·ℓN
)∥∥∥∥
C0,κ(C(0,ℓN ))
= O
(
N δκ
)
for t ∈ [0, 1].
The fact that δ < 12 ensures that (C.3) is satisfied, and the procedure of the macroscopic case
can be applied uniformly in the mesoscopic square.
The other step of [Leb17] is to prove that the interior, mesoscopic square of sidelength ℓN
and the macroscopic exterior can be decoupled. This relies on a screening argument, which
depends only on the exterior part for which the density is constant in N (and so this step is
essentially independent on N).
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