We establish several qualitative properties for solutions of singular quasilinear elliptic differential inequalities on complete Riemannian manifolds, such as the validity of the compact support principle, of the strong maximum principle, existence of solutions to exterior Dirichlet problems, existence of dead core solutions.
Introduction
In this paper we are interested in the qualitative study of solutions of quasilinear elliptic differential inequalities on complete Riemannian manifolds. In particular we establish criteria for the validity of the compact support principle and of the strong maximum principle at a "finite" point under generally weak assumptions on the quasilinear operators and on the manifolds themselves. In the first instance we tackle the canonical divergence structure differential inequalities Condition (A2) is a minimal requirement for ellipticity of (1.1). Furthermore, it allows singular and degenerate behavior of the operator A at ρ = 0, that is, at critical points of v. We emphasize that no assumptions of differentiability are made on either A or f when dealing with the canonical models (1.1).
By a semi-classical (classical) solution of (1.1) on Ω we mean a non-negative function v ∈ Lip loc (Ω) (v ∈ C 1 (Ω)) which satisfies (1.1) in the distribution sense, that is for all ϕ ∈ C ∞ 0 (Ω), ϕ 0, Ω A |∇v| ∇v, ∇ϕ + f (v)ϕ dM 0.
With the aid of (A2), we extend Φ by continuity on R [8] and [9] .
As a further remark we observe that, while globally the distance function on M is in general only Lipschitz, we can always find at any point x ∈ M a small geodesic ball B R (x) such that the distance from x, that is dist(x, ·) is a smooth function on B R (x) \ {x}. In the next result we extend to a non-Euclidean setting the compact support principle Theorem 1.2 of Pucci and Serrin given in [9] . Towards this aim we introduce assumption (F3) f is positive on some interval (0, δ), with δ possibly infinite. If Riem (M, ·,· ) is bounded above by a non-positive constant and M is simply connected, then (M1) holds. This is clearly the case for Euclidean and hyperbolic spaces. We shall usually work by comparing the manifold (M, ·,· ) with a model manifold in the sense of Greene and Wu [4] . This latter can be briefly described as follows. A model N = N (g) is a smooth Riemannian manifold of dimension m 2 such that: Clearly, N is complete and it may be identified with T O (N ) via the exponential map. In geodesic polar coordinates (r, ϑ) ∈ R + × S m−1 N \ {O}, the Riemannian metric can be expressed in the form
Theorem 1.1 (Compact support principle). Assume (A1), (A2), (F1)-(F3). Then in order for the compact support principle to hold for (1.1) in an exterior open set Ω, it is necessary that
where dϑ 2 is the standard metric on S m−1 , and g satisfies the following natural analytic assumptions:
which guarantee that the metric defined in (1.6) can be extended smoothly on all of N . Thus, for instance, the Euclidean space R m and the hyperbolic space H m of constant sectional curvature −1 are realized by the choices respectively g(r) = r and g(r) = sinh r.
On the model r(x) = dist(x, O) is smooth outside O and satisfies
,
The classical Laplacian and Hessian comparison theorems allows us to estimate from above and below (in general only in the weak sense) the Laplacian and the Hessian of the distance function on a generic manifold (M, ·,· ) via (1.7) of an appropriate model N = N (g) constructed through curvature conditions on the original manifold M. Any complete manifold verifies condition
Hence by Lemma 2.1 of [8] the function g defined by 8) where D > 0 is sufficiently large, is such that
where cut(O) is the cut locus of the origin O, and (1.9) holds weakly on all of M. Clearly g is increasing in
When N is a model N = N (g) the function defined by (1.8) does not coincide (in general) with the original function g associated to the model itself. This is certainly clear when we observe that the left-hand side of the inequality in (M2) is simply −(m − 1)g /g, so that G must only bound g /g from above. However, we adopt this abuse of notation since in the main proofs the function g in (1.8) will play the role of the function g of a model manifold N = N (g).
This comparison technique will be repeatedly used in the sequel. Furthermore, on stating and commenting some of our results we shall often explicitly consider the special case of models with a twofold purpose: namely, through them we easily compare with the more familiar Euclidean setting and, when relevant, we may underline the influence of geometry.
Observe that for a model with g non-decreasing condition (M1) holds by virtue of (1.7). This is certainly the case for the standard Euclidean and hyperbolic spaces R m and H m . By way of contrast, on a general model manifold N condition (M1) may fail. For instance, it is enough to define g smooth and positive on R 
Moreover, in this case
and (M2) is satisfied with an appropriate choice of G such that G(r) = α(αr α − α + 1) when r > 2. Thus (M1) is a genuine requirement.
Condition (M1), however, is essential. Indeed, in the above example when α > 2 condition (M1) fails and the function u(r) 
in a domain Ω of M, we say that the strong maximum principle holds for (1.10) in Ω, whenever it happens that if u is a semi-classical solution of (1.10), with u(x 0 ) = 0 for some
In Theorem 9.3 of [9] , Pucci and Serrin established for classical solutions a sufficient condition for the validity of the strong maximum principle, which indeed holds even for semi-classical solutions. Here we give necessity. Precisely 
are satisfied. Vice versa, under (F3) for the strong maximum principle to hold for (1.10) the validity of (1.11) is also necessary.
This principle can be seen somewhat dual to the compact support principle and their usefulness cannot be overestimated when studying the qualitative behavior of solutions of differential equations and inequalities on M, especially when these latter are tightly related to the underlying geometry.
A second aim of this paper is to extend the above results to a larger class of elliptic differential inequalities by replacing f = f (u) with a term of the type B = B(x, u, ∇u), and the differential operator div{A(|∇u|)∇u} by the more general div{A(|∇u|)h(∇u, ·) }, where h is a symmetric positive definite 2-covariant tensor field on M.
Technical problems arising in this more general situation require a careful treatment. For the statements and proofs of the results in this general setting we refer to Sections 4-6.
For other versions of maximum principles in a geometrical context we refer to [6] , see also [7] , while for a historical background of the strong maximum principle and the compact support principle in the Euclidean setting we refer to [11] and [12] , and the references therein.
Compact support principle
In this section we prove the necessity part of Theorem 1.1 via the existence of semi-classical solutions of the exterior Dirichlet problem of (1.1). Throughout the paper we agree that when M is not a model with g non-decreasing on R + 0 , we associate to M the function g defined in (1.8), since (M2) is automatic. We explicitly deal with the model case with g non-decreasing on R + 0 , because (as we shall see) we can produce solutions of (1.1) with equality sign. Conditions (A1), (A2) and (F1) are assumed throughout this section and Φ(∞), possibly infinity, denotes the limit of Φ at ∞.
Theorem 2.1 (Exterior Dirichlet problem)
. Assume (F3) and either one of the following hypotheses:
Then for all R > 0 and for all a ∈ (0, δ), with 
Remark. In case (ii) the request G(∞) < ∞ is equivalent to say that the Ricci radial curvature is bounded below and condition (2.3) is automatic, with limit value e −D √ G(∞) .
Proof. In both cases (i) and (ii) we let j = 1, 2, . . . and q(t) = g(R + j − t) m−1 . Denote by w j the unique solution of
which exists by Proposition 4.3 of [9] , since q is non-increasing in both cases (i) and (ii), and (4.20) of [9] , which in the present case takes the form (2.1) is satisfied (here T = j 1,
It follows now that u j (r) = w j (t), t = R + j − r, is a solution of
By (4.19) of Proposition 4.3 of [9] we have
Hence from the Arzelà-Ascoli theorem (and a diagonal process) a subsequence of (u j ) j converges uniformly to a non-negative, non-increasing Lipschitz continuous limit u on every compact subset of [R, ∞).
is the required solution of (1.1) and (2.2). Of course
In fact u j satisfies on [R, R + j ] the following integral equation
Then by (2.4) we get
Hence, up to a subsequence, if necessary, the bounded sequence still called (μ j ) j must converge to some number μ 0. Letting j → ∞ the limit function u satisfies the integral equation
But then u is continuous on [R, ∞) by (2.5) and in turn of class C 1 [R, ∞); thus u is also a classical distribution solution of
by (2.5), and of course u(r) → ∈ [0, a) as r → ∞.
Next we show that u < 0 when u > 0. Note by virtue of (2.6) that should u = 0 at some point r 0 where u > 0, then by (F3) we would have g(r) m−1 Φ(u (r)) > 0 for all r > r 0 sufficiently close to r 0 , which is absurd.
Finally, we shall show that = 0, since in both cases (i) and (ii) condition (2.3) holds. Indeed, suppose by contradiction that > 0. By integrating (2.6) on [r, r + 1], with R r < ∞, we get
Now (F3) and 0 < u a < δ give f (u(r)) > 0. Using (2.6) we find that g(r) m−1 Φ(|u (r)|) is decreasing and in turn also |u | is decreasing. That is, u is negative and increasing. Consequently u (r) → 0 as r → ∞. By (2.3) in both cases (i) and (ii) there is a constant c such that
Hence by (2.7) and (2.8)
and letting r → ∞ we obtain 0 f ( ) > 0, which is the required contradiction.
. It remains to show that v is a solution of (1.1). Indeed, by Gauss' lemma |∇r(x)| = 1, see [13] , and by (1.9), (2.6) and the fact that u 0 we finally have
on Ω R \ cut(O) in the sense of a classical C 1 distribution solution. Moreover (2.9) holds with equality sign by (1.7) in case (i) on all of Ω R .
To show that v is a semi-classical solution, we consider an exhaustion (Ω n ) n of M \ cut(O) in bounded domains with smooth boundaries star-shaped with respect to O, see [2] . Let ν be the outward unit normal to ∂Ω n . Denote by (x) the distance function from x to ∂Ω n , with the convention that (x) > 0 if x ∈ Ω n and (x) < 0 if x / ∈ Ω n . Thus is the radial coordinate for the Fermi coordinates relative to ∂Ω n . By Gauss lemma |∇ | = 1 and ∇ = −ν on ∂Ω n . Let
and define the Lipschitz function
(2.10)
Therefore by the co-area formula
Since Ω n is star-shaped with respect to O, and u 0, we deduce 2. Theorem 2.1 is an extension of Theorem 5.1 of [9] to the Riemannian case. It is also an existence result for radial classical distribution solutions of (2.6).
Corollary 2.2. Let assumptions (i) or (ii) of Theorem 2.1 and (F2) hold. Then for all
then v is everywhere positive.
Proof. For every R > 0 and a sufficiently small the solution v(x) = u(r(x)) constructed in the proof of Theorem 2.1 satisfies problem (2.11) with limit 0 as r(x) → ∞. If = 0 the second part the statement is an immediate consequence of the fact that (2.6) can be interpreted on the model (1.6). Indeed for (2.6) the strong maximum principle is valid for non-negative C 1 solutions whenever (2.12) holds, by virtue of Theorem 9.3 of [9] . Consequently
in the weak sense. Hence w satisfies problem (2.11) with w(x) = a − > 0 on ∂B R . To show that w is positive on Ω R it is enough to show that u(r) > in [R, ∞). By Theorem 2.1 the solution u of (2.6) is non-increasing in [R, ∞) with u (r) < 0 if u(r) > 0. Therefore u cannot attain its infimum at a finite point. 2
Remark. When > 0 positivity of w is a consequence of (F2) instead of (2.12), contrary to the case = 0.
Proof of the necessity part of Theorem 1. Proof. Let v, w be two solutions of the type described in the corollary. By Theorem 5.4 of [9] , which holds also in Lip loc (Ω), the two solutions must coincide. See also the comparison result given in Proposition 6.1 of [8] . 2
Dead cores
In this section we prove the sufficiency part of Theorem 1.1 via a dead core existence lemma of independent interest, see also [9] and [10] . 
The condition u > 0 could be replaced by u = 0, but for definiteness (and physical reality) we prefer the condition as stated. Throughout this section we maintain assumptions (A1), (A2), (F1)-(F3).
Lemma 3.1 (Dead core lemma). Suppose
Proof. The integral in (3.1) is convergent, in view of Lemma 3.2 of [9] and (1.4). For C ∈ (0, C σ ) given, we choose γ ∈ (0, δ) so that
.
that is H (w ) = σ F (w) and in turn [H (w )] = σf (w)w . Obviously part (ii) of the lemma is satisfied; moreover, since w > 0 on (0, C], and H (w ) is of class C 1 , from Lemma 3.1(ii) of [9] we obtain [H (w )] = w [Φ(w )] and part (iii) follows at once. An integration using (ii), (iii) and (F2) shows also that Φ(w ) Cσf (w); see the proof of Lemma 3.4 of [9] . This completes the proof. 2
Proof of the sufficiency part of Theorem 1.1. For the sufficiency we essentially follow the proof of Theorem 1.2 of [9] . Fix R 0 > 0 and let
by (M1). Take ϑ − = max{−ϑ, 0},
and assume without loss of generality that σ F (δ) < H (∞) as in Lemma 3.1, so that
is well defined by (1.4). Next we choose γ ∈ (0, δ) so that 
, and the choices of C and σ . To show that u is a semi-classical solution of (1.10) in Ω S we proceed verbatim as in the last part of the proof of Theorem 2.1.
Next we note that v u on ∂B S and lim inf
Thus by comparison we obtain 0 v(
Theorem 3.2. Assume (1.4) and that for some R > 0
Then the inequality
admits a non-trivial dead core semi-classical solution in B R , with dead core B S , 0 < S < R.
Moreover, when B R is a regular ball (3.5) is automatic and the constructed dead core solution is of class C 1 (B R ).

Clearly (3.5) is verified for all R > 0 under condition (M1).
Proof. Fix 0 < ε < R and let
in the weak sense. Note that, since M is complete, B R is compact and therefore Ricc (M, ·,· ) is bounded below in B R . Thus from the Laplacian comparison theorem we deduce that
where C σ > 0 is defined in (3.1), and take
) and using (iii) and (iv) of Lemma 3.1 on B R \ [B S ∪ cut(O)] we have in the weak sense
Hence by our choices of C and σ
. Of course by Lemma 3.1 also holds
With R and S as above, by (3.5) let
with q(t) = e ϑ(t+S) , admits a solutionw of class
namely condition (4.5) of [9] holds. Clearlyũ(r) =w(r − S) is a solution of the problem
To show that u is a semi-classical solution of (1.10) in Ω S we proceed verbatim as in the last part of the proof of Theorem 2. which can be C 1 extended to be zero on B S , thus providing a dead core classical solution of (3.11) in the entire B R . This shows that assumption (1.11) in Theorem 1.2 is necessary even when considering (1.10) with equality sign.
The general case
The aim of this section is to introduce a geometric generalization both in the divergence structure and in the non-linearity of (1.1) and of (1.10). Let h be a symmetric 2-covariant tensor field on M, that is h ∈ Γ (S 2 0 (M)). Let X (M) denote the Lie algebra of vector fields on M. For each fixed X ∈ X (M) the musical isomorphism defines a vector field h(X, ·) characterized by the property
We compute div h(X, ·) as follows. Using (4.1), for all X, Y , Z ∈ X (M) we have
Fix x ∈ M. Choosing a local orthonormal frame {e i } m i=1 with the property
we obtain at x
where is the musical isomorphism characterized on vector fields by the requirement 
From (M3) we have
where g is defined as in ( 
Clearly when r varies on a compact subset of R + , then (H1)(i) and (ii) trivially hold with α 0, λ > 0, Λ constants. With this preparation, assuming the structure hypotheses (A1), (A2), (B1) and (H1), we have 
where H is the non-negative function defined on R + by 12) and g is given by (1.8).
Then v(x) = u(r(x)) ∈ Lip loc (Ω R ) is a semi-classical solution of
div A |∇v| h(∇v, ·) − B(x, v, ∇v) 0 in Ω R , 0 v < δ, 0 < |∇v| 1 in Ω R . (4.13)
Moreover, the result continues to hold when [R, ∞) is replaced by [0, R], and Ω R by B R , and (4.10) is no longer required when B R is regular.
Proof. Clearly v satisfies (4.13) 2 . Next, according to (4.6) and (B1) div A |∇v| h(∇v, ·) − B(x, v, ∇v) h(∇r, ∇r) Φ(u ) + (div h)(∇r) + Hess r, h Φ(u ) − κΦ |u | − f (u)
weakly in Ω R \ cut(O). Observe that Φ(u ) < 0 and g 0, hence by (4.9) and (H1)(ii)
whose right-hand side is non-negative if and only if
Since f 0 by (F2) and h, λ > 0 on M by (H1)(i), the last inequality is valid if
λ(r) Φ(u ) + H(r)Φ(u ) − f (u) 0. (4.14)
Hence v satisfies weakly (4.13) 1 in Ω R \ cut(O), since (4.11) implies the validity of (4.14), and the proof is complete when cut(O) = ∅. Otherwise, we proceed essentially, as at the end of the proof of Theorem 2.1, to show that v is a semi-classical solution of (4.13). With the same notation of that argument, let (Ω n ) n be the exhaustion of M \ cut(O) defined there and let ψ ε be the Lipschitz function given in (2.10). Let ϕ ∈ C ∞ 0 (Ω R ), ϕ 0. Since v satisfies weakly (4.13) 1 in Ω R ∩ Ω n , and
Letting ε → 0 + , we get
A |∇v| ϕu (r)h(∇r, ν).
Then (H1) and the fact that Ω n is star-shaped with respect to O, by (4.10) we have h(∇r, ν) 0 and since u < 0 we obtain
Letting n → ∞ we finally have
The last part of the lemma follows at once from the proof when B R is regular. 2
Remarks. Lemma 4.1 continues to hold when (F2) is replaced by the weaker assumption that f (u) 0 in [0, δ).
For all manifolds with a pole cut(O) = ∅ the proof of Lemma 4.1 is much shorter. This is in particular the case when M = M(g) is a model, with g non-decreasing in R + , as in the standard cases, and H in (4.12) is given in terms of the model g. However, in this case even if u satisfies (4.11) with equality sign, the corresponding v(x) = u(r(x)) satisfies (4.13) with inequality sign since, in general, h is not a positive multiple of the metric tensor.
Moreover, the only analytic request for the proof of Lemma 4.1 is that the function H defined in (4.12) be non-negative, together with the fact that g be non-decreasing.
The aim of the next result is to prove a compact support principle for the semi-classical solu-
Theorem 4.2 (Compact support principle-Necessity part). Assume (4.10) and that f in (B1) satisfies also (F3). In order the compact support principle to hold for (4.15) condition (1.4) is necessary.
To prove the necessity part of the compact support principle we proceed as in Section 2 and derive it as a consequence of the strong maximum principle, see Theorem 9.2 of [9] , and of the next 
Theorem 4.3 (Exterior Dirichlet problem). Let the assumptions of Theorem 4.2 hold, possibly with the exception of (F2) in (B1). Then for all R > 0 and for all a ∈ (0, δ), with
Proof. According to Lemma 4.1 to provide the desired radial solution of (4.15) it is enough to solve (4.11) with
Towards this aim we rewrite (4.11) in the form 
q(t)Φ w t (t) t −ã(t)q(t)f w(t)
Settingũ j (r) = w j (t), t = R + j − r, we have a solution of
Furthermore by (4.16) and by Proposition 4.5 of [9] 
The rest of the proof follows the proof of Theorem 2.1 to arrive to a classical solution u ∈ The sufficiency of the compact support principle will be proved in Section 6 below.
Comparison and strong maximum principles
The aim of this section is to prove the comparison and the strong maximum principles stated respectively in Theorems 5.2 and 5.4 below for classical and semi-classical solutions.
We begin by fixing some notations and proving an auxiliary lemma. Recall that, given a smooth curve c : [0, 1] → M, a vector field X t along c is a smooth map X :
Proof. Let c : [0, 1] → M be the constant curve c(t) = x for all t ∈ [0, 1], and consider the vector field X t along c given by X t = t∇u + (1 − t)∇v. To simplify notations we set Y = ∇u − ∇v. Let {e i } m i=1 be a local orthogonal frame field at x, satisfying (4.2). Using the properties of covariant differentiation, D/dt, along a curve, the fact thatċ ≡ 0 on [0, 1], X t = 0 by assumption and by (4.2), we have
Then (5.1) follows immediately by integration. 2
For the rest of the section we assume (A1) , (A2) and (F1), (F2) on the function f . We also assume the new condition (H2) for all x ∈ Ω and for all ξ ∈ T x M, ξ = 0, the bilinear form
is symmetric positive definite.
With we shall indicate the symmetric tensor product. Thus if ω 1 , ω 2 are 1-forms on M,
The symmetry of the expression in (H2) is equivalent to the symmetry of h. For a wide discussion on the validity of (H2)-that is for its positive definitenesswhen M reduces to R m and the divergence part of the inequality (4.15) is of the form ∂ i [A(|∇u|)a ij (x, u)∂ j u] we refer to [3] .
With this preparation we prove, see Theorem 10.1 of [9] . Proof. We reason by contradiction and setting w = u − v we suppose that
Theorem 5.2 (Comparison principle for classical solutions). Let Ω be a domain of M and
Next, for a ∈ [ε/2,ε) we let w a = w + a and set
Of course Σ a ⊂ Ω and Σ a is bounded by (5.4) and (5.5). Thus, since M is complete, Σ a Ω. We claim that we can choose a sufficiently close toε so that if d is a constant, with 2b > d > 0, such that
First we observe that such d, with 2b > d > 0, for which (5.6) holds, exists since Σε /2 Ω and |∇u| + |∇v| > 0 in Ω by assumption. Now to prove the claim note that the set
since a ∈ [ε/2,ε), and E = ∅ because of (5.4) and (5.5). The points of E are absolute minima for w. Thus ∇u = ∇v on E. Next, d(E, ∂Σ a ) → 0 as a →ε. Hence by continuity |∇u−∇v| < d in Σ a provided that a ∈ [ε/2,ε) is sufficiently close toε. In particular, for such values of a, since by (5.6) max |∇u|, |∇v| 2d on Σ a , we have for all t ∈ [0, 1]
which is (5.7)(i).
To prove (5.7)(ii) consider, without loss of generality, the case |∇v| < b in Ω. Definē
Since Σε /2 Ω, clearlyb < b in Σ a and if we choose a sufficiently close toε, then also |∇u − ∇v| < b −b in Σ a . It follows that
that is (5.7)(ii).
In particular, setting X t = t∇u + (1 − t)∇v, then for all a ∈ [ā,ε), withā sufficiently close toε, we have
This fact, (H2) and the compactness of Σā imply the existence of a constant λ > 0 such that
on Σ a for all a ∈ [ā,ε) and for all t ∈ [0, 1]. We also note that
with η = max [d,2b] Φ by (A1) , with η = η(ā).
Next we extend w a to be 0 outside Σ a and use this non-positive function as a test function. From (5.2) and (5.3) we get
Now ∇w a = ∇u − ∇v on Σ a , so that using (5.8) and Lemma 5.1 we obtain
But u v < δ in Σ a , and since f is non-decreasing on (0, δ) by (F2), using (5.9) and the fact that w a 0, from the above inequality we get
where λ and η are independent of a ∈ [ā,ε). We define
and observe that ∇w a = 0 in Σ a \ Γ a = E. Therefore we get 
where for all a ∈ [ā,ε)
is the isoperimetric constant, see [5] . Since |w a | = 0 on Γ a we have
Letting a →ε and noting that Γ a → ∅ we obtain a contradiction. When m = 2, we proceed from (5.10) as above with m/(m−2) replaced by any fixed exponent q > 1. 2
Theorem 5.3 (Comparison principle for semi-classical solutions). Let Ω be a domain of M and let
h ∈ Γ (S 2 0 (M)). Assume that B : Ω × R + 0 × T (Ω) → R is
continuous in its variables, uniformly Lipschitz continuous with respect to ξ on compact subsets of its variables and is nondecreasing in the variable u.
Suppose that for every compact set K of Ω and for all ξ ∈ T x M, with x ∈ K and 0 < |ξ | < b, for some constant b, the symmetric bilinear form given in (H2) is uniformly positive definite. Proof. We begin by constructing an auxiliary function. Towards this aim we fix an origin O Ω ∈ Ω and R > 0 sufficiently small so that
Since E R is compact there exists k such that M K r −k 2 on E R and by (H1) there exist constants α 0, 0 < λ Λ such that 
We can therefore apply Proposition 4.4 of [9] to guarantee the existence of a solution w of the problem
where a is chosen so small that
(a/T ) < Φ(∞).
Set r = R − t and define z(r) = w(t). Then z satisfies (5.13) 1 , with 
Thus, up to choosing a ∈ (0, δ) sufficiently small, we can suppose that
Therefore z satisfies also (5.13) 2 . Hence v = z • r is a semi-classical solution of (5.14) and moreover
Now the argument is standard. We reason by contradiction and suppose the existence of a classical solution u of (5.11) and 
that is, by the regularity of v,
obtaining the required contradiction as before. 2
Our aim is now to show that a condition of the type (1.11) is necessary for the validity of the strong maximum principle provided that some further assumptions are satisfied. This will allow us also to show that the corresponding condition of the type of (1.4) is enough to guarantee the validity of the compact support principle. Towards our goal introduce 
Proof. Assume by contradiction that (5.19) fails. Hence
holds. Now suppose that u is a semi-classical radial solution of (5. 
Therefore (4.6) holds and by (B2), (H1) (ii) and (iii), and the definition of
where ϑ − = − min{c 1 + c 2 − κ, 0}. Using (H1) (i) and (B2), we see that u is a solution of Corollary 5.8 properly extends the strong maximum principle, Theorem 1.2, to the more general inequality (5.11), since condition (H1) is automatic when h reduces to the metric tensor. Indeed, in this case div h = 0, with λ = Λ = 1 and α = 0.
Sufficiency for the compact support principle
We now turn to the compact support principle assuming throughout the section condition (H1) the tensor field h on M is positive definite, symmetric, 2-covariant and for all R > 0 there are constants c 1 , c 2 ∈ R and λ > 0 such that for all
already used in the proof of Theorem 5.7 in a compact setting. 
Appendix A
Here we first present some qualitative properties of solutions of (2.6). 
(u (r)) .
Hence (A.5) 1 holds. Furthermore, being
· u (r) g(r) ( Then the conclusion of part (i) continues to hold.
