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Abstract. The next-to-next-to-leading order spin1-spin2 potential for an inspiralling binary,
that is essential for accuracy to fourth post-Newtonian order, if both components in the binary
are spinning rapidly, has been recently derived independently via the ADM Hamiltonian and
the Effective Field Theory approaches, using different gauges and variables. Here we show
the complete physical equivalence of the two results, thereby we first prove the equivalence of
the ADM Hamiltonian and the Effective Field Theory approaches at next-to-next-to-leading
order with the inclusion of spins. The main difficulty in the spinning sectors, which also
prescribes the manner in which the comparison of the two results is tackled here, is the
existence of redundant unphysical spin degrees of freedom, associated with the spin gauge
choice of a point within the extended spinning object for its representative worldline. After
gauge fixing and eliminating the unphysical degrees of freedom of the spin and its conjugate
at the level of the action, we arrive at curved spacetime generalizations of the Newton-Wigner
variables in closed form, which can also be used to obtain further Hamiltonians, based on an
Effective Field Theory formulation and computation. Finally, we make use of our validated
result to provide gauge invariant relations among the binding energy, angular momentum,
and orbital frequency of an inspiralling binary with generic compact spinning components to
fourth post-Newtonian order, including all known sectors up to date.
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1 Introduction
Gravitational Waves (GWs) constitute one of the most fundamental predictions of the theory
of General Relativity (GR). Within the coming few years second-generation ground-based
interferometers, such as Advanced LIGO in the US [1], Advanced Virgo in Europe [2], and
KAGRA in Japan [3], will start to operate with unprecedented sensitivity, making the antic-
ipated direct detection of GWs a realistic prospect. Inspiralling binaries of compact objects
are among the most promising astrophysical sources in the accessible frequency band of such
experiments, and have an analytical description in terms of the post-Newtonian (PN) approx-
imation of GR [4]. Since the search for GWs from these sources employs the matched-filtering
technique, a bank of accurate theoretical template waveforms is crucial to obtain a successful
detection. It turns out that even at relative high order beyond Newtonian Gravity, such as
the fourth PN (4PN) order, there is a phenomenological impact on the theoretical waveform
templates for the binary inspiral. Moreover, accuracy to 4PN order is crucial in order to
– 1 –
gain information about the inner structure of the constituents of the binary through future
gravitational wave observations [5]. Furthermore, astrophysical objects are expected to have
large spins [6], which may enhance GW signals and increase the expected event rates in the
GW detectors [7]. Therefore, PN corrections involving spins for rapidly rotating compact
objects, which enter already at 1.5 PN order, should be completed to similar high orders
as in the non spinning case, which was recently completed to 4PN order within the ADM
Hamiltonian formalism [8].
Indeed, various methods have made much progress in recent years in the obtainment of
higher order PN spin effects for the binary inspiral. The next-to-leading order (NLO) spin-
orbit (SO) interaction at 2.5 PN was first approached at the level of the equations of motion
(EOM) in [9], and later completed in [10, 11], with the corresponding Hamiltonian derived
in [12]. Following the introduction of a novel Effective Field Theory (EFT) approach for the
binary inspiral in [13, 14], and its extension to spinning objects in [15], the NLO spin1-spin2
(S1S2) interaction at 3PN was treated in [16–18], while its corresponding Hamiltonian was
found in [19]. The latter was the first application of the ADM Hamiltonian formalism with
spin, which was successively developed in [20–22]. The NLO spin-squared potential was also
computed via the EFT approach in [23], and its corresponding Hamiltonian was found in
[24–26]. Following the EFT treatment of the radiative sector in the non spinning case in
[27], the S1S2 and spin-squared components of multipole moments were computed to NLO
in [28], where NLO SO radiative effects were obtained via traditional methods in [11], and
have been pushed to include tail effects in [29]. The next-to-next-to-leading order (NNLO)
SO Hamiltonian at 3.5PN was found in [30], where its corresponding EOM were computed
independently in [31, 32]. NNLO SO radiative effects, and related NLO tail effects were
treated in [33] and [34], respectively. It should be noted that all the aforementioned radiative
effects concern only the energy flux and phasing of the GWs. The full waveform, including
the GW amplitude, is known to 2PN order [35], with preliminary results to 2.5PN order [36].
Finally, the conservative NNLO S1S2 sector at 4PN, which is in the focus of this work, was
computed simultaneously in terms of a Hamiltonian in [37, 38], and an EFT potential in [39].
Thus two independent approaches, that stand out as efficient methods to obtain higher
order PN spin effects for the binary inspiral, are the ADM Hamiltonian approach and the
EFT approach. Each of these approaches has its strengths and weaknesses, and in many
respects they complement each other. Starting from the conceptual level, the EFT approach
provides a systematic methodology to construct the action to arbitrarily high accuracy, in
terms of operators ordered by their relevance and their Wilson coefficients, which is invalu-
able beyond the point particle approximation. Moreover, the EFT approach also provides
a natural framework to handle the regularization required for higher order corrections in
the PN approximation with the standard renormalization scheme, and applies the efficient
standard tools of Quantum Field Theory, such as Feynman diagrams, and thus benefits from
existent developed Feynman integral calculus at its disposal. In particular, a notable differ-
ence between the two approaches is that in the EFT approach all integrations are performed
in momentum space, whereas in the ADM Hamiltonian approach they are traditionally per-
formed in position space. Another advantageous practice in the EFT approach is the use of
the non relativistic gravitational (NRG) fields, which were introduced in [40] for this purpose.
The NRG decomposition of spacetime is essentially a reduction over the time dimension, and
therefore it is the sensible decomposition for the PN limit. The ADM decomposition of
spacetime on the other hand, is a reduction over the spatial dimensions, and it has been
explicitly demonstrated to function less efficiently in the context of the PN EFT approach,
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compared to the NRG decomposition [41]. However, while the EFT approach is based on a
functional integration in configuration space, the ADM canonical formalism uses phase space
variables, i.e. loosely speaking it is integrating out the spatial metric and its canonical con-
jugate. Higher-order time derivatives then start to appear only at 3PN order, compared to
2PN order in the EFT action approach. Finally, considering the end result, that each of these
two methods produce, the advantageous usefulness of the Hamiltonian for the straightfor-
ward obtainment of gauge-invariant quantities, and for implementations within the effective
one-body formulation [42], is indisputable.
In this paper we set out to examine the equivalence of the ADM Hamiltonian and
the EFT approaches in the spin-dependent case at NNLO. In particular, we compare the
NNLO S1S2 Hamiltonian computed in [37, 38] with the potential computed via the EFT
approach in [39]. The task we have here is to some extent similar to that, which was carried
out in the non spinning 3PN sector [43, 44]. However, the inclusion of spins makes this
comparison much more intricate. First, it is clear that a mapping between canonical variables,
which are the ones used in the Hamiltonian approach, and the EFT variables would be
required in order to compare the two results. The other central issue here is that the spin
gauge is not fixed prior to the EFT computation, but instead, the unphysical redundant
degrees of freedom, associated with the temporal components of the spin tensor Si0, are
left as independent degrees of freedom. Yet to our advantage, such a mapping to canonical
variables was already considered at the level of the effective EFT action in [45], based on
the insertion of gauge constraints, that eliminate the redundant degrees of freedom of both
the spin and its conjugate, the angular velocity. This fact together with the higher order
time derivatives found at NNLO, actually prescribed the manner in which this comparison
was tackled. The elimination of higher order time derivatives entails a redefinition of the
variables, see e.g. [46–49], that would have modified the mapping to canonical variables,
and possibly even the spin constraint itself. This indicated that in order to conveniently
apply the mapping to canonical variables, we should start by eliminating the temporal spin
components Si0, which would be necessary, even if we derived the EOM first. We should then
transform to the canonical variables and potential, and only then eliminate the higher order
time derivatives. After performing all of these necessary steps the most direct and complete
way to compare the two results is just to obtain the corresponding EFT Hamiltonian via a
straightforward Legendre transform. We should note that a comparison between ADM and
harmonic coordinate approaches at the level of the EOM was made for the NNLO SO sector
in [31, 32], and that comparisons more similar to the one we make here, i.e. at the level of
the effective potentials were made at NLO in [17, 26, 45, 50], but due to the lower level of
complexity at NLO, the general steps noted here, could have been, and were indeed, followed
in a different order. Hence, an important outcome of the present paper is that in the course
of this comparison, we present a general method to transform EFT potentials with spin into
Hamiltonians.
The outline of the paper is therefore as follows. In section 2 we consider the EFT poten-
tials required for this comparison, starting with the NNLO S1S2 result from [39], in the form
which still contains higher order time derivatives of velocities and spins, and the temporal
spin components S0i, associated with the redundant degrees of freedom. In section 3 we pro-
ceed to consider these unphysical spin degrees of freedom, clarify the obtainment of EOM in
the EFT for spin, and find the required S0i components via an additional EFT computation
of the metric. In section 4 we proceed to redefine the spin and position variables, and the
potential at the level of the action, such that they correspond to canonical variables, where
– 3 –
we arrive at curved spacetime generalizations of the Newton-Wigner variables in closed form.
In section 5 we make use of variable redefinitions to eliminate the higher order time deriva-
tives of velocities and spins, via the substitution of lower order EOM, where we explicitly
extend this treatment for the case of a spin variable. Then in section 6 we make a Legendre
transform, and obtain the corresponding EFT Hamiltonians, where we also collect the ADM
Hamiltonians required for the comparison. In section 7 we then resolve the difference between
the EFT and ADM Hamiltonians, using higher order PN canonical transformations, and tak-
ing into account lower order ones. We arrive at a complete agreement between the ADM
and EFT results. Thus in section 8 we make use of our validated result, and provide gauge
invariant relations among the binding energy, angular momentum, and orbital frequency of
an inspiralling binary with generic compact spinning components to 4PN order, including all
known results up to date. In section 9 we summarize our main conclusions.
Throughout this paper we use c ≡ 1, and ηµν ≡ Diag[1,−1,−1,−1]. Greek letters
denote indices in the global coordinate frame, lowercase Latin letters from the beginning of
the alphabet denote indices in the local Lorentz frame, and upper case Latin letters from
the beginning of the alphabet denote the body fixed, corotating Lorentz frame. The spin
variables are always considered in the local frame. All indices run from 0 to 3, while spatial
tensor indices from 1 to 3, are denoted with lowercase Latin letters from the middle of the
alphabet. Uppercase Latin letters from the middle of the alphabet denote particle labels. The
notation
∫
~k ≡
∫
dd~k
(2π)d
is used for abbreviation, where d is the number of spatial dimensions.
The scalar triple product appears here with no brackets, i.e. ~a×~b ·~c ≡ (~a×~b) ·~c. The notation
[ ] over indices extracts the totally antisymmetric part of the tensor, e.g. T[ab] =
1
2(Tab−Tba).
2 EFT potentials
In this section and the next we build on the work in [39] and on sections II and III of
[50], following similar definitions and conventions as those that were used there. In order to
prove the equivalence of the NNLO S1S2 interaction potential for a binary system of compact
spinning objects at 4PN order, computed in [39], with the Hamiltonian computed in [37], we
would also need to consider the non spinning Lagrangian up to 2PN order, and the linear in
spin potentials up to NLO, that are consistent with the field gauge and spin gauge, which
were employed in the computation in [39]. Thus, we would need the sum given by
L = LN + L1PN + L2PN − V LOSO − V LOS1S2 − V NLOSO − V NLOS1S2 − V NNLOS1S2 , (2.1)
where we proceed now to detail each term of the sum.
We begin with the recent NNLO S1S2 interaction potential at 4PN order, computed in
[39], which reads
− V NNLOS1S2 = −
G
8r3
[
3~S1 · ~S2v21v22 + 2~S1 · ~S2(~v1 · ~v2)2 − 2~S1 · ~v1~S2 · ~v1v22
+ 4~S1 · ~v1~S2 · ~v2~v1 · ~v2 − 4~S1 · ~v2~S2 · ~v1~v1 · ~v2 − 2~S1 · ~v2~S2 · ~v2v21 − 9~S1 · ~S2(~v1 · ~n)2v22
− 9~S1 · ~S2(~v2 · ~n)2v21 − 24~S1 · ~S2~v1 · ~v2~v1 · ~n~v2 · ~n+ 6~S1 · ~v1~S2 · ~v1(~v2 · ~n)2
+ 24~S1 · ~v2~S2 · ~v1~v1 · ~n~v2 · ~n+ 6~S1 · ~v2~S2 · ~v2(~v1 · ~n)2 + 6~S1 · ~v1~S2 · ~n~v1 · ~nv22
+ 6~S1 · ~v2~S2 · ~n~v2 · ~nv21 + 6~S1 · ~n~S2 · ~v1~v1 · ~nv22 + 6~S1 · ~n~S2 · ~v2~v2 · ~nv21 + 3~S1 · ~n~S2 · ~nv21v22
− 6~S1 · ~n~S2 · ~n(~v1 · ~v2)2 − 12~S1 × ~v1 · ~v2~S2 × ~v1 · ~n~v2 · ~n
– 4 –
− 12~S1 × ~v1 · ~v2~S2 × ~v2 · ~n~v1 · ~n− 12~S1 × ~v1 · ~n~S2 × ~v2 · ~v1~v2 · ~n
− 12~S1 × ~v2 · ~n~S2 × ~v2 · ~v1~v1 · ~n− 12~S1 × ~v1 · ~n~S2 × ~v2 · ~n~v1 · ~v2
+ 12~S1 × ~v2 · ~n~S2 × ~v1 · ~n~v1 · ~v2 + 45~S1 · ~S2(~v1 · ~n)2(~v2 · ~n)2
− 30~S1 · ~v1~S2 · ~n~v1 · ~n(~v2 · ~n)2 − 30~S1 · ~v2~S2 · ~n~v2 · ~n(~v1 · ~n)2
− 30~S1 · ~n~S2 · ~v1~v1 · ~n(~v2 · ~n)2 − 30~S1 · ~n~S2 · ~v2~v2 · ~n(~v1 · ~n)2
− 15~S1 · ~n~S2 · ~n(~v1 · ~n)2v22 − 15~S1 · ~n~S2 · ~n(~v2 · ~n)2v21
+ 60~S1 × ~v1 · ~n~S2 × ~v2 · ~n~v1 · ~n~v2 · ~n− 60~S1 × ~v2 · ~n~S2 × ~v1 · ~n~v1 · ~n~v2 · ~n
+ 105~S1 · ~n~S2 · ~n(~v1 · ~n)2(~v2 · ~n)2 − 4
[
3S0i1 S
0i
2 (~v1 · ~v2 + ~v1 · ~n~v2 · ~n) + S0i1 S0j2
(
5vi1v
j
2 − 3vi2vj1
−9vi1nj~v2 · ~n+ 3vi2nj~v1 · ~n+ 3nivj1~v2 · ~n− 9nivj2~v1 · ~n+ 3ninj (~v1 · ~v2 + 5~v1 · ~n~v2 · ~n)
)
−
(
S0i1
(
(~S2 × ~v1)i~v1 · ~v2 − (~S2 × ~v1)iv22 − (~S2 × ~v2)i~v1 · ~v2 − vi1(~S2 × ~v2) · ~v1
+ vi2(~S2 × ~v2) · ~v1 − 3(~S2 × ~v1)i~v1 · ~n~v2 · ~n+ 3(~S2 × ~v1)i(~v2 · ~n)2
+ 9(~S2 × ~v2)i~v1 · ~n~v2 · ~n+ 3(~S2 × ~n)i~v1 · ~nv22 − 3vi1~S2 × ~v1 · ~n~v2 · ~n
− 3vi1 ~S2 × ~v2 · ~n~v2 · ~n− 3vi2~S2 × ~v1 · ~n~v1 · ~n+ 6vi2~S2 × ~v1 · ~n~v2 · ~n+ 3vi2~S2 × ~v2 · ~n~v1 · ~n
+ 3ni~S2 × ~v2 · ~v1~v1 · ~n+ 3ni~S2 × ~v2 · ~v1~v2 · ~n− 3ni~S2 × ~v1 · ~n~v1 · ~v2 + 3ni~S2 × ~v2 · ~n~v1 · ~v2
−15(~S2 × ~n)i~v1 · ~n(~v2 · ~n)2 + 15ni~S2 × ~v1 · ~n~v1 · ~n~v2 · ~n− 15ni~S2 × ~v2 · ~n~v1 · ~n~v2 · ~n
)
+(1←→ 2)
)]]
− G
8r2
[
3~S1 · ~S2~a1 · ~nv22 + 2~S1 · ~S2~a1 · ~v2~v2 · ~n− 2~S1 · ~v2~S2 · ~v2~a1 · ~n
+ 2~S1 · ~a1~S2 · ~v2~v2 · ~n+ 2~S1 · ~n~S2 · ~v2~a1 · ~v2 − 6~S1 · ~v2~S2 · ~a1~v2 · ~n+ 2~S1 · ~v2~S2 · ~n~a1 · ~v2
− ~S1 · ~a1~S2 · ~nv22 − ~S1 · ~n~S2 · ~a1v22 − 4~S1 × ~v2 · ~a1~S2 × ~v2 · ~n+ 4~S1 × ~v2 · ~n~S2 × ~v2 · ~a1
− 9~S1 · ~S2(~v2 · ~n)2~a1 · ~n+ 6~S1 · ~v2~S2 · ~n~v2 · ~n~a1 · ~n+ 6~S1 · ~n~S2 · ~v2~v2 · ~n~a1 · ~n
+ 3~S1 · ~n~S2 · ~a1(~v2 · ~n)2 + 3~S1 · ~a1~S2 · ~n(~v2 · ~n)2 + 3~S1 · ~n~S2 · ~n~a1 · ~nv22
− 6~S1 · ~n~S2 · ~n~a1 · ~v2~v2 · ~n− 15~S1 · ~n~S2 · ~n(~v2 · ~n)2~a1 · ~n
+ 12~S1 × ~n · ~a1~S2 × ~v2 · ~n~v2 · ~n− 12~S1 × ~v2 · ~n~S2 × ~n · ~a1~v2 · ~n+ 4
[
S0i1
(
(~S2 × ~a1)i~v2 · ~n
−vi2~S2 × ~n · ~a1 − ni~S2 × ~v2 · ~a1 + 3ni~S2 × ~n · ~a1~v2 · ~n
)
− S0i2
(
(~S1 × ~v2)i~a1 · ~n
− (~S1 × ~n)i~a1 · ~v2 + 2(~S1 × ~a1)i~v2 · ~n+ vi2~S1 × ~n · ~a1 − ni~S1 × ~v2 · ~a1 + 2ai1~S1 × ~v2 · ~n
−3(~S1 × ~n)i~v2 · ~n~a1 · ~n+ 3ni~S1 × ~n · ~a1~v2 · ~n
)
+ S˙0i1
(
S0i2 ~v2 · ~n+ vi2S0j2 nj − 3niS0j2 vj2
+ 3niS0j2 n
j~v2 · ~n+ (~S2 × ~v1)i~v2 · ~n− 3(~S2 × ~v2)i~v2 · ~n− (~S2 × ~n)iv22 + vi2~S2 × ~v1 · ~n
− vi2~S2 × ~v2 · ~n− ni~S2 × ~v2 · ~v1 + 3(~S2 × ~n)i(~v2 · ~n)2 − 3ni~S2 × ~v1 · ~n~v2 · ~n
+3ni~S2 × ~v2 · ~n~v2 · ~n
)]]
+ [1←→ 2]
+
G
8r
[
~S1 · ~S2~a1 · ~a2 − 3~S1 · ~a1~S2 · ~a2 + 5~S1 · ~a2~S2 · ~a1 + 3~S1 · ~S2~a1 · ~n~a2 · ~n
− ~S1 · ~a1~S2 · ~n~a2 · ~n− ~S1 · ~a2~S2 · ~n~a1 · ~n− ~S1 · ~n~S2 · ~a1~a2 · ~n− ~S1 · ~n~S2 · ~a2~a1 · ~n
– 5 –
+ 3~S1 · ~n~S2 · ~n~a1 · ~a2 + 4~S1 × ~n · ~a1~S2 × ~n · ~a2 − 4~S1 × ~n · ~a2~S2 × ~n · ~a1
+ 3~S1 · ~n~S2 · ~n~a1 · ~n~a2 · ~n− 4
[
S˙0i1 S˙
0i
2 + S˙
0i
1 n
iS˙0j2 n
j − S˙0i1
(
2(~S2 × ~a2)i − (~S2 × ~n)i~a2 · ~n
+ni~S2 × ~n · ~a2
)
− S˙0i2
(
2(~S1 × ~a1)i − (~S1 × ~n)i~a1 · ~n+ ni~S1 × ~n · ~a1
)]]
+
G2m2
2r4
[
11~S1 · ~S2v22 + 3~S1 · ~v1~S2 · ~v2 + 5~S1 · ~v2~S2 · ~v1 − 16~S1 · ~v2~S2 · ~v2
− 22~S1 · ~S2(~v2 · ~n)2 + 16~S1 · ~S2~v1 · ~n~v2 · ~n+ 2~S1 · ~v1~S2 · ~n~v2 · ~n
− 24~S1 · ~v2~S2 · ~n~v1 · ~n+ 40~S1 · ~v2~S2 · ~n~v2 · ~n+ 2~S1 · ~n~S2 · ~v1~v2 · ~n
+ 16~S1 · ~n~S2 · ~v2~v2 · ~n+ 7~S1 · ~n~S2 · ~nv22 − 16~S1 · ~n~S2 · ~n~v1 · ~v2
− 4~S1 × ~v1 · ~n ~S2 × ~v2 · ~n+ 10~S1 × ~v2 · ~n ~S2 × ~v1 · ~n− 8~S1 × ~v2 · ~n ~S2 × ~v2 · ~n
−42~S1 · ~n~S2 · ~n(~v2 · ~n)2 − 12~S1 · ~n~S2 · ~n~v1 · ~n~v2 · ~n− 4S0i1 S0i2 + 16S0i1 niS0j2 nj
+ 2S0i1
(
2(~S2 × ~v1)i − 6(~S2 × ~v2)i − 2(~S2 × ~n)i~v1 · ~n+ 11(~S2 × ~n)i~v2 · ~n
−5ni~S2 × ~v1 · ~n+ 6ni~S2 × ~v2 · ~n
)
− 2S0i2
(
2(~S1 × ~v1)i + 2(~S1 × ~v2)i
−6(~S1 × ~n)i~v1 · ~n− 3(~S1 × ~n)i~v2 · ~n− 2ni~S1 × ~v1 · ~n+ ni~S1 × ~v2 · ~n
)]
+ [1←→ 2]
+
G3(m21 +m
2
2)
2r5
(
11~S1 · ~S2 − 35~S1 · ~n~S2 · ~n
)
+ 3
G3m1m2
r5
(
7~S1 · ~S2 − 27~S1 · ~n~S2 · ~n
)
,
(2.2)
where [1↔ 2] refers to all terms given previously with the particle labels 1 and 2 interchanged.
As we noted in [39] this result contains higher order time derivatives, e.g. acceleration and
precession dependent terms, and S0i dependent terms, such that the S0i components are left
as independent degrees of freedom, and the additional contributions of the field corrections
in the S0i components are not taken into account explicitly in this form. We will elaborate
on these two key issues in section 5 and sections 3, 4, respectively, and as they start to appear
in the lower order potentials from eq. (2.1), that we will now present.
First then we have LN which is just the Newtonian Lagrangian given by
LN =
1
2
2∑
I=1
mIv
2
I +
Gm1m2
r
, (2.3)
and L1PN is the Einstein-Infeld-Hoffmann 1PN correction Lagrangian, that is the leading
order (LO) correction to Newtonian gravity, given by
L1PN =
1
8
2∑
I=1
mIv
4
I +
Gm1m2
2r
[
3v21 + 3v
2
2 − 7~v1 · ~v2 − (~v1 · ~n)(~v2 · ~n)
]− G2m1m2(m1 +m2)
2r2
.
(2.4)
L2PN is the 2PN Lagrangian, which is gauge dependent already, hence we take here the result
computed in the harmonic gauge in [51] given by
L2PN =
m1v
6
1
16
+
Gm1m2
r
(
7
8
v41 −
5
4
v21~v1 · ~v2 −
3
4
v21~v1 · ~n~v2 · ~n+
3
16
v21v
2
2 +
1
8
(~v1 · ~v2)2
– 6 –
− 1
8
v21(~v2 · ~n)2 +
3
4
~v1 · ~v2~v1 · ~n~v2 · ~n+ 3
16
(~v1 · ~n)2(~v2 · ~n)2
)
+Gm1m2
(
1
8
v22~a1 · ~n+
3
2
~v1 · ~a1~v2 · ~n− 7
4
~v2 · ~a1~v2 · ~n− 1
8
~a1 · ~n(~v2 · ~n)2
)
︸ ︷︷ ︸
HTD dependent
+Gm1m2r
(
15
16
~a1 · ~a2 − 1
16
~a1 · ~n~a2 · ~n
)
︸ ︷︷ ︸
HTD dependent
+
G2m1m
2
2
r2
(
7
4
v21 + 2v
2
2 −
7
2
~v1 · ~v2 + 1
2
(~v1 · ~n)2
)
+
G3m1m
3
2
2r3
+
3G3m21m
2
2
2r3
+ [1←→ 2]. (2.5)
Note that here, on the NLO correction to Newtonian gravity, there appears a part, which
depends on accelerations, i.e. higher order time derivatives of the velocities. Hence, we denote
such part as “HTD dependent” here and in the following. These higher order time derivatives
of velocities will eventually be eliminated via variable redefinitions, a common procedure in
the PN approximation, see e.g. [46–49], of which we make repeated use throughout this work.
In section 5 we will elaborate on this procedure, in which higher order time derivatives are
substituted with equations of motion (EOM) from lower PN orders, and we also extend
it explicitly for higher order time derivatives of spin, which also appear in spin dependent
potentials as of NLO as we will see here below. We should stress that although this is a non-
spinning sector, the HTD dependent terms here contribute eventually to the NNLO S1S2
sector upon the substitution of lower order EOM from the LO spin sectors. In contrast to
eq. (2.2) here, these terms were included in [39].
We proceed to the linear in spin potentials, where V LOSO is the LO SO interaction potential
at 1.5PN order, as given in eq. (70) of [50]
V LOSO = −
Gm2
r2
~S1 · (~v1 × ~n− 2~v2 × ~n)− Gm2
r2
S0i1 n
i︸ ︷︷ ︸
spin gauge dependent
+[1↔ 2]. (2.6)
Note that here, at the lowest order spin-dependent correction, there is a spin gauge depen-
dence, namely a dependence in the choice of the point within the extended spinning object,
whose evolution we follow along the worldline [52–54]. V LOS1S2 is the LO S1S2 interaction
potential at 2PN order, given by
V LOS1S2 = −
G
r3
(~S1 · ~S2 − 3~S1 · ~n~S2 · ~n). (2.7)
V NLOSO is the NLO SO interaction potential at 2.5PN, as computed in [50]
V NLOSO =−
Gm2
r2
~S1 ·
[
~v1 × ~n
(
1
2
~v1 · ~v2 − 1
2
v22 −
3
2
~v1 · ~n~v2 · ~n
)
+~v2 × ~n
(
~v1 · ~v2 − v22 + 3~v1 · ~n~v2 · ~n
)
+ ~v1 × ~v2
(
1
2
~v1 · ~n+ ~v2 · ~n
)]
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+
G2m2
r3
~S1 ·
[
~v1 × ~n
(
m1 − 1
2
m2
)
+ ~v2 × ~n
(
5
2
m2
)]
− Gm2
r
[
~S1 ·
(
~v1 × ~a2 + 1
2
~v2 × ~a1 + 1
2
~a1 × ~n~v2 · ~n+ ~a2 × ~n~v1 · ~n
)
︸ ︷︷ ︸
HTD dependent
+ ~˙S1 ·
(
−1
2
~v1 × ~v2 + 1
2
~v1 × ~n~v2 · ~n− ~v2 × ~n~v2 · ~n
)]
+Gm2 ~˙S1 · ~a2 × ~n︸ ︷︷ ︸
HTD dependent
− 3
2
Gm2
r2
S0i1
[
vi1~v2 · ~n− vi2~v1 · ~n− ni
(
~v1 · ~v2 − v22 + ~v1 · ~n~v2 · ~n
)]
︸ ︷︷ ︸
spin gauge dependent
+
G2m2
r3
S0i1 n
i (m1 + 2m2)︸ ︷︷ ︸
spin gauge dependent
− Gm2
2r
S˙0i1
(
3vi2 + n
i~v2 · ~n
)
︸ ︷︷ ︸
spin gauge & HTD dependent
+ [1←→ 2]. (2.8)
Note that here in addition to the spin gauge dependence, there appear higher order time
derivative terms as in the NLO non spinning case at 2PN, but here there are also higher
order time derivatives of spin. Also note, that there appears a part here, which is both
HTD and spin gauge dependent. It contains a time derivative on the S0i components, which
as we explain in section 5 is an undesirable complication. However, the S˙0i factor can be
avoided here and at NLO in general, by flipping the time derivative from it. We include in
this expression all terms, which arise from the computation in [50], even those which do not
contribute at NLO, upon the substitution of higher order time derivatives, and temporal spin
components S0i. Here also, there are contributions to the NNLO S1S2 sector from the HTD
dependent terms upon the substitution of lower order EOM from the LO spin sectors, which
were included in [39].
V NLOS1S2 is the NLO S1S2 interaction potential at 3PN, as computed in [17]
V NLOS1S2 =
G
2r3
[
~S1 · ~S2 (3~v1 · ~v2 − 3~v1 · ~n~v2 · ~n) + ~S1 · ~v1~S2 · ~v2 − 3~S1 · ~v2~S2 · ~v1
+ 3~S1 · ~v1~S2 · ~n~v2 · ~n+ 3~S2 · ~v2~S1 · ~n~v1 · ~n+ 3~S1 · ~v2~S2 · ~n~v1 · ~n+ 3~S2 · ~v1~S1 · ~n~v2 · ~n
− 3~S1 · ~n~S2 · ~n (~v1 · ~v2 + 5~v1 · ~n~v2 · ~n)− 6(~S1 × ~v1) · ~n(~S2 × ~v2) · ~n
+6(~S1 × ~v2) · ~n(~S2 × ~v1) · ~n
]
+ 3
G2(m1 +m2)
r4
[
~S1 · ~S2 − 3~S1 · ~n~S2 · ~n
]
+
G
2r2
[
~˙S1 · ~S2~v2 · ~n− ~˙S1 · ~v2~S2 · ~n− ~˙S1 · ~n~S2 · ~v2 + 3 ~˙S1 · ~n~S2 · ~n~v2 · ~n︸ ︷︷ ︸
HTD dependent
− ~˙S2 · ~S1~v1 · ~n+ ~˙S2 · ~v1~S1 · ~n+ ~˙S2 · ~n~S1 · ~v1 − 3 ~˙S2 · ~n~S1 · ~n~v1 · ~n
]
︸ ︷︷ ︸
HTD dependent
− G
r3
[
S0i1 S
0i
2 − 3S0i1 niS0j2 nj + S0i1
(
(~S2 × ~v2)i − 3ni~S2 × ~v2 · ~n
)
︸ ︷︷ ︸
spin gauge dependent
+S0i2
(
(~S1 × ~v1)i − 3ni~S1 × ~v1 · ~n
)
+ 3S0i1
(
ni~S2 × ~v1 · ~n− (~S2 × ~n)i~v1 · ~n
)
︸ ︷︷ ︸
spin gauge dependent
– 8 –
+3S0i2
(
ni~S1 × ~v2 · ~n− (~S1 × ~n)i~v2 · ~n
)]
︸ ︷︷ ︸
spin gauge dependent
− G
r2
[
S˙0i1 (~S2 × ~n)i − S˙0i2 (~S1 × ~n)i
]
︸ ︷︷ ︸
spin gauge & HTD dependent
. (2.9)
Note that here also there are both higher order time derivative terms, and spin gauge
dependent part, as well as a part which depends on both with S˙0i. Also here, HTD dependent
terms, which arise from the computation in [17], also contribute to the NNLO S1S2 sector,
and were included in [39].
Finally, all the spin gauge dependent parts from lower order linear in spin sectors,
i.e. those in eqs. (2.6), (2.8), and (2.9), should also be taken into account as possible contri-
butions to the NNLO S1S2 sector, similar to the situation in the NLO spin-dependent sectors.
As in [39] these terms are not repeated in eq. (2.2).
3 Elimination of unphysical spin degrees of freedom
As we noted in the previous section, the EFT potentials with spin contain spin gauge depen-
dent parts, since the redundant unphysical degrees of freedom, associated with the temporal
spin components S0i, were not eliminated. This is a gauge freedom in the choice of the inter-
nal point in the extended spinning object for the representative worldline [52–54]. In order
to eliminate the redundant degrees of freedom associated with the spin, we need to apply a
spin supplementary condition (SSC), where it should be stressed that such SSC should fix
the representative worldline of the body uniquely, which is not guaranteed for every SSC
in curved spacetime. Such an appropriate SSC is the covariant one [55, 56], formulated by
Tulczyjew [53], which for the linear in spin case, and in the local frame can be written as
S1abu
b
1 = 0 ⇔ S(0)(i)1 = −S(i)(j)1
u
(j)
1
u
(0)
1
, (3.1)
where we have denoted the local basis explicitly by round brackets, that is we are considering
the spin, when projected on the local reference tetrad, see eq. (54) in [50]. We apply the
covariant SSC in the local frame since this is the frame, where it physically makes sense to
trace the spin. In fact, the spin always appears in the local frame in this paper (for the sake
of brevity, we thus omit the round brackets on the spatial indices of the spin in some sections,
including the previous section, where the spin dependent potentials were presented). Notice
that we have here exactly 3 independent conditions to eliminate the 3 redundant degrees of
freedom of spin.
Actually, general covariance provides a straightforward way to formulate a general SSC
for curved spacetime — the only such, known up to date. In addition, it should be em-
phasized, that since the EFT approach relies on consistency with the symmetry of general
covariance for the construction of its initial effective action, the covariant SSC is in fact also
the only sensible choice for gauge fixing the spin in EFT after the covariant effective action
has been constructed, that makes manifest which operators in the action are physically re-
dundant, considering the rotational degrees of freedom, and would be eliminated if gauge
fixing is done at the level of the action, prior to integrating out the fields.
3.1 Spin in the EFT approach
One possible way, which is seemingly straightforward, to compare the EFT potential in
eq. (2.2) with the Hamiltonian in [37], is to derive the EOM for the positions and spins of
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the objects, and try to relate them. If we follow the Routhian approach in [18] for spin in the
EFT approach, then the S0i components are left as independent degrees of freedom till after
the obtainment of EOM, and we should derive the EOM for the spin in terms of the Poisson
brackets of the so(1, 3) spin algebra. Since as of NLO we have higher order time derivatives
of the spin appearing in the potentials (which eventually contribute in the potentials as of
NNLO), it is actually incorrect to derive the EOM for the spin using Poisson brackets. We
should resort back to the action in order to see that. For the spin EOMs, we should consider
the spin dependent part of the full action obtained after the EFT computation, recalling the
rotational kinetic term, e.g. in eq. (51) of [50], which reads
Seff(spin) =
∫
dt
[
−
2∑
I=1
1
2
SIabΩ
ab
I − V
(
~xI , ~˙xI , ~¨xI , . . . , SIab, S˙Iab, . . .
)]
. (3.2)
If we make an independent variation of this action with respect to the spin, and to its
conjugate, the angular velocity, we obtain the following EOM for the 4-dimensional spin
tensor
S˙ab = 4Sc[aηb]d
δ
∫
dt V
δScd
= 4Sc[aηb]d
[
∂V
∂Scd
− d
dt
∂V
∂S˙cd
+ . . .
]
, (3.3)
see section 5.2 for a similar derivation. In the absence of time derivatives of the spin, its
EOM follow from the so(1, 3) Poisson bracket, given by
{Sab, Scd} = Scaηbd − Sdaηbc + Sdbηac − Scbηad, (3.4)
and reads
S˙ab = {Sab,−V } = 4Sc[aηb]d ∂V
∂Scd
, (3.5)
which is a restricted case of eq. (3.3). Therefore, like the EOM for the position, the EOM
for the spin should be obtained from a variation of the action, in terms of which the EFT
approach is naturally formulated.
Furthermore, according to the Routhian approach in [18] the S0i components are left as
independent degrees of freedom till after the obtainment of EOM. Otherwise, if we had no
time derivatives of the spin, then if we would constrain the spin, and substitute in eq. (3.1)
for the S0i components, together with another conjugate gauge constraint for the Lorentz
matrix ΛAb, then the Poisson brackets would have to be replaced with the complicated Dirac
brackets, which project the original symplectic structure onto the phase space hypersurface,
defined by the constraints [54]. Yet, according to eq. (3.1) in order to implement the covariant
SSC, we actually need to find the 4-velocity in the local basis. From eq. (54) in [50] we get
ua1(~x1) = e
a
µu
µ
1 = η
aµ
(
ηµν +
1
2
hµν − 1
8
hµρη
ρσhσν + . . .
)
uν1 , (3.6)
where ~x1 is the position of object 1, and hµν is the deviation of the metric from flat spacetime.
Hence, we can see that additional contributions of the field in the S0i components are not
taken into account explicitly, if the S0i components are left as independent degrees of freedom.
It was put forward in [17], that the spin gauge may be fixed prior to integrating out the fields,
such that the fields from the S0i components would be included in the process of integrating
out all field degrees of freedom, and also that these contributions are incorporated into
Feynman diagrams in their proper sector. That is, according to [17], if the spin gauge could
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be fixed at the level of the effective action, then all field contributions would be integrated
out, as consistent with the philosophy of the EFT approach. Moreover, these contributions
would emerge in their appropriate spin sectors, and there would not be an ambiguity of spin
effects among the different spin sectors, as was noted here in the end of section 2. In addition,
since the S0i components implicitly yield contributions of infinitely distinct PN orders, if the
S0i components are left as independent degrees of freedom, then the power counting, which
is an essential feature of an EFT approach, also breaks down.
Therefore, we press on to find the S0i components, which would be required, if the EOM
would be obtained from the EFT potential. Actually, since we would like to conveniently
apply here a mapping to canonical variables, which was already considered in [45], and such a
mapping also relies on the elimination of the S0i components, we will proceed to eliminate the
S0i components at this stage. Now, according to eq. (3.1), we need to obtain the local frame
4-velocity, where we note that it will also be required in the following for the transformations
to canonical variables and potential. It is preferable to calculate this via the EFT approach,
namely in a self-contained and consistent manner, where we actually demonstrate here the
computation of the metric.
3.2 Local frame velocity via the EFT approach
First, we PN expand eq. (3.6), using u01 = 1, u
i
1 = v
i
1, h00 = O(v
2) = hij , and h0i = O(v
3).
Then we obtain for the components of the local velocity u(0) and u(i) the following expressions
to NNLO
u
(0)
1 = 1 +
1
2
(
h00 + h0iv
i
1
)− 1
8
(h00)
2 +O(v6), (3.7)
u
(i)
1 = v
i
1 −
1
2
(
hijv
j
1 + h0i
)
− 1
8
(
hijhjkv
k
1 + hijhj0 − hi0h00
)
+O(v7). (3.8)
In order to compute the local frame velocity, we should use eq. (2) of [50] to rewrite eqs. (3.7)
and (3.8) in terms of the NRG fields. We recall that the NRG fields are defined via the
parametrization of the metric in a nonrelativistic form according to the Kaluza-Klein ansatz
dτ2 = gµνdx
µdxν ≡ e2φ(dt−Ai dxi)2 − e−2φγijdxidxj , (3.9)
defining the set of nonrelativistic gravitational fields φ,Ai, γij ≡ δij + σij . To the order re-
quired here for the NNLO S1S2 sector, we get
u
(0)
1 = 1 + φ(~x1)−
1
2
Ai(~x1)v
i
1 + . . . , (3.10)
u
(i)
1 = v
i
1 − φ(~x1)vi1 +
1
2
Ai(~x1) +
1
2
σij(~x1)v
j
1 + φ(~x1)Ai(~x1) + . . . . (3.11)
Hence, we should compute the one-point functions for the fields φ, Ai and σij , as well as for
the composite field φAi, in the position ~x1 of object 1. For example, for φ we should compute
〈φ(~x1)〉 =
∫
DφDAiDσijφ(~x1)eiSeff , (3.12)
where Seff is the effective action of a binary, appearing in e.g. eqs. (4), (21), (51), and (52)
of [50]. The EFT computation is straightforward. For example, according to the Feynman
rules in [50], we have to the order required here
〈φ(~x1)〉 = 4πG
∫
dt2δ(t1 − t2)
(
−m2 + vi2S(i)(j)2 ∂~x2j + S(0)(j)2 ∂~x2j
)∫
~k
ei
~k(~x1−~x2)
~k2
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= −Gm2
r
+
G
r2
nj(S
(i)(j)
2 v
i
2 + S
(0)(j)
2 ) , (3.13)
where these terms correspond to contributions from the Newtonian interaction shown in
figure 1a of [40], and the LO SO interaction shown in figure 1b of [50], respectively. Similarly
for the leading relevant contribution of Ai(~x1), we have
〈Ai(~x1)〉 = −16πG
∫
dt2δ(t1 − t2)
(
m2v
i
2 +
1
2
S
(j)(i)
2 ∂
~x2
j
)∫
~k
ei
~k(~x1−~x2)
~k2
= −4Gm2
r
vi2 + 2
G
r2
S
(i)(j)
2 n
j, (3.14)
where these terms correspond to contributions from the 1PN interaction shown in figure 1b
of [40], and the LO SO interaction shown in figure 1a of [50], respectively. For the next order
of the relevant contribution of Ai(~x1), we get
〈Ai(~x1)〉 = G
r2
[
S
(i)(j)
2 n
j
(
v22 − 3 (~v2 · ~n)2
)
+ 2S
(i)(j)
2 v
j
2~v2 · ~n+ 2S(0)(i)2 ~v2 · ~n+ 2S(0)(j)2 njvi2
]
+
G
r
[
S
(i)(j)
2 a
k
2
(
δjk − njnk
)
+ 2S˙
(0)(i)
2
]
− 2G
2
r3
S
(i)(j)
2 n
j (m1 −m2) ,
(3.15)
where these correspond to contributions from the NLO SO interaction shown in figures 2a3,
2b1, 3b1, 4a1 and 4a2 of [50]. Further, we have for σij(~x1)
〈σij(~x1)〉 = 2G
r2
[
S
(k)(i)
2 n
kvj2 + S
(k)(j)
2 n
kvi2 − 2δijS(k)(l)2 nkvl2
]
, (3.16)
where this corresponds to a contribution from the NLO SO interaction shown in figure 2a2.2
of [50]. Finally, for the composite field φ(~x1)Ai(~x1) we have
〈φ(~x1)Ai(~x1)〉 = −2G
2m2
r3
S
(i)(j)
2 n
j, (3.17)
where this corresponds to a contribution from the NLO SO interaction shown in figure 3a1
of [50].
Putting together eqs. (3.13), (3.14), (3.15), (3.16) and (3.17) into eqs. (3.10) and (3.11),
we obtain to the order required for the NNLO S1S2 sector, the following local frame velocity
components:
u
(0)
1 = 1−
Gm2
r
+
G
r2
ni
(
S
(i)(j)
2
(
vj1 − vj2
)
+ S
(0)(i)
2
)
, (3.18)
u
(i)
1 = v
i
1 +
Gm2
r
(
vi1 − 2vi2
)
+
G
r2
S
(i)(j)
2 n
j
+
G
r
[
nj
2r
S
(i)(j)
2
(
v22 − 3 (~v2 · ~n)2 − 2~v1 · ~v2
)
+
nj
r
(
S
(i)(k)
2 v
k
2v
j
2 + S
(j)(k)
2
(
vk1v
i
2 − vi1vk2
))
+
nj
r
(
S
(0)(i)
2 v
j
2 + S
(0)(j)
2
(
vi2 − vi1
))
+
1
2
S
(i)(j)
2 a
k
2
(
δjk − njnk
)
+ S˙
(0)(i)
2
]
− G
2
r3
S
(i)(j)
2 n
j (m1 +m2) .
(3.19)
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Check via the metric in harmonic coordinates. Since the metric required here is that
associated with the gravitational interaction up to the NLO SO in harmonic coordinates
(recall that the EFT computation employs the harmonic gauge), it can also be obtained
from [9], see in particular eqs. (3.9a-c) and appendix A there, and from the rederivation of
[10], which corrected several typos (note that the metric was extended to NNLO SO in [32]).
Hence, we recomputed the metric components as a check . Evaluated for a binary system
at the position of object 1, and keeping only terms to the order required here, the metric is
found to be
h00(~x1) = 2
G
r
[
m2 +
ni
r
(
S
(i)(j)
2 v
j
2 − S(0)(i)2
)]
, (3.20)
hij(~x1) = 2
G
r
[
δijm2 − δij n
k
r
(
S
(k)(l)
2 v
l
2 + S
(0)(k)
2
)
+
nk
r
(
S
(k)(i)
2 v
j
2 + S
(k)(j)
2 v
i
2
)]
, (3.21)
h0i(~x1) = −4G
r
[
m2v
i
2 −
nj
4r
(
S
(i)(j)
2
(
2 + v22 − 3 (~v2 · ~n)2
)
+ 2S
(i)(k)
2 v
k
2v
j
2
+2S
(0)(i)
2 v
j
2 + 2S
(0)(j)
2 v
i
2
)
+
njnk − δjk
4
S
(i)(j)
2 a
k
2 −
1
2
S˙
(0)(i)
2
]
− 2G
2
r3
S
(i)(j)
2 n
j (m1 +m2) .
(3.22)
Note that these metric components should get an overall minus sign in order to conform with
the signature used in the EFT convention. Using eqs. (3.20), (3.21), (3.22) in eqs. (3.7) and
(3.8), we find the local frame velocity components here to be in complete agreement with
those in eqs. (3.18), (3.19) computed via the EFT approach.
3.3 Covariant SSC at NNLO
For a generic PN treatment, it would be useful to write the local frame velocity as
u
(0)
1 = 1 + ǫ
0
1NLO + ǫ
0
1NNLO +O(v
6), (3.23)
u
(i)
1 = v
i
1 + ǫ
i
1NLO + ǫ
i
1NNLO +O(v
7), (3.24)
where ǫ01NLO, ǫ
i
1NLO, ǫ
0
1NNLO and ǫ
i
1NNLO are just placeholders. Thus, here we have
ǫ01NLO = −
Gm2
r
, (3.25)
ǫi1NLO =
Gm2
r
(
vi1 − 2vi2
)
+
G
r2
njS
(i)(j)
2 , (3.26)
and ǫ01NNLO, ǫ
i
1NNLO can be read off from eqs. (3.18), (3.19), respectively, as the remaining
terms.
Using eqs. (3.23), (3.24) in eq. (3.1), we can then write for the NNLO SSC the following
generic expression:
S
(0)(i)
1 =− S(i)(j)1
[
vj1 +
(
ǫj1NLO − ǫ01NLOvj1
)
+
[(
ǫ01NLO
)2
vj1 − ǫ01NLOǫj1NLO + ǫj1NNLO − ǫ01NNLOvj1
] ]
+O(v8), (3.27)
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or explicitly substituting eqs. (3.18), (3.19), the covariant SSC for the NNLO S1S2 sector
reads
S
(0)(i)
1 =− S(i)(j)1
[
vj1 + 2
Gm2
r
(
vj1 − vj2
)
+
G
r2
S
(j)(k)
2 n
k
+
G
r
[
nk
2r
S
(j)(k)
2
(
v22 − 3 (~v2 · ~n)2 − 2~v1 · ~v2
)
+
nl
r
(
S
(j)(k)
2 v
k
2v
l
2 + S
(l)(k)
2
(
vk1v
j
2 − vj1vk1
))
+
nk
r
(
S
(0)(j)
2 v
k
2 + S
(0)(k)
2
(
vj2 − 2vj1
))
+
1
2
S
(j)(k)
2 a
l
2
(
δkl − nknl
)
+ S˙
(0)(j)
2
]
− G
2m1
r3
S
(j)(k)
2 n
k
]
.
(3.28)
Note that the NNLO SSC entails a recursive application of the SSC, where we would have
to substitute the LO SSC in the S0i components on the right hand side.
To conclude this section we stress that in order to work within the EFT approach
in a consistent, self-contained manner, we have to obtain the EOM for the spin from an
independent variation of the action with respect to the spin and to its conjugate, the angular
velocity, and not using Poisson brackets. Moreover, we note that a further EFT computation
is required in order to obtain the S0i components, if they are left as independent degrees of
freedom, to be eliminated after the derivation of the EOM. This provides indication for the
incompleteness of the Routhian approach in the EFT aspect, as discussed in section 3.1.
4 Transformation to reduced canonical variables and potential
As explained in the previous section a possible way, which is seemingly straightforward, to
compare the EFT potential in eq. (2.2) with the Hamiltonian computed in [37], would be
to derive from it the EOM for the positions and spins of the objects from a variation of the
action, eliminating the S0i components after the derivation, and to compare them with those
obtained from the ADM Hamiltonian. However, in order to relate the two resulting sets of
EOM, we would have to find a mapping from the EFT position and spin variables to the
canonical variables used in the ADM Hamiltonian.
Yet, to our advantage the mapping to canonical variables has been already considered
at the level of the effective EFT action in section 5 of [45]. There, the redefinition of the
spin and position variables emerges from the insertion of the spin constraints at the level
of the action, both on the spin variable, i.e. the insertion of eq. (3.1), and in addition, on
the conjugate degrees of freedom of the spin, the Lorentz matrices ΛAb, which are absent
from the EFT spin potentials, if the effective EFT action is kept in a form of a canonical
so(1, 3) algebra for the spin, see section 4.1 below. Furthermore, the EFT potential contains
higher order time derivatives of position and spin, that should ultimately be eliminated, in
order to compare with the ADM result. As we noted in section 2, a common procedure in
the PN approximation, see e.g. [46–49], to eliminate these higher order time derivatives, is
to substitute them with EOM from lower orders at the level of the Lagrangian, which also
entails a redefinition of the position and spin variables, as further illustrated in section 5 here
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below. Therefore, we conveniently proceed to apply the transition to canonical variables
at this stage, before any required elimination of higher order time derivatives would result
further redefinitions of the variables, of which we would have to keep track.
In this section, we recapitulate the transition to the canonical spin and position vari-
ables, and potential at the level of the action, following section 5 of [45]. In particular, we
improve on the redefinition of the position variable, following eq. (5.42) in [45] as suggested
there, such that it is also formulated in closed form, rather than within a specific PN expan-
sion. Thus, we employ here a fully closed form of the transformation to the canonical spin
and position variables, and potential at the level of the action, which can also be used to
obtain further Hamiltonians, based on an EFT formulation and computation.
We would like to stress that if we just proceeded to compare the results at the level of the
EOM, we would have not been able to relate between the variables from first principles, and
the mapping would not have been generic and meaningful. Moreover, beyond accomplishing
the comparison of these specific results, we here make sense of the physical connection between
the EFT derivation and the canonical Hamiltonian. In this way we can actually generally
obtain Hamiltonians, and sensible effective actions from EFT, which are more useful, also for
the non-conservative sectors, than just the EOM. Also from the more practical perspective
the calculations at the level of the potential, which is just one scalar, are easier compared to
calculations with the EOM, which have many components and are substantially less compact.
4.1 Insertion of spin constraints and redefinition of spin
Following the approach in section 5 of [45], working at the level of the action, we begin by
considering the full EFT action of the binary. That is, we have to restore the rotational
kinetic terms, i.e. −12SabΩab for each spinning object, see eq. (51) in [50], and add them to
the potentials presented in section 2. Here Ωab ≡ Λ aA Λ˙Ab is the angular velocity tensor,
which is constructed from a four-dimensional Lorentz matrix ΛAb. Then, the effective EFT
action can be written in the following generic form
Seff =
∫
dt
[
2∑
I=1
mI
2
v2I −
2∑
I=1
1
2
SIabΩ
ab
I − V
(
~xI , ~˙xI , ~¨xI , . . . , SIab, S˙Iab, . . .
)]
, (4.1)
where the potentials from Sec. 2 are contained here in the potential V . If the higher order
time derivatives of spin would be absent, then this action would correspond to a canonical
so(1, 3) algebra Poisson bracket for the spin, and an independent variation of ΛAb and Sab
would then yield the same EOM for the spin as in a Routhian approach, see section 3.1
here, and section 5 in [45]. Since this is an action we can directly insert spin constraints
on the variables. However, here in addition to the spin constraint in eq. (3.1), we insert a
corresponding conjugate gauge constraint on the Lorentz matrix, such that we substitute the
temporal components of S(0)(i), Λ[i](0), and Λ[0](i), using the constraints
Sabu
b = 0 ⇔ S(0)(i) = −S(i)(j)u
(j)
u(0)
, (4.2)
Λ[i]aua = 0 ⇔ Λ[0]a =
ua
u
, (4.3)
where u ≡ √uaua, and square brackets on the indices denote the body-fixed frame. We can
see from the condition on the Lorentz matrix in eq. (4.3), that this matrix describes a pure
rotation in the rest frame of the object. Note that we have here exactly 3 + 3 independent
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conditions to eliminate the 3 + 3 redundant degrees of freedom of spin and angular velocity.
Here, we insert the constraints both on the spin as well as on its canonical conjugate in order
to find a transformation of the variables and of the potential, such that the action takes the
form
Seff =
∫
dt
[
2∑
I=1
mI
2
vˆ2I −
2∑
I=1
1
2
Sˆ
(i)(j)
I Ωˆ
(i)(j)
I − Vˆ
(
~ˆxI ,
˙ˆ
~xI ,
¨ˆ
~xI , . . . , ~ˆSI ,
˙ˆ
~SI , . . .
)]
, (4.4)
where we denote the new variables and potential by a hat. Here Ωˆ(i)(j) ≡ −Λˆ[k](i) ˙ˆΛ[k](j), where
the SO(1, 3) Lorentz matrix is replaced by a SO(3) rotation matrix, and the 4-dimensional
spin tensor is reduced to a 3-dimensional one. Such a form for the action would be associated
with a canonical so(3) algebra for the new spin.
Indeed, the outcome of the insertion of the constraints in eqs. (4.2), (4.3) can be or-
ganized by introducing new variables [45]. First, the Lorentz matrix is boosted to the rest
frame according to the following transformation
Λ[i](j) = Λˆ[i](k)
(
η(k)
(j) − u(k)u
(j)
u(u+ u(0))
)
, (4.5)
which guarantees that Λˆ[i](k) is a SO(3) rotation matrix. Next, one can collect the coefficient
terms of Ωˆ(i)(j), and associate a new spin variable Sˆ(i)(j) to this coefficient according to the
transformation
S(i)(j) = Sˆ(i)(j) − Sˆ(k)(i)
u(j)u(k)
u(u+ u(0))
+ Sˆ(k)(j)
u(i)u(k)
u(u+ u(0))
. (4.6)
We can already see that this new spin variable coincides with the Newton-Wigner spin variable
in flat spacetime, see eq. (B11) in [54]. Then, we are left with [45]
−1
2
SabΩ
ab = −1
2
Sˆ(i)(j)Ωˆ
(i)(j) + Z, where Z ≡ Sˆ(i)(j)
u(i)u˙(j)
u(u+ u(0))
, (4.7)
thus the only remaining term is denoted by Z, and contains the local acceleration u˙(j).
4.2 Redefinition of position and transformation of potential
The next step is to address the contribution from u˙(j) in Z. One could keep Z as it stands,
and take it as an addition to the potential. However, this addition would start to contribute
already at the LO SO potential. This is not desirable, since u˙(j) comprises higher order time
derivatives. Therefore, we can push these contributions to higher PN orders, based on the
common procedure to eliminate such terms via a redefinition of the variables, see e.g. [46–49],
and as further illustrated in section 5 here below. Then, if we write the local-frame velocity
as in eq. (3.24), such that u(i) = vi + ǫi, we can express Z in the form
Z = − (vj + ǫj) d
dt
[
Sˆ(i)(j)u
(i)
u
(
u+ u(0)
)]+ (ttd), (4.8)
where (ttd) denotes a total time derivative. Our goal now is to eliminate the term propor-
tional to vj. Let us then make a redefinition of the position variable, that we write as
xi1 = xˆ
i
1 +∆x
i
1. (4.9)
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In the kinetic part of the action, this has the effect
m1
2
v21 =
m1
2
vˆ21 +m1vˆ
i
1
d∆xi1
dt
+
m1
2
(
d∆xi1
dt
)2
, (4.10)
where vˆi1 =
˙ˆxi1. By setting ∆x
i
1 as
xi1 = xˆ
i
1 +
Sˆ1(j)(i)u
(j)
1
m1u1(u1 + u
(0)
1 )
, (4.11)
we can indeed cancel the undesired term in Z, using the contribution linear in ∆xi1 in
eq. (4.10), such that we are left with
m1
2
v21 + Z =
m1
2
vˆ21 − ǫj1
d
dt
[
Sˆ(i)(j)u
(i)
u
(
u+ u(0)
)]− m1
2
(
d∆xi1
dt
)2
. (4.12)
Again, we can already note that the new position variable in eq. (4.11) coincides with the
Newton-Wigner one in flat spacetime, see eq. (B11) in [54]. The remaining contributions in
eq. (4.12) are considered as an addition to the potential, denoted V extra, such that we also
have a new potential
Vˆ = V + V extra, (4.13)
where from eq. (4.12) we have that V extra equals
V extra =ǫj1
d
dt

 Sˆ1(i)(j)u(i)1
u1
(
u1 + u
(0)
1
)

+ 1
2m1

 d
dt

 Sˆ1(j)(i)u(j)1
u1
(
u1 + u
(0)
1
)



2 + [1←→ 2] . (4.14)
The second term here is actually irrelevant for this paper, since it is at least quadratic in one
of the spins.
To conclude, after the constraints on the spin and the Lorentz matrices have been
applied, and the Lorentz matrix have been transformed, the new potential Vˆ is obtained
from the old one V , by a successive application of the spin transformation in eq. (4.6), the
position transformation in eq. (4.11), and the addition of V extra in eq. (4.14), which contains
further higher order time derivatives. Note that the spin and position transformations should
also be applied to their higher order time derivatives, and in particular to the velocities.
Indeed, at this point the effective action is in the canonical form given in eq. (4.4). As
argued in section 5 of [45], and see also in section 5.2 here below, we have arrived at re-
duced canonical variables, which are curved spacetime generalizations of the Newton-Wigner
variables.
4.3 PN expansion of the transformation formulae
In this section, we are going to derive the PN expansion of the variable transformations in
eqs. (4.6) and (4.11), and of the extra potential in eq. (4.14), which as we have seen are all
given in terms of the local 4-velocity. Hence, for all of these only the PN expansion of the
local velocity is required. Starting from this section, we drop the round brackets on the spins.
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Variable transformations. Using eqs. (3.23), (3.24) from section 3, it is straightforward
to derive the PN expansion of eqs. (4.6) and (4.11), reading
Sij1 = Sˆ
ij
1 + Sˆ
k[j
1 vˆ
i]
1 vˆ
k
1 +
[(
3
4
vˆ21 − 2ǫ01NLO
)
Sˆ
k[j
1 vˆ
i]
1 vˆ
k
1 + Sˆ
k[j
1 vˆ
i]
1 ǫ
k
1NLO + Sˆ
k[j
1 ǫ
i]
1NLOvˆ
k
1
]
+O(v7),
(4.15)
xi1 = xˆ
i
1 −
1
2m1
Sˆij1 vˆ
j
1 −
1
2m1
Sˆij1
[
vˆj1
(
3
4
vˆ21 − 2ǫ01NLO
)
+ ǫj1NLO
]
− 1
2m1
Sˆij1
[
vˆj1
(
5
8
vˆ41 − 3vˆ21ǫ01NLO +
3
2
vˆk1ǫ
k
1NLO + 3
(
ǫ01NLO
)2)
+ ǫj1NLO
(
3
4
vˆ21 − 2ǫ01NLO
)]
− 1
2m1
Sˆij1
[
ǫj1NNLO − 2vˆj1ǫ01NNLO
]
+O(v8),
(4.16)
where the velocity v has already been replaced by the new vˆ, neglecting spin-squared terms,
which are irrelevant for this work. ǫ01NLO, ǫ
i
1NLO, ǫ
0
1NNLO, and ǫ
i
1NNLO are found in eqs. (3.25),
(3.26), (3.18), (3.19), respectively, where the positions, i.e. the separation r, and the spin
variables Sij, should also be expressed in terms of the new rˆ and Sˆij , respectively.
Addition to the potential. For the S1S2 sector, we only need to take into account the
first term in eq. (4.14), which is linear in the spins. Then the PN expansion reads
V extra =
1
2
(
ǫj1NLO + ǫ
j
1NNLO
)(
Sˆij1 aˆ
i
1 +
˙ˆ
Sij1 vˆ
i
1
)
+ ǫj1NLO
˙ˆ
Sij1 vˆ
i
1
[
3
8
vˆ21 − ǫ01NLO
]
+ ǫj1NLOSˆ
ij
1
[
3
8
vˆ21 aˆ
i
1 +
3
4
aˆk1 vˆ
k
1 vˆ
i
1 − aˆi1ǫ01NLO − vˆi1ǫ˙01NLO +
1
2
ǫ˙i1NLO
]
+ [1←→ 2] + O(v10).
(4.17)
Here only the first term already contributes to NLO potentials. Note again that this addition
contains further higher order time derivatives.
Cancellation of contributions from the local-frame velocity. Finally, we present
here a useful and intriguing observation: It turns out, that when the S0i components are
substituted in, and the transformations of the variables and the potential are applied, where
also the extra potential is added, the contributions from ǫ01NNLO and ǫ
i
1NNLO of the local
frame velocity cancel out in the new potential.
The substitution in eq. (3.27), and the transformations of position and potential in
eqs. (4.16) and (4.17), contain terms with ǫ01NNLO and ǫ
i
1NNLO, whereas eq. (4.15) is inde-
pendent of them. Eq. (3.27) contributes through the LO SO potential (−V LOSO ) in eq. (2.6)
as
− V LOSO →
Gm2
rˆ2
Sˆij1 nˆ
i
(
vˆj1ǫ
0
1NNLO − ǫj1NNLO
)
+ [1←→ 2]. (4.18)
The transformation of the position in eq. (4.16) then leads to the following contribution via
the Newtonian potential
Gm1m2
rˆ
→ Gm2
rˆ2
Sˆij1 nˆ
i
(
−vˆj1ǫ01NNLO +
1
2
ǫj1NNLO
)
+ [1←→ 2]. (4.19)
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Recall that the kinetic energy 12m1v
2
1 was already taken into account in the extra potential
in section 4.2. Finally, the addition to the potential in eq. (4.17) contributes
−V extra → −1
2
ǫj1NNLO
(
Sˆij1 aˆ
i
1 +
˙ˆ
Sij1 vˆ
i
1
)
+ [1←→ 2] ≈ Gm2
rˆ2
Sˆij1 nˆ
i 1
2
ǫj1NNLO + [1←→ 2],
(4.20)
where we have substituted in the Newtonian EOM, see section 5 here below. Clearly, the
sum of all these contributions vanishes, which is an intriguing observation. This is also very
convenient, because it implies that we actually do not need to include ǫ01NNLO and ǫ
i
1NNLO in
the new potential, if we start from an EFT potential, in which the S0i components are left
as independent degrees of freedom, as in this comparison. We should stress though that the
NNLO components of the local velocity would contribute to the EOM, had we derived them
in section 3, through the elimination of the S0i components that follows. We should also
make clear that this cancellation does not imply that the NNLO parts of the SSC, and of the
position and potential transformations vanish, these should all still be applied to NNLO.
5 Elimination of higher order time derivatives
As we already noted in previous sections, a common procedure in the PN perturbative scheme
is the elimination of higher order time derivatives, such as ~a1 = ~˙v1, at the level of the
Lagrangian via their substitution by lower order PN EOM [46–49]. This substitution entails
a redefinition of the variables, i.e. a change of gauge. This can easily be seen, considering
that shifting a variable by a small variation results in a variation of the action, which exactly
yields the EOM of the variable. This idea actually applies in any perturbative context, and we
should note here the analogy to the concept of redundant operators in effective field theories,
see e.g. [14]. In section 4.2 we have already seen that higher order time derivatives can be
pushed to higher PN orders via a redefinition of the position. Therefore at this stage we go
on to eliminate the higher order time derivatives from our potential in order to simplify the
comparison with the Hamiltonian, where higher order time derivatives are already eliminated.
We note that in previous similar comparisons at NLO, e.g. in [45], the higher order time
derivatives were eliminated prior to the elimination of the S0i components, and the transition
to the canonical potential and variables. Yet, as we noted already in section 2, terms of the
form S˙0i appear in the potentials as of NLO, see e.g. eqs. (2.8) and (2.9), which can be avoided
at NLO by flipping the time derivative. Since at NNLO we have terms which are already non
linear in the S0i components, unlike the NLO case, the S˙0i terms are inevitable. Therefore,
since an elimination of the time derivative on the S0i components entails a redefinition of
the spin variable, as we show here below, performing it prior to the insertion of the spin
constraint for the S0i component in eq. (3.1), would modify the spin constraint itself, and
result in further undesirable complications. Hence, again we see that the unphysical degrees
of freedom associated with S0i are a potential source of trouble, that better be eliminated as
early as possible.
In this section we review, following [49], the procedure to eliminate higher order time
derivatives of positions by a substitution of the lower order EOM, which constitutes a useful
recipe in the PN approximation. Moreover, we explicitly extend here this procedure for a
spin variable, which to the best of our knowledge was not addressed in previous literature.
Finally, we provide the lower order PN EOM, which are required for the substitution of the
higher order time derivatives, that are found in the NNLO S1S2 potential. Starting from this
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section, we work with the new variables and potential exclusively, so we are dropping the hat
on them.
5.1 Elimination of accelerations
Let us consider a Lagrangian containing higher order time derivatives of the position. Then
an infinitesimal variation of the position δ~x1 yields
δ
[∫
dt
(
2∑
I=1
mI
2
v2I − V
(
~xI , ~vI , ~˙vI , . . .
))]
= 0⇒ m1~a1 = − ∂V
∂~x1
+
d
dt
∂V
∂~v1
− d
2
dt2
∂V
∂~˙v1
+ . . . ,
(5.1)
namely the EOM. Now, if we consider a redefinition of the position as in eq. (4.9), then
similarly to linear order in ∆~x1, this adds to the Lagrangian the contribution reading
∆L ≈ −
[
m1~a1 +
∂V
∂~x1
− d
dt
∂V
∂~v1
+
d2
dt2
∂V
∂~˙v1
+ . . .
]
∆~x1, (5.2)
where total time derivatives were dropped. Here ~a1 is given in terms of the unshifted position,
because we neglect quadratic terms in ∆~x1. A shift of the position is therefore adding to the
Lagrangian the EOM times the shift of position, as long as quadratic and higher orders of
the position shift can be neglected. It is now clear from (5.2), that one can set ∆~x1 so that
it cancels terms in the Lagrangian containing ~a1.
Let us write all contributions to the Lagrangian containing ~a1 as
La1 =
~A1 · ~a1, (5.3)
with some coefficient ~A1, which may again depend on ~a1. From eq. (5.2), we see that we
should set
∆~x1 =
~A1
m1
. (5.4)
Notice that this implies La1 = O(∆~x1), so La1 must be small in some approximation scheme.
If we add to La1 the result of the shift, we get
La1 +∆L =
~A1
m1
[
− ∂V
∂~x1
+
d
dt
∂V
∂~v1
− . . .
]
. (5.5)
This is precisely the same result that we would get from inserting the EOM (5.1) into the
Lagrangian (5.3). Notice that one can neglect the contributions of La1 itself to the substituted
EOM, because La1 = O(∆~x1), so its contributions to eq. (5.5) via V are O [(∆~x1)
2]. If
∆~x1 contains further higher order time derivatives, then one has to iterate the procedure.
Similarly, time derivatives of even higher order, like ~˙a1, can be treated by flipping of time
derivatives, and see [49] for further details. In conclusion, a substitution of EOM in the
Lagrangian in some approximation scheme can be used to push higher order time derivatives
of velocities to negligible orders as long as terms of order (∆~x1)
2 can be ignored, and this
corresponds to a shift of positions.
5.2 Elimination of time derivatives of spin
The steps in the last section can be similarly applied to generic Lagrangians, depending on
generic variables, instead of positions. Here we will extend this construction for the case of
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a spin variable, which to the best of our knowledge was not addressed explicitly in previous
literature, and obtain the redefinition of the spin variable, which eliminates its higher order
time derivatives.
We begin by considering a redefinition of the rotation matrix Λij1 , which relates the
corotating and the local frames of the spin. A transformation of the local frame components,
then reads
∆Λij1 = Λ
ik
1 ω
kj
1 , (5.6)
where ωkj1 is a generator of a rotation matrix, i.e. antisymmetric, and is small in some
approximation. Let us keep the redefinition of the spin ∆Sij1 arbitrary for now. This leads
to an addition to the Lagrangian in eq. (4.4) of the form
∆L ≈ −
[
1
2
S˙ij1 − Sjk1 Ωki1
]
ωij1 −
[
1
2
Ωij1 +
∂V
∂Sij1
− d
dt
∂V
∂S˙ij1
+ . . .
]
∆Sij1 , (5.7)
to linear order in the redefinitions, and dropping total time derivatives. An infinitesimal
independent variation of the rotation matrix Λij1 and the spin S
ij
1 yields a similar equation,
where the two EOMs can be read off from eq. (5.7) as
S˙ij1 = −2Sk[i1 Ωj]k1 , Ωij1 = −2
[
∂V
∂Sij1
− d
dt
∂V
∂S˙ij1
+ . . .
]
. (5.8)
These can be combined into a single EOM for the spin, given by
S˙ij1 = −4Sk[i1 δj]l
[
∂V
∂Skl1
− d
dt
∂V
∂S˙kl1
+ . . .
]
. (5.9)
We see that eq. (5.7) produces a S˙ij1 , but it also produces Ω
ij
1 , and thus Λ˙
ij
1 , which should
not be introduced into the potential. However, we can cancel Ωij1 from eq. (5.7) by specifying
the spin redefinition to be
∆Sij1 = S
ik
1 ω
kj − Sjk1 ωki, (5.10)
which means that the spin should be rotated similarly to Λik1 . The change in the Lagrangian
in eq. (5.7) then reads
∆L ≈ −
[
1
2
S˙ij1 + 2S
ki
1
(
∂V
∂Skj1
− d
dt
∂V
∂S˙kj1
+ . . .
)]
ωij1 . (5.11)
Now we are ready to cancel terms containing S˙ij1 from the Lagrangian. Let us write
these terms as
LS˙1 = A
ij
1 S˙
ij
1 , (5.12)
where the generic coefficients Aij1 may again depend on time derivatives of the spin or on
accelerations. The next step is to fix ωij1 , such that the term in eq. (5.12) is removed from
the Lagrangian. It is easy to see that we should fix
ωij1 = A
ij −Aji, (5.13)
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so that we get for the Lagrangian
LS˙1 +∆L = −4A
ij
1 S
k[i
1 δ
j]l
[
∂V
∂Skl1
− d
dt
∂V
∂S˙kl1
+ . . .
]
. (5.14)
Hence, we could have arrived at this by substituting the spin EOM in eq. (5.9) into eq. (5.12),
which is what we anticipated.
Spin EOM from Poisson brackets. After the time derivatives of the spin have been
eliminated, its EOM in eq. (5.9) takes on the simple form
S˙ij1 = −4Sk[i1 δj]l
∂Vs
∂Skl1
, (5.15)
where Vs denotes the potential with substituted EOM, which is actually Vs = V −∆L. If we
impose on the spin variables the equal-time Poisson brackets, namely
{Sij1 , Skl1 } = Sik1 δjl − Sil1 δjk + Sjl1 δik − Sjk1 δil, (5.16)
then we can rewrite the EOM in eq. (5.15) in the form
S˙ij1 = {Sij1 ,−Vs}. (5.17)
Therefore, after the elimination of time derivatives of the spin, we arrive at canonical spin
variables. Notice that the substitution of EOM implicitly redefines the spin, in addition to
the explicit redefinition in section 4. Thus, after all redefinitions have been performed, the
Poisson brackets become an alternative to the variation of the action for the obtainment of
the spin EOM.
5.3 Lower order equations of motion
Finally, also here the elimination of higher order time derivatives corresponds to substituting
them in the potential using lower order EOMs. However, one should keep in mind that by
doing this, one is actually redefining the variables. Then, the lower order PN EOM, which
are required for the NNLO S1S2 potential, resulting from eqs. (5.1) and (5.9), read
ai1 = −
Gm2
r2
ni +
Gm2
r2
[
−niv21 + 4ni~v1 · ~v2 − 2niv22 +
3
2
ni(~n · ~v2)2 + 4~n · ~v1vi1 − 3~n · ~v2vi1
− 4~n · ~v1vi2 + 3~n · ~v2vi2
]
+
G2m2
r3
ni (5m1 + 4m2) +
Gm2
r3m1
[
9
2
ni~S1 × ~n · ~v1
−6ni~S1 × ~n · ~v2 + 9
2
njSij1 ~n · ~v1 −
9
2
njSij1 ~n · ~v2 − 3Sij1 vj1 +
7
2
Sij1 v
j
2
]
+
G
r3
[
6ni~S2 × ~n · ~v1 − 9
2
ni~S2 × ~n · ~v2 + 6njSij2 ~n · ~v1 − 6njSij2 ~n · ~v2 − 4Sij2 vj1 +
7
2
Sij2 v
j
2
]
− 3 G
m1r4
[
~S1 · ~S2ni − 5~S1 · ~n~S2 · ~nni + ~S2 · ~n~Si1 + ~S1 · ~n~Si2
]
+O
(
v6
)
, (5.18)
S˙ij1 =
Gm2
r2
[
3n[iS
j]k
1 v
k
1 − 3nkv[i1Sj]k1 + 4nkv[i2Sj]k1 − 4n[iSj]k1 vk2
]
+
2G
r3
[
2S
k[i
1 S
j]k
2 − 3nknlSk[i1 Sj]l2 − 3n[iSj]l1 nkSkl2
]
+O
(
v6
)
, (5.19)
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where the contributions required here are up to the 1PN non spinning sector, and the LO SO
and S1S2 sectors. Note that the EOM from the LO SO sector are already obtained here from
the canonical form of the potential, e.g. from eq. (70) in [50], since we already transformed
to canonical variables. A priori, the right hand side of eq. (5.18) contains further terms with
aiI and S˙
ij
I , which were substituted using lower order EOM. This corresponds to an iterative
redefinition of variables. At NNLO we also encounter terms containing a˙iI and S¨
ij
I , which are
produced by the transition to the new variables. These we substitute by
a˙i1 =
Gm2
r3
(
3ni~n · ~v1 − 3ni~n · ~v2 − v1i + v2i
)
+O
(
v5
)
, S¨ij1 = 0 + O
(
v5
)
, (5.20)
that is with contributions only from the Newtonian level.
6 Legendre transform and the Hamiltonians
At this stage, after the higher order time derivatives were eliminated in the last section,
the most direct and complete way to examine the equivalence with the ADM Hamiltonian
is to obtain the Hamiltonian for the EFT potential, and subsequently look for a canonical
transformation, that may relate these two results. Since the higher order time derivatives
are now eliminated, we can perform an ordinary Legendre transformation in the velocities ~vI
for this purpose.
The canonical momentum of object 1 is defined as usual by
~p1 =
∂L
∂~v1
= m1~v1 − ∂Vs
∂~v1
, (6.1)
where the part of the Lagrangian required for the obtainment of the NNLO S1S2 Hamiltonian
HNNLOS1S2 was presented in section 2. The Legendre transformation of the Lagrangian L then
leads to a Hamiltonian H. This transformation can be rewritten as
H = ~v1 · ~p1 + ~v2 · ~p2 − L = ~v1 · ~p1 + ~v2 · ~p2 − 1
2
m1v
2
1 −
1
2
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2
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=
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+ Vs. (6.2)
In this expression, we must replace the velocities by canonical momenta. The relation ~vI(~pJ)
must be obtained by inverting eq. (6.1) in a PN expansion. For completeness, we provide the
explicit result here, reading
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, (6.3)
where we have also dropped the terms coming from 2PN, because they are not relevant for
the NNLO S1S2 sector.
To conclude, the potential in the Hamiltonian arises from adding the terms contain-
ing partial derivatives in eq. (6.2) to the potential Vs, and by replacing velocities with the
conjugate momenta using eq. (6.3). The resulting Hamiltonians are collected below.
6.1 EFT Hamiltonians
Here we present the EFT Hamiltonians, which follow from applying all of the previous steps,
that we described, on the EFT Lagrangians. The non spinning Hamiltonians up to 2PN are
given by
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, (6.4)
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The LO linear in spin Hamiltonians are given by
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The NLO linear in spin Hamiltonians are given by
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Here we have avoided double scalar triple products by using the identity
ǫijkǫlmn = δilδjmδkn − δilδjnδkm + δimδjnδkl − δimδjlδkn + δinδjlδkm − δinδjmδkl. (6.11)
Finally, the NNLO S1S2 Hamiltonian is given by
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where again we have made use of eq. (6.11).
6.2 ADM Hamiltonians
Here, we also collect all of the ADM Hamiltonians required for the comparison. The Hamil-
tonians HN, H1PN, H
LO
SO , H
LO
S1S2
, and HNLOS1S2 , which was obtained in [19, 20], are the same as
in the EFT formalism, thus are not repeated here.
The 2PN Hamiltonian obtained in [48, 57–60], see e.g. eq. (2.5) in [60], is given by
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The NLO SO Hamiltonian obtained in [12, 20], is given by
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Finally, the NNLO S1S2 Hamiltonian obtained in [37, 38] is given by
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− 196m21m2(~n · ~p2)2 − 259m21m2~p1 · ~p2 − 259m1m22~p1 · ~p2 + 72m31p22
+145m21m2p
2
2
] ]
+
G3
r5
[
~n · ~S1~n · ~S2
4
(
105m21 + 289m1m2 + 105m
2
2
)
−
~S1 · ~S2
4
(
63m21 + 145m1m2 + 63m
2
2
)]
, (6.15)
where in contrast to previous presentations of this Hamiltonian in [37, 38], we have again
eliminated double scalar triple products using eq. (6.11). This is preferable for the compari-
son.
7 Resolution via canonical transformations
If the EFT Hamiltonian obtained here in eq. (6.12) is physically equivalent to that of [37] in
eq. (6.15), that is if it yields the same EOM, there should exist an infinitesimal generator g
of a canonical transformation such that
∆H = {H, g} = {HN +H1PN +HSOLO +HS1S2LO , gS1S2NNLO + gS1S2NLO + gSONLO + g2PN}
= ∆H2PN +∆H3PN +∆H
NLO
SO +∆H
NNLO
SO +∆H
NLO
S1S2 +∆H
NNLO
S1S2 , (7.1)
where here we have dropped contributions to sectors beyond linear in spin and beyond NNLO,
and where
∆H = HEFT −HADM. (7.2)
Thus, the contribution to the NNLO S1S2 sector comprises
∆HNNLOS1S2 = {HN , gS1S2NNLO}+ {H1PN, gS1S2NLO}+ {HSOLO, gSONLO}+ {HS1S2LO , g2PN}, (7.3)
and we also have here contributions to orders below NNLO (recall that the 2PN non spinning
sector is a NLO correction to Newtonian gravity), given by
∆HNLOS1S2 = {HN, gS1S2NLO},
∆HNLOSO = {HN, gSONLO},
∆H2PN = {HN, g2PN}, (7.4)
so actually we should require that the canonical transformation is also consistent with the
equivalence at NLO of the S1S2, SO, and 2PN non spinning Hamiltonians.
Then, let us construct a suitable infinitesimal generator of PN canonical transformations
for the NNLO S1S2 sector, g
S1S2
NNLO. Such a generator must be a scalar, linear in the spin
vectors, and constructed out of the spins, ~p1, ~p2, and ~n vectors. There may be only two
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orders of G in the generator, O(G1p3) and O(G2p1), which generate the O(G), O(G2), and
O(G3) terms of the form that appears in the NNLO S1S2 sector. Hence, we consider the
following ansatz for the generator
gS1S2NNLO =
G
r2
[
g1
(
~S1 · ~p1
m1
~S2 · ~n p
2
1
m21
− ~S2 · ~p2
m2
~S1 · ~n p
2
2
m22
)
+ g2
(
~S1 · ~p1
m1
~S2 · ~n ~p1
m1
· ~p2
m2
− ~S2 · ~p2
m2
~S1 · ~n ~p1
m1
· ~p2
m2
)
+ g3
(
~S1 · ~p1
m1
~S2 · ~n p
2
2
m22
− ~S2 · ~p2
m2
~S1 · ~n p
2
1
m21
)
+ g4
(
~S1 · ~p1
m1
~S2 · ~n ~p1
m1
· ~n ~p1
m1
· ~n− ~S2 · ~p2
m2
~S1 · ~n ~p2
m2
· ~n ~p2
m2
· ~n
)
+ g5
(
~S1 · ~p1
m1
~S2 · ~n ~p1
m1
· ~n ~p2
m2
· ~n− ~S2 · ~p2
m2
~S1 · ~n ~p1
m1
· ~n ~p2
m2
· ~n
)
+ g6
(
~S1 · ~p1
m1
~S2 · ~n ~p2
m2
· ~n ~p2
m2
· ~n− ~S2 · ~p2
m2
~S1 · ~n ~p1
m1
· ~n ~p1
m1
· ~n
)
+ g7
(
~S1 · ~p2
m2
~S2 · ~n p
2
1
m21
− ~S2 · ~p1
m1
~S1 · ~n p
2
2
m22
)
+ g8
(
~S1 · ~p2
m2
~S2 · ~n ~p1
m1
· ~p2
m2
− ~S2 · ~p1
m1
~S1 · ~n ~p1
m1
· ~p2
m2
)
+ g9
(
~S1 · ~p2
m2
~S2 · ~n p
2
2
m22
− ~S2 · ~p1
m1
~S1 · ~n p
2
1
m21
)
+ g10
(
~S1 · ~p2
m2
~S2 · ~n ~p1
m1
· ~n ~p1
m1
· ~n− ~S2 · ~p1
m1
~S1 · ~n ~p2
m2
· ~n ~p2
m2
· ~n
)
+ g11
(
~S1 · ~p2
m2
~S2 · ~n ~p1
m1
· ~n ~p2
m2
· ~n− ~S2 · ~p1
m1
~S1 · ~n ~p1
m1
· ~n ~p2
m2
· ~n
)
+ g12
(
~S1 · ~p2
m2
~S2 · ~n ~p2
m2
· ~n ~p2
m2
· ~n− ~S2 · ~p1
m1
~S1 · ~n ~p1
m1
· ~n ~p1
m1
· ~n
)
+ g13
(
~S1 · ~S2 ~p1
m1
· ~n p
2
1
m21
− ~S1 · ~S2 ~p2
m2
· ~n p
2
2
m22
)
+ g14
(
~S1 · ~S2 ~p1
m1
· ~n ~p1
m1
· ~p2
m2
− ~S1 · ~S2 ~p2
m2
· ~n ~p1
m1
· ~p2
m2
)
+ g15
(
~S1 · ~S2 ~p1
m1
· ~n p
2
2
m22
− ~S1 · ~S2 ~p2
m2
· ~n p
2
1
m21
)
+ g16
(
~S1 · ~S2 ~p1
m1
· ~n ~p1
m1
· ~n ~p1
m1
· ~n− ~S1 · ~S2 ~p2
m2
· ~n ~p2
m2
· ~n ~p2
m2
· ~n
)
+ g17
(
~S1 · ~S2 ~p1
m1
· ~n ~p1
m1
· ~n ~p2
m2
· ~n− ~S1 · ~S2 ~p2
m2
· ~n ~p1
m1
· ~n ~p2
m2
· ~n
)
+ g18
(
~S1 · ~n~S2 · ~n ~p1
m1
· ~n p
2
1
m21
− ~S1 · ~n~S2 · ~n ~p2
m2
· ~n p
2
2
m22
)
+ g19
(
~S1 · ~n~S2 · ~n ~p1
m1
· ~n ~p1
m1
· ~p2
m2
− ~S1 · ~n~S2 · ~n ~p2
m2
· ~n ~p1
m1
· ~p2
m2
)
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+ g20
(
~S1 · ~n~S2 · ~n ~p1
m1
· ~n p
2
2
m22
− ~S1 · ~n~S2 · ~n ~p2
m2
· ~n p
2
1
m21
)
+ g21
(
~S1 · ~n~S2 · ~n ~p1
m1
· ~n ~p1
m1
· ~n ~p1
m1
· ~n− ~S1 · ~n~S2 · ~n ~p2
m2
· ~n ~p2
m2
· ~n ~p2
m2
· ~n
)
+ g22
(
~S1 · ~n~S2 · ~n ~p1
m1
· ~n ~p1
m1
· ~n ~p2
m2
· ~n− ~S1 · ~n~S2 · ~n ~p2
m2
· ~n ~p1
m1
· ~n ~p2
m2
· ~n
)
+ g23
(
~S1 · ~p1
m1
~S2 · ~p1
m1
~p1
m1
· ~n− ~S2 · ~p2
m2
~S1 · ~p2
m2
~p2
m2
· ~n
)
+ g24
(
~S1 · ~p1
m1
~S2 · ~p1
m1
~p2
m2
· ~n− ~S2 · ~p2
m2
~S1 · ~p2
m2
~p1
m1
· ~n
)
+ g25
(
~S1 · ~p1
m1
~S2 · ~p2
m2
~p1
m1
· ~n− ~S2 · ~p2
m2
~S1 · ~p1
m1
~p2
m2
· ~n
)
+g26
(
~S1 · ~p2
m2
~S2 · ~p1
m1
~p2
m2
· ~n− ~S1 · ~p2
m2
~S2 · ~p1
m1
~p1
m1
· ~n
)]
+
G2
r3
[
g27
(
~S1 · m2
m1
~p1~S2 · ~n− ~S2 · m1
m2
~p2~S1 · ~n
)
+ g28
(
~S1 · ~p1~S2 · ~n− ~S2 · ~p2~S1 · ~n
)
+ g29
(
~S1 · m1
m2
~p2~S2 · ~n− ~S2 · m2
m1
~p1~S1 · ~n
)
+ g30
(
~S1 · ~p2~S2 · ~n− ~S2 · ~p1~S1 · ~n
)
+ g31
(
~S1 · ~S2m2
m1
~p1 · ~n− ~S1 · ~S2m1
m2
~p2 · ~n
)
+ g32
(
~S1 · ~S2~p1 · ~n− ~S1 · ~S2~p2 · ~n
)
+ g33
(
~S1 · ~n~S2 · ~nm2
m1
~p1 · ~n− ~S1 · ~n~S2 · ~nm1
m2
~p2 · ~n
)
+ g34
(
~S1 · ~n~S2 · ~n~p1 · ~n− ~S1 · ~n~S2 · ~n~p2 · ~n
)]
. (7.5)
We should also have the generators contributing first to lower orders, as noted in
eq. (7.3), so that their coefficients are already set from eq. (7.4). For the NLO S1S2 sec-
tor generator gS1S2NLO, we have the following general form [19]
gS1S2NLO =
G
r2
[
g1
(
~S1 · 1
m1
~p1~S2 · ~n− ~S2 · 1
m2
~p2~S1 · ~n
)
+ g2
(
~S1 · 1
m2
~p2~S2 · ~n− ~S2 · 1
m1
~p1~S1 · ~n
)
+ g3
(
~S1 · ~S2 1
m1
~p1 · ~n− ~S1 · ~S2 1
m2
~p2 · ~n
)
+g4
(
~S1 · ~n~S2 · ~n 1
m1
~p1 · ~n− ~S1 · ~n~S2 · ~n 1
m2
~p2 · ~n
)]
,
(7.6)
with its coefficients set to the values
g1 = 0, g2 = 0, g3 = 0, g4 = 0. (7.7)
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For the NLO SO sector we have the following general form for the generator gSONLO [50]
gSONLO =
Gm2
r
~S1·
[
g1
~p1 × ~p2
m1m2
+
~p1 × ~n
m1
(
g2
~p1 · ~n
m1
+ g3
~p2 · ~n
m2
)
+
~p2 × ~n
m2
(
g4
~p1 · ~n
m1
+ g5
~p2 · ~n
m2
)]
,
(7.8)
where this generator should be taken with 1↔ 2, and with its coefficients set to the values
g1 = −1
2
, g2 = 0, g3 =
1
2
, g4 = 0, g5 = 0. (7.9)
Finally, we should also take into account the generator, which contributes first at the 2PN
non spinning sector, with the following general form
g2PN = Gm1m2
[
g1
p21
m21
~p1
m1
· ~n+ g2 p
2
2
m22
~p1
m1
· ~n+ g3 ~p1 · ~p2
m1m2
~p1
m1
· ~n+ g4 (~p1 · ~n)
3
m31
+g5
(~p2 · ~n)2
m22
~p1
m1
· ~n
]
+
G2m1m2
r
[
~p1
m1
· ~n (g6m1 + g7m2)
]
,
(7.10)
where this generator should also be taken with 1↔ 2, and with its coefficients set to
g1 = 0, g2 = −1
2
, g3 = 0, g4 = 0, g5 = 0, g6 = 0, g7 = −1
4
. (7.11)
Thus, we plug in eq. (7.3) our ansatz for gS1S2NNLO from eq. (7.5), together with the fixed
generators in eqs. (7.6), (7.7), (7.8), (7.9), (7.10), (7.11), and we compare that to eq. (7.2).
Comparing O(G) terms fixes the O(G) coefficients of gS1S2NNLO to the values
g1 = 0, g2 = −1
4
, g3 = −3
4
, g4 = 0, g5 =
3
4
, g6 = 0, g7 =
1
4
, g8 = 1,
g9 = −1
4
, g10 = 0, g11 = 0, g12 = 0, g13 = −1
4
, g14 = 1, g15 =
3
4
, g16 = 0,
g17 = 0, g18 = 0, g19 = 0, g20 =
3
4
, g21 = 0, g22 = 0, g23 = 0, g24 =
3
4
,
g25 = −3
4
, g26 = 0. (7.12)
This eliminates all of the O(G) terms in the difference. Comparing the remaining O(G2)
terms in the difference fixes the O(G2) coefficients of gS1S2NNLO to the values
g27 = 0, g28 = −1
4
, g29 = 1, g30 =
45
8
, g31 = 1, g32 =
25
8
, g33 = 0, g34 =
19
4
. (7.13)
This eliminates all of the O(G2) terms, as well as all terms at O(G3) in the difference.
Hence, we have shown that the ADM Hamiltonian and the EFT Potential at NNLO S1S2
are completely equivalent.
8 Gauge invariant relations to 4PN order with spins
Neither the EFT potentials nor the Hamiltonians presented before are gauge invariant. How-
ever, the Hamiltonians are related to the total energy of the binary system, which is a global
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gauge invariant quantity. Similarly, the total angular momentum of the binary is gauge in-
variant. For the case of non spinning binaries in quasi-circular orbit, the energy depends
only on the magnitude of the angular momentum (and on the mass ratio). This relation
between energy and angular momentum is gauge invariant, and is therefore a useful tool for
evaluating different analytic and numerical descriptions of the binary dynamics, such as the
analytic post-Newtonian [8], effective-one-body [61, 62], self-force [63], and test-particle [64]
approximations, and also numerical simulations of black hole [61, 62] or neutron star binaries
[65, 66]. Another gauge invariant relation that can be derived is the energy as a function of
the orbital frequency. This relation, together with the energy flux of the gravitational waves,
can be used to derive the phasing of the gravitational waves.
For spinning binaries, the energy will not only depend on the total angular momentum,
but also on the spins, and in particular on their orientation. Here we will consider the so-
called “aligned spins” case, where both spins are aligned with the orbital angular momentum,
in addition to the orbits being circular. This specific configuration is actually the orbital
configuration, to which the binary is driven throughout the inspiral phase, and to which the
GW detectors have the highest signal-to-noise ratio [62, 66]. In this section we are going to
derive the binding energy as a function of the angular momentum, and of the orbital angular
frequency for this orbital configuration.
In the following we rescale all variables such that they become dimensionless. First, we
introduce the total mass m ≡ m1 +m2, and the reduced mass µ ≡ m1m2/m of the binary.
From these, we can define the mass ratio q, and the symmetric mass ratio ν, as
q ≡ m1
m2
, ν ≡ m1m2
m2
=
µ
m
=
q
(1 + q)2
, (8.1)
in terms of which all of the results can be expressed. The center-of-mass frame is defined by
a vanishing total linear momentum. In the present case, radiation does not contribute to the
linear momentum, so we require the sum of the particle momenta to vanish, ~p1 + ~p2 = 0, or
~p ≡ ~p1 = −~p2. (8.2)
The orbital angular momentum is defined by ~L ≡ r~n × ~p. Then we rescale the variables as
follows (recall that c ≡ 1):
H˜ ≡ H
µ
, r˜ ≡ r
Gm
, L˜ ≡ L
Gmµ
, S˜I ≡ SI
Gmµ
, (8.3)
where the rescaled variables are denoted by a tilde, and in general every unit of mass is
divided by µ and every unit of length is divided by Gm. Note that we rescaled our spins
just as we rescaled the orbital angular momentum. Since we are considering here the total
angular momentum of the binary, J ≡ L + S1 + S2, it makes sense to treat the spins and
orbital angular momentum on the same footing. However, it should be noted that, e.g. in
numerical simulations [62, 66], it is customary to rescale the spin variables differently such
that
S¯I ≡ SI
Gm2I
, (8.4)
where this common dimensionless spin variable S¯I is simply related to our rescaled spin
variable S˜I by
S˜1 = qS¯1, S˜2 = S¯2/q. (8.5)
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Circular orbits are defined by r = const. This holds if the radial momentum vanishes,
such that
pr ≡ ~p · ~n = 0⇒ p2 = L2/r2. (8.6)
Eq. (8.6) is preserved in time, if, using Hamilton’s equations, we require that
˙˜pr = −∂H˜(r˜, L˜)
∂r˜
= 0. (8.7)
This condition can be solved to yield the constant radius r˜ in terms of L˜. Notice that the
spins are omitted as variables of the Hamiltonian, because only the spin length, which is
constant, neglecting dissipative effects from the absorption of gravitational waves by the
compact objects as considered in e.g. [67], enters for the considered orbital configuration.
We have another equation of motion for the orbital phase φ. The orbital angular
frequency follows then from Hamilton’s equation
dφ
dt˜
≡ ω˜ = ∂H˜(r˜, L˜)
∂L˜
, (8.8)
since L˜ is its canonical conjugate. From the orbital frequency it is customary to define the
gauge-invariant PN parameter
x ≡ ω˜2/3, (8.9)
inferred from Kepler’s third law for circular orbits in the Newtonian limit, ω2 = Gm/r3.
Thus, 1/x can be thought of as a measure for the orbital separation of the binary, but since
it is defined from the orbital frequency of the binary, which is observable asymptotically
through the emitted gravitational waves, it is gauge-invariant, as opposed to the separation
r˜, which depends on the coordinate system. Moreover, in the expansion of, e.g. the binding
energy, in terms of x, the exponent of x corresponds to the (n− 1) PN order.
Finally, the spins are aligned with the orbital angular momentum, if in addition
~S · ~n = ~S · ~p = 0, (8.10)
holds for both spins.
Simplified Hamiltonians. Here we provide all relevant Hamiltonians in the center-of-
mass frame for the restricted case of circular orbits and aligned spins. We start here from
the ADM Hamiltonians, which also include at present the NNLO SO sector.
Under the aforementioned assumptions, the Newtonian, 1PN, and 2PN ADM Hamilto-
nians are given by
H˜N =
1
r˜
[
−1 + L˜
2
2r˜
]
, (8.11)
H˜1PN =
1
2r˜2
[
1− L˜
2
r˜
(ν + 3) +
L˜4
4r˜2
(3ν − 1)
]
, (8.12)
H˜2PN =
1
2r˜3
[
−1
2
(3ν + 1) +
L˜2
r˜
(8ν + 5)− L˜
4
4r˜2
(
3ν2 + 20ν − 5)+ L˜6
8r˜3
(
5ν2 − 5ν + 1)
]
.
(8.13)
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The LO SO, S1S2, and spin-squared Hamiltonians are given by
H˜SOLO =
νL˜
r˜3
[
2
(
S˜1 + S˜2
)
+
3
2
(
S˜1/q + S˜2q
)]
, (8.14)
H˜S1S2LO = −
νS˜1S˜2
r˜3
, (8.15)
H˜S
2
LO = −
ν
2r˜3
[
CQ1S˜
2
1/q + CQ2S˜
2
2q
]
. (8.16)
Here CQ1 and CQ2 are the constants describing the quadrupole deformation due to spin,
similar to the notation in [26]. They are identical to the parameter a in [68], or to CES2
introduced in [23]. For black holes CQ = 1.
The NLO spin-dependent Hamiltonians are
H˜SONLO =
νL˜
r˜4
[(
−2ν − 6 + 19νL˜
2
8r˜
)(
S˜1 + S˜2
)
+
(
−2ν − 5 + L˜
2
8r˜
(16ν − 5)
)(
S˜1/q + S˜2q
)]
,
(8.17)
H˜S1S2NLO =
νS˜1S˜2
r˜4
[
6− L˜
2
2r˜
(2ν + 3)
]
, (8.18)
H˜S
2
NLO =
νS˜21
2r˜4
[
1
q
(
2ν + 2 + CQ1 (−3ν + 4) + L˜
2
2r˜
(−4ν + 5 + CQ1 (ν − 5))
)
+ν
(
2− 3CQ1 + L˜
2
2r˜
(−5 + 2CQ1)
)]
+ [1←→ 2] .
(8.19)
Note that for the exchange of particles [1←→ 2], the mass ratio q is substituted by 1/q, but
the symmetric mass ratio ν is invariant. The NLO spin-squared Hamiltonian can be found
in [24–26].
Finally, the NNLO SO [30, 38] and S1S2 Hamiltonians are given by
H˜SONNLO =
νL˜
2r˜5
[(
21 (ν + 1)− νL˜
2
8r˜
(39ν + 314) +
νL˜4
4r˜2
(22ν − 9)
)(
S˜1 + S˜2
)
+
(
82ν + 75
4
− 3L˜
2
8r˜
(
13ν2 + 86ν − 18) + L˜4
8r˜2
(
39ν2 − 37ν + 7)
)(
S˜1/q + S˜2q
)]
,
(8.20)
H˜S1S2NNLO =
νS˜1S˜2
2r˜5
[
−19ν + 63
2
+
L˜2
r˜
(47ν + 18) − L˜
4
4r˜2
(
7ν2 + 23ν − 9)
]
. (8.21)
In the following the Hamiltonian H˜ stands for the sum of all the Hamiltonians provided here.
Notice that we are not including the relativistic rest-mass contribution to the energy, so that
H˜ is identical to the dimensionless binding energy e ≡ H˜. For completeness to 4PN order,
we should include the NNLO spin-squared Hamiltonian, but this one was not computed yet.
We are also not including here the cubic and quartic in spin Hamiltonians from [25, 69], since
they are only valid for black holes. Moreover, the quartic in spin Hamiltonian is incomplete,
see [64].
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8.1 Binding energy and angular momentum
The simplified expressions we provided for the Hamiltonian or binding energy are still gauge
dependent, since they contain the radial coordinate r˜, which depends on the ADM gauge. In
order to eliminate the radial coordinate, we should use the condition in eq. (8.7) for circular
orbits to obtain r˜(L˜). We may then substitute this back into the Hamiltonian to obtain the
binding energy as a function of the orbital angular momentum e(L˜) = H˜(r˜(L˜), L˜). From this
result, the gauge invariant relation e(J˜) between the binding energy and the total angular
momentum J˜ follows simply by inserting L˜ = J˜ − S˜1− S˜2. Since the lengths of the spins are
conserved in our analytical approximation, which is neglecting dissipative effects, e(L˜) can
also be considered gauge invariant.
Thus, from eq. (8.7) we can write the solution for r˜(L˜) as
1
r˜
=
1
L˜2
+
4
L˜4
+
1
L˜6
[
−43ν
8
+
101
4
]
+
(
S˜1 + S˜2
) ν
L˜5
[
−6 + 1
L˜2
(
41ν
8
− 81
)
+
1
L˜4
(
−17ν
2
16
+
4201ν
16
− 3855
4
)]
+
(
S˜1/q + S˜2q
) ν
L˜5
[
−9
2
+
1
L˜2
(
19ν
4
− 445
8
)
+
1
L˜4
(
−9ν
2
8
+
3379ν
16
− 10095
16
)]
+
νS˜1S˜2
L˜6
[
3 +
1
L˜2
(
19ν
2
+ 144
)
+
1
L˜4
(
−7ν2 − 369ν
8
+
11301
4
)]
+
νS˜21
L˜6
[
1
q
(
3CQ1
2
+
1
4L˜2
(112ν + 121) +
CQ1
2L˜2
(5ν + 49)
)
+
ν
L˜2
(
135
4
+
7CQ1
2
)]
+
νS˜22
L˜6
[
q
(
3CQ2
2
+
1
4L˜2
(112ν + 121) +
CQ2
2L˜2
(5ν + 49)
)
+
ν
L˜2
(
135
4
+
7CQ2
2
)]
.
(8.22)
After inserting this back into the Hamiltonian, we obtain the spin-dependent part of the
gauge-invariant relation e(L˜) as
espin(L˜) =
(
S˜1 + S˜2
) ν
L˜5
[
2 +
1
L˜2
(
3ν
8
+ 18
)
+
1
L˜4
(
5ν2
16
− 27ν + 162
)]
+
(
S˜1/q + S˜2q
) ν
L˜5
[
3
2
+
99
8L˜2
− 1
L˜4
(
195ν
8
− 1701
16
)]
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)
+
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)]
.
(8.23)
The point-mass (non spinning) contributions up to 4PN can be found in eq. (5.3) of [8], and
are not repeated here.
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8.2 Binding energy and orbital frequency
In this section we are going to derive the binding energy as a function of the orbital frequency,
or equivalently of the PN parameter x from eq. (8.9), in the form e(x). If the energy flux
of the emitted gravitational waves is also known as a function of the frequency, then e(x)
can be used to translate the energy loss to the change in x or the frequency ω˜. This means
one can obtain the change of the frequency of the gravitational wave over time, that is the
phasing of the wave. This is the most important application of e(x). We will also obtain
here the angular momentum as a function of the orbital frequency.
Using the definition in eq. (8.9) for the parameter x, we start by computing the orbital
angular frequency from eq. (8.8). Then, upon the substitution of eq. (8.22), we obtain the
relation x(L˜), and we invert it to obtain L˜(x) with the result
1
L˜2
= x− x2
[ν
3
+ 3
]
+
25νx3
4
+ νx5/2
(
S˜1 + S˜2
) [20
3
− x
(
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(
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+
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2
)]
+ νx5/2
(
S˜1/q + S˜2q
)[
5− x
(
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3
+
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4
)
+ x2
(
5ν2 +
63ν
4
+
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8
)]
+ νx3S˜1S˜2
[
−4 + x
(
95ν
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+
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3
)
+ x2
(
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2
)]
+ νx3S˜21
[
1
q
(
−2CQ1 + x
(
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6
+
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4
)
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)
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(
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3
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(
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6
+
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4
)
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)
+ νx
(
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3
)]
.
(8.24)
We insert this into the result for e(L˜) in eq. (8.23), where the point-mass contributions up
to 2PN should also be taken into account. This finally leads to the spin-dependent part of
the gauge-invariant relation e(x) given by
espin(x) = νx
5/2
(
S˜1 + S˜2
)[
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3
+ x
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(
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. (8.25)
Again, the point-mass contributions up to 4PN can be found in eq. (5.5) of [8], and are not
repeated here. We note that in [70] there is an interpolation between the post-Newtonian
results and the test-spin case for a modified binding energy e(x) in eq. (9), where the binding
energy is denoted there by E(x), and their e(x) is related to E(x) by eq. (5) there. Using
eqs. (5) and (9) in [70] then, we compared our expression for e(x) with their result, and found
agreement up to the S22 terms, which were dropped in [70] for the test spin case.
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9 Conclusions
In this paper we have shown the complete equivalence of the NNLO S1S2 Hamiltonian com-
puted in [37, 38] with the potential computed via the EFT approach in [39] at 4PN. Such
high PN orders are required for the successful detection of gravitational radiation.
Due to the level of complexity that the NNLO spin-dependent sector displays, the
comparison was carried out at the level of the potentials as we explain throughout its different
stages. First, it is clear that a mapping between the canonical and the EFT variables is
essential. To our advantage, such a mapping to canonical variables was already considered in
[45] at the level of the effective EFT action. This mapping is obtained through the insertion
of gauge constraints for the spin, and also for its conjugate degrees of freedom, at the level
of the EFT action, as the spin gauge is not fixed prior to the EFT computation. Instead,
the unphysical redundant degrees of freedom, associated with the temporal components of
the spin tensor Si0, are treated as independent degrees of freedom, and are carried along
to the EFT potential, to be eliminated after the obtainment of the EOM. Yet, the NNLO
potential also comprises higher order time derivatives of velocities and spins, that should be
eliminated. This actually set the manner in which the comparison was executed, since the
elimination of higher order time derivatives entails a redefinition of the variables, that would
have modified the mapping to canonical variables, and possibly even the spin constraint for
the S0i components. Therefore we started by eliminating the temporal spin components
Si0, after which we could conveniently apply the transformations to the canonical variables
and potential, and only then we eliminated the higher order time derivatives. After all of
these imperative steps were carried out the most direct and complete way to compare the
two results was just to obtain the corresponding EFT Hamiltonian via a straightforward
Legendre transform.
The main ingredients in this work included first the obtainment of the temporal spin
components S0i in the covariant SSC, where we have computed them at NNLO, via an
additional EFT computation of the metric. Such additional EFT computation would also
be required for the EOM in the EFT for spin, which indicates the incompleteness of the
Routhian approach [18] in the EFT sense. We have also clarified that the EOM for spin
should be obtained via an independent variation of the action with respect to the angular
velocity and the spin, and not via the Poisson bracket, as advertised in the Routhian approach
[18], due to the higher order time derivatives of spin, which formally appear in the potentials
as of NLO. After the elimination of the temporal spin components Si0 was made, we could
apply the transformation to the reduced canonical spin and position variables, together with
a transformation of the potential, at the level of the EFT action, based on the work in [45].
We improved on the redefinition of the position variable, such that we actually arrived to
curved spacetime generalizations of the Newton-Wigner variables in closed form, together
with the transition to the canonical potential, all available at the level of the action. At
the next stage, we have made use of variable redefinitions to eliminate higher order time
derivatives of velocities and spins, via their substitution with lower order EOM, where we
extended explicitly the treatment for the case of a spin variable. After Legendre transforming,
we resolved the difference between the resulting EFT Hamiltonian and the ADM one, via
canonical transformations, where we had to take into account contributions coming from
several sectors, and also maintain consistency with NLO sectors, which were both spinning
and non spinning ones. Finally, we made use of our validated result, and derived gauge
invariant relations among the binding energy, angular momentum, and orbital frequency of
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an inspiralling binary with generic compact spinning components to 4PN order, including all
known results up to date.
In conclusion, our proof of equivalence here has actually also served to elucidate and
highlight the obstacles and subtleties that are found in the current EFT formulation for
spin, and to shed more light on possibilities to overcome them. Recalling [17], it may be
a good idea to fix the spin gauge prior to the EFT computation, such that all of the field
degrees of freedom, would be integrated out of the resulting effective action. Here the ADM
approach to spin [21, 22] may serve as a guide, because there the spin gauge is completely fixed
prior to eliminating the field. It should be stressed, that in general, the EFT formulation and
computation framework is a very robust and efficient one, all the more so with the employment
of the NRG field decomposition. Therefore, considering also the great usefulness of the
canonical Hamiltonian form for the GW detection efforts, the closed form transformation to
canonical variables and potential, at the level of the effective EFT action from section 4 here,
can be used to obtain further Hamiltonians, based on an EFT formulation and computation
of the potential, and hence may allow to have the best of both worlds.
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