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ABSTRACT 
Following Berman and Plemmons [5], Werner [17], Poole and Barker [13], and 
others, we investigate some generalizations of matrix monotonicity and consider their 
relation to MP matrices. We prove some observations on almost monotone, MP, and 
group monotone matrices. However, of much interest to us is the problem whether a 
symmetric positive semidefinite matrix is MP if and only if it is monotone on its range. 
To consider this question we obtain several results on the structure of range monotone 
matrices. 
1. INTRODUCTION AND PRELIMINARIES 
An n X n real matrix A is called monotone if 
Ax30 - xa0, 0.1) 
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where for a vector y in the n-dimensional real space R”, y > 0 denotes a 
vector whose entries are nonnegative numbers. Collatz [9] has shown that the 
implication (1.1) is equivalent to A being invertible and 
A-’ >, 0, (1.2) 
where for a matrix B in the space R", ” of all real m X n matrices, B >, 0 
denotes a matrix whose entries are nonnegative real scalars. 
Motivated by a variety of practical and theoretical problems, in the last 
fifteen years several generalizations of the properties (1.1) and (1.2) have 
appeared in the literature. Among these problems we mention iterative 
solution of systems of linear equations arising from the finite differences 
approximations to the Neumann problem, the theory of Markov chains in 
probability, the Leontief closed economic model, and certain linear program- 
ming problems. We refer the reader to the book [3] by Berman and 
Plemmons, where these problems and their interrelationships with the theory 
of monotonicity and nonnegative matrices are discussed and studied. 
One of the generalizations for (1.1) suggested by Berman and Plemmons 
in [5] is that of almost monotonicity, which is defined as follows: 
DEFINITION 1.1 (Berman and Plemmons [5, p. 1171). A real matrix 
A E R”,” is almost monotone if for any complementary subspace S in R” of 
the nullspace N(A) of A, 
Definition 1.1 imparts the impression that almost monotonicity is a slight 
generalization of monotonicity in the sense that the conditions defining other 
reasonable extensions of (1.1) or (1.2) would be necessary ones for almost 
monotonicity. This, however, is not the case, as an example in [5] illustrates. 
In fact, in [5] it is shown that almost monotonicity of a matrix can be 
characterized by certain relationships between its nullspace or range and the 
cone R; of the nonnegative vectors in R”. These relationships may not be 
compatible with the relationships between the nullspace or the range and RT 
required for some of the other extensions to (1.1) or (1.2) to hold. One might 
further remark that because the extent to which the nullspace or range of a 
matrix captures the nonnegative orthant does not depend continuously on the 
entries of a matrix, the nonsingular case, in particular, “masks” somewhat 
certain deep aspects of the theory of matrix monotonicity. 
The purpose of this paper is to further study almost monotonicity and 
several other extensions of (1.1) and (1.2) considered in [4], [5], [6], [lo], [ll], 
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[13], and [17]. To specifically introduce the types of generalization with which 
we shall be concerned, some concepts from the theory of generalized inverses 
of matrices are required. (Additional pertinent material to this paper from this 
theory will be given in the next section.) 
Let then A E R”, “, and consider the matrix equations 
(1) AXA=A, (2) XAX= X, and (3) XA = XA, 
and note that equation (3) may only be considered when m = n. Suppose that 
9 * p c (1,2,3). Then X is said to be a p-inverse of A if X satisfies equations 
(i) for all i E p. For p =Q,2,3), a p-inverse of A is called the group 
generalized inverse of A and is denoted by A*. Ben-Israel and GreviUe [l] 
show that for A E R”, “, A# exists if and only if N(A) and R(A) are 
complementary subspaces in R” and that if such an inverse exists, it is unique. 
For an arbitrary element of R”, ” there always exists a {l>inverse, which we 
shall in general denote by AC’). Clearly, if A is nonsingular, then its gener- 
alized inverses all coincide with its usual inverse. 
We are now ready to introduce the remaining generalizations of matrix 
monotonicity which wilI be investigated in this paper. 
DEFINITION 1.2 (Poole and Barker [13, Definition 1.11). A matrix A E 
R”*” is MP if it has a nonnegative {l)-inverse of rank equal to min{m, n}. 
DEFINITION 1.3 (Berman and Plemmons [6, p. 3561). A matrix A E R”.” 
is group monotone if A# exists and A#& 0. 
DEFINITION 1.4 (e.g., Poole and Barker [13, Definition 1.31). A matrix 
A E R”s n is range monotone if 
Ax>O, xeR(A) - x20. 
On occasions it will be convenient to refer to a range monotone matrix A 
as R(A)-monotone. An important result of Berman and Plemmons in [5] 
concerning range monotonicity, of which we shall make use in Sections 4 and 
5, is that a m&ii A E R”,” is R( A)-monotone if and only if N(A) and R(A) 
are complementay subspaces in R” and A has a nonnegative (l>inverse A(‘) 
such that R(A(‘)A) = R(A). 
Suppose now that A E R”, n has rank r, and let B be an r X r nonsingular 
submatrix of A. Then there exist matrices U E R”-‘x’, V E R’s”-’ and 
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permutation matrices P and Q of orders m and n, respectively, such that 
A=P ; 
( 1 R(I v)Qz (1.3) 
Assume that r < min{m, n}. In Section 3 we shall characterize the almost 
monotonicity of A in terms of the factorization (1.3) and use this characteriza- 
tion to construct a nonnegative {l>inverse of A of a given rank s, where s is 
any integer in the range r < s < min{m, n}. Next in this section, for the case 
m = n, we show that a square matrix cannot be simultaneously almost 
monotone and group monotone, thus strengthening an observation made by 
Berman and Plemmons in [5]. Indeed, much of the material in this section 
should be viewed as a provision of different, possibly more constructive, 
proofs to the results obtained in [5] as well as a sharpening of some of the 
observations made in that paper. We remark that constructive proofs are also 
given to several other results in subsequent parts of the paper. 
In Sections 4 and 5 we shall be concerned with the following question: 
Suppose that A E R”, n is symmetric positive semidefinite; is A an MP matrix 
if and only if A is range monotone? This question may be viewed as a 
consideration under additional assumption of a conjecture due to Barker and 
Poole in [13] which has been shown in [7] to be false (in general) and on 
which we also comment and present a result. To exhibit that the “only if” 
part of the above question is false, we obtain, via the factorization (1.3), an 
explicit expression of a {l)-inverse of a matrix, say C, with R(@)C) = R(C), 
and determine conditions necessary for C(l) > 0. Accordingly, an example is 
constructed of a symmetric positive semidefinite matrix which is MP but not 
range monotone. Some further results then follow. We conclude the paper by 
showing that the “if” part of the question is true for n < 3. This is achieved 
through the consideration of the position with respect to R: of the ap 
propriately normalized eigenvectors of A corresponding to its nonzero eigen- 
values and the relative sizes of these eigenvalues. For convenience this last 
part of the paper is presented in a separate section. 
2. FURTHER NOTATION AND TERMINOLOGY 
Let K and L be subspaces in R”. Then K I will denote the orthogonal 
complement of K in R”, and if K n L = {0}, then K @ L will denote the direct 
sum of K and L. Next, if x, y, . . . are vectors in R”, {x, y, . . .} will denote the 
subspace spanned by these vectors, and if u, w E R”, (u, w) is the usual 
inner product in R”. For A E R”, “, AT denotes the transpose of A, and if 
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m = n, p(A) denotes the spectral radius of A. For a vector x E R” it wilI be 
convenient to use the following notation relating to nonnegativity: x > 0 shall 
mean a nonnegative nonzero vector and x B 0 shah mean that all the entries 
of z are positive. A similar notation will be adopted for matrices. The interior 
of the nonnegative cone in R” will be denoted by (R:)“. Thus x E (R,+ )” if 
and only if x Z+ 0. 
The index of a matrix A E R”, n is the least nonnegative integer k such that 
rank(Ak) = rank(Ak+‘). 
Thus A is nonsingular if and only if index(A) = 0, and N(A) @R( A) = R” if 
and only if index(A) < 1. In addition to the matrix equations through which 
we defined certain generalized inverses of matrices in Section 1, one can 
consider the following matrix equation: 
x&+ l= At. (2.1) 
Suppose that index(A) = k. Then (e.g. [l]) there exists a unique {2,3)-inverse 
of A satisfying Equation (2.1). This generalized inverse is called the Buzin 
inverse of A and denoted by AD. It is readily observed that if index(A) < 1, 
then AD = A#. Some further facts from the theory of generalized inverses that 
we shall use here are as follows. If A E IV”,“, then for each subspace K in R” 
with N( A)@K = R” [that is, N(A) and K complementary subspaces in R”], A 
has a {l>inverse AC’) with R(Ao)A) = K and such that A( is the projection 
of R” on K along iV( A). Next suppose that index(A) < 1, so that N(A)@R(A) 
= R”. Then R( A*) = R( A*A) = R(A) and N( A#) = N( AA*) = N(A). Thus 
AA* is a projection on R(A) along N(A). The Moore-Penrose generalized 
inverse of a matrix A E R”‘, n is the unique {1,2>inverse X of A which satisfies 
AX = ( AX)r and XA = (XA)r. For each A E R”, ” the Moore-Penrose inverse 
exists and is denoted by A’. The reader who is not familiar with the theory of 
generalized inverses is referred to the excellent book by Ben-Israel and 
GrevilIe [l] for further and more comprehensive background material and for 
other aspects of the theory. 
Finally, consider the subset of R”, ” given by 
z “,“={A=(aii)ER”,“:aij~Oforalli#j}. 
A matrix A E 2”~ * is called an M-matrix if A can be split into 
A=sI-B, 
418 M. NEUMANN, G. D. POOLE, AND H. J. WERNER 
where B >, 0 and s > p(B). For a detailed study of M-matrices of index < 1 
which contain the subset of the irreducible M-matrices see [3]. 
3. ALMOST AND GROUP MONOTONICITIES 
Let A E R”,” be an almost monotone matrix of rank r < min(m, n}, As 
mentioned in the introduction, the first objective of this section is to show by 
means of a construction that for any r < s < min(m, n}, A has a nonnegative 
(l)-inverse of rank s. To establish this result we require two lemmas. 
LEMMA 3.1 (Berman and Plemmons [5, Theorem 31). Let A E R”,“, and 
suppose that lV( A) * (O}. Then A is almost monotone if and only if 
R(A)n R’; = (0). (3.1) 
LEMMA 3.2. Suppose A E R”‘, ” is of rank r < min{m, n}. Let B be a 
nonsingular s&matrix of A of order r, and consider the representation 
B(I VW ((1.3)) 
of A determined by B. Then A is almost monotone if and only if there exists a 
vector y E Ry -’ such that 
yTU -=S< 0. (3.2) 
Proof. We first note that the rank assumption on A implies that IV(A) * 
(0) Suppose now that A is almost monotone, so that, by Lemma 3.1, the 
intersection (3.1) is valid. Since 
we have that 
= R(A), (3.3) 
n R’: = (0). (3.4) 
But then, as P is a permutation matrix, for r~) vector 0 * z E R+ 
p: i 1 2 > 0. (3.5) 
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Hence, by [2, Theorem 4.51 there exists a vector w E (R”;)” such that 
WTP 
z T - ( 1 u x=- 0. (3.6) 
Set uT: = wTP, and partition uT into uT = (rT, yT), where x E R’ and y E 
R”-‘. Then (3.6) becomes 
-XT- yru>>o, 
from which (3.2) follows at once. 
Conversely, suppose that (3.2) holds for some vector y E R’;-‘I Then by 
continuity (3.2) holds also for some vector rj E (Ry-‘)“, in which case for a 
sufficiently large positive number p and for some fixed vector Z E (R;)” the 
row vector CT: = (ZT, pzjT)PT satisfies 
tZTP Z ( 1 U = Zr + /J yru << 0, 
so that by the equivalence of the result in [2], no vector 0 * z E R$ satisfies 
(3.5). Thus, since P is a permutation matrix, we conclude that (3.4) is valid. 
That A is almost monotone now follows from (3.3) and Lemma 3.1 n 
COROLLARY 3.3. Let A E R”, n with min(m, n} > 1 be of rank 1. Then A 
is almost monotone if and only if in any representation (1.3) of A, U contains 
at least one negative entry. 
Lemma 3.2 leads us to our first main result. 
THEOREM 3.4. Let A E R*,” with rank r < min{m, n} be an almost 
monotone matrix. Then for each r d s G min(m, n}, A has a nonnegative 
inverse of rank s. In particular A is an MP matrix. 
Proof. Lets be an arbitrary but fixed integer satisfying r < s < min{m, n), 
and define the (n - r) X (m - r) matrix W, as follows: 
1 when i=j,s>r and l<i<s-r, 
Y = (45)) = ( o o*etise 
Let B E R’,’ be a nonsingular submatrix of A, and consider the representation 
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(1.3) for A determined by B. Since B is nonsingular, for sufficiently small E > 0 
the matrix 
Z, : = B-’ - EVW,U 
remains nonsingular. Next, because A is almost monotone, by Lemma 3.2 
there exists a vector y > 0 such that yTU K 0. But then for a some nonnega- 
tive number S,, for each 6 > S,, the matrix 
Z * = Z, - SeyTU= B-l - .#W$J- SeyTU, 6,s’ 
where e=(l,l,..., l)T E R’, is nonnegative. Furthermore, if 6 is chosen so 
that 
GyrUZ,;‘e f 1, 
then Z,,, is nonsingular. Set 
X,: =Q’ 
Z 
[ 1 
;” ;GT PT. 
s 
Then X, > 0, rank(X,) = s and AX,A = A by checking. This completes the 
proof. a 
We remark the following. First, the converse of the above statement does 
not hold, as the example 
illustrates. Second, it is clear from the above theorem that if A E R”, n with 
rank r < min{m, n} and if AT is almost monotone, then the conclusion of the 
above theorem remains valid. Third, if A E R"," with rank m is almost 
monotone, then A is MP by [4, Theorem 21. In fact, the authors of [4] show 
that in this case that A’ > 0. But if A is of full column rank, then A is MP by 
their Theorem 3. Furthermore, an explicit representation of a full rank 
nonnegative {l>inverse of A can be obtained from Werner [17, Satz 5.31. 
In their study [5] of various types of monotonicity, Berman and Plemmons 
present a tree diagram to show the relationship between eight types of 
monotonicity. One observes that almost monotonicity and group monotonic- 
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ity branch out as two possible generalizations to the singular case for the 
property (1.1) of a square matrix being monotone. Leading to the diagram, 
the authors illustrate by an example that almost monotonicity does not imply 
group monotonicity. The next result sharpens this observation. Our statement 
involves the Drazin inverse, so that it corresponds to a refinement of the 
diagram of [5] given in [3]. 
THEOREM 3.5. Let A E R”, “, and suppose that N(A) * {O}. Then the 
occurrences 
A is almast monotone 
and 
are mutually exclusive. 
Proof. Assume first that index(A) > 1. Then while AD may be nonnega- 
tive, A cannot be almost monotone, since for the latter to hold it is necessary 
that index(A) = 1. If A = 0, then A = A#, but clearly A cannot be almost 
monotone. Assume then that A* > 0. We claim that 
R(A)nR: f (0). (3.7) 
To see this note that since A# > 0, A# contains a column, say ( A#)k, with 
( A*)k > 0. Since ( Ayk E R(A), it follows that there exists a vector 0 f u E 
R(A) such that 
Au = ( A")k 
and u = A#(Au) > 0, showing that (3.7) is necessary for A# > 0. Hence A# > 0 
and A almost monotone are mutually exclusive by Lemma 3.1. n 
We remark that additional results on the mutual exclusiveness of certain 
generalizations of matrix monotonicity can be found in [4]. We further 
mention that the class of singular and irreducible M-matrices (cf. [3]) furnishes 
us with a good example of matrices which arise in practical applications, e.g., 
the theory of Markov chains, and which possess as a property only certain 
types of generalization. In fact, it may be observed that the group inverses of 
some irreducible M-matrices are themselves irreducible M-matrices, and we 
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raise here the question of characterizing the set of all irreducible M-matrices 
with this property. 
4. RANGE MONOTONICITY AND MP MATRICES 
The systematic study of the class of square MP matrices originates in [13] 
following a paper by Meyer and Plemmons [lo], who showed that nonsingular 
nonnegative {lkinverses arise in a natural way in the context of certain 
iterative methods for solving singular systems of linear equations. The authors 
of [ 131, Poole and Barker, illustrate the difficult problem of characterizing the 
set of all MP matrices and consequently raise questions concerning the 
existence of a nonsingular nonnegative (l>inverse in the presence of range 
monotonicity or other matrix properties. In this and the next sections our 
principal aim is to investigate the following question. 
QUESTION 4.1. Is a symmetric positive semidefinite matrix A E R”,” an 
MP matrix if and only if it is range monotone? 
Because the range and m&pace of a symmetric matrix are complemen- 
tary subspaces, it is clear that the assumption on A in the above question 
represents a restriction on the class of matrices for which Poole and Barker in 
[13] conjectured the following: 
A matrix A E R”,” is R( A>monotone if and only if index(A) < 1 and A is 
MP. 
This conjecture was shown to be false in both directions in [7]. Before we 
turn to Question 4.1, we wish to present a condition (not necessarily 
connected with symmetry) which is sufficient for a range monotone matrix to 
be MP. For that purpose let A E R”,“. The splitting of A into 
A=M-Q (4.1) 
is regular if M is nonsingular and 
M-l>0 and Q&O. (4.2) 
The notion of a regular splitting was introduced by Varga in [ 161 for the study 
of the convergence theory of iterative methods of solution to nonsingular 
systems of equations. In [ll] and [12] some of Varga’s results were extended 
and applied to the study of the convergence of iterative schemes for the 
solution to singular systems of equations. We remark that the iterative 
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schemes in [lo] mentioned at the beginning of this section are induced by 
splittings (4.1) satisfying M-’ > 0 but quite a different condition than Q 2 0 
in (4.2). Based on results from [ll] and [13], we can prove the following 
observation. 
OBSERVATION 4.2. Suppose that A E R”, n has a regular splitting. If A is 
R( A)-monotone then A is MP. 
Proof. From Theorem 1 in [ll] it follows that p( M- ‘Q) < 1 and index( I 
- M-‘Q)< 1, so that A is an M-matrix of index < 1 and hence, by [13, 
Theorem 4.31, Z - M- ‘Q has a nonnegative nonsingular {l)-inverse, say G. 
Set H: = GM-‘. Then H > 0 and H is nonsingular. Moreover, 
AHA= M(Z- M-‘Q)GM-‘M(Z- M-lQ) 
= M(Z - M-lQ)G(Z - M-lQ) = M(I - M-‘Q) 
= A. 
Hence A is MP. w 
We remark that the converse of Observation 4.2-that is, that if A E R”*” 
has a regular splitting and A is MP, then A is R( A)-monotone-is not true. As 
an illustration consider the example 
A=( -A ;)=((2) ;)-(; ;). 
Since rank(A) = 1 and A has a positive entry, A is MP by [13, Lemma 2.11. 
However, A is not range monotone. 
We return now to Question 4.1. Our initial goal is to show that the answer 
to the question’s “only if” part, that is, whether a symmetric positive 
semidefinite MP matrix is range monotone, is in the negative. To achieve this 
we first note that as (1.3) represents a full rank factorization of a matrix A, the 
results of Cline in [8] have the following implication. 
LEMMA 4.3.’ Let A E R”,” have rank r < n, let B be a nonsingular r x r 
submutrix of A, and consider the representation (1.3) fo7 A determined by B. 
‘The authors are grateful to Professor Frank Hall for pointing out that this lemma is a special 
case of Cline’s much earlier results in [S]. 
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Then R(A)@N(A) = R” if and only if the r X r matrix 
s: =(I V)QP( ;) 
is 
of 
invertible. 
Now in [17] Werner has shown that for A E R”,“, the set A(1) consisting 
all the {l>inverses of A is given by 
T,, E ~‘3”~‘, ‘&,,E R”-,‘,and T, E Rnp',"-' , 
I 
(4.3) 
where 
K:=T,,+T,U. (4.4) 
It follows then that for an arbitrary, but fixed, element AC’) of A(1) de- 
termined by the arbitrary, but fixed, matrices, Tlz, Tzl, and Tz2 in the 
appropriate matrix spaces, the matrix 
A”‘A = Q' [ B-',vK]B(Z v)Q (4.5) 
determines a projection on R(A(‘)A) along N(A). Suppose now A E R"*" and 
that N(A)@R(A) = R". Then because of (4.3), it follows that for some Tlz, 
Tzl, and Tzz, A(') is a {l>inverse of A such that R( A(l = R(A) if and only if 
B-1-VZZ 
QT[ K ]B(I v)qP( ;) = p( ;j> 
a condition which, in the notation of Lemma 4.3, can be expressed as 
(4.6) 
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where 
Since S is nonsingular by Lemma 4.3, it follows by the inspection of (4.6) that 
there exists a unique matrix K satisfying (4.6) which, upon the partitioning of 
Q in conformity with (4.6) into 
is given by 
K = Q2tk-‘B-l. (4.7) 
We observe too that 
B-’ - VK = Q,&‘B-l. (4.8) 
Thus from (4.4), (4.7), (4.8), and (4.3) for any matrices T,, E R”-‘2’ and 
T, E R”-‘2 m--r satisfying 
T,, i- T,U= Q2t&-‘B-l, (4.9) 
the n X n matrix 
x: = p’[ -IQ (4.10) 
is a {lkinverse of A with R( XA) = R(A). We note that Equation (4.9) will be 
satisfied with the choice of Tzz = 0 and T,, = QzoS- ‘BP ‘. However, from 
(4.10), A has a nonnegative (1~inverse X with R(XA) = R(A) if and only if 
we can find nonnegative matrices T,, and Tz such that 
Q,t%‘B-‘- T,,U> 0 (4.11) 
and 
Q2aS-1B-1 - TJJ> 0. (4.12) 
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We are now in a position to try and construct an example of a symmetric 
positive semidefinite matrix which is MP but which does not have a nonnega- 
tive {l)-inverse satisfying (4.11) and (4.12) and therefore, by the equivalence 
mentioned following Definition 1.4, is not R( A)-monotone. Consider the 4 x 4 
matrix 
A= (;)B(Z, UT), 
where I, denotes the unit matrix of order 3 and where 
and U=(-1, -1,O). 
-1 0 1 
Then A is symmetric positive semidefinite, and the matrix 
0 0 1 0 
G.= * i B-l- UTU 0 1 I 0 1 1 0 = 0 1 1 1 2 0 I 
\o 0 0 l/ 
is nonsingular nonnegative and, upon checking, AGA = A. Hence A is MP. 
From (4.10), (4.11), and (4.12) it follows that A is R(A>monotone if nonnega- 
tive matrices T,, = ((u, p, y)T E R3’l and T, = (6) E R’,l can be found for 
which 
a 1 \ 
I (Z+UTU)-lB-l-TlzU T,, I 
I i+a 3 
b+P 1+p L = 
U(Z + UTU)-‘B-’ - TzzU 
i >o 
T,, l+Y I+y ; y” 
\ -g+s -1+s -; 6 
which is not possible, irrespective of the values of (Y, 0, y, and 8. Thus A is not 
R( A )-monotone. 
In the above example A has some negative entries. If we require that the 
positive semidefinite matrix in Question 4.1 be also a nonnegative matrix, 
then, subject to this further stipulation, the answer to Question 4.1 is in the 
affirmative, by virtue of Theorem 4.1 in [13]. 
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Thus far we have been concerned with the “only if” part of Question 4.1. 
Regardless of whether A is R( A)-monotone, in the presence of a regular 
splitting we have the following result. 
THEOREM 4.4. Let A E R”,” be symmetric positive semidefinite, and 
suppose that A has a regular splitting A = M - Q. Then A is MP. 
Proof. We first show that Z - M-‘Q is an M-matrix of index < 1. That 
p( M- ‘Q) < 1 is shown, using the nonnegativity of Q, as in [12, Theorem 11. 
Suppose now that index(Z - M- ‘Q) > 1. Then by Rothblum [14, Theorem l] 
(see also Schneider [ 15]), there exist nonnegative nonzero vectors x and z such 
that 
M-‘Qx=r+z and M-‘Qz=z. 
Thus 
Qx=Mx+Mz and Qz=Mz, 
with Mz > 0 because Qz > 0 and because M is nonsingular. But then 
Ax=Mx-Qx= -Mz<O, 
in which case 
xTAx = - xTMz < 0, 
showing that xTAx < 0 as x P N(A) a contradiction to the positive semidefi- 
niteness of A. Hence Z - M-‘Q is an M-matrix of index < 1. That A has a 
nonsingular nonnegative {l>inverse can now be shown using a similar ap 
preach to that taken in the proof of Observation 4.2. n 
We come now to the “if” part of Question 4.1. We have not been able to 
confirm or negate the validity of this portion of its statement for arbitrary n. 
For n 6 3, however, the answer is in the affirmative. Because of the length of 
the proof of this fact, and for convenience, we devote a separate section to its 
presentation. We remark that the reason for the inclusion in this paper of the 
study of the case n < 3 is to underline some of the points raised in the 
Introduction, such as the relations, and possibly the difficulties in studying 
them, of the nullspace and range of a matrix to the nonnegative cone in the 
presence of certain generalizations of matrix monotonicity. 
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5. A SYMMETRIC POSITIVE SEMIDEFINITE R( A)-MONOTONE 
MATRIX A IS MP FOR n G 3 
For n = 1 the result is immediate, since A must be nonnegative and 
nonsingular, due to the range monotonicity of A. Suppose then that 2 < n < 3. 
Because A is range monotone, A * 0. If A E R2s2 and rank(A) = 2 or if 
A E R3s3 and rank(A) = 3, there is nothing to prove. In the case when (n = 2 
or n = 3 but) rank(A) = 1, then necessarily, A must contain at least one 
positive entry, so that A is MP by [13, Lemma 2.11. Thus to complete the 
proof of the above it remains to consider the case n = 3 and rank(A) = 2. The 
analysis for this case requires that we establish several auxiliary results of a 
geometrical nature concerning range monotone symmetric matrices. 
Let BE R 3,3 be a symmetric range monotone matrix of rank 2. To 
facilitate our intermediate results we adopt the following convention. 1f x is 
an eigenvector of B whose entries all have the same sign, then x will always 
be assumed to lie in R:. This is always possible to achieve by scaling. 
Furthermore, we shall always assume that eigenvectors have been scaled to 
have length unity. Since B is symmetric of rank 2, B has two nonzero 
eigenvalues A and p whose corresponding eigenvectors u and w he in R(B). 
Let 
S= (u,w}nR3+, 
Then S is a cone, whose dimension we denote by dim[S]. We note that if 
dim[S] = 0 so that R( B)~I R: = {O}, then B is MP by Lemma 3.1 and 
Theorem 3.4. 
The first of our auxiliary results, however, is general. It does not require 
n = 3 or symmetry. 
LEMMA 5.1. Let C E R”,“, and let L be an invariant subqwace of C on 
which C is monotone. Suppose that y E L’ lies on an axis of R:, and for 
r f 0 define the mapping 
as follows: For 1 E L, 
c,( y + Z) = ry + a. 
Then C, is monotone on (y}@ L if and only if 7 > 0. 
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Proof. Assume that T > 0, and let z E {y}@L be a vector for which 
C,z 2 0. Since z = clly + I for some I E L and for some scalar (Y, we may write 
that 
ray + cz = c,( ay + I) = c,z 2 0. (5.1) 
Because y lies on an axis of R:, y has only one nonzero, and hence positive, 
entry, and so as (ray, CZ) = 0, (5.1) implies that ray > 0 and CZ > 0. But 
then LY > 0, as r > 0; and Z 3 0, because C is monotone on L. Hence 
z = (my + 1 >, 0, showing that C, is monotone on { y} @ L. 
Conversely, suppose that CT is monotone on { y}@L. If r < 0, then since 
YER:, 
c,( -y)= -ry>o, 
so that by the monotonicity of C,, - y E R:, a contradiction. Thus r > 0 and 
the proof is complete. n 
We return now to the matrix B introduced above. 
LEMMA 5.2. Suppose thut dim[S] = 1 and neither u mr w lies in S (i.e., S 
is a ray). Then B is R( B>monotone if and only i.h = p > 0. 
Proof. If B is R( B)-monotone but X * Z.L, then each nonzero vector in S is 
mapped to the exterior of S. Since B is bijective on R(B), there exists a vector 
z 66 S such that Bz ES, contradicting the range monotonicity of B. Thus 
A = CL. If X = Z.L < 0, then again B(S)fl S = {0}, yielding, once more, a con- 
tradiction to the range monotonicity of B. Hence h = p > 0. The proof of the 
converse is immediate. n 
LEMMA 5.3. Suppose that dim[S] = 1 and exactly one eigenvectm of B, 
say u, lies in S. Then B is R(B)-monotone if and only if X > 0. (p may be 
arbitrary.) 
Proof. If B is R(B>monotone but A < 0, then for any 0 * x E ( - S), 
Bx = Ax E S. Hence B is not monotone on its range, a contradiction. The 
proof of the converse is immediate. n 
LEMMA 5.4. Suppose that dim[S] = 2 and the extremuls of S j&m a right 
angle. Then at least one ofu or w lies in S. If precisely onf3 ofu and w lies in 
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S, say u, then B is R(B)-monotone if and o$y if 
If both u and w lie in S, then B is R(B)-monotone if and only if h and p are 
positive. 
Proof. That at least one of u or w must lie in S follows because of the 
right angle formed between these two vectors and by our convention. 
Suppose that B is R( B>monotone and only u lies in S. X < 0 is not 
possible, for otherwise, as shown in the previous lemma, B would not be 
R( B>monotone. Thus X > 0. If p 2 A, then it is easy to see that B maps a 
vector from R(B) \ S into S, contradicting the range monotonicity of B. The 
proof of the converse is immediate. In the case where both u and w lie in S it 
is clear that each lies on an extremal and hence the positivity of X and p is 
necessary and sufficient for B to be R( B>monotone. n 
LEMMA 5.5. Suppose that dim[S] = 2 and the extremals of S form an 
angle smaller than n/2. Then: 
(a) Zf u and w do not lie in S, then B is R(B)-monotone if and only if 
x=p>o. 
(b) lf exactly one of u or w lies in S, say u, and it lies on an extremal of 
S, then B is R(B>monotone if and only if p > X > 0. 
(c) If exactly one of the vectors u and w, say u, lies in the interior of S, 
then B is R( B>mmwtone if and only if 0 < A < p or 
O<h<lpl~, (5.2) 
where a G 8 are the angles between u and the extremals of S (see Figure 1). 
Proof. The proofs of parts (a) and (b) are similar to the proofs of 
Lemmas 5.2 and 5.4, respectively. We therefore proceed to prove part (c). 
Suppose that B is R(B>monotone. Clearly A must be positive. If p > 0, then 
,u > A, as was the case in the proof Lemma 5.4. Suppose then that p < 0. 
Then, necessarily, there exists a number k > 0 such that the vector z: = u + kw 
lies on the boundary of S between u and w and is mapped by B into the 
region enclosed between - w and the boundary of S lying closest to - w. For 
otherwise, we could find a sufficiently small neighborhood of x, containing 
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FIG. 1. 
vectors not in S, which would be mapped into the interior of S, contradicting 
the range monotonicity of B. Let 
Au- 7’w: =Xu+kpw=B(u+kw)=Bz. (5.3) 
Then for z to be mapped in the manner described above, T’ must have 
magnitude at least X tan 8, that is, 
7’2 XtanB ( = 7). 
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But, from (5.3), kp = - T’, and as the length of u is 1, k = tancw. Thus 
Nana , h 
_tane ’ 
and (5.2) follows. That B is R(B>monotone if the condition (5.2) holds is not 
difficult to show. n 
Our final lemma will not be required in the sequel and is stated for the 
sake of completeness. 
LEMMA 5.6. Suppose that dim[S] = 2 and both u and w lie in S. Then B 
is R( B>monotone if and only if A and p are both positive. 
We are now in a position to examine the remaining case needed to prove 
the result whose statement forms the title of the section. This is the case when 
A is a 3 X 3 range monotone symmetric positive semidefinite matrix of rank 2. 
Let v’, u’, and w’ denote eigenvectors of A corresponding to its zero and the 
two positive eigenvalues X’ and p’, respectively, and assume that the same 
convention applies to these eigenvectors as that adopted towards the eigen- 
vectors of B. Note that because of this convention and the dimensionality of 
the space, at least one of the eigenvectors lies in R3,. Set 
S’: = {u’, w’>n R3,. 
If dim[S’] = 0, then A is MP by Lemma 3.1 and Theorem 3.4. Thus we only 
need to consider the cases dim[S’] = 1 and dim[S’] = 2. 
Since A is diagonalizable and our eigenvectors have been normalized to a 
length unity, we may write that 
where P is a 3 X 3 matrix whose columns are u’, w’, and v’ in that order. We 
shall exhibit that for each of the cases dim[S’] = 1 and dim[S’] = 2 three 
positive numbers t,, tz, and 5 can be chosen so that the nonsingular matrix 
is a nonnegative (l)-inverse of A or, equivalently, that X ’ is monotone. 
(5.4) 
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Case 1: dim[S’] = 1. There are two possibilities here: either u’ and w’ do 
not lie in S’, or at most one of these eigenvectors lies in S’. In either case, as S’ 
passes through an axis of R3,, and because v’ is orthogonal to u’ and w’, v’ 
must lie on a face but not on an axis of R3,. 
Assume first that neither u’ nor w’ lies in S’, so that, by Lemma 5.2, 
X’ = p’. Set t, = tz = ts = A’. Then X-iy = A’y for any vector y E R3, from 
which it readily follows that X-’ is monotone. Furthermore AXA = A by 
construction. 
Assume now, without loss of generality, that of u’ and w’, u’ lies in S’, in 
which case (because dim[ S’] = 1) u’ lies on an axis of R$ Set S, : = {w’, v’), 
let tz = p’, let t3 be some positive number smaller than or equal to p’, and 
consider the matrix 
0 
Z:=P tz 
i 1 
PT. 
t3 
Since S, n R: is a cone of dimension 2 whose extremals form an angle less 
than 7r/2, it follows by Lemma 5.5(b) that Z is monotone on its range, which 
is precisely Se. We observe therefore that S, is an invariant subspace for the 
restriction Z Is, of Z to S, on which the restriction is monotone. Set t, = A’, 
and consider the matrix X of (5.4) (with the values t,, tz, and t3 as defined in 
the course of this paragraph). Then X is nonsingular, and its inverse X- ’ can 
be viewed as a mapping from { u’)etS,, to (u’}@S which satisfies 
x-‘(u’+ s) = t,u’+(Zl,o)s 
for all s E S,. Since u’ E S,l and since u’ lies on an axis of R:, X- ’ is 
monotone on R3 by Lemma 5.1. That AXA = A follows from the construction 
of x. 
Case 2: dim[S’] = 2. Assume first that neither u’ nor w’ lies in S’, so that 
by Lemma 5.5(a), A’ = ~1’. Then a nonsingular nonnegative {l>inverse of A 
can be obtained in exactly the same manner as in the first of the possibilities 
considered in case 1. 
Suppose next that precisely one of the vectors u’ and w’, say u’, lies in S’. 
Then by Lemma 5.503) or (c) we have that h’ G p’. Let t, = A’ and t2 = t3 = p’, 
and accordingly construct the matrix X in (5.4). Suppose now that y’ = au’ + 
bw’ + cv’ is a vector in R3 for which 
z: = h’au’+ p%d+ p’cu’= x-y y') > 0, 
Because a X’ = (u’, z ) > 0 and X’ > 0, we see that a >, 0. Hence, as p’ 2 A’, 
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we have the following: 
ply’= p’au’+ p’bw’t- p’cv’> h’au’+ pbw’+ pcv’= z. 
Thus y’ > 0, showing that X-r is monotone. Clearly X is a { l>inverse of A by 
construction. 
Finally, assume that both u’ and w’ he in S. Set t, = A’, tz = p’, and 
t3 = max(t,, tz), and accordingly construct the matrix X of (5.4). Suppose now 
that y” = a’u’ + b’w’+ c’v’ is a vector in R3 for which 
z’ : = X’a’u’ + p’b’w’ + t3c’v’ = X- ‘( y”) 2 0. 
Because X’a’ = (u’, z) > 0 and p’b’ = (w’, z) 2 0, and because X’ and EL’ are 
positive, we observe that both a’ and b’ are nonnegative numbers. Hence, 
t3 y” = t3aru’ + t3 b’w’ + t3c’ v’ >, X’a’u’ + p’b’w’ + t3c’v’ = z’. 
Thus y” > 0, and so X-r is a monotone matrix. Clearly AXA = A by the 
construction of X, and so our examination is concluded. 
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