A new set of tools for verifying smoothness of surfaces generated by stationary subdivision algorithms is presented. The main challenge here is the veri cation of injectivity of the characteristic map. The tools are su ciently versatile and easy to wield to allow, as an application, a full analysis of algorithms generalizing biquadratic and bicubic B-spline subdivision. In the case of generalized biquadratic subdivision the analysis yields a hitherto unknown sharp bound strictly less than one on the second largest eigenvalue of any smoothly converging subdivision.
Introduction
The idea of generating smooth free-form surfaces of arbitrary topology by iterated mesh re nement dates back to 1978, when two papers CC78], DS78] appeared back to back in the same issue of Computer Aided Design. Named after their inventors, the Doo-Sabin and the Catmull-Clark algorithm represent generalizations of the subdivision schemes for biquadratic and bicubic B-splines, respectively. By combining a construction principle of striking simplicity with high fairness of the generated surfaces, both algorithms have since become standard tools in Computer Aided Geometric Design. However, despite a number of attempts DS78], BS86], BS88], the convergence to smooth limit surfaces could not be proven rigorously so far.
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The proof techniques and actual proofs to be presented here are based on the concept of the characteristic map as introduced in Rei95a] . The characteristic map is a smooth map from some compact domain U to R 2 which can be assigned to stationary linear subdivision schemes. It depends only on the structure of the algorithm and not on the data. If this map is both regular and injective, then the corresponding algorithm generates C 1 -limit surfaces. It is shown in this paper that on the other hand non-injectivity at an interior point of the map implies non-smoothness of the limit surfaces. Further, we establish two su cient conditions for regularity and injectivity of the characteristic map which allow a straightforward veri cation. The stronger one, however still applicable in many cases, only requires the sign of one partial derivative of one segment of the characteristic map to be positive.
A careful analysis of the Doo-Sabin and the Catmull Clark algorithm yields the following results:
The Doo-Sabin algorithm in its general form uses weights = ( 0 ; : : :; n?1 ) for computing a new n-gon from an old one. A ne invariance and symmetry, i.e. P j j = 1 and j = n?j for all j mod n, imply that the discrete Fourier transform of is real and of the form^ = 1;^ 1 ;^ 2 ; : : : ;^ 2 ;^ 1 ]. If :=^ 1 is greater in modulus than the other entries except for 1 and if 1=4 < < max (n) (1.1)
for certain values max (n) < 1 then the limit surface is smooth. The bound max (n) can be computed explicitly, see Table 1 . If 1 > > max (n), then the limit is a continuous, yet non-smooth surface.
In particular, the Doo-Sabin algorithm in its original form (5.1) complies with the conditions, hence generates smooth limit surfaces. The Catmull-Clark algorithm in its general form uses three weights ; ; summing up to one for computing the new location of an extraordinary vertex from its predecessor and the centers of its neighbors. If 2 4 ? 1 q (4 ? 1) 2 + 8 ? 4 < c n + 5 + q (c n + 9)(c n + 1) (1.2) with c n := cos(2 =n), then the limit surface is smooth. If one of the two values on the left hand side exceeds the right hand side, then the limit surface is not smooth.
In particular, the Catmull-Clark algorithm in its original form (6.2) complies with the conditions and generates smooth limit surfaces.
2 Generalized subdivision and the characteristic map
In this section we brie y outline the results of subdivision analysis as developed in Rei95a] , and establish a new necessary condition for C 1 -subdivision schemes.
Generalized B-spline subdivision generates a sequence C m of ner and ner control polyhedra converging to some limit surface y. On the regular part of the mesh, standard B-spline subdivision is used for re nement, whereas special rules apply near extraordinary mesh points. Since all subdivision masks considered here are of xed nite size, we can restrict ourselves to analyzing meshes with a single extraordinary mesh point of valence n 6 = 4. The regular parts of the control polygons C m correspond to B-spline surfaces y m which form an ascending sequence y 0 y 1 y 2 (2.1)
converging to the limit surface, ii) Throughout, the subscript will indicate that we refer to the complexi cation of a two-dimensional real variable or function. We will switch between complex and real representation without further notice.
On the left hand side, Figure 2 shows a typical example of a characteristic map for n = 5 as obtained for example by the Doo-Sabin algorithm. In order to guarantee a ne invariance of the algorithm, the rows of A must sum to 1. Thus, (1; : : : ; 1) is always an eigenvector of A to the eigenvalue 1. The following theorem establishes a su cient condition for subdivision algorithms to generate smooth limit surfaces.
Theorem 2.1 If := 1 = 2 , 1 > > j 3 j, is a real eigenvalue with geometric multiplicity 2, and if the characteristic map is regular and injective, then the limit surface y is a regular C 1 -manifold for almost every choice of initial data B 0 .
A proof of this theorem can be found in Rei95a]. Generalizations, though not required here, are provided in Rei95b] and PR97]. Subsequently, it will be assumed that the eigenvalues of A satisfy the assumptions of Theorem 2.1, and will be referred to as the subdominant eigenvalue.
The following theorem states a necessary condition for the convergence of a subdivision scheme to smooth limit surfaces. and if (u; v; j) is an interior point of (U; Z n ), then the limit surface y is not a regular C 1 -manifold for almost every choice of initial data B 0 .
Proof Choose an "-neighborhood V " ( (u; v; j)) such that V " ( (u; v; j)) (U; Z n ).
Then there exist neighborhoods V and V 0 of (u; v; j) and (u 0 ; v 0 ; j 0 ), respectively, with (V ) = (V 0 ) = V " ( (u; v; j)). If~ is a continuous map su ciently close to , i.e. Finally, we state two basic properties of characteristic maps. The rst one is derived from the fact that and A = join smoothly, j (1; t) = j (2; 2t) ; j (t; 1) = j (2t; 2) ; t 2 0; 1] :
The second one expresses continuity between segments, j (0; t) = j+1 (t; 0) ; t 2 1; 2] :
(2.16)
Symmetry and Fourier Analysis
This section examines the special structure of the characteristic map for subdivision schemes obeying generic symmetry assumptions, namely that subdivision is independent of the particular labeling of control points used for re ning the control mesh. According to the split of x m into n segments, the vectors B m of control points can be divided into Proof is an eigenvalue of A if and only if it is an eigenvalue ofÂ k for some k 2 f0; : : :; n ? 1g. If is an eigenvalue ofÂ k then it is also an eigenvalue ofÂ n?k since A is real andÂ n?k =Â k . LetÂ k^ = ^ , then := ! 0 n^ ; ! k n^ ; : : :; ! k(n?1) n^ ] (3.11)
is a complex eigenvector of A. Consequently, the segments j of the complex characteristic map satisfy j = ! jk n 0 : (3.12)
Now, the winding number of the closed curve (t) : 0; =2) Z n 3 (t; j) 7 ! j (2 cos(t); 2 sin(t)) (3.13)
is either k or n ? k. So, if k 6 2 f1; n ? 1g the curve has self-intersections implying that is not injective.
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The e ect of the subdominant eigenvalue stemming from the wrong Fourier component is depicted in Figure 2 on the right hand side. It shows the non-injective characteristic map for the Doo-Sabin algorithm for n = 5 with weights chosen such that is an eigenvalue ofÂ 2 andÂ 4 . As a consequence of Theorem 3.1, it will be assumed that is an eigenvalue ofÂ 1 andÂ n?1 from now on. So, (3.12) becomes j = ! j n 0 : (3.14)
The following lemma is the key to reducing the analysis of the characteristic map to the examination of a single segment, say 0 . is called normalized if^ is scaled such that 0 (2; 2) = (d; 0) with d > 0. Note that normalization is always possible if is injective since then 0 (2; 2) 6 = 0 (1; 1) = 0 (2; 2). 4 Conditions for regularity and injectivity
In this section we derive a sequence of lemmas resulting in two su cient conditions for the regularity and injectivity of the characteristic map that can be veri ed e ciently. Throughout, it will be assumed that is a normalized characteristic map of a symmetric subdivision scheme. The rst lemma states that for regular functions injectivity is equivalent to injectivity at the boundary. 
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The following theorem establishes a su cient condition on the partial derivatives of 0 that guarantees regularity and injectivity of the characteristic map. Its usefulness is due to the fact that it requires only estimates for the partial derivatives of the single segment 0 . Since for generalized B-spline subdivision schemes the functions in questions are piecewise polynomial, the condition can be veri ed numerically or even analytically using B-spline representations and the convex hull property. Proof By Lemma 4.3, 0 is regular and injective. (3.14) says that j is obtained from 0 by a 2 j=n-rotation about the origin. So, each j ; j 2 Z n is regular and injective.
Further, the segments j do not overlap since Lemma 4.2 yields (2j ? 1) =n arg j (2j + 1) =n ; j 2 Z n :
The assumptions of the following Corollary are stronger than those of Theorem 4.1, but can be veri ed with less e ort since no products of partial derivatives are involved in verifying that 0 is regular. 
Characteristic map
Each of the n segments x j m ; j 2 Z n , of the surface layers generated by the Doo-Sabin algorithm consists of 3 biquadratic B-spline patches. Accordingly, the n blocks B j m forming the vector of control points B m consist of 9 elements, each. The labeling is shown in Figure 6 . The 9 9-matricesÂ k ; k 2 Z n , as introduced in The matrix A k 1;1 has eigenvalues 1=4; 1=8; 1=16, hence each of them is an n-fold eigenvalue of the subdivision matrix A. Further, A has a 5n-fold eigenvalue 0 stemming from the 5 5-zero submatrix ofÂ k . Due to their high multiplicity, these eigenvalues cannot be playing the role of the subdominant eigenvalue . The only eigenvalues left are the upper left entries^ k ; k 2 Z n , ofÂ k obtained by applying the discrete Fourier transform to the vector ( 0 ; : : :; n?1 ) of weights for the n-gon. Since the j sum up to 1, we have 0 :=^ 0 n = 1. Due to symmetry, the remaining eigenvalues are real and occur in pairs according to^ k n =^ n?k n . From the theory developed in the preceding sections we know that :=^ 1 n =^ n?1 n (5.5) must satisfy 1 > > maxf1=4; j^ 2 n j; : : :; j^ n?2 n jg :
(5.6) The eigenvector of the matrixÂ 1 corresponding to is = 0 B B B B B B B B B B B B B B B B 
Note that the characteristic map depends only on and n. That is, all masks with identical rst Fourier component yield the same characteristic map.
Veri cation
We start with brie y discussing the case = 1=2 as obtained in particular for the weights in (5.1). Rearranging the entries of the eigenvector in the more convenient matrix form for tensor product B-spline coe cients, see Figure 6 , yields = 3 0 B @ 7 14 + 7! n 21 + 14! n 14 + 7! n 21 + 6c n 28 + 2! n + 9! n 21 + 14! n 28 + 2! n + 9! n 35 + 12c n 1 C A : (5.8)
The segment 0 of the characteristic map consists of three bi-quadratic patches, which can be expressed in Bernstein-B ezier form with the following coe cients, Both the real and the imaginary part of the coe cients are positive. So, by the convex hull property and Corollary 4.1 the algorithm is veri ed to generate smooth limit surfaces.
The situation for general is more subtle, in particular as ! 1. First, Corollary 4.1 turns out to be insu cient. Second, there exists a limit value max (n) < 1 depending on n such that even the assumptions of Theorem 4.1 are not ful lled for 1 > > max . It will be shown in the next subsection that this is due to an actual loss of smoothness as passes the bound. All formulas required here were derived using a computer algebra system. They are partially rather lengthy and will not be stated explicitly unless necessary. Rather, we depict the crucial results graphically.
In order to apply Theorem 4.1, we have to compute J 0 , i.e. the determinant of the Jacobian of 0 . J 0 is a continuous, piecewise bi-cubic function over U which can be expressed in Bernstein-B ezier form with 3 16 coe cients J 0 ; = 1; : : :; 48 depending on n and . Explicit calculation shows that all coe cients J 0 are of the form J 0 (c n ; ) = s n (16 ? 1)(P ( ) + c n Q ( )) (5.11) with P ; Q polynomials of degree 6 in . We give the coe cient corresponding to J 0 (1; 1) the index = 1, i. Consider the curve g 1 (t); g 2 (t)] := 0 (t; t). Symmetry with respect to the x-axis implies g 2 (t) 0. For the rst component we obtain g 0 1 (1) = 2 1;v (1; 1) < 0 ; g 1 (1) = 0 1 (1; 1) < 0 1 (2; 2) = g 1 (2) ; (5.25) hence for each su ciently small " > 0 there exists an " 0 > " such that g 1 (1 + ") = g 1 (1 + " 0 ). This implies the non-injectivity of the characteristic map , 0 (1 + "; 1 + ") = 0 (1 + " 0 ; 1 + " 0 ) ; " 6 = " 0 :
(5.26)
Moreover, for " su ciently small, J 0 (1+"; 1+") < 0 by continuity. So, 0 (1+"; 1+") is an interior point of (U; Z n ) by the IFT, and the assumptions of Theorem 2.2 are ful lled proving sharpness of the bound. surface generated by these weights are shown in Figure 9 . The magni cation on the right hand side is non-proportional, i.e. the`height' of the surface has been expanded in order to depict its wavy shape. We conclude the discussion of the Doo-Sabin algorithm with a brief description of the qualitative and quantitative behavior of max (n). As n ! 1, max (n) is increasing monotonically towards 1. The asymptotic behavior for large n is 6 The Catmull-Clark algorithm 6.1 Algorithm
The Catmull-Clark algorithm is a generalization of the subdivision scheme for bicubic tensor product B-splines. Each n-gon of the original mesh is subdivided into n quadrilaterals thus generating a purely quadrilateral mesh after the rst step. There are three masks for subdividing such a mesh, namely one for computing a new centroid, one for This procedure can be run on a computer algebra system, but the resulting expressions are rather lengthy, and discussing them is not very instructive. A numerical treatment is more convenient and yields equally reliable results since only a nite number of quantities has to be checked for sign. The ndings are summarized on Figure 13 . The left and right hand side correspond to the two components of . The top row shows the values of all for n = 3; : : : ; 20. The bottom row shows the minimum of the on a doublylogarithmic scale for n = 10; : : : ; 10; 000, which should cover most cases of practical relevance. The positivity of all di erences is evident. By Corollary 4.1, this proves smooth convergence of the Catmull-Clark algorithm provided that the inequality (6.14) holds.
