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Resumo 
O nosso trabalho está dividido em duas partes. Na parte I, estudamos existência, mul-
tiplicidade e não existência de soluções positivas para uma classe de operadores elípticos 
envolvendo não linearidades críticas. Trabalhamos com estes problemas na forma radial, 
o que nos permitiu ter uma melhor visão dos fenômenos que ocorrem. 
Nesta classe de operadores estão incluídos os operadores Laplaciano, p-Laplaciano 
e k-Hessiana entre outros, e as não linearidades estão divididas em críticas e críticas 
côncavo-convexa. No segundo caso, mostramos a existência de pelo menos duas soluções 
e, alguns novos resultados de não existência também foram obtidos. Na parte li, demos 
uma solução variacional para uma conjectura de Brézis-Nirenberg. Algumas extensões 
dessa conjectura também foram obtidas. Uma outra questão abordada, foi o cálculo da 
constante ótima para uma desigualdade de Sobolev com resto. 
Abstract 
Our work is divided in two parts. In the part I, we will study existence, multiplicity 
and nonexistence of positive solutions for a class of elliptic operators involving criticai 
nonlinearities. We will work with this problems in the radial form, that us permit have 
a better vision of the phenomenon that occur. 
In that class of the operators are included the operators Laplacian, p-Laplacian and 
k-Hessian among others, and the nonlinearity are divided in criticai and criticai concave-
convex. In the second case, we showed the existence of the at least two solutions and we 
obtained too some new results of the nonexistence of the positive solutions. In part II, 
we gave one variational solution for one conjecture of the Brézis-Nirenberg. We obtained 
some extensions of this conjecture. Another question aboard, was the calculus of the 
optimal constant for one Sobolev inequality with remainder terms. 
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Nesta tese faremos uso das seguintes notações: 
Em um espaço de Banach X denotaremos por: 
--+ ou --+, denotam convergência forte. 
--'" denota convergência fraca. XR é o espaço das funções absolutamente contínuas tais que: 
XR = {uI u: [0, R] --+IR e 1R r"iu'i~+2 dr < +oo} 
XR denota o espaço dos funcionais lineares e contínuos sobre XR 
O( a) denota ordem grande de a 
o( a) denota ordem pequena de a 
:::::, ou :::' denotam, ou querem dizer que possuem o mesmo comportamento 
(Hip) 
2: quer dizer que estamos usando a hipótese para concluir. 
P denota uma classe de caminhos 
Neste trabalho, quando não houver confusão, omitiremos o símbolo da diferencial dr das 
integrais, isto é, 1R f(r) muitas vezes denotará 1R f(r) dr 
u+(r) = n;ax,{u(r), O} 
TE[Ü,Rj 
Dizemos que um funcional de classe C 1 <I> : X --+ IR satisfaz a condição de compaci-
dade de Falais- Smale no nível c( denotamos (PS)c) se para cada sequência (xn) C X 
tal que 
e (<l>'(xn),y)--+ O Vv E X, 
possui uma subsequência (xnJ) que converge fortemente em X. 
Br(O) = {x E Xlllx- Ollx <r}, denotará a bola de centro O e raio r. 




:'\este trabalho estudaremos os seguintes problemas: 
{ (r"ju'j 8u')' = rqb) + f(r, u), em (0, R), u(r) > O para r E (0, R), 
u'(O) =O = u(R), 
(1) 
onde O< R< +x, q(r) = (; + 1)(,5 + 2)/(a- p -1), f(O,u) =O= f(r,O) e f(r,u) 
é uma perturbação de ordem inferior a uq(-y)- 1 , no infinito; isto é, limu~+oo ~\~\'"}1 = O. 
Por exemplo, f(r,u) = .\r"jujllu, À E IR. 
e 
Para D c IRN (N :::0: 3) um domínio limitado, 
{ 
-D.u = u(N+2)f(N-2) + uq, 
u > O em !1, 




onde 1 ~ q ~ ,.,f~ 2 , 2* = ,~l'V_2 e SN é a constante ótima da imersão H;(n) Y L 2• (!1). 
Soluções do problema (1), correspondem a pontos críticos do funcional \ji E C1(X, IR), 
dado por 
\}J(u) = - 1- r r"ju'jB+2 dr- _i_ {R r'1 jujq(,) dr- r F( r, u) dr, (4) 
.3 -t- 2 lo q(!) lo lo 
onde F(r, u) = J; f(r, t) dt. 
Como veremos na Proposição 2.1, o expoente q("f) é o expoente limite para às imersões 
XR '-+~com p ~ q(r). Desde que a imersão não é compacta para p = q("t), o funcional 
\ji não satisfaz a condição (PS). Assim, existem muitas dificuldades quando tentamos 
encontrar pontos críticos do funcional \ji. 
'· d I - bl (1) d. · d h. · 1· f(r, u) < ' 
,"-m a com re açao ao pro ema , a 1c10nan o a 1potese 1m sup I ·' _1 _ "' u------+0 r O:. uI K -u 
para algum..\> O e 1 <"' < .3 + 2. Por exemplo, f(r,u) = .\r"juj'-1u. :'\este caso (o 
problema (1) é conhecido como Cõncavo,Convexo), obteremos resultados de existência, 
multiplicidade e limitação em alguns casos. 
A classe de problemas (1), incluem os operadores 
(i) Laplaciano: a= N- L p =O, 
(ii) p-Laplaciano(1 < p < N): a= N- 1, .3 = p- 2, 
(iii) k-Hessiana(1 ~ k < N/2): a= N- k, p = k- 1. 
IX 
Estes operadores têm atraído a atenção de uma grande quantidade de matemáticos nas 
últimas décadas, seja simplesmente pelas dificuldades matemáticas que eles propiciam, 
ou pelas importantes aplicações. Por exemplo, o caso i) aparece no estudo de partículas 
catalíticas, problemas em Geometria(problema de Yamabe), etc. No caso ii), existem 
várias aplicações em fluídos não Newtonianos. Veja [21] para mais aplicações. 
O operador k - H essiana é definido como sendo 
(5) 
onde 2::; det Ak(D2u), representa o somatório dos determinantes principais de ordem k da 
matriz ( D 2u) (H essiana); ou, simplesmete 
Sk(À) = L o-(À;, ... , À;J, (6) 
Íl <···<ik 
onde o-(Ài, ... , Àik) é a k- ésima função simétrica elementar sobre JRN, agindo sobre 
(À;p ... , ÀiJ C (À~, ... , ÀN) os autovalores da matriz (D2u). 
Com relação a k - H essiana, podemos considerar o seguinte problema: 
Dada uma coleção disjunta r = (f1 , ... ,r m) de curvas suaves em JR3, existe uma 
superfície de curvatura Gaussiana constante K > O com bordo r ? Mais geralmente, 
podemos considerar r c JRN+l, com cada ri sendo uma subavariedade fechada de coa-
dimensão 2, e procuramos uma hipersuperfície 1\11 de curvatura Gauss-Kronecker K > O, 
constante. No caso do Problema (1), consideraremos 
como sendo a fronteira da bola BR(O) c JRN. Veja [16] e [33] para os detalhes. 
Quando N = 3, a existência, não existência e multiplicidade de soluções positivas 
para o problema (2) foi conjecturado por Brézis-Nirenberg em [14], como 
(a) Se q = 3, existe um À0 >O tal que 
(i) para À> À0 existe uma única solução de (2), 
(ii) para À~ À0 não existe solução de (2). 
(b) Se 1 < q < 3, existe um À0 >O tal que 
(i) para À> À0 existem duas soluções de (2), 
(ii) para À= À0 existe uma única solução de (2), 
(iii) para À< À0 não existe solução de (2). 
Aqui, apresentaremos uma solução variacional para esta conjectura, e também esten-
deremos alguns destes resultados para N 2': 4. 
X 
A desigualdade (3), é conhecida como "Desigualdade de Sobolev com resto". Foi 
estudada por Brézis-Nirenberg [14] e Brézis-Lieb [12]. Relacionado a esta desigualdade, 
responderemos a seguinte pergunta feita em [12j; qual o valor ótimo da constante Àq(fl)? 
Em todos estes problemas a maior dificuldade matemática está relacionada com a não 
compacidade das imersões correspondentes XR '-+ L'Jtl e H;(o) '-+ L2'. Contornar esta 
dificuldade muitas vezes não é uma tarefa fácil. 
No ínicio de cada parte, daremos uma apresentação melhor de cada problema, co-
mentando o que já foi feito, e qual é a nossa contribuição. 
Parte I 
Problemas Elípticos com Não 





Seja fl um domínio limitado no JRN com N 2': 3. Considere o problema 
{ 
-6.u = u2'-1 + f(x, u) 
u > O em fl, u = O 
em fl, 
sobre éiO, (1.1) 
onde 2*- 1 = (N + 2)/(N- 2), f(x,O) =O e f(x,u) é uma perturbação de ordem 
inferior a potência u2' - 1 , no infinito, no sentido de que limu--->+oo f (x, u) / u2' - 1 = O, por 
exemplo f(x, u) = Àu, onde À é um número real e, 2* é conhecido na literatura como 
sendo o expoente crítico de Sobolev. Isso decorre do fato de que as imersão contínua 
HJ(O) c V(fl), para p::; 2* e O limitado, não ser compacta para p = 2*. Foi provado 
por Brezis e Nirenberg [14] que se N 2': 4 o problema (1.1) possui solução e quando 
N = 3, o problema é delicado e seus resultados podem ser divididos em três casos: 
1) se f(x, u) = Àu, então existe um número À* 2': O tal que o problema (1.1) possui 
solução para todo À E().*, À1(0)), onde À1 (0) é denota o primeiro autovalor do operador 
( -6., HJ(fl)). Se O for estrelado com relação a algum ponto então À* > O. Existem 
domínios para os quais existe solução mesmo para ,\* = O(veja [.5], [54] e [55]). Se 
O = BR(O), R > O, uma bola de centro na origem e raio R no JRN, então Brezis e 
Nirenberg [14] provaram que,\'= À1(0)/4. 
2) Eles provaram também que, se limu--->+ccf(x,u)ju3 = +oc(por exemplo: f(x,u) = 
11uq, 11 >O e 3 < q < 5) então o problema (1.1) possui solução. 
3) Se f(x, u) = a(x)u+ 119(x, u), com g(x, u) 2': O mas não identicamente nula, que existe 
um número real/lo 2': O tal que o problema (1.1) possui solução para todo 11 2': /lo, desde 
que g(x, u) = o(u) quando u---+ O. 
Esses resultados tem sido parcialmente estendidos para o operador p-Laplaciano, 
com 1 < p < N, mas quando f(x, u) é um polinômio. Nesse caso, o problema (1.1) 
torna-se 
{ 
-6.Pu = uP'-1 + f(x, u) 
u >O em O, u =O 
3 
em O, 
sobre éifl, (1.2) 
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onde p* = pN / ( N - p) é o correspondente expoente crítico nas imersões contínuas de 
Sobolev W~·P(fl) C Lª(íl), para q :S: p*. Para resultados de existência e não existência 
veja [27], [34], [24], [25] no caso de domínios ll gerais. :\lo caso Q = BR(O), R > O, 
veja Knaap e Peletier [39] e [38]. 
Resultados para uma classe de operadores p-Laplaciano com peso foram obtidos por 
Egnell [23]. 
Nosso objetivo aqui é estudar a existência de soluções radias e positivas para uma 
classe de problemas, que engloba entre outros, os problemas (1.1) e (1.2). O interesse é 
na seguinte classe: 
{ 
-(r"lu'j!lu')' = r'1uq(·;)-l + f(r, u), 
u(r) >O, \;f r E (0, R), 
r E (O, R) 
u(R) =O= u'(O) (1.3) 
onde O < R < oo, e f : (0, R) x [0, +oo) --+ IR é uma função de Carathéodory; isto é, 
f é mensurável em r e contínua em u, ~~~a> .B + 1 >O e qb) =(r+ 1)(;3 + 2)/(a-
,B - 1) são números reais. Além disso, vamos supor que f(r, u) seja uma perturbação 
de ordem inferior a uq(,)-l, no infinito, no sentido de que límu-++oo f(r, u)/uq("f)-l =O. 
Por exemplo, f(r, u) = ÀrN-luil+l (q(r) > ,B + 1), onde À é um número real. O expoente 
q(r) será chamado o expoente crítico para as imersões que apresentaremos na Seção 
2. Considerando f( r, u) ser um polinômio e procurando soluções radias para o problema 
(1.2), é o mesmo como em [23]. !\essa mesma direção Clément, De Figueiredo e Mitidieri 
[18] estudaram (1.3) e obtiveram resultados de existência e não existência para esse 
problema quando f(r, u) = Àr1ufl+l, a :S: l :S: 1 e À um número real. Considerando que f 
seja um polinômio, ou seja, da forma f(r, u) = Àr1u8 .B + 1 :S: J < q("r), em [22] também 
foram obtidos resultados de existência e não existência. 
Sejam N ~ 1 um número natural e BR(O) = {x E JRN lllxll <R}. Então os seguintes 
operadores quando considerados agindo sobre funções definidas em BR(O), estão incluídos 
na classe de operadores que vamos estudar: 
(i) Laplaciano: a= N- 1, .B =O, 
(ii) p-Laplaciano(1 < p < JV): a= N- 1, p = p- 2, 
(iii) k-Hessiana(1 :S: k < N/2): a= N- k, ,B = k- 1. 
Quando N ~ 3, os respectivos expoentes críticos são: 
2N/(N- 2) e -r= N- 1; pN/(N- p) e 1 = N- 1; N(k + 1)/(N- 2k) e 1 = N- 1. 
Para esse último, veja [69]. 
Em todo este trabalho, estamos interessados somente quando 
a- .B- 1 >O. 
Esta restrição é conhecida como o caso Sobolev. Por exemplo, ao estudarmos soluções 
radiais do problema (1.3) significa que estamos pedindo que a dimensão do espaço seja 
5 
N 2: 3. Note que a restrição acima é mais geral do que pedir N 2: 3. Aqui, embora obtere-
mos resultados relacionados com essa restrição, estamos interessados em soluções radiais 
para problemas que incluem os operadores Laplaciano, p-Laplaciano e k-Hessiana. O 
caso o - f3 - 1 = O é conhecido como o caso Pokhozaev-Trundiger e corresponde ao caso 
(N = 2). Como referências veja [45], [49], [50], [56], [68]. 
Um outro tipo de problemas que abordaremos aqui está relacionado com hipóteses de 
concavidade e convexidade sobre a função f. Mais precisamente, com o problema 
{ 
-6.u = lul 2._2u + À!ul'-2u 
u=O 
em fl, 
sobre éJfl, (1.4) 
onde fl C IRN é um domínio limitado, À um número real e 1 < " < 2. Curiosamente, 
esse problema foi primeiramente estudado para o operador p-Laplaciano, ou seja 
{ 
-6.Pu = lulp·-zu + Alul'-2u 
u=O 
em fl, 
sobre éJfl, (1.5) 
por García e Pera! em [28]. Eles provaram que no caso 1 < " < p < N existe Ao(rl) tal 
que, para O <A< l\.0 (0), existe uma sequência ilimitada de soluções do problema (1.5), 
sendo que pelo menos uma delas é positiva. 
Em seguida Ambrosetti, Brezis e Cerami [3] estudaram o problema (1.4) e mostraram 
que existe uma sequência ilimitada de soluções sendo que pelo menos duas são positivas, 
desde que O < À < À0 para algum À0 > O. 
Depois, García e Pera! em [29], estudaram novamente o problema (1.5) e provaram 
que existe Ao tal que para O < A < i\.0 , o problema (1.5) possui uma segunda solução 
positiva desde que 2N / ( N + 2) < p < 3 e 1 < " < p, ou p 2: 3 e p > " > p* - 2/ (p - 1 ). 
Observe que esse resultado não cobre algums casos, por exemplo, se tomarmos p = 3 e 
N = 4, não temos uma resposta. Eles também estudaram esse mesmo tipo de problema 
para o operador Biharmõnico em [7]. 
Estamos interessados também em estudar esse tipo de problema, para a classe 
{ -(r"lu'l~u')' = r~uqh)-l + h(r, u), em (0, R) u(r) >O, 'd r E (0, R), u(R) =O= u'(O). (1.6) 
Um exemplo que ilustra bem a situação é: h(r, u) = Àr""u'-1, com o ::; CJ < 'I e 
1 < "< !3 + 2. 
Algumas das hipóteses que iremos fazer em todo esse trabalho são as seguintes: 
(H1) j3 > 1 e o- ,B- 1 >O, 
(H2) 'f 2: l >o 1, 
(H3) ';+1>o-!3 1, l+12:o-8-1, 
(H4) l 2: o, 
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(a-'-1Y;3-'-2) (H5) 1<K<.B+2,K<q(a)= ' \ . e o:::;a::;"(, 
o:-;3 1 
(H6) a > o:- 1. 
A parte I do trabalho está organizada do seguinte modo: no Capítulo 2 relembraremos 
algums resultados de imersão para o caso Sobolev, bem como algums Teoremas de regu-
laridade e a desigualdade de Harnack que necessitamos para os operadores (r"luT3+2u')'. 
Relembraremos também a noção de solução fraca e solução integral para esses operadores 
e que cada solução é clássica se valer (H2) e (H6). Como consequência dos Teoremas de 
imersão, definiremos o expoente crítico associado, por 
h+1)(8+2) 
o:-.8-1 
No Capítulo 3 e seção 3.2, obteremos os mesmos resultados obtidos por Brezis e 
Nirenberg [14], mas para os problemas (1.3), desde que a função f : [O, R] x IR ---+ IR 
satisfaça: 
(h) f é mensurável em r, contínua em u e f(r, u) é positiva em algum subintervalo 
I C IR, isto é, f(r, u) > O Vu E I e todo r E (0, R], 
(h) Para cada número real }vf > O, 
(h) f(r, O) =O, e que 
sup {[f(r,u)[} < oo; 
rE(O,R) 
OS:uS:M 
I. f(r,u) _ 0 lm ') - . u~oc uq,r -1 
Suponha que f(r, u) pode ser escrita como 
com 
a( r) E L00 (0, R), 




g(r, u) = o(r'uªh)-l ), u ---+ +oc uniformemente em r . (1.10) 
Além disso, admitiremos que o operador (L- a)(u) = ((-r"lu'IPu')'- a(r)[u[ 8u), possui 





Para o funcional 
\II(u) = -, -1-1R r"'lu'Je+2 dr- - 1-1R r~lulq('Y) dr -1R F(r,u)dr, p + 2 o q(r) o o 
onde F(r, u) =lu f(r, t)dt, demonstraremos: 
Teorema 3.2 Suponha (1. 7}-(1.10} e (1.11} ou (1.12), (H1) - (H4), e além disso, 
que existe algum Vo E XR , Vo ;:o: O sobre (0, R) v0 =/c O, tal que 
(1.13) 
Então, o problema (1.3) possui solução. 
Um passo crucial para demonstrarmos esse Teorema, é a verificação de (1.13), para isso, 
designaremos por m = ~:e;z~", n = e (;3 + 2)s = f!;, então demonstraremos o 
Teorema: 
Teorema 3.8 Suponha que f(r, u) satisfaz (!1)-(!3), (1. 7}-(1.12}, que vale (H1)-(H4), 
e além disso, que exista alguma função f ( u) tal que 
f(r, u) ;:o: r1f(u) ;:o: O q.t.p. , r E w C (0, R), 'lu ;:o: O 
(w é um aberto) e a primitiva F(u) =lu f(t) dt satisfaz 
Então a condição ( 1.13) vale. 
Os casos em que os expoentes satisfazem a inequação 
n l- -(p + 2) + 1 ~o, 
m 
obteremos resultados completos, no sentido de que existe solução para o problema (1.3), 
qualquer que seja f satisfazendo as hipóteses acima. Essa inequação corresponde às 
dimensões N ;:o: 4. 
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A exceção fica por conta do caso 
n 
l- -(5 + 2) + 1 > O. 
m 
Esta desigualdade, corresponde a de dimensão N = 3, para o operador Laplaciano. Os 
resultados nesse caso são: 
com as h i pó teses 
f(r, u) :2: O , q.t.p. , r E w C (0, R) , \lu :2: O (1.14) 
1. f(r, u) 1m , = +oo . uniformemente , r E w , 
u--++oo u/3,3 ' 
(1.15) 
é: 
Corolário 3.15 Suponha que (!1)- (!3), (1.7)-(1.12), (1.14), (1.15) e (H1)- (H4) 
valem. Além disso, que 
1(6 + 1)- (o:- ,5- 1)(!3 + 2) :5: o, 
(5 + 2)(5 + 1)- (o:- .e- 1)(r + 5 + 2- o:) 2: o. 
Então o problema ( 1. 3) possui solução. 
Adicionando as hipóteses: 
. . f(r, u) hm mf 8 , 1 :2: 11 , uniformemente para r E w. u--t+oo U· ' 
onde !) + 1 :5': T :5: !) + 3. 
{ 
f(r, u) = a(r)r1iul 871 + g(r, u. ), com g(r, u) :2: O \lu :2: O, 
. g(r, u) 
hm sup B-'-l = 11· 




Corolário 3.16 Suponha que (!1)-(!3), (1.14) e (1.16) ou (1.17) e (H1)-(H4) valem. 
Então, existe !lo> O, tal que para todo 11 >!lo o problema (1.3) possui solução. 
Como exemplo de funções, temos: f(lxl, u) = a(lxl)u + g(lxl. u), com g(lxl,u) :2: O e 
g(ixl, u) comporta-se como (!lu) no infinito. Nesse caso provaremos que existe !lo > O, 
tal que para todo 11 > !lo o problema (1.4) possui solução. 
Alguns resultados de não existência poderão ser obtidos para essa classe de operadores. 
Veja Observação 3.17. 
Usaremos também uma versão do Teorema do Passo da :Vlontanha sem a condição 
(PS), o qual enunciamos no Capítulo 3. 
9 
No Capítulo 4 demonstraremos que o problema (1.6) possui uma sequência ilimitada 
de soluções, sendo que pelo menos uma delas é positiva. Usaremos a teoria de gênero 
para esse propósito. Esse resultado está contido no Teorema 4.8 
Nas Seções 4.1 e 4.2, usando uma combinação dos resultados de Brezis - Nirenberg 
[14], o Teorema do Passo da Montanha e algumas estimativas, obteremos uma segunda 
solução positiva para o problema (1.6). 
Ainda na Seção 4.2, estendemos os resultados de García-Peral em [29] para o operador 
p-Laplaciano, na forma radial, como no problema (1.6). O nosso resultado engloba o 
resultado obtido em [29]. De fato, mostraremos que dados p e N com (p < N), existe 
um intervalo da forma (a, b) C (1,p) com q E (a, b), podendo ser a = 1 e b = p(veja 
pag.46). Esse resultado, está contido na Observação 4.12. Ele só foi possível devido 
a uma estimativa que consta no Apêndice A(veja Observação A.l). Na Subseção 4.2.1 
obtivemos alguns novos resultados de não existência de soluções para essa classe de 
operadores. Por exemplo, o Corolário: 
Corolário 4.13 Suponha que sejam válidas as hipóteses (3.4) e (3. 7}, ou (3.8), (Hl)-
(H5) e f(r,u) satisfaz (!1), (!2), (!3), (4.39) e (4-42). Então, se 
n 
a+ 1- -(p + 2) >O, 
m 
existe f.L' > O tal que para cada O< f.L :'::: f.L', as soluções do problema (4.1) verificam 
max.{u(r)} :'::: 1. 
rE[O,Rj 
(1.18) 
Assegura a não existência de soluções no caso crítico. Par ser um pouco mais preciso, este 
Corolário nos diz que, se existir solução u do problema (1.6), então maxrE[O,RJ{u(r)} :'::: 1. 
Veja Observação 4.4 
Na Seção 4.4, estudamos algumas questões relacionadas com o valor máximo que 
podemos tomar para a constante A 0 , como mencionamos acima nos problema (1.4) e 
(1.5). Definimos 
e 
A= sup {,\>O lsuph(t) >O, 
tE IR 
Provamos o seguinte resultado: 
Teorema 4.15 
e O> inf i[)(u) >- (-1-- - 1-) S(7+1)/(~+$-a+2)} 
uEXR .8 + 2 q(t) 
(i) Temos que O < A < oo, ou seja, é finita. 
(i i) Existe uma solução fraca para À = A. 
Nos Apêndices A e B, provamos algumas estimativas e desigualdades que usamos 
neste trabalho. 
Neste trabalho haverá poucas restrições nos expoentes para uma grande classe de 
operadores que podem ser colocado na forma aqui estudada. 
Capítulo 2 
Imersões, Regularidade e Algumas 
Definições 
Começaremos construindo os espaços que iremos trabalhar. Para O < R < oo, a > O 
e ,B > -1, seja Xn o conjunto das funções absolutamente contínuas u: (0, R] -----+IR tais 
que u(R) =O e 1R r"!u'(r)!p-,-2 dr < oo. 
Agora, vamos definir uma norma sobre o espaço Xn de modo que ele será um espaço de 
Banach. Designaremos por: 
liuii 8+2 -1R r'"'u'(r)'1il+2 dr I IXR- I · 
o 
Seja q 2: 1 e r > O. Seja R tal que O < R < oo. Denotaremos por L~ = L~(O, R) o 
espaço de Banach das funções Lebesgue mensuráveis u : (0, R] -----+ IR tais que 
Associado com cada espaço Xn e cada peso "i definiremos o expoente crítico 
(1+1)($+2) 
q(!) = B 1 ' a-,' - (2.1) 
segundo a hipótese que a - p - 1 > O. Estas hipóteses estão em conformidade com o 
seguinte resultado que aparece em Kufner-Opic [40]. 
Proposição 2.1 Seja u : (0, R] -----+ IR uma função absolutamente contínua. Se u(R) = 
O e 
(i) para 1 :::; .B + 2 :::; q < oc temos: 
11 
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q q(3+1) (1) a > 3 + 1 ~r > a-- - ' - 1 ou 
J I- 8+2 ,3+2 J 
(2) a::; ,3+ 1, ~~ > -1, 
(ii) para 1::; q < 3 + 2 < oo temos: 
(1) a > 3 + 1 "I> a-ª-- q((3 + 1) - 1. ou 
,, 3+2 (3+2 . 
(2) a::; .3+ 1, í > -1, 
então 
Observação 2.2 Os resultados acima mostram que a imersão XR C L~ é contínua se 
q ::; q(í) e a- (3- 1 > O. Usando um argumento do tipo Arzelá-AscoÚ, temos que as 
imersões são compactas se q < q*. 
Definiremos por 
a constante ótima das imersões acima mencionadas. Essa constante possui algumas pro· 
priedades as quais já são bem conhecidas, para isso, veja [18]. Por exemplo, a igualdade 
acima é verificada pelas funções 
• ( ) • s( n n)-lfm a-3-1 
U, r = CE E +r , S = (B-r 1)(Jl: 2)' (2.2) 
onde 
{ 
ê = [(<>-3-1)1'+1(o- .1. 1)1(<>-3-1)/((;5+2)(8+1+2-a)) 
;3+1 f ' .l J 
_ 1'+8+2-a: _ ~t-:-,8...:...2-a 
m - " fJ 1 , n - .B+l . 
(2.3) 
Cma função u E XR é uma solução fraca de (1.3), se e somente se 
1R r"'1u'! 8 u'v' dr = 1R {r'uqb)-lv + f(r, u)v} dr \f v E XR. 
C ma função u E XR é uma solução integral de (1.3) se 
-r"iu'(r)!Bu'(r) = 1' {s''uª(')-l(s) + f(s, u(s))} ds para TE [0, R]. 
Para assegurar a desigualdade estrita em (1.3), isto é, u > O, usaremos os seguintes Lemas 
que foram provados em [18] para a seguinte equação mais geral: 
{ -(r"lu'(r)i
3u'(r) = r0 ](r, u) 
u'(O) = u(R) =O, 
em (O,R), (2.4) 
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onde f: [O, +oo) x IR--+ IR é contínua e 
Jf(r, u)j ::; cjujq-1 +c para qualquer u E IR, O:=; r:=; R, (2.5) 
com q satisfazendo a condição 
(3 (()) (()+1)((3+2) +2::;q::;q = (3 1 , 
a- -
(2.6) 
e c> O. 
Lema 2.3 Suponha que as condições (2.5) e (2.6) sejam válidas. Uma função u E XR é 
uma solução fraca de (2.4), se e somente se ela é uma solução integral. 
Seja Ç(t) = jtj1/CB+1l-1t, tE IR. Essa função é a inversa da função t >----+ jtj~'t. Então, 
pela definição de solução integral obtemos 
onde 
-u'(r) = Ç(g(r)) 
1 r -
g(r)=r"}o {s 8 f(s,u(s))ds. 
Obviamente, g é contínua e diferenciável em (0, R]. 
Lema 2.4 Se () 2 a- 1, então a função g é diferenciável em r = O. Além disso, se 
()>a- 1 então g(O) =O, e se()= a 1 então g(O) = j(O, u(O))/a. Consequentemente, 
se()> a- 1 então u' é contínua em [O,R} e u'(O) =O. 
Esses Lemas nos garantem regularidade da solução fraca em geral até C1·"[0, R]. O 
seguinte Lema nos dá um pouco mais, desde que a derivada tenha sinal definido. 
Lema 2.5 Seja u uma solução fraca do problema (2.!,}. Suponhamos que a função 
u'(r)::; O(ou 2 0), para cada r E [O, R]. Então u E C2 (0,RJnC1·'"[0,R]. 
Prova: Pela definição de solução fraca, temos 
1R r"ju'j•0u'1j!'dr = fo\ 8j(r,u)1j!dr 'i\b E C:;'(O,R). 
Pondo w = r"ju'jilu', temos pela definição de derivada fraca que 
w' = r8 f( r, u) q.t.p em (0, R]. 
Desde que u E C 1·'"[0, R] o resultado segue. 
• 
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Observe que esses Lemas não asseguram a positividade da solução u dos problemas 
(1.3), ou (1.6). Para isso, usaremos uma desigualdade do tipo Harnack, provada pri-
meiramente por Serrin em [63] e, posteriormente Trundiger em [68] generalizou esse 
resultado. Assim, obteremos que u > O sobre [O, R]. Comentaremos um pouco mais a 
versão apresentada por Trundiger. Seja u uma solução fraca de 
( a(r, u, u') )' + b(r, u, u') = O, (2. 7) 
isto é, se u verifica 
1R { a(r, u, u')v' + b(r, u, u')v} dr =O, V v E XR, (2.8) 
onde os operadores a e b satisfazem o seguinte: 
Para todo M < oo e para todo (r, u, w) E (0, R) x ( -1\11, 1vf) x IR as condições 
ja(r,u,w)l :S: aalwlc-1 + ja1 (r)ujc- 1 + (a3(r))c-1 , 
w · a(r, u, w) 2: lwlc- ja2(r)ujc- (a4(r))c, 
jb(r,u,w)j :S: balwlc + b1(r)jwjc-l + (b2(r))cjujc- 1 + (b3(r))c, 
valem, onde c > 1, a0 , b0 são constantes, a;(r), b;(r) são funções não-negativa e men-
suráveis. Defina para p > O, o intervalo 
I(p) = (0, p]. 
Então, Trundinger em [68] provou o seguinte: 
Lema 2.6 Seja u(r) uma solução fraca de (2. 1) em um intervalo I = 1(3p) C (0, R) 
com O ::; u < 1vf. Então 
maxu(r)::; Cminu(r), 
I(p) I(p) 
onde C= C(c,a0 ,b0 ,1'V1,p). 
Capítulo 3 
Problemas Críticos 
Este capítulo será dedicado a provar a existência de soluções para o problema 
{ 
-(r"'ju'l 3u')' = r~uq(~)-I + f(r,u), 
u(r) >O, 'c/ r E (0, R), 
onde O< R< oo, e f: (0, R) x [0, +oo) -+IR. 
r E (0, R) 
u(R) =O= u'(O) 
Soluções do problema (3.1) correspondem a pontos críticos do funcional 
1R 1 . 1 IJI(u) = {-,-r"'lu'I1J.t. 2 - -. r'lulª(~) o fh· 2 q(:) F(r,u)} ,u E XR, 
onde F(r, u) = fou f(r, t)dt ,para r E (0, R). Isto será feito do seguinte modo: 
(3.1) 
(3.2) 
Iremos verificar que funcional associado ao problema (3.1) satisfaz a geometria do 
Teorema do Passo da Montanha sem a condição (PS), e admitindo uma certa estimativa 
sobre o funcional, mostraremos também que existe solução. 
Na seção seguinte iremos verificar em que situações vale esta estimativa. 
Comecemos então supondo que a função f : [O, R] x IR -+ IR satisfaça: 
(h) f é mensurável em r, contínua em u, e f(r, u) é positiva em algum subintervalo 
I C IR, isto é, f(r, u) >O, 'c/u E I e todo r E [O, R], 
(h) Para cada número real M > O, 
(h) f(r, O) =O, e que 
sup {if(r,u)l} < CXJ; 
rE(D,R) 
os;us;_Af 
I. f(r, u) -O !fi (. - . 
u-?oo uq ~r;~l 
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3.1 Uma ferramenta geral 




g(r, u) = o(r1ufl+l ), u--+ o+ uniformemente em r , (3.5) 
g(r, u) = o(r'uq('1)-l ), u--+ +x uniformemente em r. (3.6) 
Além disso, admitiremos que o operador (L- a)(u) = (-r"\u'\"u')'- a(r)\ul!3u, possui o 
primeiro autovalor positivo, isto é, 
ou equivalentemente, 
1R(r"'kp'',fl+2 - r1a(r)\<PI!l+2 )dr ~e' foR r"I<P'i 8+2 dr ,Vc;i> E XR ,e'> o. (3.8) 
A conhecida condição ( P S)c, diz que: 
Seja iJ) E C1 (XR, IR) um funcional e, { un} C XR uma sequência tal que 
Então existe uma subsequência { Unj} C { un}, que converge fortemente em XR· Veremos 
que a hipótese (3.8) nos dá a geometria do passo da montanha, aliás, como em [11], ou 
[14], usaremos a seguinte versão do Teorema do Passo da Montanha, mas sem a condição 
(PS)c. 
Teorema 3.1 Seja iJ) um funcional C 1 sobre um espaço de Banach E . Suponha que 
existe uma vizinhança U de O em E e uma constante p tal que ijj( u) ~ p para cada u no 
bordo deU, 
Pondo 
<li(O) < p e <li( v) < p para algum v !f. U. 
c = in f max <li ( w) ~ p 
PEP wEP 
onde P denota a classe de caminhos contínuos ligando O a v. 
Então existe uma sequência ( uk) em E tal que 
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Para a prova, veja [11], ou, proceda por argumento de contradição e, neste caso a prova 
segue-se igual a do Teorema do Passo da Montanha de Rabinowitz [60]. 
Definiremos 
f(r, u) =O, para r E (0, R), u ::; O, 
e sua primitiva 
F(r, u) = 1u f(r, t)dt , para r E (0, R). 
O principal resultado é: 
Teorema 3.2 Suponha (3.3)-(3.6) e (3. 7) ou (3.8), (Hl) - (H4), e além disso, que 
existe algum Vo E XR , Vo 2: O sobre (0, R) v 0 'tO, tal que 
1 
sup 'l'(tvo) < (-
13
-
t?-O ' + 2 




Usando (!1)-(!3), (3.3) e (3.6), podemos fixar uma constante 112: O, suficientemente 
grande de modo que 
(3.10) 
Vamos definir 
( ) - { r I '1~+2 • r ' 1!3+2 r. ( )qb) F( . ) r ( )il+2} 1R a I ~ l <Pu- 0 .B+ 2 u 'B+ 2 f.11U -q(!)u+ - r,u+-!3+ 2 f.1u+ , 
(3.11) 
u E XR. Claramente, <l? E C 1(XR; IR). 
Para demonstrarmos o Teorema 3.2, necessitamos primeiramente, verificarmos as 
hipóteses do Teorema 3.1. Isto será feito em duas afirmações. 
Afirmação 3.3 Existe uma vizinhança U de O em XR e uma constante p > O, tal que 
<J?(u) 2: p, para cada u no bordo deU. 
Prova: Por (3.5), temos que para cada E> O, existe um 6 > O tal que 
g(r, u) ::; Er1u3+l , q.t.p. r E (0, R), e V O ::; u ::; o 
assim, por (3.6) obtemos 
g(r, u) ::; a 1u13+l + Cr~uq(7)-l , q.t.p. r E (0, R), e V u 2: O 
e alguma constante C( dependendo somente de E). Portanto, temos 
r 1 . r 1 . Cr7 F(r. u) < --a(r)u3~2 + --Eu3 .,.2 + --uqb). 
. - .8+2 !3+2 q(r) . 
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q.t.p., r E (0, R), 'du :2: O. Então, encontramos para toda u E XR 
<I>(u) = 
Usando (3.8) e o fato de que 1R -. r" lu'j 8+2 = -. -1-{1R r"'lu' 1/3+2 + 1R r" lu' 16+2 }: 
B+ ') P..t-2 + -. . o ' ""' jJ ' o o 
concluímos que( E pequeno) 
<I>(u):::: rw-_. r" lu'l/3+2 - -. rl E(u+) 3+2 - - 1-_ (Cr7 +r')(u+)q(')} lo B + 2 B + 2 q("r) 
> r{e'~lu'l8+2- .r/3+2 EC(R)Iu'IB+2- (Cr' +r'!) lulqb)} lo fJ+2 ' 8+2 q(í) 
> c 11 118+2 c I' 1lq(";) > c 11 11·8+2 c 11 llq(-y) w v o u IXR - liiU: Lq(r) - o u XR - 1 u XR) vu E f'l·R· 
Daí, existem p > O eU uma bola suficientemente pequena em XR satisfazendo a condição 
da Afirmação 3.3. 
Para esse mesmo raio p > O, temos: 
Afirmação 3.4 <I>(O) < p e <I>( v)< p, para algum v rf. U. 
Prova: Por (!3), para qualquer u E XR, u ;::: O, u !c O, temos 
F(r, u+) = o(r'u+ q(-y)) = r7 o(u+ q("!)) , u---+ +oc , uniformemente em r E (0, R); 
isto é, 
• 
<I>(u) = {-r-iu'l 3+2 +_r -f.Liul!l+2 - _r_(u+)qb)- Er'(u · )q(.,)- _r -f.L(u · )13+2} 1R a l "I l o fJ+2 fJ+2 q("r) .. T .B+2 T 
(quando u ---+ +oc) então, 
lim <I>(tu) = -oc . 
t----t+oo 
Assim, existe v satisfazendo <I>( v) < p, tal que v rf. U. 
• 
3.1. UMA FERR4.MENTA GERAL 19 
Lema 3.5 Sob as hipóteses do Teorema 3.2, toda sequência (uk) C XR tal que 
1>(uk)--+ c< 1 - - 1-)sb+l)/(-r-cil-2+"l, 1>'(uk)--+ O em (XR)* é limitada. 
,3 + 2 qb) 
Prova: Sob as hipótese do Teorema 3.2, temos que existe um v0 E XR, v0 ~ O v0 'f= O, 
tal que 
1 1 +1 
sup'll(tv0 ) < (--- --)Ss+o+' o. 
t?:O P + 2 qb) 
Observe que, se fixarmos v = t 0v0 , t 0 > O suficientmente grande, de modo que v f/. U e 
1>(v)::; O. Segue-se de (3.9) e (3.11) que 
1 1 ,+1 
sup1>(tv) < (--- -)SH~ 2+" (3.12) 
t?:O ,8+2 q("!) 
Defina 
c= inf max1>(w) > p em XR 
PEP wEP - (3.13) 
onde P denota a classe dos caminhos contínuos ligando O a v, e portanto temos 
1 1 +1 
C < (-- - --)S S+, 2+a . /3+2 q(r) (3.14) 
Aplicando o Teorema do Passo da Montanha que nos referimos no início, obtemos uma 
sequência (uk) em XR, tal que 1>(uk) --+c e 1>'(uk) --+O em (XR)'; isto é, 
e 
( -r"iu~l 5u~)' + w 1lukl 8uk- r'(uk,+)q(-y)-l- f(r, Uk,+)- w 1(uk,+)f3+l = (k (3.16) 
com (k--+ O em (XR)*(dual de XR)· 
Concluiremos que 
llukllxn :S C . (3.17) 
De fato, multiplicando (3.16) por uk, obtemos 
foR {r"'lu~lil+2 + J.LT"1iukiB+2- r'(uk,+)q(-y)- f(r, Uk,+)uk,+- J.LT"1(uk,.;-)8+2 } = ((ko Uk) 
(3.18) 
Tomando (3.15)- (il~2l ·(3.18), temos 
' 1 'Y { l 1R 1R 1 -'--- T'U...~-q\r,_ Fru, --- ru -u, (M2 q(.,J) 0 ( k, ) 0 { (, k,-,-) B + 2!(, k,_,.) k,_,.} 
=c+ o(1) - 8~2 ((k, uk) 
20 CAPÍTULO 3. PROBLEMAS CRÍTICOS 
ou, 
(_1_ - _1_) 1R r'(uk ~)qb) < ~+2 q(7) • ' -
o 
De (3.4) e de (f1)- (h), obtemos 
(3.19) 
lf(r, u)l:::; r'EUq("!)-1 + Cr1 , q.t.p. r E (0, R) ,lfu ?':O. (3.20) 
Assim, 
IF(r,u)l:::; fc~JEUq(7) +Cr1u ,q.t.p. r E (O, R) ,lfu ?':O. (3.21) 
De (3.19)-(3.21), deduzimos que 
(_1_ - _1_) 1R r-i(uk . )q(-r) < 
.5+2 q\7) o ,-c -
1R r'(uk,+)q(-y) :::; C 1R r1(uk,.;-) dr +C+ CllukllxR 
0 R R 
< C(1 r"s)1fs(1 rllukl5+2)1/(8+2) +C+ CllukllxR 
< C+ Cl!ukllxR" 
Combinando (3.15), (3.21) e (3.22), ternos 




Lema 3.6 A sequência obtida no Lema 3.5 converge para uma solução u ?: O do problema 
(3.1). 
Prova: Extraindo urna subsequência a qual denotaremos por uk (do Lema anterior), de 
modo que 
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(i) uk --"- u em XR, 
~+2 (ii) Uk---+ u em L 1 · (0, R), 
(iii) uk--+u q.t.p. sobre (0, R), 
(iv) r~(uk,+)q('y)- 1 --"- r'uª(~)- 1 em (XR)', 
Veja [22], para demonstrações de (i)- (iv). Para o caso (vi), veja [9]. Assim, demons-
traremos apenas (v). Vamos admitir pelo momento que vale (v). Passando o limite em 
(3.16), obtemos 
-(r"ju'!~u')' + .ur1lu!i3u- r7 (u+)q(-'()- 1 - f(r,u+)- .ur1(u+)i3+1 =O (3.24) 
em (XR)', donde ué solução fraca. De (3.10), temos 
-(r"lu'li3u')' + w 1luiilu:::: o. 
Desde que f(r, O)= O, então f(r, u+)u_ =O. Assim, 
Portanto, 
u 2: O sobre (0, R). 
• 
Verificação de (v): Considere o funcional cPk(v) = 1R f(r, uk,+)v, onde v E XR· De 
(3.20), temos que 
cPk(v) = 1R J(r,uk,+)v:::; lR(a~u%::- 1 ) +Cr1)lvl 
O R O R R 
:::; E(1 r-ru%:~)(q(-r)-1)/q(7)(1 r'lvlq(-'())1/q(-r) + C(R) 1 rllvlª(l))l/q(l) 
:S (EC+ C)jiviiXw 
Assim, cPk é um funcional limitado. Então, 
'I . 'I I <Pk I (XR)' = sup lc/Jdv)l. 
i!vi:xR=l 
'VEXn 
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Assim, tomando <i>( v)= 1R f(r, u7 )v e pondo 
~k(v) = <i>k(v)- <i>( v)= 1R(f(r,uk,+)- f(r,u7 ))v, 
temos 
De fato, pois 
11R{f(r,uk,+)- f(r,u+)}vl::; 1R if(r,uk,+)- f(r,u)llvl (3.25) 
Desde que uk --+ u q.t.p. sobre (0, R), temos uk,+ --+ u+ q.t.p. sobre (O, R). Assim, 
dado E> O :J ko E IN, tal que para cada k 2: k0 , lf(r, uk,+)- f(r, u)l <E uniformemente 
para r E (0, R). Tomando v = r~w para w E XR em (3.25), teremos 
1R lf(r,uk,+)- f(r,u7 )ilvl::; E 1R r~iw!::; EC(R)(1R r~lwlª(~))l/q(-y) 
• 
Lema 3. 7 A solução obtida no Lema 3. 6 é estritamente positiva, isto é, u > O sobre 
(0, R). 
Prova: Primeiramente verificaremos que u é não trivial. Suponhamos por absurdo que 
u é identicamente nula. Concluiremos que 
1R f(r, uk,+)uk,+ --+O, quando k-+ +x, 
1R F(r, Uk.+) --+ O quando k-+ +x, 
De fato, de (3.20) e (3.21) deduzimos que 
11R f(r, uk,+)uk,+l ::; E 1R r-1(uk,-c)ªh) +C 1R r 1nk,+ 
11R F(r, uk,+)l ::; (:) 1R r~(uk,+)ªH +C 1R r1uk,+ 





Desdequeuk é limitada em Lf1l(o,R) e uk--+ OemLf+2 (0,R)(a::; l::; "(-j)(l+j = 1), 
obtemos (3.26) e (3.27). Extraindo outra subsequência, podemos supor de (3.15) que 
1R r"lu~!;J-'- 2 --+ s0 quando k--+ +oo, (3.30) 
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para alguma constante s0 2: O. Passando o limite em (3.18), obtemos 
so- lim {R r~(uk+)q(·r) =O 
k--++oo}o , 
Voltando a (3.15) temos 
so so 
-----=c. p+2 q(J) 
Se s0 =O, já obtemos uma contradição com (3.13). Em outras palavras, temos 
foR r"'lu~lf+2 2: 5(1R r"luklq(1'))($+2)jq(..,) 2: 5(1R r"luk.+lq(-y))($+2)/q('r) 
Usando (3.30)-(3.32), encontramos 




s > Ss(S+2)/q(·r) 
o- o 
1-~ 
s0 q(o) 2: S (so > 0), 
1 - _1_)Sh+l)/(1'+f-a+2) 





O que é uma contradição com (3.14). Assim, u t O. Pelos Lemas 2.3-2.6 mencionados 
inicialmente, segue-se que u > O. 
• 
3.2 Verificação da Hipótese Crucial do Teorema (3.2) 
Nesta seção, daremos uma ferramenta que nos ajudará a verificar (3.9), a qual está 
contida no seguinte Teorema. 
Teorema 3.8 Suponhamos que f(r, u) satisfaz (!1)- (!3), (3.3)-(3.8), que vale (Hl)-
(H4), e além disso, que exista alguma função f(u) tal que 
f(r, u) 2: r1f(u) 2: O q.t.p. r E w C (0, R), \lu 2: O (3.34) 
(w é um aberto) e a primitiva F(u) = 1u f(t)dt satisfaz 
1C
1 esm-n 
limé+l-s(!l+2l F[(--) 1imW dt = +oo. 
c-+0 0 1 + tn 
(3.35) 
Então a condição ( 3. 9) vale. 
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Dividiremos a prova desse Teorema em uma série de Lemas. 
Lema 3.9 Existe uma famz?ia de funções (v,)00 C XR, tais que 
sup <I>(tv,) = <I>(t,v,). 
t2:0 
Além disso, a famz?ia (t,),>o C IR+ é limitada. 
Prova: Seja cjJ E C00 ([0, R)) tal que 
cjJ(r) = { 
O :S cjJ(r) :S 1, O< r< R. Defina 
1, em [0, Ro), 
O, em [2R0 , R). 
u,(r) = cjJ(r)u,(r) 
onde u,(r) = êj(En + rn)lfm(veja (2.3) para a expressão de ê) e 




Concluiremos o Lema para essa família v, e para E > O pequeno. Por estimativas que 
constam no Apêndice (A), temos que 
1R r"jv;j$+2 dr = So ;+; o + 0(Es(3+2l) 
se r; < O, 
se r; = O, 
se r; > O. 
(3.38) 
(3.39) 
onde r;= l- [;;(.3 + 2) + 1. Observe que por (H2), l + 8- o+ 2 >O, além disso, se r;= O 
temos que s(3 + 2) > 1. Pondo X,= 1R r"lv;j$+2 dr temos 
"'( ) t(:3+2l v tqh) 1R F( ) 
-.: tv, = .B+2 ""' - q(1) -
0 
r, tv, dr . (3.40) 
Pela hipótese (3.34), temos 
<I>(tv ) < tCB+2l X _ t'ht 
E - ,8+2 E q(!') 1 (3.41) 
assim, lim <I>(tv,) = -ex;. Portanto, sup <I>(tv,) é atingido em algum t, > O(se t, = 
t............:,;x t20 
O= sup <I>(tv,) = O não existe nada a provar). Agora, para provar a segunda parte do 
t;:::o 
Lema, basta observar que a derivada da função t c---+ <I>(tv,) se anula em t = t" isto é, 
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t;ll+l) X,- t't(~)-l -1R r1f(r, t,v,)v, =O (3.42) 
Novamente, pela hipótese (3.34) 
t;B+l) X, - t'tb)-l ?:: o, (3.43) 
ou, 
t < xl/(q(~J-(;3+2)) 
(- ' 
Lema 3.10 A famz1ia (t,),>o do Lema 3.9 satisfaz 
quando E --+O. 
Prova: De fato, por (3.42) temos 
Assim, é suficiente verificar que 
(E--+ O) 
Usando (3.3)-(3.6) e (12), vimos que para todo 6 >O, existe C > O tal que 






Pelas estimativas (3.38) e (3.39)(veja apêndice A), temos o resultado; isto é, (3.46) e 
portanto (3.45). 
• 
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Lema 3.11 Suponha (3.35). Seja O< A < +oo. Então 
. • , '1Ro E' hm cs(B-r2) r1 F(A . ' ) dr = +x 
e~O O (En + rn)lJm (3.47) 
Prova: Fazendo a mudança de variável t = ~~ observamos que 
lim Ê-l+l-s(3+2) 1R F( Esm-n )tl dt 
·o 1'tn' r:.--+ O I 
isto é, (3.48) é o mesmo que (3.35). Assim, prosseguiremos como acima. 
1R0c
1 1c1 1Roc 1 Se R0 2: 1, de (3.48) temos = + . Assim, (3.48) é equivalente a 
o o {-1 
(3.35). Portanto, (3.47) segue. 





Z, = El+l-s(3+2) {'-1 F(A( Esm-: )lfm)tl dt 
j Roc' (1 T t ) 
1 1 1 
-:---- < -- < -=:-c;-;---c 1+cn 1+tn (RoE 1)n+1. 
-1 
IZ,I :S E1+ 1-s(p+2) {' F(O(E'))t1 dt = CE21+2 -s($~2)F(O(E')). J R0€-1 
21 + 2- s(p + 2) = (l + 1) + (l + 1)- ("3!~ 1 ) (H3) 2: (I+ 1) +(o:- ;3- 1)- ~,.:c.L 
= (l + 1) + (o: - ;3 - 1) s! 1 > O 
Portanto, IZ,I é limitada quando E ---+O. 
Como (Ro < 1), 1Roc' = 1'_,- f'_, , e (3.48) é equivalente a (3.35). 
O O JR0c1 
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• 
Com o seguinte Lema, concluiremos a prova do Teorema 3.8. 
Lema 3.12 Para a famüia (v,),>o C XR do Lema 3.9, temos que 
Y; = sup<!>(tv,) = <P(t,v,) < (-1-- -1-)sb+l)/(il+~+2-a). 
t2:0 .8+2 qb) 
P C b d f - ( 1(s+'> X ,,eo>) • b rova: omecemos o servan o que a unçao t >-----+ /3+2 , - q(~) e crescente so re 
o intervalo [O, xJf(qb)-(il+2ll]. Isso é uma consequência de (3.43). Portanto, temos por 
(3.44) que 
Y;= t(/3+Z) r tq(r) 1R . ~)(, ~- F(r, t,v,) 
O R 
< _l_xCB+2J/(q(,J-Cil+2JJ x __ 1_xqbJ/(q(~J-UJ+2JJ -1 F(r. t v ) 
P+2 é E q(r) € o ' € E 
( - 1- - +)Xº(~)/(q(,)-(!3+2)) -1R F(r. t v ) . f3+2 ql_í') E ' E E 
o 
(3.49) 
Usando (3.38), obtemos 
"'+1 rqh)-(;3+2)] q("r) t: s; (-1- __ 1_){5&+'1'+2 al qhJ }qhl \8+25+ 
!1+2 qb) R 
+0(Es(tl~2l)-1 F(r, t,v,) (3.50) 
O R 
- ( 1 -1-)SB+o~; " + 0(Es(!3+2l) -1 F(r t V ) 
- P+2 qt"i) , € € \ o 
Agora, pela escolha das funções u, v, e das estimativas sobre elas para E > O pequeno, 
resulta 
onde 
1R (H;p) 0 F(r, t,v,) dr 2: 
Sº< ~l/c q(' l-Cil+2ll 
----=
0
,_-- ::; A < +oo. 
(3.51) 
(3.52) 
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Isso é uma consequência do Lema 3.10. De (3.50) 
y: < (-l-
E- .8+2 
Pelo Lema 3.11 e (3.53), resulta que 
}~ < (!"~2 _!_) Sb+ I) í(!'l+·r+2-a) q( 'Y) 
(3.53) 
(3.54) 
para E > O pequeno. De fato, de (3.47) existem constantes Eo > O eM= M(Eo) > O, tais 
que 
1Ro s l . E • s(B+2) r F( A.( )Ií ) dr ::0: A1E · , O< E< Eo . O En + rn m (3.55) 
Podemos escolher M(Eo) de modo que 0(Es(il+2l)- A1E'U3+2) <O. 
• 
3.3 Verificação da Hipótese Crucial do Teorema (3.8) 
::\o Lema 3.10, utilizamos as estimativas (3.39). Observe que elas foram fundamentais 
na prova do Lema 3.11. De fato, a constante A do Lema 3.11 é a mesma que aparece 
no Lema 3.12, a qual depende das estimativas (3.39). Então, devemos verificar em que 
condições existe a constante A do Lema 3.11, ou, o que é o mesmo, verificar quando vale 
(3.35) para essas estimativas. Assim, vamos considerar separadamente os casos de (3.39). 
O caso l- ;,(.B + 2) + 1 <O (77 <O) 
Para os operadores Laplaciano, p-Laplaciano e k-Hessiana respectivamente, esse caso 
corresponde a dizer que a dimensão do espaço e maior do que 5, isto é, N ::0: 5; N > p2 ; 
k > 1 e N ::0: 3. Seja 
f(r, u) ::0: O , q.t.p. r E w C (0, R) , vu ::0: O , 
f(r, u) ::0: p,r1 , q.t.p. r E c-: , vu E I , 
(3.56) 
(3.57) 
onde w é algum subconjunto aberto e I C (O, +oo) é algum intervalo aberto e f.1 > O uma 
constante. 
Por exemplo, a função f(r, u) = r 1f(u) = r 1Ãiul 8u, O< À < À1, ou f(r, u) = r 1f(u) tal 
, . f(u) 
que f(O) =O, O :S f (O) < À1 e llm (· _1 =O. u~+x uq f) 
Corolário 3.13 Suponha (!1)- (!3), (3.3)-(3.8), (3.56), (3.57), (Hl)- (H4). Então 
o problema (3.1) possui solução. 
3.3. VERIFICAÇi,O DA HIPÓTESE CRUCIAL DO TEORElviA. (3.8) 
Prova: Aplicando (3.56) e (3.57), vemos que 
Assim, temos que 
F(u):?: e> O, Vu 2: B 
para algumas constantes e >O e B >O. 
Verificação de (3.35). Temos 
r 1 Ff( Esm-n )11m] > r 1e Vt. desde que ém-n > Em 
l 1 + tn - ' · 1 + tn -
. I n < c>m-n < ;:sm-n (€sm-n )1/n A • em part1cu ar, t _ !F'- 1 _ !F' => t ::; !F' . J·,ss1m, 
é+l-s(;J-i-2) {'-1 F[( Esm-n )lfm1tl dt > eEZ-s(~+2) {B -nm ,l,'i/'-11 tl dt 
lo 1 + tn 1 - lo o m o 
l+l-s(~+2)+(s-- 1)(1 + 1) 
=CE n . 
Como estamos supondo 
n 
l- -(;3 + 2) + 1 <o' 
m 
temos 
l + 1 - s(p + 2) + ls'Il + s'Il - l - 1 = 
n ' n 
= s(l'f!:- (;3 + 2) +'f!) <O 
Portanto, o lado direito acima tende para +oo quando E --+ O. 
O caso l- ;;;(;3 + 2) + 1 = O(ry = 0). 
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Para os operadores Laplaciano e p-Laplaciano respectivamente, esse caso corresponde 
a dizer que a dimensão do espaço é igual a 4, isto é, N = 4 e N = p 2 . A k-Hessiana, não 
pode ser incluída nesse caso. 
Suponhamos além disso, que 
f(r, u) 2: O, q.t.p. r E v.; C (0, R) , Vu 2: O. (3.58) 
juntamente com uma das seguintes condições: 
f(r, u) 2: f.J.r1u(íl+l) , q.t.p. r E v.; C (0, R) , Vu E [0, A] , (3.59) 
ou, 
f(r, u) 2: jJ.r1uU3+l) , q.t.p. , r E v.; c (0, R) , Vu E [A, +oo) , (3.60) 
onde f.1. > O e A > O são constantes. 
Por exemplo, f(r,u) = r1f(u) = r1>.!ul 8u, O< À< À1o satisfazem as hipóteses acima. 
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Corolário 3.14 Suponha que (!1)- (!3), {3.3)-(3.8), (3.58), (3.59) ou (3.60) e (H1)-
(H4) valem. Então o problema (3.1) possui solução. 
Prova: Temos 
onde XI é a função característica de I, com I c [0, A], ou I C [A.,+=). Assim, obtemos 
F(u) = ~u(!3+2lx·1 (u) para O < u <A. . (8+2) ' - - . (3.61) 
ou, 
F(u) = (ll~ 2)(ul8+2 ) _.4(1l+Zl)x1 (u), para u?: A.. (3.62) 
Verificação de (3.35) 
No caso (3.61), temos para E> O pequeno que 
ass1m, 
E!+l-,(8+2) Ff( E )1/m;tl dt > J.1 E (E )(;Jc,-2)/mtl dt 1E-l sm-n l+l-s(B-:-2) lt:-
1 
sm-n 
0 l 1 + tn J - CB + 2) A-mjn 10 (son-n)jn 1 + tn 
-1 l 
= cé+l-s(;372)+(sm-n)(!3+2)/m 1' t dt 
(1 -'- tn)!/3+2)/m A-mjnE(.sm-n)/n 1 ' • ' 
/
E-1 tl 
> CE(l+l-,(/3+2)+(,m-n)(;3+2)/m)2-(;J+2)/m . dt 
- A-mfnt:(sm-n)/n 1 + tn(j3+ 2 )/m 
= CE(l+1-s(8+2)+(sm-n)(;3+2)fm) 2( -(i1+2)/m) z-13+2)/m ln(1 + tl+l) 1,-1 • l+l IA-mfnt:\sm-n)jn 
(n- sm) ~ (1- )In(l/e) ~ +oc. 
n 
l'samos que (1 + tn)(!l+Z)/m::; 2(8+2)/m(l + tn(f3+2)fm) e a hipótese T/ =O; isto é, 
z- ;;,ce + 2) = -1, donde 
l + 1- s(p + 2) + (sm- n)(.B + 2)/m = l + 1- n(B + 2)/m- s(p + 2) + s(p + 2) =O, 
e também que 
O 
n- sm sm 1 
< = 1-- < -. 
n n - 2 
Portanto, o lado direito acima é de ordem O(llnEl) ~ +oc, quando E~ O. 
No caso (3.62), se tomarmos u?: (8 + 2) 1/(il+2) A., então 
ulll+2) 
--- A.(;J+2) >o=? 
. 3+2 -
({3+2) _ 4 (3+2) > (;3 + 1) u(8+2) 
u - - (.8 + 2) . 
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Assim, tomando B = ( ~~;) l/(~+2 ) A, se 
sm-n 
1 + tn < B-lEsm-n =)- t < (B-lEsm-n)l/n =)- -"-- > B . 
- - 1+tn-
Observe que smjn- 1 = -((3 + 1)/(8 + 2). Daí, 
1€-1 sm-n 1s-l/n€(sm-n)fn sm-n é+l-s(B+2) Ff(_E __ )lfmt' dt > cé+l-s(~+2) (-E __ )CB+2)fmt' dt o ' 1 + tn - B 1 + tn 2: Cé+l-s(8+2)+(~+2)(sm-n)/m(ln(B-l/nc(íl+l)/(8+2)) -ln(B)) 
2::i lln E I ---+ +oo 
quando E ---t O. 
• 
O caso l- ;);((3 + 2) + 1 > O(ry >O). 
Esse, corresponde ao caso quando N=3 para os operadore Laplaciano, N < p2 para 
o p-Laplaciano e, k 2: 1 e todo N > O para a k-Hessiana. Note que agora podemos 
incluir o caso k = 1. Suponhamos que 
f(r, u) 2: O , q.t.p. r E w C (0, R) , lfu 2: O 
l . f(r. u) . 1m 8_ 3 = +oo , umformemente r E w . U--7"700 U ' 
Por exemplo, f(u) = uq + ..\u3+I, .8 + 3 < q < q('(), satisfaz as hipóteses acima. 
Corolário 3.15 Suponha que (!1) - (!3), (3.3)-(3.8), (3.63), (3.64) e (H1) 
valem. Além disso, que 
1(8+ 1)- (a .8-1)(8+2)::; O, 
((3 + 2) (8 + 1) - (a .8 - 1) (; + 8 + 2 - a) ::; O. 






Prova: Defina f(u) = inf f(r,u), de modo que lim ~~~~ = +oo. Portanto, temos 
rE(.r...' u--7+oo U~-' ' 




-- > A.m (B = A-m). 
1 +tn-
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Temos: 
é+1-s(8+2) Ff( E )1/mlt' dt > wh·l-s(B+2) E t' dt. 
1
€-1 sm-n 1B-1fnE(sm-n)/n (sm-n)(,3+4)/m 
O ' 1 + tn ' - O (1 + tn )W;..4)/m 
Desde que 
k = l + 1- s(;J + 2) + (sm- n)(;J + 4)/m = l + 1- s(;J + 2) 
+s(;J + 2) + 2s- n(B + 4)/m = l + 1- n(;J + 4)/m + 2s, 
de (3.65), l::; (<>~!~ 1 )(;3 + 2) = f*(8 + 2) e n(sm/n -1) = -n(;3 + 1)/(;3 + 2) <O, 
donde · 
n n n k::; 1 + -(;3 + 2)- (6 + 2)- 2- + 2s, 
m m m 
por (3.66), temos que k ::; O. Daí, 
< +oo, 
= +oo. 
Em qualquer caso, temos 
· · i-s(/3+2) . 1/m• i · · k ..L 1
,-l f(sm-n) 1c' tl 
hmmfE F[( ) ji dt ::0: 11hmmfE ( ( )(8 _,_ 411 dt) = , oo. E-+0 0 1 + tn t-+0 0 1 + tn · n m 
1-c-x ti Se k = O e 1 . ) (!3 .. 4• 1 dt < +oo. então desde que " > O é arbitrário. o resultado O \1+tn ~J.m , ,_. , 
segue-se. Assim, temos verificado (3.35). Portanto o problema (3.1) possui solução. 
• 
n 
Analisaremos agora um segundo tipo de resultado ainda no caso 1- -(;3 + 2) + 1 >O. 
m 
Suponhamos que 
f(r, u) ::0: O , q.t.p. r Eu: C (0, R) , Vu :O: O, (3.67) 
para todo /1 > O, existe a" : [0, R] --+ [O, R] contínua e crescente como função de /1; isto 
é, se f.11 < /12 ==?a"' (r) :S aM(r), uniformemente para r E w C (0, R), tal que 
. . J(r, u) hmmf 8_ 1 ::0: a"(r), uniformemente para r E w. u----++oo U , 
onde ;3 + 1 :S r :S ,B + 3. 
{ 
f(r,u) = a(r)r1lul 3 +1 + g(r,u), com g(r,u) ::0: O Vu ::0: O, 
. g(r.u) 
11m sup 8~ 1 = f.l. u----J-0 u, , 
(3.68) 
(3.69) 
3.3. VERIFICil.Ç.4.0 DA. HIPÓTESE CRUCIAL DO TEOREi'viA. (3.8) 33 
Analisemos o seguinte exemplo: f(r, u) = a(r)r1uflu + 11r1juj 8u, f3 + 1 ::; r < f3 + 3, se 
a( r) =O, e r > f3 + 1, estamos nas hipótese (3.3)-(3.6) e assim, f satisfaz as hipóteses 
acima com a,(r) = Jl, com O< 11 < +oo. Porém, se r= f3 + 1 e a( r)= O, não estamos 
nas hipótese (3.5)-(3.6), mas estaremos sempre supondo que a(r) satisfaz as hipóteses 
(3.4), (3.7) ou (3.8). Em qualquer caso, temos: 
Corolário 3.16 Suponha que (!1)-(!3), (3.67).(3.68}, ou (3.69) e (H1)-(H4) valem. 
Então, existe !lo >O, tal que para todo 11 >!lo o problema (3.1} possui solução. 
Prova: Defina f(u) = inf f(r, u), de modo que liminf f(~~;) 2': a"= inf a"(r). Portanto, 
rEw u---H-oo U i.> ' rEw 
existe A > O tal que F(u) > ~u(fl+Z), Vu > A. 
-.8+2 . -
1E-1 . Esm-n . a é+l-s(,8+2) 1B-lfnç_(srn-n)/n E(sm-n)(f3+2)/m é+l-s(/l+Z) Ff(--)lfm1t1 dt > P t1 dt A ' 1 + tn 1 - ,8 + 2 A (1 + tn )(8+2)/m 
s-1/me(sm-n)/n 
= ~El+l-;;;(!3+2) f 1 tl dt 
,3 + 2 }A (1 + tn)(li-'-2)/m · 
s-1/mE(sm-n)jn 
> ~EI+l-;;;(fl+2) f tl-n(í!-+·2)/m dt. 
-.8+2 }A 
_C( t) a" t+l-.!!.(fl+2) {tl+l-n(fl+Z)/m is-llm,<,m-n)/n} 
- cons,. -3--E m '4 ' 
• +2 1· 
onde C é uma constante positiva. Como 
n 
T = l + 1- -(!3 + 2) + (sm- n)(l + 1- n(f3 + 2)/m)/n = 
m 
= s(!f!'(l + 1)- (8 + 2)) >O, 
e como estamos supondo (l + 1) > n(f3 + 2)/m, resulta que T > O. Assim, a integral 
acima pode não divergir. Mas se recordarmos de (3.53), veremos que necessitamos apenas 
mostrar que a seguinte diferença para E > O pequeno, é menor do que zero, isto é: 
0(Es(B+2))- {'-'F[( Esm-n )lfm]tl dt 
}A 1 + tn 
B-1/mf(sm-n)/n l 
< 0(Es(iJ+2)) - ~EI+l-;;;(B+2) f . tl dt <O. 
- {3 + 2 / 4 (1 + tn)(iJ,2)/m 
A última integral do lado direito, como vimos pelos cálculos acima, é de ordem O( Es(IJ+Zl), 
portanto, fazer E --+ O, pode não resultar ( < 0). Assim, escolhendo 11 suficientemente 
grande, teremos que o lado direito acima será negativo(< 0). Em outras palavras, temos 
obtido (3.53); em verdade é o que estamos buscando(veja Lema 3.11). Portando existe 
!lo >O tal que o problema (3.1) possui solução para todo 11 > !lo· 
• 
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Observação 3.17 Se estivermos na situação da hipótese (3. 69 }, note que J.k > O deverá 
ser pequeno. Isso é necessário, para compensar (3.5) e assim, podermos obter os mesmos 
resultados. Usando a identidade de Pokhoiaev, para essa classe de operadores( veja í18}), 




Neste capítulo estudaremos um outro tipo de problema, do qual fizemos alguns co-
mentários na introdução. O nosso objetivo é demonstrar a existência de uma sequência 
ilimitada de soluções que mudam de sinal, para o problema 
{ (r"ju'jilu')' = r7jujªbl-2u + f(r, u), u(r) >O em (O, R) u(R) =O= u'(O), ( 4.1) 
além disso, que existem também pelo menos duas soluções positivas. Vamos supor que a 
função f : [0, R] x IR --+ IR possa ser decomposta como 
f(r, u) = r1a(r)jujilu + g(r, u) , g(r, u) ímpar na variável u, (4.2) 
onde a função a E L00 (0, R) verifica (3.4) e (3.7), ou (3.8) e a função f satisfaz 
(11) f é mensurável em r, contínua em u; 
(12) Para cada número real M > O, 
(13) f(r, O) =O, e que 
sup lf(r, u)l < +oo, 
rE(O,R) 
o:::;u::;M 
lim f(r,u) =O. 
u-+oo uq(7)-1 
Além disso, temos as seguintes hipótese sobre a função F(r,u) = 1R f(r,t)dt: 
(F1) F(r, u +v) 2: F(r, u) + F(r, v), V u, v E XR, u 2: O, v 2: O, 
(F2) F(r, pu) ::?: C p<rulul', V u E XR, q.t.p. sobre (0, R), O< p < 1 e C> O. 
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Mais ainda, 
I. g(r,u) _, < ·\ { (veja Observação (4.2) abaixo) A> O, Im sup ' I 2 - /\ 1 , .f (O R) 
u--+O raiu n- u - un1 ormemente em r E , , (4.3) 
g(r, u) = o(r'\u\ª(·r)-2u) , u ~ +oo, uniformemente em r E (0, R). ( 4.4) 
Estas hipóteses são facilmente verificadas por exemplo para 
Faremos também, a seguinte hipótese adicional sobre os expoentes(veja Proposição 
2.1 ): 
(H5) 1 < K < p + 2, K < q(u) = (o-+ 1)(p + 2) a:<; u :<; í, 
a-p-1 
Como exemplos desses problemas, temos: 
{ 
-t:::.Pu = uP'-l + a(x)uP + Àuª 
u > O em Sl, u = O sobre 
em Sl, 
âst, (4.5) 
com O < q < p- 1 e Sl C JRN um domínio esfericamente simétrico. Com (H5), temos a 
seguinte imersão: 
veja prop.(l.O) em [18]. 
O seguinte Lema nos diz como encontrar uma solução positiva para o problema 4.1 
usando a mesma técnica das Seções anteriores. Porém, ele não funciona para obtermos 
uma segunda solução positiva. 
Lema 4.1 Suponha que sejam válidas as hipóteses (!1), (!2), (!3), (3 .. 4) e (3. 7) ou (3.8), 
(F1), (F2), (H1)- (H5), (4.2)-(4-4) e, que 
1 1R . 1 1R 1R w(u) = -. -. r"\u'\il-2 - -- r'iu\ªbl- F(r, u). p + 2 o q(!) o . o 
Seja { uk} C XR uma sequência tal que 
'-li( uk) ~ c, 
w'(uk) ~ o em XR'· 
Então, se 
c< (-1- __ 1_)S(Hl)/(fl+·r+2-a). 
,6+2 q(í) ' 
o problema (4.1) possui uma solução u E XR· 
37 
Prova: Como na demonstração do Teorema 3.2. 
• 
Agora faremos algumas observações sobre o funcional associado a equação (4.1) 
w(u) = {-r-lu'!·872 - _r_lulq(~)- F(r. u)} dr 1R a 7 o 13+2' q(?)" . , 
para podermos utilizar a teoria de gênero. :\esta primeira parte, mostraremos a existência 
de uma sequência ilimitada de soluções para o problema ( 4.1), e que esta possui pelo 
menos uma solução positiva. A existência dessa primeira solução positiva, será garantida, 
pelo princípio variacional de Ekeland [26]. Sob as hipóteses do Lema 4.1, temos 
lf(r, u)l:::; r1a(r)u6+l + Àr"uK-1 + C(E)r'uqb)- 1 para u 2: O, 
, rl , rt:r r 1 
IF(r, u)j:::; ~a(r)u1h2 + À-uK + C(E)-(-)uq(-y) para u 2: O. 








Observação 4.2 Essa estimativa será crucial na busca da segunda solução positiva. 
Vamos escolher A > O de modo que h possua um máximo positivo para todo O < À < A. 
Tome Ç : JR7 --+ [O, 1], não-crescente e coo, tal que 
Ç(t) = { 1 se, t:::; Ro, 
O se, t 2: R1. (4.8) 
onde O < Ro(À) < R 1 (À) são constantes. Na verdade, vamos escolher Ro e R 1 como sendo 
raízes positivas de h(t), de modo que Ro seja a raíz mais próxima de zero, e R 1 a raiz 
mais longe de zero. Defina 
(4.9) 
Consideraremos o funcional modificado 
1 1R . 1 1R 1R <I>(u) = -. -.- r"luT3~2 -- r'lulqb\p(u)- F (r,u), 
.8-r-2 o q('r) o . o 'P (4.10) 
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sendo que, 
F ( ) =F( '"( ) ) _ { F(r, u) , se l!ullxR S: R 0 , cp r, u r,'~-' u u - O li li . > R 
, Se U XR _ I· 
(4.11) 
Além disso, a função Fcp satisfaz a seguinte estimativa: 
r1 rcr r~( 
IFcp(r, u)l S: -
13
-a(r)iul 11+2 + ..\-!uiK + C(t)-,-__ ) lulq(-t)'P(u). (4.12) 
+ 2 "' q(-1 
Como em (4.7), <I>(u) ?: h(llullxR), onde 
(4.13) 
Note que h= h, se t S: Ro e h(t) = C1t8+2 - ..\C2tK, se t ?: R1. Agora, se necessário, 
escolheremos À> O de modo que h(t) > -(__;_- -1-)Sb+l)/(~+S-<>+2 ) isto é. 
ll-t-2 q\7) ' ' 
<I>(u) > -(-~- __ I_)S(HI)/(~+fl-n+2) 'iu E XR 8+2 q(~) . ( 4.14) 
Assim, temos 
Lema 4.3 (1) <I> E C 1 (B(O, Ro) C XR, IR), 
(2) Se <I>(u) S: O, então llullxR < R0 , e \li(v) = <I>(v), para todo v em uma vizinhança 
deu, 
(3) <I> verifica a condição de Palais-Smale para c E (-(-. 1-- -1-)S(~-'-l)/('Y+B-<>+2) O). ~+2 q(7) J 
Prova: 
(1) Basta observar que <í>(u) = \li(u) e a prova segue-se como em [28]. 
(2) Veja que h(t) S: O somente se t < R0 • 
(3) Seja {uJ} c XR uma sequência tal que <I>(uj) ---7 c e <I>'(uj) ---7 O. Pela escolha de 
c e usando o item (2), temos que { Uj} é uma sequência limitada. Daí, temos para uma 
subsequência que uJ --" u E XR, 
pois f(r,u) é de ordem inferior a uo('t)-1, {uJ} C Lq(~) é limitada e Uj ---7 u q.t.p sobre 
(0, R). Isso se segue como em (3.25). Então 
e 
1R r" r~ <I>(u·) = {--lu'l·8+2 - -lu lo(~)- F(r.u·)} J o P + 2 ]· q(-r) 1' . J =c+o(l) 
(-r"lu'j' 3u')'- r-riu loh)- 2u ·- f(r. u)· = ;-
. J J I ) ' ) ~ ) ~J 
e (j ---:>O em (XR)*. Passando o limite como em (3.24), obtemos 
(4.16) 
( 4.17) 
em (XR)*. Isto é; 
1R {r"fu'f 13+2 - fulq("Y) - f(r, u)u} =O 
Agora, defina Vj = Uj - u. Assim temos 
1
R 1R R 
o r"fujfi3+2 = o r"fu'fil+2 + 1 r"fvjiB+2 + o(1) 
e 
1R r"rlujlq(~) = 1R r"rlulq(~) + 1R r"Yfvjlq('Y) + o(1). 
Combinando (4.16) e (4.17), com (4.19) e (4.20), obtemos: 
<l?(u) + 1R { ___:::_lv'fil+2 - _c_lv lq("Y)} =c+ o(1), 
o j3 + 2 J q(?) J 
1R{r"fu'f13+2 - r~lulq(-r)- J(r,u)u} + 1R{r"fvjl8+2 - r"Yfvjlq("y)} = o(1). 
De (4.18) temos 
1R r"fvjl/3+2 = 1R r~lvjlq(·r) + o(1). 
Então, podemos supor que(para uma subsequência) 







Pela desigualdade de Sobolev, k :?: Sk(/3+2)/q('Y). Assim, temos k = O, ou k :?: SC'Y+l)/(7+13-a+2l; 
o que juntamente com (4.21), (4.22) e (4.14) prova o resultado. De fato, se k >O então 
c > O, pois nesse caso, de ( 4.21) 
-(-1-- _1_)sC-r+l)/(7+i3-a+2) < <l?(u) <c- (-1-- _1_)sC~+l)/("Y+il-a+2). 
;3+2 q(J) - ;3+2 q(J) 
Então c> O Mas isso é impossível uma vez que c E (-(-1-- -1-)SC-r+l)/(~+ll-a+2l O) 
. • ' 13+2 q(~) ' . 
• 
Observação 4.4 No te que a hipótese de que c < O, foi usada somente no final da de· 
monstração do item (3) acima. assim. no caso de O < c < (-1- - -1-)S(~+l)/h+fJ-a+2l. 
. . ;l+2 q("r) . 
pelo que foi feito acima, teremos para o funcional \[r que 
w(u) =c ou. w(u) < c- (-'-- _L)sC'Y+l)/(7+/3-a+2). 
. 8+2 q(~) 
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No segundo caso, vemos que a sequência { Uj} não possui subsequência convergindo forte-
mente; mas isso não tem problema pois nesse caso, W(u) <O. Desde que \{1 é homogêneo, 
u =/c O é uma solução fraca. 
Seja E um espaço de Banach e E a classe de subconjuntos de E - {0}, fechados e 
simétricos com respeito a origem de E. Para A E E, definiremos o gênero r( A) por 
f(A) = rnin{k E 1iV : :J<p E C(A; IRk- {O}), <p(x) = -<p( -x)}. 
Se o mínimo não existe, então definiremos f(A) = +oo. As principais propriedades de 
gênero são: 
Proposição 4.5 Sejam A, B E E. Então 
(1) Se existir f E C(A, B), ímpar, então r(A)::; f(B). 
(2) Se A c B, então f(A)::; r(B). 
(3) Se existir um homeomorfismo entre A e B, então r(A) = f(B). 
(4) se sN-l é a esfera no IR·\ então r(sN-l) = N. 
(5) f(A U B)::; f(A) + f(B). 
(6) Se f(B) < +oo, então f(A- B) ?: f(A)- f(B). 
(7) Se A for compacto, então f(A) < +oo, e existe 5 > O tal que f(A) = f(_;V,(A)) 
onde N 5 (A) = {x E E: d(x, A)::; 6}. 
(8) Se X o é um subespaço de E com codimensão k, e f(A) > k, então A n X o f 0. 
Prova: Veja [60] para detalhes. 
Lema 4.6 Dado n E liV, existe 5 = 6(n) >O, tal que 
f({u E XR: <l'>(u)::; -5})?: n, 
se valer (F2) e (H5). 
Prova: Fixe n E liV, seja En um subespaço n-dirnensional de XR. Torne w E En com 
norma ilwllxn = L Para O < p < min{ R0 , 1 }, ternos 
<l'>(pw) = W(pw) = -. _l_tf+2- _l_pqh) 1R r"tjwjqh) -1R F(r,pw). 
' 8 + 2 qb) o o 
Desde que todas as normas são equivalentes em En e em vista de (4.2), se definirmos 
bn = inf {foR F(r, u): u E En, \\u\\xR = 1} >O, 
temos de (F2) e (H5) que 
41 
e assim, podemos escolher i5, e p < Ro, de modo que i!>(pu) ::; -o seu E En, e \\u\\xR = 1. 
SejaSp={uEXR: 1\ullxR=p}. spnEnC{uEXR: i!>(u):S-5}. Pelaproposição 
4.5, 
Lema 4.7 Seja Lk ={C c XR- {0}, C fechado, C= -C,f(C) 2: k}. Seja 
Ck = inf sup i!>(u), 
CE:Lk uEC 
Kc = {u E XR: i!>'(u) =o, i!>(u) =c}. Então, se c= Ck = ... = Ck+r• r(Kc) 2: r+ 1. 
(c< O} 
Prova: Considere o conjunto 
• 
Pelo Lema 4.3, para todo k E IN, existe E(k) > O tal que r(i!>-') 2: k. Desde que i!> 
é contínuo e par, q,-c E Lk· Então, ck ::; -E < O, para todo k. Por outro lado, 1> é 
limitado inferiormente; assim, ck > -oo para todo k. Suponha que c= Ck = ... = ck+r· 
Como c < O, 1> verifica a condição de Palais-Smale em Kc, decorre disso que Kc é um 
conjunto compacto. Se r(Kc) ::; r, deverá existir um subconjunto U, fechado e simétrico 
com Kc C U, tal que f(U) ::; r. Pelo lema da deformação(veja [60] ou [71]), temos um 
homeomorfismo ímpar 
9 : XR ----+ XR, 
tal que 9( q,c+J - U) C q,c-â para algum o > O( o deverá ser escolhido O < o < -c). Por 
definição, 
c=ck+r= inf supi!>(u). 
cELk+r uEC 
Então existe A E Lk+r' tal que supi!>(u) < c+li; isto é, A C q,c+o e 
uEA 
( 4.23) 
42 CAPÍTULO 4. PROBLEMAS CÔNCAVO-CONVEXO 
Mas f(A- U) 2: f(A)- f(U) 2: k e f(q>(A- U) 2: (A- U) 2: k. Então, 
<P(A- U) E L. 
O que é uma contradição com ( 4.23) e o fato de que 
<P(A- U) E Lk implicar sup <P(u) 2: ck =c. 
uEçi>(.4-U) 
Com esse resultado, provamos o 
Teorema 4.8 O problema (4.1) possui uma sequência ilimitada de soluções. 
As soluções que obtemos, devem mudar de sinal exceto com C0 . De fato, 




e em vista do Lema 4.3, <P satisfaz a condição (PS)co· Assim, para alguma U 0 E XR 
temos C0 = <P(uo). Então C0 = <P(Iuol). Isto é, !uol é uma solução não negativa. Pela 
desigualdade de Harnack(veja [63], ou [68]) ela é estritamente positiva sobre (0, R). 
4.1 Uma Segunda Solução Positiva via Passo da Mon-
tanha 
Vamos agora, buscar uma segunda solução positiva para (4.1). Seja 
C0 = <P(uo) <O 
como em ( 4.24). Considere o funcional 
1 lR <P~(u) = -. -. -. r"lu'i$+2 
. 8+2 I 
. . o 
( 4.25) 
Novamente, pelos resultados vistos anteriormente <P+ satisfaz a condição de Palaís-Smale, 
ou, o problema (4.1) possuí solução não nula(veja Observação 4.4) para todo 
c < Co+ (-1- - _1_)sC~+l)/h+B+2-a). 
(3 + 2 q("() 
A estimativa 
( 4.26) 
e o fato que <P+(au) --+ -oc, quando a --+ +oc juntamente com o Lema do Passo 
da montanha sem a condição (PS)(Veja Teorema 3.1) e com uma classe de caminhos P 
modificada como abaixo, acarretam a seguinte consequêncía: 
Dado v E XR com IJvllxR > R 1 e <P+(v) < C0 , existe uma sequêncía {uk} C XR, tal que 
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i) 1>~ ( uk) --+O, 
ii) <I>+(uk)--+ c= inf sup <I>+(g(t)), 
gEP tE[O.lj 
onde P = {g E C([O, 1], XR) : g(O) = U 0 , g(1) =v}. E nesse caso, obtemos uma segunda 
solução positiva para ( 4.1). Observe que a classe P resolve, pois pela estimativa ( 4.26), 
temos que para todo g E P, 
isto é, 
sup <I>+(g(t))?: sup h(jjg(t)ilxR) ?: max h(t) >O, 
tE[O,l] tE[O,lj tE[O,R1] 
c= inf sup <I>+(g(t)) >O, 
gEP tE[ü,l] 
desde que v E X R seja tal que 
( 4.27) 
( 4.28) 
onde R 1 foi escolhido em (4.8). Portanto, para obter um ponto crítico, devemos encontrar 
v E XR tal que 
c < c + (-1- - _1_)Sb+ll/b+íl+2-<>l. 
o ;3+2 q(!) 
Vamos mostrar nas Seções 4.2 e 4.3 que 
sup <I>+(uo + av,) < <I>+(uo) + (-1- __ 1-)sb+l)/(·r+i3+2-<>). 
a>O .8 + 2 q(r) ( 4.29) 
De fato, o supremo acima será atingido com a, > O. Isso decorre de (4.24), (4.27) e 
( 4.28). 
Observação 4.9 Desde que c> O, o funcional <I>.;., pode não satisfazer a condição (PS)c, 
como foi visto na Observação 4-4· Por outro lado, se a função f satisfaz para F(r, u) = 1R f(r, u) dr a estimativa 
F(r u) < (-1-- - 1-) uqb) + b 
' - .B + 2 q(!) ;3 + 2 u)u, ( 4.30) 
para algum 1 :::; b < .B + 2; a condição (PS)c será verificada. Para se convencer disso, 
suponha que u seja ponto crítico para 1> +, então usando essa estimativa, obtemos 
O que é suficiente para obtermos (PS)c, para c > O no caso (4.29). Para ser mais 
explícito, no caso do operador Laplaciano(N?: 3), tome f(r,u) = ÀrN-lluiK-2u com 
2-b 
1 >A:- 1 > -b- para algum (2 > b?: 1). 
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De outro modo, ou seja, se f não satisfizer (.!,.30), o que poderia lançar dúvidas se 
de fato obtemos uma segunda solução. 1\IJ esmo nestas condições adversas obteremos um 
ponto crítico não trivial de il>+. De fato, pelo Teorema do Passo da Montanha sem a 
condição (PS)u obtemos uma sequência (wn) C XR, tal que Wn = U 0 + Vn, (vn) C XR e 
i!:>+ ( Wn) --+ c, 
il>~(wn) --+O em XR. ( 4.31) 
Note que por .!,.2?, (wn) é limitada. Prosseguindo como nos Lemas 3.6 e 3. 7, obtemos 
uma solução O< w E XR· Agora, pelo Lema .1,.3 item (3), resulta 
ou, 
il>+(w) =c, 
il>+(w) < c_ Co+(-~- __ l_)sc~~l)/(B+h2-a). 
8+2 q(';) 
Se ocorre il>+(w) = il>~(u0), então teremos 
c> (-~-. ___ 1-)sh+I)/(!l+-,+2-a). 
B-r-2 q(í) 




O seguinte Teorema nos fornecerá uma ferramenta que será crucial para verificarmos 
(4.29). 
Teorema 4.10 Suponhamos que valha (3 . .1,) e (3. 7) ou (3.8) e f(r, u) satisfaz (fl), (!2), (!3), 
{.!,.2)-(4 . .1,), (F1), (F2) e também (H1)-(H5), além disso, que exista alguma função f(u) 
tal que 
f(r, u) 2: r" f(u) 2: O q.t.p. r E w C (0, R), \:lu 2: O 
(w é um aberto) e a primitiva F(u) satisfaz 
l t-
1 sm-n 
limc"+l-s(B+2) Ff(_E __ l/m]t" dt = +oo. 
O 1 '1 ' tn · t-+ o --;--
( 4.35) 
(F(u) =lu f(t) dt). Então para algum V0 E XR, V0 2: O sobre (0, R), V0 'jÉ O, temos 
1 1 o+l supi!:>~(tv0 ) < - --)Si3+o:z-o . 
<c:>o · 8+2 q('!) 
Prova : É análoga a demonstração do Teorema 3.8, levando-se em conta a hipótese 
(H5). De fato, a única diferença na demonstração, fica por conta das potências e da 
estimativa (3.39). Então fazendo os devidos ajustes nessas poténcias(veja (4.36)), a 
demonstração segue-se do mesmo modo. Portanto iremos omiti-lá. :\a próxima Seção, 
discutiremos a hipótese crucial desse Teorema, ou seja, (4.35). 
• 
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4.2 Algumas Verificações 
Vamos admitir pelo momento que vale ( 4.29). 
Agora, vamos analisar o Teorema 4.10 com as respectivas mudanças de expoentes; 
isto é, devemos levar em conta a função v, como em (3.39), mas com a potência (1 < 
K. < f3 + 2). Assim, temos: 
se ií <o, 
se ií =o, ( 4.36) 
se ií >o. 
n 
onde i)= a+ 1- -K.. Essas estimativas seguem-se do mesmo modo como em (3.39). 
m 
Verificação de (4.35) para o caso (a+ 1- !!_K. <O) 
m 
Procedendo como no Corolário 3.13, obtêm-se: 
m m (a+ 1)- s(fJ + 2) + (s-- 1)(a + 1) = s( -(a+ 1)- (fl + 2)). 
n n 
Para verificarmos as hipóteses do Teorema (4.10), deveremos mostrar que o número acima 
é negativo. Mas, como m(a + 1)/n- K. < O e K < ,8 + 2, então m(a + 1)- (.8 + 2) < 
m(a + 1)- K. <O. Assim, desde que os expoentes satisfaçam essa condição o problema 
( 4.1) possui solução. Para se ter uma idéia do que representa essa restrição, vamos 
analisa-lá no caso a= a= N- 1, fJ = p- 2 e 1 < K. < fJ + 2 
ou, 
n . N -p (a+ 1) - -K. = lv - K. <O, 
m p-1 
- p -1 
N(N-p)<K(<p). ( 4.37) 
Note que essa última restrição nos diz que p2 < N. Assim, no caso p = 2(Laplaciano), 
so obteremos solução se N 2': 5. Os outros casos cobrirão essas restrições como veremos. 
Verificação de (4.35) no caso (a+ 1- !!_K. =O) 
m 
Isso é o mesmo que a+ 1 = !2 K., e assim a demonstração seria simplesmente analisar 
m 
o sinal dos expoentes 
n 
a+ 1- s(/3 + 2) + SK.- -K. (4.38) 
m 
Pelas hipótese sobres, nem temos s(/3 + 2) = !2. Portanto, de (4.38) e (H5), segue-se 
m que 
n 
a+ 1- s(/3 + 2) + SK.- -K = s(K- (fl + 2)) <O. 
m 
Portanto, concluímos que a soma em ( 4.38) é negativa. Essa soma é a potência de ç que 
n 
aparecerá quando formos analisar o caso a+ 1- -K. =O. Como a integral correspondente 
m 
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será de ordem O(jlnej), obteremos o mesmo resultado. 
Verificação de (4.35) no caso (a+ 1- !!...r;> O) 
m 
Este é o correspondente caso em dimensão N = 3 e 4, para o operador Laplaciano. 
Vamos supor que 
f( ) > " K-l { lfu E [Ra,+oo) uniformemen.te em 11 >O, 
r, u - Jlr u ' w C (0, R), 1 < r; < 8 + 2, ( 4.39) 
Corolário 4.11 Suponha que sejam válidas as hipóteses (3.1,) e (3. 7), ou (3.8}, (H1)-
(H5) e f(r, u) satisfaz (11), (12), (13) e (1,.39). Então vale (1,.35). 
Prova: Seja O < Ro, então 
onde x1 (r) é a função característica do intervalo I C [Ra, +oo). Usando as mesmas 
idéias como no Cor. 3.13, e o fato de que (1 + tn ::; 2tn) se (t 2: 1), e nesse caso, 
(1/(1 + tn) 2: 1/(2tn)), temos que 
( 4.40) 
Agora, note que: 
a+ 1- s(S + 2) + (sm- n)r;jm- (a- !;r;+ 1) = s(r;- (p + 2)) <O. ( 4.41) 
Pela hipótese (a+ 1)- !;r;> O, concluímos que o último membro de (4.40) é positivo. 
Isso, juntamente com ( 4.41) prova o resultado. • 
Observação 4.12 Para compreendermos um pouco o que significa a hipótese sobre o 
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sinal de (a+ 1)- ~K, fazendo 17 =a= N- 1 e (3 = p- 2, temos a seguinte situação: 
Note que 
isto é, se 
n 
1)a + 1- -K <O= 
m 
n 2)17 + 1 - -K = 0 =} 
m 
n 3)17 + 1- -K > 0 =} 
m 
{ 
p2 < N e 1 < K < p, 
p-1 
ou N( T\f ) < K < p, 
1 - p 
. . < P < P2 < N. N +1 . 
{ 
2N" 
' p- 1 
e 1 < K = ]'v ( N _ ) < p, , 
?T\f. p 
{ 
N > p > ..,;;:.- e 1 < K < p. JV + 1 ' 
p-1 
ou 1 < K < N( N- p) 
2N .. p -1 
p = T\f 1 = N ( T\f - ) = K, 
. + " p 
pelo segundo caso, não existe solução. 
4.2.1 Uma Limitação a Priori para as Soluções Positivas 
Nesta seção, obteremos um limite para as soluções positivas obtidas pelo Corolário 
4.11. 




com C(Ro) e f.L constantes positivas. Por exemplo, a função f(r, u) = 11raluiK-2u, satisfaz 
(4.42). 
Corolário 4.13 Suponha que sejam válidas as hipóteses (3.4) e (3. 7), ou (3.8), (Hl)-
(H5) e f(r, u) satisfaz (!1), (!2), (!3), (4.39) e (4-42). Então, se 
n 
17 + 1- -(p + 2) >O, 
m 
existe 11* > O tal que para cada O < 11 :S 11', as soluções do problema (4.1) verificam 
max { u(r)} :S 1. 
rE[O.R, 
( 4.43) 
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Prova: Observemos primeiramente, que por (H5), K- 1 < (3 + 1. Pela hipótese (4.42), 
temos que 
( 4.44) 
Procedendo como em (3.51), mas com as estimativas (4.36) teremos: 
1R F(r, t,v,) dr 
( 4.45) 
Agora, multiplicando ambos os membros por cs(ll+2l; resulta que 
f(sm-n)/n 
fLE"+l-n(/3+2)/m 1 t"-;!; (3+2) dt. 
C(Ro) 
/L C Eu+l-n(/3+2)/m+(<T+!- ;!;(!3+2))(sm-n)/n + C ( Ro). 
Portanto, supondo que o expoente da última desigualdade acima seja positivo; isto é, 
n n n m 
u + 1- -(8 + 2) + (u + 1- -((3 + 2))(sm- n)/n = (u + 1- -((3 + 2))s- >O, 
m m m n 
o que juntamente com ( 4.35) da o resultado. • 
Observação 4.14 Portanto, para /L suficientemente grande o problema (4.1) terá solução, 
e novamente haverá duas soluções positivas somente para algum intervalo (!L*, .\) C 
(/L\ A). 
4.3 Verificação de Algumas Desigualdades 
As desigualdade que usaremos aqui bem como algumas estimativas, constam nos 
apêndices A e B. Estas estimativas são necessárias para podermos aplicar o Teorema do 
Passo da Montanha. Em verdade, necessitamos delas para comprovar ( 4.29). 
4.3. VERIFICAÇAO DE ALGUTviAS DESIGUALDADES 
1R r"'[u' + av'[fl+2 = 1R r"' {1'u' [2 ' lav'! 2 + 2au' · v'}(!l+2)/2 < O E O T 1 El O f -o o 
+ C· 
De (3.38) temos que 
e também que 
para k1 = (3 + 1. 
para 3 :S 3 + 2. 
2 < (3 + 2 < 3: 
- . 
1R r"a[u' i!l+2-k, [v' lkz o I E I o , se k2 E (1,(3 + 2), 
1 < (3 + 2 < 2. 
< C(u ) [I v '1l k,f(B+ 2 ) 
_ o , E.,XR 
= C(uo)(S + 0(Es([l+2l))k2/(8+2l, 
para k2 E (1, ,8 + 2), 1 < ,8 + 2 < 2. Finalmente, 
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Agora, usando essas desigualdades juntamente com a hipótese (F1) e (3.50, pag.27), 
temos que 
Note que por (4.24), a, > O. Pelo Teorema 4.10 concluímos para E suficientemente 
pequeno que 
{ 
C(u )(S + 0(E'(B+2l))(B+2)/(8+1) 
C(ua)(S + 0(Es(;3+2l)) + C(u:)(S + 0(Es(8+2l))k,/(8~2) } -1R F(r, a, v,) <O. 
O que prova (4.29) 
• 
4.4 Algumas Propriedades da Constante A 
Nesta seção, trataremos algumas questões delicadas que envolvem a constante /\.(veja 
Observação 4.2). 
Foi provado em [58] que o problema (4.1) não possuí solução para À::; O( veja também 
[18], [34] e [53]). Definimos em ( 4.6) a função 
h(t) = Clt8+2 - ÀC2tK- C3tqb), 
e pedimos que A fosse tal que h(t) possuíse um máximo positivo para cada O < À < /1.. 
Em (4.10) definimos o funcional 
if>(u) = -8 1 (R r"lu'i 8+2 - -(1 ) (R r~luiq('i)<p(u) roR F,(r,u), (4.46) 
. + 2 lo q "f lo ' lo 
e pedimos que 
if>(u) > _ (-1. ___ 1_) S('i71)/b+il-o+2) . 
. B + 2 q(r) 
Veja ( 4.8)-( 4.14) para recordar essas definições. Agora, defina a constante 
A= sup {À > O lsup h(t) >O, e 
I tE IR 
o> inf if>(u) >- (-... _1_- _1_. ) sh+l)/(-(+8-o+2)} 
uEXn B + 2 q(í) 
( 4.47) 
4.4. ALGUMAS PROPRIEDADES DA CONSTANTE A 
para u E XR. 
Note que para cada À> O, estamos definindo um funcional <P. 
Provaremos o seguinte resultado: 
Teorema 4.15 (i) Temos que O</\< oo, ou seja, é finita. 
(ii) Existe uma solução fraca para À=/\. 
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Observação 4.16 Resultados de regularização no caso de ( ii), em geral é uma questão 
bastante delicada. No caso do Laplaciano, foi provado que para dimensões N ::; 10 as 
soluções são clássicas e, para N > 10 pertencem a W2·P(íl) n WJ·P(íl) (veja [48}). 
Observação 4.17 Para o seguinte modelo de função: 
( 4.48) 
onde "' e C5 estão em acordo com (H5), foi estudado para o operador Laplaciano por 
Ambrosetti-Brezis-Cerami {3} e para o p-Laplaciano por García-Peral {28} e (2gj. No 
caso do p-Laplaciano, eles encontraram as seguintes restrições sobre os expoentes e a 
constante A: 
Para algum O < Ao pequeno, o problema (4.1) possui duas soluções positivas desde que 
O<À<Aoe 
2 
1 < q < p. ou p ?: 3 e p > q > p* - --p-1 
Eles não provaram se a constante /\ 0 era ótima, e tampouco, se era atingida. 
Prova do Teorema: 
(i) Pelos resultados das Seções anteriores, sabemos que O < A. Assim, resta provar que 
é finita. 
A prova desse fato, será por contradição e, denotaremos <P por <P-". 
Suponha que A seja ilimitada. Então, existe uma sequência { u-"n }nEEV C XR, onde 
u-"n é a solução associada a Àn, isto é, 
( 4.49) 
Além disso, que Àn --+ +oo quando n --+ +oo. Agora, observe que pelo fato de 
sup h(t) > O(ou <P-"Ju-"J < 0), temosqueasequência {u-"n}nEN é limitadaemXR· Isso 
tEII4 
segue-se de (4.11)-(4.13). Daí, existe uma constante Ro >O, tal que 
1R ~+2 " q(7) Ro?: lluÀnllxR = iiu.\Jiq(~) + Àn f'P(r, U),JuÀn· . o ( 4.50) 
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temos que 
ou, 




Mas ( 4.53) não pode ocorrer. Portanto, pelos resultados de convergência de Brezis-Lieb 
[12], veja também [42], obtemos que uÀn --> O em XR. Pela definição de A, e lembrando 
que neste caso o funcional <I>Àn satisfaz a condição (PS)c, concluímos 
( 4.54) 
para cada p. Portanto, fixando no E IN, para cada n 2': no teremos de ( 4.54) que 
O> <I>.\nJu.\nJ 2': <I>ÀJuÀJ--) O quando n--> +oo. ( 4.55) 
O que é uma contradição. 
Segue-se que a constante i\ é finita. 
(ii) Seja (Àn)nEIN C IR+ uma sequência satisfazendo: 
( 4.56) 
Pelo Lema 4.3, usando o Princípio Variacional de Ekeland [26], para cada Àn, podemos 




Como estamos supondo que <I>.1n (u.~J <O para cada n E IN, concluímos novamente pelo 
Lema 4.3, que a sequência (u.\JnEIN é limitada, isto é, 
Daí, podemos extrair uma subsequência a qual vamos denotar por ( u.\JnEINo tal que 
Então, 
U;..n ~ u em XR, 
UÀn --) u em LK([O, R]), 
u.~Jr)--> u(r) q.t.p. sobre (0, R), 
Àn --) i\. 
(4.59) 
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Isto é, ué solução fraca de (4.1) para À= A. Vamos mostrar agora, que 
u ';é o. 
Fixe no E IN. Então, de (4.56)-(4.58), temos 
( 4.60) 
Usando ( 4.57), obtemos que 
Como (!3!2 - q(~)) >O, e u;,n ~ u em Uh), concluímos que <P;,n é semicontínuo inferior-
mente. De ( 4.60) e ( 4.61), obtemos: 
( 4.62) 
Com isso, provamos que u ';é O. 
• 
Parte 11 





Seja D um domínio limitado no JRN com N :2: 3. Estamos interessados em resultados 
de não existência, existência e multiplicidade de soluções para o problema 
-L::.u 
.IV+2 D N - uN-z + Àuq em com 1::; q::; N-2 , 
u > o em fl, (5.1) 
u - o sobre an, 
e À E IR. No celebrado artigo de H. Brézis e L. Nirenberg [14], eles provaram que para 
N :2: 4, o problema (5.1) possui solução para cada À> O e 1::; q::; tf"_2 e, O< À< À1(D) 
quando q = 1, onde À1 = À1(D) denota o primeiro autovalor do operador (-.t:.,H;(D)). 
No caso N = 3 e 1 < q ::; 3, eles provaram a existência de solução somente para 
À > À* > 0 grande e, quando q = 1 provaram a existência de solução para À E e41 , À1), e 
não existência caso contrário. 
Diante das dificuldades que apareceram em dimensão 3, muitas questões foram pon-
tuadas por Brézis-Nirenberg(veja pag. 471 em [14]). Comecemos, observando que neste 
caso, o problema (5.1) torna-se: 
-6.u - u5 + Àuq 








com 1 ::; q ::; 3, 
(5.2) 
Para domínios n estritamente estrelados, além dos resultados mencionados acima, pro-
varam que existe um À0 = À0(q, D), tal que para À < À0 o problema (5.2) nao possui 
solução. Nestes resultados, não foi esclarecido se À0 = ).* mesmo quando fl for estrelado. 
Quando q = 1 e n for uma bola, isto é, n = BR(O), eles mostraram que À* = Ào = 4~' 7i2 
Ainda no caso de D ser uma bola e em dimensão 3, computacionalmente foi sugerido que: 
(a) Se q = 3, existe um À 0 >O tal que 
(i) para À> À0 existe uma única solução de (5.2), 
(ii) para À::; À0 não existe solução de (5.2). 
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(b) Se 1 < q < 3, existe um .\0 >O tal que 
(i) para.\> À0 existem duas soluções de (5.2), 
(ii) para.\= À0 existe uma única solução de (5.2), 
(iii) para.\< À 0 não existe solução de (5.2). 
Em [4] esta conjectura foi demonstrada usando o shooting method. A motivação para estu-
darmos novamente este problema, primeiramente foi o fato de encontrarmos uma solução 
variacional e segundo, termos obtido algumas características do funcional associado e 
das soluções do problema, as quais ainda não haviam sido observadas e estão contidas 
nos Teoremas abaixo. Para a prova destes Teoremas usaremos uma combinação de uma 
variante do Princípio Variacional de Ekeland, devido a Ghoussoub [31], juntamente com 
os resultados de Compacidade Global de Struwe [65]. 
Dm outro tópico que estudaremos, será a desigualdade: 
para cada 1::; q < N/(N- 2), onde Àq >O é uma constante dependendo somente de q, 
f) C JRN (N :::0: 3) um domínio limitado, e SN é a constante ótima de Sobolev na imersão 
crítica. Os fatos mais relevantes sobre Àq sao: 
Àq1) Àq é ótima, no sentido de que para qualquer constante :\q > Àq a desigualdade (5.3) 
não é válida. 
Àq2) Àq não é conhecida em geral, isto é, não é conhecida sua expressão em termos de q 
e 0 . 
.\q3) Não é conhecido se existe u E H~ (0) realizando a igualdade em (5.3): isto é, não 
sabemos se Àq é atingida. 
l\o caso N = 3, a prova de (5.3) foi dada em [14], além disso, foi observado que, quando 
f)= E R( O) e q = 2, .\2 = À1 (::_,lD)). Veja [13] para a prova do caso geral e generalizações. 
O item Àq2) na verdade é uma pergunta de Brézis-Lieb feita em [13]. 
Seja N :::0: 3. Defina os funcionais 
(5.4) 
(5.5) 
e as variedades 
N = {u E H;(n) I (<I>~(u),u) =o}, (5.6) 
{ 
ip;,(u) ::; O, 
M = u EN w(u) =i lulª+ldx:::: e (5.7) 
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onde e > O é um número pequeno independente de À. A escolha de e, será feita nos 
Lemas 6.1 e 6.4. 
Esta parte do trabalho está organizada da seguinte forma: 
No Capítulo 6 faremos um estudo do funcional <1>.>. em relação ao nível crítico -Jtslf. 
No Capítulo 6 fizemos algumas estimativas e comentários sobre resultados de não 
existência para o problema (5.2). 
No Capítulo 8 calcularemos o valor da constante Àq quando í1 = BR(O). Precisamente, 
provaremos que: 
Teorema 7.1 Seja í1 C JR.N (N 2: 3) um domínio limitado. Então a constante Àq(íl) da 
desigualdade (5.3) possui o seguinte limite inferior: 
JV 
1 <Se q < -c-N=-. ---,-2 
onde Cq = ( f~ 
1 
) 2/q, para algum R> O tal que volume(íl) = volume(BR(O)) 
Jo cosª( 2R1rr) dr 
e, WN.R =medida da a(BR(O)). 
Este Teorema responde em parte a pergunta Àq2), no caso de íl = BR(O). 
No Capítulo 9 provaremos o seguinte resultado: 
Teorema 9.1 Seja í1 C JR.N (N 2: 3) um domínio limitado. Seja <l>.>. : H);(íl) ---+ IR 
N 
o funcional definido em (5.4), para 1 <Se q < N _ 
2
. Então existe À* > O, dependendo 
somente de íl, tal que para todo À > À', temos que <l>\ é limitado superiormente sobre 
M. 
Ainda neste Capítulo calcularemos a constante À* do Teorema 9.1, quando í1 = BR(O). 
No Capítulo 10 obteremos os seguintes resultados: 
Teorema 10.5 Seja í1 C JR.N (N 2: 4) um domínio limitado. Para 1 < q < N~2 existe um 
À*> O, tal que o problema (5.1) possui pelo menos duas soluções para todo O< À* <À. 
Se denotarmos por U.>. e V.>. estas soluções, teremos que 
Observe que o Teorema 10.5 vale para qualquer tipo de domínio limitado. Em 
domínios contráteis, resultados de multiplicidade para este tipo de problema não são 
conhecidos. Por outro lado, quando o domínio í1 não for contrátil, O. Rey em [61] pro-
vou para dimensões N 2: 5, que existe um ~ > O tal que para cada O < À < ~ o problema 
(5.2) possui uma Categoria de soluções; isto é, a quantidade de soluções está relacionada 
com a quantidade mínima de partes contráteis que o domínio possa ser decomposto. Por 
exemplo, se o domínio for um anel então podemos decompõ-lo em duas partes. No caso 
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N = 4, o mesmo resultado foi obtido por M. Lazzo em [41]. Com o Teorema 10.10, com-
pletaremos o resultado de multiplicidade de soluções para o problema (5.2) em domínios 
[l c JRN (N ::0: 3) contráteis ou não. Note porém, que o nosso resultado difere dos 
resultados obtidos em [61] e [41]. 
Brézis-Nirenberg [14] mostraram a existência de uma solução do problema (5.1), desde 
que 
(5.8) 
para algum V0 E H);(D), V0 i= O e V0 ::0: O. Entretanto, em dimensão 3 no caso 1 < q < 3, 
este resultado ficou incompleto, no sentido de que não ficou claro quando valia (5.8). 
Mostraremos que existe um À0 > O, tal que para À0 < À < À1 (D) existe V 0 nestas 
condições quando n = BR(O). 
Para N ::0: 4, (5.8) é sempre válida. 
Teorema 10.10 Seja D c JR3 um domínio limitado. Para 1 < q < 3 
i) existe À* > O, tal que para cada À* < À, o problema (5.2) possui pelo menos uma 
solução u E H);(D), com 1>),(u) ::0: ~S312 , 
ii) existe N* = À'*(À*), tal que o problema (5.2) possui pelo menos duas soluções para 
cada N* < À. 
No caso de 11 ser uma bola, podemos dar uma descrição melhor de À* e À**. 
Teoream 10.11 Seja D = BR(O) C JR3 a bola de centro na origem e raio R. Então o 
seguinte vale: 
(a) Se q = 3, 
(i) para À> ~~ existe pelo menos uma solução de (5.2), 
(b) Se 1 < q < 3, existe O< À0 = À0 (q,R) < ~~ tal que 
(i) para À> À0 existem pelo menos duas soluções de (5.2), 
(ii) para À= À0 existe pelo menos uma solução de (5.2), 
Resultados de unicidade de solução para o problema (5.2) quando q = 1, foram obtidos 
por W-M. Ni [51] para N = 3. Para N > 3 veja Z. Liqun [44] e P. N. Srikanth [64]. Para 
um resumo completo e generalizações sobre questões de unicidade no caso q = 1, veja 
Adimurthi-Yadava [1]. 
Capítulo 6 
Comportamento com Relação ao 
Nível Crítico 
Considere a família U, : !1 ---+ JRN, dada por 
U,(x) = cp(x) N-', 
(E+ jxj2)-, 
onde cp E Cg"(!l), é tal que O :S; cp(x) :::; 1 e cp(x) = 1 em uma vizinhança da origem. Foi 
provado por Brézis e Nirenberg em [14] que, para 
U,(x) 
u,(x) = IIU,II2· 
temos 
1) IID(u,)ll~ = S + O(EN2'), 
2) jju,Jiâ = 1. (6.1) 
N 
Lema 6.1 Para a função u, definida acima, N 2: 3 e 1 :S; q :S; N _ 
2
, temos a seguinte 
estimativa sobre a bola de centro zero e raio R: 
jjpl/2u,jJ~!i = p(q·+l)/2. {0(E(N-2)(q.,-1)/4) + O(E{N (q+ll;N-2Jl)}, 
para cada p > O. 
Prova: Ainda pelas estimativas feitas por Brézis e Nirenberg em [14], temos que 
IIU,Ib· = O(E-(N-2)14) +O( E). 
Assim, fazendo a mudança de variáveis para coordenadas polares resulta 
I llu.l'q+l 'I 1·1q+l = E 12* • i UE q+l 
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Observe que a primeira das duas últimas integrais acima e limitada, devido a escolha da 
função cj;, isto é, 
'' cp, N-l d = 0(1) 1R (l"jq+l 1) :..v <> A. 2( , 'i r r . . o (t+r~)-z- q-rt, (6.3) 
Assim, dividiremos a segunda integral em duas para facilitar os cálculos. Usando as 
hipóteses sobre o expoente q e o fato de que e < e+ r 2 < 2e, temos 
h= 1' (e+ r2)-(N-2)(q+l)/2r(N-!) dr :5: C! 1' E-(N-2)(q~l)/2rN-l dr 
_ C cN-(N-2)(q+l)/2 
- "jC • 
(6.4) 
Para calcular a segunda integral, escolha uma constante C(R) de modo que r 2 > C(R)r-
E, para r E (E, R). Daí, E+ r 2 > C(R)r. Segue-se que: 
lz =IR (e+ r2)-(N-2)(q+l)/2rN-l dr::; ~(R) IR rN-l-(N-2)(q+l)/2 dr 
- C(R)(RN-(N-2)(q+l)/2- EN-(N-2)(q+1)/2). 
(6.5) 
Agora, juntando (6.3)-(6.5), obtemos que 
I . = 0 (eCN-2)(q+1)/4) + 0 (cN-(N-2)(q+l)/4). li TT llq • 1 i!VE 2* 
Portanto, multiplicando (3112 por u, obtemos o desejado. • 
Observação 6.2 Com a estimativa obtida no Lema 6.1, podemos facilmente obter uma 
estimativa da Junção (3 1Í 2u, para um domínio íl, qualquer, limitado. De fato, desde que 
í1 é limitado, deve existir R> O, tal que í1 C BR(O). Portanto, 
r 1.3112u,Jq+l dx = r Jf3 112u,Jª+l dx- r l31; 2u,fq+1 dx. k J~c~ J~c~\n 
A última integral do lado direito acima, é de ordem O(eCN-2)(q+l)/4 ). 
Observação 6.3 O lema seguinte possui uma diferença fundamental com o anterior. A 
estimativa que encontraremos, não vale para q = 1 e q = 1,j~ 2 • Por este motivo, não 
conseguiremos mostrar a existência de uma segunda solução para o problema (5.2) nestes 
casos. Em vista dos resultados de unicidade í44], [64} e {51}, podemos dizer- que esta 
estimativa é ótima para q = 1. 
Lema 6.4 Seja g,: [O, +x)--+ IR dada por 
( ) - '(Bl/2 ) ] g, t = <.!>À l 1 U, t , (6.6) 
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N 
com 1 < q < (N _ 2). Então, para E> O suficientemente pequeno existe t,,13 = tp >O tal 
que 
g (t. ) > ]_sN/2 
' B N (6.7) 
Prova: Desenvolvendo (6.6), obtemos: 
g,(t) = (f3S+O(éN-2)/2))~-(Jrf'-z2'.t2' 
>-13~::)/Z {O( E(N-2)(q+l)/4) +O( E{N-(q+l)(N -2)/4}) }tª+l. (6.8) 
Como g,(t) ---+ -oo, quando t ---+ +oo, é razoável pensar que t 13 > O deve ser pe-
queno. Por outro lado, (f3 112u,) deve ser "grande"em norma. Assim, avaliando (6.8) 
em t = .B-', tentaremos resolver a desigualdade (013 = 0(8-q~ {(éN-2)(q+l)/4) + 
O( E{N -(q+l)(N -2)/4})}) 
((JS +O( E(N -2)/2) HfJ-2 - 21· e-Nf(N-2) - À . Ot~{ ( E(N-2)(q+l)/4) +O( éN-(q+l)(N-2)/4})} 
> l..SN/2 
N ' (6.9) 




1. +À. o13 {(E(N-2)(q+l)/4) + O(E{N-(q+l)(N-2)/4))} 
-0((3':.:-~~E(N-2)/2) < 0. 
(6.10) 
Agora, considere o polinômio f : (0, +oo) ---+ IR dado por 
Nl2 
f( Ô) = 5 ' ÔNj(N-2) _ 5 82/(N-2) + ]__ 
· N . 2 2" 
Resolvendo J'(,.B) =O, encontramos 
.e= o, ou f3 = s-<N-2);2 
As raízes reais de f, se existirem podem ser obtidas, como -~s-(N- 2)1 2 , para algum -r E JR.. 
Defina 
hb) = fbS-(N-2)/2) = '~ TTV/(N-2)- ~-;2/(N-2) + ; •. 
Agora é fácil ver que pelo menos uma raíz de h é: f = 1. (No caso N = 3, obtemos que as 
raízes são:-;= 1(raíz dupla) e f= -1/2). Voltando a (6.10), e fazendo .3 = s-(N- 2)12 , 
basta verificar que 
(6.11) 
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para E > O suficientemente pequeno. Mas isso é imediato, uma vez que estamos supondo 
N 
1 < q < u .. /_ 2)' isto é, 
(N-2) (N-2)(q+1) (N-1) 
-'----'- < . < .c___..:_ 
2 4 2 
(6.12) 
e para a segunda potência de E com coeficiente positivo, temos 
(N + 1) < N _ (N- 2)(q + 1) < (N + 2) 
2 4 2 
(6.13) 
O que prova o resultado. • 
Capítulo 7 
Sobre Resultados de Não 
Existência(N ==3) 
Neste Capítulo restringiremos o nosso estudo a dimensão 3(N 3) e, S1 = B1(0). 
Começaremos com o seguinte Lema: 
Lema 7.1 Seja u, como no Lema 6.1. Então temos as seguintes estimativas para o 
funcional <l> À: 
i) para q = 1, temos 
(7.1) 
ii) para 1 < q < 3, temos 
(7.2) 
iii) para q = 3, temos 
(7.3) 
11 cf}(r) dr 
onde Cq+l = ~ , para rj;(r) = cos( ~1rr) e w =volume da esfera. 1 !j)q+l (r) dr 
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Prova: Pelas estimativas de Brézis-Nirenberg em [14] temos: 
IIDu,ll~ = S + IIU1 t;. E1/2 ( w [ I<P'I2 dr) + O(E) 
llu,lb· = 1 
IIU,Ib· = IIU1IIu·C114 + 0(E1/4 ) = d(0(1) + O(d)). 
(7.4) 
Para o nosso objetivo necessitaremos de uma estimativa mais fina do que a obtida no 
Lema 6.1. Assim, mostraremos que 
se q = 1, 
se 1 < q < 3, 
se q = 3, 
Para demonstrarmos (7.5), basta observar de (7.4), que 
ou, desenvolvendo obtemos: 
O( c f)+ O(d-'"l"') + 0(E1-Y) ::; ,..-9 ( 0(1) + O(d) )ªH ::; 
::; O(cY) + O(d-"T') + 0(E1-9) + O(d-9) + 0(E2-Y). 
Agora, note que 
De (7.4) e observando que dadas constantes positivas A, B e C, tais que 
1 1 
-:A-,-. -:B::-+-. -C:::: ::; B + C 




·:u- 11 2• IID" 1' 2 S'IU' 11 2 I'" 11-(q+l) s'="11TT .,_2 1: 1, L''(IR.N) = U1 IL'(IR.N) = I 1 L''(IR.N) = lU! iL''(JRN) = 4 ui!:u-(IR.·'T 
(7.9) 
Prosseguiremos agora, estimando a função u, na norma de Lº+1 . Assim, temos: 
11 •q+l( ) ( 1 11 2 ( ' 2)= ) l:rr 11-(q+l) C/J r 2 d - !IU'II-(q~1) 1 •q+l( ) d + r - E' r ' ..;.q+l d 
'
L c ,. . 1 'T T- 1: ( L'>~ (j) T T . , o..v T . 
' L- ( 2) !~.:!:.'. ·· - · ( 2) = . o c+r 2 o o t+r 2 
(7.10) 
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De (6.4) e (6.5), temos 
(7.11) 
Agora, usando a estimativa (7.5) concluímos que 
IIUdl~;.e~ (w [ q\2 (r)dr) +0(E) 
se q = 1, 
IIUdl~;.sY (e9-~) (w [ <Pª+l(r)dr) +0(e9-~+e1-9) 
se 1 < q < 3, 
!!Udl~;.s-~E ( w [ d>4 (r) dr) +O (E3-9) 
se q = 3. 
(7.12) 




Observação 7.2 De (7.1)-(7.3) resulta que tomando 
temos que: 
se q = 1 e .\ ::; Ào, 
se 1 < q < 3 e .\ < À 0 , 
se q = 3 e .\ ::; Ào, 
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Por outro lado, 
se q = 1 e .\ > À0 , 
se 1 < q < 3 e .\ 2': À0 , 
se q = 3 e .\ > À0 , 
Brézis-Nirenberg [14} provaram a existência de pelo menos uma solução para o problema 
(5.2), desde que exista uma função V 0 E H~(fl), V 0 2': O, V 0 "te O e 
53/2 
<PA(vo) < - 3-. 
O nosso objetivo sera mostrar a existência de uma solução u, com 
Portanto, uma segunda solução de (5.2). 
Em [14] foi provado um resultado de não existência de solução para o problema ( 5. 2) 
mas somente para q = 1 e .\ ::; À0 • Posteriormente, foi provado em [4], que existe um 
.\0 > O tal que para cada .\ < À0 e 1 < q < 3 o problema ( 5. 2) não possui solução e, 




Este Capítulo será devotado ao cálculo da constante ótima Àq da desigualdade 
[[Duf[iz ~ SN[[uffiz· + Àq(rl)lfulfi,, (8.1) 
para cada u E H~(rl) e 1 :": q < rf'_2 (SN é a constante ótima de Sobolev relativa à 
dimensão). Faremos também uma estimativa para a constante).* do Teorema 9.1. 
Provaremos o seguinte resultado: 
Teorema 8.1 Seja O C JRN(N ~ 3) um domínio limitado. Então a constante Àq(O) da 
desigualdade (8.1} possui o seguinte limite inferior: 
, para 
onde Cq = ( {~ 
1 
) 21q, para algum R > O tal que volume( O) = volume(BR(O)) 
Jo cosq ( 2R7rT) dr 
e, WN,R =medida da a(BR(O)). 
r 
Prova: Seja R > O tal que o volume(BR(O)) = volume(O). Seja u* denotando o 
rearranjamento decrescente de u. É conhecido em Poya-Szego [57], ou [72], que, se 
u E H},(rl), então u* E H},(BR(O)) e vale 
1\Du*llhcsR(O)) :": IIDuflizcn) e I lu' [ILP(BR(o)) = [\uiiLP(íl)• para 1 :": p < oo. (8.2) 
A desigualdade (8.1) para u* e BR(O) é: 
' *1[2 s 11 *'' 2 ' \ ( ( ))'' *11 2 [[Du , p ~ N u dLz· -t- "q BR O 11u Lq· (8.3) 
De (8.2) e (8.3), concluímos que 
(8.4) 
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Daqui por diante, nosso objetivo será calcular o valor da constante À0 (BR(O)). Para isso, 
teremos como objetivo mostrar que para À :C:: Àq(BR(O)) a desigualdade (8.1) não é válida. 
Para facilitar os nossos cálculos, a menos de uma mudança de variáveis, consideraremos 
R = 1. Como nas seções anteriores, usaremos a família de funções U, para estimar Àq· 
Comecemos observando que 
I
'Drr .12 _ .. , 11 ( I<P'(r)i2 _? (N- 2)qí(r)qí'(r)-'- (N- 2)2r2dJ2(r)) N-1 d 1 u,lo -Wtv.! ( . ")N 2 _r ( 2 )~' 1 , ( 2)!V r r. 
- · 0 E -r r-, - E + r "·- E + r · · 
(8.5) 
Para estimar (8.5) no caso N = 3 procede-se itengrando por partes o termo inter-
mediário(veja [14]); no entanto, para N :C:: 4 este caminho parece não funcionar muito 
bem. Assim, omitiremos o caso N = 3. Para N ;::: 4 em uma vizinhança da origem, 
temos que qí'(r) :S Cr. Isso juntamente com o fato que qí(O) = 1, resulta 
11? (N- 2)qí(r)qí'(r) N-1 d - o _r (E+r2)N-1 r r 
(8.6) 
Portanto, 
{ , (11 I<P'(r)i2 [[DU,[[~ = "'N,1 0 (E -r r 2)N 
se N:::: 4 
(8.7) 
Usando o fato que qí(O) = 1 e qí' (O) = O, obtemos 
(8.8) 
' - q; , r rN+l dr 11 ( \'- ?)2 •2( ) O (E+r2)N i l rN~1 11 (dJ2(r) _ 1)rN+l _ ( 7\T _ ?)2 d + ( 17\T _ ?)2 ' d· - H - . O (E+ r2)N r " - O (E+ r2)N r 
=E (N- 2)21n (E ~::)N dt +O( c 
(8.9) 
Observando que IIDU,f\~ = (N- 2) 2wN, 1 L"oo (1 t:::)N. dt, combinando (8.7)-(8.9), ob-
temos 
IIDU1IIizcN2' + óJN,1 [ l9'(rW dr + ov"'2') +O( E~) 
se N?: 4, 
IIDUdi,,c N2' + JJN, 1 
1 
l9'(rW dr + O(Et), se N = 3. 
Veja [14] para a estimativa N = 3. Prosseguindo, temos 
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(8.10) 
= W",111 92" rN-1 dr- W , 11 w· - 1) rN-1 dr , , ' 11 rN-1 dr 
" ( 2)V - N,1 ( 2)N -r-wN1 ( 2)N E+r ' 0 E+r ' 0 E+r 
= 11 + 12 
(8.11) 




'I Tj 1'2" I VE IL2* = IV- 9 IV O(cY) + O(c'2) + 0(1) 
O(c'2') + O(clf) (8.14) 
N C2 (0(1) +O( E)). 
Tomando f(t) = (1 + t) N_;;' e fazendo sua expansão próximo da origem, em particular, 
para t = E temos 
/(E)= f(O) + f'(O)E + p(E), (8.15) 
onde p( E) ::; E. Usando esta expressão teremos 
/[U,/Iiz· = [c f (0(1) +O( E))] 
N-2 
- c-, (0(1) +O( E)), 
(8.16) 
N-2 
onde 0(1) = I/U1IIiz· = ( JJN, 11+oo (1 ~~;)N dt) ".Pelas estimativas (8.10) e (8.16), 
obtemos para a função u, que 
''D 112 - o { 
IIDU.1IIiz + EN2' JJN,11.
1
19'(.rW dr +O( E), se N?: 4, 
li u, L 2 - 1 
/IDUd\i, + dwN,111<t>'(rW dr +O( E), se N = 3. 
(8.17) 
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Agora, procedendo de modo análogo como acima, pela estimativa (8.16), obtemos que 
(8.18) 
Por fim, note que tomando ,P(r) = cos(~r), temos 
t 
1 _ 2 1 % ln JifJ(rWdr r l1Y'(rW dr = -" ( r ló(r)lª dr) o 1 lo 4 lo ( [' ) , lo J,P(r)Jª dr 
(8.19) 
Pelas estimativas (8.17)-(8.19), avaliando (8.3) com a função u" teremos para À sufi-
. . . d Cqr.z 
ctentemente prox1mo e ---.,---;-__ , 
4-.:Á',l 
Supondo que c,t, não seja o valor máximo para À em (8.1), ou seja, em (8.20). 
4:.:.!i',l 








Donde para E > O suficientemente pequeno obtemos uma contradição. Portanto, vemos 
que o valor máximo para À na desigualdade (8.22) é 
(8.23) 
• 
O proximo Lema será crucial na obtenção de uma segunda solução para o problema 
(5.1). 
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Lema 8.2 Seja [2 um domínio limitado do JRN (N 2:. 3). Então existe uma constante 
À* > O tal que para À > À* a famüia u, satisfaz 
N 
'PJ\(u,) <O para 1 < q < N _ 2 (8.24) 
Quando [2 = BR(O), temos que À*= r8'(q+1)Cq+l, onde Cq+l é a mesma como no Lema 
7.1. 
Prova: Observe, que para À 2:. À* devemos ter para a família u, que 'P-" ( u,) 2:. O; isto é, 
(8.25) 
Como iremos trabalhar sobre a variedade de \'ehari N, vamos mostrar que a menos de 
um parâmetro limitado, podemos supor que a família u, E N. Para esse fim, defina a 
função g: [O, +oo) ---t IR por 
g(t) = (<I>~(tu,), (tu,)), (8.26) 
onde U, é a mesma como nas seções anteriores. l'\ote que 
g(O) =O e lim g(t) = -oo, 
t.............,.+oc 
(8.27) 
e g(t) > O numa vizinhança de O. Portanto, existe t, > O tal que g(t,) =O. Observe que 
a família t, é limitada. De fato, de (8.26) e estimativas sobre a família u, temos 
l'i-2 
t, < (SN +O( E-, )) (8.28) 
Além disso, a família u, satisfaz 
(8.29) 
então, a menos de um parâmetro, podemos supor que a família U, pertence a variedade 
de Nehari N. Note que, de (8.28) esse parâmetro é limitado. As estimativas para um 
domínio [2 geral, são: 
IIDu,lli, = S + K 1EN:;' ::; S + K1 E(N-2l("l.f'--~l, 
11 ll
q+l - K (N-2)((q+l)_l) O() 
Ut: Lq+l - 2E 4 2 + E ' 
(8.30) 
onde K 1 e K 2 são constantes. A última estimativa, pode ser deduzida do mesmo modo 
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Como queríamos. 
Para estimar-mos..\' no caso de íl = BR(O), é suficiente recordar as estimativas (7.12), 
(8.17) e avaliar o funcional 'PÀ com a função (Si.(4u,)(onde SN é a constante ótima de 
Sobolev em relação a dimensão); isto é, 
(8.33) 
Daí é fácil ver que para..\ ;:::: "'(q+~)c,+ 1 temos que 'PÀ(s;ru,) < O para E > O suficiente-
mente pequeno. • 
Capítulo 9 
Limitação de <f> Ã 
Este Capítulo será devotado a prova de um limite para o parâmetro À. Como con-
clusão imediata do Teorema que iremos provar, obtemos que o conjunto M é limitado. 
Provaremos o seguinte resultado. 
Teorema 9.1 Seja Q C IRN (N :2: 3) um domínio limitado. Seja P>. : H~(Q) ----+ IR 
N 
o funcional definido em (5.4), para 1 :S q < N _ 
2
. Então existe À' > O, dependendo 
somente de Q, tal que para todo ). > ).' P>. é limitado sobreM. 
Prova: O argumento será por contradição. Primeiro, dos Lemas 6.4 e 8.2, concluímos 
queM~ 0; isto é, existem funções u E N tais que 'P>.(u)::; O. Suponha que o funcional 
P>. definido em (5.4) é ilimitado superiormente sobre M. Portanto, deve existir uma 
!l·iiH1 
sequência (un)nElN C Jlvt, com Un ~ +oo, tal que P>.(un) ----+ +oo. Observemos que 
(9.1) 
De fato, suponha que não. Então devem existir constantes C1 > O e C2 > O, tais que 
llunll~: :S C1 , llunll~!i :S C2 Vn E IN. (9.2) 
Como (<I>~(un),un) =O, isto é, 
(9.3) 
De (9.2) e (9.3) concluímos que (un) é limitada. Contradição! 
Novamente, por (9.3) e a hipótese sobre o funcional C(J>., temos: 
Note que para n E IN suficientemente grande, o lado direito em (9.4) é positivo. Con-
tradição' A conclusão da prova, segue-se. • 
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Observação 9.2 No caso de domínios estrelados é bem conhecido que existe um.-\' >O, 
tal que para À < À*, o problema (5.1) não possui solução. E nesse caso, de fato existe 
um parâmetro de limitação. Em domínios gerais, pode não existir tal parâmetro, pois 
nesse caso recorremos somente ao Lema 8. 2. E nâo sabemos se existe uma desigualdade 
do tipo <pÀ ( u) ;::: O, para toda u E H~ (fi). 
Capítulo 10 
Uma Segunda Solução Positiva 
Neste Capítulo, mostraremos a existência de uma segunda solução para o problema 
(5.2) na classe 
(10.1) 
para algum e pequeno, e 
(10.2) 
(10.3) 
onde u+ = max{u,O}. 
Observação 10.1 A constante e acima, pode ser escolhida independentemente de À. 
De fato, pelos Lemas 6.1, 8.2 e estimativa (6.11) vemos que existe u EM. Além disso, 
pelo Capítulo anterior temos que M é limitada. 
Usaremos nesse Capítulo, uma versão da condição (PS), introduzida por Ghoussoub em 
[31]. 
Definição 10.2 Diremos que o funcional<!>.\ verifica a condição de Palais-Smale no nível 
c e próximo ao conjunto F C X (abreviadamente, (PS)F,c), se qualquer sequência (xn)n 
em X (esp. Banach) verificando lim <!>À(xn) =c, lim II<I>~(xn)llx· =O e 
n--++oo n--++oo 
lim dist(xn, F) =O, possui uma subsequência convergente. 
n---t-'-oo 
Iremos verificar uma série de condições sobre os funcionais 'lj;1, YÃ,+ e 'lj;2 definidos acima. 
Essas condições estão contidas no resultado abstrato que será provado adiante. 
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Teorema 10.3 Seja <I' À um funcional coercivo e limitado inferiormente no conjunto /vt. 
Suponha que (1/Ji (u), u) + ('P~+(u), u) + (1/J~(u), u) f O para qualquer u EM e que para 
qualquer sequência (un)nEIN C M que seja minimizante para 1>.x sobreM, temos que 
( 1/Ji (un) )nElN• ( 'P~,+ ( Un) )nEIN e ( 1/J;( Un) )nElN são limitadas em H-1(0) e 
Então, para qualquer sequência minimizante (vn)nEIN para<~'>.>. sobreM, existe uma 
sequência ( Un)nEIN C A1 tal que: 
(ii) lim !lun- VnÍÍHl(íl) =O, 
n--7+00 ° 
(iii) 
Em particular, se 1>.x verifica (PS).M,c onde c= inf 1>!-(M), então 
Kc = {u E H~(rl) I<P.x(u) =c e <P~(u) =O} f 0. 
Para provar esse Teorema, necessitamos do Lema seguinte. 
Lema 10.4 Seja 1>.x E C 1 (H,JR) definido em um espaço de Hilbert H e seja F um 
subconjunto de H verificando a seguinte propriedade: 
P) Para cada u E F com 1>~ (u) f O, existe, para e > O suficientemente pequeno, 
uma função Su : B,(O) --+ IR diferenciável no sentido de Fréchet tal que, pondo 
( ' 1>~ ( u) ) tu(6) = Su ó II<P~(u)ll para O::; 6::; e, temos 
( ) ( ') ( - 1>~ ( u) ) F tu O = 1 e tu ó U - à II<P~ ( U) li E . 
Se <PÀ é limitado inferiormente sobre F, então para cada sequência minimizante 
(vn)nEIN C F para 1>.x, existe (un)nEIN C F tal que 
lim ilun- Vnll =O e 
n--7+oo 
(10.4) 
Para a prova desse Lema, veja [[31], pag. 6]. 
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Prova do Teorema 10.3: A prova consiste em verificar as hipóteses do Lema 10.4 
para a variedade M = F. Então, fixe u E M e defina 
-+ JR3 G :IR x H/,(\2) 
(s, w) -+ G(s, w) = (?j; 1(s(u- w)), 'PÃ,+(s(u- w)), w2(s(u- w))). 
(10.5) 
Observe que 
G(1,0) = (0, :p,~,+(u), ?j;z(u)) e Gs(1,0) f O. 
Aplicando o Teorema da função Implícita no ponto (1, 0), obtemos para E> O suficiente-
mente pequeno, que existe uma função diferenciável 
tal que 
(i) su(O) = 1, Su(w)(u- w) EM, para w E B,(O), 
(ii) (s' (O) w) = (?j;;(u),w) + M,+(u),w) + (?j;~(u),w) 
u ' (w; (u), u) + ('P~.+(u), u) + (1j;2(u), u) 
Para a verificação de (i), basta observar que pelo Teorema da Função Implícita G( su ( w), w) = 
(0, :P>.,+(u), ?j;2 (u) ) para w E B,(O). Para verificar (ii), note que a diferencial de G no 
ponto (su(v), v), com v E B,(O) é: 
(0,0,0)- (G'(s(v),v), (w,w,w)) = (au(v,w),bu(v,w),du(v,w)) E JR3 , 
onde 
au (V, W) = ( w; ( Su (V) ( U - V)), W) ( S~ (V), W) - ( ?j;; ( Su (V) ( U - V)), W) 
bu (v, w) = (:P~.+ (su (V)( u - V)), w) (s~ (v), w) - ('P~.+ (su( V) ( u V)), w) 
du(v, w) = (1b2(su(v)(u- v)), w)(s~(v), w)- ('<P~(su(v)(u- v)), w) 
para cada w E B,(O). Desde que (G'(s(v), v), (w, w)) =O para cada v, w E B,(O), em 
particular para v = O. Assim, a e b tornam-se: 
au(O,w) = (?j;;(u),u)(s~(O),w)- (?j;;(u),w) 
bu(O, w) = ('P~.+(u), u)(s~(O), w)- (rpÃ,+(u), w) 
du(O, w) = (1j;2(u), u)(s~(O), w)- (1j;2(u), w), 
podemos então, somar as coordenadas e um cálculo simples obtemos (ii). Assim, temos 
verificado as hipóteses do Lema 10.4. Então, para concluirmos a demonstração, aplicando 
a conclusão do Lema 10.4, falta apenas verificar que a sequência (t~(O))nEIN é limitada. 
Mas isso é uma consequência de M ser limitada. De fato, desde que a sequência ( un)nElN 
é limitada, pela definição de tn ( J), temos que 
t~(O) = 
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Pelas nossas hipóteses sobre os funcionais i!>;., 1j;1 , '/'.\,+, -02 e a variedade M, concluímos 
de (10.4) que II<I>~(un)llwl(O)-+ O • 
Brézis e :'\iren_berg em [14] mostraram a existência de um número .\ > O, tal que 
para cada À > À > O existe uma solução u;. para o problema (5.2), com energia 
<I>.~(u_,J < -tJSN/2 Pelas nossas estimativas, podemos tomar.\= À0 , desde que [2 = BR(O). 
Obteremos uma solução v.\ para À > À' ?: À0 > O, com energia <l';.(v.~) > 1JSNI2 Por-
tanto, uma segunda solução. Mais precisamente, temos: 
Teorema 10.5 Seja [2 c JR·N (N ?: 4) um domínio limitado. Para 
existe um À* > O, tal que o problema (5.2) possui pelo menos duas soluções para todo 
O < À* < À. Com as mesmas hipóteses, quando ]li = 3, para cada À > À* existe uma 
solução u do problema (5.2), com <I>.~(u)?: ~S312 
Prova: A existência do À' é assegurada pelo Teorema 9.1, o qual foi demonstrado no 
Capítulo 9. Note porém, que o À' obtido pelo Teorema 9.1 pode não ser ótimo. Por outro 
lado, se n = B 1 (O), o Lema 8.2 nos diz que nesse caso será ótima. Para a existência de 
uma solução, veja a Observação 7.2 e comentários acima. Agora, note que pelo Lema 6.4, 
existem funções w E H);(O), tais que <l>;.,+(w) > -j.;SNI2 Para provar o Teorema 10.5, 
necessitamos apenas verificar as hipótese do Teorema 10.3. Porém, em algumas situações 
não poderemos concluir que o subconjunto Kc I 0, mas concluíremos que o funcional 
<I>.\,+ possui um ponto crítico u, com energia <I>.\,+ ( u) ?: 1J SNI2 Portanto, uma solução 
diferente da obtida pelo Passo da Montanha. 
Desde que ;\1 é limitada, para obtermos a segunda solução poderíamos maximizar o 
funcional <I>À,-,- sobre a variedade /1-1, mas, por comodidade iremos minimizar o funcional 
(-<I>.~,+) sobreM. 
Daqui por diante, dividiremos a prova em Afirmações. 
Afirmação 10.6 -<I>.\,+ é limitado sobre .M. 
A limitação segue-se do Teorema 9.1. :Vfas, daremos outra prova aqui. Suponha que 
-<I>;.,+ seja ilimitado superiormente sobreM. Então, deve existir uma sequência ( un) C 
M, tal que 
Mas nesse caso, temos 
para n suficientemente grande. O que é uma contradição. 
Afirmação 10.7 (vi; (u), u) + ('P~.+(u), u) + (vl~(u), u) <O para todo u EM. 
De fato, temos 
(,o;(u),u) = 2jjDullª- 2*llullª:- À(q+ 1)llull~!i­
Como \fl1 (u) =O, obtemos 
Lembrando que q > 1, temos 
Para u EM, temos 
(vl;(u), u) = (1- q)Àjjull~!i :S: -8 <O. 





Afirmação 10.8 Se (un)nEIN é uma sequência minimizante para -il>.\,+ em M, então 
Foi observado inicialmente que existem funções w E H;(n) tais que il>A,+(w) > 1fSNI2 
Então, para algum 8 > O existem funções w tais que 1(;2 (w) :S: -8, isto é, M # f/J. 
Em particular, existem w E M tais que -il>A.+(w) < - }vS1vf2 < O. Agora, desde que 
M é limitada, podemos supor que ( un)nEJN é uniformemente limitada. Além disso, deve 
satisfazer também, para alguma subsequência eu E H;(\2), 
Daí, temos 
\flz(un)---+ 'if;z(u) :S: -8 <O. 
Agora, usando que (il>~.+(un), un) =O, (10.6)-(10.8), teremos 
Afirmação 10.9 Seja (un)nEIN uma sequência minimizante para -il>;.,o. sobre a varie-
dade A1. Então, existe u E ;\,t ponto crítico para -il>,~ .... , tal que Un ~ u. Além disso, 
-il>.\,o.(u) :'Ô -hSN/2 
Defina 
-c= inf {-il>,~,+(w)}. 
wE .. "-'1 
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Já sabemos que -c é finito. Em vista das Afirmações anteriores, podemos usar o Teorema 
10.3, para concluirmos que ( un)nEJN C .VI é tal que 
-il>-\,+(un) ----+-c, 
-il>~,+(un) ----+O em H-1(íl). 
Como ( un)nEJN é limitada, existe u E H~(íl), tal que Un ~ u. Assim, 
( (-i!>.\+)' ( Un), v) = 1 ( ( u~)2"-2u~v +À( u~)q-lu~v - Dun · Dv) 
_J. 
O= ((-i!>.\,+)'( v), v) = 1 ( (u+f- 2u+v + À(u+)q-lu-'-v- Du · Dv). 
Desde que esta última igualdade vale para toda v E H~(íl), temos que u E M, e 
-il>.u(u) 2: -c. Note que 7j;2 (u) ::; -8 < O, isto é, u+ i": O. Agora, pelo princípio 
do máximo de Hopf concluímos que u >O sobre íl. Então a sequência (un)nElN é posi-
tiva, isto é, Un 2: O sobre íl. 
Por um resultado de Struwe [65](veja também Willem[[71j, pag.129]), temos 
m 
il>.u(un)----+ h,+(u) + Lil>oo(Uj) =c, (10.9) 
j=l 
com uj > O sobre JRN, pontos críticos do funcional il>oo associado a equação 
-6Uj = ur-l no JRN. Daí, é imediato que 
i!> (U) = _!:_SN/2 
co J JV 
Suponhamos que c= k-};SN/2 para algum inteiro 1 < k ::; m(a desigualdade é estrita 
devido ao Lema 6.4). Por (10.9) e i!>00 (Uj) = -};SNI2 , mais o fato de que u >O, concluímos 
que 
"' ( l k 1 sN '2 k 1 . . 
'*' .\,+ u = o 711 ' , o 2: mte1ro. 
Agora, suponha que c E (-j;cSNI2, k"[/ 5NI2), para algum inteiro k > 1. Temos pelo Lema 
de Brézis-Lieb [13] que 
i!>.\,+ ( Un) 
i!>~.+ ( Un) 
h.+(u) + il>.\,-'-(un- u) + o(1), 
il>~.+(u) + il>~.-(un- u) + Ón sobre H-1(íl), 
onde ón(v)----+ O para cada v E H};(íl). Como il>~.+(u) =O, temos 
(10.10) 
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Resulta, novamente de (10.9) e das observações acima que 
( ) k5~'12 m+1-k5Nf2 \I>.\,+ Un- U ---* C- N · ' < N · , (10.11) 
w~.+(un u) ---* o, 
onde k::; m. Note que k >O, pois \I>-",+(u) >O. Basta observar que sobreM, temos 
"' ( J - 1 li 112 •. , q- 1 " 'lq+l ( J 
"'-",+ u - N u 2' T /\2(q + 1) IIUI q+l >o. 10.12 
Se ocorrer a igualdade, isto é, k = m. Por um resultado de Brézis-Nirenberg [14], sabemos 
que \I>-",+ verifica a condição (P5)c( clássica), para cada c E (0, iJ5Nf 2 ). Assim, de (10.11), 
deve existir w E H~(iJ), tal que 
Un- U -7 W. 
Como Un- u --'" O, concluímos que w =O, e nesse caso, Un ---* u em H~(fl), ou seja, 
u EM com \I>-",+(u) =c e w~.+(u) =O. Porém, se k < m temos que \I>.~,+(u) > -f:r5Nf2 
Portanto, temos provado que 
\I>-I,+(u) 2: 1~5Nf2 e \I>~,+(u) = 0. 
Isso conclui a prova do Teorema 10.5. 
• 
Teorema 10.10 Seja fJ C IR3 um domínio limitado. Para 1 < q < 3 
i) existe À* > O, tal que para cada À* < À, o problema (5.2) possui pelo menos uma 
solução u E H~(fl), com \I>-"(u) 2: ~5312 , 
ii) existe À*' = À"(N), tal que o problema (5.2) possui pelo menos duas soluções para 
cada À**< À. 
Prova: 
i) Segue-se do Teorema 10.5. _ _ 
ii) Brézis-Nirenberg provaram que existe um À >O, tal que para cada À > À, existe uma 
solução u do problema (5.2), com 
Tomando 
1 \I>-"(u) < -53/2 3 . 
À**= max{).*)}, 
o resultado segue-se como no item i). 
• 
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Teorema 10.11 Seja D = BR(O) C JR3 a bola de centro na origem e raio R. Então o 
seguinte vale: 
(a) Se q = 3, existe um Àa >O tal que 
(i) para..\> À0 existe pelo menos uma solução de (5.2), 
(b) Se 1 < q < 3, existe O< À0 = À0 (q) tal que 
(i) para À> À0 existem pelo menos duas soluções de (5.2), 
(ii) para À= À0 existe pelo menos uma solução de (5.2), 
Prova: 
a) Se q = 3, pelo Lema 7.1 o resultado segue. 
Observação 10.12 Neste caso, não poderemos assegurar a existência de pelo menos 
duas soluções, devido a estimativa (6. 7) e a desigualdade 
para u E H},(D), não valerem para q = 3. 
b) Se 1 < q < 3, o mesmo como no item a), mas agora vale a estimativa (6.7). Em 
virtude do Teorema 10.5 e Lema 8.2, 
i) teremos pelo menos duas soluções se O < À0 < ..\. 
ii) Para ..\0 = À, existe pelo menos uma solução. 
• 
Apêndice A 
Vamos provar as estimativas (3.38) e (3.39), com v, definida em (3.37). Os valores de 
m, n e s foram definidos em (2.2) e (2.3). Como em (3.36), estimando a função u, 
teremos: 
/1 = 1R r"[u~[fi+2 dr = EaS(-y+l)/(!5+-,+2-a) + 0(1) 
onde a= a- (fJ + 2)(m + n)/m + 1; 
onde b = 1- :!;q(r) + 1; 
onde 17 = l - :!; (.8 + 2) + L e 
O(Ery) + 0(1) , 








Il =iR r"[v' 1·3+2 dr = S(-y+l)/(;3+-y+2-a)-'- 0(Es(3+2)) (A.4) (h)Ci3: 2)/(q(7J) o ' , 
De fato, 
De (2.2) e (2.3) temos que 






12Ro 11 = e0 Sb+l)/(;l+H2-<>) + r"[u;[fl+2 dr Ro 
-[ê;';';[8+2 ['"' r"+(n-l)(B+2)(En + rn)-(m~1)(;3~2)/m dr 
}Ro 
easb+l)/(8+~+2-<>) + 0(1) 
onde a= a- (!3 + 2)(m + n)/m + 1. Observe que as integrais 
são finitas. De fato, a primeira delas, se trata de uma integração sobre um intervalo 
limitado; a segunda é um pouco mais delicada. Vejamos: 
{
00 
r"+(n-l)($+2)(en + rn)-(m+l)(;3+2)fm dr:::: f'" r-o)(fJ+l) dr. 
}~ }~ 
Para obter o expoente na última integral, note que 
n 
a+ (n- 1)(/3 + 2)- -(m + 1)(8 + 2) = 
m 
1 a 
a- m (m + n)(8 + 2) =a- 8 + 1 (/3 + 2) 1 . 1 
- a(B + 1-8- 2)-- =-a(--)< -L 
. . .8+1 /3+1 . 
pois o - S- 1 > O. Donde resulta que a integral é limitada. 
Observação A.l Essa limitação que comentamos acima, so é válida no caso radial, e 
ela é fundamental nos resultados aqui obtidos. Por esse motivo, García e Peral em [29} 
não obtiveram um resultado completo para o p-Laplaciano. 
Agora, como 
[êjqh) 100 r-1(en + rn)-q(-r)/m dr = Jêlq('y) 1"' (~r e-(-q(-r)n/m(l + ( ~ )n)-q(-r)/m dr 
o E E 
[êjq('l') 1oo e'Y-q('J')n/m+lt-1(1 + tn)-q(-t)/m dt = iS(-r+l)/(fJ+-r+2 
onde b =o!- qh)n/m + 1. Assim, temos que 
( h)Cíl+2)/q('l') = eb(8+2)jq(-() S((;l+2)/q("'))(-r+l)/(iJ+'Y+2-a) + O( E). ( A.5) 
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se TJ = O, 
I~= 1& 0 1& ~~)~! lêlil+2 ( )'il+Z'/ dr + 0(1) = lêl 8+2 ( . )(8 2•1 dr + 0(1) 0 çn + rn \. J m 0 çn + -rn . T ) m 
lêlil+2 (13+2) ln(En + rn)IRo + 0(1) n(!l+2 m) O 
lêlil+2 (
8+2) (ln(En + Rn) - ln(En)) + 0(1) = lêlil+2 (B+2) In lEI+ 0(1). 
- n(,B-r-2-m) O (,B-r2-m) 
se TJ > O, temos 
1Ro l IW+2 ( r)(B 2)1 dr + 0(1) o En + rn T /m 
1Ro/< tl CEl-n(/3+2)/m+l dt + 0(1) O (1 + tn )(!3+2)/m 
1Ro/< < cé-n(f3+2)/m+l tl-n(/3+2)/m dt + 0(1) =c o l Rl-n(/3+2)/m+l n°((3 + 2)/m + 1 + 0(1). 
Estimando a função v, dada em (3.37), obtemos 
!1 = E(a-b(fJ+2)/qbJJs(l-(!l+2)/q(·1))((-y+l)/(B+o+2-a)) . 0(E-b(/l+2)/qbl) = S+0(Es(B+2l). 
(Iz)U3+2)/q(-r) ' 
onde s foi definido em (2.2). De (A5) e das estimativas sobre Iry, temos: 
Iry _ O( l+!l-a+2) 0 ( d rç -) (fz)(f3+Z)/qh) - E , se TJ < quan o , 1 ;:: 0 , 
Iry - ( s((3+2) I I) - I , - ) (fz)(!l+Z)fq(o) - O E .In E , se TJ - O (quando IV - 4 , 
Iry - O( s(f3+2l) O ( d 1\f 3) (fz)(f3+Z)/q(·t) - E , se T) > quan o , · = . 
Assim, obtemos as estimativas (3.38) e (3.39). 
Apêndice B 
No Capítulo 4.3, usamos as seguintes desigualdades numéricas: 
(B1) Se 2 :S: f3 + 2 < 3, então dado k1 E [8 + 1, 2]. existe uma constante C tal que 
(1 + t2 + 2t cos e)(~+z);2 :::: 1 + t~+2 + (8 + 2)t cose+ ctk' 
para t 2: o, uniformemente em e. 
(B2) Se 3 ::; f3 + 2, então existe uma constante C tal que 
(1 + t2 + 2tcose)(~-cZ)/2 ::; 1 + t~+2 + (/3 + 2)tcose + C(t2 + t($+1)) 
para t 2: o, uniformemente em e. 
(B3) Se 1 < f3 + 2 < 2 e k2 E (1, f3 + 2), existe uma constante C tal que 
(1 +e + 2t cos e(B+Z)/2 :::: 1 + t3+2 + (8 + 2)t cose+ Ctkz 
para t 2: o, uniformemente em e. 
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