and (6) and (7) together, in turn, imply J" [<pi{t)f dt < °o. Hence the functions ut) = wor J" wMf dr (8) exist for all t ^ t0 and are uniformly bounded; in fact, a2 ^ ^,-(<) iS 62 where a and b are certain constants. Now consider the function V(y, 0 = Tpi(t)yl + ^2(02/2 + • • • + .
1. Introduction. In plane motion of a viscous fluid inside a fixed container, the expansion d and the vorticity co cannot be arbitrarily assigned. A necessary and sufficient condition1 for the consistency of given 6 and co with vanishing velocity on the walls is [ (OU + 2uV) dS = 0, (1.1) NOTES [Vol. IX, No. 3 where U, V is any pair of conjugate harmonic functions and the integration is taken over the region occupied by the fluid. The purpose of the present paper is to extend this result to three dimensions. In space we have expansion 0 and a vorticity vector «,• (suffixes range 1, 2, 3 with the summation convention), and the theorem which will be proved may be stated as follows:
Given expansion 0 and vorticity &>,• are consistent with vanishing velocity on the walls if, and
where the integration is taken through the fluid, Q{ being any (arbitrary) solution of the partial differential equations A Qt = Qk,ki (1.3) and P satisfying
Here eijk is the usual permutation symbol, the comma denotes partial differentiation (F,, = dY/dXi), and A the Laplace operator, so that AQ{ = Qiikk . In vector notation (1.3) and (1.4) read V2Q = VV Q and VP = §V X Q. This theorem will be considered only for simply connected regions. For such regions, (1.3) are precisely the integrability conditions of (1.4), so that, given any solution of (1.3), P exists satisfying (1.4), unique to within an additive constant.
2. Necessity of condition (1.2). Expansion 0 and vorticity <0j are connected with velocity u{ by
The problem of finding a motion with given 6 and a>,• in a region V, bounded by a fixed surface B to which the fluid adheres, is the problem of solving the partial differential equations (2.1) for m, with the boundary condition
The theorem stated above asserts that (1.2) is a necessary and sufficient condition on 6 and for the existence of this solution. The necessity of the condition is easy to prove. We assume the existence of a solution of (2.1) and (2.2).
By virtue of (2.1), it follows that for any P and Q{ at all (not subject to any conditions save those of smoothness) we have J (OP + oiiQi) dV + J Ui(P,i -2eatQk,i) dV
= J (n,u,P n,eiikuxQk) dB, the last integral being taken over the boundary B, on which n,-is the unit normal, drawn outward. Note that the above follows from (2.1) only. We now bring in (2.2). This makes the last integral in (2.3) vanish. If we then subject P and Q{ to (1.3) and (1.4), the second integral in the first line vanishes, and we are left with the equation (1.2) ; the necessity of (1.2) is thus established.
3. A lemma. The proof of sufficiency is harder. It rests on a lemma, for which the proof offered here is not mathematically rigorous, resting as it does on the assumption that a certain minimum is attained. A precise mathematical proof would of course have to specify the requisite smoothness of the bounding surface B and of the tangential component assigned on it (see immediately below).
Lemma: Given the tangential component of a vector
on the boundary B of a region V, then Qi exists satisfying (1.3) and this boundary condition.
To prove this (or at least make it plausible), consider the integral I{Q) ~ j eiikQk, jtirsQs.r dV.
(3.1)
In vector notation, the integrand is (V X Q)2 and cannot be negative. Thus for all Qi satisfying the stated boundary condition, I(Q) is bounded below. We assume that the minimum is actually attained by some vector field; let Q, be it. and so we get (AQk -Q,-,ih)qk dV = 0. (3.6) / Since q{ is arbitrary except for the boundary condition it follows that the minimising Qi satisfies (1.3).
As pointed out already, P then exists satisfying (1.4).
NOTES
[ Vol. IX, No. 3 Choose a particular solution of (1.3), C1.4): P = 1, Q{ = 0. Then (1.2) gives J 6 dV = 0. We now try to solve (2.1) and (2.2). This we do in two steps, first solving the system Ui, i = 6, (iikUk.i = 2oj, , (4.5) with the boundary condition
There is a well known procedure for this; we express u: in terms of a scalar potential and a vector potential, and obtain for these certain Poisson integrals, yielding particular solutions of (4.5). The problem of solving (4.5) and (4.6) is thus reduced to a Neumann problem, and it is known that (4.1) and (4.4) are sufficient conditions for the existence of a solution to (4.5) and (4.6).
The second step is to prove that the tangential component of this u{ vanishes, the normal component being already zero by (4.6). This is easy. Equation (2.3) is valid, since it depends only on (2.1), i.e. (4.5). But the first two integrals in (2.3) vanish by (1.2) and (1.4) respectively. Also the first part of the last integrand vanishes by C4.6).
So we are left with / njiiikUiQk dB = 0. (4.7)
But eijkUjQk is the tangential component of Q, , turned through a right angle, and this, as we saw in the lemma, may be chosen arbitrarily. From this it follows at once that the tangential component of u, must vanish on B.
Thus the solution of (4.5) and (4.6) is in fact the solution of (2.1) and (2.2). This completes the proof of the sufficiency of the condition (1.2), subject of course to the assumption that the minimum of (3.1) is in fact attained.*
