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Abstract
It is well-known that the Schur complements of strictly diagonally dominant matrices are strictly diag-
onally dominant [D. Carlson, T. Markham, Schur complements of diagonally dominant matrices, Czech.
Math. J. 29 (104) (1979) 246–251]; the same is true of generalized strictly diagonally dominant matri-
ces [Jianzhou Liu, Yungqing Huang, Some properties on Schur complements of H-matrix and diagonally
dominant matrices, Linear Algebra Appl. 389 (2004) 365–380]. In this paper, this result is extended to
the block (strictly) diagonally dominant matrices and the generalized block (strictly) diagonally dominant
matrices, that is, it is shown that the Schur complement of a block (strictly) diagonally dominant matrix is a
block (strictly) diagonally dominant matrix and so is the Schur complement of a generalized block (strictly)
diagonally dominant matrix.
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0. Introduction
Recently, the Schur complements of some families of matrices attract researchers’ attention and
several significant results are proposed. As is shown in [9,10,14,16], the Schur complements of
positive semidefinite matrices are positive semidefinite; the same is true of M-matrices, H -matri-
ces, inverse M-matrices (see, e.g., [16]), and generalized doubly diagonally dominant matrices
(see, e.g., [14]). Carlson and Markham [9] showed that the Schur complements of strictly diago-
nally dominant matrices are strictly diagonally dominant. The very property has been repeatedly
used for the convergence of the Gauss–Seidel iterations in numerical analysis (see, e.g., [17, p. 58]
or [15, p. 508]). However, there exists a dilemma in practical application. That is, for a large-scale
matrix or a matrix which is not (generalized) strictly diagonally dominant, it is very difficult to
obtain the property of its Schur complement.
On the other hand, [1,2] and [3] respectively extended the concept of diagonally dominant
matrix and proposed two kinds of block diagonally dominant matrices, i.e., I-block diagonally
dominant matrices [1] and II-block diagonally dominant matrices [4]. Later, [4–6,8] also presented
two kinds of generalized block strictly diagonally dominant matrices (I-block H -matrices [5] and
II-block H -matrices [4]) on base of previous work. By the results above, we know that a block
diagonally dominant matrix is not always a diagonally dominant matrix (An example is seen
[1, (2.6)]). Hence, for some matrices, which are not (strictly) diagonally dominant matrices or
generalized (strictly) diagonally dominant matrices, we can study its Schur complement when
they are (generalized) block diagonally dominant by proper partitioning of matrix.
In this paper, we propose the concept of the Schur complement on block matrices and study
the property on the Schur complement of two kinds of (generalized) block diagonally dominant
matrices.
1. Definitions and lemmas
Now, we give some definitions and lemmas for convenience of presentation and proof.
Consider an n × n complex matrix A, which is partitioned as the following form:
A =

A11 A12 · · · A1s
A21 A22 · · · A2s
...
...
.
.
.
...
As1 As2 · · · Ass
 , (1)
where All is an nl × nl nonsingular principal submatrix of A, l = 1, 2, . . . , s,∑sl=1 nl = n.
LetCn×n be the set of alln × n complex matrices andCn×ns be the set of all s × s block matrices
in Cn×n partitioned as (1). Suppose A = (Alm)s×s ∈ Cn×ns , and let N(A) = (‖Alm‖)s×s denote
the norm matrix of block matrix A, where ‖ · ‖ is some consistent matrix norm. Thus, N(A−1)
denotes the norm matrix of block matrix A−1 which is partitioned as (1) in throughout the paper.
Let A = (aij ) ∈ Cn×n and |A| = (|aij |) ∈ Rn×n denote the norm matrix of A, where | · | is the
norm of the complex number aij . Again, let S = {1, 2, . . . , s} and xT be the transpose of the
vector x.
Definition 1.1 [1]. Let A = (Alm)s×s ∈ Cn×ns and All, l = 1, 2, . . . , s, be nonsingular. If
‖A−1ll ‖−1 
s∑
m=1,m /=l
‖Alm‖, ∀l ∈ S, (2)
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then A is I-block diagonally dominant (abbreviated IBDD); if the strict inequality in (2) is valid
for all l ∈ S, then A is I-block strictly diagonally dominant (abbreviated IBSDD).
Definition 1.2 [2]. Let A = (Alm)s×s ∈ Cn×ns and All, l = 1, 2, . . . , s, be nonsingular. If
1 
s∑
l=1,m /=l
‖A−1ll Alm‖, ∀l ∈ S, (3)
then A is II-block diagonally dominant (abbreviated IIBDD); if the strict inequality in (3) is
valid for all l ∈ S, then A is II-block strictly diagonally dominant (abbreviated IIBSDD).
Remark 1. From (2), (3) and the inequality
‖A−1ll Alm‖  ‖A−1ll ‖‖Alm‖,
we have that if A is IBDD(IBSDD), then A is IIBDD (IIBSDD).
Lemma 1.1 [3]. Let A = (Alm)s×s ∈ Cn×ns be IIBDD (IIBSDD). Then D−1A is IBDD
(IBSDD), where D = diag(A11, A22, . . . Ass).
Definition 1.3. Let A = (Alm)s×s ∈ Cn×ns and All, l = 1, 2, . . . , s, be nonsingular. If there exists
a positive vector x = (xl) ∈ Rs such that
‖A−1ll ‖−1xl 
s∑
m=1,m /=l
‖Alm‖xm, ∀l ∈ S, (4)
then A is I-generalized block diagonally dominant (abbreviated IGBDD); if the strict inequality
in (4) is valid for all l ∈ S, then A is I-generalized block strictly diagonally dominant (abbreviated
IGBSDD).
Definition 1.4. Let A = (Alm)s×s ∈ Cn×ns and All, l = 1, 2, . . . , s, be nonsingular. If there exists
a positive vector x = (xl) ∈ Rs such that
xl 
s∑
m=1,m /=l
‖A−1ll Alm‖xm, ∀l ∈ S, (5)
then A is II-generalized block diagonally dominant (abbreviated IIGBDD); if strict inequality in
(5) is valid for all l ∈ S, then A is II-generalized block strictly diagonally dominant (abbreviated
IIGBSDD).
Remark 2. From (4), (5) and the inequality mentioned in Remark 1, we have that if A is IGBDD
(IGBSDD), then A is IIGBDD (IIGBSDD).
Lemma 1.2 [3]. Let A = (Alm)s×s ∈ Cn×ns be IIGBDD(IIGBSDD). Then D−1A is IGBDD
(IGBSDD), where D = diag(A11, A22, . . . , Ass).
Definition 1.5. Let A = sI − B ∈ Rn×n, s > 0, B  0. A is called an Mmatrix if s > ρ(B),
where ρ(B) is the spectral radius of B.
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Definition 1.6. Let A = (aij ) ∈ Cn×n. If the comparison matrix of A, µ(A) = (tij ), where
tij =
{|aij |, if i = j,
−|aij |, if i /= j
is an M-matrix, then A is called an H -matrix.
Definition 1.7 [4,5]. Let A = (Alm)s×s ∈ Cn×ns and All, l = 1, 2, . . . , s, be nonsingular. If the
comparison matrices of block matrix A, µI(A) = (wlm) ∈ Rs×s and µII(A) = (mlm) ∈ Rs×s are
M-matrices, respectively, where
wlm =
{‖A−1ll ‖−1, if l = m,−‖Alm‖, if l /= m, and mlm =
{
1, if l = m,
−‖A−1ll Alm‖, if l /= m,
then A is called a I-block H -matrix and a II-block H -matrix, respectively.
Lemma 1.3. Let A = (Alm)s×s ∈ Cn×ns . Then A is a II-block H -matrix (or I-block H -matrix) if
and only if A is IIGBSDD (or IGBSDD).
The proof is obtained from [7, Theorems 7.5.14 and 6.23] immediately.
Definition 1.8. Let A = (Alm)s×s ∈ Cn×ns be partitioned as
A =
(
A11 A12
A21 A22
)
, (6)
where
A11 =
A11 · · · A1k... . . . ...
Ak1 · · · Akk
 and A22 =
Ak+1,k+1 · · · Ak+1,s... . . . ...
As,k+1 · · · Ass

are a k × k nonsingular block matrix and an (s − k) × (s − k) block matrix, respectively, 1 
k < s; furthermore, the partition (6) does not change the partition of (1). The Schur complement
of A11 in A is defined to be
A/A11 = A22 − A21(A11)−1A12 (7)
in which (A11)−1 is partitioned as A11.
We denote the set of all s × s II-block (strictly) diagonally dominant matrices, the set of
all s × s I-block (strictly) diagonally dominant matrices, the set of all s × s II-generalized block
(strictly) diagonally dominant matrices and the set of all s × s I-generalized block (strictly) diago-
nally dominant matrices by IIBDDs(IIBSDDs), IBDDs(IBSDDs), IIGBDDs(IIGBSDDs)
and IGBDDs(IGBSDDs), respectively. Moreover, for arbitrary B ∈ IIBDDs−k(IIBSDDs−k,
IBDDs−k, IBSDDs−k, IIGBDDs−k, IIGBSDDs−k, IGBDDs−k and IGBSDDs−k), B is
partitioned as A22.
2. On Schur complement of block diagonally dominant matrices
In this section, we present several theorems and properties on Schur complements of block
diagonally dominant matrices . For the convenience of proof, several lemmas are firstly introduced.
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Lemma 2.1 [11]. Let A,B ∈ Rn×n. If A is an M-matrix, B is a Z-matrix, and B  A, then B
is also an M-matrix.
Lemma 2.2 [12]. Let A ∈ Cn×n, and B ∈ Rn×n be an M-matrix. If µ(A)  B, then A is an
H -matrix and B−1  |A−1|  0.
Lemma 2.3 [12]. Let A ∈ Cn×n be a strictly diagonally dominant matrix. Then µ(A) is an
M-matrix, that is, A is an H -matrix.
It follows immediately from Lemma 2.1 and Lemma 2.2 that if A is an H -matrix, then
[µ(A)]−1  |A−1|  0. (8)
Similarly, for block H -matrix (generalized block strictly diagonally dominant matrix), we have
the following theorems.
Lemma 2.4. Let A = (Alm)s×s ∈ IGBSDDs . Then
[µI(A)]−1  N(A−1)  0, (9)
where A−1 is partitioned as (1).
Proof. Let D˜ = diag(‖A−111 ‖−1A−111 , ‖A−122 ‖−1A−122 , . . . , ‖A−1ss ‖−1A−1ss ) ∈ Cn×ns . Then, the prin-
cipal diagonal blocks of D˜A ∈ Cn×ns are composed of quantity matrices, i.e., ‖A−1ll ‖−1Il, l =
1, 2, . . . , s, where Il is nl × nl identity matrix. So, there exists a positive constant α (α >
max1ls ‖A−1ll ‖−1) such that P = αI − µI(A), then P  0 and ρ(P ) < α. Furthermore, let
R = αI − D˜A ∈ Cn×ns . Then N(R)  P and ρ(R) < α from Lemma 1.3 and [8, Lemma 2.3].
So
N(A−1)=N [(D˜A)−1D˜]
N [(D˜A)−1]N(D˜) = N [(D˜A)−1]
=N [α−1(I − α−1R)−1] = N
[ ∞∑
k=0
α−k−1Rk
]

∞∑
k=0
N(R)k
αk+1

∞∑
k=0
P k
αk+1
=[µI(A)]−1.
This completes the proof. 
Lemma 2.5. Let A = (Alm)s×s ∈ IIGBSDDs . Then
[µII(A)]−1  N(A−1D)  0, (10)
where D = diag(A11, A22, . . . , Ass).
Proof. From Definition 1.7 and Lemma 1.2, µII(A) = µI(D−1A) and D−1A is IGBSDD. So,
from Lemma 2.4,
µI(D
−1A)  N [(D−1A)−1] = N(A−1D).
Thus, [µII(A)]−1  N(A−1D)  0. 
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Lemma 2.6 [13]. Let A ∈ Cn×n. If ‖A‖ < 1, then I − A is nonsingular and
‖(I − A)−1‖  1
1 − ‖A‖ , (11)
where I is identity matrix.
Lemma 2.7 [1,3,8]. Let A = (Alm)s×s ∈ IBSDDs (IIBSDDs). Then A is nonsingular.
Theorem 2.1. Let A = (Alm)s×s ∈ IBSDDs partitioned as (6). Then
A/A11 ∈ IBSDDs−k.
Proof. Since A ∈ IBSDDs , A11 ∈ IBSDDk . From Lemma 2.7, (A11)−1 exists, so does A/A11.
Denote jl = k + l, l = 1, 2, . . . , s − k, and letA/A11 = (A˜jljm)(s−k)×(s−k) be partitioned asA22.
At first, we prove two propositions for the convenience of proof.
Proposition [I]. For all l, l = 1, 2, . . . , s − k, we have∥∥∥∥∥∥∥∥∥A
−1
jljl
(Ajl,1, Ajl,2, . . . , Ajl,k)(A11)
−1

A1,jl
A2,jl
...
Ak,jl

∥∥∥∥∥∥∥∥∥ < 1. (12)
In fact, since A is IBSDD, from Remark 1, A is IIBSDD, so is A11. Thus, from (10) we have
[µII(A11)]−1  N [(A11)−1D1]  0, (13)
where D1 = diag(A11, A22, . . . , Akk) and (A11)−1 is partitioned as A11.
By (13),
α=1 −
∥∥∥∥∥∥∥∥∥∥
A−1jljl (Ajl,1, Ajl,2, . . . , Ajl,k)(A11)
−1D1

A−111 A1,jl
A−122 A2,jl
...
A−1kk Ak,jl

∥∥∥∥∥∥∥∥∥∥
1 −
(‖A−1jljlAjl,1‖, . . . , ‖A−1jljlAjl,k‖)N [(A11)−1D1]

‖A−111 A1,jl‖
‖A−12 A2,jl‖
...
‖A−1kk Ak,jl‖


1 −
(‖A−1jljlAjl,1‖, . . . , ‖A−1jljlAjl,k‖)[µII(A11)]−1

‖A−111 A1,jl‖
‖A−1kk A2,jl‖
...
‖A−1kk Ak,jl‖


= 1
det µII(A11)
det
(
1 hT
g µII(A11)
)
= det B1
det µII(A11)
,
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where
B1 =
(
1 hT
g µII(A11)
)
,
g = (−‖A−111 A1,jl‖, . . . ,−‖A−1kk Ak,jl‖)T,
h = (−‖A−1jljlAjl,1‖, . . . ,−‖A−1jljlAjl,k‖)T.
Since A is also IIBSDD from Remark 1, the strict inequality in (3) is valid for all l ∈ S.
Furthermore, from (3) and the structure of B1, B1 is strictly diagonally dominant matrix and also
an M-matrix from Lemma 2.3. Then det B1 > 0 and det µII(A11) > 0 from [7, Theorem 6.2.3].
Thus,
α = det B1
det µII(A11)
> 0.
This completes the proof of the inequality (12) and Proposition [I].
Proposition [II]. For all l, l = 1, 2, . . . , s − k, we have
β = ‖A−1jljl‖−1 −
s−k∑
r=1,r /=l
‖Ajljr ‖
−
s−k∑
r=1
∥∥∥∥∥∥∥∥∥(Ajl,1, Ajl,2, . . . , Ajl,k)(A11)
−1

A1,jr
A2,jr
...
Ak,jr

∥∥∥∥∥∥∥∥∥ > 0. (14)
In a similar way to Proposition [I] and by (13), we have
β  ‖A−1jljl‖−1 − ‖A−1jljl‖−1
s−k∑
r=1,r /=l
‖A−1jljlAjljr ‖
− ‖A−1jljl‖−1
s−k∑
r=1
∥∥∥∥∥∥∥∥∥A
−1
jljl
(Ajl,1, . . . , Ajl,k)(A11)
−1

A1,jr
A2,jr
...
Ak,jr

∥∥∥∥∥∥∥∥∥
 ‖A−1jljl‖−1
1 − s−k∑
r=1,r /=l
‖A−1jljlAjljr ‖
−
s−k∑
r=1
(‖A−1jljlAjl,1‖, . . . , ‖A−1jljlAjl,k‖)N [(A11)−1D1]

‖A−11l A1,jr ‖
‖A−122 A2,jr ‖
...
‖A−1kk Ak,jr ‖


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 ‖A−1jljl‖−1
1 − s−k∑
r=1,r /=l
‖A−1jljlAjljr ‖
−
s−k∑
r=1
(‖A−1jljlAjl,1‖, . . . , ‖A−1jljlAjl,k‖)[µII(A11)]−1

‖A−11l A1,jr ‖
‖A−122 A2,jr ‖
...
‖A−1kk Ak,jr ‖



‖A−1jljl‖
det µII(A11)
det
1 − s−k∑r=1,r /=l ‖A−1jljlAjljr ‖ hT
g1 µII(A11)

= ‖A
−1
jljl
‖ det B2
det µII(A11)
,
where
B2 =
1 − s−k∑r=1,r /=l ‖A−1jljlAjljr ‖ hT
g1 µII(A11)

g1 =
(
−
s−k∑
r=1
‖A−111 A1,jr ‖, . . . ,−
s−k∑
r=1
‖A−1kk Ak,jr ‖
)T
,
h =
(
−‖A−1jljlAjl,1‖, . . . ,−‖A−1jljlAjl,k‖
)T
.
Since A is also IIBSDD from Remak 1, the strict inequality in (3) is valid for all l ∈ S. Further-
more, from (3) and the structure of B2, B2 is a strictly diagonally dominant matrix and also an
M-matrix. Then det B2 > 0 from [7, Theorem 6.2.3]. Thus,
β 
‖A−1jljl‖ det B2
det µII(A11)
> 0.
This complete the proof of (14).
By (11), Lemma 2.5, Proposition [I] and Proposition [II], we have
‖A˜−1jljl‖−1 −
s−k∑
r=1,r /=l
‖A˜jljr ‖
=
∥∥∥∥∥∥∥∥∥
Ajljl − (Ajl,1, Ajl,2, . . . , Ajl ,k)(A11)−1

A1,jl
A2,jl
...
Ak,jl


−1∥∥∥∥∥∥∥∥∥
−1
−
s−k∑
r=1,r /=l
∥∥∥∥∥∥∥∥∥
Ajljr − (Ajl,1, Ajl,2, . . . , Ajl ,k)(A11)−1

A1,jr
A2,jr
...
Ak,jr


∥∥∥∥∥∥∥∥∥
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
∥∥∥∥∥∥∥∥∥
Ajljl − (Ajl,1, Ajl,2, . . . , Ajl ,k)(A11)−1

A1,jl
A2,jl
...
Ak,jl


−1∥∥∥∥∥∥∥∥∥
−1
×
1 −
s−k∑
r=1,r /=l
∥∥∥∥∥∥∥∥∥
Ajljl − (Ajl,1, Ajl,2, . . . , Ajl ,k)(A11)−1

A1,jl
A2,jl
...
Ak,jl


−1∥∥∥∥∥∥∥∥∥
×
∥∥∥∥∥∥∥∥∥Ajljr − (Ajl,1, Ajl,2, . . . , Ajl ,k)(A11)
−1

A1,jr
A2,jr
...
Ak,jr

∥∥∥∥∥∥∥∥∥


∥∥∥∥∥∥∥∥∥
Ijljl − A−1jljl (Ajl ,1, Ajl,2, . . . , Ajl ,k)(A11)−1

A1,jl
A2,jl
...
Ak,jl


−1
A−1jljl
∥∥∥∥∥∥∥∥∥
−1
×
1 − ‖A
−1
jljl
‖ ·
∥∥∥∥∥∥∥∥∥
Ijljl − A−1jljl (Ajl ,1, Ajl,2, . . . , Ajl ,k)(A11)−1

A1,jl
A2,jl
...
Ak,jl


−1∥∥∥∥∥∥∥∥∥
×
s−k∑
r=1,r /=l
∥∥∥∥∥∥∥∥∥Ajljr − (Ajl,1, Ajl,2, . . . , Ajl ,k)(A11)
−1

A1,jr
A2,jr
...
Ak,jr

∥∥∥∥∥∥∥∥∥


1 −
∥∥∥∥∥∥∥∥∥A
−1
jljl
(Ajl ,1, Ajl,2, . . . , Ajl ,k)(A11)
−1

A1,jl
A2,jl
...
Ak,jl

∥∥∥∥∥∥∥∥∥
‖A−1jljl‖
×

1 −
‖A−1jljl‖
 s−k∑r=1,r /=l ‖Ajljr ‖ +
s−k∑
r=1,r /=l
∥∥∥∥∥∥∥∥∥(Ajl,1, . . . , Ajl ,k)(A11)
−1

A1,jr
A2,jr
...
Ak,jr

∥∥∥∥∥∥∥∥∥

1 −
∥∥∥∥∥∥∥∥∥A
−1
jljl
(Ajl ,1, . . . , Ajl ,k)(A11)
−1

A1,jl
A2,jl
...
Ak,jl

∥∥∥∥∥∥∥∥∥

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
α
‖A−1jljl‖−1 − s−k∑r=1,r /=l ‖Ajljr ‖ −
s−k∑
r=1
∥∥∥∥∥∥∥∥∥(Ajl,1, . . . , Ajl ,k)(A11)
−1

A1,jr
A2,jr
...
Ak,jr

∥∥∥∥∥∥∥∥∥

1 −
∥∥∥∥∥∥∥∥∥A
−1
jljl
(Ajl ,1, . . . , Ajl ,k)(A11)
−1

A1,jl
A2,jl
...
Ak,jl

∥∥∥∥∥∥∥∥∥
 αβ
α
= β > 0.
Thus
‖A˜−1jljl‖−1 >
s−k∑
r=1,r /=l
‖A˜jljr ‖, l = 1, 2, . . . , s − k, (15)
which shows that A/A11 is also IBSDD. 
Theorem 2.2. Let A = (Alm)s×s ∈ IBDDs be partitioned as (6) and suppose A11 is nonsingu-
lar. Then A/A11 ∈ IBDDs−k.
Proof. Since for arbitrary constant ε > 0,
‖[(ε + 1)All]−1‖−1 > ‖A−1ll ‖−1, ∀l ∈ S,
from (2), we have∥∥[(ε + 1)All]−1∥∥−1 > s∑
m=1,m /=l
‖Alm‖, ∀l ∈ S. (16)
Set A(ε) = A + D(ε), where D(ε) = ε · diag(A11, A22, . . . , Ass). Then A(ε) is IBSDD from
(16). Using A(ε) in place of A in Theorem 2.1. We have that A(ε)/A11(ε) is IBSDD. Then a
continuity argument yields the desired statement. 
Theorem 2.3. Let A = (Alm)s×s ∈ IIBSDDs be partitioned as (6). Then
A/A11 ∈ IIBSDDs−k.
Proof. SinceA ∈ IIBSDDs ,A11 ∈ IIBSDDk . From Lemma 2.7, (A11)−1 exists, so doesA/A11.
Denote jl = k + l, l = 1, 2, . . . , s − k, and letA/A11 = (A˜jljm)(s−k)×(s−k) be partitioned asA22.
Since A is IIBSDD, Proposition [I] and Proposition [II] in Theorem 2.1 hold, so does (15). From
(15), we have
1 −
s−k∑
r=1,r /=l
∥∥∥A˜−1jljl A˜jljr∥∥∥1 − ∥∥∥A˜−1jljl∥∥∥ s−k∑
r=1,r /=l
∥∥∥A˜jljr∥∥∥
=
∥∥∥A˜−1jljl∥∥∥
∥∥∥A˜−1jljl∥∥∥−1 − s−k∑
r=1,r /=l
∥∥∥A˜jljr∥∥∥

>0.
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Then,
1 >
s−k∑
r=1,r /=l
∥∥∥A˜−1jljl A˜jljr∥∥∥, l = 1, 2, . . . , s − k. (17)
Thus, A/A11 is IIBSDD from (17). This completes the proof. 
Theorem 2.4. Let A = (Alm)s×s ∈ IIBDDs be partitioned as (6) and A11 be nonsingular. Then
A/A11 ∈ IIBDDs−k.
Proof. Since for arbitrary constant ε > 0,
‖A−1ll Alm‖ > ‖[(ε + 1)All]−1Alm‖, ∀m, l ∈ S,
s∑
l=1,m /=l
‖A−1ll Alm‖ >
s∑
l=1,m /=l
‖[(ε + 1)All]−1Alm‖, ∀l ∈ S. (18)
From (3) and (18), we have
1 >
s∑
l=1,m /=l
‖[(ε + 1)All]−1Alm‖, ∀l ∈ S. (19)
Set A(ε) = A + D(ε), where D(ε) = ε · diag(A11, A22, . . . , Ass). Then A(ε) is IIBSDD from
(19). Using A(ε) in place of A in Theorem 2.3. We have that A(ε)/A11(ε) is IIBSDD. Then a
continuity argument yields the desired statement. 
3. On Schur complement of generalized block diagonally dominant matrices
In this section, several theorems and properties on Schur complements of generalized block
diagonally dominant matrices are presented on base of Section 2.
Lemma 3.1 [11]. Let A ∈ Rn×n partitioned as the following form:
A =
(
A11 A12
A21 A22
)
,
where A11 is a k × k nonsingular matrix, 1  k < n. If A is an M-matrix, then A/A11 is also an
M-matrix.
Lemma 3.2 [8]. Let A = (Alm)s×s ∈ IGBSDDs (IIGBSDDs). Then A is nonsingular.
Theorem 3.1. Let A = (Alm)s×s ∈ IGBSDDs be partitioned as (6). Then
A/A11 ∈ IGBSDDs−k.
Proof. Since A ∈ IGBSDDs , A11 ∈ IGBSDDk . From Lemma 3.2, (A11)−1 exists, so does
A/A11. Again, because of A ∈ IGBSDD, µI(A) is M-matrix from Lemma 1.3. By Lemma 3.1,
we have µI(A)/µI(A11) being M-matrix. Again, by (11),
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µI(A/A11)=µI[A22 − A21(A11)−1A12]
µI(A22) − (−N(A21))N [(A11)−1](−N(A12))
µI(A22) − N(A21)[µI(A11]−1N(A12)
=µI(A)/µI(A11)),
where (A11)−1 is partitioned asA11. From Lemma 2.1 and Lemma 2.2,µI(A/A11) is anM-matrix.
Then A/A11 is IGBSDD from Lemma 1.3. 
Theorem 3.2. Let A = (Alm)s×s ∈ IGBDDs be partitioned as (6) and A11 be nonsingular.
Then
A/A11 ∈ IGBDDs−k.
The proof is similar to the proof of Theorem 2.2.
Lemma 3.3. Let A = (Alm)s×s ∈ Cn×ns partitioned as (6). If the diagonal submatrices All, l =
1, 2, . . . , s, are nonsingular, then
µI(D
−1A)  [µI(D)]−1µI(A),
where D = diag(A11, A22, . . . Ass).
Proof
µI(D
−1A)=µI
D−1

A11 A12 · · · A1s
A21 A22 · · · A2s
...
...
.
.
.
...
As1 As2 · · · Ass


=

1 −‖A−111 A12‖ · · · −‖A−111 A1s‖
−‖A−122 A21‖ 1 · · · −‖A−122 A2s‖
...
...
.
.
.
...
−‖A−1ss As1‖ −‖A−1ss As2‖ · · · 1



1 −‖A−111 ‖‖A12‖ · · · −‖A−111 ‖‖A1s‖
−‖A−122 ‖‖A21‖ 1 · · · −‖A−122 ‖‖A2s‖
...
...
.
.
.
...
−‖A−1ss ‖‖As1‖ −‖A−1ss ‖‖As2‖ · · · 1

=diag(‖A−111 ‖, . . . , ‖A−1ss ‖)

‖A−111 ‖−1 −‖A12‖ · · · −‖A1s‖
−‖A21‖ ‖A−122 ‖−1 · · · −‖A2s‖
...
...
.
.
.
...
−‖As1‖ −‖As2‖ · · · ‖A−1ss ‖−1

=[µI(D)]−1µI(A). 
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Theorem 3.3. Let A = (Alm)s×s ∈ IIGBSDDs be partitioned as (6). Then
A/A11 ∈ IIGBSDDs−k.
Proof. Since A ∈ IIGBSDDs , A11 ∈ IIGBSDDk. From Lemma 3.2, (A11)−1 exists, so does
A/A11. Denote jl = k + l, l = 1, 2, . . . , s − k, and let A/A11 = (A˜jljm)(s−k)×(s−k) be parti-
tioned as A22 and Ds−k = diag(A˜j1j1 , A˜j2j2 , . . . , A˜js−kjs−k ). Since A is IIGBSDD, µII(A) is an
M-matrix from Lemma 1.3. By Lemma 3.1, we have µII(A)/µII(A11) being M-matrix. Again,
by Lemma 1.2, Lemma 3.3 and (10),
µII(A/A11)=µI[D−1s−k(A22 − A21(A11)−1A12)]
=µI{(D−1s−kD2)[(D−12 A22) − (D−12 A21)(D−11 A11)−1(D−11 A12)]}
 [µI(D−12 Ds−k)]−1µI[(D−12 A22) − (D−12 A21)(D−11 A11)−1(D−11 A12)]
 [µI(D−12 Ds−k)]−1{µII(A22) − N(D−12 A21)N [(D−11 A11)−1]N(D−11 A12)}
 [µI(D−12 Ds−k)]−1[µII(A22) − N(D−12 A21) · [µII(A11)]−1 · N(D−11 A12)]
=[µI(D−12 Ds−k)]−1µII(A)/µII(A11),
where D1 = diag(A11, A22, . . . , Akk), D2 = diag(Ak+1,k+1, Ak+2,k+2, . . . , As−k,s−k).
With [µI(D−12 Ds−k)]−1 being a positive diagonal matrix,
µI(D
−1
2 Ds−k)]−1µII(A)/µII(A11)
is also an M-matrix from [7, Theorem 6.2.3, (I29)]. Thus, from Lemma 2.1, and Lemma 2.2,
µII(A/A11) is an M-matrix. Thus, A/A11 is IIGBSDD from Lemma 1.3. 
Theorem 3.4. Let A = (Alm)s×s ∈ IIGBDDs be partitioned as (6) and A11 be nonsingular.
Then
A/A11 ∈ IIGBDDs−k.
The proof is similar to the proof of Theorem 2.4.
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