Process modeling is a rather young and very active research area. During the last few years, new languages and methods have been proposed to describe software processes. In this paper we try to clarify the issues involved in software process modeling and identify the main approaches. We start by motivating the use of process modeling and its main objectives. We then propose a list of desirable features for process languages. The features are grouped as either already provided by languages from other elds or as speci c features of the process domain. Finally, we review the main existing approaches and propose a classi cation scheme.
Introduction
Industrial products are produced following a set of pre-established methods and procedures, integrated in a production process. The goal of production processes is to produce quality artifacts in a reliable, predictable, and e cient manner. Software artifacts are the result of software production processes, which involve a number of steps and activities from the conception of an idea to the delivery of the system and its evolution. There is a wide consensus that the overall quality of these artifacts depends on the process through which they are produced 14, 21, 32, 37] .
Traditional industrial production processes may be (and have been) applied to software in order to help improve software processes and support the production of high quality software systems. But software has distinguishing characteristics that make traditional production processes inadequate. Indeed, the software production process is a multi-person, largely intellectual design activity, that can only be partially automated. Cooperation among humans and coordination of human activities play a fundamental role. Moreover, it is an evolutionary activity, in that not only software products are subject to continuous modi cations, but also the software process itself is likely to be modi ed while it is being executed, since process and product requirements are highly unstable.
The focus on software processes as a relevant research theme is quite recent, but has quickly drawn considerable interest within both academia and industry. A series of workshops on software processes has been organized (the 7th. International Software Process Workshop ISPW7 was held in October 1991), and now an International Conference has been launched (the rst of a series was held in 1991).
It is possible to group current work on software processes into two broad 1 areas. The rst focuses on managerial issues and aims at improving current industrial practices by focusing on organizational issues. The most relevant work here is done at the Software Engineering Institute (SEI) -Carnegie Mellon. 21] describes the methodology developed by SEI for software process assessment, known as the\maturity framework". Work in this area also includes criticism of the conventional waterfall process and study of new paradigms.
The second research area addresses technical issues involved in specifying and mechanically supporting software processes. The starting point is the recognition that there is no universally valid software process that can be automated once and for all, and then replicated for any new application development. Rather, the process |and, hence, its support environment| should be tailored to possibly each new application development.
Within this latter area, software process representation notations play an important role. By being able to use a representation formalism for describing software processes, we would improve communication among people both at the technical and the managerial level. We would also be able to automate (parts of) the process.
There is no general agreement, however, as to whether it is possible to describe real and practical software processes in a completely formal way. The advantages of a partial formalization, however, would still be valuable.
A successful modeling requires the use of an adequate notation or language. Notations can be either textual or graphical or mixed text and graphics. Some notations have a well-de ned syntax an thus qualify as languages. Some languages have formally de ned semantics and therefore are amenable to formal reasoning. In this paper we will use the terms \nota-tion" and \language" interchangeably, concentrating on the facilities o ered to describe software processes. The primitives of a software process mod-eling language have to be chosen so that process concepts can be naturally expressed. Nevertheless, we should be aware that probably \the" process language will never be de ned. Quoting Rombach 33] :
\The e ectiveness of a tool in general and a process description language in particular, depends on the context in which it is used, the objectives it is used for and the degree to which its features are understood and used."
The paper organization is as follows. In Section 2, we identify the general objectives of software process modeling. In Section 3 we derive a list of desiderable properties and requirements for a software process representation language. In Section 4 we provide a classi cation of di erent process language approaches and we evaluate these approaches. Finally, in Section 5 we draw some conclusions.
Software Process Modeling Objectives
Process modeling is a relatively new research area and consequently there is no general consensus on its nal objectives. Its main goals may be classi ed as follows.
Communicating. The software process is the framework in which interacting agents cooperate to develop software applications, support their evolution, produce and maintain reusable components, etc. Di erent kinds of roles may be involved, and di erent people may be interacting in the process: managers, software engineers, end-users, etc. The software process is the common ground on which these individuals work cooperatively. Despite its importance, however, the process is normally left implicit and little or no attention is paid to making it clearly understood by all participants in the process. By providing an explicit representation, the process becomes more clearly understood, and this helps improve communication among people.
Estimating and planning. An engineering project is expected to produce a reliable product within a limited time using limited resources. In the initial part of a project, it is the manager's responsibility to estimate the resources needed to accomplish the task, in terms of both man-months and total expected duration. Based on the initial estimate, a plan must be constructed for the utilization of resources during the process, the milestones to be met, the deliverables to be produced, the controls to be accomplished, etc. The explicit representation of the software process provides a rigorous framework for both estimating and planning. Indeed, explicitly represented processes may be formally analyzed in order to complement the manager's judgement and intuition. For example, managers may simulate the e ect of decisions, evaluate their implications, or examine past decisions taken in similar circumstances.
Managing and re-planning. Process descriptions help managers to monitor the project with respect to the plan and to react to the deviations that may occur by re-planning and re-estimating. Some forms of change might be anticipated in the de ned software process (e.g., in the form of possible iterations); other forms might require the structure of the process to be more deeply modi ed. Changes, however, are quite critical to deal with. After a change is applied, the process resumes its execution in a state that may be inconsistent with the change and, ideally, the system should tolerate inconsistency and possibly return to a consistent state in a gradual fashion.
Measuring. Measures provide quantitative assessments of the process and of the product qualities. They can be used to assess an on-going process, and to decide whether a modi cation should be applied to the process in order to improve it. By having an explicit representation of the software process, one may precisely de ne where and how to perform measurements. Some measures may be even collected automatically. Measures, in turn, may provide a quantitative evidence of the merits or weaknesses of the di erent processes, and this helps improve the processes via experimentation.
Con guring. A main assumption behind software process work is that no blanket process model exists, but rather the most suitable process model must be de ned depending on the nature of the project being developed. A process must be adapted to the organization and the project at hand and may evolve for quality improvements, for example by incorporating new tools and techniques. By providing a notation for explicit process representation, in principle one may con gure the desired process and its support environment. Within the de ned process, some activities are performed by humans, others are mechanically supported by the tools provided by the environment. A number of process-centered software development environments are currently being designed (e.g. Arcadia 36] and ESF 17]). Consequently, one may view the software process description as a speci cation of the environment con guration.
Reusing. Processes do not need to be de ned from scratch every time.
Rather, process descriptions should help materialize previous experiences in terms of knowledge, which may be reused as a basis of new processes for new projects. Presently, the most widely practiced form of process reuse is through personnel reuse. Software specialists are transferred from one project to another, so that they may apply their previous experience to a new development. By providing explicit process representations, knowledge becomes independent of the individuals and process reuse may become a company standard.
Executing. The process description de nes the activities performed in the software engineering environment: both management and technical activi-ties. Such activities are performed concurrently, perhaps by geographically dispersed work units. Depending on the level of formality of the notation used for process representation, one may derive an interpreter of the notation. The notation would then be executable, at possibly di erent levels of completeness. This is exactly what happens in the aforementioned processcentered environments. Actually, the word enaction (instead of execution or interpretation) is used in the process modeling area to mean that the execution of the process is done not only by machines but by a symbiosis of human beings and computers.
Verifying. The use of a formal notation for process speci cation provides powerful ways of process veri cation. For example, process veri cations based on nite-state machines or Petri nets may be veri ed by showing that certain properties hold (e.g. certain desirable states are reachable, nodeadlocks arise in the Petri net behavior, etc). Another form of process veri cation may be provided by simulation. Simulation may be obtained via execution of the process language and may be used to generate process scenarios that support a form of \what if" analysis (e.g. what happens if certain activities are executed in parallel instead of sequentially, etc). Finally, as we said under \execution", it is also possible for the interpreter of the notation to act as the run-time engine of the development environment. In this last case, the explicit and formal process description may become the input to the environment's con guration activity, which provides a communication infrastructure supporting cooperative work of the individuals involved in the process, consistent with the process description. Such infrastructure might be (in part) automatically derived from the process formal description. This would be a signi cant step towards tailoring the process-centered environment to the needs of the speci c project being developed.
Software Process Language Features
Based on the objectives presented above, we present here some desirable features for a process language. These features will be used to evaluate various proposed approaches to process modeling.
The software production process may be addressed from many points of view. It seems unlikely that a single approach will be able to adequately capture the multiple aspects of process modeling 28] . Indeed, the software process eld may be viewed as a synthesis of diverse areas of research and application with, in addition, its own peculiarities.
Software process languages pro t from previous linguistic approaches, borrowing language features from other areas and adding new features speci c to software process applications. Following this idea, we classify software process language features as either already provided by languages of other elds or as speci c features of the process domain.
Features inherited from general-purpose sequential programming languages
These features are present in di erent ways and extents in modern programming languages. Their applicability, however, is not limited to the development of programs: they implement general principles that also apply to process modeling. Among these we mention abstraction; modularity; genericity;
nondeterminism.
An abstraction mechanism allows one to focus on the important aspects of a system while irrelevant details remain hidden. Abstraction is important in process modeling, because it helps in mastering the complexity of the process by allowing the designer and user of the process to concentrate in what is important in each phase of software development.
A feature related to abstraction is modularity, which provides the possibility of structuring a speci cation or program in many logically independent units, called modules. Genericity provides the way of describing a general solution for a set of related problems, by parameterizing it with respect to its possible instantiations. Before being used, a generic solution has to be instantiated for a speci c problem. Modularity and genericity features are of great importance for process languages, since they are essential for reusability and evolvability.
At certain levels of abstraction in the description of a process, it may be useful not to specify how the choice among several open alternatives is actually performed. This kind of underspeci cation is called nondeterminism and it should be supported by a process modeling language.
Features inherited from concurrent, reactive, and realtime system languages
Concurrency is becoming an increasingly important programming language feature. Software processes are intrinsically concurrent because the members of a software development team concurrently interact in accomplishing their tasks. The language should therefore provide mechanisms for specifying concurrent activities and synchronizing their evolution. Futhermore, software processes have much in common with reactive realtime systems 4]. In fact, software processes may be viewed as a set of activities that proceed in parallel and react to external events which may occur at unpredictable times. These activities must be be scheduled in a way that respects logical precedence relations, and yet meets their required deadlines. The overall correctness of a process depends not only on correct execution of individual steps but also on meeting time constraints. Time constraints in process modeling are of di erent order of magnitude than the ones we nd in critical real-time systems; however, the basic characteristics of being time-dependent are shared by both kinds of systems.
In conclusion, in order to appropriately model the software production process, process modeling languages should include features inherited from concurrent real-time languages such as: parallelism; time constraints speci cation; description of interaction with the environment.
Features inherited from database languages
The in uence of databases on software processes is not new. Databases have been used as part of software engineering environments to provide a repository in which persistent data could be stored and accessed concurrently by multiple users.
The application of databases to software processes, however, has brought new problems into the database eld. The traditional database technology is not able to e ciently deal with objects of di erent degrees of granularity, as needed in software development environments. For example, one needs to represent large objects, such as programs, manuals, or executable code at very ne-grained levels (e.g. an individual node of a parse-tree representing a statement). In addition, traditional databases do not provide speci c facilities to deal with versioned objects. Conversely, software artifacts are subject to continuous evolutionary changes, and their development history must be stored and maintained in di erent versions.
The traditional transaction model is also inadequate for software process applications. Here transactions may have long duration, may require user interaction and even multiuser synergistic e orts. Sample software engineering transactions may correspond to building a new release performing regression testing, or performing corrective maintenance. Therefore it is not acceptable nor even possible to lock all accesses to the involved data or to roll back a transaction, when, for some reason, it could not commit.
The development of advanced, non-conventional database systems is presently a very active research topic 7], which spans a variety of applications areas such as CAD and software engineering environments. The process language must be integrated with the underlying software engineering database in order to support cooperation within a project group, while controlling access to the di erent versions of the di erent documents. The following points summarize required process languages features, coming from the database eld:
to provide a conceptual data model (independent of the physical model); to e ciently handle persistent objects of di erent granularity;
to support with very long transactions; to support versioning.
Software process speci c features
Software processes have characteristics that make them di erent from processes in other endearors. First, software production is a creative, intellectual activity and, therefore, it is not completely formalizable. Thus, software process modeling languages should support incomplete, ambiguous and informal descriptions as well as formal ones. They should describe interaction with (and among) humans as well as interactions with automatic tools.
As a consequence, the execution of the activities involved in a software process cannot be done entirely by computers. In fact, the partially formalized or not formalizable activities require human intervention. Therefore, process languages should be able not only to describe the binding of activities to computer devices, but also to model human intervention and tool invocation |if a tool is required to carry out a task.
It is true that the fact of materializing the process by simply writing it down is a big step towards making the process explicit, rather than implicit, and thus repeatable, understandable and transferable. But an additional |and perhaps more substantial| advantage of a precise description is that it can be analyzed and enacted, and thus the people involved in the process would be constrained to follow it.
Analysis of the process may be performed by simulating the execution. By analyzing the results of simulation, one may evaluate the e ect of certain process design decisions or the implications of certain managerial decisions, or perform any other kind of process assessment before actually enacting it. Other forms of assessment can be performed during enaction by providing process measurements so that process features (e.g. process productivity, cost, risk) can be assessed later. Measurement should be integrated in the software process, so that it can provide on-line feedback to managers to improve or correct the development while it is being carried out, or advice on the structuring of future processes. Process languages o ering measurement and analysis facilities e ectively contribute to a good management of a software project.
In a process-centered environment, the process model is the \code" to be executed by the process interpreter (as we said, the interpreter consists of a mixture of machines and humans). Automation may be obtained by using the process language interpreter to integrate individual tool fragments in larger grain tools. In addition, enactable process models help control the evolution of the process and support the coordination and cooperation of people working in a software project by providing guidance and assistance during all the development cycle.
A software production process may take a long time and is subject to changes during this time. Thus, a software process language should be exible enough to allow dynamic process modi cation, i.e. while it is being enacted. The modi cations may be caused by deviations from the manager's plans and may range from changes in the assignment of tasks to persons to more serious changes regarding, for example, the precedence relation between activities. The process language should impose some restrictions on the kinds of allowed modi cations to guarantee, for example, that consistency is preserved or that certain desiderable properties are maintained.
The whole software production process should be representable with a process language. This includes not only technical activities, but also management activities. Management is a basic problem of software production. Management decisions have strong impact on the technical aspects of a project. A project may fail because of poor management, even if it is correct from the technical point of view. Management activities include resource management, planning, and controlling.
To satisfy management requirements, a process language should o er tools to build schedules so that resources are used in an e cient way, assist the manager in making estimates and previsions (for example, by simulating the process, as it has already been said), notify managers as soon as technical steps are accomplished, and provide adequate policies for exception handling, i.e. detect and correct deviations from the plans.
The distinctive features required for process modeling languages may be summarized as follows:
permit coexistence of both formally described parts and informal, incomplete, or ambiguous parts in the same process speci cation; support the binding of the execution of the di erent parts of a process to computing devices, human beings, or prede ned tools. support controlled modi cation during enactment.
represent both technical and nontechnical activities.
provide analysis tools, including process and product measurement facilities, scheduling and planning tools, represent what is to be done when a certain activity fails.
Classi cation and assessment
The purpose of this section is to give a succinct overview of some of the most relevant approaches to software process languages presented in the literature. Since the area is still in rapid evolution and the languages are still evolving, the overview may be inaccurate or incomplete on some points. This overview, however, illustrates the main directions being followed by research in the area of software process modeling and describes the main bene ts that may be expected in the future.
In Table 1 we show a classi cation of some of the most relevant approaches. For each considered process language the representation style(s) and the kind of interface (textual vs graphical) are presented. Some languages combine di erent representation styles, and therefore cannot be classi ed under just one style. The considered styles are logic rules (Ru), which denotes ruled-based and logic language based approaches; attribute grammars (Gr); automata (At), which includes nite state automata and Petri nets; imperative programming languages (Ip); arti cial intelligence (AI), which refers to those languages using AI techniques; event-trigged based formalisms (Et); and abstract data types (Adt).
In the following, sample process modeling languages are surveyed in order to discuss some pros and cons of the di erent approaches. In some cases, we include a small example to give a more concrete avor of the language.
Adele
The Adele environment 9] is built around a central versioned database in which all components of the environment are stored. The Adele database is based on the entity-relationship model extended in an object oriented fashion and supporting long transactions, user de ned commands and activities.
Tasks having a long duration are not performed directly on the database, but on workcontexts. A workcontext is an Adele (mono-version) sub-database and is associated with a user, a set of directories and les, a set of tools, and a task to do. The coordination between workcontexts is managed by the activity manager using a trigger mechanism. Triggers has been used as a support to process-speci c actions, such as constraint integrity checking, propagating updates, etc. For instance, when an interface module is modi ed, the trigger mechanism may be used to evaluate the impact of the modi cation on other related modules, causing the a ected modules to be noti ed and/or recompiled, if necessary. Adele has been speci cally designed to manage activity coordination in a software production process. Currently, the intention is not to o er a mechanism for a complete formalization of software processes, but to help control software production processes.
ALF
In ALF 10, 30] a software process model is described as a hierarchy of MASPs (Model for Assisted Software Processes). Each MASP describes a part of the software process model, which in turn, can be detailed by others MASPs and so on. This permits a description at di erent levels of abstraction.
Actually, a MASP is a generic description that must be instantiated before being executed. The instantiation need not be completed before enaction begins. Instead, instantiation and enaction may interleave so that the part of the development that has already been executed may be taken into account to instantiate a further part.
Each MASP is described as a 6-tuple (Om, Op, Ex, Or, Ru, Ch). Om, the object model, provides a conceptual data model based on ERA (Entities, Relationships and Attributes). Ex is a set of expressions, speci ed in a rst order based logic language, that are used to describe operator types (Op), rules (Ru) and characteristics (Ch). Operator types describe the semantics of software process activities in terms of pre and post conditions. Rules de-ne the possible automatic reactions to speci c situations arising during the software process. Characteristics specify constraints on the process states; if they are not satis ed, they raise an exception condition. Finally, Or is a set of orderings, speci ed using path expressions, that specify whether operators must be executed in parallel, alternatively or sequentially.
One of ALF's main goals is to provide assistance during software development. The user receives guidance about what to do next, how a certain process works or how to perform a certain action. In addition, explanations are given when the invocation of an operator is rejected, when the system takes an initiative on its own, and when an operation invocation would violate the characteristic.
APPL/A
APPL/A 35, 31] is a process programming language that is part of the ARCADIA project 36]. Basically, APPL/A is a superset of Ada, which enables the de nition of relations among software objects. In fact, relations in the APPL/A data model are an extension from the conventional Codd's model, where these relations are rst class objects.
Being based on Ada, APPL/A inherits from the language basic features, such as its type system, the module de nition style (packages), and task communication paradigm (rendezvous).
In APPL/A process descriptions are given in a procedural way. However, certain aspects, such as consistency conditions, may be speci ed using a rule style.
In order to show how an APPL/A process program looks like, Figure 1 
DesignNets
DesignNets 29] is part of an environment for software project management. The software development process is described using a modi ed deterministic Petri net model, augmented with AND/OR graphs, which are used to describe a hierarchical decomposition of activities and documents. In other words, hierarchical abstraction (with AND/OR graphs) and parallelism (with Petri nets) may be expressed within the model. extendible object oriented conceptual schema which contains the description of all the objects and their relation present in DesignNet. Object types and operations have been de ned in order to keep time information |a time stamp corresponding to a global clock, is associated to each document when it is created.
An interesting feature of the model is that the token game may be played at di erent levels of abstraction, by letting newly created tokens propagate upwards in the hierarchical structure. It is stated that this mechanism provides a valuable assistance for version control and con guration management. However, it is introduced in a rather informal way and its semantics is obscure.
Entity Model
In 22] the modeling of software processes is centered around entities considered as persistent, non-transient objects, whose existence is not limited to some phase of the software process but spans through all its entirety. Examples of entities are the requirements document, the nished programs, the documentation, the design or, in general any artifact that is produced during the process execution
The entities that are involved in the modeled process are then described by means of the states they successively undergo and the events that trigger transitions among such states. States are characterized by the fact that they last for non-zero length time intervals, while transitions among states are considered to be instantaneous. The overall software process is thus described as a set of cooperating nite state machines by using STATE-MATE 20] facilities for parallel composition of the system subcomponents and communications among them. Each entity has a number of states, and 20 is represented by an orthogonal component; these orthogonal components represent entities evolving concurrently.
For instance, Figure 3 (taken from 22]) depicts the Entity-Process description of a sample software process consisting of three entities: module code, module unit tests, and test execution. The entities are represented as high-level orthogonal state components corresponding to the lled-in quadrants of the gure (upstream and downstream entities, in the lower right quadrant, are temporarily left unspeci ed). The states in the quadrants depict the possible states of the entities, while transitions are represented by the lines, whose labels de ne the triggers which cause the transition. Default transitions (beginning with a small dot) lead from the outer state into the initial states \none" (for a non-existing entity) and \new" (for a newly produced entity), thus indicating that the process begins with the entities in those states. It can be noted that transitions in one component may be labeled by events occurring in another parallel, orthogonal component, and that such labels may be boolean compositions of elementary events.
The facilities of STATEMATE are also exploited to perform schedule planning and analysis of the modeled process. An initial idealized model, called Unconstrained Process Model, is obtained by assuming unconstrained availability of resources for supporting the tasks and the transitions among states of the process. Analysis is thus based exclusively on the logical interconnections of transitions and events. By providing some additional information like the number of times the loops are performed and the time length of each iteration, some estimates of the possible evolutions of the process, in the form of Gantt charts, are derived. The second model, called the Constrained Process Model, takes into account the limitations on the available resources typical of real software organizations, where personnel or computing resources may not always be available in the desired quantities. 
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The analysis of the constrained model also results in Gantt charts, which permit a more realistic and accurate simulation of the process, and can be used in practice during process enactment.
EPOS
EPOS 24] is a multi-paradigm system, which combines in a uni ed framework many characteristics of distinct approaches. In EPOS the descriptions of both the process and the data on which the process operates are stored in a unique object-oriented repository based on the entity-relationship data model. Such an architecture makes it possible to describe simultaneously and in an integrated framework both the management of the successive product con gurations and the process to be performed in order to produce them. Relationships in the database are \active", so that creation and update of related objects can be performed upon interrogation or search in the data base, using either a lazy or an eager strategy. Actions are originated from activations of rules which possess a triggering mechanism (with both forward and backward activation) with pre/post conditions and an imperative code part. The various elements of the process (tasks and procedures, tools, roles etc.) are modeled by a set of types organized into an objectoriented hierarchical inheritance structure. As an example, consider Figure  4 (as reported in 12]), which shows a fragment of the EPOS type hierarchy.
The above type hierarchy shows how the EPOS repository simultaneously contains (the description of) the artifacts of the software process, the agents (whether automatic or human) being involved as active components of the process, and the (procedural and non-procedural) description of the process itself. A process instance is modeled as a set of tasks which can be dynamically created. A task may be initiated by the user of the environment by issuing a change command on the data base. The execution of a process is handled by an activity manager and its builder and planner components. The activity manager formulates (possibly in interaction with the user) the task descriptions, the builder governs task instantiation, and the planner handles task execution, using goal-directed heuristics. The EPOS process environment possesses a very rich variety of features, borrowed from nearly all approaches that are present in the literature, and seems to allow a very dynamic and exible management of processes. However it is quite di cult to get an overall picture of the system, because it combines numerous, heterogeneous constructs and facilities, without providing (at least in the available literature) a detailed formal semantics. Also, the highly dynamic structure of the EPOS process model prevents its users from having a clear mental picture of its properties and from reasoning about its behavior.
FUNSOFT Nets
FUNSOFT nets 19, 13 ] are based on a high level Petri net notation built on top of Predicate/Transition nets 18]. They provide extensions that proved to be useful to support software process modeling, including, for example, the ability to associate a policy with places (random, fo, lifo), di erent ring behaviors with respect to the number of consumed and produced tokens (all, mult, complex), etc.
Being a Petri net based formalism, FUNSOFT nets naturally represent nondeterminism and parallelism. It is also possible to associate a value to a transition, in order to model the duration of the activity represented by that transition. This information is then used in simulation mode to animate the behavior described by the net. The objects involved in the process are Figure 5 : A FUNSOFT net modeling a waterfall-like software process. described using an extensible set of object types.
The example in Figure 5 (taken from 15]) illustrates a waterfall like process modeled with FUNSOFT nets. Each place is annotated with the policy and object type. Transitions marked with \DEC" are further detailed using a subnet.
FUNSOFT nets are suitable for the representation of complex activities. They have been developed with special attention to simulation and validation; i.e. they support the analysis of properties of the modeled process. It is also possible to use the underlying Predicate/Transition net in order to perform some analysis (e.g. invariant analysis). FUNSOFT nets also support simulation and dynamic modi cation of process; they do not support full enactment.
HFSP
HFSP (Hierarchical and Functional Software Process Description and Enaction) 27] has been developed at the Tokyo Institute of Technology and is prototyped as part of the SAGE programming environment. It provides a functional approach based on the theory of attribute grammars.
The basic idea is that activities are functions that produce output objects from given input objects. Activities are decomposed using grammar rules, and attribute rules describe input-output relationships in terms of those associated with subactivities. Finally, as any functional language, HFSP is re ective, i.e. the execution status is treated as a basic data type that can be handled by the formalisms. This means that a process may be modi ed during the process itself.
More precisely, an activity A with inputs x 1 ; x 2 ; : : :x n and outputs y 1 ; y 2 ; : : :y m may be represented by the grammar nonterminal A with inherited attributes x 1 ; x 2 ; : : :x n and synthesized attributes y 1 ; y 2 ; : : :y m (as shown in Figure 6 ) Activities may be decomposed into subactivities by using grammar rules. For example, the following rule gives a high-level description of the JSP function, which describes how a speci cation is transformed into a program by the JSP methodology 11]. The rule describes the subactivities MakeProgTree, which makes a program tree, EnumerateOp, which lists the operators needed for the program, MakeProg, which produces an intermediate program, and DoInversion, which performs a speci c JSP function that does program inversion. HFSP is intrinsically concurrent; i.e., unless there are explicit dependencies among attributes, they may be evaluated in parallel. It can also describe nondeterminism, by having two rules for the same activity. The language may also interact with an object base; i.e., in A(x 1 ; x 2 ; : : :x n jy 1 ; y 2 ; : : :y m ), input objects may be extracted from the database, and output objects may be inserted in the database.
There are published examples of use of HFSP, and the theory underlying the language is rather clear. What is not clear from the papers is how human interaction in the process is modeled and handled by the environment.
Marvel
In MARVEL 26, 25, 8] , a project administrator speci es a software process model in terms of rules. The rules are classi ed in three di erent sets: the project rule set that describes process speci c issues, the project type set which is used to specify the data with object-oriented classes and the project tool set which describes the interface with external tools.
The project rule set is composed of two kinds of rules: activation rules and inference rules. Activation rules control the initiation of development activities, and typically involve the invocation of a tool. They generally have multiple mutually exclusive sets of e ects, that is they may end with di erent conditions. For example, a rule modeling the invocation to a compiler may end with success producing object code or may fail producing a set of error messages. Inference rules, instead, only de ne relation among attributes of objects, the activity invocation part is left empty and they have a single e ect.
As an example of an activation rule consider the compile rule shown in Figure 7 (taken from 8]). It has a typed object ?f:FILE as parameter (each parameter has a name beginning with \?"). Then follows a condition that has to be satis ed for the rule execution. Between curly braces follows an activity invocation, which contains the invocation to tools (in this case the invocation to the C compiler). The rule nishes with a list of exclusive sets of e ects. Each set of e ects is a conjunction of logical predicates that assign values to the attributes of the parameter objects.
Rules may be executed by applying forward and backward chaining. If the user wants to execute a rule whose condition is not satis ed, backward chaining is applied to re other rules whose e ect might satisfy the condition. The result of backward chaining is either the satisfaction of the action or a noti cation to the user that the command cannot be executed. If the condition is satis ed, the activity is initiated and, after it terminates, one of the rule e ects is asserted. This may enable the execution of other rules causing a forward chaining.
4.10 MERLIN MERLIN 23, 16 ] is a software process modeling language, where a rule based technique is used to build a knowledge base describing the software process. Rules and facts in the knowledge base may be interpreted in two forms: backward and forward chaining.
Backwards rules and facts are given in a Prolog-like notation and are interpreted in a Prolog-like manner. The backward mechanism is exploited to select the roles and the activities a user may perform. It is also used to collect information in order to answer queries on the process state.
Forward chaining, instead, is applied when explicit guidance is provided by the system. The rules being interpreted by forward chaining consist of a precondition, a list of activities and a postcondition. It is worth noting that the changes that occur at runtime are made persistent in the knowledge base. This feature gives the possibility to interrupt the process execution and then restart it exactly at the point where it had stopped before. MERLIN supports the basic abstractions of any software process, such as activities, software objects, roles, and resources. However, at present time, it lacks structuring mechanisms for large rule sets. Parallelism is recognized as a central research topic, but currently it is not supported.
Since rules and facts may be dynamically inserted and deleted from the knowledge base, the model exhibits great exibility in representing changes that occur during the process execution.
In order to give a avor of MERLIN, let us consider a scenario where the roles designer, programmer, and tester exist. The association of people to these roles is described by facts of the form: has role(Role, Name). Figure  8 (taken from 16]) shows that when a user starts working with MERLIN, the rule execute job is executed. Suppose that the user in this case has role tester. Consequently, it will unify with \tester" and the test rule will be called. The tester selects an item from a list of items to be done. Every item in the list corresponds to one rule. Now suppose that the item work on test environment is chosen. It is checked that the person has been assigned to test module \Module" in project \Proj" and that the testing of that module is incomplete. Then, the do test rule is executed and nally the test menu is displayed again. Up to now, the described mechanism corresponds to backward chaining. The execution of do test instead, is done using forward chaining, since here we like that guidance for the user through the possible activities to be modeled explicitly. Note that, as shown by the last rule in Figure 8 , forward chaining rules have a di erent syntax and provide a way to test for preconditions, do some action and then insert postconditions in a knowledge base.
MVP-L
MVP (Multi-View Process Modeling) is an on-going project being developed at the University of Maryland 34] . MVP-L is the textual process language de ned within the project. Its main goal is building descriptive models of large, real-world software processes, having ways to analyze and execute them, and being able to improve them.
Speci c emphasis on the MVP project is on process improvement, based on measures gathered when the process is being executed and on process packaging to support process reuse.
MVP-L process models are typed descriptions. Speci c processes are instances of these types. To de ne new process models, one may use elementary process, product and resource models as building blocks.
Oikos
Oikos 1, 2, 3] is an environment for software process modeling based on a combination of logic programming with the blackboard paradigm for problem solving. Atomic entities (roles, professionals, services) model typical resources in a software development process. Composed entities (processes and environments) model the activities that are performed to develop a software product. Entities may be hierarchically decomposed, introducing descriptions at di erent levels of abstraction.
Agents can be connected to blackboards. Each agent behaves as a reactive system, it reacts to the presence of facts in its blackboard. The behavior of each agent is de ned by a theory. A theory has a set of reaction patterns and a Prolog program known as the knowledge base. Each pattern de nes a pair stimulus-response. The stimulus is given as a set of facts and the response as a goal (called the body) and another set of facts (called success set). Optionally a similar failure set can also be used. The abstract machine governing a process enactment in Oikos is highly nondeterministic. Agents execute concurrently by reading information from their blackboards. Each agent considers patterns of the theory in parallel. A pattern can re if the blackboard contains enough facts to unify with those listed in the stimulus set. A rable pattern is chosen nondeterministically and the body is executed (using the Prolog knowledge base). If the execution terminates with success, the facts in the success set are written on the backboard, otherwise, the failure set is written. Communication between agents is obtained by allowing agents to write on each other's blackboards.
All the documents involved in a software development may be kept in a database that is o ered in the Oikos environment as a service. The DBS (DataBase Service) provides prede ned schemes for prede ned documents related to Oikos itself and also accepts new scheme de nitions.
SPADE
SPADE 5] is a software process environment that it is currently being developed at Politecnico di Milano and CEFRIEL. The environment includes a process language called SLANG, which is built on top of a high-level Petri net formalism, called ER nets.
In SLANG there is a distributed notion of state described by the marking of the net. Transitions represent events that may or may not occur in a given state; a transition ring represents the occurrence of an event. Conditions for the occurrence of an event are local and are described by the input places. The net topology describes the precedence relation among events; it also describes parallelism and con ict situations. Places are viewed as distributed persistent object repositories: they model collections of data, tools, resources, etc. The actions to be executed, in response to the occurrence of an event, are modeled using a logic like language. Timing information, such as the time interval in which an event may or must occur, can also be speci ed by associating time-stamps with tokens and time changes with actions. Figure 9 is a toy example of a SLANG net showing how to manage the editing of modules. There is a set of modules to be developed and each module has its owner (the assigned engineer). Edit requests arrive from programmers working in the process. If the request is issued by the owner of the module, then the module goes to the state \module being edited". Instead, if the request is issued by any other programmer, a parallel version of the module is created and then edited. In addition, the owner of the module is noti ed via e-mail that a new version of the module exists.
SLANG is highly expressive, since it allows the representation of di erent aspects of the process (such as human resource management, interaction between the net executor and the hosting environment, precedence relation between events, time information, : : :) in a homogeneous way.
Open issues and conclusions
The immaturity of the process modeling eld is manifest in the still high level of semantic ambiguity and in the lack of consolidation in software representation languages. It is a young area with many open issues, especially in the following areas:
representation of interaction with humans; mechanisms to guarantee that the modi cation of the process \on the y" is done in a disciplined and controlled way; integration between process modeling and process management (planning, monitoring, etc).
integration between process and data modeling (software engineering databases, long transactions, : : :).
In the introduction of this paper we said that no existing paradigm seems to be expressive enough to adequately model all the aspects of a software process. To tackle this problem, most of the languages have indeed adopted a multi-paradigm approach. The expressive power provided by the di erent languages in order to describe software processes has been demonstrated so far on several case-studies (e.g. in the context of the exercises proposed by the International Software Process Workshops). These case studies have also been the source of inspiration for many of the extensions that have been incorporated in the various language proposals. Since most of the existing languages are still evolving, both the syntax and the semantics are seldom de ned in a precise (let alone formal) way. This makes comparisons and evaluations di cult and not based on rm grounds. Eventually, when the languages will be consolidated, a formal de nition shall be given. Otherwise, we will end up with notations lacking a precise meaning.
Languages based on Petri nets are able to model parallelism and nondeterminism naturally and explicitly. This is not more true for rule based languages, where the execution control is implicit. On the other hand, in a rule system, the dynamic modi cation of the process is dealt with in a more natural and homogeneous way.
Presently, no software process language provides a satisfactory solution for all of the required features, especially for the distinctive features for process models. Much experimentation and research are needed before the required language features will be identi ed.
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