In order to derive scalar irradiance from measured downward irradiance we considered the formula from the report: CSIRO Environmental Modelling Suite: Scientific description of the optical, carbon chemistry and biogeochemical models. Published by the CSIRO Coastal Environmental Modelling Team in date October 16, 2015 this report describes the software used in Baird et al. (2016) . In their equation (16), pg 22 of the report, they derive a formula to express the scalar irradiance (E o ) in terms of downward irradiance (E d ):
where θ sw is the azimuth angle of the mean light path through the water. In our case we neglected the term related to scattering [ (g i + g ii cosθ sw ) b T,λ a T,λ ] because it was not straightforward to derive it from BGC-Argo float measurements. 
real Accuracy of the iterative scheme for OCMIP (default 1.E-10) ! M2PHDELT
[pH] Delta of pH for the root search (realized pH+/-DELT) ! in the OCMIP scheme (default 0.5) ! M2MAXIT
integer Maximum number of iterations for OCMIP (default 100 ) ! ---------Parameters for calcium and calcite ---------! Caconc0
[mol/m3] Calcium ion concentration ! ["Seawater : Its composition, properties and behaviour" ! (2nd Edition), Open University Course Team, 1995] ! Seawater concentration = 412 mg / l ! -> atomic weight = 40.078 g / mol ! therefore, concentration = 10.279 mmol / l = 10.279 mol / m3 ! Canorm logical Normalize Calcium ion concentration by sea water salinity
structure Read external data for atmospheric CO2 values ! AtmSLP_N structure Read external data for atmospheric sea level pressure ! AtmTDP_N structure Read external data for atmospheric dew-point temperature ! Example of general input structure for the data structure:
'1764-07-01 00:00' , 'yearly' , .TRUE. ! ! Convention for Input reading : 0 = use constant value (default if structure is not initialized) ! 2 = read timeseries file ( e.g. CO2 mixing ratios) ! 4 = field from a coupled model (e.g. atmospheric SLP from OGCM) ! NOTE: The file "CMIP5_Historical_GHG_1765_2005.dat" is located in "$BFMDIR/tools" folder
= 1 AtmCO2_N = 0 , 'CMIP5_Historical_GHG_1765_2005.dat' , .FALSE. , 'CO2' , '1764-07-01 00:00' , 'yearly' , .TRUE. AtmSLP_N = 0 , 'AtmSLP.nc' , .TRUE. ,'AtmSLP' , '1764-07-01 00:00' , 'dummy' , .TRUE. AtmTDP_N = 0 , 'AtmTDP.nc' , .TRUE. ,'AtmTDP' , '1764-07-01 00:00' , 'dummy' , .TRUE. [-] Excretion of semi-refractory DOC
B1 p_version = 2 p_q10 = 2.95 p_chdo = 30.0 p_sd = 0.0 p_sd2 = 0.0 p_suhR1 = 0.5 p_sulR1 = 0.0 p_suR2 = 0.25 p_suR3 = 0.0 p_suR6 = 0.1 p_sum = 8.38 p_pu_ra = 0.6 p_pu_ra_o = 0.2 p_srs = 0.01 p_qncPBA = 0.017 p_qpcPBA = 0.0019 p_qlnc = 0.0085 p_qlpc = 0.00095 p_qun = 0.05 p_qup = 0.005 p_chn = 0.05 p_chp = 1.00 p_rec = 1.0 p_ruen = 1.0 p_ruep = 1.0 p_pu_ea_R3 = 0.0 filename_nml_conf = 'Pelagic_Ecology.nml', / 
2.0 p_srs = 0.02, 0.02 p_sum = 2.0, 5.0 p_sdo = 0.05, 0.05 p_sd = 0.0, 0.0 p_pu = 0.5, 0.3 p_pu_ea = 0.5, 0.5 p_chro = 8, 8 p_chuc = 30.0, 100.0 p_minfood = 50.0, 50.0 p_qpcMIZ = 1.85d-3,1.85d-3 p_qncMIZ = 1.67d-2,1.67d-2 ! Food matrix parameters: take care of the notation ! Z5 Z6 p_paPBA = 0.1, 
2.0 p_srs = 0.01, 0.02 p_sum = 2.0, 2.0 p_vum = 0.008, 0.02 p_puI = 0.6, 0.6 p_peI = 0.3, 0.35 p_sdo = 0.01, 0.01 p_sd = 0.02, 0.02 p_sds = 2.0, 2.0 p_qpcMEZ = 1.67d-3,1.67d-3 p_qncMEZ = 0.015, 0.015 p_clO2o = 30.0, 30.0 ! Food matrix parameters: take care of the notation ! P1 P2 P3 P4 ! Z3 p_paPPY(1,:) = 0.0, 0.0, 0.0, 1.0 ! Z4 p_paPPY(2,:) = 1.0, 0.75, 0.0, 1.0 ! Z5 Z6 ! Z3 p_paMIZ(1,:) = 0.0, 0.0 ! Z4 p_paMIZ(2,:)= 1.0, 0.0, ! Z3 Z4 ! Z3 p_paMEZ(1,:)= 1.0, 1.0 ! Z4 p_paMEZ(2,:)= 0.0, 1.0 filename_nml_conf = 'Pelagic_Ecology.nml', / 
144, simdays= 5760, start= "2000-01-01 00:00:00", stop= "2010-01-01 00:00:00", filename_nml_conf = 'Standalone.nml', / In addition to the DCM depth, the skill in reproducing DCM thickness and Chl concentration in the DCM layer were also analysed. DCM thickness is operationally defined through a Gaussian fit as ±σ/2 from the maximum. The Chl concentration at DCM is in turn averaged over the DCM thickness. For REF and CL1 simulations, skills are compared also at the surface layer (0 -25 m). To avoid corrections due to non-photochemical quenching, profiles acquired only during stratified periods were considered. In order to further evaluate the dependence of model results on PAR forcing, two numerical experiments were carried out. In the first experiment, BGC-Argo floats were divided in couples composed by one trajectory located in the western basin and the other one in the eastern basin, by random selection. For each couple the initial conditions for nutrients were interchanged, which allows to estimate their impact on DCM depth. Results Fig. S1 evidence that the inverted initialization of nutrients does not significantly alter the outcome in terms of DCM depth, resulting in a slope reduction from 0.81 to 0.62, and maintaining similar correlation and bias. Thus it appears that the role of nutrients is secondary compared to the impact of light on DCM depth regulation on such time scales.
Performing the same operation by switching light data instead of nutrients proves to be technically more complex, thus an alternative approach was applied, which consists of a sensitivity analysis similar to the one described in Huisman et al.(2004) . Such technique allows to further understand the driving mechanisms of DCM depth variability. For this purpose, two BGC-Argo floats (lovbio018c and lovbio067c for east and west respectively) and phosphate and PAR parameters were selected, constructing an array of 21x21=441 simulations (per float) for bivariate perturbations. A perturbation of 50% of the of initial phosphate (P O 4 ) condition has only a minor effect on DCM depth position (Fig. S2) while changes in light conditions show a larger effect (approximately 10 m difference).
The same sensitivity analysis is used to evaluate the model performance in reproducing the DCM width and the Chl concentrations at the DCM (plots for both lovbio018c and lovbio067c are reported at the end of the section, Fig. S6,  Fig. S7, Fig. S8 ). Results indicate that the DCM width has a variability of 6 m in the perturbation range (±50%), as well as that the DCM magnitude is controlled by nutrient availability rather than light. Comparing measured Chl concentrations and model results shows that the skill in reproducing the DCM thickness is lower compared to the DCM depth (Fig. S3, r=0.55, slope=0.6) .
The DCM thickness varies between 20 and 40 m for the model, whereas a higher variability from 5 m to 40 m is measured by BGC-Argo (Fig. S3 ). Average surface Chl in 0-25 m (Fig. 10 reported in the main text of the article) layer shows similar skill (r=0.68, slope=0.63) as in the case of DCM thickness. The skill of the 1-D model in reproducing the biomass at DCM is lower than for the other indicators: measured Chl concentration fluctuates in the DCM and the possible underlying mechanism (e.g. presence of Rossby waves or Kelvin waves) goes beyond the scope of the present paper. The median Chl in the DCM layer (±σ/2) for each BGC-Argo float (Fig. S4) . Following the procedure of the sensitivity analysis shown before, we evaluated the effects of perturbing nutrients for the BGC-Argo floats deployed in the West Mediterranean by increasing them by a factor 2 (orange dots, Fig. S4 ). The skill in reproducing the DCM depth is almost the same between REF and REF with higher nutrients, Fig.S5 , however changes in initial nutrient concentrations have a significant impact on the Chl concentration at DCM. Therefore, it should be possible to finely tune the initial conditions to maximize both skills in terms of DCM value and DCM depth. However, consider-Figure S1: Scatter plots of DCM depth derived for the REF simulation (TOP) and with the "East-West" switching technique described in the text (BOTTOM).
ing the fact that the measurements of Chl concentrations derived from fluorescence present some uncertainties Roesler et al (2017) , Barbieux et al. (2018 ), Organelli et al. (2017 , we chose to keep the initialization based on reanalysis. Figure S2 : Sensitivity analysis of DCM depth perturbing light and initial conditions of PO4 (both by an uniform factor reported on axis in percentage) along the water column. 'R' marks the reference values. The BGC-Argo float here reported is the lovbio018c. Each pixel is a full simulation of a total of 21x21 simulations. The DCM depth is averaged over the simulation period. The following figures show the sensitivity of three selected indicators when light and phosphate are independently perturbed, from -50% to +50%. This generates an array of 21X21 simulations of which the central one is the reference. Each pixel of the following shaded plots is a different simulation. Two BGC Argo floats are considered the lovbio067c and lovbio018c respectively top and bottom panel of each figure. The indicators considered are DCM depth (Fig.S6 ), DCM width ( Fig.S7 ) and chlorophyll concentration at DCM (Fig.S8 ). Figure S6 : Sensitivity analysis of DCM depth perturbing LIGHT and perturbing initial conditions of PO4 [both by an uniform factor reported on axis in percentage] along the water column. 'R' marks the reference values. The BGC-Argo floats here reported are the lovbio067c (top) and the lovbio018c (bottom). Each pixel is a full simulation, for a total of 21x21 simulations. The DCM depth is averaged over the simulation period. Figure S7 : Sensitivity analysis of DCM width perturbing LIGHT and perturbing initial conditions of PO4 [both by an uniform factor reported on axis in percentage] along the water column. 'R' marks the reference values. The BGC-Argo floats here reported are the lovbio067c (top) and the lovbio018c (bottom). Each pixel is a full simulation, for a total of 21x21 simulations. The thickness is defined as ±σ/2 computed on the vertical profiles by means of a Gaussian fit and averaged over the simulation period. Figure S8 : Sensitivity analysis of DCM perturbing LIGHT and perturbing initial conditions of PO4 [both by an uniform factor reported on axis in percentage] along the water column. 'R' marks the reference values. The BGC-Argo floats here reported are the lovbio067c (top) and the lovbio018c (bottom). Each pixel is a full simulation, for a total of 21x21 simulations. The DCM concentration is averaged over the productive layer defined as ±σ/2 computed on the vertical profiles by means of a Gaussian fit and averaged over the simulation period.
