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Abstract
In the field of structural engineering analysis, a common requirement is to calculate the modal frequencies of
a structure that has undergone an update, either naturally (such as from material degradation), or due to man-
made influences (by placing point masses along a structure). In addition to this requirement, it is common
to only have access to truncated modal testing results. In this paper, we derive analytical bounds for the first
eigenvalue of a completely unobserved mass matrix for linear elastic systems. Doing so allows engineers to
proceed with modifying linear elastic systems, without requiring direct access to the mass matrix. This is
because it is often difficult to know exactly what negative mass perturbations are allowable, given that the
full mass matrix is an unknown quantity. Ultimately, the analysis in this paper will proceed by assuming
only access to the left and right eigenvectors of the underlying system - which are both possible to obtain via
physical experiments, so that the bounds are not only physically realizable, but also practically realizable.
1 Introduction
The field of structural design modification requires altering the properties of a system, and then observing
the subsequent effects upon the eigenspectrum. The forward problem of structural modification is well-
understood, as it involves observing the eigenvalues which result from a prescribed modification [1, 2]. The
inverse problem however, is less so. In particular, inverse structural modification involves determining the
set of permissible modifications which generate a prescribed eigenspectrum [1, 3]. Generally, inverse design
problems can be approached from the perspective of analytical modeling [3, 4, 5, 6], passive modeling [7],
and or active modeling [8]. Regardless of the chosen method, most work to constrain the mass modifications
as being positive only. This is because positive constraints help ensure that the derived answer is physically
realizable. This is because typically one does not have access to the full mass matrix, meaning that it is
difficult to know the precise extent to which negative mass modifications can be physically made. However,
this means that the total space of achievable configurations is much smaller than what it possibly could be.
In regards to trying to solve this problem, some attempts have been made to understand the lower bounds
on finite element system mass matrices [9], as well as stiffness matrices [10]. Moreover, a lot of work on
bounding the eigenvalues of a modified system based on perturbations has been done Ram & Braun wherein
they find upper and lower bounds for the eigenvalues of a modified structure based on a truncated modal
system [11]. However, all such methods require at least full access to a full mass matrix, which limits the
applicability of such methods to more realistic settings. Ultimately, it will be the purpose of this paper to
demonstrate a method for obtaining a lower bound on the least eigenvalue of the modified mass matrix for
a linear-elastic system, even if both the original mass and stiffness matrices are completely unobserved. In
order to achieve these bounds, only access to the left, and right eigenvectors of the original system will be
required - which can all be obtained from practical experimentation [12].
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2 Problem Set-Up
Consider an n ∈ Z degree of freedom (dof) linear-elastic system as follows:
Mx¨+Kx = 0 (1)
where M ∈ Rn×n is known as the mass matrix, K ∈ Rn×n is known as the stiffness matrix, and x ∈ Rn is
a state vector. If the solutions ofMx¨+Kx = 0 are sinusoidal in nature, then it is equivalent to solving the
following generalized eigenvalue problem:
(K − λiM)vi = 0 (2)
where i = 1, 2, ..., n. For this system, vi ∈ Rn denotes the i-th eigenvector, and λi ∈ R is the i-th eigenvalue.
It is possible to assemble these n eigenvalue equations into a single matrix form, by constructing Λ ∈ Rn×n,
and V ∈ Rn×n, where, Λ = diag(λi)n×n, and V = [v1,v2, ...,vn]. This results in the following system:
KV = MV Λ (3)
in which Λ is known as the spectral matrix, and V is the modal matrix. In this paper it is assumed that the
eigenvectors are mass normalized, meaning, V ᵀMV = I , and V ᵀKV = Λ, where I denotes the identity
matrix. Moreover, the notation: (M ,K) will be used to denote the eigenvalue problem for the mass-stiffness
system implied by matrices M , and K (that is, Equation 3). From this notation, the corresponding system
for: (I,M) is defined as the following:
(M − wiI)φi = 0 (4)
which has i-th eigenvalue wi, and eigenvector φi respectively. This is an important construction for this pa-
per, as we are concerned with bounding the least eigenvalue of an unobserved mass matrix in order to impose
constraints when performing inverse modeling. In terms of inverse design, consider now the application of
some alteration to the (M ,K) system. This may manifest through a design change, a change in material
properties, or even a change in the new operating conditions, and they will be denoted by: ∆M and ∆K.
Applying these to the (M ,K) system, we arrive at the (M + ∆M ,K + ∆K) eigenvalue problem,
(K + ∆K)V ? = (M + ∆M)V ?Λ? (5)
where Λ?,V ? ∈ Rn×n denote the new spectral, and modal matrices for the modified system respectively.
Ultimately, the aim here will be the following:
Aim: Under what conditions is it possible to have negative values enter into ∆M , such that the underlying
(M + ∆M ,K + ∆K) system remains physically realizable?
In order to answer this question, it will be necessary to define: (i) A notion of physical realizability, and
(ii) Conditions under which physical realizability is plausible. In order to make the problem amenable to
practical settings, we will assume no access to theM , andK matrices.
3 Establishing Physical Realizability
In the absence of the M , and K matrices, it is difficult to know what are the allowable negative values
allowed for ∆M . In order to help approach this problem, it is necessary to (i) Establish a notion of physical
realizability, and (ii) Develop bounds based on the prescribed definition of physical realizability. Therefore,
this section works to provide an intuitive mathematical statement to capture the notion of physical realiz-
ability, based on system kinetic energy (KE). This idea is made clear in Definition 1, and the mathematical
implication of this definition is made clear in Remark 1.
Definition 1. A linear mass-spring system that is claimed as being physically realizable requires at least, to
possess positive KE.
Remark 1. An (M ,K) system has positive KE if the eigenvalues of the (I,M) system are positive. That
is, if wi > 0 for all i = 1, ..., n, then KE [(M ,K)] > 0.
Proof. As shown in Equation 4, the eigenpairs for the mass-only system: (I,M), are (wi,φi), with eigen-
values: wi, and eigenvector: φi. Consider the following diagonalization:
M = Φ−1DΦ,
where Φ = [φ1, . . . ,φn] is the matrix of eigenvector columns and D = diag(w1, . . . , wn). Since {φi}ni=1
forms a basis over Rn, any x˙ ∈ Rn velocity vector can be expressed as x˙ = ∑ni=1 aiφi, where ai ∈ R are
constants. Now, ∀x˙ ∈ RN , KE [(M ,K)], w.r.t. x˙ can be defined as follows:
KE [(M ,K); x˙] :=
1
2
〈x˙,Mx˙〉
=
〈
N∑
i=1
aiφi,
N∑
j=1
ajMφj
〉
(i)
=
N∑
i=1
N∑
j=1
aiaj 〈φi, wφj〉 (6)
(ii)
=
N∑
i=1
wia
2
i
> 0, if wi > 0.
where (i) follows from linearity of the inner product, and (ii) follows from the orthogonality property of
eigenvectors.
Summary: What Remark 1 says, is that if the eigenvalues of M are positive, then the corresponding
(M ,K) system is physically realizable through a KE argument. In other words, if M is positive definite
(denoted: M  0) then the system is physically realizable. We will use this idea to guide our lower bounds.
4 The Eigenvalue Lower Bound based on the Left Eigenvector
In this section, we will establish a very general lower-bound on the first eigenvalue of an unobserved mass
matrix, based only on the first left, and right eigenvectors of the (M ,K) system. The underlying motivation
to this section will be based on Weyl’s theorem of interlacing eigenvalues as show in Theorem 1.
Theorem 1. [Weyl’s Theorem [13]] LetA,B ∈ Rn×n be Hermitian matrices. Then:
λi(A) + λ1(B) ≤ λi(A+B) ≤ λi(A) + λn(B) (7)
For the context of this paper, we can let A = M , and B = ∆M 1. Now from observing Equation 7,
it can be seen that if i = 1 is selected, then we have: λ1(M) + λ1(∆M) ≤ λ1(M + ∆M). Since
positive KE is desired (Remark 1), it can be seen that we need: λ1(M + ∆M) > 0, in turn requiring that:
λ1(∆M) < −λ1(M). This provides the maximal possible constraint for allowing ∆M to have negative
values in the matrix: it needs to be smaller than the magnitude of the least eigenvalue of the mass matrix;
which is a rather intuitive conclusion. The main problem with this conclusion, however, is that we do not have
access to M ! Thus, we need to develop some way to implicitly obtain information from the mass matrix.
This can be achieved with knowledge of the left eigenvectors. In fact it can be shown that gi = Mvi, where
gi, and vi, are the i-th left, and right eigenvectors respectively. This is clarified in Lemma 1.
1Note that Weyl’s inequality applies for Hermitian systems, and for most casesM andK are indeed Hermitian matrices.
Lemma 1. [Left-Right Eignevector Relationship] For the (M ,K) system, gi = Mvi, where gi, and vi,
are the i-th left, and right eigenvectors respectively.
Proof. Recall (M ,K) := (Kvi = λiMvi). From this definition, the right-eigenvector system can be
expressed as:
(
M−1K
)
vi = λivi, and the left-eigenvector system can be exressed as: g
ᵀ
i
(
M−1K
)
=
λig
ᵀ
i . Assume there exists an A, such that gi = Avi, so that vi, and gi are linearly related. The aim will be
to identify what form ofA is acceptable. Substituting gi = Avi, into the left-eigenvector equation gives:
(Avi)
ᵀ(M−1K) = λi(Avi)ᵀ
(i)⇐⇒ (M−1K)ᵀAvi = λi(Avi)
⇐⇒ (Kᵀ)(Mᵀ)−1Avi = λi(Avi)
⇐⇒ KM−1Avi = λi(Avi) (8)
where (i) follows from transposing both sides. By observing Equation 8, the only choice of A which will
satisfy the (M ,K) system isA = M .
Since it is known that the left eigenvector can be obtained experimentally [12], we therefore have a means to
implicitly obtain information about the unobserved mass matrix, M in practical settings. This relationship
can be exploited to then form a lower bound on the smallest eigenvalue of the mass matrix (without ever
needing to observe it). This is shown in Theorem 2. However, in order to establish Theorem 2, it is necessary
to establish Remark 2.
Remark 2. For eigenvalue system (I,M), the modified eigenvalue problem of: (I, (M − αI)−1) has
corresponding eigenvalues 1wi−α , where α ∈ R is a scalar.
Proof. Firstly if: Mφi = wiφi, then M−1φi = 1wiφi. Moreover, if Mφi = wiφi, then (M − αI)φi =
(wi − α)φi. From these two observations, the statement of Remark 2 follows (the eigenvalues are inverted,
and translated by α).
We now proceed to the main theorem of this paper, as outlined in Theorem 2.
Theorem 2. [Generalized Eigenvalue Lower Bound] Let eig [(I,M)] := {wi}n1 . Then ∀x ∈ Rn, such that
‖x‖ 6= 0,, and ∀α ∈ R such that |w1 − α| < |w2 − α| we have,
w1 ≥ α− ‖x‖‖g˜ − αv˜‖〈x, v˜〉 , (9)
where g˜, and v˜ are the left and right eigenvectors corresponding to min(eig [(M ,K)]).
Proof. Consider,
〈x, v˜〉
(i)
≤ ‖x‖‖v˜‖
= ‖x‖‖(M − αI)−1(M − αI)v˜‖
(ii)
≤ ‖x‖‖(M − αI)−1‖‖(M − αI)v˜‖. (10)
where (i) follows from the Cauchy-Schwarz inequality, and (ii) from the notion that induced operator norms
are sub-multiplicative. In particular, the vector norm ‖ · ‖ : Rn → R, is known to induce the following
operator norm,
‖A‖ := sup{‖Ax‖ : ∀x ∈ Rn, ‖x‖ = 1},
for all such operators A ∈ Rn×n [14]. In addition, the operator norm relates to the spectral radius of the
underlying operator in the following way: ‖A‖ = ρ(A), where ρ(A) := max(|eig [(I,A)] |) is the spectral
radius [14]. Thus,
‖(M − αI)−1‖ := ρ((M − αI)−1)
(i)
= max(|eig [(M − αI)−1)] |)
(ii)
=
1
min(|w − α|)
(iii)
=
1
|w1 − α| ,
where (i) Follows from definition of the spectral radius, (ii) Is established from Remark 2, and (iii) Holds as
long as |w1 − α| < |w2 − α|. Ultimately, we have found a way to re-write the ‖(M − αI)−1‖ expression
from Equation 10. Therefore we can write,
〈x, v˜〉 ≤ ‖x‖‖(Mv˜ − αv˜)‖|w1 − α|
⇐⇒ |w1 − α| ≤ ‖x‖‖(Mv˜ − αv˜)‖〈x, v˜〉 ,
where it assumed that 〈x, v˜〉 > 0. Finally, we notice that g˜ = Mv˜ (established from Lemma 1), and
expanding the absolute value, we obtain
w1 ≥ α− ‖x‖‖g˜ − αv˜‖〈x, v˜〉 .
Summary: We have established a bound on the least eigenvalue (w1) of a completely unobserved mass
matrix, M . This bound varies as a function of the scalar, α, and requires access to only the left and right
system eigenvectors, g˜, and v˜. However, there is “arbitrary” x left over. The next section will show how to
remove x.
5 Practical Considerations
Since x is arbitrary, it is possible to select it as being parallel to v˜, so that its presence can be eliminated
from Theorem 2 altogether. This is made clear in Corollary 1, which removes x, whilst studying the case of
w1 ≥ 0 (the central concern of this paper).
Corollary 1. [Appropriate α Range]
α ≥ ‖g˜ − αv˜‖‖v˜‖ , for w1 ≥ 0.
Proof. Consider,
α− ‖x‖‖g˜ − αv˜‖〈x, v˜〉 = α−
‖x‖‖g˜ − αv˜‖
‖x‖‖v˜‖ cos θx,v˜
= α− ‖g˜ − αv˜‖‖v˜‖ cos θx,v˜ ,
where θx,v˜ denotes the angle between vectors x and v˜. Since we require w1 ≥ 0, this implies that in turn we
are looking at the case,
α ≥ ‖g˜ − αv˜‖‖v˜‖ cos θx,v˜ .
Since x can be arbitrarily chosen, select x so as to run parallel to v˜, thereby making cos θx,v˜ = 1. Thus, x
becomes completely removed from this expression, completing the proof.
Therefore we have access to a lower bound as a function of α, using only the left and right eigenvectors.
However notice that unfortunately this definition is implicit, in that α appears on both the left, and right-
hand sides. In order to establish an expression with α only on one side, some assumptions will need to be
made. These will be clarified in Remark 3.
Remark 3. [Simplified α Range] If w1 ≥ 0, and |w1 − α| < |w2 − α|, then under mild assumptions,
α ≥ 1
2
ρ(M).
Proof.
‖g˜ − αv˜‖
‖v˜‖ =
‖(M − αI)v˜‖
‖v˜‖
≤ ‖(M − αI)‖‖v˜‖‖v˜‖
≤ ‖(M − αI)‖
= ρ(M − αI)
where v 6= 0. Since we are looking to keep increasing α from below, such that it stays closer to w1 than w2,
that is |w1−α| < |w1−α|, we can expand ρ(M−αI) as ρ(M)−α. Thus, so far we know that whenw1 ≥ 0
we have: (i) α ≥ ‖g˜−αv˜‖/‖v˜‖, and, (ii) ‖g˜−αv˜‖/‖v˜‖ ≤ ρ(M)−α. Now, assuming that the overlap region
between the two inequalities is not too large allows us to state that: α ≥ ρ(M)− α ⇐⇒ α ≥ 12ρ(M), as
required.
It seems that we have run into a problem! An appropriate estimation of the α value (which will allow us
to study w1 > 0), still requires access to M ! In particular, to the access of ρ(M). However, ρ(M) is
much easier to estimate than least eigenvalue, w1, because matrix reconstruction procedures tend to be much
more strongly driven by the presence of the larger eigenvalues (i.e. the larger singular values). For example,
since we have the relationship: gi = Mvi, one could pose an estimate for M as: M ≈ giv†i , where the
dagger symbol denotes the pseudo-inverse. This estimation ofM is much more strongly driven by the larger
singular values, and in fact, it can be shown that the largest singular value of this pseudo-inverse estimate for
M , lower bounds the largest singular value for the trueM . This idea is clarified in Lemma 2.
Lemma 2. If g = Mv, and ‖v‖ = ‖g‖ = 1, then σ1(gv†) ≤ σ1(M) = ρ(M), where σ1(M) denotes the
largest singular value ofM .
Proof. Consider that gv† = g(vᵀv)−1vᵀ by definition of the pseudo-inverse. Thus,
‖g(vᵀv)−1vᵀ)‖ ≤ ‖g‖ · ‖(vᵀv)−1‖ · ‖vᵀ‖
= ‖Mv‖ ·
:1‖(vᵀv)−1‖ ·
*1‖vᵀ‖2
≤ ‖M‖ ·>
1
‖v‖
= ‖M‖.
Thus, ‖gv†‖ ≤ ‖M‖. Moreover the induced operator norm of a matrix evaluates to its largest singular value
(the spectral radius in the case of symmetric positive definite matrices) implying that, σ1(gv†) ≤ σ1(M) =
ρ(M) which completes the proof.
Summary: We have established conditions under which the bound of Theorem 2 can be practically used.
These conditions are developed by observing how α behaves around the required region of w1 ≥ 0. It seems
that a good reference forα is to be around 12ρ(M), and in turn, ρ(M) can be approximated from knowledge
thatM ≈ gv†.
6 Examples
The aim here will be show some simple examples on how the developed bounds could be used. Ultimately,
the aim is to try and find an appropriate value of α that can help ensure in turn that w1 ≥ 0. Consider the
following mass and stiffness matrices,
M1 =

15 0 0 0 0
0 21 0 0 0
0 0 24 0 0
0 0 0 27 0
0 0 0 0 30
 M2 =

30 0 0 0 0
0 170 0 0 0
0 0 180 0 0
0 0 0 190 0
0 0 0 0 200

K =

k1 −k1 0 0 0
−k1 k1 + k2 −k2 0 0
0 −k2 k2 + k3 −k3 0
0 0 −k3 k3 + k4 −k4
0 0 0 −k4 k5

where ki = 1000i for i = {1, .., 5}. For the ensuing analysis, assume that we do not know these matrices,
and that we only have access to the first left, and right eigenvectors of the (M ,K) system. We will call
these systems the M1, and M2 systems (or system 1, and system 2 for brevity respectively). The result of
analysing these systems are shown in Figures 1a, and 1b respectively.
From Figure 1a it can be seen that the suggested procedure of (i) UsingM ≈ g1v†1, and then (ii) Estimating
the corresponding α which allows w ≥ 0 (which itself is an approximation), seems to coincide very closely
to the ground truth w = 0 point, only just slightly undershooting it in system 2. If one continues to increase
α past this point, one will find the region in which w ≥ 0 for the mass matrix (without ever knowing
what the mass matrix is, or what the first eigenvalue is). A drawback of this analysis, it is only valid for:
|w1 − α| < |w2 − α|. That is, α needs to be closer to w1, than to w2. The point where this condition is
broken is labelled in Figures 1a and 1b. Empirically, from observing the figures it appears a transition can
be observed for when w1 shifts to w2, as the graph appears to develop curvature around this region. Thus
it would be an interesting point of future work to analyse under what conditions this can be observed for
various different types of mass matrices.
(a) SystemM1.
(b) SystemM2.
Figure 1: Varying α to see which α value is able to find w ≥ 0 range for the two mass systems. The blue
dash represents the range w < 0, and the solid red line represents the range of w ≥ 0. For this analysis only
the first (left, and right) eigenvectors were used.
7 Conclusion
A general lower-bound (which varies as a function of a scalar, α), was developed for the least eigenvalue
of the mass matrix in linear-elastic systems that have undergone a negative perturbation. This lower-bound
was developed in the absence of knowledge about the mass and stiffness matrices, and only requires to the
first left, and right eigenvectors of the system - which are quantities that can be established from physical
experiments. The range of α values which result in positive mass eigenvalues upon perturbing the system
was also developed. An example of how to use these bounds was shown on two mass-spring systems.
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