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In bioprocess development, the need for optimization is to achieve improvements in
the productivity as well as in the quality of the product. This involves acquiring
an overview of dataset associated with diﬀerent process runs, identifying primary
control parameters, and determining a useful control direction. Hence, the use of
several data analysis approaches to explore optimization possibilities can be very
valuable in bioprocess development.
In this thesis, multiple linear regression, Lasso regression, and artiﬁcial neural net-
works were used for modeling a bioprocess dataset. As a case study, we used the
data obtained from a statistical culture media optimization experiment for micro-
bial hydrogen production. Apart from the linear models, dataset were transformed
to build the quadratic multiple linear regression and Lasso models. In addition,
two-layer and three-layer artiﬁcial neural networks models were also developed. In
order to predict the maximum achievable hydrogen production yield, a genetic algo-
rithm was used to optimize the parameters of the developed models. The prediction
accuracy and the maximum achievable hydrogen yield by Lasso and artiﬁcial neural
networks models were benchmarked against those of the multiple linear regression.
All the three methods were capable in providing a signiﬁcant model for the culture
media optimization. However, the performance of the quadratic multiple linear re-
gression to ﬁt the examined data was not adequate. In this case, the correlation
between the observed and predicted yield was 0.37. The modeling was still success-
ful with the quadratic Lasso model (0.82). The performances of two artiﬁcial neural
network models outperformed the others. According to artiﬁcial neural networks,
the correlations between the observed and predicted yield were 0.92 for two-layer
and 0.91 for three-layer models. With the help of genetic algorithm, the maximum
achievable hydrogen yield was 2.24 mol-H2/mol-glycerolconsumed for the linear multi-
ple linear regression model. On the other hand, the results obtained from the Lasso
and artiﬁcial neural networks models were closer to the highest experimental ob-
servation. Thus, we found that both lasso regression and artiﬁcial neural networks
were pertinent to this kind of bioprocess data.
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11. INTRODUCTION
With the advent of technology, industrial biotechnology has been emerging in ev-
eryday life, from food to health care, from agriculture to products. With the aid
of modern computers, a variety of process control and data analysis platforms and
tools are available. In the ﬁeld of biotechnology, a bioprocess control is deﬁned as
providing a near optimal environment for processes that use biological components
or living organisms, such as yeast, enzymes and microorganisms to obtain the de-
sired products. The desired products can be for instance, active pharmaceutical
ingredients such as vaccine, health-care products such as vitamins, nutrients such
as amino acid, ﬁne chemicals and bulk chemicals such as alcohol. The aim of bio-
process optimization is to achieve improvements in the outcome of processes and in
the quality of end products. These improvements require the right concentrations of
nutrients to the medium as well as controlling important internal process parameters
(such as pH, temperature). The scope of bioprocess development thus includes the
need for data analysis.
In recent years, researchers have become increasingly interested in ﬁnding alter-
native renewable energy sources due to the limited resource of fossil fuels and global
warming awareness. An excellent alternative to fossil fuel is biohydrogen (H2), as it
is considered to be non-polluted and non-exhaustible [1]. It can be obtained both
from cultivation and waste organic materials [2, 3]. As an example, crude glycerol
is a byproduct produced during biodiesel manufacturing process. It is used for hy-
drogen production using microbial processes [2, 4]. Researchers have investigated
that crude glycerol can be utilized eﬀectively for hydrogen production [5]. Thus, to
increase the economic value of byproducts, the improvement in hydrogen production
is becoming a promising application area in the biotechnological ﬁeld.
1.1 Related works
The history of applying biotechnology started around 6000 B.C., when people devel-
oped the knowledge of making fermented foods and alcoholic beverages. However,
the process was not explained properly until 1857, when Louis Pasteur ascertained
that yeast is a living cell that ferments sugar to alcohol [6]. Methods such as facto-
rial design, design of experiments, and response surface methodology were developed
during early 1900s to investigate the mathematical relationships between input and
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output variables of a process [7]. It was not until recent years that these methods
were widely applied in the development of biotechnological processes. A simpliﬁed
bioprocess is shown in Figure 1.1. By using the aforementioned methodologies, re-
searchers investigate the input variables from which well-deﬁned output responses
are generated. The output responses can be for example, product yield or produc-
tivity. It is often diﬃcult to discover the interactions between the input variables
that inﬂuence the output responses, since a typical bioprocess development includes
various sequential steps. For instance, in most bioprocesses, products are recovered
at downstream stage where additional variables are supplied to purify the prod-
uct. The input variables in the upstream stage also add further complexity to the
bioprocess development. Therefore, combining all input variables in a bioprocess
modeling may end up in a model with incomprehensible number of interacting or
noninteracting terms. These terms may or may not have any eﬀect on the speciﬁc
outputs.
Input 
variables
Output 
responses
Simplified 
bioprocess
Figure 1.1. A block diagram of a simple bioprocess.
The design of experiments methodology has been used extensively by providing
powerful and eﬃcient ways to optimize bioprocesses. In a fermentative hydrogen
production, for example, Pan et al. had studied the eﬀect of 8 variables on hydrogen
yield. As an initial step, the authors screened 3 key important variables using
Plackett-Burman design [8]. They also used response surface methodology to depict
the results in a contour plot where the optimum was clearly visualized. However, the
study of Nagata and Chu showed that response surface methodology was not always
guaranteed to identify the optima. They proposed another alternative solution for
the conventional approach. In fact, they showed that the higher modeling capability
of artiﬁcial neural networks and ﬁnding optimum solution by genetic algorithms were
performed better than the standard response surface methodology [9].
1.2 Objective of the thesis
The conventional design of experiments is not fully explored. With full factorial
design, for instance, all possible combination of variables eﬀect on response can be
investigated. With 2 variables, this method requires 22 runs of experiments. As the
number of variables increases, the number of runs increases geometrically. Thus,
this design may become impractical when the eﬀects of a large number of variables
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are to be studied. Furthermore, the response surface methodology may not always
ﬁnd the optima due to poor modeling capability of the quadratic model [10]. Hence,
the possibility of using non-statistical approaches may provide alternative solutions
to this traditional methodology.
This thesis explores the new optimization possibilities in bioprocess development
by utilizing dataset obtained from the design of experiments. Moreover, the pre-
diction capabilities of the models developed by several data analysis approaches are
also analyzed.
1.3 Structure of the thesis
We have organized the rest of this thesis in the following way. Chapter 2 provides a
brief introduction to prediction methods. In Chapter 3, we describe the algorithms
to assess the performance of the developed models. Apart from model assessment,
this chapter also provides a brief introduction to optimization technique.
In Chapter 4, we present the materials which are considered for the experiment.
In Chapter 5, models are developed for the given material. The performance of
each model is assessed by using the algorithms explained in Chapter 3. In addition
to evaluation of model performances, the predicted responses are optimized. Finally,
Chapter 6 concludes this work and proposes a future research direction.
42. MODELING METHODS
Prediction problems are often encountered in bioprocess modeling. They require the
identiﬁcation of important parameters as well as predicting the parameter values
from a dataset. Such problems may occur in various disciplines for instance, food,
biomedical, and biofuels industries [11].
Viewing from data analysis perspective, the main diﬃculty in such problems is to
cope with the characteristics such as multicollinearity and ill-posed nature embedded
in the original dataset. Therefore, feature selection and estimation of parameters are
essential for modeling methods. Although several popular prediction methods exist,
this thesis is limited to linear regression methods and artiﬁcial neural networks. In
this chapter, we will brieﬂy introduce a popular regularized least squares technique
- Lasso and artiﬁcial neural networks.
2.1 Linear regression
Linear regression is an approach to model the relationships between the dependent
variable, denoted as y ∈ Rn×1 and a combination of one or more explanatory or
independent variables, denoted as X ∈ Rn×p, where n is the number of observations
and p is the number of variables. With one independent variable, it is known as the
simple linear regression. If there are more than one independent variable, then the
regression model is called the multiple linear regression [12]. Linear regression can
also be represented by
y = f(X) +  (2.1)
That is, y is a linear function of X. Here,  is an error term, which is an unobserved
random variable that adds noise to the relationship between dependent variable
and independent variables. The function f is called the linear predictor function,
which is a linear combination of a set of coeﬃcients and independent variables. The
coeﬃcients are known as the regression coeﬃcients. Equation (2.1) can be expressed
as
y = β0 +
p∑
i=1
xiβi +  (2.2)
where β0 is the intercept, also known as bias. In Equation (2.2), β = (β0, β1,. . . ,
βp)
T are coeﬃcients which are unknown for the given p-dimensional inputs X = (x1,
x2, ..., xp)
T .
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The linear model is obtained by estimating the unknown regression coeﬃcients
from a given dataset. The most popular method for this purpose is the least squares
ﬁtting [13]. Rewriting Equation (2.2) in vector format, we get
y = Xβ +  (2.3)
In the least squares method, the coeﬃcients vector β is chosen which minimizes
the residual sum of squares. Thus, a unique solution is given by
βˆ = (XTX)−1XTy (2.4)
It can be shown that this solution minimizes the residual. That is
βˆ = argmin
β
‖y −Xβ‖ (2.5)
where ‖.‖ is the standard L2-norm in the n-dimensional Euclidean space Rn. For
a real number p ≥ 1, Lp-norm or p-norm of X can be deﬁned as ‖X‖p = (‖x1‖p +
‖x2‖p + . . .+ ‖xn‖p)1/p. When p is omitted, then the norm is L2-norm.
Although least squares approach is easily interpretable and it can well approxi-
mate the linear behavior of the given dataset, the solutions are not always satisfac-
tory for the following reasons:
1. The least squares method is sensitive to outliers.
2. The method may not provide a unique solution when the number of variables
is larger than the number of data samples (p n). In this case, the covariance
matrix XTX in Equation (2.4) is singular and thus cannot be inverted.
3. The prediction accuracy may sometimes lead to poor performance because of
interdependencies among explanatory variables.
4. If the relationships between the dependent and the explanatory variables are
nonlinear, least squares method does a poor job in modeling.
The ﬁrst three ill-posed problems listed above can be mitigated by a regularization
technique [1416]. Regularization is a technique which shrinks the coeﬃcients by
imposing a penalty on the size of the coeﬃcients. Although many regularization
algorithms have been proposed, ridge regression or Tikhonov regularization [17, 18]
and Lasso (Least Absolute Shrinkage and Selection Operator) [16] are considerably
well-known methods. The idea is to minimize the variance by compromising little
bias. Both methods minimize the residual sum of squares and a penalized term.
Therefore, Equation (2.5) becomes
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βˆridge = argmin
β
{
‖y −Xβ‖+ λ‖β‖
}
(2.6)
for ridge regression and
βˆlasso = argmin
β
{
‖y −Xβ‖+ λ‖β‖1
}
(2.7)
for Lasso in Lagrangian form. Here, λ ≥ 0 is the regularized parameter which limits
the size of regression coeﬃcients. Another equivalent formulation of Equation (2.6)
and Equation (2.7) is
βˆridge = argmin
β
‖y −Xβ‖ subject to ‖β‖ < t (2.8a)
βˆlasso = argmin
β
‖y −Xβ‖ subject to ‖β‖1 < t (2.8b)
where t is a tuning parameter. There is a one-to-one mapping between t and λ (see
Equation (2.6) and Equation (2.7)).
There is a similarity between the ridge regression and Lasso in Equation (2.8).
However, the ridge penalty is L2-norm while the Lasso penalty is L1-norm. The
ridge regression solution for the problem in Equation (2.8a) is
βˆ = (XTX + λI)−1XTy (2.9)
where I is the n × n identity matrix. There is no closed form solution to Lasso, since
the constraint ‖β‖1 makes the solution nonlinear in the y. Many eﬀective algorithms
as well as quadratic programming are available to solve the Lasso problem [19,20].
The two most remarkable properties of Lasso have been discussed by Xu et al.
[21]. The authors investigated the robustness and sparsity properties provided by
the Lasso solution. Robustness is embedded in the regularization scheme through
minimization of the worst case residual. Figure 2.1 can be used to explain the
sparsity of Lasso. If we consider a linear regression problem with two parameters β1
and β2, then the least squares solution is the βˆ, which is shown in the center of the
ellipses. Each elliptical contour represents the residual sum of squares or the loss
surface. As the distance from βˆ increases, the loss surface also increases. For this
problem, a feasible solution can be obtained by Equation (2.8) where the constraints
are ‖β1‖1+ ‖β2‖1 < t for Lasso and β21 +β22 < t2 for ridge regression. Therefore, the
feasible set of solutions is within the regions of these constraints. The regions for
these constraints are also drawn in Figure 2.1. The shape of the region is a square
for Lasso, whereas it is a circle for ridge regression. Now, the optimal solution will
be the point where the contours touch the feasible set of solutions.
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Figure 2.1. Estimation pictures for (a) Lasso and (b) ridge regression [14].
For Lasso, the constraint region is a square with corners on the coordinate axes
where all but one parameter is exactly zero (see Figure 2.1(a)). Therefore, the
contours may touch the squared region either in a corner or on an edge between
corners with some of the parameters being exactly zero. On the other hand, there
are no corners in the constraint region for ridge regression solution (see Figure
2.1(b)). Hence, a solution with parameters set to exactly zero rarely occurs [14,16].
Alternatively, the properties of Lasso can be demonstrated by a simple example.
Consider a 5-dimensional artiﬁcial data X of 50 samples drawn from exponential
distribution with means ranging from 1 to 5. In other words, each column of X
corresponds to an array of random numbers chosen from exponential distribution
of ith means where i = 1 . . . 5. Now, we generate the response data Y such that
Y = Xβ + ε where β is the model parameter with two non-zero components and
additive noise ε with ε ∼ N (0, 0.1). The resultant response is shown in Figure
2.2(a). Now, we are using the ﬁrst 25 samples of X to build the models. The rest
of the samples will be used for prediction. Figure 2.2(b) shows the residuals of
predicted responses for diﬀerent regression methods.
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Figure 2.2. (a) Example of a response model drawn from the artiﬁcial data with 5 compo-
nents. β = { 0, 2, 0, -3, 0} was chosen as true model parameters.(b) The residual plot of
diﬀerent methods to estimate the model parameters. The prediction performances of MLR
and ridge regression are comparatively identical in this example. Therefore, their curves
are overlapped.
Table 2.1. Estimation of 5 components using diﬀerent regression methods.
β MLR Ridge regression Lasso
0 -0.0361 -0.0344 0
2 2.0104 2.0078 1.8844
0 -0.0061 -0.0057 0
-3 -2.9962 -2.9927 -2.9306
0 0.0003 0.0001 0
In Figure 2.2(b), we can see that the residuals between the empirical and esti-
mated responses are similar in both MLR and ridge regression models. It is also
evident from the values listed in Table 2.1. On the other hand, Lasso is able to
identify and discard the unnecessary components. Although the values (-0.0361,
-0.0061, -0.0003) predicted by MLR are closer to zeros, the method cannot ignore
or discard the components in many cases. Likewise, we cannot always ignore the
nonzero components predicted by ridge regression. Hence, we will exploit these
properties in this thesis and take advantages of the Lasso to solve our problem.
2.2 Artiﬁcial neural networks
A neural network is a combination of neurons performing operations in parallel.
The operation of the network is generally determined by the connections between
the neurons. In other words, a neural network is a collection of interconnected
nodes which uses mathematical models for information processing. Each node in
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the network represents a processing element or neuron. The nodes are connected
through links that deﬁne the relationship between nodes. The neural network is also
known as the artiﬁcial neural network (ANN) or simulated neural network (SNN).
The artiﬁcial neural network is simply inspired by the biological neural processing
systems in humans or animals.
A simple ANN composed of input and output layers is presented in Figure 2.3.
Here, the input layer contains m number of input nodes represented by X1, X2, . . . ,
Xm.
X1
f
X2
Xm
y
w1
w2
wm
b
Input layer Output layer
Figure 2.3. A simple artiﬁcial neural network.
The output layer consists of a real valued activation function f. Thus, the resulting
node output is deﬁned as
y = f(
m∑
j=1
wjXj + b) (2.10)
where wj is the weight of the connection from the input Xj, b is the bias or an
intercept, and m is the number of nodes connected. Here, both wj and b are ad-
justable scalar parameters. The arrows in Figure 2.3 represent the directions of
information ﬂow from node to node. It is the simplest structure consisting of one
layer of neurons connected with inputs X1, X2, . . . , Xm. The weights w1, w2, . . . ,
wm associated with the connections and bias b are trained to produce the desired
output. This neuron model is also known as the perceptron model. A similar neuron
was described by McCulloch and Walter Pitts in the 1940s [2225].
In ANN, each neuron has an activation function which determines the output to
the corresponding neuron to a given input. The most commonly used activation
functions are shown in Figure 2.4.
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Z
(b)
f(Z)
Z
(c)
Figure 2.4. The symbol and graph of various activation functions used in ANN: (a) The
linear function, (b) the threshold function and (c) the nonlinear logistic function [26].
The mapping between inputs and outputs are usually bounded by the activation
functions in a given range. The range is either a binary value [-1,1] or a bipolar
value [0,1]. In the linear activation function, as shown in Figure 2.4(a), the output
of the neuron is proportional to the linear combination of multiple weighted inputs
with bias. In other words,
f(Z) = a Z (2.11)
and
Z =
m∑
j=1
wjXj + b (2.12)
where a is a constant value, and Z is a variable deﬁned as the linear combination
of multiple weighted inputs with bias. Thus, a perceptron containing the linear
activation function is known as the linear regression model [27,28]. The output can
also be limited to one of two levels, for instance, either 0 or 1 (see Figure 2.4(b)). In
this case, the function is called the threshold activation function and the perceptron
is known as the linear discriminant model [2931]. In equation form,
f(Z) =
{
1 Z ≥ a
0 Z < a
(2.13)
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where a is a constant. A special example of such perceptron model is the adaline
which has only one output [32]. Another type of activation function shown in Figure
2.4(c) is the nonlinear logistic function. Here, the output range is squashed between
0 and 1 for any real value of the input. We can also express the function as
f(Z) =
a
1 + ec Z + d
(2.14)
where a, c and d are constant. The perceptron paradigm based on this function is
known as the logistic regression model [33].
X1
H1
H2
Hn
Y
X2
Xm
w11
w12
wmn
w1y
w2y
wny
w2n
by
b1
b2
bn
Input layer Output layerHidden layer
Figure 2.5. An MLP with one hidden layer.
Perceptron can be extended with hidden layers, shown in Figure 2.5, which is also
known as the multilayer perceptron or MLP. Typically, the processing elements in
the hidden layers are not directly connected to the external world [34]. The number
of neurons in hidden layers may diﬀer from the number of neurons in the input
and output layers. Usually, hidden layers use nonlinear activation functions such
as logistic function. For an MLP with one hidden layer, we can rewrite the basic
Equation (2.10) as
y = f
(
N∑
i=1
f
(
m∑
j=1
wjXj + bi
)
+ by
)
(2.15)
where N is the number of neurons in the hidden layer. Being universal approximator,
MLP is the most widely known and used without any prior knowledge about the
input-output relationship [35,36]. Alternatively, MLP can approximate any function
to an arbitrary degree of accuracy by increasing the number of neurons in the hidden
layer. An MLP with a small number of neurons in the hidden layer can provide a
useful alternative to polynomial regression.
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Generally, MLP network is trained by backpropagation algorithm which computes
gradients of the network output with respect to its weights. The gradient vector is
obtained recursively by means of chain rule deﬁned as the delta rule,
wj = wj−1 − η δj x (2.16)
where δj is the local gradient, x is the input of neuron j, and η is the learning rate.
The gradient vector at each node is always computed in the opposite direction of
output ﬂow, thus the learning procedure is known as the backpropagation learning
algorithm. Using this algorithm, the weights in the network are updated epoch by
epoch, until a stop criterion is met.
The MLP, as shown in Figure 2.5, is usually interconnected in a feedforward
way. That is, the network contains no cycles. Hence, the architecture is also known
as the feedforward network. In this network, the information moves in from the
input nodes, through the hidden nodes to the output node. The behavior of a
feedforward network can be divided into two distinct phases: the training or learning
phase and the running or activation phase. During running phase, an activation
function is applied to each node to produce the desired output. In order to solve
nonlinear problems, the logistic activation functions are used in the hidden layers,
such as sigmoid function. In the learning phase, the weights and biases are adjusted,
thereby changing the performance of the network. Several training algorithms exist
in literature for feedforward networks and some of them are discussed in this section.
The basic backpropagation algorithm adjusts the weights and biases in the steep-
est descent direction (negative of the gradient). Although the function decreases
rapidly along the negative of the gradient, this does not ensure fast convergence.
An alternative solution can be conjugate gradient algorithms that perform search
along conjugate directions, producing faster convergence than steepest descent di-
rections. These algorithms require higher memory storages than the simpler ones.
For faster optimization, algorithms based on Newton's method can be used. These
are called the quasi-Newton (secant) methods. The most popular among these algo-
rithms is the Broyden, Fletcher, Goldfarb, and Shanno (BFGS) algorithm. This is a
suitable training algorithm with smaller networks, while it requires more computa-
tions and storages for larger networks. Levenberg-Marquardt algorithm is the fastest
method for training a moderate-sized feedforward network. An extension to this
algorithm is Bayesian Regularization training algorithm which prevents overﬁtting
of the network.
ANN is able to solve the prediction problem eﬃciently, however, the network may
lead to over-parameterization unless carefully designed [14]. Certain issues should
be taken into account while training the network:
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1. Initial weights with zero values leads to zero derivative making no eﬀect on
weights in all iterations, whereas, larger values in weights may lead to inad-
equate solution. Moreover, weights should be initialized at random values.
Otherwise, all weights have the same gradient and they will always be equal.
2. Having too many weights may cause overﬁtting. This can be minimized by
introducing stop criterion such as weight decay.
3. The quality of the ﬁnal outcome depends on how the inputs have been scaled.
Inputs with zero mean and one variance can be considered as a standardized
input set.
4. The number of neurons used in each hidden layer has great impact on the
network. Using fewer numbers of neurons may be inadequate for capturing
nonlinearities in the data.
5. It requires proper knowledge and experiments for ﬁnding the reasonable num-
ber of hidden layers in a network.
6. The error surface in ANN may possess local minima, thus the training algo-
rithm may entrap in any of those local minima resulting in a poor performance.
Several techniques have been discussed in [14] to avoid or overcome such issues.
7. The choice of training algorithm also has a great impact on computational
complexity of the network and memory overhead of the system.
In the next chapter, we will describe the algorithms for model assessment and
brieﬂy discuss about optimization technique.
14
3. MODEL ASSESSMENT AND
OPTIMIZATION
In this chapter, we are aiming to optimize the response predicted from the obtained
models. Before applying an optimization procedure, we emphasize the need to assess
the performance of the models that we obtained. For this purpose, we will describe
the cross validation method. Then we will brieﬂy discuss about a popular global
optimization technique - genetic algorithm.
3.1 Model assessment
By assessing the performance of a model, we ensure the quality of the chosen model.
In other words, we need to ﬁnd a way that evaluates the prediction methods by
the prediction capabilities on unseen dataset. One way of assessing the quality of
the obtained models by prediction method is to measure the loss function or cost
function. A loss function δ can be deﬁned as the diﬀerence between true values and
predicted values of the dependent variable. If true values and predicted values are
denoted as y and yˆ, then a common choice is
δ(y, yˆ) = (y − yˆ)2 (3.1)
Given an experimental dataset, the loss function in Equation (3.1) can estimate
the performance of the obtained model which is not only important to future predic-
tion accuracy but also for choosing the best model. Consider the model in Equation
(2.1) with n observation samples. We can ﬁt this model, either by Lasso or ANN,
and obtain the residual sum of squares (RSS) or the sum of squared diﬀerences be-
tween the true values y and predicted values yˆ. Thus we can rewrite the Equation
(3.1) as
RSS =
n∑
i=1
δ(yi, yˆi) (3.2)
Another approach is measuring the degree of linear association or correlation
between the true values y and predicted values yˆ. The association can be either
positive or negative. In positive correlation, increasing one variable will also increase
the other and vice versa. Whereas, negative correlation is the association between
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two variables in which one variable increases as the other decreases, and vice versa.
The ranges of correlation can vary from +1 to -1. Values close to +1 indicate a
high-degree of positive correlation, and values close to -1 indicate a high degree of
negative correlation. Values close to zero indicate poor correlation and zero indicates
no correlation at all. Several correlation measurements are existed in literature, often
denoted ρ or r. The most familiar one is the Pearson correlation coeﬃcient, also
known as the coeﬃcient of correlation [12]. It is obtained by dividing the covariance
of the two variables by the product of their standard deviations. We can write
ρ =
cov(y, yˆ)
σyσyˆ
(3.3)
where cov(y,yˆ) is the covariance between y and yˆ, and σy and σyˆ are the standard
deviations of y and yˆ, respectively. The cov(y,yˆ), σy and σyˆ can be obtained by
cov(y, yˆ) =
1
n
n∑
i=1
yiyˆi −
n∑
i=1
yi
n∑
i=1
yˆi
σy =
√√√√ 1
n
n∑
i=1
(
yi − 1
n
n∑
i=1
yi
)
σyˆ =
√√√√ 1
n
n∑
i=1
(
yˆi − 1
n
n∑
i=1
yˆi
)
(3.4)
Thus, we can rewrite Equation (3.3) in terms of true and predicted values of n
observation samples as
ρ =
n
∑n
i=1 yiyˆi −
∑n
i=1 yi
∑n
i=1 yˆi√
n
∑n
i=1 y
2
i − (
∑n
i=1 yi)
2
√
n
∑n
i=1 yˆi
2 − (∑ni=1 yˆi)2 (3.5)
With an inﬁnite number of samples, the performance of an obtained model may be
estimated accurately. However, in real applications, only limited numbers of samples
are available. Therefore, we need to split the dataset randomly. Part of the dataset
will be used to ﬁt the model, which is called the training set. The remaining part
of the dataset is used to estimate prediction errors for the model selection, which
is deﬁned as the test set. Figure 3.1 represents the idea of splitting the dataset.
The training set is used to train the model and the test set is used for assessing the
performance of the obtained model. Choosing the number of observations in each
set is diﬃcult. The dataset might be randomly split into say, 2/3 for the training
set and 1/3 for the test set. This method is called the hold-out method [37]. This is
a suitable method for a large number of training samples and a limited decrease in
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the training set does not hinder the quality of the model. However, the performance
of the model may signiﬁcantly vary depending on how the data are split.
Training set Test set
Dataset
Figure 3.1. Splitting a dataset into the training set and the test set.
The hold-out method is the simplest variation of the cross validation (CV) [14].
The most common type of CV is the K-fold cross validation, also known as the
rotation estimation, where the dataset is randomly split into K mutually exclusive
subsets or the folds of approximately equal size. For example, a dataset split into
K = 5, is shown in Figure 3.2.
Train Train Test Train Train
1 2 3 4 5
Dataset
Figure 3.2. Splitting a dataset into K-folds where K = 5.
In K-fold cross validation, a single fold is retained as the test set for assessing the
model, for instance, the third fold in Figure 3.2. The remaining K - 1 folds are used
as training set to ﬁt the model. This process is repeated K times and each of the K
folds has been used as the test set exactly once. The K results are then combined
or averaged to produce a single estimation of the model. Typical values of K are 5,
10 and 20.
A special case of K-fold cross validation is the Leave-one-out cross validation
(LOOCV), where K = n. In this case, a single observation from the dataset is used
as the test set and the remaining part is used for ﬁtting the model. This process is
repeated until each of the observation samples has been used as the test set. This
method has low bias but can have very high variance.
In this thesis, CV is used for both model selection and model assessment. The
performances of the models are quite sensitive to the selection parameters such as
the λ for Lasso in (2.7) or the number of neurons for ANN in the hidden layers. To
estimate the performance with diﬀerent values of λ for Lasso and diﬀerent number
of neurons for ANN, we use the K-fold cross validation.
Using K-fold cross validation method, we describe how to select a suitable number
of neurons for ANN in the hidden layers (see Algorithm 1). Here, the total number
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of neurons is set to 15, since a large number of neurons in the hidden layer may
increase the complexity of the ANN model as well as may cause overﬁtting. Next,
we split the dataset into K folds for mth number of neurons. Then, at each fold, we
retain the Fth fold for testing and remaining folds for training the network for mth
number of neurons. The coeﬃcient of correlation ρ in Equation (3.5) is computed
for Fth fold. This process is repeated until each fold is evaluated for mth number
of neurons and the results are averaged. The number of neurons which yields the
maximum of the average ρ is selected by this Algorithm 1.
totalNumberOfNeurons← 15
for m = 1 to totalNumberOfNeurons do
Split the samples into K folds
for F = 1 to K folds do
testSet← select samples from F fold
trainingSet← select samples from all other folds except F
Train the network with trainingSet for m number of neurons
Simulate the trained network with testSet
correlation← compute ρ using Equation (3.5) for predicted and
true responses of F th fold
end for
averageCorr ← compute the average of correlation for mth number
of neurons
end for
Select the number of neurons with maximum averageCorr
Algorithm 1. Selecting the number of neurons
In order to assess the performance of the models appropriately, we use the LOOCV
for each model to estimate the prediction error. For each observation sample i, we
create a testSet for ith sample and a trainingSet for the remaining samples. The
models are constructed using the trainingSet for each of the prediction method
described in Chapter 2. Then we predicted the response of the ith sample. The
steps are summarized in Algorithm 2. For each model, the algorithm computes the
coeﬃcient of correlation ρ described in Equation (3.5).
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n← totalNumberOfSamples
for i = 1 to n do
testSet← ithSample
trainingSet← allSamples 6= i
Construct the model with trainingSet using the selected method
Predict the response with testSet using the constructed model
Store the predicted response
end for
Compute ρ using Equation (3.5) for predicted and actual responses
Algorithm 2. Leave-one-out cross validation
In the next section, we will discuss about the optimization technique which is
applied for further improvement.
3.2 Optimization
Optimization is a process of selecting the best alternative from an available set of
alternatives. Therefore, it requires deﬁning a set of potential alternatives and de-
termining the best one. In general, the main objective of the optimization problem
concerns with the maximization or minimization of a real function deﬁned by the
problem-speciﬁc domain. For instance, in this thesis we will maximize the predicted
response. Depending on the nature of the function, optimization problems can be
divided into discrete and continuous problems. Discrete problems are restricted to
discrete variables, such as integer. In discrete problems, ﬁnding an optimal solution
is a trivial procedure, since a unique optimum always exists. On the other hand,
continuous problems consist of real-valued variables and the search space is usu-
ally inﬁnite [38]. Several local and global techniques are available for solving the
continuous nonlinear optimization problems for example, gradient descent, genetic
algorithms and tabu search [39]. In this thesis, our particular focus is on the genetic
algorithms.
Genetic algorithm (GA) is one of the most popular global optimization methods.
This algorithm is motivated by so-called nature's wisdom: the concepts of natural
selection and evaluation processes [40]. The optimization methods are associated
with minimization (or maximization) of a given objective function. GA provides
a framework [41] for solving linear and nonlinear problems by searching through
a space of potential solutions. The major components in the framework include
encoding schemes, ﬁtness evaluation, selection of parents, crossover, and mutation
which will be discussed later in this chapter.
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3.2.1 Framework of genetic algorithm
The terminologies in GA are adapted from biological processes in natural system.
A chromosome consists of strings of DNA in which organisms' genotype is stored.
Each chromosome can be partitioned into genes which are located in a particular
locus on that chromosome. The locus is also known as the crossover position where
the reproduction of a new chromosome takes place. The organism that holds the new
chromosome is called an oﬀspring. During reproduction, recombination (crossover)
occurs by combining the characteristics of two or more parent chromosomes to form
an oﬀspring. The alteration of single gene may occur randomly, which is known
as the mutation, throughout the recombination process. However, mutation is rela-
tively a rare process, caused either by error during replication of parents' genes or
irrecoverable damage to an element of a chromosome. A set of new oﬀspring forms
a new generation and the total number of oﬀspring at a particular time is known
as the population. Each member of the population is evaluated for ﬁtness in each
generation and members with higher ﬁtness values participate in developing a next
generation.
Likewise, chromosomes in a GA population are a string of bits designed by speciﬁc
encoding scheme. Each bit represents a gene, having two possible states: 0 and 1.
Each chromosome refers to a point in search (solution) space of candidate solutions.
All points in the search space are associated with a ﬁtness value, which is typically
an objective function evaluated at the corresponding points in the solution space.
Examples of such objective functions can be, for instance, the sum of squares error
between predicted and experimental response.
In each generation, chromosomes in the current population are evaluated for
ﬁtness. Members with higher ﬁtness values are more likely to participate in repro-
duction using genetic operators, for instance, crossover and mutation. As a result,
a new population is constructed from a set of newly produced chromosomes and
replaces the current population. This new population then participates for genetic
operations in the next generation. After a number of generations, the population of
GA contains members with better ﬁtness values. The basic steps of GA are sum-
marized in Algorithm 3. In GA, generations are iterated until a desired termination
criterion has been satisﬁed. Termination criteria can be, for instance, a predeﬁned
number of generations or reaching the minimum ﬁtness limit.
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initialize population
while termination criteria have not been met do
evaluate population
select chromosomes for reproduction
perform crossover and mutation
accept new generation
end while
Algorithm 3. Basic genetic algorithm
3.2.2 Major components in genetic algorithm framework
GA framework requires the determination of ﬁve fundamental components: encoding
scheme, evaluation of ﬁtness, selection of parents, crossover, and mutation. The rest
of this section will brieﬂy discuss these components.
Encoding schemes
Encoding schemes deﬁne the representation of the information contained by a chro-
mosome in the search space. For instance, using binary coding, a 2-dimensional
point (9, 5) can be transformed in the GA framework where each coordinate will be
represented with 8 binary bits. Thus, the result will be (00001001, 00000101). The
operations, such as crossover and mutations performed on populations, are designed
based on the encoding schemes. Binary coding is applied in the original framework
of GA [40]. The basic encoding scheme has also been extended to gray coding and
diploid binary encoding scheme. Other encoding schemes such as value encoding,
tree encoding can also be used [40,4244].
Evaluation of ﬁtness
After creating a generation, each chromosome in the current population are evalu-
ated for ﬁtness using an objective function. The purpose of the objective function
is to provide an assessment of the performance of chromosomes in the problem do-
main. A chromosome i in the population can be thought of as a point in search space
associated with a ﬁtness value fi. A ﬁtness landscape includes all possible solutions
along with their ﬁtness values in the search space. Figure 3.3 is an example of ﬁtness
landscape with hills, valleys, and peaks. The process of evaluation allows members
of the populations to move across the landscape, particularly towards peaks. This
movement is deﬁned by the objective function of the problem domain.
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Figure 3.3. An example of ﬁtness landscape.
Selection of parents
For reproduction, chromosomes are selected from the current population according
to their corresponding ﬁtness values. The selection operation determines which
chromosomes will be considered for creating oﬀspring for the next generation. In
general, chromosomes with higher ﬁtness values are chosen. Each chromosome is
assigned with a probability proportional to its ﬁtness value. This assignment can
be easily implemented using a simple method known as the roulette wheel method
[43]. In roulette wheel method, a slice of the roulette wheel is assigned to each
member in the population where the size of the slice being proportional to the
selection probability of that member's ﬁtness. The wheel is then, spins N times
to select N number of chromosomes. The selection probability for ith member is
equal to its ﬁtness fi divided by the total ﬁtness of all members in the current
population, that is fi/
∑n
k=1 fk, where n is the size of the current population. Figure
3.4 shows the probability of being selected for each chromosome in a population
of ﬁve. Chromosome B dominates the graph wheel because its ﬁtness value is
signiﬁcantly greater (40.4%) than those of the other four. As a result, chromosome
B is much more likely to be selected as a parent, whereas chromosome D is less
likely to be chosen (2%).
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Chromosome ﬁtness fi Probability (%)
A 45 9.1
B 200 40.4
C 90 18.2
D 10 2
E 150 30.3
(a)
2%
18,2%
40,4%
9,1%
30,3%
B
A
C
D
E
(b)
Figure 3.4. An example of selection probability assigned by the roulette wheel method.
(a) The list of ﬁtness values and probabilities (in %) of ﬁve chromosomes in a population.
(b) A pie chart of probability for the chromosomes being selected.
Another approach is the stochastic universal sampling (SUS) [45], which is similar
to the roulette wheel method. However, instead of selecting a chromosome according
to the assigned probability, the method selects the chromosomes at evenly spaced
intervals. This allows the weaker (lower ﬁtness values) chromosomes a chance to
participate in reproduction, thereby reducing the dominance of highly ﬁtted chro-
mosomes.
For the selection methods, a chromosome can be selected more than once. If
highly ﬁtness chromosomes are always selected in reproduction, then suboptimal
chromosomes may dominate the population. As a result, the ability of the algo-
rithm to ﬁnd the global optimum may reduce. Instead, if the selection criterion
is diversiﬁed, the convergence of the model to global optimum may be too slow.
Various techniques can be applied for balancing the selection criterion either by
increasing emphasis on favoring highly ﬁtness chromosomes or by allowing weaker
ﬁtness members to survive. For example, De Jong [46] developed a method called
the elitism, which retains a certain number of best chromosomes from one genera-
tion to the next. This method considerably improves the performance of GA [41,47].
Another alternative method is the rank selection [48], where members are ranked
according to their ﬁtness and the selection depends on the ranks rather than abso-
lute ﬁtness values. The purpose of rank selection is to prevent convergence to a local
optimum. Other popular methods are sigma scaling [49], boltzmann selection [50],
and tournament ranking [51].
Crossover
The crossover operation is applied to the selected pairs of chromosomes to produce
oﬀspring for the next generation. This is usually done with a probability equal to
a given crossover rate (pc). In this operation, the crossover positions in parents'
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genes are chosen randomly and part of the parents' chromosomes are interchanged.
The purpose of the crossover is to generate new oﬀspring which may retain good
characteristics from the previous generation. Researchers have implemented many
crossover methods [43,52] and some of them have been described in this section.
One-point crossover is the most basic crossover operation where the position
is chosen randomly and the subsequences of the parents' chromosomes are inter-
changed beyond that position. In two-point crossover, two positions are chosen
randomly and the subsequences of the parent chromosomes between these two po-
sitions are swapped. Similarly, the concept can be deﬁned for k-point crossover.
Examples for one-point and two-point crossover operations are shown in Figure 3.5.
Another common crossover operation is the uniform crossover, where each gene is
exchanged between parent chromosomes with a swapping probability. This prob-
ability is typically set to 50% [53, 54]. Figure 3.5 shows an example of uniform
crossover.
0 0 0 1 0 1 0 0
0 1 0 0 1 1 1 1
0 0 0 1 1 1 1 1
0 1 0 0 0 1 0 0
One-point crossover
Crossover point
Parents Offspring
0 0 0 1 0 1 0 0
0 1 0 0 1 1 1 1
0 0 0 1 1 1 1 0
0 1 0 0 0 1 0 1
Two-point crossover
Crossover points
Parents Offspring
0 0 0 1 0 1 0 0
0 1 0 0 1 1 1 1
0 0 0 0 0 1 0 1
0 1 0 1 1 1 1 0
Uniform crossover
Parents Offspring
Figure 3.5. One point, two point and uniform crossover.
Mutation
A simple way to implement mutation is to alter the bits of an oﬀspring randomly
with a very low probability, known as the mutation rate (pm). Mutation introduces
diversity to the population as well as ensures the possibility of exploring the entire
search space. An example of mutation is illustrated in Figure 3.6. Usually, mutation
rate is kept very low, typically between 0.001∼0.05, thus, good oﬀspring are not lost.
Thereby, prevents the population from converging too quickly to a local optimum.
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1 1 1 0 0 1 0 1 1 1 1 0 1 1 0 1
Mutated bit
Figure 3.6. An example of mutation. In this operation, the 5th bit is altered from 0 to 1.
In the next section, we will illustrate two simple examples to understand these
concepts of GA.
3.2.3 Examples of genetic algorithm
Consider a normal distribution function of x
f(x) =
1√
2piσ2
exp
(
−(x− µ)
2
2σ2
)
(3.6)
where µ is the mean and σ is the standard deviation. We would like to ﬁnd out the
maximum value of f(x) with µ = 8 and σ = 2. Figure 3.7 displays Equation (3.6)
where x taking the values from 0 to 15.
0 5 10 15
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x
f(x
)
Figure 3.7. Finding the maximum value of the normal distribution function with µ = 8
and σ = 2 using GA.
Using four digit binary encoding scheme, we can represent the values of x in the
range from 0000 to 1111. We also assume that the crossover rate pc and the mutation
rate pm are 0.75 and 0.002, respectively. With a population size of 4, we choose four
chromosomes randomly from the set 0000 − 1111. They are, for instance, 0101 (5),
1001 (9), 1100(12), and 1111 (15).
At ﬁrst iteration, we compute the ﬁtness function f(x) for all chromosomes in the
current population which are listed in Table 3.1. For selection of the parents, roulette
wheel approach can be used. The total ﬁtness of all the chromosomes in the current
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population is
∑4
k=1 fk = 0.268223. Hence, the selection probability of chromosome
5, for instance, is 0.064759/0.268223 = 0.241436. Similarly, the selection probability
of other chromosomes are calculated which are shown in Table 3.1. According to
the ﬁtness values, chromosome 9 has the highest probability of being selected. Since
chromosome 5 and chromosome 9 have higher selection probability in the current
population, we can assume that they are selected as the ﬁrst pair of parents.
Table 3.1. Fitness and Selection probability of randomly chosen chromosomes in the ﬁrst
iteration of GA.
Chromosome Binary value Fitness f(x) Selection probability
5 0101 0.064759 0.241436
9 1001 0.176033 0.656292
12 1100 0.026995 0.100646
15 1111 0.000436 0.001627
If one-point crossover takes place between 5 (0101) and 9 (1001) at second posi-
tion, then each parent chromosome will be partitioned into two parts at the crossover
point. That is, 5 (0101) will be segmented into 0 and 101, while 9 (1001) into 1 and
001. Now, each child chromosome will receive one segment from each of the par-
ents. Thus, the two new chromosomes will be 1 (0001) and 13 (1101). Additionally,
chromosome 9 and chromosome 12 are randomly chosen as second pair of parents
by the roulette wheel method. In this case, we assume that no crossover has taken
place. Therefore, the members of new population will be 1, 13, 9 and 12, which
will replace the current population. The iteration will be continued until the stop
criterion has been satisﬁed.
The progress of GA across generations can be viewed in Figure 3.8. This plot
illustrates the best and average values of the ﬁtness function across 50 generations.
After thirty ﬁfth generations, the population starts to converge to peak containing
the maximum.
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Figure 3.8. The performance of GA across 50 generations.
Another example of ﬁnding maximum value of a sinusoidal function of x deﬁned
as
f(x) =
sin(10x)2
x+ 1
(3.7)
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Figure 3.9. Another example of GA where the function has one global minimum and two
local minima. The goal is to ﬁnd the global minimum using GA algorithm.
Figure 3.9 illustrates Equation (3.7) for the values of x ranging between 0 and
1. In this example, the GA algorithm uses a population size of 20 to ﬁnd the
maximum. Figure 3.10 shows the population after 1, 10, 15, and 35 generations
with the locations of chromosomes denoted by circle. In the ﬁrst generation, the
chromosomes in the population are scattered throughout the curve, as shown in
Figure 3.10(a). As the number of generations increases, the chromosomes in the
population get closer together and approach the global maximum point in the curve
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(see Figure 3.10(b), Figure 3.10(c) and Figure 3.10(d)).
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Population after 1 generation
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Population after 15 generation
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(d)
Figure 3.10. The movement of chromosomes towards the global optimum.
In the next chapter, we will discuss in details about the experimental data that
has been analyzed for this work.
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4. CASE STUDY MATERIALS
In this thesis, we examined a dataset obtained in a study on bioconversion of crude
glycerol to hydrogen (H2) by microbes [55]. The authors used a modiﬁed HM100
medium containing crude glycerol as enrichment and growth medium, and opti-
mized the media components during bioprocess. The media components in HM100
and their corresponding concentrations are listed in Table 4.1. To enhance H2 pro-
duction, initial pH of 6.5 and cultivation temperature at 40◦C were chosen for the
medium.
Table 4.1. List of components and their corresponding concentrations in modiﬁed HM100
medium.
Components Concentration
NH4Cl 1.0 g/L
K2HPO4 0.3 g/L
KH2PO4 0.3 g/L
MgCl2.6H2O 2.0 g/L
KCl 4.0 g/L
C2H3NaO2.3H2O 1.0 g/L
C4H11NO3.HCl 2.0 g/L
Na2S2O4 0.5 g/L
C12H7NO4 0.002 g/L
Rahul et al. [55] applied statistical experiments for screening and identifying
the important medium components in the optimization procedure. First, Plackett-
Burman [56] design was applied to study the signiﬁcance of NH4Cl, K2HPO4, KH2PO4,
MgCl2.6H2O and KCl in production of H2. Table 4.2 presents the experimental
design and the results of Plackett-Burman design. The concentrations of the se-
lected components and the corresponding yield responses were measured in g/L
and mol-H2/mol-glycerolconsumed, respectively. The rest of the medium compo-
nents were set in the concentrations of 1.0 g/L, 2.0 g/L, 0.5 g/L and 0.002 g/L for
C2H3NaO2.3H2O, C4H11NO3.HCl, Na2S2O4 and C12H7NO4, respectively. The com-
ponents NH4Cl, K2HPO4 and KH2PO4 were selected for subsequent experiments
keeping MgCl2.6H2O and KCl in the lowest reasonable concentrations.
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Table 4.2. Experimental design and the results of Plackett-Burman design
Run NH4Cl K2HPO4 KH2PO4 MgCl2.6H2O KCl Yield
g/L g/L g/L g/L g/L mol-H2/mol-
glycerolconsumed
1 2.00 1.00 1.00 4.00 8.00 0.37
2 0.50 1.00 0.10 4.00 1.00 0.32
3 2.00 0.10 0.10 4.00 8.00 0.15
4 0.50 0.10 1.00 4.00 1.00 0.32
5 2.00 1.00 1.00 1.00 1.00 0.72
6 0.50 1.00 0.10 1.00 8.00 0.35
7 2.00 0.10 0.10 1.00 1.00 0.57
8 0.50 0.10 1.00 1.00 8.00 0.35
Next, the path of steepest ascent was employed to determine the direction of
the selected components. Table 4.3 illustrates the results of the steepest ascent ex-
periment. The selected components were further optimized using Box-Behnken de-
sign [57] and ridge analysis [58]. After the ridge analysis experiment, the components
NH4Cl and KH2PO4 were considered for optimization. Hence, central composite face
centered cube design [59] was adopted for maximizing the H2 yield by identifying
the optimal concentrations of these two components. Thus, maximal H2 yield was
predicted to be 1.41 mol-H2/mol-glycerolconsumed. Rahul et al. also conﬁrmed the
maximum observable H2 yield to be 1.42±0.15 mol-H2/mol-glycerolconsumed at the
optimum settings of medium components achieved by the design of experiments.
The experimental designs and the results of Box-Behnken design, ridge analysis,
and central composite face centered cube design are presented in Table 4.4, Table
4.5, and Table 4.6, respectively. A more complete discussion of these designs and
related topics can be found in the book by Montgomery [7].
Table 4.3. Experimental design and the results of the steepest ascent
Run NH4Cl K2HPO4 KH2PO4 MgCl2.6H2O KCl Yield
g/L g/L g/L g/L g/L mol-H2/mol-
glycerolconsumed
1 1.25 0.60 0.60 1.00 1.00 0.43
2 2.00 1.60 1.60 1.00 1.00 1.04
3 2.80 2.60 2.70 1.00 1.00 0.87
4 3.60 3.70 3.80 1.00 1.00 0.49
5 4.40 4.70 4.80 1.00 1.00 0.47
6 5.20 5.60 5.90 1.00 1.00 0.44
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Table 4.4. Experimental design and the results of Box-Behnken design
Run NH4Cl K2HPO4 KH2PO4 MgCl2.6H2O KCl Yield
g/L g/L g/L g/L g/L mol-H2/mol-
glycerolconsumed
1 0.50 1.10 1.60 1.00 1.00 0.56
2 3.50 1.10 1.60 1.00 1.00 0.90
3 0.50 2.10 1.60 1.00 1.00 0.57
4 3.50 2.10 1.60 1.00 1.00 1.09
5 0.50 1.60 1.10 1.00 1.00 0.83
6 3.50 1.60 1.10 1.00 1.00 1.14
7 0.50 1.60 2.10 1.00 1.00 0.77
8 3.50 1.60 2.10 1.00 1.00 1.35
9 2.00 1.10 1.10 1.00 1.00 0.76
10 2.00 2.10 1.10 1.00 1.00 0.94
11 2.00 1.10 2.10 1.00 1.00 0.91
12 2.00 2.10 2.10 1.00 1.00 0.89
13 2.00 1.60 1.60 1.00 1.00 1.04
14 2.00 1.60 1.60 1.00 1.00 1.05
15 2.00 1.60 1.60 1.00 1.00 1.07
Table 4.5. Experimental design and the results of the ridge analysis
Run NH4Cl K2HPO4 KH2PO4 MgCl2.6H2O KCl Yield
g/L g/L g/L g/L g/L mol-H2/mol-
glycerolconsumed
1 2.00 1.60 1.60 1.00 1.00 1.03
2 3.33 1.64 1.96 1.00 1.00 1.09
3 4.05 1.616 2.52 1.00 1.00 1.39
4 4.63 1.58 3.10 1.00 1.00 1.19
5 5.17 1.55 3.64 1.00 1.00 1.01
6 5.70 1.50 4.20 1.00 1.00 0.81
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Table 4.6. Experimental design and the results of central composite face centered cube
design
Run NH4Cl K2HPO4 KH2PO4 MgCl2.6H2O KCl Yield
g/L g/L g/L g/L g/L mol-H2/mol-
glycerolconsumed
1 2.95 1.52 1.60 1.00 1.00 0.56
2 5.15 1.52 1.60 1.00 1.00 0.90
3 2.95 3.52 1.60 1.00 1.00 0.57
4 5.15 3.52 1.60 1.00 1.00 1.09
5 2.95 2.52 1.60 1.00 1.00 0.83
6 5.15 2.52 1.60 1.00 1.00 1.14
7 4.05 1.52 1.60 1.00 1.00 0.77
8 4.05 3.52 1.60 1.00 1.00 1.35
9 4.05 2.52 1.60 1.00 1.00 0.76
10 4.05 2.52 1.60 1.00 1.00 0.94
11 4.05 2.52 1.60 1.00 1.00 0.91
12 4.05 2.52 1.60 1.00 1.00 0.89
13 4.05 2.52 1.60 1.00 1.00 1.04
In this thesis work, the data from Table 4.2 to Table 4.6 are aggregated into a
single dataset that contains ﬁve variables and 48 samples. A nonlinear transformed
dataset is also prepared to inspect the relationships between medium components.
This transformation includes linear, cross product and squared values of the exper-
imental dataset.
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5. EXPERIMENTS AND RESULTS
This chapter describes the necessary steps to evaluate the prediction accuracy of the
studied methods. First, models are developed for H2 production dataset presented
in Chapter 4. We then examine the performance of each model to further obtain
the optimum H2 yield. Besides, the results are also brieﬂy discussed.
5.1 Yield prediction
In this section, we will use the H2 production dataset to build the models described
in Chapter 2 and thereby estimate the unknown parameters for the models and
identify the signiﬁcant variables.
5.1.1 Multiple linear regression
Linear equation for the variables x1, . . . , x5 can be expressed using Equation (2.2)
as follows:
y = β0 +
5∑
i=1
xiβi (5.1)
where β0 is the intercept and βi is the coeﬃcient of the variable xi. By applying
Matlab standard function regress on the experimental dataset, we obtained the
following linear MLR model for yield prediction:
y = 1.0306 + 0.1603x1 − 0.0019x2 − 0.1676x3 − 0.1462x4 − 0.0584x5 (5.2)
where y is the predicted yield; x1, x2, x3, x4 and x5 are the actual values of NH4Cl,
K2HPO4, KH2PO4, MgCl2.6H2O and KCl, respectively.
Using the Matlab software, the contour curves are drawn for the linear MLR
model (see Figure 5.1). Here, each plot represents the eﬀect of two variables on
the yield response while other remaining variables are set at their corresponding
average levels. The shape of each plot indicates whether the interactions between
independent variables are signiﬁcant or not. Since the model is linear, these contours
are parallel straight lines indicating only the main eﬀects. The diagonal plots are
left blank since each variable does not have any impact on itself. The grid points in
each plot were chosen in the ranges between minimum and maximum values of the
corresponding variables. The interval between the grid points was kept to value 0.2.
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As shown in Figure 5.1, the darker red indicates the maximum yield response. On
the contrary, the minimum yield response is expressed with the darker blue.
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Figure 5.1. The eﬀects of the yield for pairwise components using the linear MLR model.
The yield responses are presented by diﬀerent colors according to the colorbar. The plots
in the diagonal (that is, components are plotted against themselves) are left empty.
Consider the interactions between K2HPO4 and other components in Figure 5.1.
The shape of the contour plots between K2HPO4 and other components clearly
indicates that there were less or no interactions. It is also evident from the lower
coeﬃcient value (-0.0019) (see Equation (5.2)). On the other hand, the interactions
between NH4Cl and KH2PO4, MgCl2.6H2O and KCl have signiﬁcant eﬀect on the
yield responses. Hence, the results indicate, for instance, the yield responses are
maximum for the higher concentration values of NH4Cl and the lower concentration
values of KH2PO4, MgCl2.6H2O and KCl. The interactions among other variables
(KH2PO4 - MgCl2.6H2O, KH2PO4 - KCl, and MgCl2.6H2O - KCl) have negative
eﬀect. That is, if we want to maximize the yield, these components should be at
the low level.
Quadratic model for the variables x1, . . . , x5 can be expressed as following:
y = β0 +
5∑
i=1
xiβi +
5∑
i=1
x2iβii +
∑
i<j
∑
xixjβij (5.3)
where β0 is the intercept and βis are the linear coeﬃcients, βijs are the pairwise
products coeﬃcients, and βiis are the squared coeﬃcients of the corresponding vari-
ables. The transformed dataset was used to implement the quadratic MLR model.
By applying Matlab standard function regress on the experimental transformed
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dataset, we obtained the following quadratic model for yield prediction:
y = 0.4541 + 0.0639x1 + 0.3608x2 + 0.0215x3 − 0.0586x1x2 − 0.0490x1x3
+ 0.09x2x3 − 0.0692x2x4 − 0.0088x2x5 + 0.0209x3x5 − 0.0001x4x5
− 0.0178x21 − 0.1405x22 − 0.1064x23 − 0.0085x24 − 0.0041x25
(5.4)
where y is the predicted yield; x1, x2, x3, x4 and x5 are the actual values of NH4Cl,
K2HPO4, KH2PO4, MgCl2.6H2O and KCl, respectively. In Figure 5.2, the quadratic
MLR model has been illustrated by the contour plots. The curves in the contours
indicate that the model contains interaction and quadratic terms. The interactions
between NH4Cl and KH2PO4, MgCl2.6H2O and KCl have similar signiﬁcant eﬀect on
the yield responses as in Figure 5.1. However, the graph shows that the interactions
among other variables are quite unpredictable.
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Figure 5.2. The eﬀects of the yield for pairwise components using the quadratic MLR
model. The yield responses are presented by diﬀerent colors according to the colorbar. The
plots in the diagonal (that is, components are plotted against themselves) are left empty.
5.1.2 Lasso
The linear and quadratic model with Lasso regularization was implemented using
the glmnet package [60] for Matlab. The package provides glmnet, cvglmnet and
glmnetCoef functions for model ﬁtting, validating and identifying the unknown
parameters, respectively. The function glmnet generates a sequence of models for
diﬀerent values of the regularization parameter λ. The obtained models are assessed
using 10-fold cross validation by cvglmnet and the model with the smallest λ is
selected. The function glmnetCoef determines the unknown coeﬃcients of the model
for selected λ.
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By applying this Lasso package on the experimental dataset, we obtained the
linear model in Equation (5.5). For the selection of model parameter λ, we performed
10-fold cross validation by cvglmnet on the experimental dataset. In this case, the
smallest value of λ was 0.0072564.
y = 1.0107 + 0.1501x1 − 0.1506x3 − 0.1384x4 − 0.0550x5 (5.5)
where y is the predicted yield; x1, x2, x3, x4 and x5 are the actual values of NH4Cl,
K2HPO4, KH2PO4, MgCl2.6H2O and KCl, respectively. From Equation (5.5), we
can clearly see that the sparsity property of lasso is able to ignore the unnecessary
component K2HPO4. Using the same procedure on the experimental transformed
dataset, we obtained the following quadratic model for yield prediction:
y = 0.8162 + 0.1444x1 − 0.1122x4 − 0.0269x5 − 0.0277x23 − 0.0019x25 (5.6)
where y is the predicted yield; x1, x2, x3, x4 and x5 are the actual values of NH4Cl,
K2HPO4, KH2PO4, MgCl2.6H2O and KCl, respectively. 10-fold cross validation by
cvglmnet was performed on transformed dataset for the selection of model param-
eter λ. The minimum value of λ in this case was 0.018398.
Using the Matlab software, the contour curves described by the linear and quadratic
models are shown in Figure 5.3 and Figure 5.4, respectively. Here, each plot rep-
resents the eﬀect of two variables while the other remaining variables are at their
corresponding average level. The shape of each plot indicates whether the inter-
actions between independent variables are signiﬁcant or not. The parallel straight
lines also indicate the linear model contains only the main eﬀects. In Figure 5.4,
since the quadratic Lasso model also has the interaction and quadratic terms, the
contour plots contain curves. We obtained similar conclusions in the interaction
graphs in Figure 5.3 and Figure 5.4 as in the linear MLR model.
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Figure 5.3. The eﬀects of the yield for pairwise components using the linear Lasso model.
The yield responses are presented by diﬀerent colors according to the colorbar. The plots
in the diagonal (that is, components are plotted against themselves) are left empty.
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Figure 5.4. The eﬀects of the yield for pairwise components using the quadratic Lasso
model. The yield responses are presented by diﬀerent colors according to the colorbar. The
plots in the diagonal (that is, components are plotted against themselves) are left empty.
5.1.3 Artiﬁcial neural networks
In this section, we have used the Neural Network Toolbox [26] to create two feed-
forward networks using the built-in function newff. The ﬁrst one was two-layer
network composed of one hidden layer and one output layer. The latter one was
three-layer network composed of two hidden layers and one output layer. In the
hidden layers, we used the nonlinear logistic activation function logsig as shown in
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Figure 2.4(c). This would allow the network to learn the nonlinear relationships
between inputs and outputs. The linear activation function purelin in the output
layer would be beneﬁcial in ﬁnding the linear approximation to the nonlinear func-
tion. The suﬃcient number of neurons in the hidden layers could be found using
K-fold cross validation method described in Algorithm 1, where K = 5. Instead of
testing the ANN networks with an arbitrary number of neurons in the hidden layers,
the algorithm examined the possible number of neurons iteratively. The value with
the highest coeﬃcient of correlation was chosen for further investigation. For this
purpose, the training algorithm was chosen to be trainlm. We also explored the
K-fold cross validation method with diﬀerent training algorithms for the two-layer
ANN as shown in Figure 5.5. In most cases, trainlm (the curve containing circu-
lar dots) gave reasonable correlation values for diﬀerent number of neurons in the
hidden layer. On the other hand, the networks with trainbr (the curve containing
cross markers) gave higher correlation values for diﬀerent number of neurons in the
hidden layer. However, the training algorithm for trainbr is quite slower than the
others. As a result, trainlm was selected in further experiments.
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c) trainbfg
Figure 5.5. The coeﬃcient of correlation measures for two-layer ANN with diﬀerent
number of neurons. The training methods used in this case are a) trainlm for Levenberg-
Marquardt algorithm, b) trainbr for Bayesian Regularization algorithm and c) trainbfg for
BFGS Quasi-Newton algorithm.
After creating the feedforward networks, the experimental dataset were divided
into the training set and test set. The training set was used for training the networks
with the built-in function train. The test set was used for testing the network with
sim function. For the two-layer network, 4 neurons were selected for the one hidden
layer. At this value, the coeﬃcient of correlation computed by 5-fold cross validation
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method was 0.91. For the three-layer network, 12 and 3 were selected for the two
hidden layers respectively. In this case, the coeﬃcient of correlation for the network
was 0.94.
Figure 5.6 and Figure 5.7 represent the yield prediction curves for the two-layer
and the three-layer ANN models, respectively. In Figure 5.6, the eﬀect on yield
responses is maximum for higher concentration values of NH4Cl and lower concen-
tration values of K2HPO4, KH2PO4, MgCl2.6H2O and KCl. The plots also indicate
that the interactions between K2HPO4 and other components have little or no sig-
niﬁcance on yield. The interactions among other variables (KH2PO4 - MgCl2.6H2O,
KH2PO4 - KCl, and MgCl2.6H2O - KCl) have negative eﬀect. Likewise, we can see
the similar eﬀect of the components on yield responses in Figure 5.7.
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Figure 5.6. The eﬀects of the yield for pairwise components using the two-layer ANN
model with one hidden layer. The yield responses are presented by diﬀerent colors accord-
ing to the colorbar. The plots in the diagonal (that is, components are plotted against
themselves) are left empty.
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Figure 5.7. The eﬀects of the yield for pairwise components using the three-layer ANN
model with two hidden layers. The yield responses are presented by diﬀerent colors ac-
cording to the colorbar. The plots in the diagonal (that is, components are plotted against
themselves) are left empty.
5.2 Performance of the models
For predicted models, the association or correlation between the actual and pre-
dicted yield responses can be studied by LOOCV described in Algorithm 2 (see
page 18). In other words, we may examine how the models can perform for unseen
observations. Table 5.1 summarizes the coeﬃcient of correlation ρ for all prediction
models developed in this work. Moreover, whether a model is appropriate for the
dataset being analyzed can be studied from a comparison plot of the observed yields
against the predicted ones as shown in Figure 5.8 and Figure 5.9. The regression
lines, drawn in Figure 5.8 and Figure 5.9, represent the perfect ﬁt that is, the pre-
dicted yields are exactly equal to the actual yields. The deviations from the perfect
ﬁt are measured for the experimental dataset using the coeﬃcient of correlation ρ.
For instance, the value of ρ for two-layer ANN model is 0.92, which is quite close
to 1. This means, the yielded two-layer ANN model indicates a good ﬁt for the
experimental dataset. The value of ρ is 0.91 for three-layer ANN model.
We also used Fisher's z-transformation [61] to show the diﬀerences of statistical
signiﬁcance between the performance of the best model (in this case two-layer ANN)
and that of the other models. The results are summarized in Table 5.1. As we can see
from the one-tailed p-value approach that the diﬀerence between two-layer ANN and
the other models (both Lasso and MLR) is statistically signiﬁcant at 95% conﬁdence
level. However, there is no diﬀerence in performance between two-layer ANN and
that of the three-layer ANN for this dataset.
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Figure 5.8. Comparison of prediction performances of (a) linear MLR, (b) linear Lasso,
(c) Two-layer ANN, and (d) Three-layer ANN models for experimental dataset.
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Figure 5.9. Comparison of prediction performances of (a) quadratic MLR, and (b)
quadratic Lasso models for transformed experimental dataset.
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Table 5.1. The coeﬃcient of correlation ρ and p-value for diﬀerent prediction models.
The ρ was computed using leave-one-out cross validation described in Algorithm 2. The
one-tailed p-value test was performed utilizing the tool in [62]. Here, the ρ of two-layer
ANN was compared with those of the others. Thus p-value is not available for two-layer
ANN.
Models ρ p-value
Linear MLR 0.78 0.0049
Quadratic MLR 0.37 0
Linear Lasso 0.78 0.0049
Quadratic Lasso 0.82 0.0202
Two-layer ANN 0.92 -
Three-layer ANN 0.91 0.3859
Although the structures of the linear models are diﬀerent for both MLR and
Lasso (see Equation (5.2) and Equation (5.5)), the values of ρ are similar (0.78).
The performances of these models are not as good as those of the ANN models,
since both MLR and Lasso are unable to explore the nonlinear behavior in the
experimental dataset. Therefore, transformed dataset have also been studied to
develop the quadratic models (see Equation (5.4) and Equation (5.6)).
5.3 Optimization of the yields
Once the models are developed, GA described in Chapter 3 can be used to optimize
and determine the maximum achievable H2 yield. Moreover, we can also explore the
optimum values of the components where this maximum can be obtained. In this
study, the models obtained in Section 5.1 were used as the ﬁtness functions in GA
optimization. The GA Matlab Toolbox [63] was used to create the population and
search for the optimum individuals. Since GA in Matlab is a minimization toolbox,
the ﬁtness function must be negative for maximization. The size of population
was chosen to be 20. For parent selection, stochastic universal sampling approach
was used. Here, the members in the population are selected according to rank
selection and elitism methods. During reproduction, two-point crossover operation
was chosen. The algorithm would be terminated either after 500 generations or no
improvement in the best ﬁtness value is found. These options are summarized in
Table 5.2.
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Table 5.2. The design parameter options of GA.
Parameter Value
Population size 20
Elite count 2
Generations 500
Number of independent variables 5
Lower bounds on variables 0.50, 0.10, 0.10, 1.00, 1.00
Upper bounds on variables 5.70, 5.60, 5.90, 4.00, 8.00
Population type Double vector
Scaling function ﬁtscalingrank
Selection function selectionstochunif
Crossover function crossovertwopoint
Creation function gacreationlinearfeasible
Mutation function mutationadaptfeasible
The maximum H2 yield predicted for all the models developed in this study are
listed in Table 5.3. Consider the linear MLR model. After optimization, the maxi-
mum H2 yield for this model was predicted to be 2.24 mol-H2/mol-glycerolconsumed.
The concentrations of NH4Cl, K2HPO4, KH2PO4, MgCl2.6H2O and KCl components
required for the maximum production were predicted to be 5.70 g/L, 0.57 g/L, 0.12
g/L, 1.00 g/L, and 7.99 g/L, respectively. In case of Lasso and ANN, the values of
maximum yields are quite closer though the values were lower than that of the linear
MLR model. However, the maximum yield found in the quadratic MLR model was
signiﬁcantly lower than those of the others (0.61 mol-H2/mol-glycerolconsumed).
Table 5.3. The optimum values determined by GA.
NH4Cl K2HPO4 KH2PO4 MgCl2.6H2O KCl Yield
Methods x1 x2 x3 x4 x5 y
Linear MLR 5.70 0.57 0.12 1.00 7.99 2.24
Quadratic MLR 0.56 1.03 0.52 1.00 1.04 0.61
Linear Lasso 5.69 1.90 0.11 1.08 3.38 1.51
Quadratic Lasso 5.70 1.67 0.10 1.01 1.18 1.49
Two-layer ANN 5.23 3.29 0.11 1.00 1.47 1.49
Three-layer ANN 5.42 3.15 0.61 1.02 4.19 1.47
In the following section, we will evaluate the prediction capability and the signif-
icance of optimal values for each model.
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5.4 Analysis of the results
The developed models were used to explore the signiﬁcance of the ﬁve components
on the H2 yield. Consequently, we were able to determine the advantageous control
direction of these components. The interaction eﬀects between any two components
are illustrated graphically in the contour plots (Figures 5.1, 5.2, 5.3, 5.4, 5.6, and
5.7).
The performance of the predicted models is aﬀected by the nonlinearity of the
dataset. Both the linear MLR and the linear Lasso model were not able to ﬁt the
nonlinearity of the dataset, resulting in lower performance (ρ = 0.78) than that
of the others. For two-layer ANN and three-layer ANN, the predicted and the
observed responses are correlated strongly (see Figure 5.8). In this case, the values
of ρ were 0.92 and 0.91, for two-layer and three-layer ANN models, respectively.
Due to the existence of nonlinearity characteristic in the experimental dataset, the
regression methods are not suﬃcient to develop the prediction models. Therefore,
the maximum response cannot be perceived inside the examined space, though it
would be located in there. Despite the linear structure of Lasso, the prediction
performance was increased with the transformed dataset (ρ = 0.82). However, the
use of transformed dataset in the quadratic MLR was inadequate, which gave a quite
poor performance (ρ = 0.37).
The subset of experimental dataset in Chapter 4 was used in a separate study
[64]. The authors studied MLR, Lasso and random forest methods for H2 yield
maximization. For linear and quadratic Lasso, they showed that the prediction
performances were ρ = 0.60 and ρ = 0.69, respectively. In this work, we were able
to achieve improvement of approximately 30% for the linear Lasso and 18.84% for
the quadratic Lasso than those of reported by the previous study.
Once the satisfactory models were created, GA was applied for optimization.
For the H2 production examined in this work, the optimum values of the H2 yield
and medium concentrations were obtained by GA. The performance of the GA
was aﬀected by the number of design parameters. The results are summarized
in Table 5.3. The maximum achievable H2 yield for this production dataset was
2.24 mol-H2/mol-glycerolconsumed, according to the linear MLR model. This maxi-
mal H2 yield was predicted at concentrations of 5.70 g/L, 0.57 g/L, 0.12 g/L, 1.00
g/L and 7.99 g/L for NH4Cl, K2HPO4, KH2PO4, MgCl2.6H2O, and KCl, respec-
tively. The maximal achievable H2 yields obtained by GA were 0.61 mol-H2/mol-
glycerolconsumed, 1.51 mol-H2/mol-glycerolconsumed, 1.49 mol-H2/mol-glycerolconsumed,
1.49 mol-H2/mol-glycerolconsumed and 1.47 mol-H2/mol-glycerolconsumed for quadratic
MLR, linear Lasso, quadratic Lasso, two-layer ANN and three-layer ANN, respec-
tively. For both Lasso and ANN model, the small diﬀerences in maximal predicted
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yield indicate that solutions obtained by both methods are guaranteed to be opti-
mum.
In order to inspect the maximum achievable optima, the yield sensitivity against
each medium component was examined. That is, the yield was plotted as a function
of the concentration of each medium component. The remaining medium compo-
nents were set at their corresponding optimum levels, which are listed in Table
5.3. Figure 5.10 and Figure 5.11 represent the yield predicted for the linear and
quadratic MLR models, respectively. The curves indicate that optimum yield can
be approximately achieved at the same point obtained by GA. However, GA was
not able to ﬁnd the optima for K2HPO4 (see Figure 5.10). Similarly, for the linear
and quadratic Lasso models (see Figure 5.12 and Figure 5.13), the plots illustrated
that optimum levels are achieved at the same point achieved by GA optimization.
Since K2HPO4 was ignored by both linear and quadratic Lasso models, the yield
plot curves for K2HPO4 are irrelevant. From Figure 5.14 and Figure 5.15, we can
easily observe that the optimum points predicted by the both ANN models matched
with those achieved by GA.
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Figure 5.10. The predicted model is obtained using MLR method for experimental
data. The prediction of yields for components (a) NH4Cl, (b) K2HPO4, (c) KH2PO4, (d)
MgCl2.6H2O, and (e) KCl. The true optimum yield (2.24 mol-H2/mol-glycerolconsumed)
obtained using GA is shown in circle. For K2HPO4, GA was not able to ﬁnd the optima.
The ranges in X-axis are limited between minimum and maximum concentrations of the
corresponding components.
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Figure 5.11. The predicted model is obtained using MLR method for transformed data.
The prediction of yields for components (a) NH4Cl, (b) K2HPO4, (c) KH2PO4, (d)
MgCl2.6H2O, and (e) KCl. The true optimum yield (0.61 mol-H2/mol-glycerolconsumed)
obtained using GA is shown in circle. The ranges in X-axis are limited between minimum
and maximum concentrations of the corresponding components.
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Figure 5.12. The predicted model is obtained using Lasso method for experimental
data. The prediction of yields for components (a) NH4Cl, (b) K2HPO4, (c) KH2PO4, (d)
MgCl2.6H2O, and (e) KCl. The true optimum yield (1.51 mol-H2/mol-glycerolconsumed)
obtained using GA is shown in circle. For K2HPO4 and KCl, GA was not able to ﬁnd the
optima. The ranges in X-axis are limited between minimum and maximum concentrations
of the corresponding components.
5. Experiments and results 46
0 5 10
0.7
0.8
0.9
1
1.1
1.2
1.3
1.4
1.5
NH4Cl
P
r e
d i
c t
e d
 Y
i e
l d
0 5 10
1.49
1.4905
1.491
1.4915
K2HPO4
0 5 10
0.5
0.6
0.7
0.8
0.9
1
1.1
1.2
1.3
1.4
1.5
KH2PO4
0 2 4
1.1
1.15
1.2
1.25
1.3
1.35
1.4
1.45
1.5
MgCl2.6H2O
0 5 10
1.1
1.15
1.2
1.25
1.3
1.35
1.4
1.45
1.5
KCl
(a) (b) (c) (d) (e)
Figure 5.13. The predicted model is obtained using Lasso method for transformed
data. The prediction of yields for components (a) NH4Cl, (b) K2HPO4, (c) KH2PO4, (d)
MgCl2.6H2O, and (e) KCl. The true optimum yield (1.49 mol-H2/mol-glycerolconsumed)
obtained using GA is shown in circle. For K2HPO4, GA was not able to ﬁnd the optima.
The ranges in X-axis are limited between minimum and maximum concentrations of the
corresponding components.
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Figure 5.14. The predicted model is obtained using two-layer ANN method for experimen-
tal data. The prediction of yields for components (a) NH4Cl, (b) K2HPO4, (c) KH2PO4,
(d) MgCl2.6H2O, and (e) KCl. The true optimum yield (1.49 mol-H2/mol-glycerolconsumed)
obtained using GA is shown in circle. The ranges in X-axis are limited between minimum
and maximum concentrations of the corresponding components.
5. Experiments and results 47
0 5 10
0.9
1
1.1
1.2
1.3
1.4
1.5
NH4Cl
P
r e
d i
c t
e d
 Y
i e
l d
0 5 10
0.8
0.9
1
1.1
1.2
1.3
1.4
1.5
K2HPO4
0 5 10
0.5
0.6
0.7
0.8
0.9
1
1.1
1.2
1.3
1.4
1.5
KH2PO4
0 2 4
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
MgCl2.6H2O
0 5 10
1.36
1.38
1.4
1.42
1.44
1.46
1.48
KCl
(a) (b) (c) (d) (e)
Figure 5.15. The predicted model is obtained using three-layer ANN method for ex-
perimental data. The prediction of yields for components (a) NH4Cl, (b) K2HPO4, (c)
KH2PO4, (d) MgCl2.6H2O, and (e) KCl. The true optimum yield (1.47 mol-H2/mol-
glycerolconsumed) obtained using GA is shown in circle. For KCl, GA was not able to ﬁnd
the optima. The ranges in X-axis are limited between minimum and maximum concentra-
tions of the corresponding components.
The aforementioned optimized yields except the MLR models are very similar
with the results in the statistical design experiments in [55]. The authors in [55]
reported that the predicted and empirical experiments for H2 yield are conﬁrmed to
be 1.41 mol-H2/mol-glycerolconsumed and 1.42±0.15 mol-H2/mol-glycerolconsumed, re-
spectively. The experiment was conducted at the optimum concentrations of 4.4 g/L,
2.27 g/L, 1.6 g/L, 1.0 g/L and 1.0 g/L for NH4Cl, K2HPO4, KH2PO4, MgCl2.6H2O,
and KCl, respectively. The results apparently suggest that the methods used in our
present study are eﬀective in modeling and optimizing this kind of bioprocess data.
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6. DISCUSSION AND CONCLUSION
This thesis provides a study about bioprocess modeling of H2 production dataset.
The applicability of Lasso regression and artiﬁcial neural network (ANN) in biopro-
cess data analysis was examined and their performances were benchmarked against
multiple linear regression (MLR). Moreover, the models were optimized by a genetic
algorithm (GA) to maximize the H2 production. The aim was to produce feasible
models, study their prediction accuracy, and determine the optimal conditions for
maximizing the H2 production.
MLR is the most common statistical modeling technique, and it is also suitable
for prediction problems. In the present study, the MLR model provides a good ap-
proximation of the H2 yield. The coeﬃcient of correlation (ρ) of the linear MLR
model was 0.78. A quadratic MLR model was also developed by transforming the H2
production dataset. That yielded prediction accuracy of 0.37. This result demon-
strates that the quadratic MLR model was not able to approximate the nonlinear
nature of the dataset.
By using Lasso, on the other hand, we achieved the prediction accuracy of 0.78
and 0.82 for linear and quadratic models, respectively. The linear model in MLR
obtained the same prediction accuracy as that of the Lasso model (ρ = 0.78). How-
ever, the sparsity property exhibited in Lasso was able to identify and discard an
unnecessary component. According to the model in Equation (5.5), K2HPO4 has
no eﬀect on H2 yield, since the coeﬃcient of K2HPO4 was zero. Moreover, the pre-
diction accuracy in the quadratic Lasso model was higher (ρ = 0.82) than that of
the quadratic MLR model (ρ = 0.37). Thus, Lasso is as an eﬃcient analysis tool for
complicated datasets that include nonlinearly transformed variables.
ANN is a good alternative modeling method. It has the ability to determine any
linear or nonlinear relationships between input and output variables. In this thesis,
we developed two-layer and three-layer ANN models with prediction accuracy being
0.92 and 0.91, respectively. The observations suggest that ANN models are more
accurate in predicting the H2 production than the two regression methods. However,
ANN is quite sensitive in modeling which may lead to overﬁtting. In this study, the
overﬁtting was avoided by using the K-fold cross validation approach.
In order to predict the maximal achievable H2 yield, the developed models were
used as objective functions in the GA. The optimal levels of the ﬁve culture medium
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components are listed in Table 5.3. The maximal H2 yield for linear and quadratic
MLR models were found to be 2.24 mol-H2/mol-glycerolconsumed and 0.61 mol-
H2/mol-glycerolconsumed, respectively. For linear and quadratic Lasso models, the
maximal H2 yield were found to be 1.51 mol-H2/mol-glycerolconsumed and 1.49 mol-
H2/mol-glycerolconsumed, respectively. For two-layer and three-layer ANN, the max-
imal H2 yield were found to be 1.49 mol-H2/mol-glycerolconsumed and 1.47 mol-
H2/mol-glycerolconsumed, respectively. These results suggest that the maximal pre-
dicted yields for Lasso and ANN models were lower than that of the linear MLR
model. However, the experimentally identiﬁed maximal H2 yield was 1.42±0.15
mol-H2/mol-glycerolconsumed [55]. In other words, the maximum predicted yield with
the linear MLR model was much higher than the highest experimental observation
in [55]. This questions the feasibility of the linear MLR model in predicting the
maximal H2 yield.
Both Lasso and ANN models have adequate prediction capability of medium
optimization in bioprocess development. It is unlikely to choose one method on all
circumstances, since the choice depends on the nature of the dataset available and
the goals of a model developer. ANN may be particularly useful when the complex
nonlinear relationships exist in the dataset. On the other hand, Lasso remains a
clear choice when the primary goal is to interpret the model easily or to ﬁnd the
causal relationships between input and output. Further research will be acquired
to justify the correlation between predicted and experimental optimal H2 yield. It
would also be of interest to study these methods with diﬀerent types of bioprocesses.
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