This paper brings to light an economic problem that frequently appears in practice: For the same variable, more alternative forecasts are proposed, yet the decision-making process requires the use of a single prediction. Therefore, a forecast assessment is necessary to select the best prediction. The aim of this research is to propose some strategies for improving the unemployment rate forecast in Romania by conducting a comparative accuracy analysis of unemployment rate forecasts based on two quantitative methods: Kalman filter and vector-auto-regressive (VAR) models. The first method considers the evolution of unemployment components, while the VAR model takes into account the interdependencies between the unemployment rate and the inflation rate. According to the Granger causality test, the inflation rate in the first difference is a cause of the unemployment rate in the first difference, these data sets being stationary. For the unemployment rate forecasts for 2010-2012 in Romania, the VAR models (in all variants of VAR simulations) determined more accurate predictions than Kalman filter based on two state space models for all accuracy measures. According to mean absolute scaled error, the dynamic-stochastic simulations used in predicting unemployment based on the VAR model are the most accurate. Another strategy for improving the initial forecasts based on the Kalman filter used the adjusted unemployment data transformed by the application of the Hodrick-Prescott filter. However, the use of VAR models rather than different variants of the Kalman filter methods remains the best strategy in improving the quality of the unemployment rate forecast in Romania. The explanation of these results is related to the fact that the interaction of unemployment with inflation provides useful information for predictions of the evolution of unemployment related to its components (i.e., natural unemployment and cyclical component).
Introduction
The macroeconomic forecasting process witnessed rapid development because economic policies should be based on anticipations regarding the evolution of the economic indicators of a country or region. This impressive development of forecasting methods brought about a practical problem: Different forecasts are provided for the same indicator, but various forecasting methods are used. In general, international organizations prefer to use quantitative methods to construct their predictions. The development of econometrics made it an essential tool in building predictions, even if many experts have contested the utility of econometric models, especially in the context of the recent economic crisis. However, these models should not be neglected. The correct solution is to continue the use of more alternative models while incorporating an accuracy assessment for the economic prognoses in order to select the best prediction. This demarche could be considered a good strategy for improving forecast accuracy, an important goal of contemporary economists mainly because the cause of the recent global crisis was the high uncertainty of macroeconomic forecasts.
The literature provides many quantitative tools for predicting macroeconomic indicators like the unemployment rate. For this indicator, the Kalman filter could also be used in making predictions. This method is usually applied in determining the natural unemployment rate, the value for which we have a reasonable level or a stability of inflation rate and wages. The Phillips curve used to describe the relationship between inflation and unemployment rate is not checked in Romania, but vector-autoregressive (VAR) models are an efficient method for providing evidence of the interdependences between the two variables.
The objective of this research is to conduct a comparative analysis of unemployment rate forecasts based on two econometric methods: Kalman filter and VAR models. The best method is actually a strategy of improving the predictions' accuracy by choosing the most suitable quantitative forecasting method. Moreover, we add another perspective to improve the predictions' accuracy. We also propose improving a certain method by making a suitable transformation of that method. In this case, the Kalman filter to make predictions is applied to the transformed data series based on another filter (i.e., the Hodrick-Prescott filter). Thus, a double adjustment is made to the data. The proposed state space model used in the literature for predicting the unemployment rate is applied to the Romania data. If this model is not valid, another one is chosen to fit the data.
The organization of this research is as follows: After a brief review of the literature presenting the quantitative methods used in predicting the unemployment rate, we explain the methodology used. Predictions are made for the unemployment rate in Romania from 2010 to 2012 using the Kalman filter and VAR models, and the steps for building these forecasts are presented in detail. The accuracy evaluation is based on common accuracy measures that lead us to determine the superiority of a certain method.
Literature
The accuracy of unemployment rate forecasts should be known by governmental decision makers, placement agency workforce, researchers interested in the labor market, and even employees and unemployed people. It is a subject of interest for the overall public opinion. Many studies have treated the problem of the accurate evaluation of macroeconomic forecasts, but only a few of them are related to unemployment predictions.
Camba-Mendez (2012) built conditional forecasts using VAR models and Kalman filter techniques. Kishor and Koenig (2012) made predictions for macroeconomic variables like unemployment rate using VAR models and taking into account that data are subject to revisions. Sermpinis, Stasinakis, and Karathanasopoulos (2013) made predictions for the unemployment rate in the United States using neural networks and compared the utility of support vector regression (SVR) and the Kalman filter in combining these forecasts. The accuracy was greater for the case of SVR approach. Smooth transition vector error-correction models were used by Milas and Rothman (2008) to predict the unemployment rate in numerous countries; for the United States, the pooled predictions based on the median value of point forecasts generated by the linear and STVECM forecasts outperformed the naïve predictions. Proietti (2003) compared the accuracy of several predictions based on linear unobserved components models for the monthly unemployment rate in the United States, concluding that the shocks are not persistent during the business cycle.
Van Dijk, Teräsvirta, and Franses (2000) used a logistic smooth transition autoregressive model to predict the Organization for Economic Cooperation and Development (OECD) countries, with their forecasts outperforming the naïve predictions. Franses, Paap, and Vroomen (2004) assessed the accuracy of unemployment rate forecasts of three G7 countries using an autoregressive time-series model with time-varying parameters; this variation depended on a linear indicator variable. Kurita (2010) showed that ARFIMA model forecasts for Japan's unemployment rate outperformed the AR(1) model predictions. Allan (2013) improved the accuracy of OECD unemployment forecasts for G7 countries by applying the combination technique. The researcher used two types of methods to assess the accuracy: quantitative techniques and qualitative accuracy methods.
A detailed study regarding unemployment forecasts and predictions performance carried out by Barnichon and Nekarda (2012) Heilemann and Stekler (2013) offered several reasons for the lack of accuracy of G7 predictions in the last 50 years. They identified one continuous critique brought to macro-econometric models and forecasting techniques, but also concluded that the accuracy expectations are not realistic. Other aspects of the forecasts' failure related to forecasts' bias, data quality, the forecasting procedure, type of predicted indicators, and the relationship between forecast accuracy and forecast horizon.
The accuracy of forecasts based on VAR models can be measured using the trace of the mean-squared forecasts error matrix or generalized forecasts error second moment (Clements & Hendry, 2003) . Robinson (1998) demonstrated better accuracy for predictions of some macroeconomic variables based on VAR models compared to other models, like transfer functions. Finally, Lack (2006) found that combined forecasts based on VAR models are a good strategy for improving predictions' accuracy.
Methodology
The Kalman filter is an econometric method for predicting the endogenous variables and for adjusting the estimated parameters in forecast equations. There are two systems of equations: a system of prediction equations and a system of update equations. The information included in the prediction error has data that can be recovered for redefining our assumption regarding the value that β could have
K t -the Kalman gain (the importance accorded to the new information).
The predicted values:
The prognosis for y and the error prediction are:
y t -y t/t-1 = y t -x t β t/t-1 f t/t-1 = x t P t/t-1 x' t + R
The update:
P t/t = P t/t-1 -K t x t P t/t-1
Kalman gain:
The actual observed unemployment rate is the sum of two components: the natural unemployment rate quantifying the persistent shocks from the supply side (we assume it follows a random path) and the cyclical unemployment that refers to the shocks from the demand side, which are limited as persistence (this component exhibits serial correlation). Some authors consider the cyclical unemployment to influence the natural unemployment rate.
A state space model for the natural unemployment can have the following form:
Under these conditions the Kalman filter generates optimal predictions and updates of the state variables. The Kalman filter determines the estimator of the minimum square error of the state variables vector. The literature has defined two approaches for the estimation of a variable using this filter. The first one assumes that the initial value of the non-stationary state variable can be fixed and unknown.
On the other hand, the second approach considers that the initial value is random. The diffuse prior is specified. If we analyze the first observations, the approach is better even if it can generate numerical instability. If m is the number of state variables, we utilize the approach with Koopman, Shepard, and Doornik's (1999)diffuse prior and m predictions are provided. The unknown parameters that will be estimated are ε t , ω t and ρ. However, some authors give these parameters some reasonable values from the start. For ρ, we have to establish the value from the start, and the log-likelihood function is computed. The variance of the shocks coming from the demand side (σ ω 2 ) is always greater than the variance of supply shocks (σ ε 2 ).
The Hodrick-Prescott (HP) filter is often used in macroeconomics to extract the trend of the data series and separate the cyclical component of the time series. The resulting smoothed data are more sensitive to long-term changes.
The initial data series is composed of trend and cyclical components:
Hodrick and Prescott (1997) suggested the following solution to the minimization problem:
γ -penalty parameter
The solution to the above equation can be written as:
inf t -vector of the initial data series of the inflation rate
F=
The trend is calculated as:
Razzak (1997) proved that the Hodrick-Prescott filter acts as true filter at the end of the sample and as a smoother over the entire sample. The output gap from the true filter generates better out-of-sample predictions of inflation.
Assessment of Forecasts based on Kalman Filter and VAR Models
The data series used in this study is represented by the average inflation rate (denoted by i) and the unemployment rate (denoted by u) registered in Romania between 1985 and 2012. The average inflation rate is computed as a geometric mean of the monthly indices of the chained base indexes of consumer prices minus the comparison base equal to 100. The unemployment rate is an indicator used to measure the unemployment intensity, which is computed as a ratio of the number of registered unemployed people and the active population. To model the unemployment rate, we used the data set for the 1985-2009 period, with the one-step-ahead predictions being made for 2010-2012. The data series were provided by a national data source-namely, the National Institute of Statistics. The VAR methodology is based on stationary data sets. The augmented Dickey-Fuller test application (see Appendix 2) provided evidence of the presence of one unit root in each data series. A differentiation of order for one of both data sets led us to stationary data. The new variables are denoted by di and du, respectively.
Initially we tried to estimate a state space model that explained the theoretical background with a diffuse prior value, but it was not valid (see Appendix 3). The estimations were made in EViews.
The two following models proved to be valid:
and @signal u = sv1
Another strategy was based on the adjusted data using the Hodrick-Prescott filter. These new data were used to construct a new state space model using the Kalman technique in the estimation. New predictions were made for 2010-2012. Figure 1 depicts the two components of the data series: the trend and the cycle component. The graph demonstrated an ascending trend until 1998, followed by a slow decrease until the end of the analyzed period, where the trend value was almost 6%.
The Granger causality test was applied for the stationary data series in order to establish if one variable causedanother one. In Granger acceptance, a variable X is a cause for Y if better predictions result when the information provided by X is taken into account. VAR residual portmanteau tests were used to test the errors'autocorrelation for both identified models. The assumptions of the test were formulated as:
H0:
The errors are not auto-correlated.
H1:
The errors are auto-correlated.
For the lag 1 up to 12, the probabilities (Prob.) of the tests are greater than 0.05, which implies that there is not enough evidence to reject the null hypothesis (H0). Thus, we do not have sufficient reason to say that the errors are auto-correlated. After the application of the residual portmanteau test, we concluded that there were no autocorrelations between errors for the VAR(2) model.
The homoscedasticity is checked using a VAR residual LM test for the VAR(2) model. If the value of the LM statistic is greater than the critical value, the errors series is heteroskedastic. The LM test showed a constant variance in the errors because the values were greater than 0.05 for the probability. The residual heteroskedasticity test was applied in two variations: with cross-terms and without cross-terms. The normality tests were applied under the Cholesky (Lutkepohl) orthogonalization. If the Jarque-Bera statistic is lower than the critical value, there was not enough evidence to reject the normal distribution of the errors. The residual normality test provided probabilities greater than 0.05, implying that the errors series had a normal distribution when Cholesky (Lutkepohl) orthogonalization was applied.
The impulse-response analysis and the decomposition of error variance were applied.
As Figure 2 demonstrates, there the unemployment rate had a stronger response to shocks in inflation than to its own shocks. According to Appendix 1, starting from the third lag the unemployment rate, variance of more than 40% is explained by the shocks in the inflation rate.
The Kalman filter and the VAR updated models were used to make unemployment rate forecasts for 2010-2012. The accuracy of the forecasts was checked to establish a better forecasting method. For the VAR predictions, four types of scenarios were considered:
• S1: Dynamic-Deterministic Simulation
We maintained a constant forecast for 2010-2012, when the Kalman filter was applied in the second version. For the other predictions based on the Kalman technique, a decrease in time occurred in the unemployment rate from one year to another. For the different variants of the VAR models' one-step-ahead predictions, the values registered in 2011 were greater than those in 2010 and 2012. The Kalman filter generated predictions less than 7%, while the VAR models forecasts showed a higher degree of variance, being located in the interval [6.6%; 8.65%].
The prediction error was computed as the difference between the effective value and the forecasted one of variable X, denoted by e x . For the number of forecasts on the horizon, it used the notation n. The most frequently used statistical measures for assessing forecasts' accuracy, according to Bratu (2012) , are root mean squared error (RMSE),
RMSE=
, mean error (ME) .
RMSE is influenced by outliers. These absolute measures depend on the unit of measurement, although this disadvantage is eliminated unless the indicators are expressed as a percentage.
Theil's U statistic, used in making comparisons between predictions, can be used in two variants, which were also presented by the Australian Treasury. The following notations are used:
a -actual/registered value of the analysed variable p -value for the predicted variable t -time e -error (difference between actual value and the forecasted one) n-number of periods U 1 takes a value between 0 and 1. A value closer to zero indicates better accuracy for that prediction. If there are alternative forecasts for the same variable, the one with the lowest value of U 1 is the most accurate.
Instead of U 1 , the mean absolute scaled error can be computed (MASE = mean | es t |), the result being the same: To make comparisons with the naive forecasts, Theil's U 2 coefficient is used.
If U 2 =1, there are no differences in terms of accuracy between the two forecasts compared. If U 2 <1, the forecast compared has a higher degree of accuracy than the naive one. If U 2 >1, the forecast compared has a lower degree of accuracy than the naive one.
According to all accuracy indicators, the forecasts based on VAR(2) models are more accurate than the Kalman filter predictions. The positive values for mean errors of the Kalam technique forecasts suggest the tendency to underestimate the forecasts for all these methods. In the case of VAR predictions, only the dynamic simulations generated underestimated expectations. It is interesting that a considerable improvement was obtained for the Kalman filter prediction of the first space state model by adjusting the initial data using the Hodrick-Prescott filter. The second scenario of VAR predictions (dynamic-stochastic simulations) was the best according to the MASE indicator used in making comparisons.
Conclusions
Many quantitative methods are used to make predictions. In this study, we selected two econometric techniques that are rather commonly used in the literature: the Kalman filter method and VAR models. These methods were used to make short-term unemployment rate forecasts for Romania for 2010-2012. According to all accuracy measures, the Kalman technique predictions were underestimated and less accurate than the different scenarios of the VAR model forecasts. It seems that the causality between the first difference data series of inflation and unemployment rate helped improve the forecasting process more. The Kalman filter predictions based only on natural unemployment and cyclical component were not strong enough to generate more accurate forecasts. The superiority of VAR models in forecasting was valid only for this particular case of the Romanian economy, where we demonstrated that inflation is a cause of the unemployment rate's evolution.
Another interesting strategy this article proposed to improve Kalman filter predictions is the application of the technique on adjusted data series based on another filter: the Hodrick-Prescott filter. Applying two filters to the same data set improved the predictions' accuracy in the case of the first proposed state space model. Another important conclusion is that the classical state space model used in the literature to determine the natural unemployment rate did not provide the expected results for the Romanian economy. Therefore, other, more simplistic state space models were proposed for Romania's unemployment rate.
All in all, this research provides pertinent results regarding the prediction of unemployment rate in Romania, but the study could be improved by comparing other predictive quantitative techniques, like Bayesian VAR or VARMA models. 
