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Nathanaël Mariaule
Abstract
In [3], J. Denef and L. van den Dries prove that the theory of the
ring of p-adic integers admits the elimination of quantifiers in the lan-
guage of p-adic restricted analytic functions expanded by a division
symbol. In this paper, we are interested in restrictions of this lan-
guage: Let F be any family of p-adic restricted analytic functions, we
construct an expansion of F so that the theory of the ring of p-adic in-
tegers is model-complete in the corresponding language. Next, we give
conditions on F so that the model-completeness is effective. Finally,
we apply our results in the context of the p-adic exponential ring.
1 Introduction
Let Lan be the expansion of the language of rings by unary predicates for
the set of nth powers and function symbols for all restricted p-adic analytic
function (i.e. functions defined by power series convergent on Zp). The model
theory of Zp in this language was first considered by J. Denef and L. van
den Dries in [3]. In particular, they proved that this theory admits the
elimination of quantifiers if we expand Lan by a symbol of division D. Lan-
definable sets are the p-adic subanalytic sets. In this paper, we consider
reduct of this language i.e. let F be any family of restricted analytic functions,
we consider LF the expansion of the language of rings by function symbols
for each f ∈ F and predicates for the set of nth powers.
A careful inspection of [3] (one needs some new arguments) gives the
following: if F is a Weierstrass system (meaning roughly that it is closed
under Weierstrass division, see section 2), then the theory of Zp admits
quantifier elimination in the language LF expanded by the symbol of division.
This was developed in [1] in much greater generality. We recall this in section
2 and adapt the result to our setting.
For general F , it seems very unlikely that the theory of Zp in this language
also admits quantifier elimination. In this paper, we give conditions so that
this theory admits the next best thing after quantifier elimination: strong
model-completeness.
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A. Macintyre [4] proved a model-completeness result for F = {(1 +
p)x}. In this case, LF induces a structure of exponential ring on Zp (which
can be thought as the p-adic equivalent of the structure (R,+,−, ·, 0, 1, <
, exp↾[−1,1])). A. Wilkie proved that the theory the field of reals with re-
stricted exponentiation is model-complete in [9]. In the p-adic case, the
ideas of the proof of Macintyre goes back to [8].
In this paper [8], L. van den Dries proves the strong model-completeness
of the structure (R,+,−, ·, exp↾[−1,1], sin ↾[−1,1], cos ↾[−1,1]). A key property
is that the structure (C,+,−, ·, exp, sin, cos) is definable in (R,+,−, ·,
exp, sin, cos) (where all functions are restricted to a compact set). In the
p-adic case, the algebraic closure is an extension of infinite degree and there-
fore is not definable. But it is sufficient to interpret the natural structure
attached to the valuation ring of any finite algebraic extension i.e. we want
the structure (V,+,−, ·, 0, 1, f ; f ∈ F ) to be LF -definable in Zp for any V
valuation ring of a finite algebraic extension K. In general it may not be
the case and so we expand F by a family F˜ of functions called the de-
composition functions so that (V,+,−, ·, 0, 1, f ; f ∈ F˜ ) becomes definable in
(Zp,+,−, ·, 0, 1, f ; f ∈ F˜ ) (see section 4). For this expansion of the language,
finite algebraic extensions are definable and the proof of model-completeness
follows roughly by mimicking the proof in the real case. The first main
theorem is:
Theorem 5.2. Let F be a family of restricted analytic functions. Assume
that the set of LF -terms is closed under derivation. Let F˜ be the extension
of F by the decomposition functions of f for each f ∈ F . Then, Z
p,F˜
is
strongly model-complete in LF˜ .
The main idea of the proof is to construct a Weierstrass system WF
generated by F . We give the definition of this Weierstrass system in section
3. If F is closed under decomposition function, we show that any element
f ∈ WF is strongly definable in LF under the condition that the set of LF -
terms is closed under derivation. This will be done in section 5. We combine
these existential definitions with the quantifier elimination in the language
with all functions of the Weierstrass system WF to get the result of strong
model-completeness in Theorem 5.2.
In the second part of this paper, we are interested in decidability issues.
We consider the following problem: to give conditions on F so that Theorem
5.2 is effective i.e. there is an algorithm which takes for entry a formula in
our language and returns an existential formula equivalent to it.
Most of the proof of Theorem 5.2 is already effective but there is some is-
sues related to the following problem: let f =
∑
aI(X)Y
I
in the Weierstrass
system WF . Let I be the ideal generated by the elements aI in Zp{X}, the
ring of restricted power series. We need to determine an integer d(f) so that
I is generated by d(f) elements (we will also need some additional properties
that will appear in section 2).
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In [3], they obtain this bound d(f) as Zp{X} is Noetherian. The existence
is also guaranteed in our case but we need an explicit computation. Let
g =
∑
bi(X)Y
i ∈WF . It is known that for all x ∈ Z
k
p , there is a bound S(g)
on the number of zeros (counting multiplicities) of g(x, Y ) in the valuation
ring of Cp independent of the choice of x whenever this number is finite (it
is a consequence of Weierstrass preparation theorem in the style of [3]). In
section 2, we show that d(f) can be determined in an effective way in terms
of S(h1), · · · , S(hk) for some hi ∈WF constructed from f in a explicit way.
In section 6, we discuss this issue and show that it is sufficient to compute
S(g) for all g ∈ WF . Furthermore, we will see that S(g) is determined by
the number of zeros of a system of equations of LF -terms. Given such a
system, we will prove a counting point theorem in section 7 using results
of tropical analytic geometry due to J. Rabinoff [6]. This counting point
theorem relates the number of zeros of a system to the integers d(h) where
h are now terms. So, assuming that we can compute d(h) for all h terms
in our language, we can compute d(f) for all f ∈ WF . One needs further
assumptions on F to apply the counting point theorem: first, we require that
any f ∈ F is overconvergent i.e. it is convergent on a ball B that strictly
contains the valuation ring (in Cp). Second, we ask that d(f˜) is computable
where f˜(x) = f(tx) for t ∈ B of negative valuation. In that case, we say that
W
(0)
F has an extended effective Weierstrass bound. Under these assumptions,
we prove:
Theorem 8.1. Let F be an effective family of restricted analytic functions
such that the set of LF -terms is closed under derivation. Let F˜ be the exten-
sion of F by all decomposition functions of elements in F . Assume that each
LF˜ -term is overconvergent and thatW
0
F has an extended effective Weierstrass
bound.
Then, the theory of Zp,F˜ is effectively strongly model-complete in the lan-
guage LF˜ .
Finally, in section 9 we apply our result in the case F = {(1 + p)x}.
In that case, the decomposition functions are polynomial combinations of
exponential terms of type eα
ix where α is in a suitable algebraic extension
of Qp. By our first main theorem, the theory of the ring of p-adic integers in
the language of exponential rings extended by these decomposition functions
is model-complete. That particular case was proved by A. Macintyre in [4].
We extend this model-completeness : We prove that this theory is effectively
model-complete. In a next paper, the author will prove that this theory is
decidable assuming a p-adic version of Schanuel’s conjecture.
Notations. Within this text, Qp will denote the field of p-adic numbers. We
will denote the p-adic valuation by v. Cp will denote the p-adic completion
of the algebraic closure of Qp and Op its valuation ring. Given a ring A, we
denote the set of nonzero elements by A∗ and the set of units by A×. If K is
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a field, we denote its algebraic closure by Kalg. The set of restricted power
series is denoted by
Zp{X} =
{∑
I
aIX
I
∣∣∣ aI ∈ Zp, v(aI)→∞
}
where X = (X1, · · · ,Xn) and we use multi-index notation.
2 Weierstrass system and quantifier elimination
Definition 2.1. Let f(X,Y ) ∈ Zp{X,Y }. Let pi be the canonical projection
Zp{X,Y } → Fp[X,Y ]. We say that f is regular in Y of order d if pi(f(X,Y ))
is a monic polynomial in Y of degree d. We say that f(X,Y ) ∈ Zp{X,Y }
is preregular of order K in Y if
pi(f(X,Y )) =
∑
I≤K
aI(X)Y
I
and aK(X) = 1 (≤ is the lexicographic order on N
n).
Definition 2.2. AWeierstrass system over Zp is a family of rings Zp[[X1, · · · ,Xn]],
n ∈ N, such that for all n, the following conditions hold:
1. Z[X] ⊆ Zp[[X ]] ⊆ Zp{X};
2. For all permutations σ of {1, · · · , n}, if f(X) ∈ Zp[[X ]], then f(Xσ(1), · · · ,Xσ(n)) ∈
Zp[[X ]];
3. If f ∈ Zp[[X]] has an inverse g in Zp{X}, then g ∈ Zp[[X ]];
4. Let g ∈ Zp[[X ]]. If f ∈ Zp[[X ]] is divisible by g(0) in Zp{X}, then
f/g(0) ∈ Zp[[X ]];
5. (Weierstrass division) If f ∈ Zp[[X1, · · · ,Xn+1]] and f is regular of or-
der d in Xn+1, then, for all g ∈ Zp[[X1, · · · ,Xn+1]], there are A0, · · · , Ad−1 ∈
Zp[[X ′]] (where X ′ = (X1, · · · ,Xn)) and Q ∈ Zp[[X ]] such that
g(X) = Q(X) · f(X) +
(
Xd−1n+1Ad−1(X
′) + · · ·+A0(X ′)
)
.
Remark. 1. More general definitions of Weierstrass system can be found
in the literature e.g. [1]. One want to have quantifier elimination in
these languages (expanded by division symbols). Note that in [1], the
Weierstrass system are required to have the so-called Strong Noethe-
rian property. This property is crucial for quantifier elimination. In
our case, this property is always true as we will see later in this section
(strong Noetherian property is implied by Proposition 2.10). The au-
thor is not aware of any general setting where we would have quantifier
simplification in the style of Theorem 5.2.
4
2. Let W be a Weierstrass system. Then, by closure under Weierstrass
division, it follows that W is closed under derivation and composition.
Let f(X), g(Y ) ∈ W (we only prove the one variable case, the gener-
alization should be obvious). Then, H2 (resp. X-g(Y)) are regular in
H of order 2 (resp. in X of order 1). So, by Weierstrass division,
f(X1 +H) = Q(X,H)H
2 + [A1(X)H +A0(X)]
f(X) = Q′(X,Y )(X − g(Y )) +R(Y ).
Identifying coefficients, one see that A1(X) = f
′(X). Replacing X by
g(Y ) in the second equality shows that f(g(Y )) = R(Y ). Therefore,
f ′(X), f(g(Y )) ∈W .
Let LMac = (+,−, ·, 0, 1, Pn;n ∈ N) be the Macintyre’s language for
p-adically closed fields i.e. +,−, ·, 0, 1 are interpreted in Zp by the natural
operations and Pn is a unary predicate for the set of nth powers i.e.
Zp  Pn(x) iff ∃y ∈ Zp x = y
n.
Fix a Weierstrass system W = (Zp[[X1, · · · ,Xn]])n∈N. Let LW be the ex-
tension of the language LMac by function symbols f for each f ∈ Zp[[X1, · · · ,Xn]]
and LDW be the expansion of LW by a division symbol D interpreted in Zp
by:
D(x, y) =
{
x/y if v(x) ≥ v(y) and y 6= 0
0 otherwise.
Let Zp,W (resp. Z
D
p,W ) be the structure with underlying set Zp and natural
interpretations for the symbol of LW (resp. L
D
W ). Then,
Theorem 2.3. The theory of ZDp,W admits the elimination of quantifiers.
Definition 2.4. Let M be a L-structure with underlying set M . We say
that M is strongly model-complete if for any L-formula Ψ(y), there is an
existential L-formula ∃xΦ(x, y), where Φ is quantifier-free, such that for all
a ∈Mn,
M  Ψ(a)↔ ∃xΦ(x, a),
and furthermore, for each a such that M  Ψ(a), there is a unique tuple b
in Mm such that M  Φ(b, a).
A set X is strongly definable if
X = {a ∈Mn | M  ∃yΦ(a, b, y)},
and, for each a ∈ X, there is a unique tuple c inMm such thatM  Φ(a, b, c).
A function is strongly definable if its graph and the complement of its domain
are strongly definable. A structure is strongly definable if its domain as well
as functions, relations and constant symbols of the language are strongly
definable.
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Note that the graph of the function D is strongly definable in LW . So,
as an immediate corollary of the above theorem, we have
Corollary 2.5. The theory of Zp,W is strongly model-complete.
We give now a proof of the theorem.
Proof. We follow the proof of quantifier elimination in [3]. By (1.3) from [3],
it is sufficient to prove the following : for all Φ(X,Y1, · · · , Yn) quantifier-free
LW -formula, there existsΨ(X,Z1, · · · , Zn−1) quantifier-free L
D
W -formula such
that
• Zp  (∃Y Φ(X,Y ))↔ (∃Z Ψ(X,Z));
• In Ψ the symbol D is only applied to terms not involving the variables
Z.
Let Φ(X,Y1, · · · , Yn) be a quantifier-free LW -formula. Let f(X,Y ) =
∑
I aI(X)Y
I
in W occurring in Φ. For convenience of the reader we recall the following
lemma from [3] :
Fact (Lemma 1.4 in [3]). Let f(X,Y ) =
∑
aI(X)Y
I
∈ Zp{X,Y }. Then,
there is d ∈ N such that, for all I with |I| ≥ d (where |I| = i1 + · · · + im),
aI(X) =
∑
|J |<d
bIJ(X)aJ(X),
where bIJ(X) ∈ Zp{X} with ‖bIJ(X)‖ < 1 (where ‖
∑
cIX
I
‖ = min{v(cI)})
and ‖bIJ‖ → 0 as |I| → ∞.
Let Zf (X) be the formula ∧
|I|<d
aI(X) = 0,
with d given by the above Fact. Fix x ∈ Zmp . Note that Zp  Zf (x) ↔
(∀Y f(x, Y ) = 0). If Zf (x) does not hold then there is J (|J | < d) such that
µJ,f (x) holds where µJ,f is the formula:
aJ(X) 6= 0 ∧
∧
I<J,|I|<d
|aI(X)| ≤ |aJ(X)| ∧
∧
J<I,|I|<d
|aI(X)| < |aJ (X)|.
Assume that Zp  µI,f (x). Then by Fact 2, there are bIJ ∈ pZp{X,Y } such
that
f =
∑
I<J,|I|<d
aIY
I
+ aJY
J
+
∑
J<I,|I|<d
aIY
I
∑
|I|≥d
 ∑
K<J,|I|<d
bIKaK + bIJaJ +
∑
J<K,|K|<d
bIKaK
Y I .
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Then one can divide by aJ and replace the quotients aI/aI by new variables
VI or pVI according to whether I < J or J < I. One can define a series f˜
f˜ =
∑
I<J,|I|<d
VIY
I
+ Y
J
+
∑
J<I,|I|<d
pVIY
I
∑
|I|≥d
 ∑
K<J,|I|<d
bIKVK + bIJ +
∑
J<K,|K|<d
bIKpVK
Y I .
such that Zp  µJ,f(x) → f(x, Y ) = aJ(x)f˜(x, v(x), Y ), where vI(x) =
D(aI(x), aJ (x)) if I < J and vI(x) = D(aI(x), paJ (x)) otherwise. Note that
so far we have that f˜ , bIJ ∈ Zp{X,V , Y } but we will prove in Lemma 2.6
that we can take f˜ , bIJ ∈W .
By construction, f˜ is preregular of order J in Y . Then up to a change of
variables T determined by T (Yi) = Zi + Z
dn−i
n if i < n and T (Yn) = Zn, we
have that T (f˜) is regular of order E := jn+ jn−1d+ · · ·+ j1d
n−1. Therefore
by Weierstrass preparation theorem there exist U,A0, · · · , AE−1 ∈ W such
that
T (f˜) = U(ZEn +AE−1Z
E−1
n + · · ·+A0).
This latter function is polynomial in Zn. So, using similar transformations
for any function in Φ (one can take d independent of the choice of f in Φ),
it allows to apply quantifier elimination for p-adically closed fields and to
eliminate the quantifier attached to Zn. We refer to [3] (1.5) for the details.
Let us remark that except for the use of Fact 2 and for the definition
of f˜ , we only use the properties 1-5 of the definition of Weierstrass system.
We will prove in the next lemma that we may assume that f˜ and the bIJ ’s
belong to the Weierstrass system W . This will complete the proof of the
theorem.
Proposition 2.6. Let f(X,Y ) =
∑
aI(X)Y
I
∈ Zp[[X,Y ]]. Then, there is
d ∈ N such that, for all I with |I| ≥ d (where |I| = i1 + · · ·+ im),
aI(X) =
∑
|J |<d
bIJ(X)aJ(X),
where bIJ(X) ∈ Zp[[X]] with ‖bIJ(X)‖ < 1 (where ‖
∑
cIY
I
‖ = min{v(cI)})
and ‖bIJ‖ → 0 as |I| → ∞. Furthermore, let f˜ as defined above.
Then, f˜ ∈ Zp[[X,Y , V ]].
The proof is based on [1]. In fact, it follows from the next Lemma 2.8
together with Lemma 4.2.14 and Theorem 4.2.15 from [1]. On the other
hand, in the second part of the paper we will be interested in an effective
version of Theorem 2.3. For, it will be crucial to have a computable bound
for d in the above proposition. So we will pay special attention to the relation
between the d produced by the lemma and the following constant:
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Definition 2.7. Let f(X,Y ) ∈ Zp{X,Y }. Then S(f) denotes a constant
so that for all x ∈ Op either f(x, Y ) is identically zero or has less than S(f)
roots in Op (counting multiplicities).
In particular, we will see that the d we obtained can be bounded by a con-
stant K(f) that depends only on S(f), S(g1), · · · , S(gl) for some functions
g1, · · · , gl constructed from f (in the Weiertrass system). So, in the above
proposition, we can take d = K(f). Indeed, let d obtained from the propo-
sition and d′ > d. Take b′IJ = 0 if |I| ≥ d
′ and d′ > |J | ≥ d and b′IJ = bIJ
if |I| ≥ d′ and |J | < d. Then the series b′IJ satisfies all requirement of the
first part of the proposition. So we may assume d = K(f).
Claim 1. Let a1, · · · , an ∈ Zp with v(ai) = v(aj) for all i, j. Then, there is
t ∈ Op with v(t) = 0 such that v(
∑
ait
i) = v(aj).
Proof. Without loss of generality, we may assume that v(ai) = 0. As-
sume that the claim is false i.e. that for all t ∈ Op, v(
∑
ait
i) > 0. Then,∑
Res(ai)t
i = 0 for all t ∈ Falgp . So, Res(ai) = 0 which contradicts the
assumption that v(ai) = 0.
Claim 2. If f(X) ∈ Zp{X}, ‖f‖ = 1. Then for all x ∈ Z
n
p with v(x) = 0
there is t ∈ Onp with v(t) = 1 such that v(f(xt)) = 0.
Proof. Let f(X) =
∑
aIX
I
with ‖f‖ = 1. As f ∈ Zp{X} there is a finite
set K such that v(aI) = 0 for all I ∈ K and v(aI) > 0 for all I /∈ K. Let
x ∈ Znp such that v(x) = 0. Then by claim 1, there is t ∈ O
n
p with v(t) = 0
such that
v
(∑
I∈K
aItx
I
)
= v(aItx
I
) = v(aI) = 0.
So, v(f(tx)) = 0.
First, we start with the special case of Proposition 2.6 where no param-
eters are involved i.e. |X| = 0. In the next lemma, the functions bIJ ’s are
given by the coefficients of the functions gJ ’s (in that case the series bIJ are
just constants in Zp).
Lemma 2.8. Let f(Y ) =
∑
aIY
I
∈ Zp[[Y ]]. Then, there is A(f) such that
for all J such that |J | < A(f), there is gJ ∈ Zp[[Y ]] with
f =
∑
|J |<A(f)
aJY
J
(1 + pgJ(Y )).
Furthermore, A(f) can be bounded in terms of S(f), S(h1), · · · , S(hl) where
hi is obtained from f by derivation or by composition with a polynomial.
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Proof. By induction on n := |Y |:
If n = 1: f =
∑
i aiY
i. Then, there is D so that for all i > D and j < D,
v(aD) ≤ v(aj) and v(aD) < v(ai). So,
f = a0 + a1Y + · · ·+ aDY
D(1 +
aD+1
aD
Y + · · · ).
And, by definition of D, v
(
aD+k
aD
)
> 0 for all k > 0. Take A(f) = D + 1,
gi = 0 for i < D, gD =
f −
∑
i≤D aiY
i
paDY D
.
Note that by Strassmann’s theorem (which states that, for D as defined
above, f has D roots in Op (counting multiplicities), see [7] section VI 2.1
for instance), A(f) ≤ S(f) + 1.
If f =
∑
aIY
I
. Let I so that for all J such that jk > ik for some k
and jl ≥ il for all l, we have v(aI) < v(aJ ) and v(aI) is minimal among the
v(aK) (we can pick I so that v(aI) is minimal and |I| is maximal for this
property). Then,
∑
J,jl≥il
aJY
J
= aIY
I
(
1 +
∑
K∈Nn
aK+I
aI
Y
K
)
.
Let pgI =
∑
K∈Nn
aK+I
aI
Y
K
.
For all k ≤ n, s < ik. By Jk,s we denote an index in N
n whose kth
coordinate is s. Then, by closure under derivation,
∑
Jk,s
aJk,sY
Jk,s ∈ Zp[[Y ]].
So, by induction,
fk,s =
∑
J∈Nn−1
aJk,sY
′J =
∑
|J |<A(fs,k)
aJk,sY
′J(1 + hJ(Y ′)).
Take gJk,s = hJ . Set A(f) = max{|I| + 1, A(fs,k)}, then rearranging the
series, one can obtain series in Zp[[Y ]] which satisfy the properties of the
lemma.
To prove that A(f) is bounded in terms of S(f), S(h1), · · · , S(hl), it
is sufficient by induction to give an upper bound for |I|. Let g(Y , T ) =
f(T · Y ). Then, by claim 1 there is t such that
v
 ∑
|J |=|I|
aJ t
J
 = v(aI).
Let g˜(Z, T ) = g(Z, · · · , Z, T ). By Strassmann’s theorem, g˜(Z, t) has |I| roots
in Op. So, |I| ≤ S(g˜).
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Lemma 2.9. Let f(X,Y ) =
∑
aI(X)Y
I
∈ Zp[[X,Y ]]. Then, there is B(f)
such that for all J with |J | < B(f), there is gJ ∈ Zp[[X,Y ]] so that
f =
∑
|J |<B(f)
aJ(X)gJ (X,Y ).
Furthermore, B(f) is bounded in terms of constants A(g) (see Lemma 2.8)
where g is obtained from f using Weierstrass divisions.
The existence part is Lemma 4.2.14 in [1]. We recall here the proof in
order to show the second statement.
Proof. Let f(X,Y ) =
∑
J aJ(X)Y
J
=
∑
IJ aIJX
I
Y
J
. Then by Lemma 2.8,
f =
∑
|IJ |<A(f)
aIJX
I
Y
J
(1 + gIJ(X,Y )).
Let I0J0 maximal (for the lexicographic order) so that v(aI0J0) is minimal
among the v(aKL). Then, a
−1
I0J0
f is preregular of order I0J0. To keep the
notation simpler, we will now replace f by a−1I0J0f . We have that aJ0(X) is
preregular of order I0. So, after a bijective change of variables (as in the
proof of Theorem 2.3), aI0(Z) is regular of order s in Zn. By Weierstrass
division,
f = aI0(Z)U(Z, Y ) + (R0(Z
′, Y ) + · · ·+Rs−1(Z ′, Y )Z
s−1
n ),
where U,Ri ∈ Zp[[Z, Y ]]. Let Ri =
∑
J RiJ(Z
′)Y
J
, R =
∑
iRiZ
i
n and RJ =∑
iRiJZ
i
n. Then, by induction on |Z| (if |Z| = 0, we can take B(R0) =
A(R0)), we have that
R0 =
∑
|I|<B(R0)
R0IgI .
Also, identifying the coefficients, one see that aI = aI0UI +RI . Then,
f − aI0U −
∑
|I|<B(R0)
RIgI
= R−R0 −
∑
|I|<B(R0)
∑
0<i<s
RiJgI
=
∑
0<i<s
Zn
(
Ri −
∑
|I|<B(R0)
RiIgI
)
=: Zn
∑
I
SI(Z)Y
J
= ZnS(Z, Y ).
where S is a polynomial in Zn. Then as
SJ = aJ + aI0UJ −
∑
|I|<B(R0)
RIgIJ
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we can conclude the proof of the lemma by induction on |Z| and s.
It remains to prove that B(f) is bounded by constants A obtained in 2.8.
By the proof of Lemma 2.8, we see that we can assume |I0J0| = A(f) − 1.
So, s ≤ i0n+ · · ·+ i01A(f)
n−1 ≤ nA(f)n. B(R0) is bounded by A(R0) in the
case |Z| = 0 otherwise we proceed by induction. Similarly for B(S(Z, Y )).
Then, B(f) ≤ max{A(f), B(R0), B(S)}.
Proposition 2.10. Let f(X,Y ) ∈ Zp[[X,Y ]]. Then, there is C(f) and for
all |J | < C(f), there is gJ ∈ Zp[[X,Y ]] so that
f =
∑
|J |<C(f)
aJY
J
(1 + pgJ).
Furthermore, C(f) is bounded in terms of B(f), S(f) and S(h1), · · · , S(hl)
where hi is constructed from f .
The existence is proved in [1] Theorem 4.2.15. Again, we go through
their proof in order to prove the second statement.
Proof. Let ‖(a1, · · · , an)‖ = max{|ai|}. By Lemma 2.9, f =
∑
|I|<B(f) aI(X)gI(X,Y ).
Let gI(X,Y ) =
∑
J gIJ(X)Y
J
. For I, J ∈ {0, · · · , B(f)}m, we can assume
that gIJ = 1 if I = J and 0 otherwise. Indeed, let
g˜I =
gI − ∑
‖J‖<B(f)
gIJY
J
+ Y
I
 ,
if |I| < B(f) and g˜I = Y
I
if |I| ≥ B(f), ‖I‖ < B(f). Then,
∑
‖I‖<B(f)
aI g˜I =
∑
|I|<B(f)
aI
Y I + ∑
‖J‖≥B(f)
gIJY
I
+ ∑
|I|≥B(f),‖I‖<B(f)
aIY
I
=
∑
|I|<B(f)
aIY
I
+
∑
|I|<B(f)
∑
‖J‖≥B(f)
aIgIJY
J
+
∑
|I|≥B(f),‖I‖<B(f)
aIY
I
=
∑
‖I‖<B(f)
aIY
I
+
∑
|I|<B(f)
∑
‖J‖≥B(f)
aIgIJY
J
=
∑
‖I‖<B(f)
aIY
I
+
∑
‖J‖≥B(f)
∑
|I|<B(f)
aIgIJY
J
=
∑
‖I‖<B(f)
aIY
I
+
∑
‖J‖≥B(f)
aJY
J
= f.
For M(f) large enough, we can furthermore assume that ‖gIJ‖ < 1 for all
‖IJ‖ ≥M(f).
Let us start the proof of the last part of the proposition: assume M(f)
minimal such that it satisfies the property. Then, if M(f) 6= 0, there is I0
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with |I0| = M(f) − 1 and ‖aI0‖ = 1. So by claim 2, for all x ∈ Z
n
p with
v(x) = 0 there is t ∈ Omp such that v(aI0(tx)) = 0. By claim 1, there is
u ∈ Onp such that
v
 ∑
|I|=|I0|
aI(tx)
 = v(aI0).
Let g(X,T ,U,Z) := f(XT,UZ). Then by Strassmann’s theorem and claim
1 there is u such that g(x, t, u, Z) = f(xt, uZ) has |I0| = M(f) − 1 root in
Op. So, M(f) ≤ S(g) + 1.
Let K = {1, · · · ,M(f)}m ∪ {I | ik ≥ M(f) for all k}. Then (if we take
M(f) also bigger than B(f)),
fK =
∑
I∈K
aIY
I
=
∑
I∈{0,...,M(f)}m
aIY
I
(1 + hI(X,Y ))
where hI = g˜I − Y
I
∈ Zp[[X,Y ]]. Then, take C(fK) = M(f).
f − fK is handled by induction: like in Lemma 2.8, we consider fs,k =∑
Ik,s
aIk,sY
′Y sk . We use the inductive hypothesis to show that fs,k satisfies
the proposition. Then, the proposition is proved as f = fK+
∑
s<M(f),k≤m fs,k
: take C(f) = max{M(f), C(fs,k)}.
Then in the proof of Theorem 2.3 and Proposition 2.6 , one can take
f˜ :=
∑
J<I
VJX
I
(1 + pgJ) +X
I
+
∑
I<J,|J |<d
pVJX
I
(1 + pgJ)
where the gJ are given by Proposition 2.10. The function bIJ are determined
by the coefficients of pgJ : pgJ(X,Y ) =
∑
bIJ(Y )X
I
(i.e. bIJ is a derivative
of pgJ evaluated at zero) and d is bounded by C(f). This completes the
proof of Proposition 2.6 and of Theorem 2.3.
3 Weierstrass system generated by a set of restricted
analytic functions
Let F be a family of restricted analytic functions. As before, we denote by
LF the expansion of the language LMac by the elements of F . We will prove
that under the condition that the set of LF -terms is closed under derivation
and decomposition functions (to be defined later), the theory Zp,F is strongly
model-complete.
Let W be any Weierstrass system which contains F . Then the theory
of Zp eliminates the quantifiers in the language L
D
W . In particular, if the
functions in W are LF -existentially definable, we are done. In this section,
we will define a Weierstrass system WF such that any function in WF is
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constructible from the data set F i.e. for all f ∈ WF , there exists a finite
collection of functions f1, · · · , fk ∈ F from which one can construct f using
polynomial combinations, Weiestrass divisions, permutations of the variables
and inverses. We will see in the next section that under the above assump-
tions on F , any function in WF is actually existentially definable.
We define the Weierstrass system generated by the LF -terms by:
For each n, let W
(0)
F,n be the set of LF -terms with n variables. We define
W
(m+1)
F,n by induction on m. Assume that we have defined W
(k)
F,n for each
n ∈ N and for each k ≤ m. Then, W
(m+1)
F,n is the ring generated by:
(a) W
(m)
F,n ⊂W
(m+1)
F,n ;
(b) For all f ∈W
(m)
F,n , for all permutations σ, f(Xσ(1), · · · ,Xσ(n)) ∈W
(m+1)
F,n ;
(c) For all f ∈W
(m)
F,n , if f is invertible in Zp{X}, then f
−1 ∈W
(m+1)
F,n ;
(d) For all f, g ∈ W
(m)
F,n , if f is divisible by g(0) in Zp{X}, then f/g(0) ∈
W
(m+1)
F,n ;
(e) For each f ∈W
(m)
F,n+1 regular of order d in Xn+1, for each g ∈W
(m)
F,n+1, the
functions A0, · · · , Ad−1 ∈ Zp{X1, · · · ,Xn} and Q ∈ Zp{X1, · · · ,Xn+1}
given by the Weierstrass division and their partial derivatives belong to
W
(m+1)
F,n and W
(m+1)
F,n+1 respectively.
Let WF,n :=
⋃
mW
(m)
F,n . It is clear that these sets determine a Weierstrass
system over Zp. We denote this system by WF . Then, by Theorem 2.3, the
theory of Zp admits elimination of quantifiers in L
D
WF
. We will show that
each function of WF is strongly definable in LF (under extra assumptions
on F ).
Note that by definition, for all f ∈ W
(m+1)
F,n , there exist g1, · · · , gk ∈
W
(m)
F,n+1 such that f is obtained from g1, · · · , gk using the above opera-
tions (a)-(e) and polynomial combinations. We denote this property by
f ∈ 〈g1, · · · , gk〉. We denote f ∈ 〈f1, · · · , fk〉
∗ if we have a family of func-
tions fi,j (1 ≤ i ≤ k, 1 ≤ j ≤ n) such that
• f ∈W
(m+n)
F , fi,j ∈W
(m+n−j)
F for all i, j;
• f1,n = f1, · · · , fk,n = fk;
• f ∈ 〈f1,1, · · · , fk,1〉 and fij ∈ 〈f1,j+1, · · · , fk,j+1〉 for all i, j.
It should be clear that by induction one can find for each f ∈ WF a finite
collection of LF -terms f1, · · · , fd such that f ∈ 〈f1, · · · , fd〉
∗. Furthermore,
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Lemma 3.1. Let Ψ(X) ≡ ∃Y1, · · · , Ynφ(X,Y ) be a LF -formula where φ is
quantifier-free that is a boolean combination of formulae of the form f(X,Y ) =
0 or Pn(g(X,Y )). Then, there exists φ
′ a quantifier-free LDWF -formula such
that
Zp  ∀X
(
Ψ(X)↔ ∃Z1, · · · , Zn−1φ
′(X,Z)
)
.
Furthermore, for any subterm f in φ′ (not involving D), there exists a sub-
term h in φ and P1, · · · , Pm polynomials with coefficients in Z such that
f ∈ 〈h, P1, · · · , Pm〉
∗
This follows immediately from the proof of Theorem 2.3. And, by induc-
tion, there exists a quantifier-free LDWF -formula ϕ(X) equivalent to Ψ such
that for any term f in φ, f ∈ 〈g1, · · · , gl, P1, · · · , Ps〉
∗ where g1, · · · , gl are
the LF -subterms in Ψ and P1, · · · , Ps are polynomials with coefficients in Z.
4 Decomposition functions and definability of finite
algebraic extensions
Let F be a family of restricted analytic functions and WF be the Weier-
strass system generated by the LF -terms. We want to prove that any func-
tion of WF is LF -existentially definable. Let f ∈ W
(m+1)
F . Then there are
g1, · · · , gk ∈ W
(m)
F such that f ∈ 〈g1, · · · , gk〉. Assume that each function
gi is existentially definable. Then so is f if it is constructed from g1, · · · , gk
using the operations (a)-(d) and polynomial combinations. However, it is
not clear whether it is also the case when f is obtained using Weierstrass
division. In general, we couldn’t conclude that this is the case. So, we will
add extra-conditions on F so that the functions involved in the Weierstrass
division are existentially definable from the data set. First, we illustrate the
main idea of the existential definition on a simple example:
Let f be a LF -term regular of order d in Xn+1. Then, by the Weierstrass
preparation theorem, there are A0, · · · , Ad−1 ∈W
(1)
F,n and a unit U ∈W
(1)
F,n+1
such that:
f(X1, · · · ,Xn+1) =
[
Xdn+1 +Ad−1(X
′)Xd−1n+1 + · · · +A0(X
′)
]
· U(X),
where X ′ = (X1, · · · ,Xn). We want to give an existential definition of the
functions A0, · · · , Ad−1, U .
Fix x′ = (x1, · · · , xn) ∈ Z
n
p . It is rather clear that U(x
′,X) is strongly
definable in terms of f and A0(x′), · · · , Ad−1(x′). The graph of U is deter-
mined by the graph of f,Ad−1, · · · , A0 (roughly, U = f/(X
d
n+1 + · · · + A0);
we refer to [8] Lemma 3.4 for the precise definition).
Let α1, · · · , αd be the roots of P (X) :=
∑
Ai(x′)X
i +Xd in Qalgp . Note
that these are exactly the roots of f(x′,X) in Qalgp with nonnegative valu-
ation. Then, the coefficients Ai(x′) are uniquely determined by α1, · · · , αd.
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For instance, if the roots are nonsingular (i.e. if αi 6= αj for all i 6= j), the
coefficients Ai(x′) are uniquely determined by the system:
T (α,A0(x′), · · · , Ad−1(x′)) ≡
 1 α1 · · · α
d−1
1
...
...
...
1 αd · · · α
d−1
d
·
 A0(x
′)
...
Ad−1(x′)
 =
 α
d
1
...
αdd
 .
Other similar systems determine the coefficients in the case where the roots
are singular. The above relation leads to an existential formula which deter-
mines the graphs of the functions Ai: (x′, a) ∈ Graph(A0, · · · , Ad−1) iff the
formula
Ψ(x′, a) ≡ ∃α ∈ Qalgp
∧
i
f(x′, αi) = 0∧
(∧
i 6=j
αi 6= αj∧
∧
i
v(αi) ≥ 0∧T (α, a)
)∨[
· · ·
]
is satisfied in Zp, where
[
· · ·
]
holds for the disjunction of the systems de-
termining A0(x′), · · · , Ad−1(x′) in all possible singular cases. However, the
existential quantifiers in this formula quantify over elements in Qalgp (the
αi’s). Actually, using properties of finite extension of Qp we can replace Q
alg
p
by a finite algebraic extension in the above formula:
It follows from Krasner’s lemma that the p-adic field Qp has finitely many
algebraic extensions of a given degree (which can be assumed generated by
elements algebraic overQ). So, we can construct a sequence of finite algebraic
extensions K1 ⊆ K2 ⊆ · · · such that:
• Kn is the splitting field of Qn(X) polynomial of degree Nn with coef-
ficients in Q;
• Kn = Qp(βn) for all βn root of Qn;
• any extension of degree n is contained in Kn and its valuation ring is
contained in Vn := Zp[βn].
Let us remark that for all x′ ∈ Znp , α1, · · · , αd ∈ Vd. So, in the above formula
Ψ, we can quantify over Vd instead of Q
alg
p .
Let f ∈ F . Then, f defines an analytic function on Vd. So, we can
consider the structure (Vd,+,−, ·, 0, 1, Pn, f ; n ∈ N, f ∈ F ). If this structure
is existentially definable in Zp,F then the above formula Ψ can be translated
in Zp and we are done.
It is well known that the structure of ring is definable but this may not be
the case for the elements of F . We will extend F by a family of functions
F˜ so that the structure (Vd,+,−, ·, 0, 1, Pn, f ; n ∈ N, f ∈ F˜ ) is existentially
definable in Z
p,F˜
.
For this, it is sufficient to describe the decomposition of f in the basis
of Vd over Zp. Fix f ∈ F and y =
∑
yiβ
i
d ∈ V
k
d (where yi ∈ Z
k
p). We
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decompose f(y) in the basis of Vd over Zp:
f(y) = f
(∑
yiβ
i
d
)
= c0,f,d(y)+c1,f,d(y)βd+· · ·+cNd−1,f,d(y)β
Nd−1
d , (∗)
where y = (y0, · · · , yNd−1). It determines functions ci,f,d ∈ Zp{X1, · · · ,XkNd}.
We call these functions the decomposition functions of f in Kd. Note that
these functions are independent of the choice of βd. Indeed, for all σ in the
Galois group of Kd over Qp (denoted by Gal(Kd/Qp)),
f(yσ) = f
(∑
yiβ
σ
d
i
)
= c0,f,d(y)+c1,f,d(y)β
σ
d+· · ·+cNd−1,f,d(y)β
σ
n
Nd−1, (∗∗)
by continuity of σ. Let F˜ := F ∪ {ci,f,d | f ∈ F, d ∈ N and i < Nd}. Then,
by definition,
Lemma 4.1. For all d, the structure (Vd,+,−, ·, 0, 1, Pn, f ; n ∈ N, f ∈ F )
is existentially definable in Zp,F˜ .
At this point, one may expect that we will need to add further decompo-
sition functions so that the structure (Vd,+,−, ·, 0, 1, Pn, f ; n ∈ N, f ∈ F˜ )
is also definable. However this is not the necessary. Indeed, let us remark
that the ci,f,d(y) are linear combinations of the f(y
σ): by (∗∗), c0,f,d(y)...
cNd−1,f,d(y)
 = V −1
 f(y
σ1)
...
f(yσNd )
 ,
where V is the Vandermonde matrix of the roots of Qd and σi are the ele-
ments of Gal(Kd/Qp). So, as power series,
det V · ci,f,d(y) =
∑
aiβ
i
df
(∑
Ri(y)β
i
d
)
,
where ai ∈ Q ∩ Zp and Ri is a polynomial with coefficients in Zp ∩ Q.
Therefore, the above relation holds for all y ∈ V kNdl . So,
Proposition 4.2. For all d, the structure (Vd,+,−, ·, 0, 1, Pn, f ; n ∈ N, f ∈
F˜ ) is existentially definable in Z
p,F˜
.
Finally note that if the set of LF -terms is closed under derivation, so is
the set of LF˜ -terms. This follows immediately from the above equality (∗).
5 Strong model-completeness
First, let us describe the existential definitions of the functions in WF .
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Proposition 5.1. Let F be a family of functions in Zp{X}. Assume that
the set of LF -terms is closed under derivation. Let F˜ be the extension of F
by the decomposition functions in Kd of each f ∈ F (for all d ∈ N). Let
g ∈ W
F˜
. Then g is strongly definable in L
F˜
. Furthermore, for all d, the
structure (Vd,+,−, ·, 0, 1, g) is strongly definable in Zp,F˜ .
Given a function f ∈ Zp{X1, · · · ,Xn}, we denote the set
{
∂kf
∂Xki
; 1 ≤ i ≤ n, k ∈ N
}
by [f ].
Proof. The proof is very similar to the corresponding results in [8]. The
existential definitions given below are the p-adic equivalent of the real case.
Let us recall that for all f ∈W
(m+1)
F˜ ,n
, there exist g1, · · · , gk ∈W
(m)
F˜
such
that f ∈ 〈g1, · · · , gk〉. So, it is sufficient to prove by induction on m that
1. For all f ∈ W
(m+1)
F˜ ,n
, f and its derivatives are strongly definable in
terms of functions in W
(m)
F˜ ,n+1
(and their derivatives);
2. The definitions remain true uniformly over the algebraic extensions Vd
i.e. the graphs of the function f : V kd → Vd and of its derivatives are
strongly definable in terms of functions in W
(m)
F˜ ,n+1
(and their deriva-
tives).
By definition of the language L
F˜
and by Proposition 4.2, it is clear that the
extensions of the functions inW
(0)
F˜ ,n
to Vd are definable. And so are the graphs
of their derivatives as the set of LF˜ -terms is closed under derivation. So, we
assume by induction that the graph of the extension to Vd of any function
in W
(k)
F˜ ,n
(or one of its derivative) is strongly definable in our structure for all
d, for all n and for all k ≤ m.
Let f ∈ W
(m+1)
F˜ ,n
. Then, f = P (f1, · · · , fk) where P ∈ Z[Y ] and
f1, · · · , fk ∈ W
(m+1)
F˜ ,n
are functions of the type (a)-(e) in the definition of
Weierstrass system generated by the LF -terms. If the functions f1, · · · , fk
satisfy properties 1. and 2., then f also satisfies these properties. Indeed,
the graph of f is strongly definable in terms of f1, · · · , fk as (x, y) is a point
of the graph of f as functions from Zp to itself (or as function from Vd to
itself if the below formula is satisfied in Vd) iff
Zp  ∃t1 · · · ∃tk
∧
ti = fi(x) ∧ y = P (t1, · · · , tk).
Similarly for the derivatives of f . So, we can assume that f is a function of
the type (a)-(e).
The cases where f is obtained as the division of a function g ∈ W
(m)
F˜ ,n
by division by h(0) or is a function g in W
(m)
F˜ ,n
(i.e. h = 1) are obvious:
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(x, y) ∈ Graph(f) iff
Zp  h(0)y = g(x).
If f(X) = g(Xσ(1), · · · ,Xσ(n)) where σ is a permutation of {1, · · · , n} then
the tuple (x, y) belongs to the graph of f iff
Zp  ∃t
∧
i
ti = xσ(i) ∧ y = g(t).
If f is the inverse of a function g, then (x, y) belongs to the graph of f iff
Zp  yg(x) = 1.
Therefore, in these cases (a)-(d), both the graphs of f , of its derivatives
and their extensions to Vd are strongly definable in terms of [g]. So, we are
reduced to the case (e):
Let f, g ∈ W
(m)
F˜ ,n+1
where f has order d in Y = Xn+1. Then, there are
A0, · · · , Ad−1 ∈W
(m+1)
F˜ ,n
and Q ∈W
(m+1)
F˜ ,n+1
such that
g = Qf +
(
Ad−1Y
d−1 + · · ·+A1Y +A0
)
.
We have to prove that A0, · · · , Ad−1, Q (and their derivatives) are strongly
definable in Zp and that the definitions work uniformly over the algebraic
extensions Vd.
Fact. A0, · · · , Ad−1 are strongly definable in terms of [f, g].
Proof. Fix x ∈ Znp . Let α1, · · · , αd be the roots of f(x, Y ) in Vd (we take in
account multiplicities). Then, A0(x), · · · , Ad−1(x) are uniquely determined
by these roots. Indeed, first assume that the roots are distinct. In this case,
A0(x), · · · , Ad−1(x) are determined by the relations:
αi 6= αj for all i, j
f(x, αi) = 0 for all i 1 α1 · · · α
d−1
1
...
...
...
1 αd · · · α
d−1
d

 A0(x)...
Ad−1(x)
 =
 g(x, α1)...
g(x, αd)
 .
If f(x, Y ) admits singular roots, say α1 = α2 and αi 6= αj for all i 6= j,
i, j 6= 2 for instance, then we replace the d equations f(x, α1) = · · · =
f(x, αd) = 0 by f(x, α1) =
∂f
∂Y (x, α1) = f(x, α3) = · · · = f(x, αd) = 0. The
functions Ai are determined in this case by the relations:
αi 6= αj for all i 6= j, j 6= 2
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f(x, αi) = 0 for all i 6= 2
∂f
∂Y
(x, α1) = 0
1 α1 · · · α
d−1
1
0 1 · · · (d− 1)αd−21
1 α3 · · · α
d−1
3
...
...
...
1 αd · · · α
d−1
d


A0(x)
A1(x)
A2(x)
...
Ad−1(x)
 =

g(x, α1)
∂g
∂Y (x, α1)
g(x, α3)
...
g(x, αd)
 .
For each configuration of multiplicities of the roots of f(x, Y ), the coefficients
Ai are completely determined by a system like above. We proceed to a
disjunction over all possible cases to define the graphs of A0, · · · , Ad−1 on
Znp .
Let Ψ(x,A0(x), · · · , Ad−1(x), α) be the disjunction of all possible systems
like above. Then, the following formula gives an existential definition of the
graphs of A0, · · · , Ad−1:
∃α1 · · ·αd ∈ Vd Ψ(x,A0(x), · · · , Ad−1(x), α).
Let us remark that the above definition is an existential definitions where we
quantify over Vd. We interpret this formulas in Zp. So, formally, the αi’s are
replaced by tuples. The additions, multiplications (in Vd in Ψ) are replaced
by their interpretation in Zp. Similarly, the functions f, g, their derivatives
are also replaced by their interpretations in Zp (which exists by inductive
hypothesis).
Note also that the αi’s are only unique up to permutation. It means
that so far, we have only existentially defined the graphs of the Ai’s. This
is a consequence of the existence of Skolem function in Qp: We transform
this existential definition into a strong existential formula using [2]. In this
paper, J. Denef gives a formula of definable selection for finite sets i.e. a
quantifier-free formula D(x,X) (where X is a new predicate) such that for
all X(v) a predicate corresponding to a finite set in Qp:
Qp  ∃v1, · · · , vs
[∧
iX(vi) ∧
∧
i,j vi 6= vj
]
→ ∃!v1, · · · ∃!vs
[∧
iX(vi) ∧
∧
iD(vi,X) ∧
∧
i,j vi 6= vj
]
.
We use this formula with X equals to the set {α1, · · · , αd} (interpreted in
Zp) to get a strong definition of the graphs of the Ai’s.
Note that the above formula works uniformly over the algebraic exten-
sions. Therefore, the graphs of the A′is as functions from V
n
d to Vd are also
strongly definable.
Fact (Lemma 3.4 [8]). Q and its derivatives (with respect to Y ) are strongly
definable in terms of [f, g], A0, · · · , Ad−1.
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Fact (Proposition 3.8 [8]). For all I, j, ∂
IA0
∂X
I , · · · ,
∂IAd−1
∂X
I and
∂I ∂jQ
∂X
I
∂Y j
are
strongly definable in terms of [f, g], A0, · · · , Ad−1, Q.
One can adapt these formula in the p-adic context as above. Again,
it leads to existential definitions where the quantifiers are over Vd and we
have to interpret these formulas in Zp. Note that the definitions also work
uniformly over finite algebraic extensions.
This proves that A0, · · · , Ad−1, Q and their derivatives are strongly de-
finable functions in terms of functions in W
(m)
F˜ ,n+1
and therefore completes
the proof of the proposition.
The first main theorem follows immediately from Theorem 2.3 and Propo-
sition 5.1
Theorem 5.2. Let F be a family of restricted analytic functions. Assume
that the set of LF -terms is closed under derivation. Let F˜ be the extension
of F by the decomposition functions of f for each f ∈ F . Then, Zp,F˜ is
strongly model-complete in LF˜ .
6 Effective Weierstrass system
We are now interested in an effective version of Theorem 5.2 i.e. is there
an algorithm which takes for entry a LF˜ -formula and return an existential
LF˜ -formula equivalent to it. First, we remark that we need some way to
encode formulas. This is only possible if F is countable. Therefore, from
now on, we will assume that this is the case. We fix a Gödel numbering
for the language LF˜ . Then every term and formula has a code attached
to it. In Theorem 5.2, we assume that the set of LF -terms is closed under
derivation. It is important that the derivation is effective i.e. that for all
variable Xi, there is an algorithm which takes for entry (code for) a LF -
term (say f(X)) and return (the code for) the LF -term
∂f
∂Xi
. Whenever all
these hypotheses are satisfied we will say that F is an effective family of
restricted analytic functions. Note that we do not need to assume that the
set of LF˜ -terms is closed under (effective) derivation: by definition of the
decomposition functions, this set is closed under derivation and we have an
explicit formula for the derivation of the decomposition functions in terms
of the elements of F .
Let F be an effective family of restricted analytic functions and WF˜ be
the Weierstrass system generated by the LF˜ -terms. Then for each f ∈ WF˜
there exists an existential L
F˜
-formula that defines the graph of f : this is the
statement of Proposition 5.1. Let EF be the set of existential LF˜ -formulas
in the form of Proposition 5.1. By the proof of the proposition, this set of
formulas is recursively enumerable. We also fix some recursive rule so that
20
our formula is written in such way that we keep track of each step of the
inductive procedure and of the different cases that are used i.e. given a code
for a function we have to be able to reconstruct how that function has been
obtained (using operations (a)-(e) in the definition of Weierstrass system
generated by the LF -terms). Each element of this set has a code attached
to it and given a code for an L
F˜
-formula, we can determined whether or
not this code correspond to an element of EF . Note that it is possible that
an element of EF does not interpret in Zp the graph of an element of WF
(for instance, if we write a formula that is the definition of the coefficient
of Weierstrass division applied to a nonregular function). This is not an
issue: indeed, in the course of the proof of model-completeness, we only use
elements in EF that are constructed as the graph of an element of WF (and
a code for such an element is computable from the way it is constructed). In
an other direction, the same element of WF can be coded by two different
elements of EF : again it is not an issue as we are only interested in the
model-completeness. The full decidability of the theory would require to
determine whether or not two such codes (i.e. existential formulas) interpret
the graph of the same function.
Let us recall Theorem 2.3: the theory of Zp in the language of Macintyre
expanded by symbols for the element of a Weierstrass system and division
admits the elimination of quantifiers. Assume that the Weierstrass system is
of the type WF˜ for some F effective family of restricted analytic functions.
Then, an inspection of the proof given in 2.3 shows that it is recursive except
for the use of Proposition 2.6 and the construction of f˜ . Let Φ be a LF˜ -
formula. Once we have determined a procedure to compute d(f) and a code
for f˜ (from the code f), any function that appear in the proof of quantifier
elimination is in WF˜ and we can compute a code attached to it. So, we can
code a quantifier-free equivalent to φ (in LW
F˜
). Then by Proposition 5.1, we
can compute an existential L
F˜
-formula equivalent to Φ.
In Lemma 2.8, Lemma 2.9 and Proposition 2.10, we give an explicit de-
scription of the construction of f˜ and of the functions bIJ . Furthermore,
the d that appear in Proposition 2.6 can be bounded in terms of S(f) and
S(g1), · · · , S(gl) where gi ∈ WF˜ is obtained from f in an explicit way i.e.
there is a computable element of EF attached to each gi. So, if S(g) is com-
putable from a code for g, the proof of Theorem 2.3 can be done recursively
and therefore, we obtain effective model-completeness. We will say that a
Weierstrass system generated by LF˜ -terms is effective if the constants S(g)
are computable for all g ∈WF˜ :
Definition 6.1. A Weierstrass system W
F˜
is called effective if there exists
an algorithm which takes for entry e a code for an element of EF and return
an integer S(e) such that, if e is the code for a function interpreted in Zp by
the graph of an element f(X,Y ) in WF˜ , for all x ∈ Zp the set
{y ∈ Op | f(x, y) = 0}
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is either infinite or has cardinality less than S(e).
Note for f ∈ WF˜ that appear in the proof of Theorem 2.3 we have a
code e ∈ W
F˜
attached to it. We set S(f) = S(e). This is a slight abuse
of notation as it could happen that some f ′ that is construct in some other
way is equal to f . In that case, we have a code e′ attached to f ′ and it could
happen that S(e) 6= S(e′). This is not an issue in our case as we are only
interested by model-completness. So, we have no need to check whether or
not two existentential formulas that define the graph of a function interprete
the same function in Zp (so, there is not harm to assume this is not the case).
If WF˜ the Weierstrass system generated by the LF˜ -terms is effective
then the strong model-completeness in Theorem 5.2 is effective. In fact,
under some extra-hypotheses on F , it will turn out that it is sufficient to
have control on the LF -terms to obtain an effective Weierstrass system.
Definition 6.2. Let F be an effective family of restricted analytic functions.
We say that F has an effective Weierstrass bound if there is an algorithm
which takes for entry a code for a LF˜ -term f and return an integer d(f)
which satisfies the properties of Fact 2 i.e. that if f(X,Y ) =
∑
aI(X)Y
I
,
there are bIJ(X) ∈ Zp[[X ]] with ‖bIJ(X)‖ < 1 and ‖bIJ‖ → 0 as |I| → ∞,
such that for all I with |I| ≥ d(f),
aI(X) =
∑
|J |<d(f)
bIJ(X)aJ(X).
Note that in the above definition, d depends on a choice of a partition
(X,Y ) on the variables of f . In fact, in the definition, either we need an
algorithm for each possible partitions or we may also take d(f) to be the
max of all d(X,Y )(f) over all possible partition (i.e. we may assume that
d(f) is independent of a particular choice of partition). Let us remark that
it is not required that the series bIJ are (effectively) existentially definable.
We explain now the link between S(f) for f ∈ WF˜ and d(g) for LF˜ -term
g. Note that in the above definition, d depends on a choice of a partition
(X,Y ) on the variables of f . In fact, in the definition, either we need an
algorithm for each possible partitions or we may also take d(f) to be the
max of all d(X,Y )(f) over all possible partition (i.e. we may assume that d(f)
is independent of a particular choice of partition). Let us remark that it is
not required that the series bIJ are (effectively) existentially definable. We
explain now the link between S(f) for f ∈W
F˜
and d(g) for L
F˜
-term g.
Let f be an L
F˜
-term and d(f) as defined above. Then, S(f) ≤ d(f).
Indeed, S(f) is a uniform bound on the the number of solutions in Op of
f(X, y) = 0. Strassmann’s theorem states that it is equals to the index of
the last coefficient of minimal valuation. By definition, d(f) is an upper
bound for the index of this coefficient.
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In general, let f be a function in our Weierstrass system. Then, there are
integers n andm+1 such that f ∈W
(m+1)
F˜ ,n
. The function f has an existential
definition in terms of functions in W
(m)
F˜ ,n+1
: there exist g1, · · · , gk ∈ W
(m)
F˜ ,n+1
such that f ∈ 〈g1, · · · , gk〉. We will see that S(f) can be bounded in terms
of d(g1), · · · d(gk) (actually; one also need to take in account derivatives of
these functions and composition with polynomials). Going down by in-
duction, we may assume that the gi’s are LF˜ -terms. So, assuming that
d(g1), · · · , d(gk) are computable for all gi LF˜ -terms (i.e. F has an effective
Weierstrass bound), we will be able to compute S(f).
The cases where f is obtained from a function g by inversion, permutation
of the variables or division by a constant are rather easy (the number of zeros
of f is immediately determined by the number of zeros of g). The main
difficulty is the case where f is obtained using Weierstrass division. In this
case, by the definitions given in the facts 5 to 5 in Proposition 5.1, we see
that zeros of such a function correspond to zeros of systems of n′ equations
in W
(m)
F,n′ (with the same parameters as the one that appear in f).
In section 7, we will bound the number of solutions in (Op)
n of a general
system of n analytic functions with n variables (uniformly over parameters)
in an effective way (depending on the constants d(f) for any f in the system
or one of its derivatives). For this, we will use results of tropical analytic
geometry from [6]. These results relate the number of solutions of the system
to a geometric volume. This volume will be in turn bounded effectively in
terms of d(g)’s where g is any function in the system or one of its derivatives.
However, to use the results we may need to apply a small perturbation to
our system as follow:
Definition 6.3. Let f ∈ Zp{X}. We say that f is overconvergent if there
is a ball B around zero that strictly contains Onp and such that f converges
on B.
Let f ∈ Zp{X} overconvergent. Let t ∈ Op with positive valuation less
than ε. Let f̂ = f(t−1X). If f is overconvergent, then f̂ ∈ Zp{X} if ε is
small enough (in fact, f̂ ∈ Qp{X} but as we are interested in the zeros of f ,
we can multiply by a scalar (that only depends on ε and not on t) so that all
coefficients are in Zp). As f̂ is a restricted power series, we may defined d(f̂)
and S(f̂) as before. To get effective model-completeness, it will be required
that d(f̂) is computable (for all term f in our language).
Let us give some more precise definition of our setting. The key example
to keep in main is the case of exponential terms. We consider F such that
each LF -term is overconvergent (the radius of convergence may be different
for each term). We assume that F is closed under decomposition functions
and that the set of LF -terms is closed under derivation in an effective way
(in the sense of the beginning of the section). We will finally assume that F
satisfies the following definition:
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Definition 6.4. We say that the set of LF˜ -terms has an effective generalised
Weierstrass bound if there is an algorithm which takes for entry a code for
a LF˜ -term and return an integer d
′(f) such that there exists ε(f) > 0 such
that for all t ∈ Op with positive valuation less than ε(f) , d(f̂) ≤ d
′(f) where
f̂ is obtained from f after the change of variable Xi → Xit
−1 for all i.
Note that in the above definition, ε(f) may depend on f but we do not
require that the ε(f) is computable. The existence of ε(f) for the interpre-
tation of the language is sufficient. This existence will be guaranteed by the
hypothesis of overconvergence. In fact, the algorithm takes for entry LF˜ -term
i.e. a syntaxic object and return d′(f) so that for the interpretation of the
language there is some ε such that for all t with 0 < v(t) < ε, d(f̂) ≤ d′(f).
In our application in the exponential case, we will take d′(f) to be d(f̂) for
some t with computable valuation (so in that case, ε is computable). The
above definition makes sense as we are interested in change of variables with
v(t) small enough and because of the following inequalities:
Lemma 6.5. Let t, t′ ∈ Op with 0 < v(t) < v(t
′). Let f̂ (resp. f̂ ′) be
the series obtained from f after the change of variables Xi → Xit
−1 (resp.
Xi → Xit
−1). Then, d(f̂) ≤ d(f̂ ′) (and, S(f̂) ≤ S(f̂ ′)).
Proof. Let f(X,Y ) =
∑
I aI(X)Y
I
. Then,
f̂(X,Y ) =
∑
aI(X)
Y
I
t|I|
=:
∑
âI(X)Y
I
;
f̂ ′(X,Y ) =
∑
aI(X)
Y
I
t′|I|
=:
∑
â′I(X)Y
I
.
As v(t′) > v(t), t′ = ct for some c with v(c) > 0. Assume that for all I,
|I| ≥ d(f̂ ′), there are bIJ such that ‖bIJ‖ ≤ 1, ‖bIJ‖ → 0 as |I| → ∞ and
for all I with |I| ≥ d(f̂ ′)
â′I =
∑
|J |<d(f̂ ′)
â′JbIJ ,
By definition of â′I and as t
′ = ct, it implies that
aI
t′|I|
=
aI
t|I|c|I|
=
∑
|J |<d(f̂ ′)
aJ
t|J |c|J |
bIJ
i.e.
aI
t|I|
= âI =
∑
|J |<d(f̂ ′)
âJ
c|I|
c|J |
bIJ .
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As |I| > |J |, v( c
|I|
c|J|
) > 0. Set b′IJ :=
c|I|
c|J|
bIJ . Then for all I, |I| ≥ d(f̂
′),
‖b′IJ‖ ≤ 1, ‖b
′
IJ‖ → 0 as |I| → ∞ and for all I with |I| ≥ d(f̂
′)
âI =
∑
|J |<d(f̂ ′)
âJb
′
IJ .
So, d(f̂) ≤ d(f̂ ′).
Our second main theorem is that assuming F to be an effective family of
restricted overconvergent analytic functions and that the set of LF˜ -terms has
an effective generalised Weierstrass bound, then WF˜ is an effective Weier-
strass system and so we have effective model-completeness. But first, we
prove the promised result on the effective bound for system of analytic func-
tions.
7 Effective bound on the number of solutions in Op
of some effective analytic system
First, we start this section by stating some results and definitions from [6]
that will be used in our proofs. Let us remark that we do not state the
definitions nor the results in full generality but we have restricted them in
the case of our interest. In particular, the results hold if we replace Qp by
any of its finite algebraic extension or by Cp.
Let P =
∏
[ri,∞) ⊂ R
n with ri ∈ Q. Then, Zp〈P 〉 denotes the set of
power series in Zp[[X ]] convergent on the product of balls with center 0 and
radius p−ri i.e.
Zp〈P 〉 =
{∑
aIX
I
| v(aI) + 〈I, v(x)〉 → ∞ ∀x such that v(x) ∈ P
}
,
(where 〈·, ·〉 denotes the usual scalar product and the limit is taken over
|I| → ∞). For instance, if P =
∏
[0,∞)n then Zp〈P 〉 = Zp{X}.
Let x ∈ Cnp . The tropicalization of x, denoted by trop(x), is the tuple
formed by the valuations of the xi’s:
trop(x) = (v(x1), · · · , v(xn)).
Let f ∈ Zp〈P 〉 and C ⊆ P :=
∏
[ri,∞], we denote
V (f ;C) = {x ∈ Cp | trop(x) ∈ C and f(x) = 0}.
If C = P , we denote the above set by V (f).
We define the tropicalization of f as the closure of the set
{ν ∈ P | there exists x ∈ V (f) such that and trop(x) = ν},
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where the closure is taken in P . We denote this set by Trop(f, P ) or by
Trop(f) when P is clear from the context. Similarly, if Y is a subset of Cnp ,
Trop(Y ) denote the image of Y by the map trop in (R ∪ {∞})n.
Trop(f) is actually completely determined by the coefficients of f : Let
f =
∑
aIX
I
∈ Zp〈P 〉. Fix ν ∈ P . Let
vertν(f) = {(I, v(aI )) | v(aI) + 〈I, ν〉 ≤ val(aI′) + 〈I
′, ν〉
for all monomials aI′X
I′
of f}.
This is the set of points such that the valuation of the monomial aIx
I is
minimal (among all valuation of the monomial of the series) for trop(x) = ν.
As f ∈ Zp〈P 〉, v(aI) + 〈I, ν〉 → ∞. So, vertν(f) is actually a finite set.
Furthermore, it is proved in [6] (Lemma 8.2) that vertP (f) =
⋃
ν∈P vertν(P )
is finite.
We define the initial form of f with respect to ν to be
inν(f) =
∑
(I,v(aI ))∈vertν (f)
aIX
I
∈ Zp[X ].
Let us remark that
vertν(f) = {(I, v(aI )) | aIX
I
is a monomial of inν(f)}.
Let f ∈ Zp〈P 〉. Let t ∈ C
n
p such that f(t) = 0. By the ultrametric
inequality, we have that for some I, I ′ ∈ Nn distinct, v(aI t
I
) = val(aI′t
I′
) =
minJ{val(aJ t
J
)}. So, if ν = v(t) ∈ Trop(f), invν(f) is not a monomial. A
crucial result in [6] is that the converse is true:
Lemma 7.1 (Lemma 8.4 in [6]). Let f ∈ Zp〈P 〉 nonzero. Then,
Trop(f) = {ν ∈ P | invν(f) is not a monomial}.
So, Trop(f) is determined by invν(f) i.e. by the coefficients of f . Trop(f)∩
Rn is actually a rather simple subset of Rn : a polyhedral complex.
Definition 7.2. A polyhedron is a finite intersection of half-hyperplane in
Rn. The dimension of a polyhedron P is the dimension of the smallest affine
subspace of Rn containing P . We refer to [6] section 2 for the formal defini-
tions of faces and other notion from convex geometry. A polyhedral complex
is a finite collection Π of polyhedra in Rn (called faces or cells of Π) such
that
• if P,P ′ ∈ Π, P ∩ P ′ 6= ∅, then P ∩ P ′ is a face of P and a face of P ′;
• for all P ∈ Π if F is a face of P then F ∈ Π.
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The support of Π, denoted |Π| is the set
⋃
P∈Π P . The dimension of Π is
the dimension of the highest dimensional cell of Π.
For ν ∈ Trop(f) ∩ Rn, we define
γν = {ν
′ ∈ Trop(f) ∩ Rn | vertν′(f) ⊇ vertν(f)}.
If Trop(f) is non-empty and f nonzero, the collection {γν , ν ∈ Trop(f)∩R
n}
is a polyhedral complex in Rn of codimension at least 1 (i.e. all maximal
cells have dimension at most n− 1). The support of this complex is exactly
Trop(f) ∩ Rn. We will denote by Trop(f) ∩ Rn the complex as well as its
support.
Let pi : Nn × R −→ Nn denote the projection on the n first coordinates.
We define
γˇν = pi(conv(vertν(f)));
where conv() denotes the convex closure of the set in Rn. This a bounded
polyhedron. The Newton complex of f is the collection of polyhedra {γˇν |
ν ∈ P}. We denote by New(f, P ) this set or by New(f) when P is clear
from the context. In general this set is not a polyhedral complex: some face
of a polyhedron in New(f) may not belong to New(f). Indeed, a face of
a polyhedron γˇν may correspond to the projection of a set conv(vertν(f))
where ν /∈ P (or f is not convergent at elements of tropicalization ν). It
turns out that it is a polyhedral complex in the case where f is polynomial
(in which case we consider the set of all γˇν for ν ∈ R
n). The support of
New(f) is
|New(f)| = conv{I ∈ N | (I, val(aI)) ∈ vertν(f) for some ν ∈ Trop(f)∩R
n}.
We will also denote this support by New(f). The complexes New(f) and
Trop(f) ∩ Rn are dual to each other in the following sense:
Proposition 7.3 (J. Rabinoff [6] Proposition 8.6.2). 1. For all ν, ν ′ ∈ Trop(f)∩
Rn, γν is a face of γν′ iff γˇν′ is a face of γˇν .
2. For all ν ∈ Trop(f) ∩ Rn, γν and γˇν are orthogonal in the sense that
the linear subspaces of Rn associated to the affine spans of γν and γˇν
are orthogonal. Furthermore, dim(γν) + dim(γˇν) = dim(R
n).
The above proposition implies that we have one-to-one correspondence
between cells of Trop(f)∩Rn and positive dimensional polyhedra in New(f).
Example 7.1. Let f(x, y) = px+xp+ yp. We have drawn the tropicalization
and the Newton polygon of f in figure 1. Where in these figures, we take
P = (−∞,+∞)2 (with the obvious extensions of the definitions). If P =
[r,∞)×[s,∞), then Trop(f)∩Rn is the intersection between the set described
in the above figure and P . New(f) is the collection of all γˇi such that γi∩P
has the same dimension that γi.
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γ3
γ1
γ2
γ4
(a) Trop(f) ∩ Rn
γˇ1
γˇ2 γˇ3
γˇ4
(b) New(f)
Figure 1: The tropicalization and Newton complex of px+ xp + yp.
One of the main result of [6] is a generalization of the classical result on
Newton polygons for power series in Zp. It relates the number of solutions
with a given valuation to the (mixed) volume of some polyhedron in New(f).
First let us define the notion of mixed volume:
Definition 7.4. Let P1, · · · , Pn be bounded polyhedra in R
n. The Minkowsky
sum of P1, · · · , Pn is
P1 + · · · + Pn = {v1 + · · ·+ vn | vi ∈ Pi}.
For λ ∈ R≥0, we set λPi = {λv | v ∈ Pi}. We define the function
VP1···Pn : R
n
≥0 −→ R
(λ1, · · · , λn) 7−→ vol(λ1P1 + · · · + λnPn)
where vol is the usual Euclidean volume. The function VP1···Pn is actu-
ally a homogeneous polynomial in λ1 · · ·λn of degree n. The mixed volume
MV (P1 · · ·Pn) is defined to be the coefficient of the λ1 · · ·λn-term of VP1···Pn.
Remark. The function MV is monotonic. So, if P1, · · · , Pn ⊂ P ,
MV (P1, · · · , Pn) ≤MV (P, · · · , P ) = V ol(P ).
Theorem 7.5 (J. Rabinoff [6] Theorem 11.7). Let f1, · · · , fn ∈ Zp〈P 〉.
Then for all ν ∈
⋂
i Trop(fi) ∩ R
n isolated in the interior of P , let γˇi =
pi(vertν(fi)) ∈ New(fi). Then∣∣∣∣∣⋂
i
V (fi; {ν})
∣∣∣∣∣ ≤MV (γˇ1, · · · , γˇn).
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We fix now F a family of restricted analytic functions like in section 6 i.e.
such that the set of LF -terms is closed under derivation (in a effective way).
We will also assume that the set of LF -terms has an effective generalised
Weierstrass bound. Let W
(0)
F denote the set of LF -terms.
We will now prove that if f1, · · · , fn ∈ W
(0)
F then uniformly over the
parameters y, we can compute a bound on the number of isolated points in⋂
Trop(fi) and on the number of zeros in
⋂
i V (fi) with tropicalization ν (for
a fixed isolated valuation ν in
⋂
Trop(fi)∩R
n
>0, the bound will not depend
on the choice of ν). Actually, these number will be bound by a recursive
function depending on some d(g)’s where the g’s could be fi or some of their
derivatives.
The key result is that we can compute a set in which lives the support
of New(f):
Lemma 7.6. Let f ∈ W
(0)
F . Then, we can effectively find an integer E(f)
such that for all y ∈ Zmp , either f(X, y) is identically zero or New(f(X, y)) ⊆
Bmax(E(f)).
In this lemma, Bmax(E) denotes the set {I ∈ R
n | maxk{|ik|} ≤ E}.
Note also that we have identified New(f) and its support.
Proof. Let us recall that an element of New(f) is the projection of a set
vertν(f) (for ν ∈ R
n, ν = trop(x) for some x ∈ (O∗p)
n) i.e. is the set
of indexes J such that v(aJ (y)) + 〈ν, J〉 reaches the minimum of the set
{v(aI(y)) + 〈ν, I〉; I ∈ N
n} for some ν ∈ [0,∞)n. So, it is sufficient to show
that for all ν ∈ [0,∞)n the projection of the set vertν(f) is contained in
Bmax(E(f)) for suitable (computable) E(f).
As f ∈W
(0)
F , we know that there exists d(f) (computable) such that for
all |I| ≥ d(f),
aI(Y ) =
∑
|J |<d(f)
bIJ(Y )aJ (Y ),
where bIJ ∈ WF (the Weierstrass system generated by the LF -terms) with
‖bIJ‖ < 1. Fix y ∈ Zp and assume f(X, y) 6≡ 0 i.e. aI(y) 6= 0 for some
|I| < d(f). First, let us remark that for all I such that i1, · · · , in ≥ d(f), for
all x ∈ (O∗p)
n, we can find J with |J | < d(f) such that
v(aI(y)) + 〈I, trop(x)〉 ≥ min
|K|<d(f)
{v(bIK(y)) + v(aK(y)) + 〈K, trop(x)〉}
> v(aJ(y)) + 〈J, trop(x)〉.
If n = 1, take E(f) = d(f) and we are done by the above inequality.
In the general case, we already know by the above inequality that no
index I that satisfies i1, · · · , in ≥ d(f) can be a point of vertν(f). It remains
to bound indexes in vertν(f) with at least one coordinate less than d(f).
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Fix 1 ≤ k ≤ n and 1 ≤ s ≤ d(f). Fix a coefficient I whose kth coordinate
is s. Then, aI(y)X
I
is the (i1, · · · , ik−1, s, ik+1, · · · , in)th coefficient of the
function fs,k(X, y)X
s
k where
fs,k(X, y) = (1/s!)
∂sf
∂xsk
(X1, . . . ,Xk−1, 0,Xk+1, · · · ,Xn, y).
Then, as fs,k ∈W
(0)
F (by hypothesis this is closed under derivation), there is
d(f, s, k) := d(fs,k) such that for all I with maxj 6=k{ij} ≥ d(f, s, k),
v(aI(y)) +
∑
l 6=k
ilv(xl) > min{v(a(j1,··· ,jk−1,s,jk+1,··· ,jn)(y)) +
∑
l 6=k
jlv(xl)}.
where the min is taken in {J ′ : |J ′| = |(j1, · · · , jk−1, jk+1, · · · , jn)| < d(f, s, k)}.
We set:
E′(f) = max
k≤n
max
s≤d(f)
{d(f, k, s), d(f)}.
If n = 2, we can take E(f) = E′(f). Otherwise, we can compute E(fs,k) for
all s ≤ d(f) and k ≤ n by induction: we proceed like above with f = fs,k.
Then, we take E(f) = maxs,k{E(fs,k), E
′(f)}.
Remark. Note that in the above lemma, we can make vary the parameter
y over Omp . Then, it does not change the bound E(f). This is also true for
all the below result: the bounds we find also works if the parameters vary
over Op instead of Zp.
We can now bound effectively the number of roots of a system f with
isolated tropicalization.
Lemma 7.7. Let f = (f1, · · · , fn) ⊂ W
(0)
F . Then, one can compute in-
tegers D1 and D2 (depending only on f) such that for all y ∈ Z
m
p , either⋂
V (fi(X, y)) is infinite, or
⋂
Trop(fi(X, y))∩R
n has less than D1 isolated
points and for each such a point ν, the cardinality of
⋂
V (fi(X, y), {ν}) is
less than D2.
In particular, under these hypotheses, whenever the system f has finitely
may solutions in (Op)
n, it has at mostD1 ·D2 solutions in (O
∗
p)
n with isolated
tropicalization with positive valuation by Theorem 7.5.
Proof. Assume that we have chosen y such that the number of solutions of the
system is nonzero and finite. Then, by Lemma 7.6, New(fi,y) is contained
in Bmax(E(fi)). So, for all i and ν, γˇν(fi) := γˇν(fi(X, y)) ⊂ Bmax(E(fi)).
As MV is monotonic,
MV (γˇν(f1), · · · , γˇν(fn)) ≤MV (Bmax(E(f)), · · · , Bmax(E(f))) = E(f)
n,
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where E(f) = maxiE(fi). Take D2 = E(f)
n. By Theorem 7.5, D2 satisfies
the conditions of our lemma.
Let us recall that the points of
⋂
Trop(fi(X, y)) ∩ R
n
>0 are determined
by a system of linear equations. Each equation corresponds to an half-
hyperplane contained in Trop(fi(X, y))∩R
n
>0 (determined by some γν). As
these half-hyperplanes are in bijection with the faces of New(fi) (the γˇv’s,
see Proposition 7.3), we can bound the number of systems:
Consider the polygon contained in Bmax(E(fi)) with the maximal num-
ber of faces (say this polygon has di faces). Note that di is computable.
Then, Trop(fi(X, y))∩R
n has at most di half-hyperplanes. So, the number
of isolated points contained in the intersection of all Trop(fj(X, y)) ∩ R
n is
no more than
∏
i di. We define D1 to be the product of all di’s.
In general, we have points in the tropicalization of the system that are
not isolated. But in fact, after a sufficiently small perturbation, the system
can be reduced to this case. The next results and definitions come from [6]:
Definition 7.8. Let P =
⋂
i{v ∈ R
n | 〈ui, v〉 ≤ ai} be a polyhedron in R
n.
A ε-thickening of P is a polyhedron of the form
P ′ =
⋂
i
{v ∈ NR | 〈ui, v〉 ≤ ai + ε}.
More generally, if Π is a polyhedral complex, a thickening P of Π is a col-
lection of polyhedra of the form P = {P ′ | P ∈ Π}, where P ′ is a thickening
of P . We set
|P| =
⋃
P ′ and int(P) =
⋃
int(P ′),
where int(P ′) denotes the interior of P ′.
So far, we use series from Zp{X} in our language. We will now assume
that the terms in our language are in Zp〈P 〉 for some P =
∏
[ri,∞) which
contains P0 :=
∏
[0,∞) in its interior i.e. the series are overconvergent.
Let f1, · · · , fn ∈ Zp〈P 〉 be a system of overconvergent series. Let C be
a connected component of
⋂
i Trop(fi, P ) and C0 be its restriction to P0.
Then, if we apply a small perturbation to the system, the component C0
becomes a finite set of point:
Lemma 7.9. Let C be a connected component of
⋂
Trop(fi, P ). Then there
is δ, P ′ a δ-thickening of P0 contained in P and P a thickening of C0 con-
tained in P ′ such that |P| ∩
⋂
i Trop(fi, P
′) = C ′ where C ′ = C ∩ P ′. There
also exist v1, · · · , vn ∈ N
n and ε ∈ Q≥0 such that for all t ∈ (0, ε], the
intersection
|P| ∩
⋂
i
(
Trop(fi, P
′) + tvi
)
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is a finite set of points contained in int(P ′). Furthermore, each of these
point is determined by the intersection of affine polyhedra γv contained in
the tropicalizations Trop(fi, P
′).
This follows from the definitions and from the proof of Lemma 12.5 in [6].
In fact, we know that Trop(fi, P ) is the finite reunion of half-hyperplanes.
After perturbation, the hyperplanes of each Trop(fi) intersect in at most one
point. Indeed, up to a small perturbation, the intersection of n hyperplanes
in Rn is either empty or one point. These are the set of point in the above
interesection. Furthermore, if δ is small enough, we can assume that P ′
does not contains branching points on its boundary (i.e. the limit points
of the intersection when t tends to zero). In that case, the points in the
above intersection are defined by intersection of half-hyperplanes in each
Trop(fi, P
′) and are in the interior of P ′.
Remark. Note that
⋂
Trop(fi, P0) has a finite number of component. We
can apply the above lemma to each component so that |P|∩
⋂
i
(
Trop(fi, P
′)+
tvi
)
is a finite set of points contained in the interior of P ′ where P is a thick-
ening of P0.
We fix t ∈ Q and ξ in some algebraic extension K of Qp such that
v(ξ) = t. Let v ∈ Nn. We denote by f˜ the image of the map:
K〈P 〉 −→ K〈tv + P 〉
f(x1, · · · , xn) 7−→ f(x1ξ
−v1 , · · · , xnξ
−vn).
Then, Trop(f˜) = Trop(f) + tv. Let us remark that Trop(f˜) and New(f˜)
are independent of the choice of ξ with v(ξ) = t (as these sets are determined
uniquely by the valuations of the coefficients of f˜).
Let f1, · · · , fn be overconvergent series in W
(0)
F . Then, by Lemma 7.9,
the intersection of the tropicalization of the f˜i is a finite set of points (for any
suitable choice of t, v). By Lemma 7.7, we can give an upper bound for the
number of solutions of the system (f˜1, · · · , f˜n). This upper bound is effective
if we assume that W
(0)
F has an effective extended Weierstrass bound. For
let us remark that if we replace P =
∏
[ri,∞) by a ε
′-thickening of P0 for
some ε′ small enough, the extended Weierstrass bound is an upper bound
for d(f˜i). This will be sufficient to estimate the number of solution of the
system (f1, · · · , fn) in Op.
Definition 7.10. Let f1, · · · , fn ∈ W
(0)
F overconvergent. If ν ∈ ∩Trop(fi)
is isolated, we define
i(ν, T rop(f1), · · · , T rop(fn)) := MV (γˇ1, · · · , γˇn)
where γˇi := pi(vertν(fi)) ∈ New(fi).
32
Let P as in the remark after Lemma 7.9. We define
i(P, T rop(f1), · · · , T rop(fn)) =
∑
ν
i(ν, T rop(f˜1), · · · , T rop(f˜n))
where the sum is taken over all ν ∈ |P| ∩
⋂
i
(
Trop(fi, P ) + tvi
)
.
Lemma 7.11. Let f1, · · · , fn ∈ W
(0)
F where W
(0)
F has an extended effective
Weierstrass bound. Then, we can compute T such that for all y,
i(P, T rop(f1), · · · , T rop(fn)) ≤ T
where T does not depends on any of the choice P, t, vi.
Proof. Let f˜i(X) = fi(Xt
−vi) where t ∈ Op has positive sufficiently small
valuation. After perturbation, there is only finitely many isolated points by
Lemma 7.9. Then as in 7.7, one can compute an upper bound for the number
of roots with isolated tropicalization in P ′ and for the number of isolated
points. For we replace d(fi) by d(f˜i) in the proof of Lemma 7.6. This latter
is computable as W
(0)
F has an extended effective Weierstrass bound. We
obtain a computable upper bound for i(P, T rop(f1), · · · , T rop(fn)).
We relate now the solution of the system (f˜1, · · · , f˜n) to the solution of
(f1, · · · , fn).
Theorem 7.12. Let f1, · · · , fn ∈ W
(0)
F overconvergent. Assume that the
system V (f1, · · · , fn) has a finite number of solutions with tropicalization in
P =
∏
(−ri,∞] (for all ri < 0 small enough) and no solutions with zero
coordinates. ∣∣∣∣∣⋂
i
V (fi;P
′)
∣∣∣∣∣ ≤ i(P, T rop(f1) · · · Trop(fn))
for all P, P ′ with ε, δ given in Lemma 7.9 small enough.
Proof. First, taking ri small enough, we may assume that fj ∈ Zp〈P 〉 with
P =
∏
i[−ri,∞), that the tropicalization of any zero of the system f1, · · · , fn
is in
∏
(ri, Ti) (for some Ti large enough) and Trop(fi) has no branch-
ing point on the boundary of P . Let gi(X,T ) = fi(X1T
v1i , · · · ,XnT
vni)
where vi is given by Lemma 7.9. Let Y = ∩iV (gi) and Yt = ∩iV (gi,t)
with gi,t := fi(X1t
−v1i , · · · ,Xnt
−vni). Note that gi,1 = f . So, there are
r′i = −δ, such that Trop(Y1) ⊂ P
′ :=
∏
(r′i, Ti). On the other hand,
for all t with v(t) < ε (ε given by Lemma 7.9), Trop(Yt) is contained in
|P| ∩
⋂
i (Trop(fi, P
′) + tvi) i.e. in the interior of P
′ (for ε small enough, Ti
large enough). So, by [6] Theorem 9.8, the cardinality of Yt (with tropicaliza-
tion in P ′) does not depends on t. Furthermore, as each point in Trop(Yt)
is isolated, by Theorem 7.5, the number of points in Yt (with v(t) > 0)
with valuation ν is bounded by the mixed volume of the Newton polygons
corresponding to ν. Then |
⋂
i V (fi;P
′)| ≤ i(P, T rop(f1) · · · Trop(fn)).
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With this theorem, we are now able to prove the main theorem of this
section:
Theorem 7.13. Let F be a family of restricted analytic function over-
convergent so that W
(0)
F has an extended effective Weierstrass bound. Let
f = (f1, · · · , fn) ∈ W
(0)
F . Then, there exists S(f) computable such that for
all y ∈ Znp , either the system (f1(X, y), · · · , fn(X, y)) has infinitely many
roots or it has less than S(f) roots with tropicalization in P =
∏
(−ri,∞)
for all ri > 0 with |ri| small enough.
Proof. First, let us remark that if ∩V (fi, P ) has a finite number of solutions,
then up to a change of variable of the type Xi → Xi − si, we can assume
that it has no solution with zero coordinate. We add extra-parameters s and
replace fi by f
′
i(X,S) := fi(X − S). By the above theorem, if ∩V (f
′
i , P ) is
finite then it is bounded by i(P, T rop(f ′1) · · · Trop(f
′
n)). The result follows
now from Lemma 7.11
Remark. Let f1, · · · , fn+m ∈ Zp{X1, · · · ,Xn, Y }[Xn+1, · · · ,Xn+m] con-
vergent on B × Cp and satisfying the hypotheses of the above theorem.
Then we can compute a bound for the number of solutions of the system
in (Op)
n × (Cp)
m. Indeed, in this case, the size of the box computed in
Lemma 7.6 with respect to the variable Xn+i is determined by the degree
of fk as polynomial in Xn+i. Therefore, using Theorem 7.12, for all ri,
we can compute a bound for the number of solution with tropicalization in
P ×
∏
i[ri,∞). Furthermore, we remark that the bound S(f) obtained in
this case is independent on the choice of ri (as so is the box from Lemma
7.6; in the polynomial case it depends only on the degree of the polynomials)
which means that it is a bound for the number of solutions in (Op)
n×(Cp)
m.
8 Effective model-completeness
We can now prove the second main theorem:
Theorem 8.1. Let F be an effective family of restricted analytic functions
such that the set of LF -terms is closed under derivation. Let F˜ be the exten-
sion of F by all decomposition functions of elements in F . Assume that each
LF˜ -term is overconvergent and that W
(0)
F has an extended effective Weier-
strass bound.
Then, the theory of Zp,F˜ is effectively strongly model-complete in the lan-
guage LF˜ .
Proof. For, as we have seen in section 6, it is actually sufficient to prove that
WF˜ is an effective Weierstrass system. Let f ∈W
(k)
F˜ ,n
. We have to show that
S(f) is computable. We proceed by induction on k and we show that for
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any f ∈W
(k)
F˜ ,n
, S(g) is computable where g = f or one of its derivatives. The
basic step of the induction follows immediately from our hypothesis.
So assume that for all n, for all k ≤ m and for all g ∈W
(k)
F˜ ,n
, S(g) and all
its derivatives can be bounded. Let H ∈W
(m+1)
F˜ ,n
. We want to compute S(H)
(or more generally, S(G) where G denotes a derivatives of H). By definition
of the Weierstrass system generated by the L
F˜
-terms, H is a polynomial
combination one of the following possibilities:
(a) h ∈W
(m)
F˜ ,n
. In that case, we can compute S(h) by inductive hypothesis.
(b) There are f ∈W
(m)
F˜ ,n
and a permutation σ such that h(X) = f(Xσ(1), · · · ,Xσ(n)).
In that case, we can compute S(f) by inductive hypothesis and S(h) =
S(f). The same holds for any derivative of h.
(c) There is f ∈ W
(m)
F˜ ,n
such that f is invertible in Zp{X} and h = f
−1. In
that case, S(f) = S(h) = 1. Also, S
(
∂h
∂Xi
)
= S
(
− ∂f∂Xih
2
)
= S
(
∂f
∂Xi
)
(this is also bounded by S(f2 ∂f∂Xi ) and similarly for the higher deriva-
tives.
(d) There are f, g ∈ W
(m)
F˜ ,n
such that h = f/g(0). In that case, we can
compute S(f) by inductive hypothesis and S(h) = S(f). The same
holds for any derivative of h.
(e) There are f ∈W
(m)
F˜ ,n+1
of order d in Xn+1 and g ∈W
(m)
F˜ ,n+1
such that h is
one of the functions a0, · · · , ad−1 ∈ Zp{X1, · · · ,Xn} orQ ∈ Zp{X1, · · · ,Xn+1}
given by the Weierstrass division theorem.
Note that in case (a)-(d), one also get that d(h) is determined by f . In the
last case, h (or any of its derivatives) is actually determined by a system of
equations (see facts 5 to 5 in Proposition 5.1). More generally, let h(X) =
P (X, a0(X), · · · , as(X)) where P is any polynomial with coefficients in Z.
Then,
Claim 3. S(h) and S(h′) can be bounded effectively where h′ is a derivative
of h.
Proof. We want to compute a bound of S(h). Let h(Z, Y ) = P (Z, a0(Z, Y ), · · · , as(Z, Y ), Y ).
We want to bound the number of solutions of the equation h(Z, y) = 0 for
any y ⊂ Zn+k−1p such that this number is finite (where Z = X1 and y de-
notes now (x2, · · · , xn−1, y1, · · · , yk)). Fix y such that the number of roots
is finite. Note that if we add an extra-parameters, we can assume that all
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roots are nonsingular. Let us remark that z is a solution of h(Z, y) = 0 if
z, t0, · · · , ts, a0, · · · as are solutions of the system of equations:
f(t0, z, y) = 0
...
f(ts, z, y) = 0 1 t0 · · · t
s
0
...
...
...
1 ts · · · t
s
s

 a0...
as
 =
 g(t0, z, y)...
g(ts, z, y)

P (z, a0, · · · , as, y) = 0
if ti 6= tj for all i 6= j. To make sure that this last condition is satisfied,
we introduce the variables tij 0 ≤ i < j ≤ s and add to the system the
equations:
tij · (ti − tj)− 1 = 0.
Note that this system has finitely many solutions in (Op)
2s+3×(Cp)
(s2+s)/2
if h(Z, y) has finitely many solutions in Op. Conversely, the number of so-
lution of h(Z, y) is equal to the sum of the number of the solutions of the
different systems taking in account all possible multiplicities of the ti’s.
So, the number of solutions of h(Z, y) is determined by the sum of the
number of solutions of systems (f
(i)
1 , · · · f
(i)
Ni
) where f
(i)
j ∈W
(m)
F˜
(and i varies
over all possible multiplicities). Going down by induction (by Proposition
5.1, the zeros of any element ofWm+1 is determined by a system of functions
in W (m)), we can actually assume that the functions f
(i)
j are in W
(0)
F˜
(i.e.
are L
F˜
-terms). So, by Theorem 7.13, one can compute a bound Si for the
number of solutions of the system (f
(i)
1 , · · · f
(i)
Ni
). Take S =
∑
Si. Then S is
a bound for d(h).
Let h′ be a derivative of h. We can compute d(h′) in a similar way using
the definitions given in the facts 5 and 5 in Proposition 5.1.
The cases where h is equal to a function Q like in (e) or one of its
derivative is obtained similarly using systems given in Proposition 5.1. With
the same argument, we can compute S(H) for a general function in W
(m+1)
F˜ ,n
.
Indeed, H is just a polynomial combination of functions of type (a)-(e) and
so is also determined by a system of equations whose functions (and their
derivatives) are LF -terms.
9 Application: effective model-completeness of the
p-adic exponential ring
Let us recall that the natural exponential function exp(x) =
∑
xn/n! is
convergent iff v(x) > 1/(p − 1). Unlike the real field, the p-adic field does
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not carry a natural structure of exponential field. Yet we can use exp(X) to
define a structure of exponential ring: Let Ep be the map Zp −→ Zp : x 7−→
exp(px) (if p 6= 2, in the other case, we set E2(x) = exp(4x)). It induces a
structure of exponential ring on Zp i.e. (Zp,+,−, ·, 0, 1, Ep) is a ring and Ep
is a morphism of groups from (Zp,+) to (Z
×
p , ·). This structure is a natural
equivalent to the structure (R,+,−, ·, 0, 1, <, exp↾[−1,1]). It is known that
the real exponential field is decidable if Schanuel’s conjecture is true [5]. We
use the results of this paper as a first step to a p-adic equivalent result. In
this section, we apply our results to the set F = {Ep}. In this case we denote
the language LF by Lexp.
Remark. For the rest of this section, we will assume p 6= 2. The case p = 2
should be obvious: we have to replace p by 4 when relevant.
The model-completeness in this case was first done by A. Macintyre in
[4]. A first easy observation is that we don’t need to add all decomposition
functions. Indeed, let K = Qp(α) and V = Zp[α]. As, Ep(
∑
αixi) =∏
Ep(α
ixi), it is sufficient to add to our language the functions ci,j such
that:
E(αix) = c0,i(x) + · · ·+ cd−1,i(x)α
d−1.
Following Macintyre’s terminology, we call these functions trigonometric
functions. Let LpEC be the expansion of the language Lexp by all trigono-
metric functions of Kn (where (Kn)n∈N is the tower of extensions defined in
section 4). Let ZpEC be the structure with underlying set Zp and natural
interpretations for the symbols of LpEC . Then, by Theorem 5.2,
Theorem 9.1 (Macintyre [4]). Th(ZpEC) is strongly model-complete.
Using Theorem 8.1, we will now prove that this model-completeness is
effective. First, let W
(0)
E be the set of polynomial combinations (over Z) of
variables Xk, exponential Ep(Xk) and decomposition functions ci,j(Xk) for
all i, j, k. Let WE be the Weierstrass system as defined in Section 3 where
we replace the set of LF -terms by W
(0)
E at step zero of the definition. Let
us remark that as Weierstrass systems are closed under composition WE is
equal to the Weierstrass system generated by the LpEC-terms. On the other
hand the condition thatW
(0)
F has an extended effective Weierstrass bound in
Theorem 8.1 is now easier to prove as it is sufficient to prove it for elements
of W
(0)
E rather that for the set of LF˜ -terms. We give now a proof of this
condition. Let us start with a simpler computation:
Lemma 9.2. There is a recursive function d : Z[X,Y ,Ep(X), Ep(Y )] → N
such that for all f(X,Y ) =
∑
L cl(X)Y
L
∈ Z[X,Y ,Ep(X), Ep(Y )], for all
L with |L| ≥ d(f) and M with |M | < d(f), there is bLM (X) ∈ Zp{X} with
‖bLM‖ < 1 and ‖bLM‖ → 0 as |L| → ∞ such that
cL(X) =
∑
|M |<d(f)
bLM (X)cM (X).
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Proof. Let |X| = n and |Y | = m. Let f(X,Y ) =
∑
|I|≤D aI(X,Y )Ep(〈(X,Y ); I〉)
(where 〈·; ·〉 denotes the scalar product and D is the polynomial degree of f)
with aI(X,Y ) =
∑
|J |≤D aIJ(X)Y
J
∈ Z[X,Y ]. Then,
cL(X) =
1
L!
∂Lf
∂Y
L
(X, 0).
We will use classical multi-index notation: if K,L ∈ Nn,
K! := k1! · · · kn!
(
L
K
)
:=
(
l1
k1
)
· · ·
(
ln
kn
)
LK := lk11 · · · l
kn
n ,
L−K := (l1 − k1, · · · ln − kn).
By Leibniz rule, for all L with |L| > D
cL(X) =
1
L!
∑
|I|≤d
∑
K≤L
(
L
K
)
∂KaI
∂Y
K
(X, 0)
∂L−KEp(〈(X,Y ); I〉)
∂Y
L−K
(X, 0)
=
∑
|I|,|K|≤D
aIK(X)I
′L−K p
|L|−|K|
(L−K)!
Ep(〈X, I
′〉);
where in the second line, we sum over |K| ≤ D as aIK = 0 for all |K| > D
(I ′ denote the m last coordinates of I). Let d(f) ∈ N (to be defined later)
and VLT ∈ Zp (also to be defined later) with ‖T‖ = min{Ti} > D, then
cL(X)−
∑
|T |<d(f)
VLT cT (X) =
∑
|I|,|K|≤D
aIK(X)Ep(〈X, I
′〉)
 p|L|−|K|
(L−K)!
I ′
L−K
−
∑
|T |<d(f)
VLT
p|T |−|K|
(T −K)!
I ′
T−K
 .
If we find VLT such that the part between the brackets [· · · ] vanishes, vp(VLT ) >
0 and tends to infinity as L tends to infinity we are done (provided that d(f)
is computable). First, we remark that the first condition is true provided
that VLT ’s are solutions of the linear system:∑
|T |<d(f)
VLT
p|T |−|K|
(T −K)!
I ′
T−K
=
p|L|−|K|
(L−K)!
I ′
L−K
for all |I|, |K| ≤ D. We will pick T1, · · · , Tv (v is the number of equations)
such that |Ti| ≤ d(f) for all i. We will set VLT = 0 for all T 6= Ti. The last
variables determines a linear system of v linear equations with v unknowns.
Let A be the matrix corresponding to this system i.e. the elements of the
matrix are p
|Ti|−|K|
(Ti−K)!
I ′Ti−K , the lines are indexed over all |K|, |I| < D and
the columns over all Ti (1 ≤ i ≤ v).
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Claim 4. There are Ti, ‖Ti‖ > Ci(f) (1 ≤ i ≤ v)for some computable Ci(f),
such that det A 6= 0.
Proof. We prove it by induction on the number of variables taking advan-
tage of the symmetries of A. If there is only one variable, this is obvious:
p|T |−|K|
(T−K)! I
′T−K 6= 0. Notice that in the case where I ′ has a zero coordinate
(say its kth coordinate), then either the corresponding coordinate of L is
zero (and therefore of similarly for T ), or the line in the linear system cor-
responding to I ′ is trivial. In the first case, as the kth coordinate of T is
determined, we do an induction on length of T . In the second case, we can
remove the line I ′ from the system and a columns corresponding to Ti (for
any i we pick). We set VLTi to be p. So, in both case, we may assume that
I ′ as no zero coordinate.
We develop the determinant of A along the last line: we get
det A =
∑
|I|,|K|≤D
(−1)|I|+|K|
p|Tv|−|K|
(Tv −K)!
I ′
Tv−Kdet AKI ,
where AKI denotes the corresponding minor. Note that by the symmetries
of the matrix A, we will be able to apply the hypothesis of induction to
det AKI . So, we are done if we prove the following: assume that we have
found T1, · · · , Tn (with ‖Ti‖ > Ci(f) for some constant Ci(f) for all i ≤ n)
such that any minor of the matrix A that involves only T1, · · · , Tn is non zero.
T1, · · · , Tn are now fixed. Let A
′ be a minor involving only T1, · · · , Tn+1. We
expand det A′ along the line of the variable Tn+1 then:
det A′ =
∑
I,K
RIK
p|Tn+1|−|K|
(Tn+1 −K)!
I ′
Tn+1−K ,
where RSK is (up to sign) the determinant of some minor involving T1, · · · , Tn;
in particular, RSK 6= 0. We include everything that does not depends on
Tn+1 in some new (nonzero) constant so that det A
′ 6= 0 iff
∑
I,K
R′IK
I ′Tn+1p|Tn+1|
(Tn+1 −K)!
, (∗)
is non zero (again R′IK 6= 0). Let I
′ maximal in the lexicographic order
among the indexes with at least one the coordinate maximal. Then if
p|Tn+1|
∑
K
R′IK
1
(Tn+1 −K)!
, (∗∗)
is non zero, in (∗), I
′Tn+1
(Tn+1−K)!
is the dominant term (for the real topology)
as Tn+1 tends to infinity. Therefore, for ‖Tn+1‖ > C, it is non zero. The
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constant C here depends on |R′IK | i.e. on the choice of T1, · · · , Tn but this
can be done effectively: given T1, · · · , Tn, one can find effectively C (and
therefore Tn+1) such that (∗) is non zero. Note that we have to assume that
the sum over |I ′| is not reduced to one term I ′ = (1, · · · , 1); in this latter
case it is sufficient to prove that (∗∗) is nonzero.
For ‖Tn+1‖ > C
′, (∗∗) is non zero, as its dominant term (for the real
topology) corresponds to K of minimal lexicographic order. One can find
such constant C ′ explicitety given fixed T1, · · · , Tn. Take Cn+1(f) to be
the max of C,C ′ where we take all possible such constant for any choice of
minor involving only T1, · · · , Tn. Take Tn+1 such that none of the minor
det A′ vanishes (this can be done effectively: pick the smallest T for the
lexicographic order such that ‖T‖ > Cn+1(f) and T 6= Ti for i = 1, · · · , n).
This completes the inductive step and therefore the proof of the claim.
Let K1(f) =
∑
Ci(f) and K2(f) = K1(f) + v + 1. Now, we can assume
‖Ti‖ > Ci(f) and |Ti| < K2(f) and that det A 6= 0. For all i, we find that
VLTi = (det A)
−1Ai
p|L|−|K|
(L−K)! I
L−K (Ai denote the ith line of A
−1).
Claim 5. vp(VLTi) tends to infinity as |L| tends to ∞. Futhermore for all
|L| > K3(f) (for some computabe K3(f)), vp(VLTi) > 0
Proof. Let us give a rough estimate of the valuation of each of the following
terms:
(a) v((det A)−1Ai): as |Ti| < K2(f), |I|, |K| ≤ d it can take finitely many
rational values (each of them can be computed). Let G be the minimum
of these values (we take the minimul over all values such that det A is
nonzero). Then, v((det A)−1Ai) ≥ G.
(b) v(IL−K): as |I| ≤ D, v(ij) ≤ d for all j. So, the valuation is at least
−D|K| ≥ −D2.
(c) v(p
|L|−|K|
(L−K)! ): this is greater that v(p
|L|/L!) − |K|. By the classical eval-
uation of v(L!) this is greater than |L|(p − 2)/(p − 1) − |K| ≥ |L|(p −
2)/(p − 1)−D (we assumed that p 6= 2).
Putting everything together, we obtain that v(VLT ) ≥ |L|(p − 2)/(p − 1) −
D − D2 + G. Surely, this tends to ∞ as |L| → ∞. Furtermore, if |L| >
(−G+D +D2)(p− 1)/(p − 2), this is positive.
Take d(f) = max{(−G+D+D2)(p−1)/(p−2),K2(f)} and bLM = VLM
as defined above (VLM = 0 if it is not determined by the linear system). Then
all claims of the lemma are satisfied.
Let us remark that we can generalise the above lemma in the following
ways: Let Z[X ]EC be the ring generated by Xi, Ep(Xi) and cjk(Xi) for all
i ≤ |X |, j, k. Then,
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Lemma 9.3. There is a recursive function d : Z[X,Y ]E,C → N such that
for all f(X,Y ) =
∑
L cl(X)Y
L
∈ Z[X,Y ]E,C, for all L with |L| ≥ d(f) and
M with |M | < d(f), there is bLM (X) ∈WE with ‖bLM‖ < 1 and ‖bLM‖ → 0
as |L| → ∞ such that
cL(X) =
∑
|M |<d(f)
bLM (X)cM (X).
Proof. Let f(X,Y ) ∈ Z[X,Y ]E,C . Any such elements is a polynomial com-
bination of X,Y ,Ep(α
jX), Ep(α
jY ). Indeed, let cj(X) be a trigonometric
function function. Then, cj(X) =
∑
J u
JEp(〈(X,α);J〉 (a finite sum, u a
set of parameters). We define the series f+(X,Y ,A,U) that is in the expo-
nential polynomial such that f+(X,Y , α, u) = f(X,Y ). Assume that
f(X,Y ) =
∑
I
aI(X)Y
I
,
f+(X,Y ,A,U ) =
∑
I
a+I (X,A,U )Y
I
.
Then, aI(X) = a
+
I (X,Y , α, u). By Lemma 9.2, there is d(f
+) and b+IJ ∈
pZp{X,A,U} such that
a+I (X,Y ,A,U) =
∑
|J |<d(f+)
a+J (X,Y ,A,U)b
+
IJ (X,Y ,A,U ).
Then, as aI(X) = a
+
I (X,Y , α, u) ∈ Zp{X}, we obtain bIJ ∈ pZp{X} so that
aI(X) =
∑
|J |<d(f+)
aJ(X)bIJ(X).
The other generalisation is the computation of an extended Weirstrass
bound:
Proposition 9.4. The ring W
(0)
E admits an extended effective Weierstrass
bound.
Proof. Let f(X) ∈ Z[X,Ep(X)]. Let t ∈ Op with positive valuation at most
1/(p − 1); say 1/p2. Then, f(t−1X) = P (t−1X,Ep(t
−1X)). Notice that
Ep(t
−1Xi) = exp(pt
−1Xi). Set Et(X) := exp(pt
−1X). Then, to prove the
existence of the extended effective Weierstrass bound, we have to prove a
version of Lemma 9.2 where we replace Ep by Et. The proof is similar. In
claim 5, we have to estimate the valuation of v((pt−1)|L|/L!). This is possible
as v(t) = 1/p2 < 1/(p−1), so this valuation is guaranteed to tends to infinity
as |L| tends to infinity.
The same argument holds for elements of W
(0)
E as in the last lemma.
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Remark. In [4], A. Macintyre gives an algorithm that compute S(f) (an
upper bound for the number of roots in Op for any choice of parameters
such that it is finite) for any LpEC-term f . He uses an induction on the
’exponential height’ for exponential terms and proceeds as in Lemma 9.3 in
general. This result also follows from the above proposition together with
Theorem 7.13. On the other hand, it seems that the bound obtained by
Macintyre is sharper than ours.
Finally, by the last proposition and by Theorem 8.1,
Theorem 9.5. Th(ZpEC) is effectively strongly model-complete.
So, the decidability of the full theory of Th(ZpEC) or of the p-adic expo-
nential ring is reduced to the decision problem for LPEC-existential formula
i.e. is there an algorithm which determines the truth value of existential
formula in Zp. In a subsequent paper, the author will solve this problem
assuming a p-adic version of Schanuel’s conjecture.
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