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ABSTRAKT
Bakalářská práce se věnuje konkrétní skupině systematických konvolučních kódů na 
opravu shlukových chyb. Do této skupiny kódů patří i kód Berlekamp-Preparatův. Práce 
počítá se základními znalostmi čtenáře v oblasti  konvolučních kódů, a  proto se této 
základní teorii nevěnuje.
Cíle této práce jsou podrobně seznámit čtenáře s vlastnostmi Berlekamp-Preparatova 
kódu a pro vybraný kód navrhnout kodek. Vlastnosti probrané v první části jsou dále 
využity při  samotném výběru kódu a  návrhu kodeku.  Pro návrh jsou využity různé 
metody teoretické realizace (programování skriptů, simulační model). Návrh kodeku je 
rozebrán  od  zadání  požadavků  na  zabezpečovací  schopnosti  kódu  až  po  fyzickou 
realizaci. Každý krok návrhu je vysvětlen a podrobně popsán.
Celkový  teoretický návrh kodeku probíhá v programu Matlab. A konečný fyzický 
nárvh v programu Xilinx. Práce se opět nevěnuje popisu základních vlastností těchto 
programů,  proto  je  vhodné  se  s  nimy  částečně  seznámit  pro  snažší  proniknutí  do 
problematiky probírané v této práci.
KLÍČOVÁ SLOVA
Konvoluční kód, samoopravný kód, oprava shlukových chyb, Berlekamp-Preparatův 
kód, kodér, dekodér, kodek, simulace opravy chyb.
ABSTRACT
Bachelor's thesis discusses properties of the systematic convolution codes for error-
bursts correction. Berlekamp-Preparata code is a member of this group. Thesis aims at 
detail description of this code and for picked code designs a codec. Properties discussed 
at the first part of thesis are used at the second part for picking the code and designing 
the  codec.  For  designing  there  are  used  various  methods  (programming  scripts, 
simulation  model).  Codec  design  is  described  from  properties  of  communication 
channel to hardware realization. Each step is exactly interpreted.
Whole theoretical design is made in Matlab and for designing the hardware there is 
used program Xilinx.
KEYWORDS
Convolution code, self-correcting code, error-bursts correction, Berlekamp-Preparata 
code, coder, decoder, codec,  error-bursts correction simulation.
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Úvod
Zadáním bakalářské práce je návrh kodéru, který je schopen zabezpečit přenášená 
data  na  přenosovém  kanále  konkrétních  vlastností.  Celá  práce  bude  rozdělena  do 
několika  tématických  okruhů.  Kde  v  první  části  bude  probrána  teorie  a  názvosloví 
potřebné  pro  orientaci  v  návrhu  a  požadavcích  na  tento  návrh  kladených.  Stručné 
seznámení  s  konvolučními  kódy  a  přiblížení  vlastností  systematických 
a nesystematických konvolučních kódů.  Rozebrání  jejich vlastností  a  kladů i  záporů 
jednotlivých skupin. Po přiblížení vlastností  konvolučních kódů budou popsány typy 
chyb, vznikajících při přenosu kanálem.
Následně budou už konkrétně probrány vlastnosti systematických kódů pro opravu 
shlukových  chyb  a  speciálně  kód  Berlekamp-Preparatův.  Podrobné  rozebrání  jeho 
struktury  (vytvářecí  matice)  a  jeho  vlastností.  Jeho  zabezpečující  schopnosti  a  také 
konstrukční požadavky spolu se zpožděním v jednotlivých částech kodeku. Po probrání 
veškerých teoretických poznatků práce přejde do druhé části, ve které bude rozebrán 
návrh a výběr vhodné velikosti  kódu. Při  výběru bude brán zřetel  na zabezpečovací 
schopnosti  kódu  spolu  s  konstrukční  složitostí.  V proti  váze  bude  zase  informační 
rychlost  kódu a podle těchto parametrů bude vybrán kód, který bude kompromisem 
mezi jednotlivými možnostmi. Všechny tyto volby a kroky budou podpořeny výpočty 
a vzorci probranými právě v předešlé části práce. Každý krok výběru bude zdůvodněn 
a porovnán  s  jinými  možnostmi.  Pro  takto  zvolenou  velikost  kódu  bude  následně 
vytvořena vytvářecí matice a zobrazené zapojení kodéru pomocí nákresu.
Po výběru vhodného kódu bude následovat samotná teoretická realizace a složení 
modelu v programu Simulink. Kodek obsahuje dvě části.  První část pro zabezpečení 
odesílané  informace  (kodér)  a  druhou  pro  dekódování  a  opravu  přijaté  informace 
(dekodér). První částí,  tedy kodérem bude zahájen návrh. Po ověření správné funkce 
jednotlivých prvků kodéru bude přistoupeno k modelování dekodéru. Takto vytvořený 
model  bude  podroben  podrobné  kontrole  a  následně  pomocí  speciálního  modulu 
obsaženého v Simulinku konvertován z jazyka Matlabu do jazyka VHDL, který slouží 
k programování FPGA čipů.
Po dokončení této teoretické části bude zvolen konrétní čip FPGA (programovatelné 
pole),  který  bude  vhodný pro implementaci  konvertovaného kódu.  Pro syntaktickou 
kontrolu VHDL kódu a následnou implemantaci do čipu bude využit software firmy 
Xilinx, jež je zároveň i výrobcem těchto čipů. Před syntaktickou kontrolou bude potřeba 
přiřadit  konkrétní  piny  k  portům  vstupů  a  výstupů  obsažených  ve  VHDL  kódu 
(modelu).  Po  přiřazení  lze  provést  syntaktickou  kontrolu  a  kontrolu  implementace 
modelu.
Po  splnění  těchto  všech  kroků  je,  usazením  čipu  do  protichybového  kódového 
systému,  kodek  připraven  pro  plnění  zabezpečujících  požadavků  na  něj  kladených. 
Kontrola kodeku jako celku bude provedena už před přikročením k převodu kódu do 
VHDL a bude probíhat v programu Simulink.
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1  Rozbor vlastností konvolučních kódů
Text následující  kapitoly bude věnován rozboru základních vlastností  a parametrů 
konvolučních kódů. Tyto rozbory a získané poznatky budou esenciální pro další vývoj 
a návrh kodeku. Pro porozumění obratům a definicím použitých při postupné přípravě 
a následném návrhu je nutné projít základní terminologii spojenou s konvolučními kódy.
I přes  zkvalitnění  komunikačních  kanálů  a linek,  které  jsou  schopny  poskytnout 
chybovost BER=1.10-9, tedy pravděpodobnost bezchybného přenosu 0,999999999 ,která 
zdá  se  být  vysoká,  avšak  za  předpokladu,  že  chceme  přenést  1000  bitů, 
pravděpodobnost  klesá  na  0,999999 a pro přenost  jednoho megabajtu  (8.106  bitů)  je 
téměř jedno procentní pravděpodobnost vzniku chyby, už se nejeví jako dostačující [5]. 
Pro zabezpečení přenosu proti takovýmto chybám se používají různé druhy kódóvání 
a kódů. Mezi velikým množstvím používaných kódů jsou dvě skupiny kódů, které jsou 
v praxi  velmi  časté.  Jsou  to  kódy  blokové  a konvoluční.  Blokové  kódy  se  hodí 
k zabezpečování  určitých  bloků  či  sekvencí,  kdežto   kódy konvoluční  jsou  vhodné 
hlavně  ke  kódování  souvislého  proudu  dat.  Proto  jsou  konvoluční  kódy  jedny 
z nejpoužívanějších druhů kódování, používané např. v komunikaci mobilních telefonů. 
V tomto  případě  kanál  není  veden  kabelem,  ale  prostředím  radiových  vln.  A právě 
mobilita  a nestálost  přenosového  prostředí  je  důvodem  k nasazení  protichybového 
konvolučního kódování.  První přenosový systém D-AMPS (Digital  Advance Mobile 
Phone System) používal konvolučního kódu s informačním poměrem R=1/2 a délkou 
kódového  ohraničení  L=6.  Současný  systém  CDMA  používá  konvoluční  kód 
s poměrem pro příchozí data R= 1/2 a pro odchozí R=1/3 [5]. Dalším polem působení 
konvolučních  kódů je  pole  vesmírné  komunikace  např.  různých  sond,  které  posílají 
nashromážděné informace zpět na Zem. Přenos informací probíhá ve velice zarušeném 
prostředí, jímž kosmický prostor bezpochyby je. Následující kapitoly budou věnovány 
základním vlastnostem konvolučních kódů.
Konvoluční  kódy  se  jako  podskupina  kódů  stromových  dále  dělí  na  kódy 
systematické a nesystematické.  Tato práce se  bude zabývat  Berlekamp-Preparatovým 
kódem, který patří do skupiny kódů systematických. Z tohoto důvodu budou kapitoly 
směřovány do této  podsekce konvolučních kódů. Některé vlastnosti  bodou z důvodu 
systematičnosti vypuštěny a některé naopak přidány.
1.1  Systematické a Nesystematické konvoluční kódy
Konvoluční  kódy  jsou  děleny  na  dva  typy.  Kódy systematické  mají  specifickou 
strukturu  kodéru.  Vstupní  nezabezpečené  bitové  posloupnosti  musejí  být  přímo 
přeneseny  na  odpovídající  zabezpečený  výstup.  Vstup  k1 na  výstup  n1 atd.  Tento 
předpoklad  přímo  určuje  strukturu  vytvářecích  polynomů  (G11=1, G22=1 ….).  Pokud 
tyto polynomy položíme do matice dostaneme v první části matici  jednotkovou a ve 
zbytku matice pak zbytek vytvářecích mnohočlenů. Vzniklá matice pak může vypadat 
následovně [2, 3]:
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Obr. 1.1: Systematická polynomická matice
Pokud tato podmínka není splňena, jedná se vždy o druhý typ konvolučních kódů 
a to  nesystematických.  V praxi  se  běžně  používají  kódy nesystematické,  hlavně  pro 
jejich lepší „výkonnost“. Protože při shodném informačním poměru a délce kódového 
ohraničení systematické kódy nedosahují kvality kódů nesystematických. Přesto však 
kódy systematické poskytují určité výhody nad kódy nesystematickými. Při dekódování 
systematických kódů je zapotřebí méně hardwarových prostředků a dále není zapotřebí 
invertoru  pro  obnovení  informační  posloupnosti.  Další  z  hlavních  předností 
systematických kódů je, že nejsou katastrofické. Katastrofičnost spočívá v nekonečném 
šíření chyby při dekódování, na základě vnešení konečného počtu chyb při přenosu.
1.2  Struktura a vlastnosti systematických konvolučních kódů
Všeobecné  vlastnosti  konvolučních  kódů  jsou:  Linearita  a časová  stálost.  Pojem 
linearita  vyjadřuje  charakter  operací  probíhajících  uvnitř  kodéru.  Pro  zabezpečení 
vstupní  bitové  posloupnosti  se  používá  pouze  lineární  algebry  (Obr.  1.2),  v případě 
konvolučních  kódů,  součtu  mod2.  Modulo  2  operace  je  lineární  operace,  která 
v podstatě rozhoduje a tom či upravované číslo je sudé či liché. V případě sudého čísla 
(např. mod24=0 )  je  výsledná  hodnota  rovna  nule,  v opačném případě  jedničce. 
Druhou  vlastností  těchto  kódů  je  časová  stálost.  Tato  vlastnost  vyjadřuje  časovou 
návaznost vstupních dat na výstupní. Určitou posloupnost vstupních nezabezpečených 
bitů  lze  (jak bude  dále  vysvětleno)  rozdělit  na  k0  vstupních prvků a každému z nich 
můžeme přiřadit  n0  výstupních zabezpečených prvků (Obr. 1.3). Tyto výstupní prvky 
budou  zpožděny  pouze  o čas  potřebný  pro  provedení  lineárních  zabezpečujících 
kombinačních operací se vstupními prvky [1, 7].
Obr. 1.2: Linearita – sčítání modulo 2
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Obr. 1.3: Časová stálost konvolučních kódů
Možností  zpracování zprávy je několik.  Zprávu lze zpracovávat  souvisle  tak jak 
vstupuje, v tomoto případě hovoříme o zpracování sériovém. Druhou možností  je, že 
vstupní posloupnost bitů můžeme rozdělit na bloky bitů o určité délce, které paraleně 
vstupují do pamětí kodéru. 
Právě paralelního uspořádání využívá kodér konvolučních kódů. Paralelní uspořádání 
vnitřních  pamětí  kodéru  a dekodéru  v kodeku  poskytuje  obrovský  prostor  pro 
nepřeberné množství kombinačních možností s daty v posuvných registrech (pamětích) 
kodéru či  dekodéru.  Konvoluční  neboli  propletené,  název přesně vystihuje charakter 
těchto  kódů.  Jejich  síla  právě  spočíná  ve  vzájemnému  propletení  (propojení) 
informačních bitů. Pojem propojení vyjadřuje skutečnost, že výsledek zabezpečujícího 
procesu  (zabezpečující  bit)  je  kombinace  nejen  aktuálních  vstupních  bitů,  ale  i bitů 
vstupujících do kodéru několik kroků (m+1) zpět. Zabezpečená datová posloupnost tak 
získává  vzájemnou  závislostí  na  obrovské  stabilitě  při  dekódování.  Dekodér 
konvolučního kódu totiž nejen, že umí odhalit  chybná data,  ale navíc chybné úseky 
dokáže opravit. Právě díky vzájemnému propojení dat je schopen opravit i vícenásobné 
(tzv. shlukové) chyby. Výčtu typu chyb bude věnována v dalším textu kapitola. Nyní se 
vraťme  k vnitřní  struktuře  kodéru.  Tato  struktura  tedy  vyžaduje  konkrétní  úpravy 
vstupních dat před samotnou operací zabezpečení. Převod bitového informačního toku 
na tok paralelní zajišťuje seriově-paralelní převodník, který je první ze základních částí 
struktury  kodeku.  Takto  převedená  data  vstupují  do  pamětí  kodéru,  kde  se  pomocí 
předem  definovaných  vzájemných  kombinací  provede  součet  mod2 jednotlivých 
paměťových buněk. Pro upřesnění, systematické kódy vstupní data okamžitě přenesou 
na výstup a doplní  je zabezpečujícími bity vzniklými z kombinací  předchozích bitů. 
Tímto postupem je zajištěna provázanost aktuálních dat a dat minulých. Po provedení 
všech zabezpečovacích operací  paralelní zabezpečená data přicházejí nyní na paralelně-
seriový  převodník,  který  data  vrací  do  seriového  toku  a k dalším  úpravám  (např. 
modulaci) před samotným přenosem.
Konvoluční kodér je definován několika základními charakteristickými parametry, 
které přesně definují jeho vlastnosti a strukturu [1]. Mezi jedny z parametrů patří bitové 
zpoždění  mezi  vstupem  kodéru  a jeho  výstupem.  Toto  zpoždění  se  udává  v bitech 
a přímo  souvisí  s počtem  paměťových  registrů,  kterými  musí  vstupní  bit  projít  až 
k výstupu.  Počet  paměťových  registrů  m,  zapříčiní  zpoždení o m+1 jednotek. Počet 
vstupních prvků (paralelních toků), na které se vstupní seriový tok rozdělí udává přesně 
parametr  k0.  Tyto  koeficienty  nám  udávají  první  z charakteristických  vlastností 
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konvolučních  kódů  a to  sice  délku  kódového  ohraničení  (Constraint  Length)
L=m1⋅k 0 [1]. Tak jako paramert  k0 vyjadřuje počet vstupních paralelních bitů, 
tak  existuje  parametr,  který  udává  počet  výstupních  zabezpečených  bitů  n0 pak  lze 
nepřímou úměrou počtu vstupních a výstupních bitů určit  jednu z dalších základních 
vlastností  konvolučních kódů a to informační rychlost R, neboli  poměr informačních 
bitů (vstupních) ku bitům zabezpečeným (výstupním) [1]:
R=
k0
n0 .                                                      (1.1)
Výše  zmíněné  parametry  k0 a n0 sice  přesně  definují  způsob  rozdělení  bitové 
posloupnosti,  ale  není  z nich  patrná  struktura  daného  kodéru.  Neboť  v průběhu 
kódování do kódovacího procesu vstupuje  nejen starý blok k0, ale zároveň se ho účastní 
i blok následující.  Vstupní  paměť musí  být  rozšířena ještě  o jeden blok  k0.  Z tohoto 
důvodu se při popisu kodéru zavádí další ze základních parametrů popisující vlastnost 
velikosti nezabezpečeného bloku k vstupních bitů [1]:
k=m1 .k 0 .                                                (1.3)
Stejně jako vstupní parametr se převede i výstupní na vlastnost velikosti zabezpečeného 
bloku n výstupních bitů [1]:
n=m1. n0 .                                                (1.4)
Literatura však parametry k0 a n0 nepoužívá a zaměňuje je přímo za n a k. Pro přiblížení 
se praxi a zavedenému systému zde budeme používat těchto parametrů, a to ve smyslu k 
počtu  vstujících  nezabezpečených  bitů  a n počtu  výstupních  zabezpečených.  Nyní 
máme určeny všechny základní charakterizující parametry konvolučního kodéru. Tyto 
parametry se mohou zapisovat v následujícím tvaru [5]:
(n , k, m) .
Kde n je počet výstupních zabezpečených bitů na k počet vstupních nezabezpečených 
bitů. A strukturu kodéru doplňuje m počet paměťových registrů. Avšak možností zápisu 
parametrů kódu je vícero. Dalším příkladem je zápis typu [5]:
(r, L),
kde r je informační poměr  k/n a L je parametr označující délku kódového ohraničení. 
Míra účinnosti (efficiency), neboli míra informace kódu je charakterizována kódovým 
poměrem [4, 5]
eff = k
n
=
k 0
n0
=R
.                                        (viz. 1.1)
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Obr. 1.4: Zobrazení možné struktury kodéru (3, 2, 3)
Na  obrázku  (Obr.  1.4) je  zřejmé  rozdělení  na  paralelní  tok  a jeho  následné 
zpracování. Tedy na dva nezabezpečené vstupní bity připadají tři výstupní. Tento kodér 
nepatří do skupiny systematických kódů. Obrázek pouze slouží pro přiblížení parametrů 
a jejich  významu.  Parametrické  označení  kodéru  vychází  ze  struktury  kodéru  tedy 
(3, 2, 3).  Takto  zadaných  kódů  může  existovat  obrovské  množství,  lišit  se  budou 
v propojení paměťových buněk. Toto propojení dává každému kódu  unikátní schopnost 
opravy chyb. Informační poměr je tedy 2/3, logickou úvahou by se mohlo zdát, že čím 
blíže je poměr k 1 tím výhodnější tato volba bude, ale musí se brát v potaz mnohem více 
parametrů  než  jenom  informační  poměr.  Všechny  vlastnosti  kódu  jsou  víceméně 
spojeny s velikostí  vytvářecí  matice.  Tudíž při  návrhu kodéru musíme brát  ohled na 
schopnost opravy chyb, ale zároveň netvořit kód, který bý při dekódování způsoboval 
obrovské zpoždění nebo aby jeho struktura byla tak obrovská, že k její implementaci by 
bylo zapotřebí několik čipů a cena takovéhoto řešení by byla neúnosná. Zároveň však 
musí být velikost vytvařecí matice dostatečná pro zajištění shopnosti opravy chyb. 
V dnešní době se nejčastěji vyskytují kódy s parametry k a n v rozmezí hodnot od 1 
do 8, a pro parametr  L v rozmezí 2 až 10 [5]. Míra účinnosti těchto kódů se pohybuje 
v hodnotách 1/8 až 7/8, vyjímku tvoří kódy používané pro vesmírnou komunikaci, ve 
kterých  se  míra  účinnosti  pohybuje  až  kolem  1/100  a  nižší.  Takto  nízké  využití 
přenosového  kanálu  pro  přenos  informace  je  však  přípustné  vzhledem  na  jakou 
vzdálenost a jak silně zarušeným prostředím je přenos uskutečňován. Navíc naprostá 
bezchybnost přijatých dat je velice důležitá (např. při realtime snímání určitých jevů, 
které se nebudou už nikdy opakovat).
Toto  jsou  všeobecné  parametry  konvolučních  kódů.  Systematické  kódy  s sebou 
přinášejí  několik  nových  parametrů.  Které  pro  nesystematické  kódy v tomoto  tvaru 
neexistují.  Tyto  parametry  určují  zabezpečující  schopnosti  těchto  kódů  a jejich 
kombinací  následně  určení  podmínek  pro  udržitelnost  schopnosti  opravy  vzniklých 
shlukových  chyb.  Novými  parametry  jsou  minimální  délka  ochranného  intervalu 
A a maximální délka shluku chyb b [6, 8].
Nyní jsou probrané hlavní parametry potřebné k identifikaci a určení přenosových 
schopností konvolučních kódů. Rekapitulací zmíněných parametrů je splněn přípravný 
krok v seznámení s návrhem kodeku. Probrané parametry jsou R (informační rychlost), 
k0 (počet  vstupních  paralelních  bitů),  A (minimální  délka  ochranného  intervalu), 
b (maximální délka shluku chyb) a poslední n0 (počet výstupních zabezpečených bitů).
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2  Charakter chyb a jejich vznik
Počet a charakter chyb závisí  na mnoha činitelech.  Hlavním činitelem chybovosti 
přenosu  je  přenosový kanál,  neboli  prostředí  použité  k přenosu.  Přenosový kanál  je 
definován hlavními parametry. Jimiž jsou, frekvenční šířka z hlediska rychlosti přenosu 
a druhým parametrem je chybovost BER (bit-rate error). Chybovost kanálu je určena 
jednoduchým poměrem [3]:
BER= počet chybnýchbitů
celkový počet přijatých bitů .                              (2.1)
Počet  chyb  a chybovost  kanálu  tedy  určuje  parametr  BER.  Ale  charakter  chyb 
v daném objemu přenesených dat z tohoto parametru nelze vyčíst. Existují dva  hlavní 
typy chyb [1].
2.1  Nezávislé chyby
Jsou to chyby, které se víceméně vyskytují s určitou rovnoměrností. Vzhledem k této 
rovnoměrnosti  lze  k  jejich výskytu počítat  různé statistické výpočty.  Jako průměrný 
počet  chyb na  počet  přenesených bitů  atd.  Používá  se  výraz  jednoduchá chyba pro 
vyjádření výskytu jedné chyby v určité posloupnosti bitů nebo vícenásobná chyba při 
výskytu  více  nezávislých  chyb  v dané  posloupnosti  bitů.  Přestože  je  jich  více,  tak 
nesplňují podmínku pro následující skupinu chyb. Touto podmínkou je, že chyby musejí 
být v posloupnosti za sebou. Základní nesystematické kódy jsou schopné opravit pouze 
chyby  nezávislé,  kdežto  kódy  systematické,  při  dodržení  podmínek  opravitelnosti, 
nemají s opravou takovýchto chyb problém.
2.2  Shlukové chyby
V  tomto  případě  se  jedná  o výskyt  mnohonásobně  vyššího  počtu  chyb  v určité 
posloupnosti než ve zbytku zprávy. Počet chybných prvků ve shluku daného úseku se 
vyjadřuje hustotou chyb (%). Také u tohoto typu chyb lze zavést statistické vyjádření 
vlastností výskytu chyb např.: průměrná délka shluku, průměrná vzdálenost mezi shluky 
atd. Častěji než nezávislé chyby se vyskytují právě chyby shlukové či jejich kombinace 
s chybami nezávislými.
Následující  obrázek  (Obr.  2.1)  názorně  ukazuje  rozdíl  mezi  chybou  nezávislou 
a shlukovou na úseku dat o shodné délce:
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Obr. 2.1: Nezávislé a shlukové chyby
3  Systematické kódy pro opravu shlukových chyb
Jedním z prvních vědců, kteří se zabývali tvorbou systematických kódů na opravu 
shlukových  chyb  Hagelbarger.  Hagelbarger  vytvořil  kód  schopný  opravit  shlukové 
chyby  a tím  posunul  kódovací  systémy o krok  dopředu.  Ale  jak  už  to  bývá  každá 
novinka má v sobě skryté určité nevýhody či chyby. Nevýhodou jeho kódu bylo to, že 
shluky chyb  se  musely vyskytovat  s příliš  velikým časovým rozestupem (ochraným 
intervalem  A)  a dalším  předpokladem  bylo,  že  se  v kontrolovaném  úseku  nesměly 
vyskytnout  dva shluky chyb najednou. Navíc jeho kód plně nesplňoval  Gallegerovy 
meze [8].
Tento kód byl posléze vylepšen dvěma vědci, kteří přinesli nezávisle na sobě kód 
vylepšený . Přesto že na vylepšení pracovali  nezávisle výsledek jejich práce byl tak 
podobný, že kód nese jméno obou jeho autorů. Autory byl Iwadari avMasery. Iwadari-
Maseryův  kód  měl  stejné  korekční  schopnosti  jako  kód  Hagelbargerův,  avšak  za 
podmínek  kratších  ochranných  intervalů  (pojem  bude  vysvětlen  dále).  Kód  však 
nepřinesl zlepšení v oblasti Gallagerových mezí.
Krátce  po  prezentaci  tohoto  vylepšeného  kódu  vznikl  kód  ješte  lepší.  Opět  ho 
prezentovali dva vědci. Byli jimi Berlekamp a Preparat. Jejich kód opět vyžaduje kratší 
ochranný interval  pro dodržení  podmínek opravitelnosti  shluků chyb a navíc  splňuje 
podmínky Gallagerových mezí. Tím vznikl kód dokonalejší než všechny předešlé. Ve 
všech  případech  se  jedná  o kódy  systematické  takže  lze  jednoznačně  rozlišit  část 
informační a zabezpečovací.
Následující kapitola je věnována pouze poslednímu kódu, protože další kroky budou 
směřovat k návrhu kodeku právě tohoto kódu.
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4  Berlekamp-Preparatův kód
Jak bylo popsáno v předchozí kapitole jedná se o dokonalejší kód než předešlé a to 
hlavně z hlediska Gallagerových mezí. Kód je specifický tím, že jeho výsledek bude 
vždy splňovat Gallagerovy meze. Gallager prezentoval pravidlo, že každý konvoluční 
kód o informační rychlosti  R je schopen opravit všechny shlukové chyby délky b nebo 
kratší vzhledem k ochrannému intervalu A, pokud splňuje [8]:
A
b
≥1R
1−R .                                                    (4.1)
Tento  vzorec  vyjadřuje  mez  kompletní  opravy  shlukové  chyby.  Jak  je  ze  vzorce 
evidentní a na dalších řádcích bude i dokázáno, velikost vytvářecí matice nepřímo závisí 
na velikosti  ochranného intervalu a délce shluku chyb. Jedná se tedy o systematický 
kód, ve kterém shluk může ovlivnit nejvýše jeden blok omezené délky. 
4.1  Vlastnosti vytvářecí matice B-P kódu
Berlekamp-Preparatův kód je označován (n0, n0-1, m) [8] to je dáno strukturou jeho 
vytvářecí matice. Vytvářecí matice u tohoto kódu se skládá ze dvou podmatic velikosti 
(n0 , n0). První z podmatic je čtvercová (má stejný počet řádků jako sloupců) a obsahuje 
jedničky pouze na vedlejší diagonále. Druhá z podmatic je vyplněna jedničkami pouze 
nad hlavní diagonálou. Celá vytvářecí matice je pak složena z podmatic tak, že první 
podmatice je vlevo a druhá je k ní připojena zprava [8]. Příklad vytvářecí matice pro 
kód (6, 5, 11):
B0=[
0 0 0 0 0 1 0 1 1 1 1 1
0 0 0 0 1 0 0 0 1 1 1 1
0 0 0 1 0 0 0 0 0 1 1 1
0 0 1 0 0 0 0 0 0 0 1 1
0 1 0 0 0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0 0 0 0 0
]
.                        (4.2)
Velikost matice odpovídá sloučení dvou podmatic o velikosti (6, 6), tedy (6, 12) což 
odpovídá teoretickým poznatkům o vytvářecí matici Berlekamp-Preparatova kódu, která 
je vždy velikosti (n0, 2n0). Na struktuře matice je rovněž evidentní systematičnost. První 
sloupec  a poslední  řádek  obsahují  pouze  jeden  prvek,  a to  jedničku.  Tato  jednička 
znázorňuje okamžitý přenos vstupních dat na výstup kodéru. Na výstupu k těmto datům 
bude připojen zabezpečující  bit,  který vznikl kombinacemi utvořenými podle zbytku 
vytvářecí  matice.  Mohlo  by  se  zdát,  že  zabezpečení  jedním  bitem  nemusí  býti 
dostatečné. Avšak právě v tomto je síla tohoto kódu. S nízkou nadbytečností poskytuje 
velký stupeň zabezpečení. Zároveň zde vznikají zajímavé vztahy, které platí pouze pro 
tento kód. Ze zápisu je evidentní, že n0=6 , k 0=n0−1=5 a posledním parametrem 
je počet pamětí, který je dán právě strukturou vytvářecí matice [8]:
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m=2⋅n0−1 .                                                  (4.3)
Ze  struktury této  matice  lze  odvodit  zadávací  polynomy pro  propojení  jednotlivých 
pamětí  mezi  sebou.  Polynomy  jsou  následující G6
1=D11D10D9D8D7D5
G6
1=D11D10D9D8D4 G6
1=D11D10D9D3 G6
1=D11D10D2
G6
1=D11D .  Další  paralela  je  zřejmá  mezi  počtem pamětí  a nejvyšší  mocninou 
polynomů.  Je  to  samozřejmé,  protože  místeno  D  v podstatě  určuje  počet  kroků  po 
kterých se vstupní bit účastní kombinačních operací. Pro konkrétní představu poslouží 
následující obrázek kodéru zadaného vytvářecí maticí (4.2):
Obr. 4.1: Kodér Berlekamp-Preparatova kódu (6, 5, 11)
Kodér má tedy pět vstupů a šest výstupů. Z toho plyne, že jakýkoliv takovýto kód bude 
mít vždy informační rychlost o poměru:
R=
n0−1
n0 .                                                   (4.4)
Tato nepřímá úměra by mohla vést k logické úvaze, že pokud se bude zvětšovat velikost 
vytvářecí matice bude se také zvyšovat využití kanálu pro přenos informace. Zároveň 
s nárůstem  využití  kanálové  kapacity  pro  přenos  informace  se  podle  následujícího 
vztahu (4.5)  bude zvyšovat  i minimální  délka  ochranného intervalu a celý  kód bude 
dosahovat s přibývající velikostí na kvalitě. Vztah pro výpočet minimálního ochranného 
intervalu je [8]:
A=m.n0=m.b .                                              (4.5)
Takovéto úvahy jsou však zcestné, neboť sice se teoreticky daný kód vylepšuje, ale 
po praktické stránce se musí přihlédnout především ke zpoždění a také k náročnosti na 
konstrukční velikost celkového kodeku. Neboť v dnešní době sice jsou vysoce výkonné 
výpočetní procesory, ale výkon je samozřejmě potřeba zaplatit a pro konečnou finanční 
náročnost projektu by mohl jeden kodek znamenat nevítaný nárůst investic. Při návrhu 
kodeku  je  tedy  nutné  volit  kompromis  mezi  cenou  a kvalitou.  Také  je  samozřejmě 
zbytečné navrhovat  kód,  který svými parametry mnohonásobně převyšuje  potřebnou 
úroveň  zabezpečení  dat  na  kanále.  Pro  bližší  seznámení  s těmito  parametry 
u Berlekamp-Preparatova kódu poslouží následující kapitola.
18
4.2  Konstrukční náročnost a zpoždění kodeku B-P kódu
Následující  řádky  budou  věnovány  v první  části  seznámení  se  zpožděním,  které 
vzniká  v kodeku  Berlekamp-Preparatova  kódu,  jak  při  zabezpečování  dat,  tak  při 
následném  dekódování  a opravě  v dekodéru.  Celkové  zpoždění  je  způsobeno  jen 
průchodem informačních bitů přes jednu větev paralelního větvení paměťových buněk 
v dekodéru,  jež  slouží  k odvození  zabezpečujícího  bitu  na  straně  příjemce[8]. 
Informační zpoždění v kodéru je nulové a v dekodéru je dané vzorcem (4.7). Celkové 
zpoždění kodeku tedy bude [8]:
Z kodér=0
Z dekodér=2⋅n0−1
Z celkové=Z kodérZ dekodér=2⋅n0−1 .                   (4.6, 4.7, 4.8)
Zpoždění  kodeku  opět  vychází  ze  součtu  zpoždění  v pamětích  kodéru  a dekodéru. 
Kodér systematického kódu nemá nikdy informační zpoždění bitů z důvodu okamžitého 
přenosu informace ze vstupu na výstup. Takto přenesená informace je pouze doplněna 
o zabezpečující bit, který je výsledkem operací kodéru proběhnuvších už v předchozím 
kroku. Každá následující informace je zabezpečena informací předchozí. Zpoždění tedy 
vzniká pouze při dekódování v paralelních větvích dekodéru.
Dalším  z kritérií  návrhu  je  kritérium konstrukční  složitosti,  neboli  náročnosti  na 
počet  využitých paměťových a logických prvků. Je samozřejmé,  že čím větší  kodek 
bude  navržen  tím  poroste  i počet  členů  paměťových  i logických.  Pro  Berlekamp-
Preparatův kodér je počet paměťových a logických členů určen stejně jako v případě 
zpoždění rozměry vytvářecí matice. Zde jsou výše slibované důkazy negativního vlivu 
velikosti vytvářecí matice na všechny parametry kodéru. Konstrukční náročnost kodéru 
na paměťové buňky je pro Berlekamp-Preparatův kód určena následujícím vzorcem [8]:
S p−kodér=2⋅no−1 .                                               (4.9)
Tento vzorec je už znám v použití pro výpočet počtu registrů  m v kodéru. Paměťové 
buňky jsou u dekodéru použity v paralelních větvích a v sekci tvorby syndromů. V sekci 
přijímače (paralelní větve) je jejich počet je určen součinem [8]:
 S p−dekodér1=k 0⋅2⋅n0−1 .                                       (4.10)
Z předchozího textu je známo, že k 0=n0−1 . Po dosazení a následné úpravě vzorce 
(4.10) získáme upravený tvar obsahující pouze rozměry vytvářecí matice.
S p−dekodér1=2⋅n0
2−3⋅n01 .                                     (4.11)
Druhou částí  dekodéru  je  část,  ve  které  se  vytváří  syndromy pro  případnou opravu 
a potřebný počet pamětí pro tento úsek je [8]:
S p−dekodér2=2⋅n0−2 .                                           (4.12)
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Celkový  potřebný  počet  pamětí  v dekodéru  pak  vzniká  součtem  dílčích  počtů 
v jednotlivých částech dekodéru a je roven:
S p−celkový=S p−dekodér1S p−dekodér2=2⋅n0
2−n0−1 .                    (4.13)
Počet  paměťových  prvků  je  nyní  znám pro  kodér  i dekodér  a poslední  část  této 
kapitoly bude věnována určení počtu logických členů pro realizaci lineárních operací 
uvnitř kodéru i dekodéru. Počty jsou opět spjaty s velikostí vytvářecí matice. Logické 
prvky potřebné pro funkci kodéru jsou pouze sčítačky a jejich počet je určen [8]:
S l−kodér=2⋅n0−1 .                                           (4.14)
Logické  prvky dekodéru  už  jsou  poněkud  složitější.  Kromě  sčítacích  prvků  se  zde 
vyskytují  prvky AND a NOT. V dekodéru se všechny logické prvky vyskytují  pouze 
v části přípravy syndromů a korekce chyb. Jejich počet je určen vzorci takto [8]:
S l−dekodér=4⋅n0−1n0−1=5⋅n0−2 .                         (4.15)
Celkový počet logických prvků následně opět vznikne součtem počtů v dílčích částech 
a výsledný počet bude:
S l−celkový=7⋅n0−4 .                                          (4.16)
V této kapitole byly probrány konstrukční vlastnosti a zpoždění kodeku Berlekamp-
Preparatova kódu. Tyto znalosti spolu se znalostmi vlastností tohoto kódu budou sloužit 
jako výběrová kritéria pro volbu vhodné velikosti vytvářecí matice a následného návrhu 
celého kodeku.
5  Výběr vhodné velikosti vytvářecí matice
Volba  vhodných  rozměrů  pro  vytvářecí  matici  je  hlavním  krokem  teoretického 
návrhu  kodéru  a následně  i dekodéru.  Při  volbě  je  nutné  vzít  v úvahu  jak  otázku 
dostatečného  zabezpečení  dat  proti  znehodnocení,  tak  uspokojivou  rychlost  při 
kódování a především dekódování přijatých dat. Samozřejmě je nutné také dostatečně 
využívat přenosovou kapacitu kanálu pro přenos informace. Svojí roli bude v návrhu 
větších struktur hrát i cena.
Výsledek hlavně musí splňovat podmínky dodržení opravitelnosti dat na přenosovém 
kanále  s určitou  chybovostí.  Po  splňení  tohoto  kritéria  lze  návrh  formovat  dle 
konkrétních potřeb. K parametrům kanálu lze přistupovat různě. Při potřebě rychlého 
přenosu  a dekódování  se  může   použít  např.  průměrná  hodnota  délky  shluků  chyb. 
K zabezpečení pak bude potřeba menší a tudíž rychlejší kodek. Takovéto využití může 
být  aplikováno  na  realtime  přenos  zvuku,  kdy  i přes  sníženou  kvalitu  zvuku 
(způsobenou vznikem shluků chyb delších než zvolená maximální hodnota) je prioritní 
rychlost.  Rámce, které dekodér nebyl schopen opravit jsou zahozeny. Samozřejmě je 
opět nutné nalézt hranici, nad kterou ztrátovost nesmí  stoupnout. Druhým extrémem 
může být takový, že potřebujeme naprosto bezchybně, bez ohledu na zpoždění, přenést 
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data. V takovémto případě se volí postup zvolení maximální délky shluku chyb, která se 
za celou dobu přenosu vyskytla. A takto zvoleným parametrům podřídit návrh. Vše tedy 
záleží  na  zvolení  optimálního  kompromisu  mezi  rychlostí,  zabezpečením,  cenou 
a využitím kanálu k přenosu informace.
5.1  Rozbor zadání
Zadání  ukládá  navrhnout  Berlekamp-Preparatův  kód,  který  zabezpečí  digitální 
přenos  dat  proti  shlukům  chyb  maximální  délky b≤5 bitů,  při  minimálním 
bezchybném úseku A≥2000 bitů. Pro takovýto kanál je zapotřebí navrhnout kodek.
Vlastnosti kanálu jsou tedy dané zadáním. Minimálně po každých 2000 bitech může 
vzniknout shluk chyb o maximální délce 5 bitů. Chybovost kanálu BER je tedy podle 
(2.1) rovna:
BER≤ 5
2005
 BER≤2,494⋅10−3
.
Tato chybovost je běžná při pozemním vysílání digitální televize (DVB-T). Takže lze 
usoudit, že přenosovým prostředím je v tomto případě atmosféra. Nyní jsou nám známé 
požadavky  na  zabezpečení  dat  kodérem,  který  musí  produkovat  kód,  jež  dokáže 
zabezpečit data před shluky chyb maximální délky 5 bitů a jeho ochranný interval musí 
být  menší  než  2000  bitů.  Přistoupíme  tedy  k volbě  velikosti  vytvářecí  matice. 
V následující  tabulce  jsou  uvedeny  příklady  jak  zabezpečujících,  tak  konstrukčních 
a informačních vlastností pro různé rozměry vytvářecí matice Berlekamp-Preparatova 
kódu. Porovnáním hodnot různých verzí  bude vybrána jedna,  která bude poskytovat 
vhodné vlastnosti a kompromis mezi všemi jejími parametry bude uspokojivý. Tabulka 
různých verzí návrhu:
n0 (n0, n0-1, m) min A [bit] max b [bit] Z [bit] SL [-] SP [-] R [-]
3 (3, 2, 5) 15 3 5 17 14 0,6667
4 (4, 3, 7) 28 4 7 24 27 0,7500
5 (5, 4, 9) 45 5 9 31 44 0,8000
6 (6, 5, 11) 66 6 11 38 65 0,8333
7 (7, 6, 13) 91 7 13 45 90 0,8571
8 (8, 7, 15) 120 8 15 52 119 0,8750
9 (9, 8, 17) 153 9 17 59 152 0,8889
10 (10, 9, 19) 190 10 19 66 189 0,9000
Tab. 5.1: Velikosti a vlastnosti kódů
V prvním  sloupci  tabulky  (Tab.  5.1)  je  vypsán  počet  řádků  n0 (počet  výstupních 
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paralelních bitů z kodéru). Následuje zápis kódu, ze kterého lze vyčíst počet vstupních 
bitů,  počet  výstupních  bitů  a potřebný počet  pamětí  pro kodér.  Ve třetím sloupci  je 
minimální délka ochranného intervalu A. Další sloupec s maximální délkou shluku chyb 
b ukončuje  část  obsahující  zabezpečující  vlastnosti  kódu.  Konstrukční  vlastnosti 
zahajuje  sloupec  se  zpožděním  Z a pokračuje  potřebným počtem logických členů  SL 
a pamětí SP. Samostaně pak stojí informační rychlost R.
Tabulka je rozdělena na dvě pomyslné části. Je evidentní, že první dva řádky, kde 
schopnost  opravy shluku maximální  délky nedosahuje  hodnoty přenosového kanálu, 
jsou  pro  návrh  zcela  nevhodné.  Navíc  vykazují  malou  informační  rychlost,  takže 
vstupní data by se zbytečně „kouskovala“ a v kanálu by se vyskytovalo příliš mnoho 
zabezpečujících bitů, které by navíc ani nebyly schopné poskytnout potřebnou hladinu 
zabezpečení.  Od velikosti  třetí  matice až do konce tabulky zabezpečující  schopnosti 
kódu splňují požadavky na zachování schopnosti opravy shluků chyb při přenosu na 
zadaném kanálu.  I jejich informační rychlost je přijatelná. Pohybuje se v rozmezí od 
0,8000 do 0,9000. Tyto čísla vyjadřují poměrné využití kanálu pro přenos informace. Po 
převodu na procentuelní vyjádření jsou hodnoty mezi 80 až 90 procenty.
Zabezpečující schopnosti jsou tedy splněny ve všech případech vyjma prvních dvou 
řádků. Druhá skupina požadavků, na nízké zpoždění a přijatelnou konstrukční složitost, 
odstraní další část tabulky a nechá pouze vhodné kandidáty. Požadavek na konstrukční 
jednoduchost,  pro náš případ nesplňují  poslední tři  velikosti  kódů, protože přesahují 
hranici 100 paměťových buněk. Zbylé tři velikosti jsou už přijatelné, přesto poslední 
z nich (kód o velikosti (7, 14) ) jehož počet pamětí je sice pod 100 buněk, ale hodnota 
90 je stejně příliš vysoká vyloučíme z výběru.
Zbylé  dva  kódy splňují  požadavky jak  na  konstrukční  složitost  tak  na  zpoždění. 
Jedná se o kódy (5, 4, 9) a (6, 5, 11). Z těchto dvou volba padla na kód první, protože je 
konstrukčně ješte méně složitý a jeho zpoždění je taktéž menší.  Informační rychlost 
je sice menší, ale rozdíl není nijak nepřijatelný. Ochranný interval tohoto kódu se rovná
A=45 bitů  což  je  naprosto  v souladu  s požadavky kanálu  a  tento  kód  bude  dále 
použit pro návrh. Tímto výběrem končí kapitola teoretické přípravy a volby vhodného 
kódu pro následný návrh kodeku Berlekamp-Preparatova kódu.
6  Návrh kodeku B-P kódu
Zvolená  velikost  vytvářecí  matice  z předchozí  kapitoly  je  tedy  (5,  10).  Jedná  se 
o vytvářecí matici kodéru, která bude využita nejdříve. K návrhu a všem přidruženým 
výpočtům bude použit velice výkonný nástroj (Matlab). Matlab je programové prostředí 
a skriptovací  programovací  jazyk pro  vědeckotechnické  numerické  výpočty, 
modelování, návrhy  algoritmů,  počítačové simulace, analýzu a prezentaci dat, měření 
a zpracování  signálů,  návrhy řídicích  a komunikačních  systémů.  Další  kroky (návrh 
realizace kodeku, ověření funkční schopnosti) budou realizovány v nadstavbě Matlabu, 
Simulinku.  Simulink  je  nástroj  pro  modelování,  simulaci  a analýzu  dynamických 
systémů.
Návrh kodeku bude rozdělen do dvou úrovní. V první fázi se seznámíme s funkcí 
kodéru  a provedeme  jeho  návrh  pomocí  návrhových  prostředků.  Druhá  fáze  bude 
věnována  návrhu  dekodéru.  Vše  potřebné  pro  návrh  kodéru  je  nám  známé  a tudíž 
přikročíme k práci a seznámení se s kodérem.
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6.1  Vytvářecí matice
Parametry kodéru jsou dané (5,  4,  9).  Tedy kodér  bude mít  4 vstupy (k0  = 4) a pět 
výstupů (n0 = 5). Počet paměťových buněk je určet vzorcem (4.3)  m = 9. Informační 
rychlost je podle vzorce (4.4) R = 4/5. Zpoždění v kodéru je nulové a počet potřebných 
logických prvků je podle (4.14) Sl-kodér = 8. Prvním krokem k sestavení kodéru je získání 
vytvářecí matice pro kodér. Z parametrů zvoleného kódu je zřejmá její velikost (5, 10) 
a tudíž vytvářecí matice má následující podobu:
B0=[0 0 0 0 1 0 1 1 1 10 0 0 1 0 0 0 1 1 10 0 1 0 0 0 0 0 1 10 1 0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0 0 0
]
.                           (6.1)
Z vytvářecí matice lze odhadnout propojení jednotlivých paměťových registrů.  Tento 
odhad  lze  zapsat  pomocí  vytvářecích  polynomů a tím položit  základ  ke  grafickému 
zobrazení  kodéru.  Polynomy  odhadnuté  z vytvářecí  matice  jsou 
G5
1=D9D8D7D6D4 G5
2=D9D8D7D3 G5
3=D9D8D2
a G5
4=D9D . Z matice je zřejmá systematičnost daná jedničkou v prvním sloupci 
a zároveň posledním řádku. Tato jednička značí okamžitý přenos informace ze vstupu 
na  výstup  [12].  Zbytek  matice  slouží  k vytvoření  zabezpečujícího  bitu  k přenesené 
informací,  který  se  bezprostředně  připojuje  k informaci.  Pro  upřesnění,  není  to 
zabezpečující  bit  vzniklý  z aktuálních  dat,  ale  z dat  minulých.  Tímto  způsobem  je 
zajištěna  provázanost  mezi  jednotlivými  bity  informace  a tudíž  možnost  opravy 
shlukových chyb. Přestože dojde ke znehodnocení více po sobě jdoucích bitů kodér je 
schopen (při dodržení maximální délky shluku chyb) postupně tento shluk chyb opravit 
na výchozí hodnoty.
Z vytvářecích polynomů je nyní  možné lehce odvodit  grafickou strukturu kodéru. 
Struktura tohoto kodéru je následující:
Obr. 6.1: Grafické znázornění kodéru kódu (5, 4, 9)
Grafické  znázornění  dále  poslouží  pro  lepší  představu  o konkrétních  kombinačních 
operacích, které v kodéru probíhají během zabezpečujícího procesu.
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6.2  Využití Matlabu při teoretickém návrhu
Program Matlab je strukturován do několika částí, kterých lze využít při práci. První 
sekce  je  nazvána  workspace.  V tomto  okně  lze  prohlížet  proměnné,  se  kterými  lze 
během programování pracovat. Matlab pracuje s vlastním jazykem, který lze pomocí 
příslušných  modulů  konvertovat  do  jiných  jazyků  (např.  C).  Dalším  z polí  je  pole 
příkazového  řádku,  do  kterého  se  přímo  zadávají  příkazy.  Pracovat  lze  buď  přímo 
v příkazovém řádku programu Matlab nebo lze vytvářet skripty (tzv. m-file), které je 
možné následně volat  z příkazového řádku. Pro psaní skriptů je Matlab velmi dobře 
vybaven. Jeho editor umožňuje krokování jednotlivých operací příkaz po příkazu. Toto 
krokování slouží nejen k odladění případných chyb v syntaxi,  ale zároveň k zajištění 
správné  funkce  jednotlivých  bloků.  Krokování  také  umožňuje  dokonalé  zvládnutí 
a pochopení procesů probíhajících během lineárních operací kodéru. Psaní skriptů je 
tedy využito a s jejich pomocí jsou blíže rozebrány funkce kodéru.
6.2.1  Naprogramování funkcí kodéru
Funkce kodéru jsou z předchozích kapitol objasněny. Převedení seriového toku na 
paralelní a následné zabezpečení informace a opětovné převedení na tok seriový. Hlavní 
program, který provádí volání procesů (podprogramů), které mají na starost jednotlivé 
operace jako převod sériového toku na paralelní a další. Celá naprogramovaná struktura 
pouze simuluje funkci jednotlivých bloků kodéru. Matlab pracuje s daty ve tvaru matic, 
proto je pro práci s kódy a kodóvání velmi vhodný. Jelikož všechny struktury kodérů 
vycházejí  z maticového  zápisu  není  vůbec  potřeba  pro  práci  s daty  tyto  matice 
upravovat. Z toho také vycházelo řešení skriptů. Z matic se pouze vyčítaly potřebné 
sloupce či řádky a následně se použily pro různé zabezpečující kombinace.
Při  spuštění  hlavního  skriptu  budou  vyžádány  vstupní  parametry  kodéru.  Tyto 
hodnoty  se  ukládají  do  základních  proměnných  a je  volán  první  podprogram,  který 
sestaví  vytvářecí matici  a vygeneruje další  proměnné potřebné v následných krocích. 
Hlavní  skript  bude  popsán  na  konci  kapitoly po  seznámení  se  všemi  podprogramy. 
Podprogram sestavující matici je na obrázku (Obr. 6.2). 
V prvním řádku je název skriptu a proměnné vstupující do podprogramu. V tomto 
případě jsou těmito proměnnými  A a b. Následující řádek vypočte informační rychlost 
kódu,  která  poslouží  k výpočtu  velikosti  vytvářecí  matice  (n0).  Dalším  krokem  je 
vytvoření matice, jejíž vedlejší diagonála je naplněna jedničkami. Matice jinak obsahuje 
nuly. Následuje vytvoření druhé matice, která má jedničky nad hlavní diagonálou. Toho 
bylo  docíleno  pomocí  dvou  vnořených  for cyklů,  jak  je  zobrazeno  na  obrázku 
(Obr. 6.2). Obě matice jsou na konci skriptu spojeny do vytvářecí matice  B0 pomocí 
příkazu cat.
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Obr. 6.2: Skript sestavující vytvářecí matici B-P kódu
Po vrácení vytvářecí matice do hlavního programu je volán další podprogram, který 
má za úkol vygenerovat pseudonáhodný tok bitů a ten uložit do matice. Podprogram je 
následující :
Obr. 6.3: Tvorba pseudonáhodného toku bitů
Příkaz pro vytvoření toku dat s délkou minimálně rovnou ochrannému intervalu. Délka 
je zadávána uživatelem při spušťení programu. Tento tok může mít délku libovolnou, 
avšak minimální délka musí být rovna ochrannému intervalu kodéru. Další z operací je 
úprava tohoto toku. Délku matice je potřeba upravit tak, aby jí bylo možné segmentovat 
a převést  z řádkové  podoby (seriový  tok)  do  podoby sloupců  (paralelní).  A s těmito 
sloupci násleně provádět operace zabezpečení. Úprava je nutná pro zachování možnosti 
maticových  operací   a spočívá  v připsání  nul  na  konec  matice  čímž  se  dosáhne 
požadované délky. Postup úpravy je zřejmý z obrázku (Obr. 6.4).
Kde vstupními parametry do podprogramu jsou matice toku a počet vstupů kodéru. 
Program zjistí  délku  matice  toku  a v následném kroku vypočítá  počet  segmentů,  na 
které se tok rozdělí před vstupem do kodéru. Následně do proměnné x zapíše potřebný 
počet nul. Pokud je v proměnné x nula program se ukončí, protože není potřeba žádné 
nuly  doplňovat.  Pokud  však  je  zapotřebí  nuly  doplnit  (proměnná  x má  nenulovou 
hodnotu) jsou nuly doplněny a počet segmentů je navýšen o jedna. V této fázi je tok 
připraven na proces segmantace a následně zabezpečující operace v kodéru. Tyto dvě 
operace se opakují v cyklu v hlavním programu. V každém cyklu je vyčten z upravené 
matice  toku  jeden  segment  uložen  do  pomocné  matice  a předán  do  podprogramu 
kódování,  kde je sloupec po sloupci násoben s maticí vytvářecí a výsledky jsou dále 
připojeny  segmentu.  Proces  segmantace  je  nahrazením  bloku  sério-paralelního 
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převodníku. V programu se v podstatě chová obdobně jako v reálném kodéru. Seriový 
tok, neboli řádek matice, převede na tok paralelní, tedy sloupcovou matici.
Obr. 6.4: Úprava toku na požadovanou délku
Podproces segmentace probíhá následovně ve skriptu na obrázku (Obr. 6.5) :
Obr. 6.5: Segmentace upraveného datového toku
Vstupní parametry dostává podprogram segmentace následující: Počet vstupů (k0), 
matici  toku (I) a číslo aktuálního segmentu,  které  je na začátku kódovacího procesu 
nulové. Následuje cyklus vyčítání z matice toku, ze které je vyčteno k0 prvků. V cyklu 
také  hraje  svojí  roli  číslo  segmentu,  protože  je  nutné  aby  se  při  kažkém  novém 
segmentování posouvalo místo výčtu v matici toku. Pokud by se tak nestalo byly by 
vyčítány opakovaně jedny a ty samé hodnoty. Takto vytvořený segment je předán spolu 
s jeho číslem v každém cyklu do hlavního programu, který tento segment předá dále. 
Posledním krokem v zabezpečení je samotný kodér, který rovnou produkuje sériový tok 
zabezpečené informace. Struktura skriptu kodéru je zobrazena na obrázku (Obr. 6.6) :
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Obr. 6.6: Skript kodéru
Kodér obsahuje také posuvný registr,  který je prezentován maticí  reg.  Na vstupu do 
kodéru jsou předány proměnné: Segment toku (IS), počet výstupů (n0), počet vstupů (k0), 
samotná  vytvářecí  matice  (B0),  už  zabezpečený úsek  dat  (ISEC),  který  je  na  počátku 
operace zabezpečování prázdný a nakonec je předána matice posuvného registru (reg), 
která je na začátku naplněna nulami.
Před  započetním  jakýchkoliv  operací  se  vypíše  poslední  prvek  z matice  reg do 
proměnné  reg_výst,  tato  operace  simuluje  výstup  z posuvného  registru.  Následuje 
posunutí každého prvku o jednu pozici doprava, tedy ke konci matice. A na první pozici 
matice se zapíše nula.  Tyto operace přesně vystihují  vlastnosti  a chování  posuvného 
registru (zásobníku). Provedením těchto operací je registr  připraven na další lineární 
kombinace,  které  jsou  obsaženy ve  dvou  vnořených  cyklech.  První  cyklus  posouvá 
sloupce  od posledního ke  druhému ve vytvářecí  matici  a druhý cyklus  vyčítá  řádky 
jednotlivých  sloupců  a ukládá  je  do  proměnné  (pam).  Tuto  proměnnou  vynásobí  se 
vstupním segmentem a po úpravě modulo 2 výsledek zapíše na příslušnou pozici  do 
posuvného registru. Tím je registr připraven na další operace. Obsah proměnné reg_vyst 
je připojen k segmentu jako zabezpečující bit a takto upravený segment je uložen do 
pomocné  proměnné   pam1.  Ta  je  připojena  k výstupnímu  toku  ISEC,  který  je  spolu 
s registrem výstupní hodnotou podprogramu.
Hlavní program po spuštění požaduje zadání parametrů kódu. Tyto parametry jsou 
uloženy a dále použity pro výpočty. Po zadání potřebných parametrů je jako výstup na 
obrazovku  vypsána  vytvářecí  matice.  Spouštěcí  proces  je  zobrazen  na  obrázku 
(Obr. 6.7). 
Parametry  jsou  zadány  tak,  jak  byly  spočítány  v předchozí  kapitole  výběru 
nejvhodnějšího kódu. Po seznámení s podprogramy nezbývá než popsat samotný skript 
hlavního programu.
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Obr. 6.7: Vzhled příkazového řádku hlavního programu
Posloupnost příkazů v hlaním programu je takováto (Obr. 6.8):
Obr. 6.8: Skript hlavního programu
Po získání parametrů ze vstupu od uživatele program volá první funkci (podprogram) na 
sestavení vytvářecí matice. Další v pořadí je funkce na vygenerování pseudonáhodného 
toku bitů. Tento tok je záhy upraven. Po úpravě toku na požadovanou délku následuje 
vytvoření  určitých  proměnných nezbytných pro  další  funkci  programu.  Mezi  těmito 
proměnnými je i prázdná matice výstupního zabezpečeného toku ISEC a nulami naplňený 
registr  reg.  Po  vytvoření  potřebných  proměnných  můžou  být  provedeny  operace 
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segmentace a následně kódování.  Tyto operace se opakují  v cyklu tak dlouho dokud 
hodnota cyklu není rovna počtu segmentů. Po vykonání posledního je vyvoláno okno 
s grafy vstupního  nezabezpečeného toku  I a výstupního zabezpečeného  ISEC toku.  Na 
těchto grafech lze  názorně demonstrovat nadbytečnost kódu a také lze vyčíst hodnoty 
zabezpečujících bitů pro jednotlivé skupiny bitů. Poslední řádky skriptu už pro funkci 
kodéru nemají žádný význam. V těchto řádcích se pouze upravují vstupní data tak, aby 
je bylo možné použít jako vstupní informaci pro model v simulinku. Na obrázku (Obr. 
6.9) jsou zobrazeny vstupní nezabezpečená posloupnost (délky 48 bitů) a zabezpečená 
výstupní  posloupnost  (délky  60  bitů).  Je  tedy  zřejmé,  že  tok  byl  rozdělen  na  12 
segmentů, kdy ke každému segmentu byl přidán jeden zabezpečující bit.
Obr. 6.9: Graf vstupní a výstupní posloupnosti
Naprogramováním kodéru pomocí skriptů v matlabu došlo k ověření znalostí o způsobu 
kódování a zabezpečení Berlekamp-Preparatovým kódem a zároveň byl získán pevný 
kontrolní  bod  pro  další  fázi  návrhu  a to  sice  modelování  kodéru  v simulinku.  Pro 
možnost porovnání správnosti výstupních dat z kodéru byla na konci skriptu vytvořena 
ze vstupní posloupnosti sloupcová matice K, která kromě dat obsahuje i časový údaj pro 
řízení jednotlivých bloků modelu. Tato matice je načítána příslušným blokem simulinku 
jako  vstupní  data  do  modelu  kodéru.  Modelování  funkcí  kodéru  pomocí  programu 
simulink je prvním z finálních kroků teoretického návrhu.
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6.3  Modelování kodéru v simulinku
Nadstavbou  Matlabu  je  modelovací  prostředí  Simulink.  Toto  prostředí  umožňuje 
simulovat  funkci  reálných  prvků  jakými  mohou  být  různé  logické  funkce  či  např. 
generátory   impulzů  atd.  Takto  lze  velmi  přesně  sestavit  modely  různých  zařízení 
pracujících  nejen  s číslicovou  informací.  U každého  prvku  takto  vloženého  lze 
dodatečně  upravovat  kvalitativní  i funkční  vlastnosti  a tím prvek co nejvíce  přiblížit 
realitě.
Struktura  programu  je  v celku  jednoduchá.  Hlavním  oknem  je  Simulink  library 
browser. V tomto okně je zobrazen výpis všech funkčních prvků, které lze použít pro 
realizaci funkcí různých modulů dostupných pro zvolenou simulaci. Druhým oknem je 
samotná plocha pro tvorbu modelu z postupných prvků. Prvky se na plochu vkládají 
jednoduchým přetažením. Simulink, nejen že umožňuje modelování různých funkčních 
modulů,  ale  zároveň  lze  tyto  moduly  funkčně  a logicky separovat  do   jednotlivých 
oddílů, jejichž vnitřní struktura je skrytá. Tato separace lze provádět prvkem s názvem 
subsystem.  V celém systému se tento blok prezentuje pouze svým názvem a počtem 
vstupů a výstupů. Na obrázcích (Obr. 6.10, Obr. 6.11) jsou zobrazena jednotlivá okna 
a také v okně plochy je zřejmá logická struktura celého kodéru.
Obr. 6.10: Knihovna funkčních prvků v simulinku
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Obr. 6.11: Plocha modelu s funkčními subsystémy
Struktura  kodéru  je  zřetelná  z obrázku  (Obr.  6.11),  kde  jsou  vstupní  data  vyčítána 
z matice  K.  Struktura  této  matice  byla  nastíněna  na  konci  předchozí  kapitoly.  Dva 
sloupce matice (data a časová linie) jsou vyčítány blokem  from workspace.  Vyčítaná 
data jsou datového typu double, který je nutné transformovat na datový typ boolean. 
Tuto  konverzi  provádí  blok  data  type  conversion. Tyto  operace  ještě  nepatří 
k samotnému  kodéru,  slouží  pouze  k nutné  úpravě  vstupních  dat  pro  potřeby 
modelování.
Po těchto operacích přichází na řadu úpravy toku spojené s kodérem. Tedy převod 
seriového toku na paralelní  v bloku  demux.  Dalším subsystémem (blokem)  je  kodér 
s posuvnými  registry  a sčítacími  prvky.  Zde  jsou viditelné  hlavní  parametry kodéru, 
jako počet vstupních informačních bitů a počet výstupních zabezpečených bitů k těmto 
vstupním. Po procesu zabezpečení následuje převod těchto výstupních bitů na výstupní 
seriový tok pomocí bloku mux. Struktura kodétu je zřejmá, avšak struktura jednotlivých 
bloků uvnitř zůstala zatím skrytá.
6.3.1  Struktura serio-paralelního převodníku
Prvním blokem kodéru je serio-paralelní převodník jehož funkce byly již podrobně 
rozebrány. V této kapitole bude rozebrána struktura v bloku demux a tím popsán první 
z bloků  kodéru.  K této  struktuře  je  navíc  přidán  prvek  scope s jehož  pomocí  lze 
zkontrolovat jeho bezchybnou funkčnost. Struktura je zobrazená na obrázku (Obr. 6.12).
Kde  jsou na  vstup  In1 přivedeny postupně  informační  bity,  které  se  zapisují  do 
posuvného  registru  (pamětí).  V této  fázi  plnění  registrů  jsou  přepínače  přepnuty  do 
paměťové smyčky,  ve které  je  udržována hodnota po dobu plnění  vstupních  pamětí 
novými daty. Hodnota udržovaná ve smyčce pamětí je zároveň předávána na výstup. Na 
výstupu je tedy po dobu čtyř kroků konstantní hodnota. K přepínání přepínačů slouží 
generátor  impulsů,  který  s každým čtvrtým příchozím prvkem přepne  přepínače  do 
druhé pozice. Tím dojde k přečtení hodnot uložených ve vstupních pamětích a předáním 
těchto hodnot do paměťové smyčky. Logický prvek NOT plní funkci pouze pro úpravu 
generátorových impulzů. Posledním typem pvrků, který je v převodníku použit je rate  
transition.
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Obr. 6.12: Struktura serio-paraleního převodníku kodéru
Obr. 6.13: Výstup serio-paralelního převodníku
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Jak bylo napsáno, každý bit je na výstupu po dobu čtyř kroků, tedy dobu potřebnou 
pro naplnění vstupních pamětí. Z tohoto důvodu je potřeba upravit řídící kmitočet, tedy 
časovou osu toku. Frekvence paralelních toků se po převodu ze seriového toku k0 krát 
zmenší,  tedy  v našem  případě  se  doba  trvání  jednoho  prvku  čtyřikrát  prodlouží 
(čtyřikrát se zmenší kmitočet). Tuto změnu provádí právě prvek  rate transition, který 
transformuje aktuální frekvenci na 1/4 frekvence původní. Převod vstupního toku K je 
zobrazen na obrázku (Obr. 6.13) jež je výstupem prvku scope. Skupiny vstupních bitů 
na  obrázku  jsou  převedeny  na  výstupní.  Počáteční  nuly  vznikly  prodlevou  mezi 
naplněním vstupních pamětí prvními vstupními daty a přenosem těchto dat na výstup.
6.3.2  Struktura kodéru
Kodér  jehož  velikost  a parametry  byly  probrány a vhodně  zvoleny  v předchozím 
textu je hlavním blokem. Vstupní  paralelní  data jsou převedena okamžitě  na výstup 
a zároveň doplněna o zabezpečující bit. Kodér opět obsahuje funkční a logické prvky. Je 
složen  z posuvného  registru  (pamětí)  a sčítaček,  které  provádí  jednotlivé  operace. 
Struktura bloku preparat, neboli kodéru je následující:
Obr. 6.14: Struktura kodéru
Vstupní data jsou tak jak přicházejí rovnou přenášena na výstup. Což je evidentní na 
obrázku (Obr.  6.14). Pátý zabezpečující  bit  je k přeneseným datům přidán okamžitě. 
Dochází  tedy  k zabezpečení  bez  zpoždění.  Zabezpečující  bit  je  produktem  operací 
provedených  s předchozími  vstupními  daty.  Logický  prvek  XOR  zde  plní  funkci 
sčítacího prvku. Jde o logický prvek který provádí součet modulo 2. Opět se zde nachází 
prvek upravující řídící frekvenci pro následující prvek. Z obrázku (Obr. 6.14) je totiž 
jasné,  že  v jeden  okamžik  jsou  paralelní  toky  4  a v následujícím  kroku  je  jich  5. 
Frekvence zpracování  paralelních vstupů musí  tedy vzrůst.  Kdežto po úpravě  serio-
paralelním  převodníkem  frekvence  klesla  na  čtvrtinu,  před  zpětnou  úpravou  už 
zabezpečené  informace  na  seriový  tok  je  nutné  frekvenci  zvýšit  na  5/4  počáteční 
frekvence.  A to  je  opět  úkol  pro  tento  prvek.  Posledním  prvkem  před  přenosem 
zabezpečené  informace  (z hlediska  kódování)  je  paralelně  seriový  převodník,  který 
paralelní toky sloučí do výstupního sériového toku.
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6.3.3  Struktura paralelně-seriového převodníku
Obr. 6.15: Struktura paralelně-seriového převodníku
Paralelní toky zabezpečené kodérem (resp. zabezpečujícím bitem) takto vstupují do 
paralelně-seriového převodníku, který bity opět sloučí v jeden souvislý tok informace. 
Před samotnou operací slučování musí být upravena časová osa způsobem popsaným 
v předchozí kapitole. Se vstupními daty se posléze provede několik operací pro vyčtení 
bitů z jednotlivých paralelních kanálů a zapsání těchto vyčtených bitů na výstupní port. 
Struktura  paralelně-seriového  převodníku  je  zobrazena  na  obrázku  (Obr.  6.15). 
Vstupní data jsou napojena na „spínač“. Spínač v uvozovkách, protože jde o přepínač, 
který buď sepne vstupní hodnotu do sčítačky nebo je přepnutý na konstantní hodnotu 
nula. Do „koncového“ sčítacího členu se dostane ze všech vstupních členů pouze ten, 
který  patří  do  posloupnosti.  Respektive  ze  všech  spínačů,  které  jsou  přepnuty  do 
hodnoty nula je vždy pouze jeden spínač přepnut přímo na vstupní port. Součet nul je 
nula a na výstup převodníku se tedy dostane vždy jen požadovaná hodnota. Spínač je 
řízen pomocí relačního členu, který je nastaven na operaci porovnávání. Porovnává tedy 
hodnotu  dané  konstanty  s aktuální  hodnotou  počítadla.  Pokud  jsou  hodnoty  shodné 
přepne  se  daný  spínač  na  vstup  a přenese  data  do  sčítacího  členu.  Počítadlo  je 
navyšováno impulzy z generátoru, který má frekvenci 5/4 frekvence původní. A jeho 
počáteční hodnota je nula. První příchozí bity jsou vyčteny postupně od první paralelní 
větve do poslední a tak jak jsou vyčítány jsou skládány do výstupního seriového toku. 
Proces převodu je opět zachycen prvkem scope, který je připojen na paralelní vstupy, na 
seriový výstup a na hodnotu počítadla pro ověření správné funkce.
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Obr. 6.16: Funkce paralelně-seriového převodníku
Správná funkce je zřetelná z naznačení souvislostí modrými svislými čarami. Prvních 
pět vstupních bitů (první sloupec) je postupně poskládáno za sebou tak jak se zvyšuje 
hodnota čítače. Poskládaný výstupní tok je zobrazen v posledním grafu. Kodér dokáže 
rozdělit vstupní seriový tok na paralelní toky, které vstupují do kodéru. 
Obr. 6.17: Vstupní a výstupní tok z modelu simulinku
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V kodéru tyto paralelní toky doplní pátým parlelním tokem (zabezpečujícím). Takto 
zabezpečená data pošle do parelelně-seriového převodníku, kde se z paralelních toků 
opět vytvoří tok sériový. 
Obr. 6.18: Vstupní a výstupní tok ze skriptu
Z modelových simulací je evidentní, že kodér plní svou funkci naprosto bezchybně a při 
porovnání obrázku (Obr. 6.17) s obrázkem (Obr. 6.18) není zjevný žádný rozdíl. Z toho 
a mnoho jiného lze usoudit, že teoretický návrh kodéru proběhl zcela v pořádku a kodér 
pracuje bezchybně.
6.4  Modelování dekodéru v simulinku
Po úspěšném zabezpečení  dat  proti  shlukům chyb v kodéru jež byl  namodelován 
v simulinku  v předešlé  kapitole  je  na  straně  vysílače  také  zapotřebí  přijatou 
zabezpečenou informaci dekódovat.  Je samozřejmé, že dnešní moderní systémy jsou 
schopné komunikovat obousměrně, tím spíše systémy datové a komunikační. Proto je 
nezbytnou nutností,  aby na obou komunikujících stranách byl  systém schopen nejen 
vysílat  zabezpečenou  informaci,  ale  také  takto  zabezpečenou  informaci  přijmout 
a opravit v dekodéru případné chyby vzniklé při přenosu.
Podstatou kodeku je schopnost obousměrného překladu informace. Proto je zapotřebí 
ke kodéru navrhnout i dekodér, který je hlavní součástí z pohledu opravy chyb. Kodér 
totiž  vnese  do  informace  určitý  algoritmus  spojený  s informací  samotnou  (pomocí 
zabezpečujících bitů). Hlavní část „práce“ zbývá pro dekodér, který pomocí známého 
algoritmu vytváření zabezpečujícího bitu vytvoří opravné bity pro přijatou poškozenou 
informaci.  Celé  funkci  kodéru  a způsobu  vytvoření  syndromové  matice  propojení 
jednotlivých pamětí  budou věnovány následující  kapitoly,  ve  kterých  bude  probrána 
teorie syndromového dekódování.
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6.4.1  Syndromové dekódování systematických konvolučních kódů
Před  samotným  přistoupením  k výpočtu  a úpravám  vytvářecí  matice  pro  získání 
výchozích  matic  dekodéru  je  zapotřebí  se  obeznámit  s určitými  základními  pravidly 
prahového dekódování. Hlavním principem tohoto dekódování je úvaha, že aktuální bity 
jsou zabezpečeny pomocí  bitů,  které byly v kódovacím procesu před těmito [9,  10]. 
Takto lze stále více do hloubky (v našem případě 4 kroky) pronikat do zabezpečených 
dat. Počet kroků do „minulosti“ je dán počtem informačních bitů, které chceme opravit. 
Opravujeme pouze informační bity, protože zabezpečující bit pouze slouží ke zjištění 
chyby  v přenosu  a dále  pro  nás  nemá  žádnou  váhu.  Jak  bylo  řečeno  pro  opravu 
informačního bitu je zapotřebí znát dvě syndromové (opravné) rovnice. První rovnice 
(hlavní) je dána pomocí zapojení kodéru, tedy jakým způsoben vznikl zabezpečující bit. 
A druhá  syndromová  rovnice  vznikne  posunem prvků  z hlavní  syndromové  rovnice 
v čase  o jednu  pozici  do  „minulosti“.  Takto  vzniklé  rovnice  se  vynásobí  (binárně) 
a pokud je výsledek roven nule je kontrolovaný bit správný. V opačném případě nastala 
při  přenosu  chyba  a přijaný  bit  je  chybný  a následuje  oprava.  Z požadavku  na 
minimálně dvě syndromové rovnice pro opravu jednoho bitu vyplývá počet takovýchto 
rovnic potřebných pro opravu čtyř bitů, tedy osm rovnic. Celý proces dekódování je 
rozdělen  na  dvě  hlavní  části  [10,  11].  V prvním úseku  (tvorba  paritního  bitu)  jsou 
vstupní  data  ukládána  do  paralelních  pamětí  tak  jak přícházejí  na vstupy dekodéru. 
Ukládána je pouze informační část bez zabezpečujícího bitu. Ten bude dále využit ke 
zjištění výskytu chyb. Takto naplněné paměti jsou propojeny pomocí vytvářecí matice 
stejně,  tak  aby produkovali  zabezpečující  bit  shodným algoritmem jako je  vytvářen 
v kodéru.  Takto  vytvořený  bit  je  porovnán  (sečten  mod2)  se  skutečným  přijatým 
zabezpečujícím  bitem.  Výsledek  tohoto  součtu  je  předán  do  druhé  části  dekodéru 
(syndromová), kde pomocí syndromů dojde k opravení konkrétních bitů. Základem pro 
určení struktury první části je paritní matice, která má tvar [12]:
H  p =[ I n , Pn] .                                                (6.1)
V tomto zápisu je  In je n0×n0 identická matice a Pn je matice stejných rozměrů, ale 
obsahuje jedničky nad hlavní diagonálou. Hlavní rozdíl je v přístupu k této matici. Na 
rozdíl od matice vytvářecí, ve které každý řádek vyjadřuje příspěvek konkrétního vstupu 
do pamětí zpožďovacího registru. Zde tato matice vyjadřuje naopak příspěvek z každé 
posuvné  paměti  (registru)  do  součtu  (mod2)  pro  tvorbu  paritního  bitu  k bitu 
zabezpečujícímu.  V případě  vytvářecí  matice  v  našem kodéru  je  paritní  matice  pro 
tvorbu první části dekodéru následující:
H p=[0 0 0 0 1 0 1 1 1 10 0 0 1 0 0 0 1 1 10 0 1 0 0 0 0 0 1 10 1 0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0 0 0
]
.
Kde  první  řádek  lze  označit  písmenem  a,  následující  řádky také  rozlišíme  pomocí 
písmen [9]. Pak lze jednoduše vytvořit paritní bit.  Rovnice tohoto bitu bude následující:
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S p=a
4a6a7a8a9b3b7b8b9c2c8c9dd 9 .             (6.2)
Součty  jsou  samozřejmě  mod2.  Tento  paritní  bit  je  hlavní  součástí  první  rovnice 
syndromu  S0, který bude sloužit pro součin s hlavním syndromem a tvorbu syndromu 
S1 [9]. Rovnice syndromu S0 je následující:
S0=a
4a6a7a8a9b3b7b8b9c2c8c9dd 9e .           (6.3)
Parametr e v sobě nese hodnotu přijatého zabezpečujícího bitu. Součtem paritního bitu 
Sp s e získáme výsledek určující  bezchybnost či  naopak chybovost přenosu.  Z tohoto 
prvku zatím nejsme schopni určit kolik bitů bylo poškozeno a ani, které to konkrétně 
byly. Jak bylo napsáno syndrom  S0 bude vynásoben hlavním syndromem a z násobku 
vznikne hodnota následujícího syndromu  S1, který bude následně opět vynásoben atd. 
Tento  algoritmus  bude  aplikován  až  do  syndromu  S8,  který  bude  poslední.  Hlavní 
syndrom vzniká součtem syndromů S0 až S8 podle syndromové tabulky. Tento součet se 
následně porovná v logickém prvku OR, který je nulový pouze pokud se na vstupech 
prvku  vyskytují  samé  nuly  (to  nastane  právě  v  okamžiku,  kdy  jsou  na  výstupech 
paralelních  pamětí  poškozené  bity).  Tato  situace  nastane  právě  po  přijetí  A 
nepoškozených bitů [11]. Syndromová matice pro určení algoritmu součtů syndromů, 
vzniká z matice paritní jednoduchou úpravou. Matice In je zachována, ale matice Pn  je 
transponována na Ptn. Struktura je tedy [12]:
H s=[ I n , PnT ] .                                                 (6.4)
Konkrétně pro navrhovaný dekodér jsou hodnoty transponované matice následující:
H s=[0 0 0 0 1 0 0 0 0 00 0 0 1 0 1 0 0 0 00 0 1 0 0 1 1 0 0 00 1 0 0 0 1 1 1 0 0
1 0 0 0 0 1 1 1 1 0
]
.
Kde řádky matice  jsou  vstupy prvku OR a sloupce  vyjadřují  příspěvky konkrétních 
syndromů na tyto vstupy OR prvku. Nyní  jsou známy všechny potřebné matice pro 
návrh dekodéru. Však samotný dekodér je doplňen stejně jako kodér funkčními bloky, 
které  zajišťují  úpravu  vstupního  signálu  do  potřebného  tvaru.  Proto  před  tvorbou 
struktury  dekodéru  budou  probrány  struktury  předcházející  samotný  dekodér.  Pro 
převod přijatého seriového toku na paralelní bude sloužit stejně jako u kodéru serio-
paralelní převodník jemuž budou věnovány následující řádky.
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6.4.2  Struktura serio-paralelního převodníku
Jak bylo napsáno kompletní kodek obsahuje jak kodér tak i dekodér pro přijímanou 
část  zprávy  od  druhé  strany.  Dekodér  stejně  jako  kodér  potřebuje  vstupní  přijatou 
posloupnost  před  zpracováním příslušně  upravit.  Před  vstupem do dekodéru  je  tedy 
sériový  zabezpečený  tok  přijatých  dat  převeden,  opět  pomocí  serio-paralelního 
převodníku, na vstupní paralelní tok. Takto upravená data vstupují do paralelních pamětí 
dekodéru,  jejichž  počet  je  podle  (4.11)  k0 násobný než  počet  potřebný na  vytvoření 
zabezpečujících bitů v kodéru. V těchto pamětích se opět zopakují kombinace vedoucí 
k získání  jednotlivých  zabezpečujících  bitů.  Takto  získaný bit  se  pro  každý  vstupní 
paralelní  tok  sečte  s přijatým zabezpečujícím  prvkem pro  daný  tok  a takto  získaná 
logická  hodnota  vstupuje  do  větve  pro  tvorbu  opravujících  bitů.  Podrobná  funkce 
dekodéru bude následně probrána v kapitole jemu věnované.
Serio-paralelní převodník má strukturu velice podobnou jako v případě kodéru jen se 
liší počtem výstupů. Struktura serio-paralelního převodníku je následující:
Obr. 6.19: Serio-paralelní převodník dekodéru
Rozdíl je patrný na první pohled. Hlavní je počet výstupů a pamětí. Kdy je vstupní tok 
pomocí  čtyř  vstupních  pamětí  uchován  a s příchodem  pátého  vstupního  bitu  jsou 
hodnoty  uložené  v pamětích  přenesené  do  výstupních  pamětí.  Tyto  paměti  jsou 
propojené a s jejich pomocí je hodnota výstupu po celou dobu potřebnou pro načtení 
nových hodnot neměnná. Přepínání je řízeno jako v případě kodéru generátorem, který 
však generuje trochu jiný signál.  Signál je takový, aby s příchodem každého pátého 
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prvku  přepnul  přepínače.  Pomocí  prvků  umístěných  před  výstupními  porty  je  opět 
upravována délka časové základny z důvodů objasněných v příslušné kapitole věnované 
simulaci kodéru. Na obrázku je ještě prvek scope, který slouží ke kontrole a zobrazení 
funkce celého převodníku. Kontrola funkce převodníku vypadá následovně (Obr. 6.20):
Obr. 6.20: Výstup serio-paralelního převodníku dekodéru
Z obrázku (Obr. 6.20) je opět zřejmý bezchybný převod seriově přijatých dat na data 
paralelní.  Zároveň  je  evidentní  prodloužení  jednotlivých  bitů  v paralelních  kanálech 
a s tím spojené snížení rychlosti.  V tomto případě hovoříme o pěti násobném snížení 
rychlosti (frekvence). Takto připravená data směřují do dekodéru kde probíhají opravné 
operace.
6.4.3  Struktura dekodéru
Upravená data  vystupují  z převodníku a vstupují  do vstupních posuvných registrů 
první části dekodéru. V úvodu kapitoly byla kompletně rozebrána vytvářecí matice této 
první části. Pro přehlednost je zde opět uvedena:
40
H p=[0 0 0 0 1 0 1 1 1 10 0 0 1 0 0 0 1 1 10 0 1 0 0 0 0 0 1 10 1 0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0 0 0
]
.
Z této  matice  je  zřejmá  struktura  i počet  paměťových  registrů.  Počet  paměťových 
registrů  je  rovný  hodnotě  nejvyšší  mocniny v polynomu  paritního  bitu  (6.2).  Počet 
paralelních registrů je dán parametrem  k0 a první část  dekodéru tedy bude mít  podle 
(4.10) 36 paměťových buněk. Propojení těchto buněk do sčítacích členů použitých pro 
vytvoření paritního bitu je zřejmé z matice Hp. Struktura je tedy následující:
Obr. 6.21: Část dekodéru vytvářející paritní bit k zabezpečujícímu bitu
V této  části  vznikne  paritní  bit,  který  je  následně  sečten  s bitem  zabezpečujícím. 
Výsledek  mod2 součtu  „informuje“  druhou část  dekodéru  jestli  při  přenosu  vznikla 
chyba či nikoliv. Právě tento součet jako jediný vnáší do syndromové části logické 1 
(vznikla-li chyba), se kterými se dále provádějí další operace.
Struktura druhé části tzv. syndromové je určena syndromovou vytvářecí maticí jež 
byla opět popsána výše, však pro lepší přehlednost:
H s=[0 0 0 0 1 0 0 0 0 00 0 0 1 0 1 0 0 0 00 0 1 0 0 1 1 0 0 00 1 0 0 0 1 1 1 0 0
1 0 0 0 0 1 1 1 1 0
]
.
Jak bylo definováno tato matice určuje propojení jednotlivých syndromů do prvku OR, 
který provádí součet jednotlivých větví. Schéma zapojení je podle matice následující:
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Obr. 6.22: Část dekodéru vytvářející opravné bity
Na obrázku (Obr. 6.22) je zaveden výstup z první části S0 a ten je hned násoben v prvku 
AND s výstupem prvku OR. Tento součin dá vzniknout prvnímu syndromu, který se pak 
dále podílí  spolu s dalšími na následných operacích.  Poslední  4 syndromy jsou dále 
použity k opravě konkrétních bitů. Spojení částí doplněných o pár dalších prvků je na 
obrázku (Obr. 6.23):
Obr. 6.23: Struktura dekodéru v simulinku
Spojení  částí  dalo  vzniknout  celé  struktuře  dekodéru  (Obr.  6.23).  Poslední  čtyři 
syndromy jsou  použity  pro  opravu chybných bitů.  Součin  negované  (prvkem NOT) 
hodnoty z prvku OR a konkrétní hodnoty syndromu zajistí, že dojde k úpravě právě těch 
bitů  ve  společném  bloku  n0,  které  byly  poškozeny  shlukovou  chybou  v intervalu 
výskytu chyb. Toto je zaručeno tím, že výstup prvku OR nabude nulové hodnoty právě 
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v okamžiku, kdy je potřeba daný bit upravit. Úpravu řídí hodnoty získané v první části 
kodéru. Protože vzniklá chyba se podílí na výpočtu paritního bitu přesně  m okamžiků 
a vytvoří takovou posloupnost chybových bitů, která přesně odpovídá potřebě úpravy. 
Hodnota posledních čtyř syndromů je pak předána na hradla AND, která mají na jednom 
vstupu  negovanou  hodnotu  OR  (v případě  opravy  logickou  1).  To,  který  bit  bude 
upraven určí právě hodnoty posledních čtyř syndromů (logická 1 – proběhne úprava). 
Hradlo  AND  slouží  jenom  jako  přepínač,  který  přepíná  v okamžik,  kdy  jsou  na 
výstupech z paralelních  pamětí  požkozené  bity.  Poslední  čtyři  syndromy slouží  jako 
„ukazatele“ na chybné bity. Minimální počet bezchybných bitů, po řijetí shluku chyb, je
A=45 bitů (ochranný interval). Tato délka je dána strukturou první části dekodéru. 
Tedy jak bylo popsáno výše,  chybné bity jsou v pamětích  m kroků.  Po dobu těchto 
m kroků do dekodéru přijde 45 bitů ( n0⋅m ). Po přijetí tohoto počtu bitů je dekodér 
připraven na opravu nového shluku chyb, který může po tomto intervalu kdykoliv přijít.
6.4.4  Struktura paralelně-seriového převodníku
Po opravě případných chyb je paralelní tok potřeba opět převést do podoby v jaké 
přišel, tedy do seriového toku. V dekodéru se počet paralelních toků zredukoval z pěti 
na čtyři. Tento úbytek jednoho toku se musí projevit změnou  rychlosti. Změna časové 
osy proběhla už v dekodéru na výstupu, proto není potřeba se k ní vracet. Převodník se 
opět příliš neliší od převodníku použitého v kodéru. Jeho struktura je následující:
Obr. 6.24: Struktura paralelně-seriového převodníku dekodéru
Vstupní data jsou postupně vyčítána do logického prvku  OR, který vybere konkrétní 
hodnotu  a předá  na  výstup.  Přepínače  jsou  řízeny  logickými  prvky  rovnosti,  které 
porovnávají hodnotu čítače s hodnotou konkrétní proměnné (číslem vstupu).  Čítač je 
opět řízen generátorem. Kontrola správné činosti převodníku je provedena připojením 
prvku scope na jednotlivé vstupy a seriový výstup. Výsledek kontroly je zde:
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Obr. 6.25: Výstup paralelně-seriového převodníku dekodéru
Z obrázku (Obr. 6.25) je zřejmé, že převodník pracuje správně jelikož paralelní toky 
převádí  na seriový tok v požadovaném pořadí  bitů  a navíc  se  délka výstupního bitu 
rovná  délce  bitu  vstupního  do kodéru.  Prostým zapojením výstupu kodéru na vstup 
dekodéru  se  musí  na  výstupu  dekodéru  objevit  stejná  posloupnost  informací  avšak 
zpožděná u konkrétní počet bitů.
Model dekodéru jako celku je následovný:
Obr. 6.26: Celkový pohled na dekodér
Návrh  jednotlivých  částí  je  tímto  ukončen.  Dalším krokem je  simulace  přenosu  na 
kanále a kontrola  správné funkce všech částí  propojených do jednoho celku.  Hlavně 
kontrola  správného  zacházení  s časovou  osu  (frekvencí)  v jednotlivých  blocích 
(subsystémech).
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7  Simulace přenosu zarušeným kanálem
Po  úspěšném  složení  modelů  kodéru  a dekodéru  je  dalším  z  úkolů  simulování 
přenosu  informačních  dat  po  kanálu  s definovanými  vlastnostmi.  Data  budou 
zabezpečena pomocí kodéru a poslána přes kanál, jehož vlastnosti budou simulovány 
dle zadání.  Po příjmu poškozených dat bude provedeno dekódování a na závěr bude 
provedeno  srovnání  vstupních  dat  na  straně  vysílače  s výstupními  daty  na  straně 
přijímače. Model bude složen z výše zobrazených struktur, které však budou skryty do 
jednotlivých  subsystémů  (pro  vyšší  přehlednost).  Simulace  přenosového  kanálu 
proběhne  pomocí  generátoru  impulzů,  které  se  budou  opakovat  přesně  podle 
definovaných vlastností  kanálu.Tyto  impulzy budou přičteny k  zabezpečenému toku 
a tím bude simulován vznik chyb. Simulační model pak vypadá následovně:
Obr. 7.1: Zapojení modelu kodeku pro následnou simulaci
Na  obrázku  modelu  kodeku  (Obr.  7.1)  jsou  všechny  potřebné  bloky  (popsané 
v předešlém textu)  propojené pro simulaci.  Tedy výstup  kodéru je  přímo (přes  blok 
chybovost kanálu) propojen na vstup dekodéru. Informační signál je přiveden na vstup 
kodeku. Kodekem je zabezpečen a předán do kanálu. Vlastnosti kanálu (chybovost) jsou 
simulovány blokem, který je jednoduše sestrojen (Obr. 7.2):
Obr. 7.2: Generátor chyby pro simulaci vlastností kanálu
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Po  vnesení  chyby  vstupují  chybné  bity  do  dekodéru  a tam  jsou  pomocí  výše 
popsaných postupů opraveny a předány na výstup. Na konci celého procesu je porovnán 
(pomocí  mod2 součtu,  který  musí  být  nulový)  zpožděný  vstupní  tok  do  kodéru 
s výstupním tokem z dekodéru.
Zpoždění výstupního toku vůči vstupnímu je větší než bylo vypočítáno v tabulce při 
prvotním výběru  velikosti  kódu (vytvářecí  matice).  To je  způsobeno faktem,  že  při 
výpočtech  bylo  vzato  v potaz  pouze  zpoždění,  které  vzniká  v blocích  zabezpečení 
(kodéru) a opravy chyb (dekodéru). Další zpoždění vzniká v serioparalelním převodníku 
jak kodéru tak i dekodéru. Nyní je tedy vše připravené pro samotnou simulaci. Vstupní 
data  jsou získána  pomocí  skriptu popsaného v kapitole  6.2.1  na příslušném obrázku 
(Obr. 6.3) a pomocí bloku fromworkspace importována do simulinku. Principy a funkce 
různých  prvků  a bloků  byly  popsány  výše,  tudíž  je  zde  uveden  pouze  výstup 
jednotlivých zobrazovacích prvků (chyba, kontrolní součet, srovnání vstupu a výstupu). 
Na  obrázku  (Obr.  7.3)  je  zobrazeno  vnesení  chyby  do  přenášeného  signálu  (prvek 
chyba):
Obr. 7.3: Zobrazení výstupu kodéru a vstupu dekodéru
Zabezpečovaná sekvence má délku 300 bitů. Po zabezpečení vzrostla její délka na 375 
bitů. Nadbytečnost vnesená zabezpečením je tedy 75 bitů a informační rychlost je podle 
výpočtu v tabulce (Tab. 5.1) R=300375
=4
5
=0,8 , tedy shodná s tabulkovou hodnotou. 
Chybovost kanálu byla upravena pro potřeby simulace. Pokud by měla chybovost zůstat 
taková, jak je zadáno, bylo by zapotřebí přenést minimálně 2005 bitů pro zopakování 
shluku chyb alespoň dvakrát. Pro názornější opakování s dodržením vlastností kanálu 
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by byl počet přenášených bitů příliš veliký pro následné zobrazení v grafech. Chybovost 
kanálu  byla  tedy  upravena  (zvýšena).  Maximální  délka  shluku  chyb  zůstává  podle 
zadání b≤5 bitů,  avšak ochranný interval byl zkrácen na A=50 bitů z původních 
2000 bitů. Navržený kód má ochranný interval délky 45 bitů.  Úprava tedy na opravné 
schopnosti kódu nemá žádný vliv. Samozřejmě pokud je kód schopen zabezpečení na 
kanále s těmito upravenými vlastnostmi, funkčnost na kanále se zadanými vlastnostmi 
je zcela jistá.
Následující obrázek (Obr. 7.4) je hlavní pro posouzení správné funkce kodeku a jeho 
zabezpečujících  schopností.  Obrázek  vznikl  sjednocením výstupů  ze  zbylých  prvků 
(srovnání vstupu a výstupu, kontrolní součet):
Obr. 7.4: Porovnání vstupního signálu s výstupním signálem kodeku
Porovnáním  zpožděného  vstupního  signálu  a výspupního  opraveného  signálu  je 
evidentní  shoda  mezi  signály,  která  je  ješte  potvrzena  mod2 součtem obou signálu. 
Tento součet je roven nule po celou dobu procesu což je znamení bezchybné funkce 
kodeku.
Délka  vstupního  signálu  byla  následně  několikrát  změněna,  aby  byla  bezchybná 
funkce  potvrzena  i pro  jiné  různé  kombinace  bitů.  Tak  jako  délka  byla  různě 
modifikována  i chybovost  kanálu  a to  jak  délkou  shluku  chyb  tak  i jejich  periodou 
opakování (ochranný interval). Ochranný interval kanálu pro vytvořený kodek se tedy 
musí pohybovat v mezích od 45 do ∞ bitů. Při zachování délky shluku chyb v mezích 
od  0  do  5  bitů  včetně,  bude  kodek  schopen  oboustranné  komunikace  bez  nutnosti 
opakovaného  posílání  poškozených  dat.  Teoretická  příprava  a návrh  je  touto  částí 
ukončena  a v další  části  se  text  bude  věnovat  výběru  vhodného  hadrwaru  pro 
implementaci vytvořeného kodeku.
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8  Návrh fyzické realizace kodeku
Fyzická realizace proběhne pomocí implementace upraveného modelu ze simulinku 
do zvoleného čipu FPGA. Programovatelné pole (FPGA) jsou struktury, které se dají 
téměř  libovolně  funkčně  uspořádávat  a tím  poskytují  nepřeberné  množství  různých 
schopností. Pro uspořadání vnitřních bloků čipu do požadovaných struktur se používají 
dva  programovací  jazyky,  které  vlastně  řeknou  kompilátoru  jak  dané  bloky  spojit. 
Verilog a VHDL jsou hlavními (dnes jedinými) používanými jazyky pro programování 
programovatelných hradlových polí (CPLD, FPGA...). Pro nárvh kodeku bude zvolen 
jazyk VHDL. Zkratka VHDL znamená  VHSIC Hardware Description Language, kde 
VHSIC  je  zkratka  z Very-High-Speed  Integrated  Circuit.  Tedy  jazyk  pro  popis 
vysokorychlostních integrovaných obvodů.
Pro převod modelu z programu simulink do jazyka VHDL bude použit integrovaný 
modul,  který  přímo  exportuje  kód  do  příslušných  souborů.  Pro  následnou  kontrolu 
syntaxe  a přiřazení  jednotlivých  vstupů  a výstupů,  použitých  v modelu,  přímo  na 
konkrétní piny čipu bude použit návrhový nástroj firmy Xilinx. Tato firma je  zároveň 
i výrobce daných čipů, a proto bude výhodné zvolit čip od tohoto výrobce. Program už 
obsahuje  specifikace  ke  konkrétním  čipům  a přímo  kompiluje  kód  s nejlepším 
a nejvýhodnějším rozložením pro konkrétní čip.
Před  převodem  modelu  je  potřeba  ho  částečně  upravit.  Hlavně  oddělit  kodér 
a dekodér, protože v reálném systému jsou to na sobě nezávislé struktury,  které jsou 
nezávisle řízeny a zpracovávají zcela různou informaci.
8.1  Úprava modelu pro převod do VHDL
Upravený model v simulinku je následující struktury (Obr. 8.1):
Obr. 8.1: Upravený model před konverzí do VHDL
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V podstatě se pouze odstranily prvky pro kontrolu a simulaci přenosového kanálu. 
A následně se přidaly prvky časového řízení. Zvlášť pro kodér a dekodér. Protože tyto 
části  kodeku jsou  na  sobě  časově  nezávislé.  Takže  výchozí  řídící  frekvence  (bitová 
rychlost  bit/s)  je  v každé  části  modifikována  dle  potřeby  a předána  na  vstup  do 
následujícího bloku. Tímto upraveným signálem je řízen každý prvek v bloku. Úprava 
probíhá pomocí kmitočtových děliček. Upravený model, který je grafický (Obr. 8.1), 
avšak  jeho  funkce  jsou  popsány  jazykem  matlabu  je  převeden  do  jazyka  VHDL. 
Nastavení převodu a vlastností výstupního souboru je potřeba ještě před generováním 
VHDL. Konfigurace je vcelku prostá (Obr. 8.2):
Obr. 8.2: Konfigurace HDL pro převod
Před  konverzí  se  návrh  zkontroluje  a následně  proběhne  samotná  konverze.  Do 
zvolené složky se uloží všechny potřebné soubory. V tomto případě je pro každý blok 
vytvořen samostatný soubor. Všechny bloky jsou sjednoceny v jednom hlavním souboru 
model.vhd, který řídí použití ostatních souborů. Vzniklé soubory jsou doplněny ještě 
souborem  timing_controller.vhd,  který  je  přidán  při  konverzi  a slouží  k definici 
časových souvislostí v modelu. Konvergované soubory jsou následující:
Obr. 8.3: Konvergované soubory
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V dalších  souborech jsou uloženy informace o průběhu konverze  a struktury modelu 
(model_map). Tímto krokem se zcela uzavírá využití programu matlab a jeho nadstavby 
simulink,  protože  se  celý  návrh  přesouvá  z roviny  teorie  do  roviny praxe  a fyzické 
realizace.
8.2  Výběr vhodného FPGA čipu
Program  matlab  je  v této  části  nahrazen  programem  Xilinx  –  ISE,  který  je  pro 
nekomerční  účely  volně  šiřitelný  a slouží  jako  kompilační  prostředí  pro  čipy  od 
stejnojmenné firmy Xilinx. Kritéria výběru budou zvolena podle náročnosti struktury 
a celkové  velikosti  a ceny  daného  čipu.  Výběr  bude  také  omezen  na  škálu  čipů 
obsažených v kompilačním prostředí, které však obsahuje průřez škálou všech různých 
velikostí programovatelné části (počet programovatelných logických bloků) a složitostí 
čipů  (obsahují  vlastní  časovač  atd.).  Veškeré  následující  informace  jsou  převzaty 
z datasheetu pro daný čip [13]. Prvním předpokladem je, aby se daná struktura do čipu 
vešla,  tedy  aby  obsahoval  dostatečné  množství  programovatelných  bloků.  Dalšími 
požadavky budou dostatečná rychlost hradel a nízká cena.
Po  otevření  programu  ISE  nás  přivítá  úvodní  obrazovka  s možnostmi  vytvoření 
nového projektu.  Po spuštění  průvodce  nastavením projektu se  jako první  nastavení 
ukáže právě výběr vhodného čipu. Na výběr jsou čipy různých modelových řad. Pro 
realizaci  tohoto  kodeku bude více  než  postačující  modelová  řada „nejstaršího“  čipu 
Spartan 2, jež obsahuje následující čipy:
Obr. 8.4: Modely Spartan2
V datasheetu je pro dané modely řady Spartan2 vypracovaná informační tabulka,  ve 
které jsou uvedeny všechny hlavní parametry čipů. Tabulka je následující [13]:
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Tab. 8.1: Počet logiky v jednotlivých modelech Spartan2
Počet systémových hradel (system gates) je zavádějící. Toto číslo vyjadřuje kompletní 
rozsah  interní  logiky  včetně  konfiguračních  prostředků,  blokových  pamětí  apod. 
přepočítaný na typické dvouvstupové hradlo NAND. Mnohem důležitější údaj je počet 
logických  buněk.  Podle  tabulky  je  pro  realizaci  kodeku  naprosto  dostačující  model 
XC2S15 s jeho 432 logickými buňkami.  Také tento čip je ze všech výše uvedených 
nejlevnější  (na stránkách výrobce okolo 7 dolarů).  Obsahuje pokročilé struktury a je 
tedy vhodný pro komplexní realizaci. Struktura čipu je zobrazena na obrázku (Obr. 8.5):
Obr. 8.5: Struktura XC2S15
Obvod obsahuje vstupně-výstupní buňky (I/O LOGIC), konfigurovatelné logické bloky 
(CLBs) [14], blokovou paměť RAM (BLOCK RAM) [14] a bloky DLL (Delay Locked 
Loop)  [14],  které  slouží  pro  rekonstrukci  a případné  násobení  či  dělení  vnějších 
taktovacích  signálů.  Vstupně-výstupní  buňka  může  pracovat  v jednom  ze  šestnácti 
režimů (LVCMOS, HSTTL, STTL, GTL atd.). Všechny tři registry mohou být řízeny 
hranou  (flip-flop)  nebo  úrovní.  Základním  stavebním  prvkem  konfigurovatelného 
51
logického bloku (CLB) je logická buňka (Logic Cell - LC). Logická buňka obsahuje 
čtyřvstupový funkční  generátor,  rychlou logiku přenosu a paměťový element.  Každý 
konfigurovatelný  logický  blok  (CLB)  obvodů  řady  Spartan2  obsahuje  čtyři  logické 
buňky (LC) uspořádané do dvou shodných řezů (slice). Kromě čtyř logických buněk 
obsahuje CLB ještě logiku, která umožňuje kombinovat funkční generátory.
Po  volbě  vhodného  čipu  je  nutné  zadat  předem  připravené  (Obr.  8.3)  soubory 
a potvrdit  jejich  použití  v projektu.  Po  načtení  potřebných  souborů  je  lze  jednotlivě 
otevřít  v editoru  pro případnou úpravu.  Hlavička  souboru  model.vhd s definicí  portů 
vypadá následovně:
Obr. 8.6: Definice portů v modelu
Jsou  zde  definovány  vstupní  a výstupní  porty,  které  jsou  v modelu  sestrojeném 
v simulinku (sigIn1, 2, timeIn1, 2 atd.) a navíc přibyly porty, které vznikly při konverzi 
a jsou potřebné pro samotné řízení logiky (reset,  clk_enable atd.).  Před syntaktickou 
kontrolou  je  zapotřebí  tyto  porty  přiřadit  konkrétním  pinům  na  čipu.  Funkce 
jednotlivých  pinů  je  opět  popsána  v datasheetu  [13].  Přiřazení  se  provede  přidáním 
souboru piny.ucf, jehož obsah je následovný:
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Obr. 8.7: Přiřazení portů modelu na konkrétní piny čipu
V této fázi je model kompletní a připraven pro kontrolu syntaxe jazyka VHDL pomocí 
Synthesize – XST a Implement Design v záložce Proccesses:
Obr. 8.8: Syntaktická kontrola VHDL
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Syntaktická  kontrola  a kontrola  implementovatelnosti  modelu  proběhla  bez  chyby 
a tudíž je vše připraveno na kompilaci a na naprogramovámí čipu.  Toto by proběhlo 
příslušnými položkami (Generate Programming file, Configure Target device) v záložce 
processes (Obr 8.8). Zde končí fáze implementace kodeku do čipu. V této fázi je vše 
připraveno  na  naprogramování  čipu.  Vhodným nástrojem pro  realizaci  návrhu  jsou 
různé  vývojové  desky,  které  jsou  osazeny  FPGA  čipy.  Jejich  cena  se  pohybuje 
v přijatelných  mezích  a závisí  hlavně  na  velikosti  a rychlosti  použitého  FPGA čipu. 
Největší a nejrychlejší FPGA čip od firmy Xilinx modelové řady Spartan2 s opravdu 
velikými možnostmi využití stojí okolo 32 dolarů.
8.3  Vývojová deska FPGA-evb-S2
Jedná  se  o open-source  vývojovou desku pro  FPGA Xilinx  Spartan2.  Tato  deska 
umožňuje použít libovolný obvod z řady v pouzdru PQFP-208. Díky použitému typu 
obvodu lze pro vývoj aplikací využít prostředí ISE od firmy Xilinx. Plně osazená deska 
obsahuje [15]:
FPGA Xilinx Spartan2 XC2S200-6PQ208 
• Patici pro konfigurační PROM XC17S200A 
• Programovatelný krystalový oscilátor 20-120 MHz 
• Dva 80-pinové konektory pro rozšíření 
• Rozhraní PS/2 pro klávesnici nebo myš 
• Výstup na VGA monitor 
• Čtyřnásobný DIP přepínač 
• Čtyři tlačítka 
• Osm LED 
• Konfigurační konektor 
Napájení desky může být provedeno stejnosměrným nebo střídavým napětím v rozsahu 
mezi  7  až15  V.  Nízká  cena  karty  je  odražena  v dvouvrstvé  desce  plošných  spojů. 
Základní periferie obsažené na desce mohou být snadno rozšířené o další pomocí dvou 
80-pinových konektorů.  Popis pinů tohoto čipu je z důvodu použití odlišného pouzdra 
(PQFP-208) rozdílný od popisu pouzdra zvoleného čipu (VQ100).
Čip na této kartě je velikostně i rychlostně vyspělejší než čip zvolený, avšak pracuje 
na stejných principech takže je, co do funce, shodný s čipem XC2S15. Využití bude 
shodné až na rozdíl nevyužitých kapacit a možností čipu. Samotná karta pak vypadá 
následovně [15] (Obr. 8.9):
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Obr. 8.9: Vývojová deska FPGA-evb-S2
 Připojením naprogramovaného čipu,  k protichybovému kódovému systému, který 
obstarává signálové řízení a další zpracování signálu je návrh ukonce.
Dokončením poslední části, tedy výběrem vhodného čipu a jeho naprogramováním, 
je dosaženo cílů této práce. Návrh od teoretických základů po návrh fyzické realizace 
(programováním  hradlového  pole)  je  uzavřen  kapitolou  poskytující  informace 
o možnostech dalšího vývoje a testování za pomoci vývojové desky FPGA-evb-S2.
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Závěr
Z  úvodu  vyplynulo  teoretické  rozdělení  celého  textu.  První  část  se  věnovala 
teoretickému  rozboru  vlastností  přenosového  kanálu  a typům  chyb,  které  na  tomto 
kanálu mohou vzniknout.  Typy chyb byly podle úvodu rozebrány a  srovnány jejich 
hlavní  rozdíly.  Zadán  byl  návrh  systematického  kódu  pro  opravu  shlukových  chyb. 
Proto  byly  v dalších  kapitolách  objasněny  rozdíly  mezi  systematickými 
a nesystematickými kódy a následně probrán systematický Berlekamp-Preparatův (BP) 
kód. Tím se splnila další část teoretického seznámení z úvodu.
Pro tento kód byly probrány všechny potřebné vlastnosti a charakter vytvářecí matice 
spolu s možnostmi zadání kodéru kódu. Po seznámení s konkrétními vlastnostmi BP 
kódu byly dále objasněny pojmy a parametry bez, kterých by nebylo možné pokračovat 
v porovnávání strukturních a zabezpečovacích vlastností tohoto kódu jak bylo „slíbeno“ 
v úvodu.
V druhé  části  práce  byly porovnány tyto  parametry a z mnoha možných velikostí 
vybrána  velikost,  která  je  nejvýhodnější  pro  realizaci  s ohledem  na  zpoždění, 
konstrukční náročnost a zajištění  schopnosti opravy chyb v dekodéru. Pro tuto velikost 
byla  určena  vytvářecí  matice  a rozkresleno  zapojení  vstupů  kodéru  na  příslušné 
součtové členy posuvného registru. Tato celá část dopadla zdařile a byly v ní připraveny 
základy pro další postup.
Kapitoly následující po výběru a volbě velikosti kódu byly věnovány teoretickému 
návrhu a vypracování jednotlivých částí kodeku. Teoretický základ návrhu byl vytvořen 
pomocí programování skriptů v matlabu. Tyto skripty, nejenže imitovaly funkci kodéru, 
ale hlavně sloužily pro kontrolu výsledků následného modelu v simulinku. Do modelu 
v simulinku  se  načítal  stejný  bitový  tok  jako  do  skriptů  a výsledky se  daly snadno 
porovnat.  Programování bylo úspěšné, což je také doloženo v příslušné kapitole.  Po 
ověření  modelu  kodéru  se  práce  „přehoupla“  přes  pomyslnou  polovinu  k návrhu 
dekodéru.  Samotnému  návrhu,  však  předcházely  výpočty  matic  a syndromů  pro 
sestavení první a druhé části dekodéru. Sestavení opět probíhalo v simulinku, kde se po 
ověření správné funkce dekodéru spojily obě části kodeku (kodér, dekodér). Tyto části 
byly  spojeny  pomocí  bloku,  který  simuloval  zadané  vlastnosti  kanálu  (chybovost). 
Spojení a ověření správné činosti dekodéru dopadlo úspěšně.
Simulací  přenosu  dat  přes  propojenou  soustavu  a srovnáním  výstupních  dat 
z dekodéru  se  vstupními  daty  do  kodéru  byla  potvrzena  bezchybná  funkčnost 
navrženého  kodeku,  který  tímto  splňuje  všechny  podmínky  pro  udržení  schopnosti 
opravy shlukových  chyb  vzniklých  při  přenosu.  Tímto  byla  splněna  teoretická  část 
práce.
Navržený model v jazyce matlabu byl následně konvertován do jazyka VHDL, který 
slouží  jako  programovací  jazyk  programovatelných  hradlových  polí  (FPGA).  Po 
konverzi byl vybrán vhodný čip, s přihlédnutím k ceně a možnostem. Pomocí programu 
Xilinx se provedla kontrola syntaxe a kontrola možnosti implementace konvertovaného 
modelu  do  čipu  FPGA.  Poslední  částí  práce  bylo  seznámení  s možností  použití 
vývojové desky pro praktickou realizaci a případný další návrh zařízení.
Touto prací byly úspěšně splněny všechny požadavky zadání. Práce byla ve všech 
bodech úspěšná a kodek nevykazuje žádné jevy nestability či disfunkce.
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