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Abstract
In this paper, we show the existence of nontrivial travelling wave solutions, which propagating
speeds are between ones determined by the equilibrium and instantaneous elastic tensor, respectively,
to the nonlinear three-dimensional viscoelastic system with fading memory.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
This paper deals with three-dimensional nonlinear viscoelastic system with fading
memory
ut t (x, t)= divxσ, (1.1)
where u(x, t)= (u1(x, t), u2(x, t), u3(x, t)) is the displacement at time t of a material par-
ticle x = (x1, x2, x3), and σ = (σij ) is the stress tensor, which depends on all the history
up to time t of the deformation gradient and is given by a single integral law
σij
(
u(x, t)
)= gij (∇u(x, t))−
∞∫
0
a(τ)hij
(∇u(x, t − τ ))dτ, i, j = 1,2,3. (1.2)
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to the nonlinear Volterra integrodifferential system (1.1). That is, we are looking for the
solutions to the system (1.1) in the form
u(x, t)= u(ξ), ξ ∈ R, (1.3)
where ξ = λt +ω · x, ω = (ω1,ω2,ω3) and |ω| = 1 such that
lim
ξ→−∞
du(ξ)
dξ
= v−, (1.4)
for a given constant vector v− = (v−1 , v−2 , v−3 ).
Let v(ξ) = (d/dξ)u(ξ). Plugging the travelling wave (1.3) into the system (1.1), we
have
−λ2 dvi(ξ)
dξ
+
3∑
j,k,l=1
aijkl
(
v(ξ)⊗ω)ωjωl dvk(ξ)
dξ
=
∞∫
0
a(η)
3∑
j,k,l=1
bijkl
(
v(ξ − λη)⊗ω)ωjωl dvk(ξ − λη)
dξ
dη, i = 1,2,3, (1.5)
where
aijkl(F)= ∂gij (F)
∂fkl
, (1.6)
bijkl(F)= ∂hij (F)
∂fkl
(1.7)
with F = (fij ) and (v(ξ)⊗ω)= (vi(ξ)ωj ). The upstream condition (1.4) now is written as
lim
ξ→−∞ v(ξ)= v
−. (1.8)
It is easily seen that v(ξ) ≡ v− is a solution to the problem (1.5), (1.8). We refer to it as
trivial solution to the problem.
We first examine the pure elastic case where hij (F)≡ 0 and the system (1.5) is reduced
to
−λ2 dvi(ξ)
dξ
+
3∑
j,k,l=1
aijkl
(
v(ξ)⊗ω)ωjωl dvk(ξ)
dξ
= 0, i = 1,2,3. (1.9)
For convenience, we refer to λ satisfying
det
( 3∑
j,l=1
aijkl (v⊗ ω)ωjωl − λ2I
)
= 0 (1.10)
as the propagating speed of the wave v with respect to the direction ω, determined by the
elastic tensor (aijkl). It is clear that if λ is not the propagating speed of the wave v− with
respect to ω determined by the elastic tensor (aijkl), then only the trivial travelling wave
solution to the problem (1.9), (1.8) is admitted.
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librium elastic tensor which governs the long time behaviour of the waves. In general,
because of the dissipative effect, the propagating speed of the wave determined by the
equilibrium elastic tensor is less than one determined by the instantaneous elastic tensor.
Roughly speaking, if λ is less than all the propagating speeds determined by the equilib-
rium elastic tensor or larger than ones determined by the instantaneous elastic tensor, then
only trivial solution to the problem is admitted (see Theorem 2). An important and interest-
ing problem is weather there exist nontrivial travelling wave solutions to the problem (1.5),
(1.8) with the propagating speeds between the above kinds of the speeds determined by the
equilibrium and instantaneous elastic tensor, respectively. Precisely speaking, for a given
direction ω, if λ (> 0) is larger than the propagating speeds of the waves v− with respect to
ω determined by the equilibrium elastic tensor and less than ones of v− determined by the
instantaneous elastic tensor, then does the problem (1.5), (1.8) admit a nontrivial travelling
wave solution with propagating speed λ? In this paper, we shall show that the answer is
positive.
For one-dimensional case, the system (1.1) is reduced to the equation
utt (x, t)= ∂
∂x
g
(
ux(x, t)
)−
∞∫
0
a(τ)
∂
∂x
h
(
ux(x, t − τ )
)
dτ. (1.11)
The instantaneous and the equilibrium elastic modulus for Eq. (1.11) are g′(ux) and
g′(ux) − aˆ(0)h′(ux), respectively, where aˆ(0) =
∫∞
0 a(τ) dτ . In [1] and [2], the authors
proved that if
g′(v−)− aˆ(0)h′(v−) < λ2 < g′(v−), (1.12)
then Eq. (1.11) admits a nontrivial smooth travelling wave solution. And the stability of
the travelling wave solutions was discussed in [3].
All the methods used to deal with one-dimensional equation depend strongly on the
monotoneity of both the travelling wave solutions and the iterative sequences. Therefore,
they cannot be applied to the three-dimensional case. In order to surmount this difficulty,
we construct a higher order iterative process. Of course, this requires higher smoothness of
(gij ) and (hij ).
This paper is organized as follows. The assumptions and the main results are stated in
Section 2. In Section 3 we give the proof of the results.
2. Assumptions and main results
Integrating the system (1.5) with respect to ξ from −∞ to ξ and noting the upstream
condition (1.8), we have
−λ2vi(ξ)+
3∑
ωjgij
(
v(ξ)⊗ω)j=1
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∞∫
0
a(η)
3∑
j=1
ωjhij
(
v(ξ − λη)⊗ ω)dη−Ai, i = 1,2,3, (2.1)
where
Ai = λ2v−i −
3∑
j=1
ωjgij (v
− ⊗ω)+ aˆ(0)
3∑
j=1
ωjhij (v
− ⊗ ω). (2.2)
Now the problem is to find the nontrivial solution to the nonlinear integral system (2.1)
such that the upstream condition (1.8) holds. For the proof of either existence or uniqueness
of the travelling wave solution to the problem, the key step is to solve the problem near
ξ =−∞. In fact, if we get the solution in (−∞, ξ0], where ξ0 may be sufficiently negative,
then the system (2.1) can be rewritten as
−λ2vi(ξ)+
3∑
j=1
ωjgij
(
v(ξ)⊗ω)
=
1
λ (ξ−ξ0)∫
0
a(η)
3∑
j=1
ωjhij
(
v(ξ − λη)⊗ω)dη+ fi(ξ), i = 1,2,3, (2.3)
where
fi(ξ)=−Ai +
∞∫
1
λ
(ξ−ξ0)
a(η)
3∑
j=1
ωjhij
(
v(ξ − λη)⊗ω)dη
are given functions. (2.3) is a ordinary nonlinear Volterra integral system. Under some
assumptions of (gij ) and (hij ), it is not difficult to get the existence and uniqueness of the
solution.
Without loss of generality, we assume that
v− ≡ 0. (2.4)
In the sequel, for a tensor aijkl of rank 4, the symmetry means that
aijkl = aklij , ∀i, j, k, l = 1,2,3. (2.5)
Definition 2.1. If there exists a positive constant α > 0 such that
3∑
ijkl=1
aijklξiξkηj ηl  α|ξ |2|η|2, ∀ξ, η ∈R3, (2.6)
then the tensor (aijkl) is referred to as satisfying the strongly elliptic condition.
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(A1) (aijkl(F)) and (bijkl(F)) are sufficiently smooth and symmetric. (aijkl (0)), (bijkl(0)),
and (cijkl(0)) satisfy the strongly elliptic condition, where
cijkl (F)= aijkl(F)− aˆ(0)bijkl(F). (2.7)
Definition 2.2. A kernel a(t) ∈L1(0, T ) is referred to as positive definite if it holds that
T∫
0
w(t)
t∫
0
a(t − τ )w(τ) dτ dt  0, ∀w ∈ C[0,∞), ∀T > 0. (2.8)
It is well known that if a ∈C2[0,∞) and
(−1)j a(j)(t) 0, ∀t  0, j = 0,1,2, a′(t) ≡ 0, (2.9)
then a(t) is strongly positive definite (see, for example, [4]). And of course, strongly posi-
tive definite kernel is positive definite.
Let
A(ω)=
( 3∑
j,l=1
ωjωlaijkl(0)
)
,
B(ω)=
( 3∑
j,l=1
ωjωlbijkl(0)
)
,
and
C(ω)=
( 3∑
j,l=1
ωjωlcijkl (0)
)
.
From the assumption (A1), it yields that A(ω), B(ω), and C(ω) are positively definite
matrices. By ρ(A) and r(A), we denote the spectral radius and the least eigenvalue of a
symmetric matrix A, respectively. Now we state the main theorems in this paper. Without
loss of generality, we set λ > 0.
Theorem 1. Suppose that the assumption (A1) holds, and a ∈ L1(0,∞) is nonnegative
and does not vanish identically. If ρ(C(ω)) < λ2 < r(A(ω)), then the system (2.1) admits
a nontrivial continuous solution satisfying the condition (1.8) near ξ =−∞.
Theorem 2. Suppose that the assumption (A1) holds, and there exists a constant δ0 > 0
such that eδ0t a(t) ∈ L1(0,∞) is positive definite. If λ2 > ρ(A(ω)) or λ2 < r(A(ω)) −
aˆ(0)ρ(B(ω)), then the system (2.1) admits only the trivial solution near ξ =−∞.
Theorem 3. Under the condition of Theorem 1, furthermore we assume that
λ2 < r¯  r
( 3∑
ωjωlaijkl(F )
)
, ∀F ∈ R3×3, (2.10)j,l=1
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|bijkl(F)| C, ∀F ∈R3×3, (2.11)
where r¯ and C are constants. Then the system (2.1) admits a nontrivial continuous solution
satisfying the condition (1.8) on R.
3. Proof of the results
Lemma 3.1. Let ρ(C(ω)) < λ2 < r(A(ω)). Then there exists σ > 0 such that
det
(
−λ2I+A(ω)−
∞∫
0
a(η)e−λση dηB(ω)
)
= 0. (3.1)
Proof. Since
∞∫
0
a(η)e−λση dη→ 0 as σ →∞,
and when λ2 < r(A(ω)), the matrix
−λ2I+A(ω)−
∞∫
0
a(η)e−λση dηB(ω)
is positive definite when σ is big enough. Moreover, when σ = 0
−λ2I+A(ω)−
∞∫
0
a(η)e−λση dηB(ω)=−λ2I+C(ω)
is negative definite as λ2 > ρ(C(ω)). Then we can get the conclusion of the lemma imme-
diately. ✷
Let
δ = max
{
σ ∈ R,det
(
−λ2I+A(ω)−
∞∫
0
a(η)e−λση dηB(ω)
)
= 0
}
and a1 = (a11, a12, a13)T be a nontrivial solution to the linear system(
−λ2I+A(ω)−
∞∫
0
a(η)e−λση dηB(ω)
)
a1 = 0. (3.2)
Now we are looking for a solution to the system (2.1) in the following form
v(ξ)= a1eδξ + · · · + aNeNδξ + p(ξ), (3.3)
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a sufficiently large integer determined later.
By inserting the expression (3.3) into the system (2.1), we have
−λ2(a1i eδξ + · · · + aNi eNδξ + pi(ξ))
+
3∑
j=1
ωjgij
((
a1eδξ + · · · + aNeNδξ + p(ξ))⊗ ω)
=
∞∫
0
a(η)
3∑
j=1
ωjhij
((
a1eδ(ξ−λη) + · · ·
+ aNeNδ(ξ−λη) + p(ξ − λη))⊗ω)dη−Ai, i = 1,2,3. (3.4)
By comparing the coefficients of e2δξ , . . . , eNδξ in both sides of the system (3.4) we can
determine a2, . . . ,aN , successively. In fact, once a1, . . . ,aj−1 have been determined, by
comparing the coefficients of ejδξ in both sides of (3.4), it is not difficult to see that aj
satisfies(
−λ2I+A(ω)−
∞∫
0
a(η)e−jλδη dηB(ω)
)
aj = bj (a1, . . . ,aj−1), (3.5)
where bj = (bj1 , bj2, bj3) is a given polynomial of a1, . . . ,aj−1. By the choice of δ, aj is
determined uniquely by the system (3.5).
Set
SK =
{
p ∈C((−∞, ξ0];R3), ‖p‖K},
where K is a fixed positive constant and the norm of the elements in SK is defined by
‖p‖ = sup
ξ∈(−∞,ξ0]
e−Nδξ |p(ξ)|. (3.6)
We consider a map T in SK
q = T p, ∀p ∈ SK, (3.7)
determined by
−λ2qi +
3∑
j,k,l=1
ωjωlaijkl(0)qk
= λ2(a1i eδξ + · · · + aNi eNδξ )+
3∑
j,k,l=1
ωjωlaijkl(0)pk
−
3∑
ωjgij
((
a1eδξ + · · · + aNeNδξ + p(ξ))⊗ ω)j=1
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∞∫
0
a(η)
3∑
j=1
ωjhij
((
a1eδ(ξ−λη) + · · · + aNeNδ(ξ−λη)
+ p(ξ − λη))⊗ω)dη−Ai, i = 1,2,3, ∀p ∈ SK. (3.8)
It is easy to see that the map given by (3.8) can be rewritten as(−λ2I+A(ω))q
= B(ω)
∞∫
0
a(η)p(ξ − λη) dη+O(e(N+1)δξ )+M(p), ∀p ∈ SK, (3.9)
where O(e(N+1)δξ ) is independent of p, and M(p) satisfies the following estimate with
certain constant C(K) depending on K
‖M(p)‖C(K)eδξ0, ∀p ∈ SK. (3.10)
Now take N large enough so that
ρ
(
B(ω)
) ∞∫
0
a(η)e−Nλδη dη < r
(
A(ω)
)− λ2. (3.11)
Then take ξ0 sufficiently negative so that
∥∥O(e(N+1)δξ )∥∥,∥∥M(p)∥∥< 1
2
(1− σ)(r(A(ω))− λ2)K,
∀ξ ∈ (−∞, ξ0], p ∈ SK, (3.12)
where
σ = ρ(B(ω))
∫∞
0 a(η)e
−Nλδη dη
r(A(ω))− λ2 . (3.13)
Lemma 3.2. Suppose that the assumptions of Theorem 1 hold. Let N and ξ0 satisfy (3.11)
and (3.12), respectively. Then the map q= T p, ∀p ∈ SK , defined by (3.8) is injective.
Proof. From (3.9) we have
(
r
(
A(ω)
)− λ2)‖q‖ ρ(B(ω))
∞∫
0
a(η)e−Nλδη dη ‖p‖
+ ∥∥O(e(N+1)δξ )∥∥+ ∥∥M(p)∥∥, ∀p ∈ SK. (3.14)
By applying (3.11), (3.12), we get from (3.14) that
‖q‖K,
that is q ∈ SK . The proof is completed. ✷
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map T :SK → SK is contractive.
Proof. Suppose that p, p˜ ∈ SK and q = T p, q˜= T p˜. Then from the definition (3.8) of the
map T and the expression (2.2) of Ai , we have
−λ2(q˜i − qi)+
3∑
j,k,l=1
ωjωlaijkl(0)(q˜k − qk)
=
3∑
j,k,l=1
ωjωl
1∫
0
(
aijkl (0)− aijkl
((
a1eδξ + · · · + aNeNδξ
+ p(ξ)+ θ(p˜(ξ)− p(ξ)))⊗ ω))dθ (p˜k − pk)
+
3∑
j,k,l=1
ωjωl
∞∫
0
a(η)
1∫
0
bijkl
((
a1eδ(ξ−λη) + · · · + aNeNδ(ξ−λη)
+ p(ξ − λη)+ θ(p˜(ξ − λη)− p(ξ − λη)))⊗ ω)dθ
× (p˜k(ξ − λη)− pk(ξ − λη))dη, i = 1,2,3. (3.15)
For σ given by (3.13), take ε > 0 so small that
ρ
( 3∑
j,l=1
ωjωl
(
aijkl (v⊗ ω)− aijkl(0)
))
 1
4
(1− σ)(r(A(ω))− λ2) (3.16)
and
ρ
( 3∑
j l=1
ωjωl
(
bijkl(v⊗ω)
))
 ρ
(
B(ω)
)+ 1
4
(1− σ)(r(A(ω))− λ2)
( ∞∫
0
a(η)e−Nλδη dη
)−1
(3.17)
provided
|v⊗ω| ε. (3.18)
For the fixed K , take ξ0 so negative that∣∣((a1eδξ + · · · + aNeNδξ + p(ξ))⊗ ω)∣∣ ε, ∀p ∈ SK, ξ ∈ (−∞, ξ0]. (3.19)
Then by applying (3.16)–(3.19), we obtain from (3.15) that
(
r
(
A(ω)
)− λ2)‖q˜− q‖ 1
4
(1− σ)(r(A(ω))− λ2)‖p˜− p‖
+
(
ρ
(
B(ω)
)+ 1
4
(1− σ)(r(A(ω))− λ2)
( ∞∫
a(η)e−Nλδη dη
)−1)
0
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∞∫
0
a(η)e−Nλδη dη ‖p˜− p‖, (3.20)
that is
‖q˜− q‖ 1
2
(1+ σ)‖p˜− p‖. (3.21)
The proof of the lemma is completed. ✷
Proof of Theorem 1. From Lemmas 3.2 and 3.3, we can get the conclusion of Theorem 1
immediately. ✷
Lemma 3.4. Let a ∈ L1(0,∞) be positive definite and A be a positively definite matrix.
Then for any bounded vection function v ∈C((−∞, ξ0],R3), it holds that
ξ0∫
−∞
∞∫
0
a(η)Av(ξ − λη) dη · v(ξ) dξ  0, (3.22)
for any positive constant λ.
Proof. As an positively definite matrix A can always be represented as A = PT P with a
nonsingular matrix P, without loss of generality, we may suppose that A= I.
It is easy to verify that
ξ0∫
−∞
∞∫
0
a(η)Av(ξ − λη) dη · v(ξ) dξ
= 1
λ
lim
M→∞
ξ0+M∫
0
ξ∫
0
a
(
λ−1(ξ − η))v(η−M)dη · v(ξ −M)dξ. (3.23)
By the definition of positively definite kernel (see (2.8)), we have
ξ0+M∫
0
ξ∫
0
a
(
λ−1(ξ − η))v(η−M)dη · v(ξ −M)dξ  0.
Then we get the inequality (3.22) immediately. ✷
Proof of Theorem 2. Set λ2 > ρ(A(ω)). Noting the expression (2.2) of Ai , the sys-
tem (2.1) can be rewritten as
λ2vi(ξ)=
3∑
j,k,l=1
ωjωl
∞∫
aijkl
(
θv(ξ)⊗ ω)dθ vk(ξ)0
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j,k,l=1
ωjωl
∞∫
0
a(η)
1∫
0
(
bijkl
(
θv(ξ − λη)⊗ ω)
− bijkl(0)
)
dθ vk(ξ − λη) dη
−
3∑
j,k,l=1
ωjωlbijkl(0)
∞∫
0
a(η)vk(ξ − λη) dη, i = 1,2,3. (3.24)
By multiplying both sides of Eq. (3.24) by e2δξ vi(ξ) (δ > 0), adding the resulting equations
for i = 1,2,3, and then integrating the final equality with respect to ξ from −∞ to ξ0, we
get
λ2
ξ0∫
−∞
e2δξ |v(ξ)|2 dξ
=
3∑
i,j,k,l=1
ωjωl
ξ0∫
−∞
1∫
0
aijkl
(
θv(ξ)⊗ ω)dθ e2δξ vk(ξ)vi(ξ) dξ
−
3∑
i,j,k,l=1
ωjωl
ξ0∫
−∞
∞∫
0
a(η)
1∫
0
(
bijkl
(
θv(ξ − λη)⊗ ω)
− bijkl (0)
)
dθ e2δξ vk(ξ − λη) dη vi(ξ) dξ
−
ξ0∫
−∞
∞∫
0
a(η)B(ω)v(ξ − λη) dη · e2δξv(ξ) dξ
≡ I1 − I2 − I3. (3.25)
Take δ = δ0/λ. By applying Lemma 3.4, we have
I3 ≡
ξ0∫
−∞
∞∫
0
a(η)B(ω)v(ξ − λη) dη · e2δξv(ξ) dξ  0. (3.26)
Set ε = λ2 − ρ(A(ω)). Take ξ0 sufficiently negative so that
ρ
( 3∑
j,l=1
ωjωl
1∫
0
aijkl
(
θv(ξ)⊗ ω)dθ
)
< ρ
(
A(ω)
)+ ε
4
(3.27)
and
sup
ξ∈(−∞,ξ0], θ∈[0,1]
3∑
|ωjωl |
∣∣bijkl(θv(ξ)⊗ω)− bijkl(0)∣∣
j,l=1
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∞∫
0
eδ0η|a(η)|dη < ε
12
, ∀i, k = 1,2,3. (3.28)
From (3.27), we get immediately that
|I1|
(
ρ
(
A(ω)
)+ ε
4
) ξ0∫
−∞
e2δξ |v(ξ)|2 dξ. (3.29)
And by applying the estimate (3.28) and Cauchy inequality, we obtain
|I2| ε12
( ∞∫
0
eδ0η|a(η)|dη
)−1
×
3∑
i,k=1
ξ0∫
−∞
∞∫
0
eλδη
∣∣a(η)vk(ξ − λη)∣∣eδ(ξ−λη) dη eδξ |vi(ξ)|dξ
 ε
12
( ∞∫
0
eδ0η|a(η)|dη
)−1 3∑
i,k=1
( ξ0∫
−∞
∞∫
0
|a(η)|eλδη dη
×
∞∫
0
eλδη|a(η)|∣∣vk(ξ − λη)∣∣2e2δ(ξ−λη) dη dξ
ξ0∫
−∞
e2δξ |vi(ξ)|2 dξ
)1/2
= ε
12
( ∞∫
0
eδ0η|a(η)|dη
)−1 3∑
i,k=1
( ∞∫
0
eδ0η|a(η)|
×
ξ0∫
−∞
e2δ(ξ−λη)
∣∣vk(ξ − λη)∣∣2 dξ dη
ξ0∫
−∞
e2δξ |vi(ξ)|2 dξ
)1/2
 ε
4
ξ0∫
−∞
e2δξ |v(ξ)|2 dξ. (3.30)
Noting the estimates (3.26), (3.29), and (3.30), we get from (3.25) that
λ2
ξ0∫
−∞
e2δξ |v(ξ)|2 dξ 
(
ρ
(
A(ω)
)+ ε
2
) ξ0∫
−∞
e2δξ |v(ξ)|2 dξ. (3.31)
Then we obtain v(ξ)≡ 0 on (−∞, ξ0] immediately from the above inequality.
The proof for the case λ2 < r(A(ω))− aˆ(0)ρ(C(ω)) is similar, we omit it. ✷
Proof of Theorem 3. From the Theorem 1, we have a nontrivial solution satisfying the
condition (1.8) to the system (2.1) on (−∞, ξ0]. Then the problem is reduced to a gen-
88 Q. Tiehu, N. Guoxi / J. Math. Anal. Appl. 284 (2003) 76–88eral nonlinear system (2.3) of integral equations. It is not difficult to show Theorem 3 by
ordinary iterative method. The details are omitted. ✷
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