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A NEW CLASS OF IRREDUCIBLE POLYNOMIALS
JITENDER SINGH† AND SANJEEV KUMAR‡,∗
Abstract. In this article, we propose a few sufficient conditions on polynomials having
integer coefficients all of whose zeros lie outside a closed disc centered at the origin in the
complex plane and deduce the irreducibility over the ring of integers.
1. Introduction
Testing polynomials for irreducibility over a given domain is an arduous task. Of particular
interest are the polynomials having integer coefficients for which some well–known classical
irreducibility criteria due to Scho¨nemann, Eisenstein, and Dumas exist (see [1, 2, 4] and for
an insightful historical account of Scho¨nemann and Eisenstein criteria, see [3]). Recently, the
elegant criteria established in [5, 6] turn out to be extremely significant keeping in view their
intimate connection with prime numbers. Moreover, the notion of locating the zeros of the
given polynomial being tested for irreducibility is quite informative (see [7]). In this regard,
one can infer that if for each zero ζ of g ∈ Z[x], |ζ | ≤ r holds for some r > 0, then each zero
θ of f = g(x−c) is given by θ = ζ+c which on applying the triangle inequality yields |θ| > 1
for any integer c whose absolute value exceeds r + 2. Also, the translational invariance of
irreducibility of polynomials in the ring Z[x] ensures the irreducibility of g vis–a´–vis from
that of f . Proceeding in this manner, one can frame the following irreducibility criterion
from that of the one given in [6, Theorem 1].
Theorem A. Let f ∈ Z[x] be such that each zero θ of f satisfies |θ| > d. If f(0) = ±pd for
some positive integer d and prime p ∤ d, then f is irreducible in Z[x].
Proof. If possible, let f(x) = f1(x)f2(x), where f1 and f2 are non–constant polynomials in
Z[x]. By hypothesis on f , f(0) = f1(0)f2(0) = ±pd which shows that p divides exactly
one of the factors f1(0) or f2(0). Assume without loss of generality that p | f2(0). Then
|f1(0)| ≤ d. On the other hand if c 6= 0 is the leading coefficient of f1, then we may write
(1) f1(x) = c
∏
θ
(x− θ),
where the product runs over all zeros of f1. By the hypothesis on zeros of f we must have
from (1) that |f1(0)| = |c|
∏
θ |θ| > |c|d
deg f1 ≥ d, a contradiction. 
In Theorem A, the primality of |f(0)|/d is necessary to deduce the irreducibility. In an
attempt to weaken the hypothesis, we confront the following natural question: Given |θ| > d
for each zero θ of f , is it still possible to recover the irreducibility of f if instead |f(0)|/d is
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a prime power? Nevertheless, under certain mild conditions on the coefficients of f , we show
that the answer to the above question is in the affirmative.
Recall that a polynomial f having integer coefficients is primitive if the greatest common
divisor of all its coefficients is 1. Our main results are the following:
Theorem 1. Let f = a0 + a1x+ · · ·+ anx
n ∈ Z[x] be a primitive polynomial such that each
zero θ of f satisfies |θ| > d, where a0 = ±p
kd for some positive integers k and d, and a
prime p ∤ d. If j ∈ {1, . . . , n} is such that gcd(k, j) = 1, pk | gcd(a0, a1, . . . , aj−1) and for
k > 1, p ∤ aj, then f is irreducible in Z[x].
Theorem 2. Let f = a0 + a1x+ · · ·+ anx
n ∈ Z[x] be a primitive polynomial such that each
zero θ of f satisfies |θ| > d, where an = ±p
kd for some positive integer k and d, and a prime
p ∤ d. Let j ∈ {1, . . . , n} be such that gcd(k, j) = 1, pk | gcd(an−j+1, an−j+2, . . . , an) and
for k > 1, p ∤ an−j. If |a0/q| ≤ |an| where q is the smallest prime divisor of a0, then f is
irreducible in Z[x].
To prove Theorems 1-2, elementary divisibility theory for integers is devised. The cogent
techniques involved in the proofs are of independent interest as well. Further, the notations
specified below are imperative and shall be used in the sequel.
Notations. If f(x) = f1(x)f2(x), unless otherwise specified, we write f = a0 + a1x+ · · ·+
anx
n ∈ Z[x]; f1 = b0+ b1x+ · · ·+ bmx
m and f2 = c0+ c1x+ · · ·+ cn−mx
n−m are non–constant
polynomials in Z[x]. Define further that
bm+1 = bm+2 = · · · = bn = 0; cn−m+1 = cn−m+2 = · · · = cn = 0,
so that we may write
(2) at = b0ct + b1ct−1 + · · ·+ btc0, for each t = 0, 1, . . . , n.
2. Proofs of Theorems 1-2
To prove Theorems 1-2, we first prove the following crucial result.
Lemma 3. Let f = a0 + a1x + · · · + anx
n, f1 = b0 + b1x + · · · + bmx
m, and f2 = c0 +
c1x + · · · + cn−mx
n−m be non–constant polynomials in Z[x] such that f(x) = f1(x)f2(x).
Suppose that there is a prime number p and positive integers k ≥ 2 and j ≤ n such that
pk | gcd(a0, a1, . . . , aj−1), p
k+1 ∤ a0, and gcd(k, j) = 1. If p | b0 and p | c0, then p | aj.
Proof of Lemma 3. In view of the hypothesis that p | b0 and p | c0, there exists a positive
integer ℓ ≤ k − ℓ such that pℓ | b0 and p
k−ℓ | c0, where ℓ and k − ℓ are highest powers of
p dividing b0 and c0 respectively. To proceed we define the nonnegative integer κ such that
κ = (j−2)/2 if j is even and κ = (j−1)/2 if j is odd. We now arrive at the following cases:
Case I: ℓ < k − ℓ. In this case we have the following subcases:
Subcase I: p | bi for all i = 0, . . . , κ. Using the expressions for ai and a2i successively for
each i = 0, . . . , κ, we find that p divides c0, c1, . . ., cκ. If αi and βi are the highest powers
of p dividing bi and ci respectively, then α0 = ℓ and β0 = k − ℓ. We claim that αi ≥ ℓ and
βi ≥ k − ℓ for all i ≤ κ. For proof, we consider a1 = b0c1 + b1c0 which tells us that
ℓ+ β1 ≥ k, β1 ≤ k − 2ℓ+ α1,
which further give α1 ≥ ℓ and β1 ≥ k−ℓ with α1 < β1 since ℓ < k−ℓ. Then p
k | (a2−b1c1) =
b0c2 + b2c0 which for the similar reasons shows that α2 ≥ ℓ and β2 ≥ k − ℓ with α2 < β2.
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Continuing in this manner, suppose for some positive integer i∗ < κ that the following have
been proved successively
(3) αi ≥ ℓ, βi ≥ k − ℓ, αi < βi, for each i = 0, 1, . . . , i
∗.
Then consider ai∗+1 = b0ci∗+1+(b1ci∗+ · · ·+bi∗c1)+bi∗+1c0, where from (3) we get p
ℓ | bi and
pk−ℓ | ci∗+1−i for each i = 1, . . . , i
∗ so that pk | bici∗+1−i. Consequently, p
k | (b1ci∗+· · ·+bi∗c1).
Also, by the hypothesis, pk | ai∗+1. So we get p
k | (ai∗+1−b1ci∗−· · ·−bi∗c1) = b0ci∗+1+bi∗+1c0.
This proves that αi∗+1 ≥ ℓ and βi∗+1 ≥ k − ℓ with αi∗+1 < βi∗+1 since ℓ < k − ℓ. With this,
we conclude that
(4) αi ≥ ℓ, βi ≥ k − ℓ, αi < βi for all i = 0, . . . , κ.
To proceed further, we first assume that κ = (j − 2)/2. Using (4) in the expression for aj−1
in (2), we have
pk |(aj−1 − b0cj−1 − · · · − b(j−4)/2c(j+2)/2 − b(j+2)/2c(j−4)/2 − · · · − bj−1c0)
= b(j−2)/2cj/2 + bj/2c(j−2)/2,
which shows that pk−2ℓ | cj/2. Consequently
p | {b0cj + · · ·+ b(j−2)/2c(j+2)/2 + bj/2cj/2 + b(j+2)/2c(j−2)/2 + · · ·+ bj−1c0} = aj,
where the equality follows from (2).
For κ = (j − 1)/2 we have from (4) and (2) that
pℓ | (b0cj + b1cj−1 + · · ·+ b(j−1)/2c(j+1)/2 + b(j+1)/2c(j−1)/2 + · · ·+ bjc0) = aj .
Subcase II: There is a smallest positive integer i ≤ κ for which p ∤ bi. From the Subcase
I, pℓ divides each of b0, . . ., bi−1 and p
k−ℓ divides each of c0, . . ., ci−1. Let qj be the positive
integer, such that iqj ≤ j−1 < (1+qj)i. Let βs denote the highest power of p dividing cs for
i ≤ s ≤ j−1. We will show that βti+r = k−(t+1)ℓ, for each t = 1, . . . qj and r = 0, . . . , i−1.
To proceed, we first observe from (2) that
(5) b0ct = at − C(c0, c1, . . . , ct−1),
where C(c0, . . . , ct−1) is the integer combination of c0, . . . , ct−1 which we define as follows:
(6) C(c0) = 0; C(c0, c1, . . . , ct−1) = btc0 + bt−1c1 + · · ·+ b1ct−1 for t > 1.
Since pk−ℓ | ct for each t = 0, . . . , i − 1, it follows from (6) that p
k−ℓ | C(c0, . . . , ci−1), which
in view of (5) and the fact that pk | ai gives βi = k − 2ℓ since p ∤ bi. Suppose we have
proved successively that βi+r = k − 2ℓ for 0 ≤ r < i−1. Then p
k−ℓ | (bi+rc0+ · · ·+ bicr) and
pk−ℓ | (bi+1cr + · · ·+ b1ci+r) so that from (6), we get p
k−ℓ | C(c0, . . . , ci+r), which in view of
(5) gives pk−2ℓ | ci+r+1 or βi+r+1 ≥ k − 2ℓ. Since p ∤ bi, we must also have βi+r+1 ≤ k − 2ℓ.
So, βi+r+1 = k − 2ℓ. This proves the claim for t = 1 and all r = 0, . . . , i− 1.
Now suppose that βti+r = k − (t + 1)ℓ for each t = 0, . . . , t
∗ and r = 0, . . . , i − 1 for some
positive integer t∗ ≤ qj . Then we have
αs = α0; βti+s = k − (t + 1)ℓ for s = 0, . . . , i− 1; t = 0, . . . , t
∗.(7)
For convenience, we define
(8) h(s) = bsci(1+t∗)+r−s, s = 0, . . . , i(1 + t
∗) + r.
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From (7)–(8), we have for r = 0 and each s = 0, . . . , i− 1
(9) pℓ+k−(1+t
∗)ℓ | h(s); pk−(1+t
∗)ℓ | h(i+ s); pk−t
∗ℓ | h(2i+ s); . . . ; pk−ℓ | h(i(1 + t∗) + s),
Also, from (6) and (8) we have
C(c0, . . . , ci(1+t∗)+r−1) =
i−1∑
s=1
h(s) +
2i−1∑
s=i
h(s) + · · ·+
i(1+t∗)−1∑
s=it∗
h(s) +
i(1+t∗)+r∑
s=i(1+t∗)
h(s)
=
i−1∑
s=1
h(s) +
i−1∑
s=0
{h(i+ s) + · · ·+ h(it∗ + s)}+
r∑
s=0
h(i(1 + t∗) + s)
=
i−1∑
s=1
h(s) +
t∗∑
s′=1
i−1∑
s=0
h(is′ + s) +
r∑
s=0
h(i(1 + t∗) + s).(10)
Using (9) in (10) for r = 0, we get pk−(1+t
∗)ℓ | C(c0, . . . , ci(1+t∗)−1). Consequently, from (5),
we have pk−(1+t
∗)ℓ | (ai(1+t∗) − C(c0, . . . , ci(1+t∗)−1)) = b0ci(1+t∗). This further gives p
k−(2+t∗)ℓ |
ci(1+t∗). Thus,
(11) βi(1+t∗)+r = k − (2 + t
∗)ℓ > 0
holds for r = 0. In view of (11), the assertion in (9) holds for r = 1, using which further
in (10) proves (11) for r = 1. Suppose then that (11) holds for each r = 0, . . . , r∗ for some
positive integer r∗ < i−1. Then in view of (11) we have that (9) holds for r = r∗. Using this
further in (10) proves that (11) holds for r = r∗+1. This proves the claim. So, pk−(1+qj)ℓ | cs,
where k > (1 + qj)ℓ for all s = 0, . . . , j − 1 which in view of (2) proves
pk−(1+qj)ℓ | (b0cj + b1cj−1 + . . .+ bicj−i + · · ·+ bjc0) = aj .
Case II: ℓ = k − ℓ. Here k is even. Then j is odd since gcd(k, j) = 1. In this case, we use
the fact that for any two integers a and b, and prime p, if p | (a + b) and p | ab, then p | a
and p | b.
In view of the above fact, we have from the expressions for a1 and a2 in (2) that p | b1 and
p | c1. Similarly from the expressions for a2 and a4 in (2) we get p | b2 and p | c2. Continuing
this way, having proved that p divides each of the integers b0, c0, b1, c1, . . ., b(j−3)/2, c(j−3)/2,
it follows from the expressions for a(j−1)/2 and aj−1 in (2) that p | b(j−1)/2 and p | c(j−1)/2. So
in view of (2), we get the following:
p | (b0cj + · · ·+ b(j−1)/2c(j+1)/2 + b(j+1)/2c(j−1)/2 + · · ·+ bjc0) = aj .
This completes the proof of Lemma 3. 
Remark. Proof of Lemma 3 becomes considerably short if one assumes gcd(k, j!) = 1. In
that case, the condition gcd(k, j!) = 1 implies k > j and k − tℓ > 0 for each t = 1, . . . , j.
Consequently in view of (2), one immediately finds recursively that
(12) pk−(t−1)ℓ | (at−1 − b1ct−2 − b2ct−3 − · · · − bt−1c0) = b0ct−1, t = 1, . . . , j.
So from (12) it follows that p | ct for each t = 0, . . . , j − 1 which in view of (2) and the fact
that p | b0 yields the desired conclusion p | (b0cj + b1cj−1 + · · ·+ bjc0) = aj .
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Proof of Theorem 1. If possible, assume that f(x) = f1(x)f2(x) where f1 and f2 are as
in the notation. Then in view of (4), we have
(13) a0 = b0c0 = ±p
kd; am = bmcn−m.
Since each zero θ of f satisfies |θ| > d, we must have |b0/bm| > d and |c0/cn−m| > d which
further give |b0| > d and |c0| > d.
If p ∤ c0, then p
k | b0 and consequently the second equality in (13) yields |c0| < d, a
contradiction. On the other hand if p | b0 and p | c0 then k > 1 which in view of Lemma 3
gives the desired contradiction p | aj. 
Proof of Theorem 2. Suppose to the contrary that f(x) = f1(x)f2(x) where f1 and f2
are as in the notation. Then b0c0 = a0 and bmcn−m = an = ±p
kd. Since each zero θ of f
satisfies |θ| > d, we must have |b0/bm| > d and |c0/cn−m| > d. If p ∤ bm then p
k | cn−m so
that |bm| ≤ d and we have
∣∣a0/an
∣∣ = |b0/bm| ×
∣∣c0/cn−m
∣∣ > |b0/d|d = |b0| ≥ q,
which contradicts the hypothesis.
On the other hand if p | bm and p | cn−m, then k ≥ 2 which on using Lemma 3 yield the
desired contradiction p | an−j. 
Remark. In view of Theorems 1-2, the hypothesis on zeros of f is not required in the case
when j = n, wherein the hypothesis on a0 is also not required in Theorem 2 and we then
have:
Theorem B. Let f = a0 + a1x+ · · ·+ anx
n ∈ Z[x] be a primitive polynomial. For a prime
p and positive integers k and n, if gcd(k, n) = 1, pk | gcd(a0, a1, . . . , an−1), p ∤ an, and
pk+1 ∤ a0, then f is irreducible in Z[x].
Theorem B is well known and is generally proved using Newton polygons (see [4]). However
here, we provide an alternative proof based on Lemma 3.
Proof of Theorem B. To the contrary assume that f(x) = f1(x)f2(x) where f1 and f2
are as in the notation. In view of Lemma 3, it is enough to show that p | b0 and p | c0 in
order to get the desired contradiction. Since p | a0 = b0c0, we may assume without loss of
generality that p | b0. Since p ∤ an = bmcn−m, we have p ∤ bm and p ∤ cn−m. So, there exists a
least positive integer t ≤ m such that p ∤ bt. This in view of (2) yields the following:
p | (at − b0ct − b1ct−1 − · · · − bt−1c1) = btc0,
so that p | btc0, which further gives p | c0. 
3. Examples
1. For a prime p, positive integers n and k with gcd(k, j) = 1, consider the polynomial
(14) Xj,k = p
k+1(1 + x+ x2 + · · ·+ xj−1) + (pk − 1)xj + pk−1xj+1(1 + x+ · · ·+ xn−j−1).
We will show that each zero ζ of Xj,k satisfies |ζ | > 1. Observe that
(15) (x− 1)Xj,k = −p
k+1 + (pk+1 − pk + 1)xj + (pk − pk−1 − 1)xj+1 + pk−1xn+1.
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so that the coefficients of xj , xj+1, and xn+1 in (x − 1)Xj,k are all positive. If |ζ | < 1 then
from (15) we have
pk+1 = (pk+1 − pk + 1)ζj + (pk − pk−1 − 1)ζj+1 + pk−1ζn+1
≤ (pk+1 − pk + 1)|ζ |j + (pk − pk−1 − 1)|ζ |j+1 + pk−1|ζ |n+1
< (pk+1 − pk + 1) + (pk − pk−1 − 1) + pk−1 = pk+1,
(16)
which is absurd. So we must have |ζ | ≥ 1.
If |ζ | = 1 for some zero ζ of Xj,k, then ζ = e
ιt for some real number t. Now from (16),
(pk+1 − pk + 1)(1 − ejt) + (pk − pk−1 − 1)(1 − e(j+1)t) + pk−1(1 − e(n+1)t) = 0, which on
comparing real parts gives
(pk+1 − pk + 1) sin2{(jt/2)}+ (pk − pk−1 − 1) sin2{(j + 1)t/2}+ pk−1 sin2{(n+ 1)t/2} = 0
which is possible only if jt, (j + 1)t, (n + 1)t ∈ 2πZ. Thus we have ζj = ζj+1 = ζn+1 = 1,
which give ζ = 1. But from (14), Xj,k(1) > 0 which again leads to a contradiction. We
conclude that each zero ζ of Xj,k satisfies |ζ | > 1.
Clearly Xj,k satisfies rest of the hypotheses of Theorem 1. So Xj,k is irreducible in Z[x].
2. For a prime p, positive integers k, n, m < p, and j ≤ n with gcd(k, j) = 1, the polynomial
Yj,k,m = p
k(n+ x+ x2 + · · ·+ xn−j−1) +mxn−j + pkxn−j+1(1 + · · ·+ xj−1)
satisfies the hypotheses of Theorem 2. So Yj,k,m is irreducible in Z[x].
3. Let d be a positive integer and f = a0 + a1x+ · · ·+ anx
n ∈ Z[x] such that
|a0| > |a1|d+ |a2|d
2 + · · ·+ |an|d
n.
Then for |x| ≤ d, we have
|f(x)| ≥ |a0| − |a1||x| − · · · − |an||x|
n > |a0| − |a1|d− |a2|d
2 − · · · − |an|d
n > 0,
which shows that each zero θ of f satisfies |θ| > d. Now imposing the conditions of Theorem
1 or Theorem 2 on f , the irreducibility of f in Z[x] is immediate.
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