Let G be a k-connected graph of order n. In [1], Bondy considered a degree sum condition for a graph to have a hamiltonian cycle, say, to be covered by one cycle. He proved that if σ k+1 (G) > (k + 1)(n − 1)/2, then G has a hamiltonian cycle. On the other hand, concerning a degree sum condition for a graph to be covered by two cycles, Enomoto et al. [4] proved that if k = 1 and σ 3 (G) ≥ n, then G can be covered by two cycles. By these results, we conjecture that if σ 2k+1 (G) > (2k + 1)(n − 1)/3, then G can be covered by two cycles. In this paper, we prove the case k = 2 of this conjecture. In fact, we prove stronger result; if G is 2-connected with σ 5 (G) ≥ 5(n − 1)/3, then G can be covered by two cycles, or G belongs to an exceptional class.
Introduction
In this paper, all graphs are simple and finite. Let G be a graph. We denote by V (G), E(G), δ(G) and α(G) the vertex set, the edge set, the minimum degree and the independence number of G, respectively. We refer to the number of vertices of G as the order of G and denote it by |G|. We denote by N G (x) the neighborhood of a vertex x of G. Let H be a subgraph of G. to N H (F ). For a positive integer k, if α(G) ≥ k, then we let σ k (G) denote the minimum degree sum of k independent vertices of G; otherwise we let σ k (G) := +∞. Let p(G) and c(G) be the order of a longest path and a longest cycle of G, respectively. We define diff(G) := p(G) − c(G). We denote by − → C a cycle C with a given orientation, and by ← − C a cycle C with a reverse orientation. Let C be a cycle with a given orientation. For u, v ∈ V (C), we denote by u − → C v the path from u to v along − → C . The reverse sequence of u − → C v is denoted by v ← − C u. For u ∈ V (C), we denote the successor and the predecessor of u on − → C by u + and u − , respectively. For X ⊆ V (C), we define X + := {x + : x ∈ X} and X − := {x − : x ∈ X}. If there exist cycles C 1 , C 2 , . . . , C t in G such that
, then we say that G can be covered by t cycles (if δ(G) ≤ 1, then we regard an edge and a vertex as a cycle). A hamiltonian cycle of G is a cycle which contains all vertices of G, and a hamiltonian path of G is a path which contains all vertices of G. A graph is hamiltonian-connected if any pair of vertices is joined by a hamiltonian path.
Let k ≥ 0 be an integer. For a k-connected (k ≥ 1) graph with independence number at most k, Chvátal and Erdős [3] showed the following theorem.
(iii) G belongs to two exceptional classes.
The connectivity of a graph which belongs to two exceptional classes of Theorem 1.7 is one. Therefore, by Conjecture 1.6 and Theorem 1.7, we can conjecture the following which is stronger than Conjecture 1.6. Conjecture 1.8 Let k ≥ 2 be an integer, and let G be a k-connected graph of order n. If σ 2k+1 (G) ≥ (2k + 1)(n − 1)/3, then one of the following holds:
(i) G can be covered by two cycles; or
In this paper, we prove the case k = 2 of Conjecture 1.8. (i) G can be covered by two cycles; or
In case diff(G) ≤ 1
In this section, we deal with the case diff(G) ≤ 1. More precisely, we prove the following theorem.
Theorem 2.1 Let G be a 2-connected graph of order n with diff(G) ≤ 1. If σ 5 (G) ≥ 5(n−1)/3, then one of the following holds:
(i) G can be covered by two cycles, one of which is a longest cycle; or
To prove Theorem 2.1, we use the following lemma.
Lemma 2.2 (Enomoto et al. [5], Chen et al. [2])
Let G be a graph, and C be a cycle of G, and
Proof of Theorem 2.1. Let G be a graph satisfying the assumption of Theorem 2.1, and suppose that G does not satisfy the statements (i) and (ii). Let C be a longest cycle of G and X := V (G − C). Note that there exists no cycle containing X. Choose C so that
Proof. Since diff(G) ≤ 1, we can easily obtain the statements (i) and (ii), and hence we prove only the statements (iii) and (iv). Let u, v ∈ N C (X) with u ̸ = v, and let x, x ′ ∈ X be vertices such that xu,
′ is a cycle of order |C| + 1 or a path of order |C| + 2 according as x = x ′ or x ̸ = x ′ , which contradict the maximality of |C| or the assumption that diff(G) ≤ 1. Thus
. By the symmetry of u + , v + and u − , v − , we similarly obtain
Proof. Let u, v ∈ N C (X) with u ̸ = v, and let x, x ′ ∈ X be vertices such that xu,
By Claim 2.1 (i) and (ii), we can obtain the following.
Since G is 2-connected, it follows from Claim 2.1 (i) that q ≥ 2. If l ≤ 2, then we can easily see that G can be covered by two cycles, a contradiction. Therefore l ≥ 3. By Lemma 2.2, Claim 2.1 (i) and the definition of x 1 , the following fact holds.
Fact 2.4 d
By Claim 2.3 and Fact 2.4,
We may assume that n = 3m + 1. Figure 1 ). Hence by Claim 2.1 (iv), we have
Proof. Let z ∈ Z. By symmetry, we may assume that z ∈ V (C 1 ). Then
, the desired conclusion holds.
Proof. By Claim 2.1, we have only to prove that Z is an independent set. Let z 1 , z 2 ∈ Z (arranged in this order along − → C ), and suppose that
Therefore we may assume that z 1 ∈ V (C 1 ) and z 2 ∈ V (C 2 ) by the symmetry of C 1 and C 2 . Then
Since σ 5 (G) ≥ 5(n − 1)/3, it follows from Claims 2.5 and 2.6 that |Z| ≤ 3 holds.
Hence by Claim 2.1 (i) and (ii), the desired inequality holds.
Claim 2.8 |Z| ≤ 1.
Proof. Suppose that |Z| ≥ 2, and let z 1 , z 2 ∈ Z. Then by Claims 2.3, 2.5, 2.6 and Fact 2.4,
On the other hand, by Claims 2.3 and 2.5,
Proof. Let x ∈ Z ∪ (X − {x 1 }) and x ′ ∈ X − {x, x 1 }. By Claims 2.6 and 2.7,
. Therefore by Fact 2.4 and the assumption of Case 2, we obtain the desired inequality.
Suppose that |Z| = 1, say Z = {z}. By Claims 2.5, 2.9 and Fact 2.4, we obtain 2
. These imply that n ≤ (3l + 8)/2 and 3l ≤ 10, respectively. Hence l = 3 and n = 8. Then by Claims 2.3 and
Hence by Claims 2.2 and 2.6, |C| ≥ d G (y
By Claims 2.3 and 2.9,
Since l ≥ 3, we have n ≤ 7, a contradiction. This completes the proof of Theorem 2.1.
In case diff(G) ≥ 2
In this section, we deal with the case diff(G) ≥ 2, and prove the following theorem.
To prove Theorem 3.1, we use the following two lemmas.
Lemma 3.2 (Ore [9]) Let G be a graph of order
n. If σ 2 (G) ≥ n + 1, then G is hamiltonian- connected.
Lemma 3.3 (Enomoto, van den Heuvel, Kaneko and Saito [6])
Let G be a graph of order n with diff(G) ≥ 2. Let Q be a longest path of G, and let x, y ∈ V (G) be endvertices of Q.
Proof of Theorem 3.1. Let G be a graph satisfying the assumption of Theorem 3.1, and suppose that G cannot be covered by two cycles. Let Q be a longest path of G, and let H := G−Q and H 1 , H 2 , . . . , H l be components of H. Let C be a cycle and P 0 be a path with an endvertex
(Note that there exist such a cycle C and a path P 0 , because the endvertex of Q has a neighbor in V (Q).) Choose such a cycle C and a path P 0 so that |C| is as large as possible.
A vertex y ∈ V (P 0 ) is called an endable vertex for x if there exists a path P from x to y such that
y ∈ L and P is a path from x to y such that V (P ) = V (P 0 )}. For each (y, P ) ∈ T, we give an orientation from x to y along P . By the maximality of |Q| and |C|, it is easy to see that the following two claims hold.
Then the following statements hold:
By Claim 3.1 (i) and (iv), we can obtain the following.
Case 1: There exists (y, P ) ∈ T such that there are two independent edges joining x and C, and y and C.
In this case, we can use the symmetry of x and y. Since G cannot be covered by two cycles,
Claim 3.4 For any
Hence the desired inequality holds.
The following claim is proved in [7, Claim 4] .
Claim 3.5 For each H
By the symmetry of x and y, we may assume that
By the assumption of Case 1, there exist two distinct vertices u * ∈ N C (x) and w * ∈ N C (y). We choose u * and w * as follows: If N C (x) ∩ N C (y) ̸ = ∅, then we choose u * and w * so that w * ∈ N C (x) ∩ N C (y) by changing the label x and y if necessary; otherwise we choose u * and w * so that |w + * − → C u * | is as small as possible. By Claim 3.1 (ii), we have w + * ̸ = u * . By Claims 3.1 (i), (ii) and 3.2 (i), {u + * , w + * , y, z} is an independent set. By applying Lemma 3.3 to paths
, and by Claim 3.1 (i), (ii), we obtain
and
The following two claims are essentially proved in [7, Claims 5 and 6]. If we notice |C| + |P | + |H| = n, the following claims are proved by the same argument as [7] , but we sketch only outline of proof of Claim 3.7 for the convenience of the reader. 
By the above two inequalities,
By Claims 3.1 (i), (ii), 3.3 and (3.3) , we obtain
By Claims 3.6, 3.7, (3.1) and (3.2), 3
for any z ∈ V (H 1 ).
} is an independent set by Claims 3.1 (i), (ii) and 3.2 (i), it follows from (3.4) that
By Claim 3.1 (i) and (iv), d P (z 2 ) ≤ (|P | − 1)/2. Hence we have
Proof. Suppose that there exist u ∈ N C (x) and w ∈ N C (y) with u ̸ = w such that
. By Claims 3.1 (ii), 3.4 and (3.5),
On the other hand,
This is a contradiction.
Suppose that there exist four distinct vertices u, u ′ ∈ N C (x) and w, w ′ ∈ N C (y). Then by Claims 3.1 (ii) and 3.2 (i), {z 1 , u + , w + , u ′+ , w ′+ } is an independent set. By Claims 3.1 (i) (ii), (iv), 3.2 (i), 3.4 and 3.8, we have
This is a contradiction. Therefore we have
Then by Claim 3.1 (i), (ii) and 3.2 (i), {a, u + * , w + * , z 1 , z 2 } is an independent set. Since x is endable for y, it follows from Claim 3.1 (i) that
, and hence
Then by Claim 3.8, (3.6) and (3.7), Figure 2 : a, b ∈ V (P 1 ), or a ∈ V (P 1 ) and b ∈ V (P 2 ).
On the other hand, by Claims 3.1 (i), (iv) and 3.3,
This implies that |H| = 2 and the equality holds in (3.7). By Claim 3.
, and hence u * z 1 bz 2 w * y ← − P xu * and C are cycles which cover G, a contradiction. This completes the proof of Case 1.1.
Proof. Since G is 2-connected, there exist h, g ∈ V (H) and a, b ∈ V (G − H) such that ha, gb ∈ E(G) and a ̸ = b. Moreover, if |H| ≥ 2, then we can take h and g as
. Then, by Lemma 3.2, there exists a hamiltonian path P ′ of H from h to g. For convenience, let P 1 := u * − → C w * , P 2 := u * x − → P yw * and P 3 := u * ← − C w * . By the symmetry of P 1 , P 2 and P 3 , we may assume that either a, b ∈ V (P 1 ) (arranged in this order along − → P 1 ), or a ∈ V (P 1 ) and b ∈ V (P 2 ) hold (see Figure 2 , and note that we do not need to distinguish between P 1 , P 2 and P 3 in the following argument). If a, b ∈ V (P 1 ), then u * − →
Recall that C 1 = u + * − → C w * and C 2 = w + * − → C u * (see the paragraph preceding Claim 3.6).
Hence we obtain
Since |P ′ | ≥ 3, it follows from the maximality of |Q| that
Proof. By Claims 3.1 (i), we have
(3.12)
Since |P ′ | ≥ 3, it follows from the maximality of |Q| that (
Note that |H| ≥ 3 and
. By Claims 3.6, 3.7, (3.1) and (3.2), we obtain the following inequalities (note that Claim 3.7, (3.1) and (3.2) hold for any z ∈ V (H)).
Combining the above inequalities, Claims 3.10 and 3.11, we obtain
a contradiction. This completes the proof of Case 1.2.
Case 2:
For any (y, P ) ∈ T, there exist no two independent edges joining x and C, and y and C.
Let u ∈ N C (x). Since G is 2-connected, there exist z ∈ V (G − C) and w ∈ V (C) − {u} such that zw ∈ E(G). Choose z and w so that |w + − → C u| is as small as possible. Let C 1 := u + − → C w and
Since
By the choice of z, w and Claim 3.1 (ii),
Claim 3.12 Suppose that there exist no (y, P ) ∈ T and v ∈ L − {y} such that vy / ∈ E(G) and
(ii) There exists (y, P ) ∈ T such that uy ∈ E(G) and N P (x) − ∩ N P (y) = ∅, and hence
Proof. Suppose that there exists (y,
This contradicts the assumption of Claim 3.12. Hence v + ∈ L for any (y, P ) ∈ T and v ∈ L − {y}, and the statement (i) holds.
Suppose that N C (y) ̸ = ∅ for some (y, P ) ∈ T. Then N C (x) = N C (y) = {u} by the assumption of Case 2. If there exists a ∈ N P (x) − ∩ N P (y), then P ′ := xa + − → P ya ← − P x + is a path such that V (P ′ ) = V (P ), which implies that x + ∈ L. By Claim 3.1 (i) and the statement (i), N G−P (x + − → P y) ⊆ {u}, and hence N G−P (P ) ⊆ {u}. This contradicts that G is 2-connected. Therefore N P (x) − ∩ N P (y) = ∅, and hence the statement (ii) holds. Thus we may assume that
We choose (y, P ) ∈ T and a ∈ N P (y) so that |x − → P a| is as small as possible. Then a + ∈ L. Since N C (v) = ∅ for any v ∈ L, it follows from Claim 3.1 (i) and the statement (i) that 
choice of (y, P ) and a (see Figure 3 ). Thus we have
Then the choice of (y, P ) and a implies N P 1 (y) = ∅, and hence
Then we can find a path
contradicting the choice of (y, P ) and a (see Figure 4) . Thus, we have
This contradicts the choice of (y, P ) and a, again (see Figure 4) . Thus, we have N P 3 (y)
Hence above three inequalities imply that
This contradicts the assumption of Claim 3.12.
If there exists no such a vertex v * ∈ L − {y} for any (y, P ) ∈ T, then let (y, P ) ∈ T as in Claim 3.12 (ii), and let v * := x. By Claim 3.1 (ii) and the choice of z, w, u + v * ̸ ∈ E(G) and w + v * ̸ ∈ E(G). Since G cannot be covered by two cycles, it follows from Claims 3.1 (i), 3.12 (ii) and the assumption of Case 2 the following fact holds.
By Fact 3.13 (i)-(iii), the following claim holds.
y y y y Figure 5 : The definition of i and j
Proof. Suppose that z / ∈ V (P ). Then {z, u + , w + , y, v * } is an independent set. By Claims 3.1 (iv), (v) and 3.2 (ii), we have
Therefore, by Claims 3.3, 3.14 and 3.16, we obtain a contradiction.
Claim 3.20 There exists a cycle consisting of all the vertices of V (P ).
Proof. Suppose not. Then, xy, xv
Therefore, by Claims 3.14 and 3.16, and by (3.14) and (3.15), we obtain a contradiction.
By Claim 3.20, v plays a similar role of x for any v ∈ V (P ) such that N C (v) ̸ = ∅. Let z ′ ∈ V (H). By Claim 3.17, there exists a ∈ N C (z ′ ) − {u, w}. Then by Claims 3.2 (i) and 3.20, 
it follows from Claim 3.12 (ii) and the definition of i that d P 2 (x) + d P 2 (y) ≤ |P 2 | − 1 + i. Hence by (3.16), we obtain
If there exists c ∈ N P 1 (a + ) ∩ N P 1 (x) − , then Q ′ := z ′ a ← − C a + c ← − P xc + − → P y is a longer path than Q, a contradiction. Thus N P 1 (a + ) ∩ N P 1 (x) − = ∅. Recall that a + b − / ∈ E(G) if i = 1. Since N P 1 (a + ) ∪ N P 1 (x) − ⊆ V (P 1 ), it follows from the definition of i that d P 1 (a + ) + d P 1 (x) ≤ |P 1 | − i. Arguing similarly, we obtain d P 1 (z ′ ) + d P 1 (x) ≤ |P 1 | − i. If there exists c ∈ N P 1 (z ′ ) ∩ N P 1 (a + ) − , then we can find a path Q ′ := x − → P cz ′ a ← − C a + c + − → P y. This contradicts the maximality of |Q|, again. Thus N P 1 (z ′ ) ∩ N P 1 (a + ) − = ∅. Since N P 1 (z ′ ) ∪ N P 1 (a + ) − ⊆ V (P 1 ) by Claim 3.1 (ii), it follows from the definition of i that d P 1 (z ′ ) + d P 1 (a + ) ≤ |P 1 | − i. Therefore we obtain d P 1 (x) + d P 1 (z ′ ) + d P 1 (a + ) ≤ we obtain 
x is an endvertex of P ′ and N C ′ (x) ̸ = ∅. Since |P 2 | = 2, it follows from the definition of Q ′ that Q ′ is a longest path of G. Moreover z ′ is an endable vertex for x and N C ′ (z ′ ) − {u} ̸ = ∅. Hence this is reduced to Case 1 and we can get a contradiction (see Figure 6 ). Thus |P 2 | ≥ 3. Since |H| ≥ 1, and by (3.23) and (3.24), i = 0 and n ≤ 10. Since |P 1 | ≥ 2 by the definition of i, |P | = |P 1 | + |P 2 | ≥ 5. Since yu ∈ E(G), it follows from the maximality of |C| that |C| ≥ 6. Therefore 11 ≤ |P | + |C| < n ≤ 10, a contradiction. This completes the proof of Theorem 3.1.
