We assess dose and image quality of a state-of-the-art angiographic C-arm system ͑Axiom Artis dTA, Siemens Medical Solutions, Forchheim, Germany͒ for three-dimensional neuro-imaging at various dose levels and tube voltages and an associated measurement method. Unlike conventional CT, the beam length covers the entire phantom, hence, the concept of computed tomography dose index ͑CTDI͒ is not the metric of choice, and one can revert to conventional dosimetry methods by directly measuring the dose at various points using a small ion chamber. This method allows us to define and compute a new dose metric that is appropriate for a direct comparison with the familiar CTDI W of conventional CT. A perception study involving the CATPHAN 600 indicates that one can expect to see at least the 9 mm inset with 0.5% nominal contrast at the recommended head-scan dose ͑60 mGy͒ when using tube voltages ranging from 70 kVp to 125 kVp. When analyzing the impact of tube voltage on image quality at a fixed dose, we found that lower tube voltages gave improved low contrast detectability for small-diameter objects. The relationships between kVp, image noise, dose, and contrast perception are discussed.
I. INTRODUCTION
Cone-beam C-arm imaging has entered clinical routine for neuro-interventional applications permitting the visualization of detailed cerebral vasculature. [1] [2] [3] With new improvements in detector technology, image reconstruction, and image correction algorithms, [4] [5] [6] [7] [8] three-dimensional ͑3D͒ cone-beam C-arm imaging is now beginning to be used for low-contrast imaging applications such as detection of fresh intracranial bleeds. 9 This new imaging modality must therefore be evaluated so that the trade-offs between patient dose and image quality is understood.
To achieve improved low-contrast imaging performance, many single C-arm projections are required, thus creating a need to ensure that the trade-off between image quality and patient dose is well characterized and understood. The incident energy impinging on the patient from C-arm devices has traditionally been based on "in-air" dose-area-product measurement devices [10] [11] [12] [13] from which energy imparted may be calculated ͑or even entrance dose or ESE using the area of the collimator aperture͒. For conventional CT imaging, the computed tomography dose index ͑CTDI͒, which represents a dose inside a standard phantom, has been used.
Since the beam coverage of volumetric imaging devices in the z direction has increased significantly, traditional CT dose metrics such as CTDI and measurement techniques designed for narrow collimations such as the 100 mm long pencil chamber are no longer applicable. In a recent report on a full-scale simulation model, Kroon defined a "rotational x-ray dose index" ͑RXDI͒ for dose measurements using the related CTDI phantoms as starting points and introduced the "weighted RXDI" ͑RXDI w ͒ defined by analogy to the familiar weighted conventional CT dose index ͑CTDI W ͒.
14 However, Kroon did not elaborate on how RXDI and ͑RXDI w ͒ should be measured. They cannot properly be measured using the 100 mm pencil chamber methodology of conventional CT. We had independently arrived at the same dose metric as the logical analogue to conventional CT doses and also demonstrated a measurement technique using a conventional ion chamber. 15 Dixon has previously suggested the use of a small ion chamber to obtain a direct measurement of the accumulated dose in the central scan plane resulting from a helical or axial scan series for conventional narrow beam CT, 16 and Anderson et al. proposed a dosimetry schema for 3D angiography systems using Dixon's short ion chamber approach using the CT head phantom. 17 Metrics 16, 17 based on averaging the dose over an arbitrary axial length of 10 cm ͑based on the length of a commonly used pencil chamber͒ do not represent the analog of the CTDI and are not considered appropriate, as discussed later. For evaluation of low-contrast ͑LC͒ imaging performance of CT-like devices, objective and subjective methods are available. Since it is still very common to state the LC performance of a CT imaging system via the visibility of single objects, we opted for an observer-based subjective image quality study involving an image quality phantom. 18 While a ROC analysis could be used to determine the visibility of small-sized objects under certain imaging conditions, a more time-efficient approach has been proposed by Ishida et al. in which they express the likelihood of detection as a function of target size and scan conditions using detectability profiles.
The goal of this paper is to show how low contrast detectability of a 3D C-arm CT device can be experimentally evaluated under different imaging conditions and to provide benchmark results for a typical ͑"neuro"͒ system at standard dose levels. To this end, we first propose a dose metric and review an associated measurement method. We then analyze image quality based on perception experiments involving detectibility profiles. We also compare C-arm CT imaging performance at various tube voltages, detector input dose settings, and patient dose levels, and compare this performance to conventional CT at comparable dose levels.
II. METHODS AND MATERIALS
This paper reports primarily on dose and image quality measurements performed using a state-of-the-art C-arm CT device. To characterize image quality differences at different dose levels, we derive a relationship between just visible object diameter and dose. This relationship also provides the ability to compare image quality across different tube voltages at a selected reference dose.
A. Dose metric and measurements
Since image quality evaluation is directly related to the radiation dose required to produce an image, radiation dose determination and dose metric for C-arm CT are discussed at the outset. For conventional CT, the dose metric CTDI 100 is used to estimate the average accumulated dose delivered by a scan series of length L in the central plane of the phantom at the center of the scan length z = 0. For helical scans, it has been shown 19, 20 that CTDI 100 represents the angular average dose at z = 0 for a scan length of L = 100 mm. ͓If ͑r , ͒ locates a given longitudinal z axis relative to the axis of rotation ͑AOR͒, the angular average is over all such axes ͑− ഛ ഛ ͒ at a fixed radius r ͑in a ring around the AOR͒ at the fixed value of z =0͒.͔ For axial scans; CTDI 100 is equal to the average accumulated dose ͑MSAD 21 ͒ at the center of the scan length z = 0 for a scan length of L = 100 mm, and it is not a z-average dose over any appreciable part of the scan length L ͑and certainly not over ±50 mm-even though its value is commonly indirectly inferred using a 100 mm long pencil chamber͒.
In C-Arm CT where the extent of the beam along the ͑z͒ axis of rotation may be up to 30 cm, the CTDI concept is no longer useful and measurement logically reverts to conventional dosimetry. That is, the radiation dose in the central phantom plane ͑z =0͒ can be measured using a small volume ion chamber inserted into an axial hole in the standard CT dosimetry phantoms such as the 16 cm diameter Perspex® head phantom used in this study. The ubiquitous 0.6 cc Farmer ion chamber is found to be convenient for this purpose. This dose is therefore directly comparable to the MSAD or helical dose in conventional ͑narrow beam͒ CT on that axis derived using CTDI. The Perspex CT dosimetry HEAD phantom should be roughly comparable in x-ray transmission to a 20 cm diameter unit density CATPHAN phantom used for image quality determinations based on mass density considerations ͑16 cm of Perspex with a density of 1.2 gm/ cc is approximately equivalent to 19 cm of unit density material͒. The attenuation is in fact comparable at 125 kVp; however, differences in / result in somewhat larger variation in mAs demand for the lower energy spectra generated at 70-80 kVp.
It is not appropriate to use a 100 mm pencil chamber to measure C-Arm CT doses, since it is designed for narrow beam, "single axial slice" dose integral measurements, and not for conventional "point" dosimetry which requires a short sampling length. Such a pencil chamber in a wide ͑Ͼ10 cm͒ beam would measure the average dose over an arbitrary length of 100 mm, which is not the analog of CTDI 100 , CTDI W , or MSAD of conventional CT, these being doses at the center of the scan length z = 0. Moreover, the pencil chamber does not exhibit the flexibility required for "cone-beam" CT systems that can have variable beam widths both larger and smaller than 10 cm, at which point the meaning of the 100 mm pencil chamber reading changes from a value useful for predicting the accumulated dose for multiple contiguous scans to a dose average over an arbitrary 100 mm length.
A conventional CT scan series and C-arm CT both produce a similar dose distribution having a broad maximum at z = 0, which maximum dose is represented by the existing CTDI 100 and related CTDI W metric as well as by our proposed metric. Our proposed metric does not require specification of the ion chamber, and measurement of "point" doses is robust and provides complete flexibility.
Proposed dose metric for C-arm and wide cone beam CT
Unlike conventional CT for which a 360°rotation produces a cylindrically symmetric phantom dose, today's C-arm devices typically use a 210°rotation ͑180°ϩfan angle͒, producing a nonuniform dose distribution D͑r , , z͒ with the peak dose occurring in the central plane ͑z =0͒ on the side of the phantom closest to the focal spot, near the midpoint of the rotation angle ͑depending on the heel effect direction͒. We therefore will define the dose metric D ͑0͒ as the average dose over the central phantom plane at z =0, and we will adopt, for convenience, the same area-averaging approximation used in conventional CT called CTDI W in which the central axis dose D 0 ͑r =0͒ is weighted by 1 / 3 and peripheral axes doses D p ͑͒ ͑r = R − 1 cm, where R is the phantom radius͒ are weighted by 2 / 3, also independently suggested by Kroon. 14 This is also the same calculation procedure for CTDI W that would be used for a conventional CT scanner using a rotation angle smaller than 360°. It should be noted that pitch has no relevance for C-arm CT.
In other words, the average dose over the central phantom plane at z = 0 is defined as
This dose can be compared to CTDI W in conventional CT, assuming that Eq. ͑1͒ refers to D ͑0͒ based on doses measured in the standard "CTDI" dosimetry phantoms.
Dose measurement
All dose values herein represent in-phantom doses in units of air kerma ͑f-factor= 0.876͒. The dose was measured in the phantom midplane at the isocenter and also at eight peripheral positions in the 16 cm Perspex® dosimetry phantom at 1 cm depth from the surface. The C-arm was placed headside and rotated around its "propeller axis" coincident with the couch z axis, as illustrated in Fig. 1 , such that the gantry rotation and x-ray tube axes were parallel, resulting in the heel effect occurring in the z direction. A CNMC K602 Precision Electrometer and a Nuclear Enterprise 2571 ͑0.6 cc͒ Farmer chamber were used for the dose measurements made at four detector signal levels, "low," "low-medium," "medium-high," and "high." The ion chamber has been calibrated at an accredited dosimetry calibration laboratory and demonstrates a flat response ͑within 1.5%͒ over a range of HVL from 2 to 15 mm Al. The response of the automatic exposure control system ͑AEC͒ to the presence of the Farmer chamber was compared to AEC with the that of a standard 10 cm pencil chamber. The mAs per scan was found to be identical within measurement error for both measurement chambers, indicating that the metal of the Farmer chamber did not significantly perturb the system.
We also recorded the system-provided detector input exposure and the total mAs delivered during each C-arm image acquisition run, acquired over 20 s yielding 543 projections. Note that factory calibration establishes a known relationship between detector signal at a given kVp and detector exposure ͑measured before the grid͒ in nGy, which is recorded in the header of each projection image, and is referred to as detector entrance dose hereafter. In addition, we monitored the tube voltage, since it may be increased by the automatic exposure control if the system cannot reach a desired detector entrance dose. Finally, the beam quality of the system was determined by measuring the half-value layer at the four operational voltages ͑70, 81, 109, and 125 kVp͒, as shown in Table I .
Note that our implementation of C-arm CT does not utilize a "bow-tie" filter, and the quality of the beam shown in Table I is "softer" than that of a conventional CT beam ͑about 7 mm Al at 120 kVp͒.
B. Image quality assessment
For 3D C-arm imaging, an Axiom Artis dTA ͑VB22D͒ C-arm system ͑Siemens Medical Solutions, Forchheim, Germany͒ with a 30 cmϫ 40 cm flat-panel detector was used. The flat panel uses a CsI converter, with a thickness of approximately 200 g / cm 2 . 20 Two approaches were taken to assess image quality of the imaging system: observer studies using low-contrast phantom images, and MTF measurements of a 100 m diameter steel wire under tension in air.
The image quality phantom for this evaluation was the 20 cm diameter CATPHAN 600 ͑Phantom Laboratories, New York͒. It was always aligned with the C-arm axis of rotation ͑z axis͒, and placed such that the scanner midplane intersected the CTP515 low-contrast CATPHAN module displayed in Fig. 2 . The outer 40 mm long objects with various diameters ͑i.e., 2, 3, 4, 5, 6, 7, 8, 9, and 15 mm͒ were chosen for the study. The study was also restricted to objects with a nominal contrast of 0.5% to their surroundings.
With the C-arm in head-side position as shown in Fig. 1 , we acquired 543 views ͑30 cmϫ 40 cm field of view͒ over 20 s at the four voltages and four detector entrance dose request settings. The associated tube currents ͑mAs per view͒ were recorded in order to rescale the standard CTDI head phantom dose data to the CATPHAN based on the mAs ratio. When the CATPHAN was scanned at 70 kVp with the detector entrance dose request set to a high level, the voltage increased beyond 70 kVp to reach the specified detector input exposure. This data set was not included in the study.
Scaling of the CTDI 16 cm phantom dose data to obtain a realistic estimate of dose to the CATPHAN deviates from the normal methodology used with an "index" dose. The normal procedure in conventional, narrow-beam CT has been to report only the index doses ͑CTDI͒ in the standard dosimetry phantoms, but to use the same manual technique ͑kVp, mAs͒ on both the low-contrast performance and dosimetry phantoms. In our case, we are under AEC control, such that it is not possible to use the same mAs technique on both phantoms. After two-dimensional image acquisition, projection images were sent to a workstation ͑XLeonardo P15, Siemens Medical Solutions, Forchheim, Germany͒, and sixteen 3D data sets were generated ͑four tube voltages, four entrance dose request settings͒. A modified Feldkamp algorithm was used for image reconstruction taking the noncircular but reproducible C-arm imaging geometry 22 into account using projection matrices. 23, 24 It involves properly adjusted cosine weighting of the normalized input projection data, a onedimensional convolution with a shift-invariant kernel, and a weighted cone-beam back-projection step. In addition, beam hardening and scatter corrections were applied as discussed in Ref. 25 . The kernel used for reconstruction was system standard, a modified Shep-Logan filter with a roll-off starting at 18% of the Nyquist frequency. The frequency response decreases to 10% of its maximum value at approximately half the Nyquist frequency. Voxels were reconstructed with a size of 0.85 mm, and a slice width of 10 mm was selected for display. The display window center was adjusted such that its center value coincided with the mean background value for each image. The display window width was fixed at 100 gray levels.
Each observer read the 16 images on a single soft-copy monitor under controlled viewing conditions in a single session to keep intraviewer variability small. The observer experience ranged from inexperienced ͑graduate students͒ to experienced ͑image quality experts͒. All image identification was removed so observers were unaware of the underlying imaging parameters. Only targets at the 0.5% nominal contrast level were scored. Observers were asked to determine the smallest ͑nominal͒ 0.5% object visible to them. There were five observers and a total of 13 sessions ͑most observers participated in two sessions, separated in time by a minimum of two weeks; one observer read the images four times͒ yielding a total of 208 scored images. The frequency of target detection was recorded using detectibility profiles. They list how often a 0.5% nominal contrast object with a particular size was seen. For example, if the 10 mm object contrast was seen in ten out of 13 observations, then 77% detectability was assigned. These results resemble the true positive fraction of a receiver-operating study. Detectibility was measured by investigating the size at which the detectability chart crossed certain specific thresholds; e.g., the 50% or 100% level.
System MTF was measured using one set of the imaging parameters from above. Projections were acquired at 70 kVp, and reconstructed into a 512ϫ 512 grid using a voxel size of 0.02 mm ͑FOV 1.024 cm͒. Volumes were reconstructed using the same kernel as for the detectability study ͑"smooth"͒ and for two other kernels that provide less smoothing while using the same acquisition frame rate and matrix ͑a pure Shepp-Logan filter provided highest resolution͒. To calculate the MTF from the slice images, profiles in one direction in 205 reconstructed slices down the length of the wire were first aligned using the maximum value in each profile and then averaged together to improve noise characteristics of the profile. Alignment was necessary since exact positioning of the wire with respect to the detector axis is difficult for a C-arm system with noncircular geometry. This approach provides an oversampled estimate of the system point spread function. 26 A fit to the tails was used to remove the offset, and after deconvolution of the wire diameter from the function, the Fast Fourier transform normalized to zero spatial frequency provided the MTF.
C. Dose efficiency analysis
The visibility of an object reconstructed from x-ray projections depends on the incident dose at the detector of the associated views and the tube voltage. 27 To compare detectibility profiles obtained for different dose settings, they can be normalized to a common reference dose based on an "equivalent diameter" d ref described below.
To derive a suitable relationship between detectibility profiles obtained at different dose levels but identical tube voltage, recall that Rose's definition for a threshold signal-tonoise ratio ͑SNR͒ can be rewritten based on signal detection theory 28 as
In this equation, a represents the signal level or contrast in this case, is the standard deviation of the noise, and A is the signal area. For quantum noise-limited CT systems, noise is inversely proportional to the square root of the dose to the detector. 29 Since D ͑0͒ as measured for the 16 cm CTDI phantom turns out to be proportional to incident detector dose at a fixed kVp as well ͑see Fig. 4 
.
͑3͒
If we combine both equations and further assume circular objects with diameter d and area A = ͑d /2͒ 2 , we get
͑4͒
Assuming a fixed threshold SNR and constant signal amplitude a at a fixed tube voltage, we arrive at a relationship between the diameters of just visible objects and their associated dose values:
͑5͒
For objects with identical contrast ͑same a͒, this equation answers the question of which diameter ͑d 2 ͒ could be seen if the dose were changed from
By rearranging Eq. ͑5͒, we can find a simple mechanism to normalize detectability charts to a common reference dose. We get a new diameter d ref of the just visible object at the reference dose D ref ͑0͒, as
͑6͒
Equation ͑6͒ appears very useful for a dose-based analysis of 3D C-arm imaging results, because C-arm x-ray devices often have a built-in automatic exposure control making it difficult to specify scan doses a priori. Interestingly, Eq. ͑6͒ has previously been proposed without derivation in a paper by Ishida et al. , in which they demonstrated its utility in converting various dose-dependent detectability profiles into a common chart. 19 Their goal was to derive a Dose Efficiency Index, defined as the target contrast and diameter that can be detected visually with 50% probability at the reference dose.
Since Eq. ͑6͒ is based on the threshold SNR for object detection within a uniform noisy background, it no longer applies exactly if there are other artifacts impairing image quality ͑beyond noise͒, nor does it account for differing observer-dependent S/N thresholds. While the equation cannot be expected to always yield exact results, we still found it to be very helpful as an approximation to simplify and facilitate comparisons, such as the impact of x-ray tube voltage on the low-contrast imaging performance of a 3D C-arm device. To this end, we transformed all detectability profiles to a common reference dose by rescaling their abscissas ͑di-ameters͒ using Eq. ͑6͒. We then calculated the mean detectability curve for each kVp by averaging the adjusted detectability profiles at each normalized diameter. Finally, we compared the mean detectability profiles associated with the reference dose at various kVps and analyzed their differences.
III. RESULTS
We first present dose measurements for the standard 16 cm Perspex® phantom for a range of tube voltages and detector dose settings. We then present detectability profiles for the 0.5% contrast objects, and finally compare average detectability profiles for different kVp settings. An examination of the normalized detectibility profiles provides some guidance for optimum choice of kVp, at least for objects having diameters and composition similar to those studied here. Figure 3 shows a plot of the peripheral axis dose at r = 7 cm in the central plane ͑z =0͒ of the 16 cm diameter phantom versus its angular offset from the vertical, where = 0 represents the beam central ray directed vertically upward, measured for a 543 view, 20 s acquisition at 81 kVp, for a "medium-high" detector dose setting ͑0.46 Gy/view͒, which demanded a total of 608 mAs.
A. Dose measurements
Also shown is the central axis dose ͑r =0͒, the peak entrance dose at Ϸ 0, and the average dose over the central plane D ͑0͒ given by Eq. ͑1͒. The slight apparent asymmetry is due to the asymmetry of the scan trajectory about =0 such that the real symmetry axis in Fig. 3 is at −9.5°. The relative peripheral-to-central-axis dose ratio ͓and thus D ͑0͒ as well͔ is independent of detector dose demand setting, and depends only weakly on kVp, with the peak-to-central-axis ratio varying from 2.5 at 70 kVp to 2.0 at 125 kVp. The ratio of D ͑0͒ to the peak dose varies by only 6% ͑from 0.57 to 0.61͒ over the entire kVp range of 70-125 kVp, thus, the metric D ͑0͒ is also indicative of the peak dose. Figure 4 illustrates the linearity of phantom dose with detector dose demand, as illustrated by the linear regression fits.
The ratio of D ͑0͒ to the peak and central axis doses versus detector dose is constant as expected ͑to within ±1%, indi- cating excellent measurement consistency͒, the ratios being equal to 0.58 and 1.36, respectively, at 81 kVp.
The purpose of these dose determinations is to label each image used in the following image quality evaluations with a relevant and representative dose metric, viz., the average dose across the central plane at z = 0, which we have denoted as D ͑0͒, in order to provide a familiar reference frame for comparison with conventional CT dose, such as with CTDI W .
The "water-equivalent" diameter of the 16 cm Perspex® phantom ͑ = 1.2 g cm −3 ͒ is approximately 19 cm, which is only slightly less than the 20 cm diameter CATPHAN ͑inside of which no dose measurement is possible͒. Recall that we took the somewhat unorthodox step of scaling the measured 16 cm dosimetry phantom dose values to estimated doses in the CATPHAN, and the images presented are "tagged" with the scaled D ͑0͒. These values are shown in Table II for the "medium-high" detector demand setting. While the doses in the two phantoms differ by only 15% at 125 kVp, the CAT-PHAN demands 50% more mAs and dose at 70 kVp.
Note that for the medium-high AEC setting, the measured detector entrance dose ͑Gy/view͒ does not remain constant, thus producing the increase in phantom dose observed at higher kVp. This dose increase is due to the AEC optimization software, which uses a complicated manufacturerdesigned algorithm to change mAs ͑and sometimes kVp͒ depending on the requested dose and kVp. The 16 cm phantom results indicate that the medium-high dose for C-arm CT head scans for 543 views taken over 20 s results in an average dose of 40-48 mGy.
B. Image quality assessment
The true contrast of the CATPHAN phantom was verified by measuring the mean signal in the largest 15 mm object for the highest dose acquisition and in an equal area in the background. Care was taken to ensure that signal and background were measured at the same radius, so that any residual beam hardening and scatter effects after correction were somewhat reduced in the measurements. The results are summarized in Table III and indicate a small decrease in phantom contrast with increasing kVp as expected. Figure 5͑a͒ shows a full image of the CATPHAN phantom ͑81.7 mGy, 81 kVp͒ as an example of the images presented to the observers for the detectability study. Figures  5͑b͒-5͑e͒ show the 5 HU contrast circles of Fig. 5͑a͒ for slices from four volumes also acquired at 81 kV but at different doses. The window and level are the same as those used for the detectability study, with the window level equal to the mean of the background, and the window width set to 100 HU. Both noise and ring artifacts decrease with increasing dose, since the ring artifact correction algorithm performs better under low-noise ͑higher dose͒ conditions. Figure 6 shows the detectability curves corresponding to the images of Fig. 5 at 81 kVp. The dotted curve at the lowest detector dose corresponding to the image in Fig. 5͑b͒ shows that the 10 mm insert was seen in only about 40% of all observations. Even the 15 mm insert was visible in only 46% of all experiments. The dashed curve ͑corresponding to TABLE III. Nominal contrast percent as specified by the CATPHAN manufacturer compared to measured contrast values C% using the observed HU differences. As expected, the contrast decreased with increasing kVp. the image in Fig. 5͑e͒͒ , on the other hand, shows that 5 mm diameter objects could be detected in 76% of all readings at the highest dose setting. As expected, the higher the dose, the smaller the diameter of a just-visible object.
C. MTF measurement
The measured MTFs are shown in Fig. 7 for three different kernels, with the "smooth" curve corresponding to that used for the detectability study. Even with the smooth kernel, the system has a 10% MTF at 0.5 mm, and has been shown in other studies to be isotropic. We expect that the choice of this kernel provided some noise reduction, and since the detectability study was carried out using thick ͑1 cm͒ multiplanar reformatted slices, the reduction in resolution was considered to be acceptable. Figure 8 shows three detectability curves acquired at 81 kVp, and normalized to the same dose by applying Eq. ͑6͒. While the curves of Fig. 8 moved closer together, the congruence is not perfect. An average curve, corresponding to the same dose, was computed by averaging three detectability numbers at each normalized diameter. Note that the lowest dose curve corresponding to Fig. 5͑b͒ was not used, since Eq. ͑6͒ assumes a stationary noise background and the presence of significant ring artifact in Fig. 5͑b͒ did not meet this criterion.
D. Dose-efficiency analysis
The same approach was applied to arrive at the three average normalized detectability curves for 70, 109, and FIG. 5. CATPHAN slice section reconstructed from projections acquired at 81 kV. ͑a͒ full slice at highest dose setting of 81.7 mGy and subregions of slices at ͑b͒ 27.3 mGy, ͑c͒ 38.4 mGy, ͑d͒ 56.6 mGy, and ͑e͒ 81.7 mGy. These are rescaled dose values based on the mAs applied during CATPHAN scanning with respect to the mAs used to for the dosimetry head phantom ͑at the same tube voltage͒.
FIG. 6. 81 kVp detectability profiles associated with the slice sections shown in Fig. 5 . The 27.3 mGy curve indicates that the 15 mm diameter object might just be visible ͑based on a 50% detectability threshold͒, the 38.4 mGy curve suggests that you should see objects larger than 9 mm, the 56.6 mGy curve implies a minimum size of 7 mm, and the 81.7 mGy curve hints at detectability of insets with smallest diameter between 4 and 5 mm. These results agree reasonably well with a visual inspection of Fig. 5.   FIG. 7 . Modulation transfer function of a 100 m wire in a volume reconstructed using the same kernel as was used for the detectability studies, and for two other kernels illustrating potential system resolution when operated in a similar mode.
FIG. 8. Normalized detectability charts for objects reconstructed from 81 kVp projections at different dose levels. The detectability chart diameters formerly associated with 38.4 and 81.7 mGy have been normalized to 56.6 mGy using Eq. ͑6͒. Fig. 9 , where all average curves have been normalized to the same reference dose of 56.6 mGy.
kVp shown in
At 56.6 mGy, larger objects ͑d Ͼ 9 mm͒ with nominal contrast difference of 0.5% are generally visible from 70 kVp through 125 kVp. At higher tube voltages, the loss of object contrast moves the detectability curves to the right.
An illustration of the effect of increased contrast at lower dose is shown in Fig. 10 . The contrast appears to be higher on the left, i.e., for lower tube voltage, but there is also more noise. More image noise at lower tube voltage is expected, because at lower kVp you have to request a lower detector entrance dose to arrive at a similar average object dose D ͑0͒ compared to higher tube voltages. The 9 and 15 mm test objects are visible in all cases, but the smaller objects are better visualized at lower tube voltages.
IV. DISCUSSION
This study indicates that for an Axiom Artis dTA ͑VB22D͒ system equipped with a Trixell Pixium 4700 detector, improved 3D imaging performance for small, lowcontrast objects at a fixed dose is obtained for lower tube voltages. Larger objects could be seen equally well at the kVps investigated. Since this result was obtained for the detectability of low atomic number materials, we can expect a larger performance difference for high atomic number materials, e.g., for studies involving iodine. 30, 31 From this we conclude that one should preferably operate at 70 kVp in particular for studies involving small vessels filled with iodine-at least as long as there are no other dominating artifacts, e.g., due to beam hardening or photon starvation and assuming that the dose administered to the patient is acceptable. Increasing the tube voltage, on the other hand, is unlikely to dramatically reduce the low-contrast image quality, and it will be beneficial to reduce the patient dose when scanning larger objects.
In general, C-arm systems such as the one used for this study are optimized for visualization of small, iodine-filled vessels, and the ratio of SNR 2 /͑entrance exposure͒ for a flatpanel-based cone-beam system was previously shown to decrease with increasing kVp. 32 The beam quality is significantly softer than is typically used for clinical CT image acquisition, and detector parameters, such as thickness of the CsI conversion layer, is also optimized for this beam quality. It is therefore not surprising that better performance occurs at lower kVps. Note, however, that this conclusion applies only to smaller-diameter anatomical structures such as the head; in in vivo head scans the presence of the high-Z skull may alter these results somewhat ͑the CATPHAN did not have a skull simulating annulus͒. When imaging larger diameter objects such as the chest or abdomen, tube output limitations may push kVp up in order to ensure that the detector continues to operate in the quantum-noise-limited regime and that the correction algorithms ͑such as that for ring artifact͒ perform well. In addition, artifacts such as those due to beam hardening, which were not a significant problem in this lowcontrast study, may dictate use of higher kVp. Further optimization of beam filtration in a study that includes noise and artifact level is still necessary.
Our 16 cm phantom dose results indicate that the medium or medium-high detector dose setting for C-arm CT ͑Dyna CT, Siemens Medical Solutions͒ for head scans using 543 views taken over 20 s is close to the EU guideline 33 and the ACR reference value 34 for conventional CT head scans of 60 mGy. Traditionally, views for 3D angiographic applications ͑vessel trees͒ are acquired over 5 or 10 seconds. In this case, the dose would be about a factor of four or two lower than the EU or ACR guidelines although detectability of small, low-contrast objects would, of course, decrease as the SNR decreased.
The low contrast detectability of currently used conventional CT scanners depends on the exposure and image reconstruction parameters used, but one can expect to reliably see the 0.3% nominal contrast objects of size 5 mm ͓1.5% mm͔ at 125 kVp in the CATPHAN 600 using dose and visualization settings comparable to ours. 35 Figure 9 shows that the Artis dTA system used for this image quality study can generally resolve 0.5% nominal contrast objects with a minimum size of 9 mm ͓4.5% mm͔ for a dose setting that is comparable to that used in clinical CT. More precisely, all observers saw at least the 9 mm object with nominal contrast of 0.5% at 70, 81, and 109 kVp. At 125 kVp, only the 15 mm object had 100% detectability, but the 9 mm object was still seen in 92% of all readings.
While the low-contrast detectibility does not match that of clinical CT, the C-arm system was shown to provide image quality that is clinically useful during intracranial interventional procedures. 9 For such procedures, the ability to detect a fresh intracranial bleed in the absence of contrast is particularly useful since the presence of a fresh bleed may significantly change the course of the treatment. Detecting a fresh bleed requires resolving a signal difference of ϳ40 HU. Our results indicate that this is possible. However, the presence of additional artifacts may considerably complicate this imaging task. It should also be noted that the low contrast objects in CATPHAN used for this study are manufactured primarily by altering mass density, whereas, in clinical use of C-arm CT one is often observing low contrast objects produced by the higher atomic number of dilute contrast agents, hence the lower kVp and beam quality of C-arm CT may provide an advantage over conventional CT in this arena. It is therefore of interest to also study low contrast perceptibility with iodinated low-contrast test objects ͑such as used in some DSA phantoms͒.
In our detectability study, we scaled the dose measured in the 16-cm perspex phantom using mAs to represent dose in the CATPHAN and then labeled the images in the detectability study using this scaled dose value. We chose this approach since the current implementation of C-arm CT uses the AEC system to modify exposure as the C-arm rotates around the subject, and mAs cannot be fixed. In fact, use of AEC is analogous to mA modulation in CT, which is preferred for noise uniformity and dose reasons. 21, 36 It is clear that the observed low-contrast detectibility in the CATPHAN is more closely related to its own mAs demand and dose deposited therein, rather than to the mAs demand and dose in the 16 cm Perspex® phantom, therefore this scaling method has the same effect as performing the dose phantom measurement at the same mAs as that used with the performance phantom. This of course begs the question as to which better represents the patient dose in a clinical head scan. In addition, the fact that the mAs used differs by 50% at low kVp leads one to speculate that a Perspex phantom may not be the most appropriate choice for the "softer" beam quality of C-arm CT ͑Table I͒, with a water phantom, solid water, or other tissue-equivalent materials being better choices. Thus both of our old "CTDI" tools ͑pencil chamber and Perspex phantoms͒ are questionable in the arena of cone-beam CT.
The dosimetry phantom length ͑14 cm͒ was approximately 2 / 3 of the beam width at the center of rotation. However, we took point dose measurements in the central phantom plane and not an integral measurement, and it is unlikely that adding additional scatter volume beyond ±7 cm increases the central plane dose by a large amount in the head phantom and, of course, the length of an actual head is finite. In addition, the length of the dosimetry phantom is somewhat comparable to the CATPHAN 600 length. Nevertheless, a longer dosimetry phantom is preferable for dose measurements-both for C-Arm CT and for conventional CT. Note that for the same central dose, the dose-lengthproducts for C-arm and conventional CT would not be expected to be too dissimilar. This will be the subject of future work.
V. CONCLUSIONS
The results presented here are intended to serve two purposes. First, we have outlined a dose metric and measurement technique with application to wide cone-beam CT systems such as C-Arm CT as well as to other more conventional cone beam CT systems using flat panel detectors having wide x-ray beams ͑along the z axis͒. Our definition of D ͑0͒ can be used to benchmark such systems against conventional narrow-beam clinical CT systems by comparing it to CTDI W . Second, a perception study involving the CATPHAN 600 showed that one can expect to see at least the 9 mm inset with 0.5% nominal contrast at the recommended head-scan dose level ͑60 mGy͒ when using tube voltages ranging from 70 to 125 kVp. Third, we have shown that for C-arm systems optimized for angiographic applications, use of a lower kVp for CT imaging provides improved image quality for small low-contrast inserts in head-sized objects. Further investigation is required to expand this study to larger-diameter objects. The 32 cm diameter Perspex® CTDI body phantom represents a very large patient ͑having a 100 cm circumference or 48 in waist size when scaled to unit density͒, and may not be the best choice.
