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1.1 Zur Geschichte und Problematik des Systems Vi-
nyliden - Acetylen
In der Moleku¨lphysik bzw. der Theoretischen Chemie spielt die Analyse und das Versta¨nd-
nis der elektronischen Struktur eines Moleku¨ls eine zentrale Rolle (z. B. homo¨opolare,
heteropolare oder van der Waals’ Bindung). Daneben interessiert aber auch die geometri-
sche Struktur, d. h. die Anordnung der Atome im Raum — eine Frage, die natu¨rlich mit
der vorgenannten Frage der elektronischen Struktur eng verknu¨pft ist. Nach Abseparation
der Translation und Rotation verbleiben 3N − 6 interne Koordinaten zur Festlegung der
instantanen Geometrie (bei nicht-linearen Moleku¨len mit N Atomen). Die Gleichgewichts-
geometrie ist also definiert als das energetische Minimum einer (3N − 6)-dimensionalen
Potentialfla¨che, die durch das elektronische Potential und die Coulomb-Wechselwirkung
zwischen den Atomkernen definiert ist.
Elektronische und andere Anregungsprozesse induzieren in der Regel Bewegungen um
solche Minima, die bei kleinen Auslenkungen oft im Rahmen der harmonischen Na¨herung
beschrieben werden ko¨nnen. Bei gro¨ßeren Auslenkungen ist letztere meist nicht mehr an-
wendbar; z. B. ko¨nnen Sattelpunkte der Potentialfla¨che eine Rolle spielen, die Minima
der Potentialfla¨che miteinander
”
verbinden“, sodaß das Moleku¨l von einem in das andere
Minimum u¨berwechseln kann (isomerisiert).
Genau eine solche Isomerisierung ist die Umlagerungsreaktion von Vinyliden zu Ace-
tylen, die man in diesem Zusammenhang als prototypisch bezeichnen kann. Hier wandert
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ein Wasserstoffatom von Kohlenstoffatom “eins“ zu Kohlenstoffatom
”








Diese Umlagerung wird durch gewisse Schwingungen eingeleitet, die in Richtung des Migra-
tionswegs des Wasserstoffs liegen. Vinyliden ist ein Carben [1, 2, 3] und damit ein reaktives
Zwischenprodukt in der organischen Chemie, dessen Existenz als frei vorkommendes Mo-
leku¨l lange bezweifelt wurde. Nach vielen fehlgeschlagenen Versuchen es zu isolieren, war
klar, sollte es u¨berhaupt ein lokales Minimum auf der Vinyliden-Acetylen-Potentialfla¨che
geben, so ist es im Vergleich zu anderen Energien sehr flach, da Vinyliden sehr schnell zu
Acetylen isomerisiert.
Man vermutete Vinyliden als Zwischenprodukt bei Reaktionen von Kohlenstoffdampf
mit einer Reihe von organischen Verbindungen [4], wie z. B. Aceton und Acetaldehyd [5]
sowie Alkenen und Ethern [6]. Vinyliden kann sich von da aus entweder mit einem anderen
Reaktanden verbinden oder das Wasserstoffatom kann wandern und es entsteht Acetylen.
Ein Beispiel dafu¨r ist die Reaktion
R2CH2 + :C=C: −→ [R2C: + H2C=C:]
−→

HC≡CH + AlkenR2C=C=CH2 (1.2)
Die letztere Reaktion ist nur dann mo¨glich, wenn Vinyliden lange genug existiert, um
sich an R2C: anzulagern. Dazu ist eine Rotation von Vinyliden notwendig, fu¨r die man
eine Frequenz gro¨ßer gleich 1010 s−1 bestimmt hat. Da man die obere Teilreaktion nicht
beobachtet, schließt man, daß die Umlagerungsreaktion in einer ku¨rzeren Zeit als 100 ps
ablaufen muß [6].
Die Wahrscheinlichkeit, mit der die Umlagerung stattfindet, ha¨ngt von der Ho¨he, Breite
und Form des zu durchtunnelnden Potentialwalls ab. Im eindimensionalen Fall gilt die
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WKB-Na¨herung fu¨r beliebig geformte Potentialberge:










Um V (x) zu kennen, ist es unumga¨nglich das genaue Energieprofiel der Potentialfla¨che zu
berechnen, was erst durch moderne ab initio Methoden mo¨glich geworden ist. In a¨lteren
Arbeiten hielt man es fu¨r mo¨glich, daß angesichts methodischer Ungenauigkeiten die effek-
tive Barrierenho¨he Null sein ko¨nnte, was eine sofortige Umlagerung zur Folge ha¨tte [7]. In
a¨hnlichen Arbeiten bestimmten 1978 Dykstra et al. [8] und 1981 Osamura et al. [9] und
Krishnan et al. [7] Werte der Barrierenho¨he zwischen 2.2 und 8.6 kcal/mol.
Die effektive unterscheidet sich von der klassischen Barrierenho¨he, indem man die A¨nde-
rung der Nullpunktsenergien von Freiheitsgraden senkrecht zum Reaktionspfad mit in die
Rechnungen einbezieht. Nimmt man diese in erster Na¨herung als harmonisch an, so ist
ihre Nullpunktsenergie fu¨r jeden Freiheitsgrad ~ω/2. Sie ist also von der O¨ffnung der Pa-
rabel abha¨ngig, die sich entlang des Reaktionspfades weitet und wieder verengt. Dabei
wird entweder Energie frei oder aufgenommen, die man zu der Energie fu¨r die berechneten
Freiheitsgrade dazu addieren muß. Neuere Berechnungen der Barrierenho¨he ergaben Werte
zwischen 2 und 3 kcal/mol. Diese Zahlen wurden erga¨nzt durch Isomerisierungsenergien
von ca. -45 kcal/mol [10, 11, 12].






ψ(x, t) = Hψ(x, t) (1.4)
beschrieben werden, die im Schro¨dingerbild gelo¨st werden kann. Hierbei wird der Zeitent-
wicklungsoperator auf die Wellenfunktion zum Zeitpunkt Null angewandt. Bei der Photo-
elektronenspektroskopie setzt ultraviolettes Licht oder Ro¨ntgenlicht Elektronen aus dem
Moleku¨l frei, deren kinetische Energie mit einem elektrischen oder magnetischen Analy-
sator gemessen werden kann. Dabei kann das beim Photoeffekt erzeugte Ion gema¨ß dem
Frank-Condon-Effekt in einen Schwingungszustand versetzt werden, den man damit u¨ber
die kinetische Energie des Elektrons untersucht.
Der experimentelle Durchbruch zu diesem Problem gelang 1983 Lineberger et al. mit
der Aufnahme des ersten Photoelektronenspektrums von Vinyliden [13]. Da bei dieser Art
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der Spektroskopie ein Elektron [14, 15] durch Einstrahlung von Licht abgelo¨st wird, dient
das stabile Vinylidenanion als Ausgangsmaterial. Es ist durch folgenden Prozess leicht
herzustellen:













Dieses Anion liegt zwar energetisch ho¨her als das neutrale Acetylen, hat aber abgeschlosse-
ne Elektronenschalen, was es unempfindlich gegenu¨ber spontaner Abgabe eines Elektrons
macht. Es lagert sich auch nicht ohne weiteres ein Wasserstoffatom um, da das Acetylena-
nion energetisch noch ho¨her anzusiedeln ist [16, 17]. HCCH− gibt aber leicht ein Elektron
ab, was auch passiert, nachdem die relativ hohe Isomerisierungsbarriere von 40-50 kcal/mol
u¨berwunden wurde, was erst nach etwa 100 s der Fall ist [13].
Kreuzt man einen Strahl aus Vinylidenanionen mit einem ultravioletten Laserstrahl,
so bewirkt das eine Ablo¨sung eines Elektrons und eine Besetzung der Schwingungsnive-
aus des neutralen Moleku¨ls nach Franck und Condon. In dem so gefundenen Spektrum
finden sich natu¨rlich alle mo¨glichen Moden von Vinyliden wieder, insbesondere eine, die
der asymmetrischen Knickschwingung zugeordnet werden kann [13, 18]. Das bedeutet, daß
ein Wasserstoffatom sehr wohl in Richtung des Isomerisationsweges schwingen kann, ohne
daß sofort die Umlagerung stattfindet. Aus der energetischen Lage der Linie kann man
indirekt auf eine Mindestho¨he der Barriere von 1.3 kcal/mol und aus deren Breite auf eine
Lebensdauer von mindestens 27 fs schließen [18].
Bei anderen spektroskopischen Methoden lo¨st man nicht nur ein Elektron ab, um es auf
seine Energie zu testen, sondern man zerlegt das Versuchsobjekt ganz in seine atomaren
Bestandteile. Dies geschieht durch Abstreifen fast aller Elektronen an einer Folie, sodaß
die Coulombkraft die Kerne explosionsartig auseinandertreibt und sie zeit- und energie-
aufgelo¨st detektiert werden ko¨nnen [19, 20]. Diese sog. Coulomb-Explosion-Imaging (CEI)
Technik [21] kann man auch auf Vinyliden anwenden, was 1998 Levin et al. gelang [22].
Das Anion wird dabei wie oben beschrieben erzeugt. Da es geladen ist, kann man es in
einem elektrischen Feld auf einige MeV beschleunigen und schließlich das u¨berschu¨ssige
Elektron per Photoeffekt ablo¨sen. Nun fliegt es unbeschleunigt etwa 3.5 µs weiter, bevor
es auf das Ziel trifft, wonach die Explosion stattfindet. Man beobachtet, daß sich auf der
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unbeschleunigten Wegstrecke bis zur Folie Vinyliden und Acetylen etwa die Waage halten.
Natu¨rlich fu¨hrt auch das Acetylen-Moleku¨l Schwingungen in Richtung der Reaktionsko-
ordinate aus. Diese ko¨nnen so heftig sein, daß es fu¨r kurze Zeit zu Vinyliden isomerisiert, d.
h. also im Spektrum des hochangeregten Acetylens findet man Energieniveaus von Vinyli-
den [23]. Diese zeigen sich z. B. sich beim Stimulated-Emission-Pumping (SEP) Experiment
[24, 2]. Dabei regt ein Pumplaser das Moleku¨l in ein Schwingungsniveau eines ho¨her ge-
legenen elektronischen Zustands an. Ein Dumplaser schließlich induziert eine stimulierte
Emission in ein hohes Schwingungsniveau des elektronischen Grundzustandes. Setzt die
stimulierte Emission ein, so sinkt die Fluoreszenz des Acetylengases. Bei diesem Experi-
ment, das von Chen et al. durchgefu¨hrt wurde, konnten den einzelnen Spektrallinien leider
keine bestimmten Schwingungsmoden zugeordnet werden.
Rein theoretische Betrachtungen zur Umlagerungsreaktion Vinyliden-Acetylen sind rar.
Es sind die U¨berlegungen von Osamura et al. zu nennen, die 1981 ein statistisches Modell
mit dem Tunneleffekt kombinierten, in das nur die Barrierenho¨he von 4 bzw. 6 kcal/mol
und die harmonischen Frequenzen am Sattelpunkt eingingen [9]. Eine Weiterentwicklung
stellt das eindimensionale Reaktionpfadpotential von Carrington et al. von 1984 dar [25].
Darin wird das Energieprofil durch ein Polynom der Gestalt V (x) = ax2+bx4+cx6 approxi-
miert und dafu¨r der Hamilton-Operator semiklassisch gelo¨st. Es ergaben sich Lebensdauern
zwischen 0.24 fs und 4.6 fs fu¨r Vinyliden. Germann et al. wendeten schließlich eine kumula-
tive Reaktionswahrscheinlichkeitsmethode an, um resonantes Tunneln, a¨hnlich wie bei dem
SEP-Experiment, von Acetylen zu Vinyliden zu berechnen [26]. Schork und Ko¨ppel unter-
suchten 2001 die Dynamik des Systems in allen fu¨nf planaren Freiheitsgraden mit Hilfe
eines Wellenpaketpropagationsverfahrens [27]. Die Autoren bestimmten Lebensdauern un-
ter Benutzung komplex absorbierender Potentiale. Die U¨bereinstimmung der berechneten
Spektren mit dem Experiment ist exzellent. Weiterhin berechneten im selben Jahr Hayes
et al. mit Complete-Active-Space-Self-Consistent-Field (CASSF) ab initio-Molecular-Dy-
namics (AIMD) Simulationen neben Frequenzen der stationa¨ren Punkte und Spektren
bei verschiedenen Temperaturen auch Lebensdauern von vibronisch angeregtem Vinyliden
von u¨ber einer Picosekunde [28].
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1.2 U¨bersicht u¨ber die vorliegende Arbeit
In der hier vorliegenden Diplomarbeit wird die Dynamik der Umlagerungsreaktion im Sy-
stem Vinyliden-Acetylen, basierend auf einer vorliegenden ab initio-Potentialhyperfla¨che
[29], theoretisch untersucht. Vinyliden ist danach als flaches lokales Minimum der S0-
Potentialfla¨che von C2H2 charakterisiert, das durch eine Potentialbarriere von ca. 2.5
kcal/mol vom globalen Minimum Acetylen getrennt ist. In der Arbeit wird das Verfahren
der Wellenpaketpropagation verwendet, um die Lebensdauern der metastabilen Schwin-
gungsniveaus von Vinyliden zu berechnen. Insbesondere interessiert dabei die Brauchbar-
keit eines Reaktionspfadkonzepts und einer lokal harmonischen Na¨herung der Potential-
fla¨che zur Bestimmung der Lebensdauern und ein Vergleich mit den vollen Rechnungen
aus Ref. [27].
In Kap. 2 werden die der Diplomarbeit zugrunde liegenden theoretischen Methoden
ausfu¨hrlich diskutiert. Das Fundament dieser Arbeit bildet der Hamilton-Operator fu¨r vie-
ratomige planare Moleku¨le, der in Absch. 2.1 aufgestellt wird. Mit dessen Hilfe wird die
Wellenpaketpropagation u¨berhaupt erst mo¨glich, die in Absch. 2.2 vorgestellt wird. An die-
ser Stelle wird insbesondere auf den eigentlichen Algorithmus, das Lanczos-Verfahren, in
Unterabsch. 2.2.1, und auf die Besonderheiten, die aus einem nicht-hermiteschen Hamilton-
Operator resultieren (Unterabsch. 2.2.2) eingegangen. Diese Nicht-Hermitizita¨t ru¨hrt von
dem komplex absorbierenden Potential (CAP), dessen Existenz zur Bestimmung der Le-
bensdauern notwendig ist. Seine Charakteristika werden im selben Abschnitt besprochen.
Da eine Wellenpaketpropagation nur Sinn macht, wenn man Ergebnisse erha¨lt, die man
mit dem Experiment vergleichen oder konkret interpretieren kann, wird in Absch. 2.3 dar-
gelegt, wie das Spektrum anhand der Autokorrelationsfunktion berechnet wird. Um das
Arsenal an Methoden zu komplettieren, wird in Absch. 2.5 die Vorgehensweise zur Berech-
nung der Eigenzusta¨nde, in Absch. 2.4 die Berechnung der Spektrallinien und in Absch. 2.6
die Interpolation mehrdimensionaler Daten beschrieben. Schließlich zeigt Absch. 2.7, wie
die dieser Diplomarbeit zu Grunde liegende harmonische Na¨herung in zwei Dimensionen
bewerkstelligt wurde.
In Kap. 3 werden die ab initio berechneten Frequenzen der stationa¨ren Punkte pra¨sen-
tiert. Diese werden beno¨tigt, um bei der eindimensionalen Rechnung, deren Ergebnisse in
Kap. 4 zusammengefaßt werden, die Nullpunktskorrekturen anzubringen. In diesem Kapi-
tel werden außerdem Spektren, Niveauschemata, Lebensdauern, Eigenfunktionen und die
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zeitliche Entwicklung der Wellenfunktionen aller drei Isotopomere von Vinyliden berechnet
und ausfu¨hrlich diskutiert.
Kap. 5 u¨berpru¨ft die 3D-Rechnung von Schork und Ko¨ppel, die dort um die Ergeb-
nissen der lokal harmonischen Na¨herung erweitert und mit dieser verglichen werden. Wie
in Kap. 4 werden Spektren, Lebensdauern, Eigenfunktionen und die zeitliche Entwicklung
der Wellenfunktionen und der Normen dargestellt und in Kontrast gesetzt. Ein beson-
derer Schwerpunkt liegt in der Entwicklung des lokal harmonischen Potentials und der
Herausstellung der Unterschiede der beiden Energiehyperfla¨chen. Es ergibt sich, eine ex-
zellente U¨bereinstimmung der harmonischen Na¨herung mit der vollen 3D-Rechnung. Eine
Zusammenfassung der gesamten Diplomarbeit mit offenen Fragen sowie einen Ausblick auf
mo¨gliche zuku¨nftige Projekte entha¨lt Kap. 6.
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Kapitel 2
Theoretische Methoden
2.1 Hamilton-Operator fu¨r ein vieratomiges Moleku¨l
Bei einem mehratomigen Moleku¨l stellt sich grundsa¨tzlich die Frage nach der gu¨nstigsten
Koordinatenwahl. Man ko¨nnte z. B. eines der Atome als Bezugspunkt bzw. als Ursprung
eines kartesischen Koordinatensystems wa¨hlen und den Ort der anderen Atome relativ
dazu beschreiben. Man ko¨nnte aber auch den Ursprung in den Schwerpunkt des Systems
legen und und die Positionen der Atome mit Hilfe von Kugelkoordinaten beschreiben. Alle
diese Mo¨glichkeiten Koordinatenwahl sind a¨quivalent, aber aus ihnen resultieren Hamilton-
Operatoren unterschiedlicher Komplexita¨t. Um einen u¨berschaubaren Ausdruck zu erhal-
ten, den man leicht in ein Computerprogramm implementieren und den dieses Programm
effizient auswerten kann, empfiehlt es sich, Koordinaten zu wa¨hlen, die dieses Vorhaben
unterstu¨tzen.
Bei der in dieser Arbeit betrachteten Reaktion wandert ein Wasserstoffatom von einem
Kohlenstoffatom zum anderen. Vernachla¨ssigt man die nicht-planare Deformationsschwing-
ung, so la¨uft dieser Prozess streng in der Ebene ab. Im Arsenal der Koordinaten findet man
die, den Jacobikoordinaten1 verwandten, Satellitenkoordinaten [31], bei denen die Atome
A und B (mit dem Abstand R) das Grundgeru¨st bilden. An ihrem gemeinsamen Schwer-
punkt liegen die Atome C und D an. Ihre Absta¨nde vom Schwerpunkt sind durch die
Radien r1 und r2 festgelegt, wohingegen ihre Neigung gegen die Grundgerade durch die
1Jacobikoordinaten unterscheiden sich von den hier benutzten Satellitenkoordinaten dadurch, daß ein
neu hinzukommendes Atom immer am Schwerpunkt der bisherigen Atome angelegt wird. Diesem Bau-
prinzip folgt Atom D hier nicht, da es genau wie sein Vorga¨nger C am Schwerpunkt von A und B liegt
[30].
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Abbildung 2.1: Satellitenkoordinaten fu¨r ein planares vieratomiges Moleku¨l. Das Atom C
wird an den Schwerpunkt der Atome A und B gesetzt. Verwendete man Jacobikoordina-
ten, so mu¨ßte man erneut den Schwerpunkt des Systems (ABC) bestimmen, wo man D
anbra¨chte. In dieser Arbeit setzt D an dem selben Schwerpunkt wie C an. Im Text sind
die Atome C und D als Satelliten bezeichnet.
beiden Winkel θ1 und θ2 definiert ist.
Die Hamiltonfunktion wird in mehreren Teilschritten hergeleitet: Man bedient sich
zuna¨chst einer Koordinatentransformation, um die fu¨r die Isomerisierung uninteressante
Schwerpunktsbewegung abzuseparieren. Nach dieser Abseparierung ist es mo¨glich, mit Hilfe
der Formel von Podolsky einen einfachen Ausdruck fu¨r die kinetische Energie zu berechnen.
Da die Ableitungen zweier Koordinaten mischen, wendet man eine affine Transformation
an, um diese zu entkoppeln. Den Schlußpunkt setzt eine weitere Koordinatentransformation
in Polarkoordinaten.
Nun die Schritte im Detail. Eine geeignete Transformation
r′1 = x1 −
1
2
(x3 + x4) (2.1a)
r′2 = x2 −
1
2
(x3 + x4) (2.1b)







separiert von den Ortsvektoren xl die Schwerpunktsbewegung ab. Hierbei stellt R den
Abstand der beiden Kohlenstoffatome und X die Schwerpunktskoordinate dar.2 Da hier
2In dieser Diplomarbeit werden Vektoren mit fetten Buchstaben bezeichnet. So ist z. B. p der Impuls-
operator mit den Komponenten pi, wa¨hrend J die Jacobimatrix mit den Komponenten Jij ist. Operatoren,
wie z. B. der Operator der kinetischen Energie T , sind Großbuchstaben und werden sonst nicht besonders
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nur Schwingungen in der Ebene betrachtet werden, genu¨gt es, zweidimensionale Ortsvek-
toren r = (rx, ry) zu verwenden. Da die Transformation (2.1) linear in den krummlinigen
Koordinaten ist, ist J und damit auch G unabha¨ngig von den qi, weil sie jeweils die erste
Ableitung nach den qi enthalten.









det(G)−1/4pT det(G)1/2G−1p det(G)−1/4, (2.2b)
wobei
G = JTMJ (2.3)
der metrischen Tensor ist, der aus der Massenmatrix M und der Jacobimatrix J besteht.








gegeben. Die Jacobimatrix J charakterisiert die Transformation von kartesischen Koordi-





Die Gln. (2.2a) und (2.2b) unterscheiden sich darin, daß die zugeho¨rigen Wellenfunktionen













ohne zusa¨tzliche Faktoren. Die assoziierten Wellenfunktionen ha¨ngen folgendermaßen zu-
gekennzeichnet.












































































Der letzte Summand beschreibt die Schwerpunktsbewegung, die im folgenden unter-
dru¨ckt wird. Da man es weiterhin mit einer speziellen Reaktion zu tun hat, in der zwei
































Da die Ableitungen von r′1 und r
′
2 mischen, sind die zugeho¨rigen Koordinaten nicht ortho-
gonal. Ziel ist es, eine Funktion zu finden, die diese Verquickung lo¨st. Dies ist durch eine













2.1. HAMILTON-OPERATOR FU¨R EIN VIERATOMIGES MOLEKU¨L 17






















































fu¨r i = 2
(2.18)

















Die Atome eins und zwei sind beim Vinyliden Wasserstoffatome. Sie haben also die

















Nach der Abseparierung der Schwerpunktsbewegung und der affinen Transformation
18 KAPITEL 2. THEORETISCHE METHODEN
werden in Gl. (2.19) Polarkoordinaten eingefu¨hrt. Diese sind hier gegeben durch
R = R(sin(ϕ), cos(ϕ)) (2.21a)
ri = ri(sin(θi + ϕ), cos(θi + ϕ)) mit i ∈ {1, 2}, (2.21b)
wobei Gl. (2.21a) die Drehung des gesamten Moleku¨ls in der Ebene beschreibt.

























































In unserem Fall friert man die Rotation des Moleku¨ls ein, indem man den Drehimpuls J
des Moleku¨ls Null setzt, was zur Folge hat, daß auch die Ableitungen nach ϕ, also die
letzten beiden Terme, verschwinden.
Es gibt nun noch eine weitere Koordinatensubstitution, die sich die Symmetrie des un-
deuterierten Moleku¨ls im Vinylidengrundzustand und im Acetylenzustand zu Nutze macht,
was natu¨rlich nur dann der Fall ist, wenn die Satellitenatome identisch sind. Dann setzt
man




(θ1 − θ2) symmetrische CH-Biegeschwingung (2.23b)
2.2. PROPAGATION DES WELLENPAKETS 19






























































die fu¨r die Wellenpaketpropagation verwendet werden wird.
In dieser Arbeit wird lediglich eine dreidimensionale Rechnung durchgefu¨hrt, bei der
die Absta¨nde der Wasserstoffatome konstant gehalten werden, was dazu fu¨hrt, daß die Ab-
leitungen nach den Wasserstoffabsta¨nden im dritten Summanden verschwinden. Außerdem
ist es mo¨glich, daß die Atome C und D eben nicht gleich schwer sind, wenn man das Mo-
leku¨l beispielsweise partiell deuteriert. Durch diesen Vorgang geht die Symmetrie verloren,
durch die die Einfu¨hrung der Koordinaten θr und θs in Gl. (2.23) gerechtfertigt wurde.
Dies wu¨rde den letzten Schritt, der zu Gl. (2.24) fu¨hrte, u¨berflu¨ssig machen.
2.2 Propagation des Wellenpakets
In diesem Abschnitt wird zuna¨chst das Lanczos-Verfahren vorgestellt, mit dem die Pro-
pagation des Wellenpakets also die eigentliche quantendynamische Rechnung durchgefu¨hrt
wird. Anschließend werden die Eigenschaften eines komplexen absorbierenden Potentials
(CAP) erla¨utert und es wird beschrieben, wie das Lanczos-Verfahren modifiziert werden
muß, um auch fu¨r ein solches Potential anwendbar zu sein.
2.2.1 Das Lanczos-Verfahren





ψ(x, t) = Hψ(x, t) (2.25)
fu¨r ein gegebenes Potential zu lo¨sen. Man erha¨lt allgemein die Wellenfunktion zu einem
bestimmten Zeitpunkt, indem man den Zeitentwicklungsoperator exp(−iHt/~) auf die Wel-
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lenfunktion zum Zeitpunkt Null (ψ0(x) = ψ(x, 0)) anwendet
















Nach Krylov werden die gedrehten Vektoren (Krylov-Vektoren) durch die Gleichung φn =












Es bietet sich das Lanczos-Verfahren [33, 34, 35] zur iterativen Tridiagonalisierung von
H an, das simultan die Krylov-Vektoren orthogonalisiert. Sei β0 = 0 und ψ1 ein zufa¨llig
erzeugter Startvektor, dann lautet der Lanczos-Algorithmus
Hψi(x)− βi−1ψi−1(x) 7→ ψi+1(x) (2.29a)
〈ψi(x)|ψi+1(x)〉 7→ αi (2.29b)
ψi+1(x)− αiψi(x) 7→ ψ˜i+1(x) (2.29c)
|ψ˜i+1(x)| 7→ β˜i (2.29d)
ψ˜i+1(x)/β˜i 7→ ψ¯i+1(x). (2.29e)
Sodann werden die Vektoren ihrer Reihenfolge entsprechend umbenannt und der Algo-
rithmus wird wiederholt. Diesem Verfahren liegt die Gram-Schmidt-Orthogonalisierung zu
Grunde.
Man kann zeigen, daß die αi die Diagonal- und die βi die Nebendiagonalelemente der
tridiagonalen Hamiltonmatrix darstellen. αi muß reell sein, wenn H eine hermitesche Ma-
trix ist. A¨hnlich verha¨lt es sich mit βi, da die Norm positiv definit ist. Weil die so erhaltene
Tridiagonalmatrix u¨berwiegend Nullen entha¨lt, ist sie einfach zu diagonalisieren. Innerhalb
dieser Darstellung wird nun beim Short-Iterative-Lanczos-Verfahren (SIL) die Wellenfunk-
tion ψ exakt, u¨ber ein kleines Zeitintervall propagiert. Konvergenz tritt so schon bei etwa
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vier bis 20 Krylov-Vektoren ein.
2.2.2 Komplexes Potential und Propagation mit nicht-hermite-
schem Hamilton-Operator
Bei der Propagation eines Wellenpakets kann es vorkommen, daß ein Teil des Pakets schon
am Gitterrand ist, wa¨hrend der andere Teil sich noch in der Reaktionszone befindet [36].
Dann kann es zu unphysikalische Reflexionen und Interferenzen der Welle mit sich selbst
kommen. Dabei besteht natu¨rlich die Mo¨glichkeit, das Gitter zu vergro¨ßern, was aber mit
entsprechendem Rechenaufwand verbunden ist. Desweiteren liegt in unserem Fall das Ace-
tylenminimum ungleich tiefer als das Vinylidenminimum, so daß eine Isomerisierung eine
signifikante Impulserho¨hung zur Folge hat. Ein ho¨herer Impuls bedeutet aber gleichzei-
tig eine geringere Wellenla¨nge, und da man pro Wellenzug mindestens zwei Stu¨tzstellen
braucht, um eine Welle ada¨quat darzustellen, ist man gezwungen die Gitterdichte in diesem
Bereich zu vergro¨ßern.
Um alle diese Unannehmlichkeiten zu umgehen, addiert man zum Realteil des Hamilton-
Operators einen komplexen Anteil (Complex-Absorbing-Potential – CAP) [37, 38]. Das
gesamte Potential hat dann die in dieser Diplomarbeit angenommene die Form
Vcap(x) = −iη(V (x)− Vs)2θ(V (x)− Vs), (2.30)
wobei Vs die Abschneideschranke und θ die Heaviside-Funktion ist. Der Imagina¨rteil sorgt
dafu¨r, daß die auftreffende Welle absorbiert wird. Um dies zu verstehen [39], nimmt man










∇2 + V (x)
)
ψ(x, t). (2.31)
Die Dichte ̺ der Aufenthaltswahrscheinlichkeit eines Teilchens am Ort x zur Zeit t ist
durch das Betragsquadrat der Wellenfunktion gegeben
̺(x, t) = |ψ(x, t)|2. (2.32)
Anschaulich ist klar, daß die Wahrscheinlichkeit, das Teilchen zum Zeitpunkt Null irgendwo
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anzutreffen, gleich eins ist ∫
̺0(x)dx = 1. (2.33)
Direkt aus der Schro¨dinger-Gleichung la¨ßt sich die Kontinuita¨tsgleichung
∂̺
∂t
+∇j = 0 (2.34)
ableiten, die die Dichte mit der Stromdichte der Wahrscheinlichkeit
j = − i
2
(ψ∗∇ψ − ψ∇ψ∗) (2.35)
verknu¨pft. Durch Integration der Kontinuita¨tsgleichung ergibt sich, daß keine Wahrschein-




̺(x, t)dx = 0. (2.36)




+∇j = −2̺η(V (x)− Vs)2θ(V (x)− Vs), (2.37)




̺(x, t)dx = −2
∫
̺(x, t)η(V (x)− Vs)2θ(V (x)− Vs)dx ≤ 0 (2.38)
ergibt. Da die erste Ableitung bei einem positiven Parameter η negativ ist, handelt es sich
um eine Abnahme von ̺.
Da das in Unterabsch. 2.2.1 vorgestellte Lanczos-Verfahren a priori nur fu¨r hermitesche
Operatoren
H = H† (2.39)
geschaffen wurde, ist eine Modifikation erforderlich. Die eine Mo¨glichkeit ist, das sog. c-





einzufu¨hren und den Lanczos-Algorithmus eins-zu-eins zu u¨bernehmen. Die andere Al-
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ternative besteht darin, das Arnoldi-Verfahren [43, 44] zu benutzen, das die Hermitizita¨t
von H (Gl. (2.39)) nicht mehr zur Voraussetzung hat und mit einer komplexen oberen
Hessenberg-Matrix3 statt mit einer Tridiagonalmatrix arbeitet. Da hier wesentlich mehr
Eintra¨ge existieren als im reellen Fall, dauert die Diagonalisierung deutlich la¨nger. Daher
ist es fu¨r zeitunabha¨ngige Rechnungen, wo große Matrizen aufgebaut werden, nicht ge-
eignet, wa¨hrend es fu¨r zeitabha¨ngige Rechnungen mit kleinen Zeitschritten und kleinen
Matrizen durchaus seinen Dienst tut.
Die Verwendung eines komplex absorbierenden Potentials hat noch einen weiteren Vor-
teil. Da die Norm der Zusta¨nde absinkt, ist es mo¨glich, ihnen eine Lebensdauer zuzuordnen.
Dies ist bei Isomerisierungen sinnvoll, wo es metastabile Schwingungszusta¨nde gibt, die nur
eine gewisse Zeit lang existieren. An deren Lebensdauer ist man oft interessiert, z. B. auch
in der vorliegenden Arbeit. Leider ist das CAP nicht ganz unproblematisch zu handha-
ben. Ist das CAP zu schwach, wird ein Teil der Welle transmittiert und schließlich am
Gitterrand reflektiert. Andererseits kann das CAP aber auch selbst reflektieren. Daher ist
es unerla¨ßlich, den Transmissionskoeffizient wie auch den Reflexionskoeffizienten zu mi-
nimieren. Fu¨r monomiale CAPs der Form Vcap = −iηxn kann man analytisch mit Hilfe
der WKB-Approximation [45] Ausdru¨cke fu¨r die Koeffizienten herleiten, die man getrennt
optimieren kann. Die ersten numerischen Untersuchungen zu Optimierung von CAPs wur-
den von Neuhauser und Baer durchgefu¨hrt [46, 37, 47, 48]. Da das CAP aber bei uns eine
Funktion des Potentials selbst ist, das man nicht mit einer analytischen Funktion der obi-
gen Art beschreiben kann, kommt hier nur eine numerische Optimierung in Frage [49, 50].
Die vorliegende Form des CAPs wurde gewa¨hlt, um einen mo¨glichst glatten Anstieg der
Absorption zu erhalten, wenn das reelle Potential unter eine gewisse Schwelle Vs fa¨llt.
2.3 Berechnung des Spektrums und der Lebensdau-
ern aus der Autokorrelationsfunktion
Die U¨bergangsrate P (E) eines Zustands |α〉 in einen Endzustand |β〉 unter dem Einfluß
eines elektromagnetischen Feldes kann mit Fermis Goldener Regel
P (E) ∝ |〈β|ex|α〉|2 (2.41)
3Eine obere Hessenberg-Matrix ist eine obere Dreiecksmatrix mit zusa¨tzlich besetzter unterer Neben-
diagonale.
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berechnet werden. Dabei werden folgende Na¨herungen gemacht: Das Dipolfeld na¨hert ein
Multipolfeld nur in erster Ordnung, und Fermis Goldene Regel ist Sto¨rungsrechnung ebenso
nur in erster Ordnung der Wechselwirkung. Die U¨bergangsrate liefert unser gesuchtes Spek-









Dabei wird die Kernwellenfunktion ψ(x, t) zum Zeitpunkt t, die wir letztendlich mit dem
Arnoldi-Verfahren (siehe Unterabsch. 2.2.2) gewonnen haben, mit dem Anfangszustand
ψ0(x) multipliziert (Franck-Condon-Na¨herung)
S(t) = 〈ψ0(X)|ψ(X, t)〉 = 〈ψ0(X)|e− i~Ht|ψ0(X)〉, (2.43)
wobei X die Kernkoordinaten sind. Eigentlich ist der Gesamtzustand eines Moleku¨ls eine
Kombination aus Kern- und elektronischer Wellenfunktion ψ(X) und φ(X,x), diese ko¨nnen
aber nach der Born-Oppenheimer-Na¨herung voneinander gema¨ß
Ψ(X,x) = ψ(X)φ(X,x) (2.44)
separiert werden, weil sich die Elektronen (sie viel leichter sind als die Nukleonen) praktisch
instantan dem Kernfeld anpassen.
Ist der Hamilton-Operator symmetrisch (H = H†∗ = HT ) und die Startwellenfunktion
reell (ψ0 = ψ
∗
0) kann man H in Gleichung (2.43) aufspalten und die Teile jeweils nach
rechts und links wirken lassen
〈ψ0(X)|e− i~Ht|ψ0(X)〉 = 〈e− i~H† t2ψ0(X)|e− i~H t2ψ0(X)〉











Um die Autokorrelationsfunktion zur Zeit t zu bestimmen, muß man die Wellenfunktion
also nur bis t/2 propagieren [52, 53].
Ist der Hamilton-Operator hermitesch (Gl. (2.39)) und die Startwellenfunktion wieder
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reell, beweist man durch einsetzen von t 7→ −t in Relation (2.45), daß
S(−t) = S∗(t) (2.46)
ist. Da aber H nicht hermitesch ist, wie in Unterabsch. 2.2.2 ausfu¨hrlich dargelegt, mu¨ßte
man bei Propagation in negativer Zeitrichtung das Vorzeichen des komplex absorbierenden
Potentials umkehren, um eine Absorption zu erhalten. Unter Ausnutzung der Symmetrie-
eigenschaft aus Gl. (2.46) la¨ßt sich das Spektrum mit einem reellen Integral









beschreiben. Da limt→∞ S(t) = 0 ist, genu¨gt es, solange zu propagieren, bis die Auto-
korrelation hinreichend klein ist. Die Autokorrelationsfunktion quasi-gebundener Zusta¨nde
mit langer Lebensdauer strebt nur sehr langsam gegen Null. Daher kann es passieren, daß
am Ende einer Propagation S(T ) noch nicht Null ist. Dies hat den gleichen Effekt wie
eine Multiplikation der korrekten Autokorrelation mit der Heaviside-Funktion θ(T − t)
[54]. In diesem Fall hat man die Mo¨glichkeit S(T ) ku¨nstlich mit einem Exponentialfaktor
exp(−t/τ) abzuda¨mpfen. Dies bewirkt zwar eine Verbreiterung der Linien, die man aber
in Kauf nehmen kann, da ein experimentelles Spektrum auch durch Effekte wie Rotations-
und Stoßverbreiterung eine endliche Breite aufweist.
Setzt man in die Spektralformel (2.47) die Autokorrelation eines zerfallenden Eigenzu-
standes ψi mit dem Energieeigenwert Ei und der Lebensdauer τ = 1/Γ
〈ψ0(X)|ψ(X, t)〉 = e i~Eite− Γ2t (2.48)
ein, so erha¨lt man durch Integration die Lorentz-Kurve
P (E) ≈ Γ/2
Γ2/4 + (Ei − E)2/~2 , (2.49)
die ihr halbes Maximum an den Stellen Ei±~Γ/2 erreicht, wo die Kurve somit eine Breite
∆E = ~Γ = ~/τ (2.50)
hat.
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Um das Spektrum mit Hilfe der Autokorrelationsfunktion zu berechnen, ist die Kennt-
nis der Kernwellenfunktion ψ0(X) zum Zeitpunkt Null vonno¨ten. Da sich das Moleku¨l bei
uns zu Beginn der Propagation mit der gro¨ßten Wahrscheinlichkeit im Grundzustand be-
findet, ist es mo¨glich, die Frequenzen der Kernschwingungen in harmonischer Na¨herung zu
berechnen und dann ψ0(X) als Produkt geeignet skalierter Gaußfunktionen darzustellen.
Will man jedoch genau sein, so muß man die anharmonische Potentialfla¨che des elektro-
nischen Ausgangszustandes und zu ihr den Grundzustand berechnen, den man dann als
Startwellenpaket benutzt. (In dem Fall der vorliegenden Arbeit ist dies die Potentialfla¨che
des Vinylidenanions.) Es erweist sich als gu¨nstig z. B. ein Gaußpaket in imagina¨rer Zeit
t 7→ −it zu propagieren [55]




Je gro¨ßer der Energieeigenwert ist, der zu dem entsprechenden Eigenvektor geho¨rt, um so
schneller geht die Exponentialfunktion gegen Null. Der Grundzustand, d. h. der Zustand
mit der niedrigsten Energie, fa¨llt am langsamsten. Man kann ihn wieder normieren und
damit die Propagation beginnen.
2.4 Filterdiagonalisierung
Ist man an den Eigenenergien eines Hamilton-Operators interessiert, so kann man ent-
weder im zeitabha¨ngigen oder zeitunabha¨ngigen Bild arbeiten. Im zeitunabha¨ngigen Bild
liefert die Diagonalisierung des Operators die gewu¨nschten Werte. Der zeitabha¨ngige An-
satz leidet aber u. U. unter rechenaufwendigen, langen Propagationszeiten. Zeitabha¨ngige
Techniken wurden mit einer Variante der Filterdiagonalisierungsmethode konkurrenzfa¨hig,
die erstmals 1990 von Neuhauser [56, 57, 58] vorgeschlagen wurde. Dabei handelt es sich
um ein allgemeines Verfahren, um Frequenzen aus einem gegebenen Signal zu extrahieren.
Fu¨r eine gegebene Hamiltonfunktion H betrachtet man ein gegebenes Energiefenster
Emin < E < Emax, in dem man Spektrallinien erwartet. Dieses Fenster kann viel kleiner als
das gesamte Spektrum der Hamiltonfunktion sein, da man die Filterdiagonalisierung belie-
big oft fu¨r verschobene Fenster wiederholen kann, um so letztendlich den ganzen Bereich
abzudecken. Dies ist ohne weiteres mo¨glich, weil die Kosten fu¨r den Prozess gering sind.
Mit einer Kurzzeitwellenpaketpropagation, etwa bis zur Zeit T , berechnet man Zusta¨nde,
um ein neuen, kleineren Basissatz zu konstruieren. Dieser neue Basissatz soll den ganzen
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Raum aufspannen, der auch von den Eigenzusta¨nden des Hamilton-Operators in dem in-
teressierenden Energiefenster aufgespannt wird. Dabei werden Beitra¨ge von weit entfernt
liegenden Eigenzusta¨nden durch Da¨mpfung entfernt. Ein Beispiel fu¨r eine solche Da¨mpfung
wurde schon in Gl. (2.51) gegeben. Man beachte, daß die verschiedenen Filterzusta¨nde in
der neuen Basis noch mischen, da sie nicht orthogonal sind. Beitra¨ge von eng beieinander
liegenden Zusta¨nden werden eliminiert, indem die kleinere Hamiltonmatrix diagonalisiert
wird. Deren Eigenwerte ergeben das gewu¨nschte Spektrum in dem Energiefenster.
Zuerst sucht man zufa¨llig einen Anfangszustand |ψ0〉 aus und berechnet z. B. mit dem
in Absch. 2.2 vorgestellten Propagationsverfahren
|ψ(t)〉 = e− i~Ht|ψ0〉. (2.52)
(Die Ortskoordinaten X werden in diesem Abschnitt weggelassen, da sie hier keine Rolle
spielen.) Dabei muß la¨nger propagiert werden, als das Inverse der kleinsten Energiedifferenz
zwischen benachbarten Zusta¨nden. Wie in Absch. 2.3 beschrieben, kann man jetzt das
Spektrum berechnen, indem man die Fourier-Transformation der Autokorrelationsfunktion
S(t) = 〈ψ0|ψ(t)〉 durchfu¨hrt. Dies soll aber hier gerade nicht getan werden, da man viel zu
kurz propagiert, um eine hinreichend gute Auflo¨sung zu erhalten, und da die Eigenwerte
der Hamiltonfunktion große Imagina¨rteile haben ko¨nnten, die u. U. keinen Beitrag zum
propagierten Wellenpaket haben. Nun erfolgt die eigentliche Filterung dadurch, daß eine










Die E1, . . . , EN liegen a¨quidistant verteilt im zu untersuchenden Energiefenster, und die
Filterfunktion soll so beschaffen sein, daß sie hinreichend schnell abfa¨llt, je mehr man sich
von Eν entfernt. Der Klarheit halber wird nun die Filterfunktion gleich einer Stufenfunktion
f(t) = θ(t) =

1 fu¨r t ≥ 00 sonst (2.54)
gesetzt, um sie spa¨ter wieder in die Gleichungen einzufu¨gen [59].
Die |ψν〉 ko¨nnen nun als Basissatz benutzt werden und die lokale Hamiltonfunktion
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kann nun im gewu¨nschten Energiebereich diagonalisiert werden. Statt dessen soll aber hier
der Zeitentwicklungsoperator U(τ) = exp(−iHτ/~) zur Zeit τ diagonalisiert werden. Da
man den Real- und Imagina¨rteil der Diagonalelemente getrennt berechnen kann, erha¨lt
man im Gegensatz zur Autokorrelationsmethode die Lebensdauern der Zusta¨nde direkt,
statt durch Abmessung der Linienbreite. Ein zeitentwickeltes Matrixelement U(Eµ, Eν) =






















































E+t+S(t+ + τ). (2.55)
Die verwendeten Substitutionen t± = t ± t′, E± = (Eν ± Eµ)/2 und ∆ = T − |t − t+|
dienen dazu, das 2D-Fourierintegral in ein eindimensionales umzuwandeln. Es muß ange-
merkt werden, daß das verwendete Bra im Sinne des c-Produkts (Gl. (2.40)) zu verstehen
ist, weil sonst die Reduktion der Dimensionalita¨t nicht funktionieren wu¨rde und man au-
ßerdem 〈ψ0| exp(−iH(t − t′ + τ)/~)|ψ0〉 berechnen mu¨ßte, was einer Propagation in die
Vergangenheit gleichka¨me. Man bemerkt, daß man unter den Voraussetzungen von Gl.
(2.45) sogar nur bis zur halben Zeit propagieren muß.
In allgemeiner Matrixschreibweise stellt sich das Problem in Form einer verallgemei-
nerten Eigenwertgleichung [60]. Ausgehend von den zeitabha¨ngigen fouriertransformierten
Zusta¨nden in Gl. (2.53) soll die Lo¨sung dieses nun mit einer beliebigen Filterfunktion aus-
gestatteten Problems gezeigt werden.
Die Eigenfunktionen des Energiebereichs |ϕµ〉 lassen sich na¨hern, indem man sie in der





wobei N die gescha¨tzte Anzahl der Energieeigenwerte im Fenster und B eine Koeffizien-
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minimal werden sollen [60], ergibt sich ein verallgemeinertes Eigenwertproblem
H(1)B = H(0)Bε˜, (2.58)
mit ε˜ = diag(ε˜1, . . . , ε˜M). M ist die tatsa¨chliche Anzahl der Eigenvektoren |ϕµ〉, die den
betrachteten Energiebereich aufspannen. Die Zahlen ε˜1, . . . , ε˜M sind die gedachten Na¨he-
rungen zu den numerisch exakten Energien ε1, . . . , εM von H . Die Elemente von H
(n) sind
mit den Krylovvektoren aus Gl. (2.28) eng verwandt



















und sie ergeben sich aus der Taylor-Entwicklung der Exponentialfunktion in Gl. (2.55) mit
dem Unterschied, daß nun noch die beliebige Filterfunktion f(t) mitgenommen wurde.
Zuerst diagonalisiert man die U¨berlappmatrix H(0), um lineare Abha¨ngigkeiten zu be-
seitigen
H(0) = UΛUT , (2.60)
wobei U ∈ CN×N der Diagonalisator und Λ ∈ CN×N die Diagonalmatrix der Eigenwerte
ist. Dann ordnet man die Eigenwerte nach ihrer Gro¨ße. λ1 sei der Gro¨ßte. Anschließend
werden alle Spalten von U und Λ gestrichen, deren korrespondierende Eigenwerte kleiner
als eine gewisse Grenze ηλ1 sind. Daraus ergeben sich die reduzierten Matrizen U¯ ∈ CN×M
und Λ¯ ∈ CN×N .
Dann wird das verallgemeinerte Eigenwertproblem (Gl. (2.58)) in ein gewo¨hnliches
transformiert, indem die reduzierten Matrizen
H¯(n) = Λ¯−1/2U¯TH(n)U¯ Λ¯−1/2 (2.61)
eingesetzt werden und Gl. (2.58) von links mit Λ¯−1/2U¯T multipliziert wird. So ergibt sich
30 KAPITEL 2. THEORETISCHE METHODEN
ein gewo¨hnlichen Eigenwertproblem
H¯(1)V¯ = V¯ ε¯, (2.62)
wobei die orthogonale M ×M-Matrix V¯ mit B durch
B = U¯Λ¯−1/2V¯ (2.63)
in Beziehung steht. Da U¯ , Λ¯ und V¯ reell sind, ist auch B reell. Gl. (2.62) entha¨lt die
gesuchten Eigenwerte ε¯.
2.5 Die Methode der spektralen Quantisierung
Hat man nun via Fourier-Transformation der Autokorrelation (Absch. 2.3) ein Spektrum
und durch Filterdiagonalisierung (Absch. 2.4) die genaue Lage der zugrunde liegenden
Energieniveaus bestimmt, so ist es interessant die Wellenfunktionen der einzelnen Linien
genauer zu betrachten. Man kann sich z. B. die Lebensdauern bestimmter Linien plausibel
machen, wenn etwa ein Zustand in einem Zwischenminimum lokalisiert ist oder es schon
eine signifikante Aufenthaltswahrscheinlichkeit in einem Bereich des Potentials gibt, der
fu¨r eine bestimmte Geometrie des Moleku¨ls steht. Andererseits ist es mo¨glich, anhand der
Wellenfunktion eine Verwandtschaft des Potentials mit dem des harmonischen Oszillators
oder des Potentialkastens auszumachen, also den umgekehrten Weg zu beschreiten.
Diese Aufgabe erledigt die Methode der spektralen Quantisierung [61, 62, 63]. Dabei
wird die Wellenfunktion ψν(x) einer bestimmten Linie ων mittels Fourier-Transformation
aus der zeitabha¨ngigen Wellenfunktion φ(x, t) herausprojiziert. Man muß also zweimal
propagieren. Einmal, um die Energieeigenwerte an sich zu bestimmen – dies geschieht in der
vorliegenden Arbeit durch die in Absch. 2.4 beschriebene Filterdiagonalisierung – und das
zweite Mal, um die spektrale Quantisierung mit der gewu¨nschten Energie durchzufu¨hren.
Hier soll das Problem zuna¨chst allgemein betrachtet werden, bevor man eine Ein-
schra¨nkung vornimmt, die spa¨ter Anwendung findet. Sei die Frequenz ων eine komplexe
Zahl
ων = αν + iγν . (2.64)
Die Projektion der Eigenfunktion ψν(x) aus der zeitabha¨ngigen Wellenfunktion φ(x, t)
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wobei ∆ωj = ωj −ων ist und u¨ber die letzte Identita¨t die sinc-Funktion sinc(z) = sin(z)/z
definiert ist. Es gilt:
Bemerkung 1 Wann immer ein imagina¨rer Anteil in der Frequenz auftritt, bricht das
Verfahren der spektralen Quantisierung zusammen, da keine Konvergenz eintritt.
Dies soll an dieser Stelle na¨her begru¨ndet werden, indem die Konvergenzeigenschaften der
sinc-Funktion genauer untersuchen werden.
Fall 1 und 2 Der allgemeinste Fall ist, wenn beide Frequenzen sowohl einen Real-
als auch einen Imagina¨rteil haben (ων = αν + iγν und ωj = αj + iγj). Diese Funktion ist
fu¨r T →∞ divergent, wie in Abb. 2.2 zu erkennen ist. Abgebildet sind die Funktionen
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(a) f(z) = ℜ(sinc(z)) (b) f(z) = ℑ(sinc(z))
Abbildung 2.2: Der Real- und der Imagina¨rteil der Funktion f(z) = sin(z)/z ≡ sinc(z),
wobei z = x+iy ist. Es gilt limy→±∞ f(z) = ±∞. Die Funktion erweist sich bei Erweiterung
des Koordinatenraums als divergent.
f(z) = ℜ(sinc(z)) und (2.68a)
f(z) = ℑ(sinc(z)), (2.68b)
wobei z = x + iy ist. Dabei steckt T sowohl in x als auch in y. Wie man sieht, gibt
es nur Probleme fu¨r y, d. h. sobald ∆ωj einen Imagina¨rteil hat, divergiert die Funktion
sinc(∆ωjT ).
Ist nun lediglich eine der Frequenzen voll komplex (ωj = αj + iγj) und die andere reell
(ων = αν) fu¨hrt der selben Formalismus auf



















wobei ω˜j = γj−i∆αj ist. Auch diese Funktion ist fu¨r große T divergent und liefert fu¨r kleine
T das selbe Ergebnis wie in Fall 1. Daher ist das Verfahren der spektralen Quantisierung
nur dann effektiv, wenn der Imagina¨rteil der Eigenfrequenzen vernachla¨ssigbar klein ist.
Dies ist bei einem nicht-hermiteschen Hamilton-Operator, wie er fu¨r ein absorbierendes
Potential, das hier beno¨tigt wird, nicht unbedingt gegeben.
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Fall 3 (ων = αν und ωj = αj) Die Funktion ist nur dann konvergent, wenn ∆γj = 0
ist, d. h. wenn die berechneten Eigenfrequenzen rein reell sind. Es ist dann na¨mlich




Fu¨r unendlich lange Propagationszeit gilt
lim
T→∞
sinc(∆ωjT ) = 0. (2.71)
Je la¨nger man das Wellenpaket propagiert und je gro¨ßer der energetische Abstand von αj
und αν ist, umso besser konvergiert die Funktion gegen ψν(x).
2.6 Interpolation mehrdimensionaler Daten
Da in dieser Arbeit ein System mit insgesamt fu¨nf Freiheitsgraden beschrieben werden soll,
ist die ab initio Berechnung einer Potentialhyperfla¨che mit einigem Aufwand verbunden.
Um teure Rechenzeit zu sparen, berechnet man daher nur so viele Punkte ab initio, wie es
no¨tig ist, um die Fla¨che in ihren Details darzustellen. Andererseits mo¨chte man aber ein
mo¨glichst dichtes Gitter um, wie in Unterabsch. 2.2.2 dargelegt wurde, auch hohe Impulse
ada¨quat darstellen zu ko¨nnen. Ein Kompromiß bietet daher die Interpolation der ab initio-
Daten.
Da es sich um ein mehrdimensionales Gitter handelt, muß iterativ vorgegangen wer-
den. Als Beispiel betrachtet man dazu ein dreidimensionales l × m × n - Gitter, dessen
Gitterpunkte a¨quidistant verteilt sind. Auf diesem Gitter gibt es nun willku¨rlich verteilte
Datenpunkte, die interpoliert werden sollen. Dabei werden zuerstm und n festgehalten und
die Funktion nur als Funktion von l mit m und n als Parametern betrachtet. Diese la¨ßt
sich z. B. mit kubischen Splines mit der knotenfreien Randbedingung [64] interpolieren,
so daß man nun neue Datenpunkte hat, die bereits auf den Gitterlinien der l-Koordinate
liegen. Die Prozedur wird nun fu¨r alle mo¨glichen Kombinationen von m und n wiederholt.
Die kubischen Splines mit der speziellen Randbedingung erlauben es, auch u¨ber den Rand
des Gitters hinaus zu interpolieren. Anschließend ha¨lt man l und n fest und interpoliert
die Funktion in Abha¨ngigkeit von m. Daraus ergeben sich wiederum neue Datenpunkte,
die bereits auf den l- und m-Gitterlinien liegen usw.. Damit ist der Wert der Funktion an
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einem Gitterpunkt von allen Gitterpunkten abha¨ngig, so daß das Verfahren sehr aufwen-
dig wa¨re, ko¨nnte man nicht gewisse Splines mehrfach auswerten, ohne sie jeweils neu zu
berechnen.4
2.7 Lokal harmonische Na¨herung und Reaktionspfad
Carrington et al. [25] waren die ersten, die fu¨r das System Vinyliden-Acetylen ein einfaches
eindimensionales Reaktionspfadmodell vorstellten. In der Arbeit von Schork und Ko¨ppel
[66] wurde der Reaktionspfad der betrachteten Umlagerungsreaktion ab initio berechnet.
Diese ab initio Rechnung wurde in den Koordinaten (θ1, θ2, R), die bereits in Abb. 2.1
vorgestellt wurden, durchgefu¨hrt. Dabei wurde der Winkel θ1 festgehalten und die anderen
Koordinaten solange variiert, bis die Energie des Systems minimal war. θ1 u¨berspannte
dabei einen Bereich von 35◦ bis 180◦ und wurde in Schritten von 5◦ vera¨ndert. Anschließend
wurde wieder zu dem anderen Koordinatensatz u¨bergegangen.
Um ein eindimensionales Potentialmodell aus den mehrdimensionalen Daten zu extra-
hieren ist die Berechnung eines massegewichteten Reaktionspfadparameters s notwendig.
Dazu wird das Potential entlang des Reaktionspfades so transformiert, daß es durch s
parametrisiert werden kann. Mit den reduzierten Massen aus Gl. (2.15) werden die Orts-
koordinaten der Satellitenatome r1 und r2 gewichtet. Dies schließt den Fall ein, daß die
Atome C und D unterschiedliche Massen haben ko¨nnen, was durch partielles Deuterieren










der zuna¨chst diagonalisiert wird
G = UTDU, (2.73)
wobei G die inverse Massematrix ist. Anschließend werden die Koordinaten transformiert
und mit den Diagonaltermen Dii skaliert
X ′ = D−1/2UX. (2.74)
4Nach unserem Wissen, ist es eine ungekla¨rte Frage, ob diese Funktion auch von der Reihenfolge der
Variablen abha¨ngt, fu¨r die man interpoliert [65].












Eigentlich muß die Diagonalisierung von T an jedem Punkt des Reaktionspfads durch-
gefu¨hrt werden, weil G von Xi abha¨ngt. Der Aufwand ist aber nicht zu groß, weil der
Hamilton-Operator aus Gl. (2.24) nur in den Koordinaten θs und θr nicht diagonal ist
(ihre Ableitungen mischen).









der zusa¨tzlich interpoliert wird. Da nun der Reaktionspfad auf einem hinreichend dichten
Gitter mit den Gitterpunkten uk gegeben ist, kann man s(uk) durch numerische Integration
bestimmen, indem man die Ableitung dX ′i/du







∣∣∣∣X ′i(uj+1)−X ′i(uj)uj+1 − uj








Das Reaktionpfadpotential la¨ßt sich noch wesentlich verbessern, indem die Wirkung
der einzelnen Freiheitsgrade in der Umgebung des Pfades beru¨cksichtigt wird. In erster
Na¨herung kann man die Potentialverla¨ufe dort als harmonisch betrachten. Die harmonische
Na¨herung basiert auf einer Taylor-Entwicklung des Potentials V (θr, θs, R) bis zur zweiten
Ordnung. Dabei sind θr Parameter und θs und R die Variablen, die bereits in Gl. (2.23)
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eingefu¨hrt wurden. Die Entwicklung um den Punkt (θ0r , θ
0
s , R
0) hat dann folgende Gestalt





∂V (θ0s , R
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∂2V (θ0s , R
0)
∂θs∂R
(θs − θ0s)(R− R0). (2.79)
Der Entwicklungspunkt ist immer ein Punkt auf dem Reaktionspfad V (s), wobei s der
erwa¨hnte Reaktionspfadparameter ist. θr ist deshalb Parameter, weil dies der oben be-
schriebenen Berechnung des Reaktionspfads entspricht und θr ungefa¨hr in die Richtung
dieses Pfades zeigt. Die Ableitungen werden in der Implementierung durch Differenzen-
quotienten repra¨sentiert.
Jedem der Freiheitsgrade kann eine Nullpunktsenergie, die der Grundzustandsenergie
des harmonischen Oszillators entspricht, zugeordnet werden. Da sich aber die energetische
Umgebung entlang des Pfades stetig vera¨ndert, wird Energie frei, wenn sich die Parabel
o¨ffnet, d. h. wenn die
”
Umgebung“ flacher wird. Analog dazu wird Energie aufgenommen,
wenn sich die Parabel staucht. Dieser Vorgang geschieht gleichzeitig und unabha¨ngig fu¨r je-
den Freiheitsgrad. Der jeweilige Betrag ist von der Energie entlang des Pfades an jedem Ort
dazu zu addieren oder abzuziehen. Um das Verfahren zu vereinfachen, kann man nur den
Ausgangspunkt der Isomerisierung, das Vinylidenminimum, und den globalen U¨bergangs-
zustand bei strans betrachten und die energetische Differenz der Nullpunktskorrekturen ∆V
bilden. In diesen beiden Zusta¨nden soll die Nullpunktskorrektur bekannt sein, den Verlauf
dazwischen approximiert man wiederum harmonisch











die Summe der einzubringenden Nullpunktskorrekturen undM die Menge der gewu¨nschten
Freiheitsgrade νi ist. Auch andere Na¨herungen sind denkbar, etwa ein Polynom dritten
Grades, um ein Zwischenminmum zu simulieren. Schork probierte es mit V (s) = 1/2(1−
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cos(πs)) [66], was eine deutlich bessere U¨bereinstimmung mit den verfu¨gbaren ab initio
Daten ergab.
Die in Kap. 5 pra¨sentierte 3D-Rechnung verwendete ein Potential, das aus dem vollen
3D-Potential gema¨ß Gl. (2.79) gewonnen wurde. Die verschiedenen Schwingungsmoden von
Vinyliden werden in Kap. 3 na¨her erla¨utert.
38 KAPITEL 2. THEORETISCHE METHODEN
Kapitel 3
Ab initio Analyse der stationa¨ren
Punkte
Um die Wirkung der verschiedenen Freiheitsgrade von Vinyliden in einer eindimensionalen
Rechnung ada¨quat zu beru¨cksichtigen, wird das Reaktionspfadpotential mit Nullpunkts-
korrekturen versehen, deren theoretischer Hintergrund bereits in Absch. 2.7 besprochen
wurde. Um diese zu berechnen, muß man die Schwingungsfrequenzen des Moleku¨ls ken-
nen, die in diesem Kapitel berechnet werden.
Verwendet wurde bei den Berechnungen die CCSD(T, Full)-Methode, d. h. eine
Coupled-Cluster-Methode mit exakter Behandlung von Einfach- und Zweifachanregungen,
sowie sto¨rungstheoretischer Behandlung der Dreifachanregungen (T) und Korrelation aller
Elektronen (Full) [67, 68, 69]. Als Basissatz diente der cc-pVTZ-Satz (correlation consi-
stent polarised valence triple zeta) von Dunning [70], als Programmpaket Gaussian94 [71].
Die von Schork [66] berechneten Frequenzen wurden fu¨r H2C2 besta¨tigt und durch die
der partiell und doppelt deuterierten Isotopomere erga¨nzt. Betrachtet man zweidimen-




Mulden“. Diesen Extremwerten lassen sich Koordinaten zuordnen, die in
Tab. 3.1 aufgefu¨hrt sind und die als stationa¨re Punkte bezeichnet werden. Die Werte sind
in den in Abb. 2.1 eingefu¨hrten Satellitenkoordinaten gegeben. Den so durch Optimierung
entstandenen Koordinaten entsprechen Moleku¨lgeometrien, die in Abb. 3.1 visualisiert sind.
Man erkennt, wie das Wasserstoffatom von einem C-Atom zum anderen wandert.
Vinyliden schwingt in folgenden Moden, die in Abb. 3.2 graphisch dargestellt sind:
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Stat. Punkt rCC [A˚] r1 [A˚] r2 [A˚] θ1
◦ θ2
◦
Vinyliden 1.301 1.515 1.515 38.176◦ -38.176◦
U¨Z II 1.278 1.216 1.674 67.153◦ -14.603◦
Minimum II 1.267 1.112 1.695 80.474◦ -5.970◦
U¨Z 1.255 1.128 1.695 99.540◦ -1.054◦
Acetylen 1.206 1.662 1.662 180.00◦ 0.0◦
Tabelle 3.1: Die Geometrien der stationa¨ren Punkte der Vinyliden-Acetylen Umlagerungs-
reaktion in Satellitenkoordinaten. Fu¨r diese Koordinatensa¨tze wurden jeweils die Schwin-
gungsfrequenzen berechnet, die in Tab. 3.2 aufgefu¨hrt sind. Die zu diesem Koordinaten
geho¨rigen Isomere sind in den Abb. 3.1 abgebildet.
(a) Vinyliden H2C=C: (b) U¨bergangszustand II (U¨Z II)
(c) U¨bergangszustand (U¨Z) (d) Acetylen HC≡CH
Abbildung 3.1: Die Geometrien der Vinyliden-Acetylen Umlagerungsreaktion, die durch
Optimierung der Energie auf der Potentialhyperfla¨che gewonnen wurden. Die entsprechen-
den Koordinaten finden sich in Tab. 3.1. Die Umlagerung findet entlang der asymmetri-
schen CH-Biegeschwingung statt. Die Abb. des Minimums II ist dem U¨bergangszustand














Abbildung 3.2: Die Schwingungsmoden Vinylidens, deren Frequenzen fu¨r gewisse Geome-
trien in Tab. 3.2 aufgefu¨hrt sind.
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• in der symmetrischen CH-Streckschwingung ν1
• in der CC-Streckschwingung ν2
• in der symmetrischen CH2-Biegeschwingung ν3
• in der nicht-planaren Deformationsschwingung ν4
• in der asymmetrischen CH-Streckschwingung ν5 und
• in der asymmetrischen CH2-Biegeschwingung ν6,
die auch gleichzeitig die Reaktionskoordinate fu¨r unseren Reaktionspfadformalismus dar-
stellt.
Abb. 3.1(b) verdeutlicht gut, was unter der asymmetrischen CH-Biegeschwingung zu
verstehen ist. Das untere Wasserstoffatom verharrt fast auf der Stelle, wa¨hrend das obere
in der Ebene eine Drehung in Richtung des anderen Kohlenstoffatoms durchfu¨hrt. Daher
bezeichnet man diese Schwingungsmode auch als Reaktionsmode, weil sie in Richtung
der Isomerisierung liegt. Chemisch gesprochen bricht die Bindung zum ersten C-Atom
auf und es entsteht eine neue zum anderen C-Atom. In dem globalen U¨bergangszustand
3.1(c) befindet sich das wandernde H-Atom fast in der Mitte und es ist schwierig, ihm
eine chemische Bindung zu einem der Kohlenstoffatome zuzuordnen. Die Abbildung stellt
daher nur eine Vorstellungshilfe zur Geometrie des U¨bergangszustands dar. Die Struktur
des Acetylens ist wiederum vollkommen linear.
Die Schwingungsfrequenzen des Moleku¨ls fu¨r die stationa¨ren Punkte sind in Tab. 3.2
aufgefu¨hrt. Betrachtet man die Frequenzen genau, so stellt man fest, daß die Frequenzen
”
gleicher“ Moden mit steigender Deuterierung abnehmen. Die CC-Mode ist davon, wie
erwartet, nicht betroffen. Sie ist relativ konstant, da hier kein Wasserstoffatom involviert ist.
Die Abnahme der anderen Frequenzen ist einleuchtend, da sie proportional zu
√
1/m sind.
Man erwartet also eine Abnahme der Frequenzen um den Faktor 1/
√
2, was auch ungefa¨hr
erfu¨llt ist, wenn man in Tab. 3.3 die Nullpunktskorrekturen betrachtet. Den Erwartungen
entspricht auch, daß die Frequenzen des halb deuterierten Isotopomers zwischen der nicht
und der voll deuterierten Spezies rangieren. Vergleicht man die Abweichungen der exakt
berechneten Nullpunktskorrekturen von den Abscha¨tzungen genauer, so findet man, daß
die Korrektur, die einer 4D-Rechnung entsprechen soll, mit 0.107 kcal/mol am sta¨rksten
abweicht, wa¨hrend die anderen beiden Abweichungen von der Ordnung 0.01 kcal/mol sind.
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H2C2 Frequenz ω [cm
−1]
Freiheitsgrad Vinyliden U¨Z II U¨Z
ν1 symm. CH-Streck 3159 a1 2786 a
′ 2560 a′
ν2 CC-Streck 1682 a1 1770 a
′ 1821 a′
ν3 symm. CH2-Biege 1234 a1 1161 a
′ 905 a′
ν4 nicht-plan. Deformation 769 b1 633 a
′′ 575 a′′
ν5 asymm. CH-Streck 3229 b2 3360 a
′ 3378 a′
ν6 asymm. CH2-Biege 323 b2 (333i) a
′ (936i) a′
HDC2 (H wandert) Frequenz ω
Freiheitsgrad Vinyliden U¨Z II U¨Z
ν1 ”
symm.“ CH-Streck 2355 c 2524 a′ 2553 a′
ν2 CC-Streck 1654 c 1693 a
′ 1723 a′
ν3 symm. CHD-Biege 1087 a 990 a
′ 715 a′
ν4 nicht-plan. Deformation (D) 695 b 521 a
′′ 456 a′′
ν5 asymm. CD-Streck 3196 c 2798 a
′ 2580 a′
ν6 asymm. CHD-Biege 280 a (305i) a
′ (934i) a′
DHC2 (D wandert) Frequenz ω
Freiheitsgrad Vinyliden U¨Z II U¨Z
ν1 ”
symm.“ CD-Streck 2355 c 2032 a′ 1859 a′
ν2 CC-Streck 1654 c 1759 a
′ 1817 a′
ν3 symm. CHD-Biege 1087 a 1045 a
′ 903 a′
ν4 nicht-plan. Deformation (H) 695 b 618 a
′′ 575 a′′
ν5 asymm. CH-Streck 3196 c 3359 a
′ 3378 a′
ν6 asymm. CDH-Biege 280 a (277i) a
′ (702i) a′
D2C2 Frequenz ω [cm
−1]
Freiheitsgrad Vinyliden U¨Z II U¨Z
ν1 symm. CD-Streck 2318 a1 2026 a
′ 1856 a′
ν2 CC-Streck 1625 a1 1684 a
′ 1719 a′
ν3 symm. CD2-Biege 904 a1 856 a
′ 712 a′
ν4 nicht-plan. Deformation 612 b1 503 a
′′ 456 a′′
ν5 asymm. CD-Streck 2397 b2 2540 a
′ 2575 a′
ν6 asymm. CD2-Biege 255 b2 (262i) a
′ (697i) a′
Tabelle 3.2: Eigenfrequenzen von Vinyliden an den stationa¨ren Punkten. Die asymmetrische
CH-Biegeschwingung ν6 stellt die Reaktionskoordinate dar. Neben den Frequenzen steht
die Art der Symmetrie der Normalkoordinate. Die Zahlen des undeuterierten Vinylidens
aus der Arbeit von Schork [66] konnten exakt nachvollzogen werden. Man bemerkt, daß die
Frequenzen um einen Faktor 1/
√
2 vom nicht zum doppelt deuterierten Vinyliden abfallen,
was genau den Erwartungen aufgrund der doppelten Masse des Deuteriums entspricht.
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Spezies 4Da 5Db 6Dc
H2C2 -1.113 -0.915 -1.192
HDC2
H wandert -1.129 -1.045 -1.386
D wandert -0.712 -0.479 -0.650
D2C2 -0.680 -0.546 -0.769
1/
√
2-skaliert -0.787 -0.589 -0.785
a zur Korrektur benutzte Moden: ν1, ν3, ν5
b ν1-ν3, ν5
c ν1-ν5
Tabelle 3.3: Nullpunktskorrekturen (in kcal/mol) wie
sich sich aus den ab initio-Frequenzrechnungen ergeben
und wie sie mit ∆E/
√
2 gena¨hert wurden.
Man hat nun gezeigt, daß man, wenn man eine eindimensionale Wellenpaketpropagation
eines deuterierten Moleku¨ls machen will, nicht zuerst eine langwierige Frequenzrechnung
machen muß. Man kann die Frequenzen in erster Na¨herung recht einfach abscha¨tzen. Die
Frequenztabelle bringt außerdem zum Ausdruck, was anschaulich schon klar ist, na¨mlich,
daß die Symmetrie von Vinyliden bei der Umlagerung verloren geht.
Keine der verschieden Rechnungen beru¨cksichtigt die asymmetrische CH2-Biege-
schwingung, die die ja Reaktionskoordinate darstellt. Die 4D nullpunktskorrigierte Rech-
nung beru¨cksichtigt außerdem nicht die CC-Streckschwingung sowie die nicht-planare De-
formationsschwingung. Die 5D nullpunktskorrigierte Rechnung nimmt außer der asymme-
trischen CH2-Biegeschwingung nur die nicht-planare Deformationsschwingung nicht mit.
Die 6D nullpunktskorrigierte Rechnung beru¨cksichtigt alle Freiheitsgrade außer der Schwin-
gung in Richtung der Reaktionskoordinate.
Die Annahme der Planarita¨t der Umlagerung bleibt in allen drei Fa¨llen gerechtfer-
tigt, weil der nicht-planaren Deformationsschwingung ν4 (vgl. Abb. 3.2) stets eine reelle
Frequenz zugeordnet werden kann, die im Vergleich zu den anderen allerdings klein ist.
Die asymmetrische CH-Streckschwingung ν5 vollfu¨hrt die schnellste Schwingung, die im
Laufe der Umlagerung auch die schnellste bleibt. Da die Wasserstoffatome aufgrund ihrer
geringen Masse leicht zu bewegen sind, geho¨rt die symmetrische CH-Streckschwingung ν1
auch zu der Gruppe der ho¨chstfrequentesten Schwingungen. Sie ist etwas kleiner als ν5
und sie nimmt wa¨hrend der Isomerisierung ab. Die CC-Streckschwingung ν2 hat eine et-
wa halb so Frequenz wie ν5 und ist anna¨hernd konstant bei Deuterierung. Dies entspricht
den Erwartungen, weil die C-Atome recht tra¨ge sind, und die Umlagerung die elektroni-
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sche Konfiguration und damit intramolekulare Kra¨fte wenig beeinflußt. Untersucht man
die Frequenza¨nderung der symmetrischen CH-Biegeschwingung ν3, so stellt man fest, daß
sie abnimmt je a¨hnlicher das Moleku¨l dem Acetylen wird. Auch dies wird versta¨ndlich, be-
denkt man, daß bei der Umlagerung die Symmetrie verloren geht, die dafu¨r verantwortlich
ist, daß die Wasserstoffatome u¨berhaupt eine scherena¨hnliche Bewegung ausfu¨hren ko¨nnen.
Es bleibt die Frage zu kla¨ren, warum der zweiten Untertabelle von Tab. 3.2 die Be-
wegung des H-Atoms und der dritten die Bewegung des Deuteriums zuzuschreiben ist.
Die ersten Frequenzspalten sind notwendigerweise gleich, sodaß sich hieraus keine Infor-
mationen u¨ber das wandernde Atom gewinnen lassen. Betrachtet man aber die beiden
folgenden, so stellt man fest, daß alle Frequenzen der zweiten Tabelle bis auf ν1 und ν6 den
Frequenzen des deuterierten Vinylidens entsprechen. ν1 entspricht seinerseits der symme-
trischen CH-Streckschwingung des undeuterierten Moleku¨ls und ν6 dessen asymmetrischer
CH-Biegeschwingung. Bei der dritten Tabelle gilt die umgekehrte A¨hnlichkeit. Damit ist
klar, ob nun Wasserstoff oder Deuterium in einem Freiheitsgrad am Schwingen ist. Da die
asymmetrische CH-Biegeschwingung in der Reaktionsrichtung schwingt, muß die zweite
Untertabelle der Wanderung der H-Atoms zugeschrieben werden.
Ebenso liefert eine Frequenzrechnung die Energien der stationa¨ren Punkte. Fu¨r das Vi-
nyliden betra¨gt die absolute Energie -77.145 au. Die Energie des U¨bergangszustands II (U¨Z
II) liegt 1.53 kcal/mol und die des Hauptu¨bergangszustands 2.47 kcal/mol daru¨ber. (Eine
Analyse dieser Energien zeigt, daß die absolute Energie von Vinyliden und die Energien der
U¨bergangszusta¨nde relativ zum Minimum unabha¨ngig von der Deuterierung sind.) Bemer-
kenswert ist, daß im Vergleich zur Arbeit von Schork [66] der Zwischen- und Hauptu¨ber-
gangszustand um 0.08 bzw. 0.14 kcal/mol ho¨her liegen. Eine befriedigende Erkla¨rung fu¨r
diese Diskrepanz kann hier nicht gegeben werden, zumal die U¨bereinstimmung der Fre-
quenzen bestechend gut ist.
Eine weitere Besta¨tigung der vorliegenden Ergebnisse liefert die Arbeit von Hayes et al.
[28]. Fu¨r das Vinylidenminimum und den U¨bergangszustand von Vinyliden verwendeten
diese Autoren ebenfalls CCSD(T)/cc-pVTZ. Es ergibt sich eine hervorragende U¨berein-
stimmung fu¨r beide Geometrien. Fu¨r die deuterierte Spezies verwendete sie CCSD/TZ+2P.
ν1, ν2 und ν4 stimmen gut u¨berein, wa¨hrend es gro¨ßere Abweichungen bei ν3 (915 cm
−1),
ν5 (2417 cm
−1) und ν6 (305 cm
−1) gab.




In diesem Kapitel werden eindimensionale Modellpotentiale, die Vinyliden und dessen deu-
terierten Spezies entsprechen, erstellt. An diesen Potentialen werden unterschiedliche Null-
punktskorrekturen angebracht. Anschließend werden Dynamikrechnungen mittels Wellen-
paketpropagation auf den so geschaffenen Potentialen durchgefu¨hrt. Die darauf folgende
Analyse umfaßt die Betrachtung der Spektren, Niveauschemata, Eigenfunktionen, zeit-
lichen Entwicklung und Lebensdauern der einzelnen Zusta¨nde. Absch. 4.2 wird erga¨nzt
durch eine Untersuchung des Einflusses der Filterparameter auf die Lebensdauer der Ei-
genzusta¨nde von Vinyliden.
4.1 Vorbereitung der Potentials und des Gitters
Mit dem im Methodenkapitel (Absch. 2.7) beschriebenen Verfahren berechnet man
zuna¨chst ein Potential entlang eines Reaktionspfads, wie er in Abb. 4.1 gezeigt ist. Bei
der ab initio Berechnung des Reaktionspfades wurde θ1 in einem Bereich von 35
◦ bis 180◦
in 5◦ Schritten vera¨ndert. Anschließend wurden die anderen Koordinaten solange variiert
bis die Energie minimal war. Dieses Potential wird, wie in jenem Abschnitt beschrieben,
durch eine Reaktionskoordinate s parametrisiert, so daß sich Abb. 4.2 ergibt. Bei dem Er-
stellen des Potentials fu¨r das doppelt deuterierte Vinyliden wird die Reaktionskoordinate
mit der doppelten Wasserstoffmasse gewichtet. Betrachtet man das nur einfach deuterierte
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Abbildung 4.1: Das ab initio-Potential entlang des Reaktionspfads fu¨r partiell deuterier-
tes Vinyliden. In dieser Abbildung tauchen nur die Koordinaten θr und θs auf. Entlang
dieses Pfades wird nun die Bogenla¨nge in allen fu¨nf Koordinaten aufsummiert, um so die
Reaktionskoordinate s zu erhalten.




























Abbildung 4.2: Die Reaktionspfadpotentiale aller Isotopomere Vinylidens. Man erkennt,
daß die Potentiale fu¨r das nicht und doppelt deuterierte Vinyliden symmetrisch zum Null-
punkt sind. Das Potential von D2H2 ist breiter als das des undeuterierten Systems. Fu¨r das
halb deuterierte Moleku¨l a¨hnelt das Potential auf der Seite, auf der H wandert (rechts),
dem undeuterierten. Auf der anderen Seite, also auf der Seite, wo D wandert (links), erha¨lt
man eine Art Zwischenpotential zwischen nicht und doppelt deuteriertem Vinyliden.
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gewichtet werden, die sich aus Gl. (2.15) ergeben. Diese Vorgehensweise entspricht al-
so nur dem Wandern des ersten Atoms. Um aber das Reaktionspfadpotential mit unter-
schiedlicher Massegewichtung zu berechnen, muß bereits der volle ab initio-Reaktionspfad
V (θ1, r1, r2, R, θ2) zu Beginn der Parametrisierung vorliegen, da man durch die partielle
Deuterierung eine einseitige Verbreiterung des Potentials auf der Seite erwartet, die dem
Wandern des Deuteriumatoms entspricht. (Einsehen la¨ßt sich dies mit Hilfe der WKB-
Na¨herung Gl. (1.3). Erho¨ht man na¨mlich in dieser Gleichung die Masse, so sinkt die Trans-
missionswahrscheinlichkeit ab, was ho¨here Lebensdauern der Zusta¨nde im Inneren zur Folge
hat.) Eine solche Erho¨hung kann auch durch eine Verbreiterung des Potentialwalls bewirkt
werden. Man beschafft sich den vollen ab initio-Reaktionspfad, indem man zu den in Gl.
(2.23) vorgestellten symmetrischen Koordinaten u¨bergeht, r1 mit r2 vertauscht, θr in sein
Negatives θ˜r umwandelt und anschließend nach θ˜r sortiert. Das so gespiegelte Potential
kann man nun an das urspru¨ngliche Potential V (θs, r1, r2, R, θs) anfu¨gen. Eine Ru¨cktrans-
formation in die Koordinaten (θ1, r1, r2, R, θ2) liefert das gesuchte ab initio-Rohpotential,
das mit unterschiedlichen Massen gewichtet und parametrisiert werden kann.
Abb. 4.2 zeigt, daß der erwartete Verbreiterungseffekt auch tatsa¨chlich eingetreten ist.
Die Maxima des Reaktionspfadpotentials des doppelt deuterierten Vinylidens liegen um ca.
30 au weiter auseinander als die des undeuterierten Moleku¨ls. Dennoch ist es symmetrisch,
was bei gleichen Massen klar ist. Das Potential des partiell deuterierten Vinylidens ist
hingegen asymmetrisch. Es entspricht auf der rechten Seite fast genau dem undeuterierten
Potential, wa¨hrend es auf der anderen zwischen dem nicht und voll deuterierten Potential
liegt. Man erkennt in allen drei Fa¨llen deutlich das Vinylidenminimum bei s = 0 (Abb.
3.1(a)) flankiert von zwei Nebenminima bei s ≈ ±100 au. Die Isomerisierung Vinylidens
besteht also im Grunde aus zwei Tunnelprozessen: einen durch den U¨bergangszustand II
(U¨Z II in Abb. 3.1(b)) und einen weiteren durch den U¨bergangszustand (U¨Z in Abb. 3.1(c)).
In dem Nebenminimum kann ein sehr kurzlebiger metastabiler Zustand existieren, wenn
der Energieeigenwert in einem schmalen Bereich zwischen Nebenminimum und U¨Z II liegt.
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Dieser Zustand sollte dann bei der Berechnung der Eigenfunktionen sichtbar werden.
Auch im Experiment gilt es, die entsprechende Konformation nachzuweisen, was aber
sehr schwierig sein du¨rfte, da bereits der Nachweis Vinylidens an sich sehr schwierig war, wie
in Absch. 1.1 umrissen wurde. Das eben beschriebene Profil des Reaktionspfades, d. h. zen-
trales Minimum umrahmt von U¨bergangszustand II, Zwischenminimum und Hauptu¨ber-
gangszustand, sowie die spezielle Kru¨mmung des Pfades in θs-Richtung, die aus Abb. 4.1
hervorgeht, sollte man natu¨rlich auch in der gesamten ab initio-Energiehyperfla¨che, wie sie
fu¨r eine volle 3D Rechnung beno¨tigt wird, wiederfinden. Dabei sollte der Reaktionspfad
so etwas wie eine Rinne in diesem Potential bilden, da er ja an jedem Wert von s das
energetische Minimum repra¨sentiert.
Bei der Integration, d. h. bei der Summation der Wegstu¨cke in Gl. (2.78), wurde alter-
nativ u¨ber 200, 400, 600, 800 bzw. 1000 Stu¨tzstellen summiert. Der Vergleich zeigte, daß
eine gute Konvergenz schon ab 200 Stu¨tzstellen gegeben war. Das Gitter auf dem das Wel-
lenpaket propagiert wurde, hat eine Gesamtausdehnung von 500 au. Verschiebungen der
Startwellenpakete werden stets von der Mitte dieses Gitters gemessen. Das Gitter selbst
besteht aus 256 Punkten. In jeder der hier vorgefu¨hrten Berechnungen hat das Wellenpaket
eine anfa¨ngliche Breite von 10.54 au. Insgesamt wurde u¨ber 4096 fs propagiert, wobei das
Wellenpaket alle 256 fs gespeichert wurde. Die Autokorrelation wurde alle 8 fs berechnet.
4.2 Undeuteriertes Vinyliden
4.2.1 Nullpunktskorrekturen zum Potential
Abb. 4.3(a) zeigt das Reaktionspfadpotential des undeuterierten Vinylidens im Vergleich
zu den 4D-, 5D- und 6D-nullpunktskorrigierten Potentialen. Man erkennt, daß die Absen-
kung fu¨r die 6D-Rechnung am gro¨ßten und fu¨r die 5D-Rechnung am kleinsten ist, wie es aus
den Zahlen aus Unterabsch. 2.7 zu erwarten ist. Im Vergleich zu dem Modellpotential von
Carrington et al. [25] weist dieses Potential ein Zwischenminimum auf und es ist mehr als
doppelt so breit. Ein einfacher polynomialer Ansatz der Art V (x) = ax2+bx4+cx6 fu¨r das
Potential scheint daher nicht gerechtfertigt. Aus diesem Grund sollte auch das vorliegende
verbesserte Potential wesentlich ho¨here Lebensdauern produzieren als das von Carrington.
Zu erkennen ist außerdem, daß bei der 6D-Nullpunktskorrektur die beiden Maxima fast
auf gleicher Ho¨he liegen, wa¨hrend bei der 5D-Korrektur die unterschiedlichen Ho¨hen der


























































































Abbildung 4.3: Die unkorrigierten Reaktionspfadpotentiale im Vergleich zu den nullpunkts-
korrigierten Potentialen. Auf dem Bild (a) ist auch der Vergleich mit dem Modellpotential
von Carrington et al. [25] zu sehen (V (x) = ax2 + bx4 + cx6). Offensichtlich hat das ver-
besserte Potential eine wesentlich gro¨ßere Breite und ein Zwischenminimum. Potential (b)
ist nicht mehr symmetrisch, da es einen Unterschied macht, ob das Wasserstoff- oder das
Deuteriumatom wandert. Dies gilt sowohl fu¨r die Breite als auch fu¨r die Ho¨he, da Deute-
rium schwerer ist und somit mit einer geringeren Frequenz schwingt als Wasserstoff. Weil
die reaktiven Atome bei D2C2 in Abb. (c) wieder a¨quivalent sind, ist das Potential symme-
trisch. Die 4D- und 5D-Korrekturen sind fast identisch, so daß der Unterschied zwischen
den Kurven hier kaum mehr aufgelo¨st werden kann.




H2C2 1.19 1.39 1.11
HDC2 1.62 1.85 1.64
D2C2 1.62 1.76 1.53
Tabelle 4.1: Maximale Barrierenho¨hen (in kcal/mol) der verschiedenen Isotopomere. Fu¨r
partiell deuteriertes Vinyliden ist die ho¨here Barriere gemeint (links – auf der Seite, die
der Deuteriumswanderung entspricht).
Maxima am entferntesten sind. Insgesamt wird deutlich, daß die nullpunktskorrigierten
Potentiale zwar nicht in der Form aber in der Ho¨he sich stark vom Ausgangspotential
unterscheiden.
Als schwingungsadiabatische Barrierenho¨hen ergeben sich die in Abb. 4.1 aufgefu¨hr-
ten Werte. Diese Barrierenho¨hen liegen beim H2C2 fu¨r die 4D- und 5D-Korrektur knapp
unter der experimentell angegebenen Mindestho¨he von 1.3 kcal/mol [13]. Die restlichen
berechneten Barrieren liegen gut im erwarteten Bereich.
4.2.2 Spektren
Aus der Wellenpacketpropagation erha¨lt man schließlich die Spektren, wie sie in Abb. 4.4
links festgehalten sind. In jedem Fall erkennt man als erstes den Grundzustand, drei sehr
prominente Maxima sowie drei folgende schwache Linien. Die durchgezogenen Linien stam-
men aus der Ermittlung des Spektrums via schneller Fouriertransformation (Fast-Fourier-
Transformation – FFT) und die gestrichelten Linien stammen aus der Filterdiagonalisie-
rung. Man beachte, daß die Linien 0 ν6 bis 3 ν6 der Filterdiagonalisierung an derselben
Stelle liegen wie die Peaks aus der Fouriertransformation. Das ist ein guter Test fu¨r die Ge-
nauigkeit der Filterdiagonalisierung, da die Filterung einen etwas instabilen Algorithmus
darstellt, wie Unterabsch. 4.2.5 zeigen wird.
Man verifiziert, daß der erste Peak der Grundzustand ist, indem man das Startwellen-
packet auf dem Gitter verschiebt. Um einen umfassenden U¨berblick zu erhalten, wurde
das Wellenpacket jeweils bei 0 au, 60 au, 80 au und 100 au gestartet. Verschiebt man das
Wellenpacket auf diese Art und Weise, so kommen nach und nach alle Linien mit unter-
schiedlicher Intensita¨t zu Tage, je nach dem wie groß der U¨berlapp des Startwellenpackets
mit der jeweiligen Eigenfunktion ist. Startet man z. B. das Wellenpacket bei 0 au, so lie-
fert der Grundzustand, den bei weitem auffa¨lligsten Peak, ansonsten sieht man nur gerade






































































































































































Abbildung 4.4: Spektren und Termschemata von H2C2. Offensichtlich liegen die Linien der
Filterdiagonalisierung genau dort, wo man auch durch die Fouriertransformation Linien
findet. Die Linien, die man nicht sofort einem Peak im Fourierspektrum zuordnen kann,
verifiziert man, indem man das Startwellenpaket auf dem Gitter ein wenig verschiebt, so daß
andere Niveaus sichtbar werden, mit denen das Startwellenpaket vorher keinen U¨berlapp
hat. Dies ist die Voraussetzung dafu¨r, daß die in Tab. 4.2 berechneten Lebensdauern auch
tatsa¨chlich vorhandenen Zusta¨nden entsprechen.
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Zusta¨nde, was auf die Spiegelsymmetrie dieses Startwellenpackets zuru¨ckzufu¨hren ist. Die-
se Prozedur der Verschiebung des Startwellenpakets wurde immer wieder auch bei halb und
voll deuteriertem Vinyliden durchgefu¨hrt. Wie auf den Bildern zu erkennen ist, a¨ndern die
verschiedenen Nullpunktskorrekturen kaum etwas an den Spektren. Die einzelnen Linien
verschieben sich nur um wenige meV.
4.2.3 Niveauschemata
In Abb. 4.4 rechts wurden die aus den Spektren ermittelten Energieniveaus in die schwin-
gungsadiabatischen Potentiale eingetragen. Man sieht, daß das Grundzustandsniveau in
jedem Fall im globalen Vinylidenminimum liegt. Der 1 ν6- und 2 ν6-Zustand ko¨nnen sowohl
im Vinylidenminimum als auch in den Sekunda¨rminima lokalisiert sein. Der 3 ν6-Zustand
ist in jedem Fall nur a¨ußerst schwach gebunden, da die Tunnelbarriere zum Acetylen nur
sehr schmal ist. Das 4 ν6-Niveau ist immer frei, da es oberhalb der Barriere liegt.
4.2.4 Lebensdauern
Da bei der Verschiebung des Startwellenpakets um 100 au alle Zusta¨nde, gerade wie unge-
rade, sichtbar sind und da die Linien der Filterdiagonalisierung mit den Peaks der Fourier-
transformation korrespondieren, wurde diese Verschiebung zur Ermittlung der Lebensdau-
ern verwendet. Tab. 4.2 gibt die Lebensdauern der einzelnen aus der Filterdiagonalisierung
gewonnenen Zusta¨nde wieder. Die Tabelle ist in zwei Abschnitte gegliedert: Im oberen
Teil sind die Lebensdauern mit einem Potential berechnet, in das jeweils die exakten Null-
punktskorrekturen, wie sie aus den Schwingungsfrequenzen des Moleku¨ls hervorgingen, auf-
gefu¨hrt. In dem unteren Teil wurden Potentiale verwendet, die die jeweiligen Korrekturen
na¨herten, indem die Frequenzen des undeuterierten Vinylidens, die ein Deuteriumatom
involvieren, mit dem Faktor 1/
√
2 skaliert wurden. So ergab sich ein quasi-deuteriertes
Korrektur, deren Qualita¨t schon vorher in Kap. 3 untersucht wurde. Die Lebensdauern der
partiell und voll deuterierten Spezies ebenso wie die Ergebnisse der 3D-Rechnung am Ende
der Tabelle werden spa¨ter in den Absch. 4.4 und 4.3 diskutiert.
Deutlich sichtbar ist das Abnehmen der Lebensdauern mit steigender Anregung. Dies
leuchtet ein, weil das zu durchtunnelnde Potential immer schmaler wird, bis schließlich ab
4 ν6 kein Wall mehr da ist, der das Niveau begrenzt. Die Lebensdauer des Grundzustandes
u¨berragt die anderen Zusta¨nde um mehrere Gro¨ßenordnungen, da er sich nur im Vinyli-
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denminimum aufhalten kann, wie die Betrachtung der Niveauschemata gezeigt hat. Die
Zusta¨nde 1 ν6 bis 3 ν6 ko¨nnen sowohl im Vinylidenminimum als auch in den Nebenminima
angesiedelt sein. Wa¨re ein ho¨her angeregter Zustand hauptsa¨chlich in der Mitte lokalisiert
und ein niedriger angeregter in den Nebenminima, so wa¨re es mo¨glich, daß der ho¨her ange-
regte eine ho¨here Lebensdauer hat, als der niedriger angeregte. Dies ist bei undeuteriertem
Vinyliden nirgends der Fall, kann letztendlich durch eine Untersuchung der Eigenfunktio-
nen gekla¨rt werden (vgl. Unterabsch. 4.4.5 und 4.3.5). Die Lebensdauern nehmen fu¨r alle
Korrekturen monoton ab. Da die 4D- und 5D-Korrekturen vergleichbar sind, mu¨ssen sich
auch die Lebensdauern der zugeho¨rigen Zusta¨nde a¨hneln, was besonders bei dem Vergleich
der angeregten Niveaus zum Ausdruck kommt. Die Lebensdauern der 5D-Rechnung sind
am gro¨ßten, da hier die Absenkung des Potentials am geringsten ist.
Betrachtet man nur die Grundzusta¨nde, so ergeben sich im Vergleich zu [66] leicht
erniedrigte Werte. Auch die Niveaus selbst sind nicht an der gleichen Stelle. Trotzdem
kann man Zuordnungen treffen. Beschra¨nkt man sich exemplarisch auf die 4D-Rechnung,
so korrespondieren die 1 ν6- bis 4 ν6-Zusta¨nde mit (193 cm
−1 | 1.1 ps), (233 cm−1 | 0.21
ps), (265 cm−1 | 0.18 ps) und (402 cm−1 | 0.16 ps) bei Schork. A¨hnliche Zusammenha¨nge
bestehen bei der 5D- und 6D-Rechnung. Woher kommen nun diese Diskrepanzen? Beim
Test des modifizierten Programms, wie es in Unterabsch. 2.7 beschrieben ist, fiel auf, daß
es kleine Unterschiede zwischen den beiden Methoden gab. Das Potential von Schork war
ein wenig breiter als das mit der oben erla¨uterten Methode erzeugten. Da der erwartete
Unterschied nur Rundungsfehler im Promillebereich waren, wurden beide Programme einer
eingehenden Pru¨fung unterzogen. Dabei stellte sich heraus, daß in der Urfassung des Pro-
gramms von Schork ein Vorzeichenfehler bei der Umrechnung von θ1 und θ2 auf θs gemacht
wurde. Dies ergab eine Verschma¨lerung des Reaktionspfadpotentials, was natu¨rlich eine an-
dere Position der U¨bergangspunkte zur Folge hatte. Nach der U¨berarbeitung stimmten die
Reaktionspfadpotentiale des nicht und doppelt deuterierten Moleku¨ls u¨berein, so daß die
Lebensdauern nun korrekt berechnet wurden.
4.2.5 Einfluß der Filterparameter auf die Lebensdauer
Da man in der vorliegenden Studie mit einem Hamiltonoperator arbeitet, der imagina¨re
Anteile hat, funktioniert die Filterung nicht mehr so reibungslos wie in Absch. 2.4 be-
schrieben. Die Filterfunktion f(t) sorgt na¨mlich nur dafu¨r, daß die gefilterten Zusta¨nde
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|ψν(t)〉 (Gl. (2.53)) im Reellen hinreichend schnell abfallen, wenn man sich weit genug vom
Eigenwert Eν entfernt. Geht man aber in die imagina¨re Richtung, muß das nicht der Fall
sein. Das Gegenteil kann eintreten. Die Fouriertransformierte des hier verwendeten Boxfil-
ters ist na¨mlich die in Absch. 2.5 besprochene sinc-Funktion, die fu¨r große Imagina¨rteile y
divergiert, wie in Abb. 2.2 gezeigt wurde.
Um zu testen, in welchem Parameterbereich die
Abbildung 4.5: Dichteplot des
Einflusses der Filterparameter
(Anm. Abb. 4.6).
Filterdiagonalisierung sinnvoll arbeitet, wurde die Le-
bensdauer des Grundzustands von H2C2 mit verschie-
denen Filterparametern berechnet. Dazu wurde die
Anzahl der Stu¨tzenergien von 50 bis 100 und das be-
trachtete Energiefenster von [0 eV, 0.12 eV] bis [0 eV,
0.32 eV] variiert. Das Ergebnis ist in den Abb. 4.5 und
4.6 dargestellt. Wie man sieht, ist die Lebensdauer im
rechten unteren Bereich besonders stabil. Daher soll-
te man immer ca. 65 bis 100 Energiewerte verwenden
sowie das Energiefenster nicht gro¨ßer als 0.22 eV ma-
chen. Diese Erkenntnis wurde bei der Berechnung der
Lebensdauern beru¨cksichtigt. Besonders aussagekra¨ftig ist dabei der Dichteplot (Abb. 4.5):
Im rechten unteren Bereich herrscht eine nahezu gleichma¨ßige Farbgebung, was auf a¨hnliche
Lebensdauern, also Stationarita¨t, hindeutet.
4.2.6 Eigenfunktionen
Abb. 4.7 zeigt die Wahrscheinlichkeitsdichte des undeuterierten Vinylidens berechnet mit
der Methode der spektralen Quantisierung. Das Potential wurde mit einer 5D-Nullpunkts-
korrektur versehen. Das Startwellenpacket hatte eine Breite von 10.54 au. Der Startpunkt
wurde so gewa¨hlt, daß die Linien der betrachteten Zusta¨nde mo¨glichst deutlich im Spek-
trum hervortreten. Die Verschiebung des Startwellenpackets vom Gittermittelpunkt sowie
der Zustand sind unter den Abbildungen notiert.
Wie erwartet erha¨lt man fu¨r den Grundzustand 0 ν6 (Abb. (a)) einen Peak, der genau
im Zentrum des Potentials, also im Vinylidenminimum lokalisiert ist. Dies gilt auch fu¨r
den 1 ν6-Zustand in Abb. (b),der wie erwartet einen Knoten exakt bei s = 0 hat. Wie
man aber an den Flanken des Graphen sieht, macht sich bereits hier die Anharmonizita¨t

















Abbildung 4.6: Der Einfluss der Filterparameter auf die Lebensdauer des Grundzustands
am Beispiel von H2C2 (vgl. Abb. 4.5). Gezeichnet sind die Anzahl N der Energiewerte (von
50 bis 100), das Energiefenster fu¨r die Berechnung der Eigenwerte ∆E ([0 eV, 0.12 eV] bis
[0 eV, 0.32 eV]) und die Lebensdauer τ . Wie man z. B. im Konturplot gut erkennt, sind
die Lebensdauern im rechten vorderen Bereich besonders stabil. Man sollte also ca. 65 bis
100 Energiewerte verwenden und das Energiefenster sollte 0.22 eV nicht u¨berschreiten.























































































































(d) Zustand 4 ν6, Verschiebung 0 au
Abbildung 4.7: Betragsquadrat der Eigenfunktionen von H2C2 im 5D-nullpunktskorrigier-
ten Potential berechnet mit der Methode der spektralen Quantisierung, Absch. 2.5. Die
Eigenwerte stammen aus der vorhergehenden Filterdiagonalisierung, die in Tab. 4.2 wie-
dergegeben sind. Da die 3 ν6- und 6 ν6-Zusta¨nde mit ihren benachbarten Zusta¨nden stark
mischen, sind sie besonders asymmetrisch und wurden nicht abgebildet. Aus den Wellen-
funktionen leitet sich die Abnahme der Lebensdauern mit steigender Anregung ab.
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des Potentials bemerkbar, da die Funktion nicht mehr gleichma¨ßig abfa¨llt. Dies kann man
begru¨nden mit einer gewissen Aufenthaltswahrscheinlichkeit in den Seitenminima, wie man
aus der Lage des Niveaus in dem Potential ablesen kann. Diese Aufenthaltswahrscheinlich-
keit versta¨rkt sich bei ho¨herer Anregung, wenn man den 2 ν6-Zustand in Abb. (c) betrach-
tet, wo die Anharmonizita¨t voll zum Tragen kommt und keine A¨hnlichkeit mehr mit der
Eigenfunktion des harmonischen Oszillators zu erkennen ist. Die Aufenthaltswahrschein-
lichkeiten fu¨r die metastabile Konfiguration ist nun fast ebenso hoch wie fu¨r die normale
Vinylidenstruktur. Man muß anmerken, daß man, um die Wellenfunktionen gut sichtbar
zu machen, sie unterschiedlich skaliert hat. Weiterhin geht In allen sechs Abbildungen die
Wahrscheinlichkeitsdichte gegen Null, wenn man sich dem Rand des Propagationsgitters
bei ± 250 au na¨hert, was auf den Abbildungen nicht mehr zu sehen ist.
Außerdem ist erkennbar, daß sich die Aufenthaltswahrscheinlichkeit im Acetylenbe-
reich vergro¨ßert, je ho¨her angeregte Zusta¨nde man betrachtet. Diese Wahrscheinlichkeit ist
schon bei 2 ν6 vorhanden und versta¨rkt sich, bis sie bei 5 ν6 schon recht stark ist. Der 3 ν6-
Zustand entspricht in seiner Knotenstruktur (drei Knoten) einem harmonischen Potential.
Prinzipiell sollte ein komplex symmetrisches Potential wie es hier vorliegt streng symme-
trische Eigenfunktionen haben. Diese Annahme ist bei 3 ν6, 5 ν6 und 6 ν6 nicht erfu¨llt.
Der 3 ν6-Zustand hat in der 5D-Korrektur eine noch relativ hohe Lebensdauer von 0.16 ps.
Dadurch gewinnt die Umhu¨llende dieser Spektrallinie eine gewisse Breite, die umgekehrt
proportional zu dieser Lebensdauer ist. 3 ν6 ist eng an 2 ν6 benachbart, der eine noch
ho¨here Lebensdauer (0.24 ps) und damit eine noch gro¨ßere Breite aufweist. Diese spektra-
len Umhu¨llenden u¨berschneiden sich und bewirken eine Mischung der Zusta¨nde, was sich
in der starken Asymmetrie der Eigenfunktion bemerkbar macht. Deutlich zeigt sich eine
erho¨hte Aufenthaltswahrscheinlichkeit in den Nebenminima, was hier umso erkla¨rbarer ist,
da die Energie dieses Zustandes schon in den Nebenminima und u¨ber den Sekunda¨rmaxi-
ma liegt. Die folgenden Zusta¨nde bereiten kaum mehr Interpretationsschwierigkeiten. Die
Knotenzahl nimmt entsprechend der Anregung zu und die Maxima sind symmetrisch um
das Zentrum des Potentials verteilt. In guter Korrelation zum Absinken der Lebensdau-
ern nimmt die Tunnelwahrscheinlichkeit mit steigender Anregung immer mehr zu bzw.
existiert schon eine signifikante Aufenthaltswahrscheinlichkeit jenseits des globalen U¨ber-
gangszustandes, d. h. bereits in der Acetylenkonfiguration. So liegt z. B. die Energie des
5 ν6-Zustandes schon weit u¨ber dem Maximum des Reaktionspfadpotentials, das seinen
Einfluß dementsprechend verliert und die Wellenfunktion zusehends gegla¨ttet wird. Die-
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se Gla¨ttung ist auf den Abbildungen nicht zu sehen, weil die Funktionen stark skaliert
wurden, um u¨berhaupt eine Struktur sichtbar zu machen.
Um sich die Eigenfunktionen der ungeraden Zusta¨nde zu beschaffen, kann man auf
einen Trick zuru¨ckgreifen. Man kann das Startwellenpaket mit der Reaktionskoordinate s
multiplizieren. Multiplikation mit Null muß einen Knoten ergeben. Multiplikation mit einer
Zahl links davon kippt die Funktion ins negative. Durch Nehmen des Betragsquadrates wird
die Wellenfunktion wieder nach oben geklappt. Sie ist links und rechts symmetrisch, da
0 ν6 symmetrisch ist und auch die s-Skala außer im Vorzeichen sich nicht unterscheidet.
Die Eigenfunktionen sind dann bei der Verwendung eines solchen Startwellenpakets per
Konstruktion ungerade.
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Tabelle 4.2: Die Lebensdauern aller drei Isotopomere Vinylidens unter Beru¨cksichtigung
einer 4D-, 5D-, 6D- und einer mit 1/
√
2 skalierten Nullpunktskorrektur. Die Energien der
Grundzusta¨nde (GZ) wurden jeweils auf Null gesetzt. Man sieht, daß die Lebensdauern mit
zunehmender Deuterierung und Anregung abnehmen. Die 5D-Rechnung liefert die ho¨chsten
Lebensdauern, da hier die Nullpunktskorrektur am geringsten ausfa¨llt. Bei der gena¨herten
Nullpunktskorrektur (1/
√
2) werden die Lebensdauern besonders im voll deuterierten Fall
unterscha¨tzt, was sich mehr bemerkbar macht, je na¨her man dem GZ kommt, da dieser
der Kehrwert einer sehr kleinen Zahl ist.
4D 5D 6D






















0 ν6 0 878 0 956 0 466
1 ν6 195 0.85 207 2.26 189 0.58
2 ν6 239 0.18 272 0.24 225 0.16
3 ν6 281 0.14 311 0.16 269 0.14
4 ν6 425 0.12 444 0.13 418 0.11
5 ν6 572 0.052 594 0.059 564 0.049





0 ν6 0 1490 0 1593 0 405
1 ν6 197 1.28 203 1.98 178 0.24
2 ν6 255 0.20 270 0.21 226 0.23
3 ν6 307 0.31 343 0.42 315 0.36
4 ν6 412 0.18 430 0.20 406 0.15
5 ν6 545 0.081 565 0.090 538 0.071





0 ν6 0 15178 0 42396 0 10970
1 ν6 193 75.47 196 189.65 191 42.73
2 ν6 300 1.40 316 2.47 287 0.99
3 ν6 325 0.31 347 0.36 310 0.29
4 ν6 387 0.57 403 0.69 378 0.50
5 ν6 511 0.24 526 0.24 501 0.24
Fortsetzung siehe na¨chste Seite →
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Fortsetzung der vorherigen Seite
4D 5D 6D
Niv. ω [cm−1] τ [ps] ω [cm−1] τ [ps] ω [cm−1] τ [ps]
























0 ν6 0 1634 0 2571 0 1174
1 ν6 198 1.45 206 4.82 194 0.84
2 ν6 257 0.20 287 0.27 247 0.19
3 ν6 304 0.29 335 0.36 304 0.30
4 ν6 411 0.18 430 0.21 408 0.17
5 ν6 544 0.081 566 0.095 541 0.078





0 ν6 0 5113 0 6067 0 1204
1 ν6 191 38.16 194 140.9 191 38.91
2 ν6 284 0.93 304 2.05 285 0.94
3 ν6 307 0.29 331 0.34 308 0.29
4 ν6 376 0.49 391 0.65 376 0.49
5 ν6 499 0.23 515 0.24 499 0.23
6 ν6 576 0.051 598 0.084 576 0.051
4.3 Doppelt deuteriertes Vinyliden
4.3.1 Nullpunktskorrekturen zum Potential
Abb. 4.3 zeigt die nullpunktskorrigierten Potentiale fu¨r das doppelt deuterierte Vinyliden.
Die Potentiale sind symmetrisch zum Vinylidenminimum und breiter als die Reaktions-
pfadpotentiale des undeuterierten Vinylidens. Die gro¨ßere Breite ru¨hrt von der doppelten
Masse des Deuteriums gegenu¨ber der des Wasserstoffs, die direkt in den massegewichteten
Reaktionspfadparameter s einfließt. Gro¨ßere Masse verringert die Tunnelwahrscheinlich-
keit, was auch durch eine gro¨ßere Breite bewirkt werden kann. Die Nullpunktskorrekturen
von D2C2 sind insgesamt kleiner als die von H2C2, da die Frequenzen der Eigenschwingun-
gen kleiner sind. Dies hat zur Folge, daß die korrigierten Potentiale ho¨her sind als beim
nicht und partiell deuterierten Vinyliden. Die Korrekturen sind in etwa a¨quidistant, so
daß man eine kontinuierliche Vera¨nderung der Spektren, Lebensdauern etc. mit steigender
Absenkung erwartet.
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4.3.2 Spektren
Betrachtet man die Spektren in Abb. 4.8 links, so findet man als erste sehr schwache
Linie bei 0.013 eV den Grundzustand. Davon, daß dies tatsa¨chlich der Grundzustand ist,
u¨berzeugt man sich, indem man das Startwellenpaket z. B. in die Mitte des Gitters setzt.
Darauf folgt die sta¨rker ausgepra¨gte Linie des ersten angeregten Zustands bei 0.036 eV
sowie die 2 ν6- und 3 ν6-Linien, die hier den sta¨rksten U¨berlapp mit dem Startwellenpaket
haben. Als na¨chstes folgt die a¨ußerst schwache Linie des 4 ν6-Zustandes bei 0.06 eV, die
das vorherige Doppelmaximum an seinem Sockel verbreitert. Den Abschluß bilden die
drei ma¨ßig hohen Peaks der 5 ν6- bis 7 ν6-Niveaus. Wiederum gleichen sich die Spektren
qualitativ. Betrachtet man die 5 ν6-Linie, so fa¨llt auf, daß die Linie energetisch umso ho¨her
liegt, je kleiner die Nullpunktskorrektur ist. Bei der 5D-Korrektur liegt sie am ho¨chsten.
4.3.3 Niveauschemata
In Abb. 4.8 rechts sind die Energieniveaus in die entsprechenden Potentiale eingetragen.
Der Grundzustand liegt voll im Vinylidenminimum, wa¨hrend die Zusta¨nde 1 ν6 und 2
ν6, außer 1 ν6 bei der 5D-Korrektur, schon im Sekunda¨rminimum liegen. Dieses Niveau
liegt dort knapp unter dem Seitenminimum, so daß man dort fu¨r diesen Zustand keine
Aufenthaltswahrscheinlichkeit erwartet. 3 ν6 liegt eben noch im Sekunda¨rminimum oder
gerade daru¨ber. Die Aufenthaltsdauer in dieser Mulde du¨rfte in jedem Fall kurz sein. Der
4 ν6-Zustand ist rechts und links nur durch das Maximum des globalen U¨bergangspunktes
begrenzt und hat somit nur eine kurze Tunneldistanz zu u¨berwinden. Alle ho¨her angeregten
Zusta¨nde sind frei und spu¨ren daher wenig von den Charakteristika des Potentials. Die 2 ν6-
und 3 ν6-Linien liegen sehr eng beisammen, sie sind also quasi entartet. Diese ko¨nnen bei
einer spektroskopischen Untersuchung als ein Peak interpretiert werden, was auch schon
bei der Betrachtung des Spektrum auffiel.
4.3.4 Lebensdauern
Erwartungsgema¨ß steigen die Lebensdauern bei doppelter Deuterierung an. Sie sind in Tab.
4.2 mit aufgefu¨hrt. Insbesondere die Lebensdauern des ersten angeregten Zustands sind
um zwei bis drei Gro¨ßenordnungen gewachsen, und zwar bei der 5D-nullpunktskorrigierten
Rechnung am sta¨rksten, weil hier die Nullpunktskorrektur am geringsten ist. Man be-





















































































































































































Abbildung 4.8: Spektren und Termschemata von D2C2. Man beachte, daß die 2 ν6-
und 3 ν6-Niveaus relativ eng zusammen liegen und daß das 3 ν6-Niveau bei der 5D-
nullpunktskorrigierten Rechnung gerade nicht mehr im Innenbereich liegt, in dem ein me-
tastabiler Zustand liegen kann.
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obachtet, daß die Lebensdauer eines Niveaus, hier ist es das 4 ν6-Niveau, entgegen dem
allgemeinen Trend gro¨ßer ist, als die des niedriger angeregten Zustands. Dies ist aus den
Niveauschemata nicht unmittelbar einzusehen, liegt doch 4 ν6 um einige Zehntel Elektro-
nenvolt ho¨her als 3 ν6 und hat damit eine viel schma¨lere Energiebarriere vor sich. Ein
mo¨glicher Erkla¨rungsansatz ist, daß die Eigenfunktion von 4 ν6 eher im Vinylidenmini-
mum anzusiedeln ist, wa¨hrend sich 3 ν6 mehr im Sekunda¨rminimum aufha¨lt. U¨ber diese
These kann definitiv erst im na¨chsten Abschnitt bei der Betrachtung der Eigenfunktionen
entschieden werden.
Ansonsten sinken die Lebensdauern, wie gehabt, mit steigender Anregung um fu¨nf oder
sogar sechs Gro¨ßenordnungen. Die Rechnungen unter sich sind vergleichbar, wobei die 5D-
nullpunktskorrigierten Rechnung, ebenso wie bei den anderen Moleku¨ltypen, wieder la¨ngere
Lebensdauern liefert weil die Korrektur hier am geringsten ist. Die Abweichungen bei den
Lebensdauern der am ho¨chsten angeregten Zusta¨nde kommt daher, daß die Lebensdauern
die Kehrwerte sehr kleiner Zahlen darstellen, die wiederum die Imagina¨rteile der Ener-
gieeigenwerte sind. Die Filterdiagonalisierung ist sehr empfindlich gegenu¨ber einer kleinen
A¨nderung der Filterparameter und der Boxfilter versagt bei zu großen imagina¨ren Anteilen
(vgl. Unterabsch. 4.2.5).
Die gena¨herten Lebensdauern im unteren Teil der Tabelle unterscha¨tzen die genaueren
Werte im oberen Teil. Das bedeutet, daß die bloße Division der Schwingungsfrequenzen,
an denen ein Deuteriumatom beteiligt ist, durch
√
2 nicht ausreicht, um genauere Zeiten
zu gewinnen. Diese Korrektur unterscha¨tzt das Potential in seiner Ho¨he. Der Fehler, den
man durch die Na¨herung macht, geht nun auf beiden Seiten des Potentials voll ein und
entfaltet damit eine sta¨rkere Wirkung als dies beim partiell deuterierten Vinyliden der Fall
ist (vgl. Absch. 4.4).
4.3.5 Eigenfunktionen
Abb. 4.9 zeigt die Eigenfunktionen des doppelt deuterierten Vinylidens im 5D-nullpunkts-
korrigierten Potential. Da die Lebensdauern von D2C2 im Vergleich zu H2C2 wesentlich
gro¨ßer sind, sind die spektralen Breiten bei D2C2 viel kleiner. Dies verhindert die beim
undeuterierten Vinyliden beschriebene Mischung eng benachbarter Zusta¨nde. Alle Beitra¨ge
der Eigenfunktionen sind gema¨ß der Achsensymmetrie des zugrunde liegenden Potentials
ebenfalls symmetrisch zu s = 0.































































































































































































(f) Zustand 5 ν6, Verschiebung 60 au
Abbildung 4.9: Betragsquadrat der Eigenfunktionen von D2C2 im 5D-nullpunktskorrigier-
ten Potential.
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Kontenzahl und Symmetrie aller Wellenfunktionen entsprechen genau den Erwartun-
gen, da man es hier mit einem symmetrischen Potential zu tun hat (im Kontrast zu HDC2,
das im na¨chsten Kapitel besprochen wird). Der Grundzustand besitzt ein Maximum, das
genau um das Vinylidenminimum zentriert ist. Der erste angeregte Zustand besitzt einen
Knoten in der Mitte und da seine Eigenenergie knapp unter den Sekunda¨rminima liegt,
keine Aufenthaltswahrscheinlichkeit u¨ber etwa ±100 au hinaus. 2 ν6 weicht stark von der
entsprechenden Eigenfunktion des harmonischen Oszillators ab, da seine Energie in einem
Bereich liegt, wo die zweite Ableitung des Potentials oft ihr Vorzeichen wechselt. Man
beobachtet sta¨rkere Aufenthaltswahrscheinlichkeit in den Nebenminima als im Vinyliden-
minimum.
Wie auch bei HDC2 (vgl. Absch. 4.4) gibt es einen Zustand der aus der Reihe fa¨llt.
Der 4 ν6-Zustand ist langlebiger als als sein Vorga¨ngerzustand 3 ν6. Betrachtet man die
Aufenthaltswahrscheinlichkeiten genau, so stellt man fest, daß die a¨ußeren Enden von 3
ν6 ho¨her sind als die von 4 ν6. Dort flacht die Wahrscheinlichkeitsdichte zum Acetylen
viel schneller ab, und die Isomerisierungswahrscheinlichkeit ist somit kleiner. Die ho¨her
angeregten Zusta¨nde ab 4 ν6 liegen schon knapp u¨ber dem Potential und flachen mit zu-
nehmender Energie immer mehr ab. Die A¨hnlichkeit mit der Wahrscheinlichkeitsdichte des
harmonischen Oszillators nimmt ab 4 ν6 zu, da man das Potential zwischen Vinylidenmi-
nimum und den globalen U¨bergangszusta¨nden durch eine Parabel interpolieren kann und
Tunnelprozesse durch U¨Z II nicht mehr stattfinden, weil die Niveaus daru¨ber liegen.
4.3.6 Zeitabha¨ngige Wellenfunktion
Die Dynamik des Moleku¨ls wa¨hrend der Propagation wird durch Abb. 4.10 beschrieben.
Mit der Propagation wurde bei s = 0 mit einem gaußfo¨rmigen Wellenpaket der Breite 10.54
au begonnen. Wegen der Symmetrie des Potentials, ist die zeitabha¨ngige Wahrscheinlich-
keitsdichte ebenfalls symmetrisch zu s = 0.
Ausgehend von einem gaußfo¨rmigen Startwellenpaket (Abb. (a)) zerfließt dieses symme-
trisch nach links und rechts. Wa¨hrend sich nach einer Propagationsdauer von 16 fs (Abb.
(b)) der Peak noch innerhalb des Potentials befindet, ist nach 32 fs (Abb. (c)) ein gewisser
Teil des Moleku¨ls dabei zu isomerisieren, weil sich die Flanken des Peaks in einem Bereich
befinden, der dem voll deuterierten Acetylen entspricht. Zu dieser Zeit bilden sich auch
oszillatorische Strukturen an den Ra¨ndern, die sich bei 48 fs (Abb. (d)) versta¨rkt haben.









































































































































Abbildung 4.10: Wahrscheinlichkeitsdichte von D2C2 im 5D-nullpunktskorrigierten Potenti-
al in Momentaufnahmen. Die zeitabha¨ngige Wahrscheinlichkeitsdichte verbreitert sich mit
der Propagationsdauer. Bereits nach 32 fs ist ein gewisser Teil des Moleku¨ls isomerisiert, da
die Flanken des Peaks in einem Bereich sind, der dem voll deuterierten Acetylen entspricht.
An den Seiten finden Oszillationen statt, die bei 48 fs eine Art Plateau bilden.
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Dann hat auch der mittlere Teil der Wellenfunktion nichts mehr mit einer Gaußfunktion
zu tun. Unterhalb der Sekunda¨rminima bildet sich eine Art Plateau. Dies weist darauf hin,
daß bestimmte halb isomerisierte Geometrien gleich wahrscheinlich sind. Ein bevorzugter
Aufenthalt in den Sekunda¨rminima ist nicht zu beobachten. Es gibt sogar im Gegenteil
einen schwachen Einbruch an dieser Stelle bei s ≈ ±125 au.
4.4 Einfach deuteriertes Vinyliden
4.4.1 Nullpunktskorrekturen zum Potential
Ebenso wie beim nicht und voll deuterierten Vinyliden kann man am Potential der halb
deuterierten Spezies Nullpunktskorrekturen anbringen, die in Abb. 4.3(b) dargestellt sind.
Wie bereits in Absch. 4.1 besprochen, ist das Potential auf beiden Seiten unterschiedlich
breit, je nachdem, ob das Wasserstoff- oder das Deuteriumatom umklappt. Das Potential ist
auf der Seite der Deuteriumswanderung breiter, da Deuterium eine doppelt so große Mas-
se hat wie Wasserstoff. Gro¨ßere Masse bedeutet einen breiteren Potentialwall und damit
geringere Tunnelwahrscheinlichkeit, wie aus Gl. (1.3) ersichtlich ist. Die Nullpunktskor-
rekturen fallen je nach Seite unterschiedlich aus, da sie von den Schwingungsfrequenzen
der hierbei beru¨cksichtigeten Freiheitsgrade abha¨ngen. Diese sind im Fall von Deuterium
kleiner als im Fall des Wasserstoffs, wie Tab. 3.2 gezeigt hat. Auf der
”
Deuteriumsseite“
liegen die 4D- und die 6D-Kurven eng beisammen, auf der anderen Seite sind 4D- und
5D-nullpunktskorrigierten Potentiale enger benachbart. Wie bei H2C2 a¨ndert die Korrek-
tur die Ho¨he des Potentials, besonders auf der Wasserstoffseite dramatisch; ein Effekt der
auch den energetischen Abstand der Maxima betrifft, die mit steigender Korrektur immer
na¨her aneinander ru¨cken, bis man eine Art
”
Schale“ als Gesamtu¨bergangszustand hat. Bei
der 6D-Korrektur liegt U¨Z II sogar ho¨her als U¨Z, und stellt somit den globalen U¨bergangs-
zustand dar. In diesem Sinne kann man ein Moleku¨l, das U¨Z II u¨berschritten hat, schon
als isomerisiert, also als Acetylen betrachten.
4.4.2 Spektren
Abb. 4.11 links zeigt die Spektren des einfach deuterierten Vinylidens. Zur Erzeugung
dieser Spektren wurde mit der Propagation wieder mit einer Verschiebung des Startwel-
lenpakets bei 100 au begonnen, nachdem eingehend studiert wurde, wie sich die Maxima


















































































































































































(f) 6D-Niveauschema. Man beachte das dies
das einzige eindimensionale Potential ist,
bei dem U¨Z II energetisch ho¨her liegt als
U¨Z.
Abbildung 4.11: Spektren und Termschemata von HDC2. Bei der 5D-Korrektur ist der
3 ν6-Zustand auf der Wasserstoffseite nicht mehr begrenzt, dennoch hat er eine gro¨ßere
Lebensdauer als der 2 ν6-Zustand, was nur bedeuten kann, daß der Zustand im Zwischen-
minimum des Deuteriums quasi-gebunden ist.
72 KAPITEL 4. EINE 1D REAKTIONSPFADRECHNUNG
bei Verschiebung des Pakets um 20 au, 40 au und 100 au verhalten. Dabei konnte gezeigt
werden, daß jede Linie der Filterdiagonalisierung einem Peak bei der Fouriertransformation
entspricht, da die einzelnen Linien bei einer Verschiebung des Startwellenpakets mehr oder
weniger stark ausgepra¨gt sind. Die Korrespondenz zwischen dem fouriertransformierten
und dem gefilterten Spektrum nimmt allerdings mit steigender Anregung ab. Die gefilter-
ten Linien scheinen bei steigender Anregung zu kleineren Energien hin verschoben. Diesem
”
Makel“ konnte auch nicht durch vielfa¨ltige Variation der Filterparameter beigekommen
werden, vielmehr scheinen sich hier die in Absch. 2.5 besprochenen Probleme aufzutun, da
die Fouriertransformierte des hier verwendeten Kastenfilters eine sinc-Funktion darstellt,
die im Komplexen divergent ist (vgl. Absch. 2.5).
Man beobachtet den Grundzustand als erste schwache Erhebung bei ca. 0.015 eV, dann
zwei stark ausgepra¨gte Linien bei etwa 0.04 eV und 0.045 eV, die dem ersten und zweiten
angeregten Zustand entsprechen. Darauf folgen in jedem Spektrum fu¨nf niedriger werden-
de Peaks, die den ho¨her angeregten Zusta¨nden zugeordnet werden. Qualitativ sind die
Spektren sehr a¨hnlich, was auch zu erwarten war. Die Linien sind natu¨rlich je nach Null-
punktskorrektur sehr leicht verschoben (s. Tab. 4.2) und etwas unterschiedlich ausgepra¨gt.
Die unterschiedliche Ho¨he der Peaks kommt dadurch zustande, daß das Startwellenpaket
einen unterschiedlichen U¨berlapp mit der Wellenfunktion des jeweiligen angeregten Zu-
stands hat.
4.4.3 Niveauschemata
Die Niveauschemata, die sich aus den Spektren und den Reaktionspfadpotentialen erge-
ben, sind in Abb. 4.11 rechts wiedergegeben. Wie bereits ausfu¨hrlich diskutiert, hat man
es hier mit einem asymmetrischen Potential zu tun, und zwar sowohl in der Breite als
auch in der Ho¨he. Wie man sieht, liegen das 1 ν6- und das 2 ν6-Niveau, sowie natu¨rlich
der Grundzustand, immer als gebundene Zusta¨nde im innersten Teil des Potentials vor.
Das 3 ν6-Niveau ist bei der 5D-Korrektur links durch einen Potentialwall begrenzt und bei
der 4D- und 6D-Korrektur interessanterweise ein im linken Nebenmaximum gerade noch
gebundener Zustand. 4 ν6 ist immer nur linksseitig begrenzt, und alle ho¨her angeregten
Zusta¨nde sind vo¨llig frei. Wie bereits erwa¨hnt, liegt bei der 6D-Korrektur U¨Z II auf der
Wasserstoffseite ho¨her als U¨Z und stellt somit das eigentliche Hindernis bei der Isomerisie-
rung des 2 ν6-Zustands dar. Dieses Potential weist insofern die ho¨chste Asymmetrie auf,
4.4. EINFACH DEUTERIERTES VINYLIDEN 73
und A¨hnlichkeiten mit dem harmonischen Oszillator kann es nur in einer engen Umgebung
um das Vinylidenminimum geben.
Aus den Abbildungen wird deutlich, daß das Moleku¨l bevorzugt u¨ber das Wasserstof-
fatom isomerisieren wird, da auf der rechten Seite die Potentialschwelle viel niedriger ist.
Eine Art Oszillationsbewegung der zeitabha¨ngigen Wellenfunktion zwischen dem Neben-
minimum links und dem Vinylidenminimum wa¨re denkbar. Die Zusta¨nde 1 ν6 und 2 ν6
ko¨nnen gema¨ß ihrer Energie sowohl im Vinylidenminimum als auch im Nebenminimum
konzentriert sein.
4.4.4 Lebensdauern
Tab. 4.2 listet die Lebensdauern der Zusta¨nde des halb deuterierten Vinylidens auf. Wie
erwartet, steigen die Lebensdauern bei Deuterierung tatsa¨chlich an, und zwar um etwa eine
Gro¨ßenordnung im Vergleich zu H2C2. Außerdem nimmt die Lebensdauer mit steigender
Anregung bis auf eine Ausnahme ab; vom Grundzustand bis zum 6 ν6-Niveau um fu¨nf
Gro¨ßenordnungen. Der gro¨ßte Sprung tritt zwischen Grundzustand und erstem angereg-
tem Zustand. Die Lebensdauer des Grundzustands ist auch mit der gro¨ßten Unsicherheit
behaftet, da er der Kehrwert der kleinsten Zahl ist. Setzt man die Filterparameter an-
ders, erho¨ht man z. B. die Anzahl der Eigenwerte oder variiert man das Energiefenster,
in dem sie berechnet werden, so kann diese Zahl stark schwanken (vgl. Unterabsch. 4.2.5),
wa¨hrend die anderen Werte stabil bleiben. Interessant ist, daß die Lebensdauer fu¨r den
3 ν6-Zustand nach oben geht, eine Eigenschaft, die man man ebenso beim 4 ν6-Niveau
des doppelt deuterierten Vinylidens wiederfindet. Eine mo¨gliche Erkla¨rung dafu¨r ist, daß
gerade dieser Zustand metastabil in einem der Nebenminima gebunden ist. Wie der vorher-
gehende Unterabsch. 4.4.3 gezeigt hat, kann dies eigentlich nur auf der Deuteriumsseite der
Fall sein, weil auf der anderen Seite keine Begrenzung mehr existiert. Im Vergleich zu dem
undeuterierten Moleku¨l nehmen die Lebensdauern zu, da das Potential insgesamt breiter
und links sogar ho¨her geworden ist. Die Lebensdauern sind jedoch in der Gro¨ßenordnung
durchaus vergleichbar.
Die gena¨herten Lebensdauern im unteren Teil der Tabelle sind etwas gro¨ßer als die
exakteren weiter oben. Man scha¨tzt das Potential also ein bißchen ho¨her ein als es eigentlich
ist. Die Approximation trifft besonders die ho¨her angeregten Zusta¨nde jedoch recht gut,
was darauf zuru¨ckzufu¨hren ist, daß der Fehler nur in die linke Seite des Potentials eingeht,
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wo das Deuteriumatom wandert.
4.4.5 Eigenfunktionen
Abb. 4.12 zeigt die Eigenfunktionen des halb deuterierten Vinylidens, wie sie mit der Me-
thode der spektralen Quantisierung berechnet wurden. Genau wie im undeuterierten Fall
ist die Wellenfunktion des Grundzustands durch einen Peak repra¨sentiert, der sich an der
Stelle des Vinylidenminimums befindet. Der 1 ν6-Zustand hat zwar noch wie erwartet im
Zentrum des Potentials einen Knoten, die Anharmonizita¨t des zugrunde liegenden Po-
tentials kommt aber auf der rechten Seite, wo das Wasserstoffatom wandert, bereits zum
Tragen. Dies liegt daran, daß hier das Potential niedriger ist und der Zustand schon voll die
Anwesenheit des rechten Sekunda¨rminimums zu
”
spu¨ren“ bekommt. Besonders kraß wird
dies auch beim 2 ν6-Zustand sichtbar. Dessen Energieeigenwert liegt na¨mlich als einziger in
beiden Sekunda¨rminima, wa¨hrend 1 ν6 noch knapp unter dem linken und 3 ν6 schon u¨ber
dem rechten U¨bergangszustand liegt. Die Aufenthaltswahrscheinlichkeit dieses Zustands
ist stark auf der rechten Seite konzentriert, auf der auch bereits isomerisierte Anteile zu
beobachten sind.
Fu¨r 3 ν6 erha¨lt man eine Wellenfunktion, die nichts mehr mit der des harmonischen
Oszillators gemein hat, obwohl man in Abb. 4.12(d) eine bessere Symmetrie als in (c) hat.
(Die Knotenzahl entspricht immer den Erwartungen.) Die Vermutung, daß die gegenu¨ber
2 ν6 erho¨hte Lebensdauer von 3 ν6 darauf zuru¨ckzufu¨hren ist, daß der Zustand im linken
Sekunda¨rminimum lokalisiert ist, wird hier besta¨tigt. 2 ν6 isomerisiert schneller, weil der
Zustand nach rechts eine viel du¨nnere und niedrigere Barriere zu durchdringen hat, als
3 ν6 nach links. Eine Umlagerung des Wasserstoffatoms von 3 ν6 ist dennoch mo¨glich, es
existieren auch schon signifikant isomerisierte Anteile rechts, aber die Wahrscheinlichkeit
des Deuteriumatoms eine bereits stark abgewinkelte Position einzunehmen, ist etwas ho¨her
als fu¨r das Wasserstoffatom. Die u¨brigen Eigenfunktionen 4 ν6 bis 6 ν6 haben wieder gro¨ßere
A¨hnlichkeit mit denen des harmonischen Oszillators, was ra¨umliche Symmetrie um den
Potentialmittelpunkt und die Knotenzahl anbelangt. Die Symmetrie wird umso besser, je
weiter die Energie der Zusta¨nde vom Potential abru¨ckt. Wie erwartet, erha¨lt man schon
einen bedeutenden Teil der Aufenthaltswahrscheinlichkeit in dem Bereich, der die Acetylen-
Geometrie beschreibt.































































































































































































(f) Zustand 5 ν6, Verschiebung 60 au
Abbildung 4.12: Betragsquadrat der Eigenfunktionen von HDC2 im 5D-korrigierten Poten-
tial.
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4.4.6 Zeitabha¨ngige Wellenfunktion
In Abb. 4.13 ist die zeitabha¨ngige Wellenfunktion von HDC2 im 5D-nullpunktskorrigier-
ten Potential zu verschiedenen Zeitpunkten geplottet. Ein gaußfo¨rmiges, 10.54 au breites
Wellenpaket wurde dabei bei s = 0 gestartet. Wa¨hrend der ersten 16 fs beha¨lt das Start-
wellenpaket seine Form. Bei 32 fs bildet sich auf der rechten Seite, also auf der Seite auf
der das Wasserstoffatom wandert, ein Peak aus. Dieser liegt in etwa auf der selben Ho¨he
wie das entsprechende Sekunda¨rminimum. Wiederum 16 fs spa¨ter bildet sich eine a¨hnliche
Struktur auf der anderen Seite, der Seite, die der Wanderung des Deuteriumatoms zuzu-
schreiben ist. Nach 48 fs ist schon ein großer Teil der Wellenfunktion in dem Bereich, der
dem Acetylen entspricht.
Die zeitliche Entwicklung der Aufenthaltswahrscheinlichkeit entspricht den Erwartun-
gen, na¨mlich, daß beim partiell deuterierten Vinyliden die Isomerisierung wahrscheinlicher
u¨ber eine Wanderung des Wasserstoffatoms stattfindet als u¨ber eine Wanderung des Deu-
teriums. Beim Zerfließen der Wahrscheinlichkeitsdichte vom Vinylidenminimum zum Ace-
tylen werden zuna¨chst Schwerpunkte bei den Nebenminima gebildet. Das Moleku¨l kann
also eine Geometrie annehmen, in der das wandernde Moleku¨l (entweder Wasserstoff oder
Deuterium) zwischen den Kohlenstoffatomen befindet.
4.5 Die verschiedenen Moleku¨le im Vergleich
Die Potentiale der drei verschiedenen Isotopomere von Vinyliden unterscheiden sich in
Breite und Symmetrie. Die Potentiale des nicht und voll deuterierten Vinylidens sind sym-
metrisch bezu¨glich des Vinylidenminimums, da die Moleku¨le an sich symmetrisch sind.
Das D2C2-Potential ist breiter und zwar aus den in den Absch. 4.4 und 4.3 erla¨uterten
Gru¨nden. Entsprechend seinen atomaren Bestandteilen ist das HDC2-Potential asymme-
trisch in seiner seitlichen Ausdehnung sowie in seiner Ho¨he. Die Begru¨ndung dafu¨r liegt
in der unterschiedlichen Massegewichtung und in den unterschiedlichen Nullpunktskorrek-
turen, die sich aus der Frequenzrechnung ergeben. Dabei sind die Frequenzen der Schwin-
gungsmoden von D2C2 kleiner als die von H2C2. Entsprechend fielen die Korrekturen bei
D2C2 geringer als bei H2C2 aus. Interessant ist das 6D-Potential von HDC2, da hier U¨Z II
energetisch ho¨her liegt als U¨Z und U¨Z II somit das Haupthindernis bei der Isomerisierung
darstellt. Ein interessanter Aspekt der ab initio-Frequenzrechnung war, daß man durch




































































































































(d) 48 fs. Der Schwerpunkt liegt rechts.
Abbildung 4.13: Wahrscheinlichkeitsdichte von HDC2 im 5D-nullpunktskorrigierten Poten-
tial in Momentaufnahmen. Die zeitabha¨ngige Wellenfunktion verbreitert sich kontinuier-
lich. Auf Ho¨he der Sekunda¨rminima bilden sich Peaks aus, und zwar auf der Seite, auf der
das Wasserstoffatom umklappt (d. h. s > 0), schneller als auf der anderen Seite.
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Vertauschung von Wasserstoff mit Deuterium in der Z-Matrix der Gaussian-Eingabedatei
die beiden mo¨glichen Prozesse (Wasserstoff wandert bzw. Deuterium wandert) durch ihren
Schwingungen charakterisieren konnte.
Betrachtet man die Spektren aller drei Moleku¨le in der Gesamtschau, so stellt man auf
den ersten Blick eine recht große A¨hnlichkeit fest. Der Grundzustand ist immer bei ungefa¨hr
0.015 eV. Das ist nicht verwunderlich, weil sich die Potentiale in der Umgebung des Viny-
lidenminimums am sta¨rksten a¨hneln. Auch der erste angeregte Zustand 1 ν6 liegt immer
in der Na¨he von 0.04 eV, wa¨hrend die 2 ν6- und 3 ν6-Linien immer zwischen 0.04 eV und
0.06 eV liegen. Die ho¨her angeregten Zusta¨nde nehmen in ihrer Intensita¨t im fouriertrans-
formierten Spektrum mit steigender Deuterierung zu. Auch nimmt die U¨bereinstimmung
der filterdiagonalisierten Linien mit den Peaks des fouriertransformierten Spektrums mit
steigender Deuterierung zu. Beim nicht bzw. partiell deuterierten Vinyliden unterscha¨tzt
die Filterdiagonalisierung die Energie der ho¨her angeregten Peaks um einige Hundertstel
Elektronenvolt, so daß deren Lebensdauern kritischer betrachtet werden sollten. Der U¨ber-
lapp der bei 100 au zentrierten Startwellenfunktion mit 2 ν6 ist außer bei der 6D-Korrektur
bei allen Moleku¨len am gro¨ßten. Bei 6D-nullpunktskorrigierten Rechnung u¨bernimmt die-
se Rolle 1 ν6 (nicht bei D2C2). Die 2 ν6- und 3 ν6-Linien ru¨cken beim voll deuterierten
Vinyliden eng zusammen, wa¨hrend dieser Abstand beim partiell deuterierten am gro¨ßten
ist.
Die Untersuchung der Niveauschemata ergibt folgendes Bild: Die energetische Lage
des Grundzustands fu¨r die verschiedenen Potentiale ist immer im Vinylidenminimum. 1 ν6
liegt energetisch immer in einem Energieintervall zwischen Sekunda¨rminimum (oder knapp
darunter) und U¨bergangszustand II. Dies ist bei D2C2 (5D) oder beim halb deuterierten
Vinyliden bezu¨glich des linken Sekunda¨rminimums der Fall. Der Zustand kann also ganz
innen oder im Nebenminimum lokalisiert sein. A¨hnlich verha¨lt es sich mit 2 ν6, wa¨hrend
3 ν6 meist schon knapp u¨ber U¨Z II liegt, so daß keine ”
inneren“ Tunnelprozesse mehr
stattfinden ko¨nnen. Beim halb deuterierten Vinyliden ist dieses Niveau sogar rechtsseitig
frei, was umsomehr erstaunlich ist, als daß dessen Lebensdauer ho¨her ist als die von 2 ν6.
Das 4 ν6-Niveau von HDC2 kreuzt das Reaktionspfadpotential nur auf der Seite, auf der
das Deuteriumatom wandert, bei H2C2 ist es immer frei.
Die Lebensdauern verhalten sich im U¨berblick erwartungsgema¨ß: Sie nehmen mit zu-
nehmender Deuterierung zu und mit zunehmender Anregung ab. Die Niveaus der einzelnen
Rechnungen sind einander eindeutig zuordenbar. Zu kla¨ren blieb die Frage, warum das 3
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ν6-Niveau des halb und das 4 ν6-Niveau des doppelt deuterierten Vinylidens eine la¨ngere
Lebensdauer haben als ihre Vorga¨ngerniveaus. Durch die bloße Betrachtung der Niveau-
schemata kann lediglich gemutmaßt werden, daß bei HDC2 die entsprechende Eigenfunk-
tion metastabil im linken Sekunda¨rminimum und bei D2C2 hauptsa¨chlich in der Mitte
lokalisiert ist. Diese Hypothese konnte fu¨r HDC2 durch Untersuchung der Eigenfunktionen
besta¨tigt werden, weil die Wahrscheinlichkeitsdichte von 2 ν6 sta¨rker links lokalisiert ist
und somit eine du¨nnere Wand zu durchdringen ist. Bei D2C2 bestand die Erkla¨rung darin,
daß die Wahrscheinlichkeitsdichte von 3 ν6 schon gro¨ßere isomerisierte Anteile (d. h. solche,
die schon im Bereich von Acetylen liegen) hatte als 4 ν6.
Die Eigenfunktionen der Grundzusta¨nde entsprechen denen des harmonischen Oszilla-
tors. Da die Potentiale mit steigender Energie zusehends anharmonisch werden, bleibt nur
die Anzahl der Knoten als A¨hnlichkeit zum harmonischen Oszillator erhalten. Diese Gren-
ze zur Anharmonizita¨t ist bei 1 ν6, spa¨testens aber ab 2 ν6 u¨berschritten (dann na¨mlich
wenn der betreffende Zustand nicht mehr unterhalb des Sekunda¨rminimums liegt). Liegt
ein Niveau energetisch u¨ber dem Zwischenminimum und U¨Z II, erwartet man so etwas wie
”
inneres“ Tunneln und signifikante Aufenthaltswahrscheinlichkeit in den Sekunda¨rminima.
Zusta¨nde, deren Energie u¨ber U¨Z II oder ho¨her liegt, sollten wieder gro¨ßere A¨hnlichkeit
mit dem harmonischen Oszillator aufweisen. Beide Effekte treten ein. Weil das Potential
symmetrisch ist, mu¨ssen die Eigenfunktionen dieser Moleku¨le ebenfalls symmetrisch sein.
Bei HDC2 erwartet man diese Eigenschaft nicht, sondern eher eine Konzentration rechts,
wo Wasserstoff isomerisiert. Diese Symmetrie wird bei den ho¨her angeregten Zusta¨nden
von H2C2 nicht so gut demonstriert wie bei D2C2, weil bei H2C2 die starke Mischung
benachbarter Zusta¨nde durch eine relativ große Breite der spektralen Umhu¨llenden zum
Tragen kommt.
Die zeitabha¨ngige Wahrscheinlichkeitsdichte eines zum Zeitpunkt Null im Vinyliden-
minimum zentrierten gaußfo¨rmigen Startwellenpakets verbreitert sich mit zunehmender
Propagationsdauer. Nach ca. 32 fs ist ein gewisser Teil der Moleku¨le bereits isomerisiert
und an den Flanken des zu Beginn gaußfo¨rmigen Wellenpakets bilden sich besondere Struk-
turen. Beim voll deuterierten Vinyliden sind diese Strukturen oszillatorisch und nehmen
bei 48 fs die Form eines Plateaus an. Auffa¨llige Strukturen der zeitabha¨ngigen Wahrschein-
lichkeitsdichte des partiell deuterierten Vinylidens sind zwei Nebenmaxima unter den Se-
kunda¨rminima des Potentials, wobei sich das Nebenmaximum auf der Seite, auf der das
Wasserstoffatom wandert, schneller ausbildet als auf der Seite, auf der das Deuteriumatom
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wandert. Aus diesem Sachverhalt wird gefolgert, daß das Wasserstoffatom schneller wan-





Nachdem in Kap. 4 das Potential der Vinyliden-Acetylen Umlagerungsreaktion durch ein
eindimensionales Reaktionspfadpotential gena¨hert und der Einfluss der verschiedenen Frei-
heitsgrade des Moleku¨ls durch Nullpunktskorrekturen simuliert wurde, soll in diesem Ka-
pitel ein realistischerer und komplexerer Ansatz verfolgt werden. Ausgehend vom vollen
3D-Potential, das in den Koordinaten θr, θs und R gegeben ist, soll eine lokal harmonische
Na¨herung dieses Potentials erstellt werden, indem eine Taylorentwicklung um den Reakti-
onspfad in mehreren Dimensionen durchgefu¨hrt wird. Mit Hilfe der beiden Potentiale sollen
anschließend, analog zu Kap. 4, quantendynamische Rechnungen durchgefu¨hrt werden, die
u¨ber die Qualita¨t der lokal harmonischen Na¨herung Aufschluss geben sollen.
5.1 Potential
Das hier verwendete dreidimensionale Potential stellt eine lokal harmonische Na¨herung
des vollen dreidimensionalen Potentials V (θr, θs, R) um den Reaktionspfad V (s) dar, d.
h. es wird eine Taylorentwicklung des vollen Potentials in zwei Koordinaten θs und R bis
zur zweiten Ordnung durchgefu¨hrt, wie sie in Absch. 2.7 beschrieben wurde. Dabei liegt
der Entwicklungspunkt immer auf dem Reaktionspfad, und die dritte Koordinate θr ist
ein Parameter der Potentialfunktion, die das unvera¨nderte 3D-Potential beschreibt. Der
Reaktionspfad ist in Abb. 4.1 gezeigt.
Wie in jenem Kapitel schon beschrieben, wurde der Reaktionspfad in den Koordinaten
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(θ1, θ2, R) ab initio berechnet. Diese sind mit den Koordinaten (θr, θs, R) u¨ber Gl. (2.23)
verknu¨pft. Bei der Rechnung wurde der Winkel θ1 festgehalten und die anderen Koordina-
ten solange variiert, bis die Energie des Systems minimal war. θ1 u¨berspannte dabei einen
Bereich von 35◦ bis 180◦ und wurde in Schritten von 5◦ vera¨ndert. Anschließend wurde
wieder auf den anderen Koordinatensatz u¨bergegangen. Da man so einen Pfad erha¨lt, der
aus nur 29 Punkten besteht, ist es notwendig, vor der Berechnung des lokal harmonischen
Potentials den Reaktionspfad hinreichend gut zu interpolieren.
Die Interpolation geschieht in zwei Schritten: Man betrachtet θs und R auf dem Pfad
als Funktionen von θr, die an einigen diskreten Stellen gegeben sind. Da man den Pfad
vorher auf die symmetrischen Koordinaten umgerechnet hat, sind diese Stellen nicht mehr
wie θ1 a¨quidistant. Zuerst berechnet man die ersten Ableitungen der Funktionen an den
gegebenen Stellen von θr. Mit diesen Ableitungen berechnet man die Funktionen selbst an
einem beliebigen Punkt θ˜r mit Hilfe von Spline-Interpolation [72].
Gibt also das Programm ein beliebiges Koordinatentripel (θ˜r, θ˜s, R˜) vor, so wird durch




θ0r = θ˜r ist. Dieses neue Tripel stellt den Entwicklungspunkt fu¨r die Taylorentwicklung dar,
die an den Koordinaten (θ˜r, θ˜s, R˜) ausgewertet wird. Eine Unterroutine bestimmt zuna¨chst
die Entwicklungskoeffizienten. Dabei mu¨ssen die Ableitungen in Gl. (2.79) durch Differen-
zenquotienten ausgewertet werden. Eine weitere Unterroutine berechnet nun mit diesen
Ableitungen das Potential fu¨r den gegebenen Punkt (θ˜r, θ˜s, R˜), indem die Werte konkret
in die Taylorentwicklung eingesetzt werden. Daraus ergibt sich ein in den Koordinaten θs
und R lokal harmonisches Potential, das in Abb. 5.1 gezeigt ist.
In dieser Abbildung wurden zwei Schnitte gemacht: Ein Schnitt in θr-θs-Richtung (a)
und ein anderer in θr-R-Richtung (b). In der Abb. (c) wurde das letztere Potential auch
ra¨umlich geplottet. Man kann sich gut vorstellen, Parabeln in das Potential einzupassen,
deren A¨ste immer in θs- bzw. R-Richtung zeigen. Dadurch entsteht in Abb. (c) eine Art
parabolische
”
Rinne“, in der der Reaktionspfad liegt. Die Abbildungen sind so gemacht,
daß die jeweils nicht abgebildete Koordinate optimal ist, d. h. auf dem Reaktionspfad liegt.
Die gewa¨hlte Vorgehensweise zur Berechnung des Reaktionspfades via Optimierung al-
ler Freiheitsgrade außer θ1 bezu¨glich der Energie hat ihre Tu¨cken. Betrachtet man na¨mlich
Schnitte durch das Potential fu¨r einen festen Kohlenstoffatomabstand (R = const), so stellt
man fest, daß das Potential gekru¨mmt ist. Der Reaktionspfad zeigt in diesem Potential per
definitionem entlang des negativen Gradienten, also in Richtung des steilsten Abstiegs.
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(a) θr-θs-Schnitt durch das Potential in der
Ho¨henliniendarstellung. R liegt an jedem
Punkt auf dem Reaktionspfad, der via Kon-
struktion des Pfades das energetische Mini-
mum fu¨r ein gegebenes θr darstellt.





























(c) Wie (b), aber in der perspektivischen Darstellung. Das Potential bildet eine parabolische
”
Rinne“,
in der der Reaktionspfad liegt.
Abbildung 5.1: Lokal harmonische Na¨herung des 3D-Potentials um den Reaktionspfad.
In der Mitte der Abbildungen bei θr = 0 liegt das Vinylidenminimum, flankiert von den
beiden Sekunda¨rminima, jenseits denen der U¨bergangszustand fu¨r die Isomerisierung liegt.
Zu den anderen Seiten hin steigt das Potential steil an.
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Wa¨re das Potential nicht gekru¨mmt, sondern gerade, d. h. wa¨ren die A¨quipotentiallinien
außer an den seitlichen Ra¨ndern parallel zur θr-Achse, so wu¨rde das Optimierungsver-
fahren exakt den gleichen Reaktionspfad finden wie das Gradientenverfahren. Durch die
Kru¨mmung geschieht nun folgendes: Vor dem U¨bergangspunkt (U¨Z) ermittelt das Optimie-
rungsverfahren einen kleineren θs-Wert fu¨r den Reaktionspfad als das Gradientenverfahren.
Dies ist so, weil man, wenn man vom
”
wahren“ Reaktionspfad aus in Richtung kleinerer
θs-Werte hin geht, A¨quipotentiallinien kreuzt, die zu geringeren Energien geho¨ren, als wenn
man in Richtung gro¨ßerer θs-Werte geht.
Dennoch existiert ein Minimum der Energie in der Na¨he des Pfades, jedoch bei ei-
nem Wert von θs, der geringer ist als erwartet. Am U¨bergangspunkt ist die Energie in
θs-Richtung nahezu konstant, da man sich in dieser Richtung auf einer A¨quipotentialli-
nie bewegt. Kurz hinter dem U¨bergangspunkt ist die Energie bei gro¨ßeren θs-Werten viel
geringer als bei kleineren Werten, da man bei gro¨ßeren θs-Werten hin A¨quipotentiallinien
kreuzt, die zu kleineren Energien geho¨ren als umgekehrt. Der Unterschied der Energien
bei einem θs zum na¨chsten ist relativ groß, da die Ho¨henlinien hinter dem U¨bergangs-
punkt sehr dicht liegen. Diese Effekte werden besonders deutlich, wenn man Umgebungen
ausgewa¨hlter Punkte in θs-Richtung auf dem Reaktionspfad betrachtet (Abb. 5.2).
Links des U¨bergangspunktes in Abb. (b) liegt das Minimum der Parabel auch links
des Pfades, am U¨bergangspunkt hat man fast eine waagrechte Tangente, also konstante
Energie, und rechts davon so etwas wie eine Tangente an den Pfad. Diese Pha¨nomene
verschwinden, la¨ßt man in der lokal harmonischen Na¨herung (Gl. 2.79) die ersten und die
gemischten Ableitungen weg. Dann erha¨lt man links von U¨Z nach oben und rechts davon
nach unten geo¨ffnete Parabeln. Der Vergleich der Potentiale in der Umgebung weiterer
ausgewa¨hlter Punkte zeigt außerdem, daß es zwischen dem vollen 3D-Potential und der
lokal harmonischen Na¨herung meist eine gute U¨bereinstimmung gibt. Diese ist so gut, daß
man bis auf die Umgebungen kurz vor dem U¨bergangszustand und am U¨bergangszustand
keine Unterschiede erkennt.
Man sieht die Notwendigkeit, die ersten Ableitungen sowie die gemischte Ableitung
in die Entwicklung des Potentials mitzunehmen. Dies wa¨re nicht notwendig, bestu¨nde die
Gewißheit, daß man sich stets im Minimum bewegt, wo die entsprechenden Terme Null
wa¨ren. Betrachtet man Umgebungen gewisser Punkte auf dem Pfad in R-Richtung, so
kommt man zum Schluß, daß bereits das volle 3D-Potential nahezu harmonisch ist und
zwar sowohl vor als auch hinter dem U¨bergangspunkt. Dies verleitet zur Annahme, daß die
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Spektrallinien, die zu diesem Freiheitsgrad geho¨ren, ihre Position bei Benutzung des lokal
harmonischen Potentials kaum a¨ndern sollten.
Die besagten Probleme bei Vernachla¨ssigung der ersten und der gemischten Ableitun-
gen treten nur jenseits des U¨bergangspunkts, also nur am Rand des Potentials, auf. Kurz
hinter dieser Grenze wird die zweite Ableitung wieder positiv. Dies bewirkt bei kleinen θs
eine Senke, die bei ungu¨nstiger Startposition des Anfangswellenpakets am Rand des Git-
ters zu unphysikalischen Effekten fu¨hren ko¨nnte. Die zeitabha¨ngige Wellenfunktion ko¨nnte
in diesen Seitenta¨lern hin und her reflektiert werden oder sie ko¨nnte sich sogar in eine un-
erwu¨nschte Richtung bewegen, die keiner vorkommenden Isomerisierung entspricht. Bei der
Verwendung einer geschickten Startposition sollte dieser Bereich aber keine Rolle spielen,
da er wesentlich ho¨her liegt als der Bereich des U¨bergangszustands.
Dennoch wurde eine Vorsorge gegen mo¨gliche Artefakte getroffen, d. h. das Potential
wurde in dem Bereich |θr| ≥ 1.25 so gegla¨ttet, daß die erwa¨hnte Senke verschwindet. Ma-
nipuliert wurden die ersten und zweiten Ableitungen in diesem Gebiet. Und zwar wurden
dort fu¨r die ersten und zweiten Ableitungen der Parabeln lineare Funktionen benutzt. An
dem kleinsten Wert von θr, wo die ”
Welle“ einsetzt und am a¨ußersten wurden ∂V/∂θs und
∂2V/∂θ2s ermittelt. Durch diese zwei Werte konnte jeweils eine lineare Funktion ausgerech-
net werden, die das Potential glatter macht.
Das Potential, das man durch die lokal harmonische Na¨herung erha¨lt, ist dem vollen
3D-Potential recht a¨hnlich (Fig. 5.3). Es steigt jedoch an den Ra¨ndern in θs-Richtung
sta¨rker an. Ebenso wie das volle Potential besitzt es Sekunda¨rminima links und rechts
des Vinylidenminimums. Auffa¨llig ist, daß das Potential kurz hinter den Sekunda¨rminima
steiler wird. Außerdem beachte man, daß es beim U¨bergang zum Acetylen fu¨r große R
nicht ansteigt. Dies ist auch gut versta¨ndlich, da ja das Parabelminimum, um das das
Potential symmetrisch ist, sehr nahe am Reaktionspfad liegt, der schließlich zu Acetylen
fu¨hrt. Bezu¨glich der Neigung der gesamten Fla¨che beobachtet man, daß sie zu gro¨ßeren R
abnimmt. (Mit Neigung ist der Unterschied zwischen dem kleinsten Potentialwert am linken
und am rechten Rand von θs gemeint.) Das Gesamtbild des Potentials mit der zentralen
Erhebung mit flankierenden Wa¨llen bleibt bei verschiedenen Schnitten entlang R erhalten.
(Abnahme der Neigung bedeutet wiederum, daß große R insgesamt energetisch gu¨nstiger
liegen als kleine.)
Das CAP ist bei beiden Energiefla¨chen gleich. Es ist Null bis etwa θs = 0.9 rad und
besitzt danach, d. h. an den beiden Ecken des betrachteten Bereichs, einen abfallenden
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Mode N Intervall
θr 64 [-2.25, 2.25] rad
θs 64 [0.38, 1.20] rad
R 16 [2.06, 2.77] au
Tabelle 5.1: Ra¨umliche Ausdehnung des Propagationsgitters fu¨r die 3D-Rechnungen (N
Anzahl der Gitterpunkte).
negativen Imagina¨rteil. An den a¨ußersten Ecken des Potentials, also bei (θr|θs) = (±2.5|1.2)
rad erreicht das CAP schließlich seine maximale Absorptionskraft mit einem Imagina¨rteil
von -0.05 au.
5.2 Spektrum
Da man mit der 3D-Potentialfla¨che das experimentelle Photoelektronenspektrum mo¨glichst
gut simulieren will, wird bei der dreidimensionalen Rechnung nicht wie in der eindimensio-
nalen ein gaußfo¨rmiges Startwellenpaket benutzt sondern eines, das auf der Potentialhyper-
fla¨che des Vinylidenanions 256 fs relaxiert [55] wurde. Die Vorarbeit, d. h. die Erstellung
der Anionenenergiefla¨che wurde von Schork und Ko¨ppel geleistet [29]. Das interpolierte
Gitter hat die in Tab. 5.1 aufgefu¨hrte Dichte und Ausdehnung. Insgesamt wurde jeweils
512 fs propagiert. Die zeitabha¨ngige Wellenfunktion wurde alle 128 fs, die Autokorrelation
alle 2 fs gespeichert. Die Lanczos-Ordnung betra¨gt 20.
Vergleicht man in Abb. 5.4 das simulierte Photoelektronenspektrum der lokal harmoni-
schen Na¨herung mit dem der vollen 3D-Rechnung, so zeigt sich eine gute U¨bereinstimmung.
Alle Niveaus der 3D-Rechnung sind auch in der lokal harmonischen Na¨herung wieder zu
finden. Auch die Intensita¨ten der einzelnen Maxima stimmen gut u¨berein. Unterschiede
existieren lediglich im Detail. So beobachtet man eine leichte Verschiebung der Niveaus
des lokal harmonischen gegenu¨ber denen des vollen Spektrums um weniger als 0.01 eV,




0-Niveaus auffa¨llt. Die 6
6
0-Niveau ist im harmoni-
schen Spektrum kaum sichtbar. Die 210-Niveau wird dort von zwei Niveaus flankiert, die
auch durch die Filterdiagonalisierung berechnet werden. (Dabei ko¨nnte es sich um Misch-
zusta¨nde handeln.) Zwischen der 210- und der 2
2
0-Niveau existieren zwei bzw. drei weitere
Niveaus, die sehr schwach ausfallen und gegeneinder leicht verschoben sind.
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Niv.
harmonische Na¨herung volle 3D-Rechnung
ω [cm−1] τ [ps] ω [cm−1] τ [ps]
GZ 0 18719.2 0 11661.1
620 382 0.943 361 0.769
640 577 0.132 559 0.183
660 853 0.027 882 0.035
310 1297 1864.71 1292 98.341
210 1705 158.191 1684 7.222
320 2590 12.79 2577 0.409
220 3005 54.127 2980 7.017
Tabelle 5.2: Die Lebensdauern Vinylidens aus der 3D-Rechnung. Der GZ ist am langle-
bigsten, gefolgt vom 310-Zustand. Das Niveau mit der geringsten Lebensdauer liegt bei 853
cm−1. Die harmonische Na¨herung weist insgesamt ho¨here Lebensdauern auf als die volle
3D-Rechnung.
5.3 Lebensdauern
In Tab. 5.2 sind die Lebensdauern aufgelistet, die mit der lokal harmonischen Na¨herung
und dem vollen 3D-Potential berechnet wurden. Man sieht, daß die harmonische Na¨he-
rung fu¨r fast jede Energie ho¨here Lebensdauern liefert als die volle 3D-Rechnung. Dies ist
einleuchtend, da die Wahrscheinlichkeitsdichte im harmonisch gena¨herten Potential, wie
man bereits anhand des Vergleichs der Energiefla¨chen gesehen hat, nicht so schnell in den
absorbierenden Bereich kommt (vgl. Absch. 5.1). Dieser Bereich sorgt fu¨r eine Abnahme
der Norm der zeitabha¨ngigen Wellenfunktion und simuliert die Isomerisierung zu Acetylen.




0 noch in der Gro¨ßenordnung
vergleichbar sind,
”
leben“ die anderen Moden in der lokal harmonischen Na¨herung um ein
bis zwei Gro¨ßenordnungen la¨nger als in der vollen 3D-Rechnung. Am auffa¨lligsten ist der 310-
Zustand, der fast so langlebig ist wie der Grundzustand. Die zugeho¨rige Eigenfunktion muß
ganz anders in der Na¨he des Vinylidenminimums eingeschlossen sein als die der vollen 3D-




0-Zusta¨nde mu¨ssen sich zwischen
den beiden Rechnungen stark unterscheiden. Die Lebensdauer des 660-Zustands war am
schwierigsten herauszupra¨parieren, weil die Intensita¨t dieses Zustandes im Vergleich zu
den anderen im Fourierspektrum sehr gering ist. Daher mußte das Fenster, in dem gefiltert
wird, auf einen sehr engen Bereich um den schwachen Peak eingeschra¨nkt werden. Die
Lebensdauer ist somit auch, wie erwartet, am kleinsten.
Mit u¨ber 11000 ps wird die ho¨chste Lebensdauer dem Grundzustand (GZ) zugeordnet,
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die gro¨ßten Lebensdauern angeregter Schwingungsniveaus werden fu¨r 310 und 2
1
0 erhalten.
Interessant ist, daß bei der vollen 3D-Rechnung 210 und 2
2
0 etwa vergleichbar langlebig sind,
wa¨hrend bei der lokal harmonischen Na¨herung der erstere viel langlebiger ist. Insgesamt
zeigt sich in beiden Rechnungen der gleiche Trend in den Lebensdauern.
5.4 Eigenfunktionen
Abb. 5.5 zeigt die Eigenfunktionen der vollen 3D-Rechnung sowie die der lokal har-
monischen Na¨herung. Die abgebildeten Eigenfunktionen entsprechen den am Ende von
Tab. 4.2 aufgefu¨hrten Energieeigenwerten. In allen Abbildungen ist R konstant auf 2.438
au gehalten, was etwa dem Gleichgewichtsabstand der Kohlenstoffatome in Vinyliden
(R = 2.458 au) entspricht.
Die Eigenfunktionen der beiden Rechnungen sind qualitativ sehr a¨hnlich. Man erha¨lt
in beiden Fa¨llen die gleichen Grundstrukturen mit der gleichen Anzahl von Maxima und
Knoten. Die Unterschiede liegen lediglich im Detail. Parallel zu den Eigenfunktionen muß
immer auch das Potential betrachtet werden, auf das sie sich beziehen. Fu¨r den Grundzu-
stand ergibt sich ein Peak, der genau im Vinylidenminimum lokalisiert ist. 620 besitzt drei
Maxima und greift links und rechts in die Sekunda¨rminima, wa¨hrend das zentrale Maxi-
mum immer noch im Vinylidenminimum liegt. Die Eigenfunktion der lokal harmonischen
Na¨herung ist entsprechend der seitlich steileren Form des Potentials mehr gebogen als die
der vollen 3D-Rechnung. Das seitlich Ausladen der Funktion zum Acetylen hin erkla¨rt
auch die großen Unterschiede der Lebensdauern um sechs Gro¨ßenordnungen im Vergleich
zum Grundzustand. Die Lebensdauern von 640 sind noch kleiner. Dieser Trend erkla¨rt sich
sofort bei der Untersuchung der Eigenfunktionen. Diese reichen seitlich schon fast an den
globalen U¨bergangspunkt heran und sind damit schon fast isomerisiert. Im Inneren befin-
den sich entlang des Reaktionspfades aufgereiht noch drei weitere Maxima, die, wie es die
Symmetrie des Potentials vorgibt, symmetrisch um θr = 0 verteilt sind. Wie bei 6
2
0 ist die
Eigenfunktion der lokal harmonischen Na¨herung am Rand etwas gestreckter.
Die kleinste Lebensdauer hat der 660-Zustand, der auch am schwierigsten herauszufiltern
ist. Betrachtet man die Eigenfunktionen dazu, sind deren seitliche Ausla¨ufer schon weit zum
Acetylen hin ausgebildet. Es gibt wie bei 640 fu¨nf Maxima, die allerdings nicht voneinander
getrennt sind sondern stark zusammenha¨ngen. Um dies zu visualisieren muß die Anzahl
der Isolinien auf 25 erho¨ht werden. Bemerkenswert ist die ausgefranste Struktur unter
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dem mittleren Bauch, die in der vollen 3D-Rechnung sta¨rker ausgepra¨gt ist als in der
lokal harmonischen Na¨herung. Die Maxima der 310-Eigenfunktionen sind nun bezu¨glich
der θs-Achse nicht mehr nebeneinander entlang des Reaktionspfades angeordnet sondern
u¨bereinander rechts und links dem Reaktionspfad. Dieser Zustand zeichnet sich auch durch
eine sehr hohe Lebensdauer aus, die in der lokal harmonischen Na¨herung fast so groß ist
wie die des Grundzustands. Der Unterschied um zwei Gro¨ßenordnungen in der Lebensdauer
wird erkla¨rbar, wenn man sich einen anderen Schnitt durch das Gitter anschaut. Untersucht
man na¨mlich die Eigenfunktion der vollen 3D-Rechnung bei R = 2.104 au so stellt sich
heraus, daß sie bei weitem nicht so kompakt ist wie die der lokal harmonischen Na¨herung,
sondern schon in den isomerisierten Bereich hinein ragt: daher die kleinere Lebensdauer
von 98 ps.
Der Trend zu gro¨ßeren Lebensdauern in der lokal harmonischen Na¨herung setzt sich
fu¨r die energetisch ho¨her liegenden Zusta¨nde fort. Wiederum werden die Unterschiede zwi-
schen den Eigenfunktionen nur klar, wenn man die Anzahl der Isolinien erho¨ht und sich
alle mo¨glichen Schnitte entlang der R-Achse in der Gesamtschau betrachtet. Fu¨r kleinere
R als 2.438 au sind die Eigenfunktionen der lokal harmonischen Na¨herung immer sta¨rker
konzentriert, wa¨hrend die der vollen 3D-Rechnung seitliche Ausla¨ufer haben. 320 hat diesel-
be vertikale Struktur wie 310, nur hat man diesmal drei statt zwei Maxima. Wie eben sind
die drei Maxima zur θr = 0-Achse spiegelsymmetrisch. Das neue dritte Maximum liegt bei
gro¨ßeren θs, was bedeutet, daß die beiden Wasserstoffatome eine sehr weit auseinander-
klaffende Scherenstellung annehmen.
Insgesamt wird bei der Betrachtung der Eigenfunktionen im Zusammenhang mit den
zugeho¨rigen Lebensdauern klar, daß die lokal harmonische Na¨herung aufgrund ihrer seitlich
wesentlich steileren Begrenzungen in θs-Richtung die Eigenfunktionen sta¨rker einschließt
und sie kompaktifiziert. Das gilt besonders fu¨r Kohlenstoffabsta¨nde, die kleiner sind als 2.44
au. Um die Unterschiede in den Lebensdauern zu begru¨nden, mu¨ssen immer alle mo¨glichen
R-Schnitte durch das Gitter in Betracht gezogen werden. Eigenfunktionen und Lebens-
dauern sind fu¨r den Grundzustand und die drei energetisch daru¨ber liegenden Zusta¨nde
qualitativ sehr a¨hnlich. Unterschiede machen sich erst bei ho¨heren Anregungen bemerkbar,
aber auch da nur fu¨r kleine R.
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5.5 Zeitabha¨ngige Wellenfunktion
Die zeitabha¨ngigen Wellenfunktionen der vollen 3D-Rechnung und der lokal harmonischen
Na¨herung sind in Abb. 5.6 abgebildet. Zum Vergleich sind am Ende jeweils die zugeho¨rigen
Potentiale angefu¨gt. Bei den Bildern handelt es sich um Momentaufnahmen, die im Ab-
stand von 16 fs gemacht wurden. Die Startwellenpakete sind zum Zeitpunkt Null in beiden
Rechnungen gleich, da es sich jeweils um das relaxierte Wellenpaket aus der Anionenrech-
nung handelt.
Wa¨hrend nach 16 fs die Wahrscheinlichkeitsdichte in beiden Rechnungen noch gleich ist
und das System sich noch sehr nah am Vinylidenminimum aufha¨lt, so dominiert nach 32
fs bereits eine starke Dynamik in Richtung der asymmetrischen CH-Biegeschwingung. Das
Wellenpaket zerfließt entlang des Reaktionspfads, entsprechend der Form der Potentiale,
bei der lokal harmonischen Na¨herung geknickter als beim vollen 3D-Potential. Nach 48 fs
hat die Wahrscheinlichkeitsdichte der vollen 3D-Rechnung z. T. schon deutlich den U¨ber-
gangspunkt zum Acetylen u¨berschritten, wa¨hrend die Wahrscheinlichkeitsdichte der lokal
harmonischen Na¨herung noch in dessen unmittelbarer Na¨he konzentriert ist. Außerdem ist
die Ho¨he der Flanken der Wahrscheinlichkeitsdichte bei der vollen 3D-Rechnung gro¨ßer
als bei der anderen Rechnung. Dies ist eine weiteres Indiz, das fu¨r insgesamt geringere
Lebensdauern der vollen 3D-Rechnung spricht.
5.6 Zeitabha¨ngige Norm
Abb. 5.7 zeigt den Abfall der Norm der vollen 3D-Rechnung verglichen mit der lokal harmo-
nischen Na¨herung. Wie man sieht, fa¨llt die Norm bei der harmonischen Na¨herung wa¨hrend
der ersten 30 fs schneller ab, um dann von der vollen 3D-Rechnung
”
u¨berholt“ zu werden.
Diese Beobachtung korreliert auch mit den Ergebnissen der zeitabha¨ngigen Wellenfunktion.
Bei 32 fs ist die Wahrscheinlichkeitsdichte der lokal harmonischen Na¨herung bei gleicher
Anzahl von Isolinien na¨her am U¨bergangspunkt als die Wahrscheinlichkeitsdichte der vollen
3D-Rechnung. Bei 48 fs kehrt sich dieses Verha¨ltnis dann um. Bis ca. 60 fs ist die weitere
Abnahme der Norm fast gleich schnell. Nach einer Propagationsdauer von ungefa¨hr 100 fs
findet ein U¨bergang zu einem Bereich statt, wo die Steigung geringer wird. Der relative Un-
terschied von ca. 25 % zwischen der jeweiligen Norm bleibt bis zum Ende der Propagation
etwa konstant. Nach 500 fs sind ca. 20 % der Vinylidenmoleku¨le zu Acetylen isomerisiert,
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bei der lokal harmonischen Na¨herung etwa 2.5 % weniger.
Diese Entwicklung ist einzusehen, betrachtet man die Potentialfla¨chen in Abb. 5.3. Die
Fla¨che der vollen 3D-Rechnung ist sta¨rker geneigt als die der lokal harmonischen Na¨herung.
So kommt die zeitabha¨ngige Wellenfunktion schneller in den Bereich, in dem das CAP wirkt
und die Norm
”
absaugt“. Beim harmonisch gena¨herten Potential ist die Wellenfunktion
sta¨rker im Bereich des Vinylidenminimums konzentriert. Eine Isomerisierung ist nur durch
ein seitliches Abfließen durch den engeren
”
Schlauch“ mo¨glich, der auf einer kleineren Skala
in Abb. 5.1(c) visualisiert wurde.





































(b) In θs-Richtung liegt, der Reaktionspfad kurz vor und hinter U¨Z
nicht mehr im Minimum der Parabeln.
Abbildung 5.2: Potentialumgebungen entlang des Reaktionspfades. Abgebildet ist der Re-
aktionspfad, betrachtet in eine bestimmte Koordinatenrichtung, das volle 3D-Potential
und die lokal harmonische Na¨herung dazu in der Umgebung gewisser Punkte. Das volle
3D-Potential wird durch die harmonische Na¨herung gut beschrieben nur kurz vor dem U¨Z
und am U¨Z gibt es in (b) kleinere Abweichungen. Man beachte, daß man in (b) den Reak-
tionspfad aus Abb. 4.1 von der Seite betrachtet. Fu¨r jede Parabel in (a) bzw. (b) hat man
ein anderes θs bzw. R, weil zu jedem Punkt auf dem Reaktionspfad ein anderes optimales
θs bzw. R geho¨rt.


























(b) Lokal harmonische Na¨herung (−0.03 au ≤ V ≤
0.15 au).
Abbildung 5.3: Das volle 3D-Potential und die lokal harmonische Na¨herung im Vergleich.
Auf der x-Achse ist θr, auf der y-Achse θs und auf der z-Achse die Energie aufgetragen. Die
lokal harmonische Na¨herung liefert eine deutlich ho¨here Energie als das volle 3D-Potential
und ist schwa¨cher geneigt. In beiden Abbildungen ist R = 2.44 au.




































Abbildung 5.4: Simulierte Photoelektronenspektren der vollen 3D-Rechnung und der lokal
harmonischen Na¨herung. Die U¨bereinstimmung der Spektren ist exzellent bis auf Details.
Die Niveaus der harmonischen Na¨herung sind leicht zu ho¨heren Energien hin verschoben,
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(p) Potential
Abbildung 5.5: Wahrscheinlichkeitsdichte der Eigenfunktionen der vollen 3D-Rechnung
(Abb. (a)-(h)) und der lokal harmonischen Na¨herung (Abb. (j)-(q)). Die Abb. (i) und
(r) zeigen die zugeho¨rigen Potentiale. (x-Achse: θr, y-Achse: θs, Ho¨henlinien: Wahrschein-
lichkeitsdichte bzw. Energie)
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Voll 3D Lokal harmonisch
θs
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Abbildung 5.6: Zeitabha¨ngige Wahrscheinlichkeitsdichte der vollen 3D-Rechnung und der
lokal harmonischen Na¨herung. Auf den A¨quipotentiallinien sind |ψ(t)|2 bzw. das Potential
V aufgetragen. Auf allen Abbildungen gilt R = 2.295 au. Man sieht, wie sich die Wahr-
scheinlichkeitsdichte mit der Zeit entlang des Reaktionspfads u¨ber die Sekunda¨rminima
symmetrisch zur Acetylenkonfiguration hin bewegt.














Abbildung 5.7: Die Norm nimmt bei der vollen 3D-Rechnung schneller ab als bei der lokal
harmonischen Na¨herung. Nach 500 fs sind ca. 2.5 % der Moleku¨le der vollen 3D-Rechnung
mehr isomerisiert als bei der harmonischen Na¨herung.
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Kapitel 6
Zusammenfassung und Ausblick
In der hier vorliegenden Diplomarbeit wurde die Dynamik der Umlagerungsreaktion von
Vinyliden zu Acetylen auf der Basis einer neuen ab initio-Potentialhyperfla¨che untersucht.
Dabei wurde von einem eindimensionalen Reaktionspfadkonzept und einer lokal harmoni-
schen Na¨herung um den Reaktionspfad Gebrauch gemacht.
Im theoretischen Teil der Arbeit (Kap. 2) wurden, die formalen Methoden, die hier
beno¨tigt werden, hergeleitet. Dazu geho¨rte die explizite Berechnung eines Hamilton-Ope-
rators fu¨r ein vieratomiges Moleku¨l (Absch. 2.1). Dieser wird beno¨tigt, um eine quanten-
dynamische Rechnung durchzufu¨hren, die mit Hilfe eines Wellenpaketpropagationsverfah-
rens (Absch. 2.2) bewerkstelligt wird. Dieses Verfahren bedient sich konkret des Lanczos-
Algorithmus (Unterabsch. 2.2.1), der aufgrund der nicht-hermiteschen Natur des Potentials
modifiziert werden muß (Unterabsch. 2.2.2). Diese Nicht-Hermitizita¨t ist notwendig, um
Absorptionseigenschaften des Potentials herbeizufu¨hren, die die Isomerisierung von Viny-
liden zu Acetylen beschreiben sollen.
Die theoretische Untersuchung eines speziellen Moleku¨ls wie Vinyliden macht nur Sinn,
wenn man Ergebnisse produzieren kann, die man mit experimentellen Daten vergleichen
kann. Dazu za¨hlen insbesondere Spektren und Lebensdauern bestimmter Eigenzusta¨nde.
Dazu wurden im Methodenteil Werkzeuge dargelegt: die Berechnung des Spektrums via
Autokorrelation (Absch. 2.3) und Filterdiagonalisierung (Absch. 2.4). Die Methoden sollen
sich erga¨nzen und gegenseitig absichern. Alle in den Spektren gefundenen Maxima konnten
so u¨berpru¨ft und verifiziert werden.
Lebensdauern bestimmter Zusta¨nde sind plausibel erkla¨rbar, wenn man ihre Eigen-
funktionen im Zusammenhang mit dem Potential betrachtet. Eine Herleitung der Eigen-
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funktionen leistet die Methode der spektralen Quantisierung (Absch. 2.5), die aber, wie
gezeigt wurde, im Fall von komplexen Eigenwerten auf Konvergenzschwierigkeiten sto¨ßt.
Die Begru¨ndung dafu¨r ist, daß die sinc-Funktion bei komplexen Argumenten divergiert.
Dieses Problem betrifft auch die Filterdiagonalisierung, weil die Fouriertransformierte des
verwendeten Kastenfilters wiederum eine sinc-Funktion darstellt.
Schließlich wurde eine Taylor-Entwicklung einer Funktion mit zwei Variablen bis zur
zweiten Ordnung vorgestellt (Absch. 2.7), die beno¨tigt wird, um die harmonische Na¨he-
rung des vollen Potentials entlang des Reaktionspfads durchzufu¨hren. Dort wird auch eine
Parametrisierung des Potentials entlang des Pfades beschrieben, die die Erstellung eines
eindimensionalen Modellpotentials erlaubt.
In Kap. 3 wurden die Schwingungsfrequenzen von Vinyliden an den stationa¨ren Punk-
ten, d. h. dem Vinylidenminimum, dem U¨bergangszustand II und dem U¨bergangszu-
stand, berechnet (Tab. 3.2). Dies wurde fu¨r die nicht, halb, und voll deuterierte Spezies
durchgefu¨hrt. Man stellte fest, daß alle Frequenzen, bei denen ein Wasserstoffatom mit-
schwingt, mit der Deuterierung abnehmen und zwar ungefa¨hr um den Faktor 1/
√
2. Die
CC-Streckschwingung ist demnach nicht von diesem Pha¨nomen betroffen, sie bleibt kon-
stant. Weiterhin konnte beim partiell deuterierten Vinyliden eine Unterscheidung gemacht
werden, ob das Wasserstoffatom oder das Deuteriumatom wandert. Es ergeben sich also
zwei Sa¨tze von Frequenzen fu¨r HDC2 und man konnte jeder Frequenz genau zuordnen,
ob es sich um eine Wasserstoff- oder Deuteriumschwingung handelt. Unter Benutzung die-
ser Frequenzen konnten Nullpunktskorrekturen berechnet werden (Tab. 3.3), die bei der
Verbesserung des eindimensionalen Modellpotentials einfließen. Sie entsprechen jeweils ei-
ner 4D-, 5D- oder 6D-Nullpunktskorrektur. Durch die Frequenzrechnung wird außerdem
besta¨tigt, daß die Annahme, daß das Moleku¨l hauptsa¨chlich in der Ebene schwingt, ge-
rechtfertigt ist und daß die absoluten Energien unabha¨ngig von der Deuterierung sind.
Kap. 4 entha¨lt die Ergebnisse der eindimensionalen Rechnung. Es wurde ausfu¨hrlich die
Erstellung des Reaktionspfadpotentials diskutiert und daß Deuterierung eine Verbreiterung
des Potentials zur Folge hat. Hier wird deutlich, daß das Potential zwei Nebenminima be-
sitzt und daß das Potential klar von dem in der Literatur gegebenen polynomialen Potential
von Carrington et al. [25] abweicht und zwar sowohl in der Ho¨he als auch in der Breite
(Abb. 4.3). Aus den Potentialen ergeben sich Barrierenho¨hen (Abb. 4.1), die mit den Lite-
raturwerten aus der Einleitung (Kap. 1) vergleichbar sind. Die Spektren der verschiedenen
Isotopomere mit den unterschiedlichen Nullpunktskorrekturen sind alle sehr a¨hnlich.
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Bei der Erstellung der Spektren wurde als Startpunkt des Wellenpakets auf dem Gitter,
das von -250 au bis +250 au reichte, immer 100 au gewa¨hlt, um alle Niveaus hervortreten
zu lassen. Um sich der Existenz aller Niveaus im Spektrum gewiss sein zu ko¨nnen, wurden
jedoch andere Zentrierungen ausprobiert und die Maxima der spektralen Einhu¨llenden so
verifiziert (neben der Verifikation durch die Filterdiagonalisierung).
Gelangt man energetisch in die Na¨he der Nebenminima, so tritt die starke Anharmoni-
zita¨t des Potentials zu Tage. Dies geschieht um so mehr beim halb deuterierten Vinyliden,
weil hier außerdem die Spiegelsymmetrie bezu¨glich des Reaktionspfadparameters s verlo-
ren geht. Die Lebensdauern (Tab. 4.2) nehmen mit zunehmender Deuterierung zu und mit
zunehmender Anregung ab. Aus diesem Schema fallen nur das 3 ν6-Niveau des halb und
das 4 ν6-Niveau des doppelt deuterierten Vinylidens, die eine la¨ngere Lebensdauer haben
als ihre Vorga¨ngerniveaus. Anhand der Niveauschemata la¨ßt sich nur die These aufstellen,
daß diese Zusta¨nde hauptsa¨chlich in den Nebenminima lokalisiert sind. Diese These konnte
fu¨r HDC2 durch Untersuchung der Eigenfunktionen besta¨tigt werden, da die Wahrschein-
lichkeitsdichte von 2 ν6 sta¨rker links konzentriert ist und somit eine du¨nnere Wand zu
durchdringen hat. Bei D2C2 bestand die Erkla¨rung darin, daß die Wahrscheinlichkeitsdich-
te von 3 ν6 schon gro¨ßere isomerisierte Anteile hatte als 4 ν6 (d. h. solche, die schon im
Bereich des Acetylens liegen).
Liegt ein Energieeigenwert im Vinylidenminimum aber noch unter den Sekunda¨rmini-
ma, so kann man seine Eigenfunktion mit der des harmonischen Oszillators vergleichen.
Kreuzt die Niveaulinie das Potential mehrmals im Inneren, so kommt auch in der Gestalt
der Eigenfunktionen die starke Anharmonizita¨t des Potentials zum Ausdruck. Liegt das
Niveau u¨ber U¨Z II, so ist das Potential wieder in etwa harmonisch, wenn U¨Z II nicht zu
nah am U¨bergangszustand liegt.
Obwohl das Reaktionspfadpotential des undeuterierten Vinylidens symmetrisch ist, wei-
sen die Eigenzusta¨nde der energetisch ho¨her liegenden Niveaus keine vollkommene Sym-
metrie auf. Dies wird damit erkla¨rt, daß gewisse Zusta¨nde, deren spektrale Breite groß
im Vergleich zu ihrem Abstand ist, mischen. Diese Pha¨nomen tritt beim voll deuterierten
Vinyliden nicht auf, weil dessen Lebensdauern gro¨ßer und die Peaks im Spektrum somit
scha¨rfer lokalisiert sind.
Betrachtet man die zeitabha¨ngige Wellenfunktion, so beobachtet man eine zeitlich zu-
nehmende Verbreiterung des gaußfo¨rmigen Startwellenpakets. Ab ca. 32 fs tritt bei der
doppelt deuterierten Spezies eine oszillatorische Struktur an den Flanken des zentralen
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Maximums auf, die sich bei 48 fs zu einem Plateau gleicher Wahrscheinlichkeit fu¨r alle
intermedia¨ren Geometrien ausgeformt hat. Beim partiell deuterierten Vinyliden treten, zu-
erst auf der Seite auf der das Wasserstoffatom wandert und dann auch auf der anderen,
Nebenpeaks auf, die direkt unter den Sekunda¨rminima liegen. Dies wird als wahrscheinli-
cheres Isomerisieren u¨ber eine Wasserstoffwanderung interpretiert.
Das Filterdiagonalisierungsverfahren wurde intensiv mit verschiedenen Parametern (In-
tervall und Anzahl der Eigenwerte) fu¨r das undeuterierte Vinyliden getestet (Unterabsch.
4.2.5). Dabei wurde ein Bereich gefunden, in dem das Verfahren besonders stabil ist. Das
bereits im Methodenteil besprochene Problem der Divergenz der sinc-Funktion manifestiert
sich hier in Form stark schwankender Lebensdauern des Grundzustands (Abb. 4.5 und 4.6).
Kap. 5 studiert die Ergebnisse der dreidimensionalen Rechnung und zwar die lokal har-
monische Na¨herung im Vergleich mit der vollen 3D-Rechnung. Dabei wird zuna¨chst auf
die Erstellung des Potentials und die spezifischen Probleme, die bei der gewa¨hlten Vorge-
hensweise auftauchen, eingegangen (Absch. 5.1). Diese entstehen durch die Kru¨mmung des
urspru¨nglichen Potentials bezu¨glich der θs-Richtung an den Ra¨ndern. Dort wurde das Po-
tential manuell gegla¨ttet. Beide Potentiale werden verglichen und es stellt sich heraus, daß
die harmonische Na¨herung senkrecht zum Reaktionspfad viel ho¨here Energien annimmt als
das volle 3D-Potential. Daraus schließt man auf bessere Einschließungseigenschaften der
Wellenfunktion und demzufolge auf ho¨here Lebensdauern der Eigenzusta¨nde.
Trotz der genannten Unterschiede der Energiefla¨chen ist die U¨bereinstimmung der Spek-
tren exzellent (Absch. 5.2). Alle Linien der vollen 3D-Rechnung finden sich auch in der
harmonischen Na¨herung. Sie haben fast dieselben Energien, und auch ihre Intensita¨ten
sind nahezu gleich. Im Detail ergibt sich eine eine leichte Verschiebung der Linien des har-
monischen gegenu¨ber dem vollen Spektrum um weniger als 0.01 eV. Außerdem entha¨lt das
Spektrum der harmonischen Na¨herung zwei zusa¨tzliche Linien links und rechts von 210.
Die Lebensdauern der Zusta¨nde der harmonischen Na¨herung sind insgesamt etwas
gro¨ßer als die der vollen 3D-Rechnung (Absch. 5.3). Einige Niveaus sind in ihrer Lebens-
dauer zwar gut vergleichbar, die energetisch ho¨her liegenden der harmonischen Na¨herung
sind aber durchwegs langlebiger. Dieser Umstand ist nur durch Betrachtung der entspre-
chenden Eigenfunktionen erkla¨rbar (Absch. 5.4). Diese sind auf den ersten Blick ebenfalls
sehr a¨hnlich, betrachtet man aber Schnitte durch das Gitter mit kleinem Kohlenstoffab-
stand und vielen Isolinien, so sind die Eigenfunktionen der vollen 3D-Rechnung diffuser und
mehr zum Acetylen hin ausgebreitet. Die Eigenfunktionen der harmonischen Na¨herung sind
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u¨ber alle R ungefa¨hr gleich, aber viel kompakter. Dies erkla¨rt die ho¨heren Lebensdauern.
Alle Eigenfunktionen sind symmetrisch zur θr = 0-Achse. Bei den Eigenfunktionen unter-
scheidet man zwei Typen: solche, deren Maxima hintereinander auf dem Reaktionspfad
aufgereiht sind, und solche deren Maxima sich links und rechts des Pfades befinden. Die
ersten sind die 6i0-Moden, die der asymmetrischen CH2-Biegeschwingung entsprechen, und
die letzteren sind die 3i0-Moden, die der symmetrischen CH2-Biegeschwingung zugeordnet
werden. Die Anzahl der Knoten entspricht den Grad der Anregung. Die Eigenfunktionen
sind entsprechend der Form des zugrunde liegenden Potentials angepaßt.
Das Betragsquadrat der zeitabha¨ngigen Wellenfunktion |ψ(t)|2 (Absch. 5.5) ist zum
Zeitpunkt Null im Vinylidenminimum konzentriert. (Dies ist die relaxierte und propa-
gierte Anionwellenfunktion.) Spa¨ter zerfließt sie entlang des Reaktionspfades hin zu den
U¨bergangszusta¨nden, bei der vollen 3D-Rechnung schneller als bei der harmonischen Na¨he-
rung. Dies kommt auch durch die schnellere zeitliche Abnahme der Norm zum Ausdruck
(Absch. 5.6), die ja die U¨berlebenswahrscheinlichkeit von Vinyliden darstellt. Bei der har-
monischen Na¨herung sind nach 500 fs ca. 2.5 % weniger Moleku¨le isomerisiert als bei der
vollen 3D-Rechnung.
Zusammenfassend la¨ßt sich feststellen, daß sich das Reaktionspfadkonzept zusammen
mit der harmonischen Na¨herung insgesamt als eine brauchbare Methode zur Beschreibung
der Isomerisierungsdynamik erwies. Das Spektrum, die Eigenfunktionen sowie die zeitli-
che Entwicklung des Startwellenpakets konnten hervorragend reproduziert werden. Ledig-
lich bei der Berechnung der Lebensdauern gab es gewisse Abweichungen. Fu¨r zuku¨nftige
Projekte, die Moleku¨le mit einer etwa gleichen oder gro¨ßeren Anzahl von Freiheitsgra-
den behandeln, zeichnet sich daher folgender Weg ab: Berechnung des Reaktionspfades
durch Festhalten einer Koordinate und Optimierung der anderen bezu¨glich der Energie,
Berechnung einiger Energieeigenwerte in der Umgebung des Pfades ab initio, mit Hilfe die-
ser Werte eine harmonische Interpolation und somit Beschaffung der Energiehyperfla¨che.
Dabei muß vorausgesetzt werden, daß das Potential, das nicht in der Umgebung des Re-
aktionspfades liegt, bei der spa¨teren Wellenpaketpropagation keine Rolle spielt und daß
das Potential bei der Betrachtung einer bestimmten Schnittebene nicht zu sehr gekru¨mmt
ist. Außerdem mu¨ssen fu¨r komplexe Potentiale mit Absorptionseigenschaften Methoden
entwickelt werden, die die gleichen Aufgaben wie die spektrale Quantisierung und die Fil-
terdiagonalisierung erfu¨llen, aber im Komplexen genau so gut konvergieren wie im Reellen.
Damit sollte es mo¨glich sein, die Umlagerungsdynamik auch gro¨ßerer Systeme ab initio
104 KAPITEL 6. ZUSAMMENFASSUNG UND AUSBLICK
quantendynamisch zu simulieren.
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