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Abstract
This article presents a mathematical analysis of input–output mappings in inverse coefficient and source
problems for the linear parabolic equation ut = (k(x)ux)x + F(x, t), (x, t) ∈ ΩT := (0,1) × (0, T ].
The most experimentally feasible boundary measured data, the Neumann output (flux) data f (t) :=
−k(0)ux(0, t), is used at the boundary x = 0. For each inverse problems structure of the input–output
mappings is analyzed based on maximum principle and corresponding adjoint problems. Derived integral
identities between the solutions of forward problems and corresponding adjoint problems, permit one to
prove the monotonicity and invertibility of the input–output mappings. Some numerical applications are
presented.
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1. Introduction
Consider the following initial boundary value problems:
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⎧⎪⎨
⎪⎩
ut (x, t) =
(
k(x)ux(x, t)
)
x
, (x, t) ∈ ΩT ,
u(x,0) = 0, 0 < x < 1,
u(0, t) = g(t), k(1)ux(1, t) = 0, 0 < t < T,
(1)
where ΩT = {(x, t) ∈ R2: 0 < x < 1, 0 < t  T }. The functions k(x) > 0 and g(t) 0 satisfy
the following conditions:
(C1) k(x) ∈ C1[0,1], c1 > k(x) > c0 > 0;
(C2) g(t) ∈ C[0, T ].
Under these conditions the initial boundary value problem (1) has the unique solution u(x, t) ∈
C2,1(ΩT )∩C1,0(ΩT ) [14].
Consider the following inverse problem of determining the unknown coefficient k = k(x)
from the flux data f (t) at the boundary x = 0, defined by
f (t) := −k(0)ux(0, t), t ∈ (0, T ]. (2)
The function f (t) is defined to be the Neumann type of measured output data. Let us denote by
K⊂ C1[0,1] the set of admissible coefficients k = k(x), and by u(x, t; k) the unique solution of
problem (1), corresponding to this coefficient. Then the function
f˜ (t; k) := −k(0)ux(0, t; k), t ∈ (0, T ],
will be defined to be the Neumann output data. We denote by f ⊂ C[0, T ] the set of measured
output data f (t). Then the inverse problem (1)–(2) can be formulated in the following operator
form:
Φ[k](t) = f (t), t ∈ (0, T ]. (3)
According to [7–9], the mapping Φ[·] :K→ f, Φ[k](·) := −k(0)ux(0, ·; k), is defined to be the
input–output or coefficient-to-data mapping.
Therefore the inverse problem (1)–(2) with the Neumann measured output data f (t) can be
reduced to the solution of the nonlinear equation (3) or to the problem of inverting the input–
output map Φ :K → f.
The problem of identifying the unknown coefficient k(x) from the boundary measured or
final state data is a very important inverse problem in many areas, including heat conduction,
diffusion [1,3], oil reservoir simulation and groundwater flow [2] (see also [11] and references
therein). These problems are known to be severely ill-posed, i.e. the small perturbations in the
boundary measured data cause a dramatically large error in the solution. The methods related to
an existence of a solution of such inverse problems can be separated into two general groups:
I. Output Least Squares (OLS), based on the notion of quasisolution given in [12,14].
II. Monotonicity methods, based on integral relationships between the input and output data.
The first group methods are widely used one (see [1,4,6,12–14] and references therein). Here
the measured output data is used to define the error functional J (k) := ‖Φ[k] − f ‖2 by using an
appropriate norm ‖ · ‖, and a quasisolution of the inverse problem (1)–(2) is defined as a solu-
tion of a minimization problem for the functional J (k) over the set of admissible coefficients K.
The relationship between the inputs and outputs in these methods can only be expressed indi-
rectly, through the solver. Hence general information about properties of input–output mapping
Φ[·] :K → f is not readily available by OLS methods.
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put and output data, which contains the solution of corresponding adjoint problem. This integral
relationship with maximum principle allows to describe the structure of the input–output map-
ping, in particular, its monotonicity. Specifically, this approach clearly display the connection
between the input and output by an invertible mapping.
In this paper we give a systematic analysis of input–output mappings for two widely used
inverse problems. The first inverse problem we consider is above problem of determining the
unknown coefficient k(x) from the Neumann measured data f (t). As a second inverse problem
we consider the problem of identification the unknown source term F(x, t) in the parabolic
equation ut (x, t) = (k(x)ux(x, t))x +F(x, t) from the same Neumann data f (t), defined by (2).
When the both boundary conditions in the direct problem is of Neumann type, the monotonicity
of the input–output mapping for the first inverse problem is derived in [10]. However the case
of mixed boundary conditions, given in (1), the corresponding adjoint problem, as well as an
integral relationship between the direct and adjoint problem solutions, are different. For the both
considered inverse problems we obtain integral relationships between the solutions of the direct
and corresponding adjoint problems, which contain also output data f˜ (t; k). Choosing arbitrary
(control) functions in these adjoint problems we prove monotonicity, Lipschitz continuity, and
hence the invertibility of input–output mappings.
The rest of this paper is organized as follows. In Section 2, we first prove that the values
k(0) and k(1) of the unknown coefficient k(x) at the endpoints x = 0 and x = 1 can be found
explicitly, via the Dirichlet data g(t) of the direct problem (1) and the corresponding Green
function. This result permits one to use the values k(0) and k(1) in subsequent numerical method.
Note that similar formula obtained in [10] for this value, contains the output data f (t) which
can be given with some noise. Then we deduce some properties of the solution of the direct
problem (1) from the properties of the input data g(t). Monotonicity and invertibility of the
input–output mapping Φ[·] :K→ f for the inverse problem (1)–(2) is discussed in Section 3.
An analysis of the considered approach for the inverse source problem with single Neumann
data f (t) is given in Section 4. In Section 5 we illustrate some numerical examples to show
usefulness of obtained integral identities.
2. Some properties of the direct problem solution
First we establish an analytical formula for the values k(0) and k(1) of the unknown coefficient
k(x) at the endpoints x = 0 and x = 1 of the considered interval [0,1], via data g(t) of the direct
problem and the corresponding Green function.
Lemma 1. Let g(t) > 0 for all t ∈ (0, T ] be a given input data in the direct problem (1). Then
the values k(0) and k(1) of the unknown diffusion coefficient k = k(x) can be determined from
this data as follows
k(0) = lim
t→0
g(t)
Ĝ0(t)
, k(1) = lim
t→0
g(t)
Ĝ1(t)
, (4)
where
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⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
Ĝ0(t) = −2
t∫
0
∂Θ0(0, t − τ)
∂x
g(τ) dτ, Ĝ1(t) = 2
t∫
0
∂Θ1(1, t − τ)
∂x
g(τ) dτ,
Θi(x, t) =
∞∑
m=−∞
{
Gi(x + 2m, t)
}
, i = 0,1,
(5)
and G0(x, t) and G1(x, t) are the Green functions for the parabolic equations v(0)t = k(0)v(0)xx ,
v
(1)
t = k(1)v(1)xx , respectively.
Proof. Let us define the function v(0)(x, t) = u(x, t; k(0)). Then v(0)(x, t) is the solution of the
following problem:⎧⎪⎨
⎪⎩
v
(0)
t (x, t)− k(0)v(0)xx (x, t) = 0, (x, t) ∈ ΩT ,
v(0)(x,0) = 0, x ∈ (0,1),
v(0)(0, t) = g(t), v(0)x (1, t) = 0, t ∈ (0, T ).
(6)
The solution v(0) = v(0)(x, t) of problem (6) is defined as follows [5]
v(0)(x, t) = −2k(0)
t∫
0
∂G0(x, t − τ)
∂x
g(τ) dτ, (x, t) ∈ ΩT . (7)
We define now the function w(x, t) = u(x, t)− v(0)(x, t). Then we have
wt = ut − v(0)t =
(
k(x)ux
)
x
− k(0)v(0)xx =
((
k(x)− k(0))ux)x + k(0)(u− v(0))xx.
Hence the function w = w(x, t) is the solution of the following initial boundary value problem:{
wt − k(0)wxx = F1(x, t), (x, t) ∈ ΩT ,
w(x,0) = 0, w(0, t) = wx(1, t) = 0,
where F1(x, t) = ((k(x)− k(0))ux)x . For an arbitrary test function ψ(x, t), we have∫ ∫
ΩT
ψ(x, t)
[
wt − k(0)wxx
]
dx dt =
∫ ∫
ΩT
ψ(x, t)
((
k(x)− k(0))ux)x dx dt.
We require that ψ(x, t) solves the adjoint problem{
ψt(x, t)+ k(0)ψxx(x, t) = F(x, t), (x, t) ∈ ΩT ,
ψ(x,T ) = 0, ψ(0, t) = ψx(1, t) = 0,
where F(x, t) ∈ C(ΩT ) is an arbitrary function. Then it follows from integration by parts that∫ ∫
ΩT
w(x, t)F (x, t) dx dt =
∫ ∫
ΩT
(
k(x)− k(0))uxψx dx dt. (8)
Since k(x) is continuous, for each ε > 0 there is δ > 0 such that |k(x) − k(0)| < ε if 0 < x < δ.
Then
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∫ ∫
ΩT
(
k(x)− k(0))uxψx dt dx
∣∣∣∣
∣∣∣∣∣
δ∫
0
(
k(x)− k(0))
T∫
0
uxψx dt dx
∣∣∣∣∣
+
∣∣∣∣∣
1∫
δ
(
k(x)− k(0))
T∫
0
uxψx dt dx
∣∣∣∣∣
 εC1 + ck
∣∣∣∣∣
1∫
δ
T∫
0
uxψx dt dx
∣∣∣∣∣,
where
C1 =
∣∣∣∣∣
δ∫
0
T∫
0
uxψx dx dt
∣∣∣∣∣ and ck = max[δ,1] ∣∣k(x)− k(0)
∣∣.
The right-hand side F(x, t) in the adjoint problem for ψ(x, t) is an arbitrary function and we
may require that SuppF(x, t) ⊂ (0, η)× (0, τ ) and F(x, t) ≡ 1, (x, t) ∈ SuppF(x, t). Then due
to the continuity of the adjoint problem solution ψ(x, t) with respect to F(x, t), we can choose
η > 0 and τ > 0 such that∣∣∣∣∣
1∫
δ
T∫
0
uxψx dt dx
∣∣∣∣∣ ε.
Thus ∣∣∣∣
∫ ∫
ΩT
(
k(x)− k(0))uxψx dx dt
∣∣∣∣ C3ε, C3 = C1 + ck.
The point we try to show here is that as η and τ are getting smaller, w(x, t) = u(x, t; k(x)) −
v(x, t) is getting smaller as well. This follows from the above estimate and the integral equa-
tion (8):∣∣∣∣
∫ ∫
ΩT
w(x, t) dx dt
∣∣∣∣C3ε, ∀ε > 0.
Hence
lim
t→0 limx→0w(x, t) = 0, i.e. limt→0 limx→0
(
u
(
x, t; k(x))− v(0)(x, t))= 0,
or equivalently
lim
t→0 limx→0
[
u(x, t; k(x))
v(0)(x, t)
]
= 1.
By (5) and (7) we get
lim
t→0
u(0, t; k(x))
u(0, t; k(0)) = limt→0
g(t)
k(0)Ĝ0(t)
= 1,
which implies (4).
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instead of problem (6) we need to take the problem⎧⎪⎨
⎪⎩
v
(1)
t (x, t)− k(1)v(1)xx (x, t) = 0, (x, t) ∈ ΩT ,
v(1)(x,0) = 0, x ∈ (0,1),
v(1)(0, t) = g(t), v(1)x (1, t) = 0, t ∈ (0, T ),
with the solution
v(1)(x, t) = 2k(1)
t∫
0
∂G1(x, t − τ)
∂x
g(τ) dτ, (x, t) ∈ ΩT .
The lemma is proved. 
Corollary 1. Let u1(x, t) = u(x, t; k1) and u2(x, t) = u(x, t; k2) be two solutions of the direct
problem (1) corresponding to the admissible coefficients k1(x), k2(x) ∈ K. Then these coeffi-
cients satisfy the conditions k1(0) = k2(0), k1(1) = k2(1).
The result below shows an influence of the sign of the input Dirichlet data g = g(t) to the sign
of the output data f˜ (t; k).
Theorem 1. Let u = u(x, t) be the solution of problem (1) and conditions (C1)–(C2) hold. As-
sume, in addition, that ux(x, t) is continuous on the closure of ΩT . If g(t) > 0 for 0 < t < T ,
then ux(x, t) < 0, a.e. ∀(x, t) ∈ ΩT .
Proof. Let ϕ(x, t) ∈ D :≡ C∞0 (R2) be an arbitrary smooth function with compact support D
in ΩT . Multiply the both sides of Eq. (1) by ϕx(x, t):∫ ∫
ΩT
[
ut −
(
k(x)ux
)
x
]
ϕx dx dt = 0.
Integration by parts yields
1∫
0
(uϕx)|t=Tt=0 dx −
∫ ∫
ΩT
uϕxt dx dt −
T∫
0
(
k(x)uxϕx
)∣∣x=1
x=0 dt +
∫ ∫
ΩT
k(x)uxϕxx dx dt = 0.
Again we apply integration by parts to the second integral:
1∫
0
(uϕx)|t=Tt=0 dx −
T∫
0
(uϕt )|x=1x=0 dt +
∫ ∫
ΩT
uxϕt dx dt
−
T∫
0
(
k(x)uxϕx
)∣∣x=1
x=0 dt +
∫ ∫
ΩT
k(x)uxϕxx dx dt = 0.
Hence
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∫ ∫
ΩT
ux
(
ϕt + k(x)ϕxx
)
dx dt
=
T∫
0
(uϕt )|x=1x=0 dt +
T∫
0
(
k(x)uxϕx
)∣∣x=1
x=0 dt −
1∫
0
(uϕx)|t=Tt=0 dx. (9)
Now we require that the function ϕ(x, t) is chosen to be the solution of the following backward
parabolic equation:
ϕt + k(x)ϕxx = F(x, t), (x, t) ∈ ΩT , (10)
where an arbitrary continuous function F(x, t) will be defined below. Since Suppϕ(x, t) ⊂ ΩT ,
the function ϕ(x, t) also satisfies the following homogeneous boundary and final (t = T ) condi-
tions:{
ϕ(0, t) = ϕ(1, t) = 0, t ∈ (0, T ),
ϕ(x,T ) = 0, x ∈ (0,1). (11)
Note that Eq. (10) with boundary and the final conditions (11) constitutes a backward initial
boundary value problem for the function ϕ = ϕ(x, t). This problem is well-posed because if
t ∈ [0, T ] is replaced by τ = −t in Eq. (10), the parabolic equation ϕτ = k(x)ϕxx − F(x,−τ)
will be obtained. Hence the final boundary value problem (10)–(11) is completely specified.
The final and boundary conditions (11) imply ϕt (0, t) = ϕt (1, t) = ϕx(x,T ) = 0. Substituting
these on the right-hand side of (9) and taking into account the backward equation (10) and the
condition ux(1, t) = 0, we get
∫ ∫
ΩT
ux(x, t)F (x, t) dx dt = −
T∫
0
k(0)ux(0, t)ϕx(0, t) dt. (12)
Now we apply the maximum principle to the adjoint problem (10)–(11). We require that the
function F(x, t) satisfies the condition F(x, t) > 0 on ΩT . Thus ϕ(x, t) < 0 on ΩT . This, with
the boundary condition ϕ(0, t) = 0, implies
ϕx(0, t) := lim
h→0
ϕ(h, t)− ϕ(0, t)
h
< 0.
On the other hand, taking into account g(t) = u(0, t) > 0 and applying the maximum principle,
we get 0 < u(x, t) < g(t). This implies
ux(0, t) := lim
h→0
u(h, t)− u(0, t)
h
< 0.
Hence the right-hand side of (12) is negative, i.e.,∫ ∫
ΩT
ux(x, t)F (x, t) dx dt < 0, ∀F(x, t) > 0.
This implies ux(x, t) < 0, for all (x, t) in ΩT . 
The assumption g(t) > 0 in the problem (1), physically means heating at the left boundary
x = 0 of the rod. By the assertion of the above theorem the flux f˜ (t; k) := k(0)ux(0, t) is positive.
This result is compatible with the physical meaning of heat conduction.
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sume, in addition, that the solution u(x, t) is continuously differentiable on the closure of ΩT . If
g′(t) > 0 for 0 < t < T , then ut (x, t) > 0, ∀(x, t) ∈ ΩT .
Proof. Multiplying Eq. (1) by an arbitrary function ϕ(x, t) ∈ D with compact support in ΩT ,
we get
0 =
∫ ∫
ΩT
[
ut −
(
k(x)ux
)
x
]
ϕt dx dt =
∫ ∫
ΩT
utϕt dx dt −
∫ ∫
ΩT
(
k(x)ux
)
x
ϕt dx dt. (13)
Applying integration by parts to the last integral, we have
−
∫ ∫
ΩT
(
k(x)ux
)
x
ϕt dx dt
= −
1∫
0
((
k(x)ux
)
x
ϕ
)∣∣t=T
t=0 dx +
∫ ∫
ΩT
(
k(x)ux
)
xt
ϕ dx dt
= −
1∫
0
((
k(x)ux
)
x
ϕ
)∣∣t=T
t=0 dx +
T∫
0
((
k(x)ux
)
t
ϕ
)∣∣x=1
x=0 dt −
∫ ∫
ΩT
(
k(x)ux
)
t
ϕx dx dt.
We apply again integration by parts in the last integral. Then we have
−
∫ ∫
ΩT
(
k(x)ux
)
x
ϕt dx dt = −
1∫
0
((
k(x)ux
)
x
ϕ
)∣∣t=T
t=0 dx +
T∫
0
((
k(x)ux
)
t
ϕ
)∣∣x=1
x=0 dt
−
T∫
0
(
k(x)utϕx
)∣∣x=1
x=0 dt +
∫ ∫
ΩT
(
k(x)ϕx
)
x
ut dx dt.
This, with (13), implies
∫ ∫
ΩT
(
ϕt +
(
k(x)ϕx
)
x
)
ut dx dt =
1∫
0
((
k(x)ux
)
x
ϕ
)∣∣t=T
t=0 dx −
T∫
0
((
k(x)ux
)
t
ϕ
)∣∣x=1
x=0 dt
+
T∫
0
(
k(x)utϕx
)∣∣x=1
x=0 dt. (14)
Let ϕ = ϕ(x, t) be a solution of the following adjoint problem:⎧⎪⎨
⎪⎩
ϕt +
(
k(x)ϕx
)
x
= F(x, t), (x, t) ∈ ΩT ,
ϕ(x,T ) = 0, x ∈ (0,1),
ϕ(0, t) = ϕx(1, t) = 0, t ∈ (0, T ),
(15)
where F(x, t) is an arbitrary continuous function. Then taking into account the homogeneous
initial and boundary conditions (1) and (15) in (14) we get
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ΩT
F (x, t)ut (x, t) dx dt = −
T∫
0
k(0)g′(t)ϕx(0, t) dt. (16)
Again requiring F(x, t) > 0, ∀(x, t) ∈ ΩT , implies ϕ(x, t) < 0. This, with ϕx(0, t) < 0 on ΩT ,
implies that the right-hand side of (16) is positive, i.e.,∫ ∫
ΩT
F (x, t)ut (x, t) dx dt > 0, ∀F(x, t) > 0,
and we have the proof. 
3. Monotonicity and invertibility of the input–output mapping Φ[·] :K → f in the inverse
problem (1)–(2)
Let u1(x, t) := u(x, t; k1) and u2(x, t) := u(x, t; k2) be two solutions of direct prob-
lem (1) corresponding to the admissible coefficients k1(x), k2(x) ∈ K. Denote by f˜ (t; kj ) =
−k(0)ux(0, t; kj ), j = 1,2, is the corresponding outputs, and let f˜ (t) = f˜ (t; k1) − f˜ (t; k2),
k(x) = k1(x)− k2(x).
Lemma 2. Let u1(x, t) and u2(x, t) be two solutions of direct problem (1) corresponding to the
admissible coefficients k1(x), k2(x) ∈ K. Then for each τ ∈ (0, T ] the output f˜ (t; kj ) satisfies
the following integral identity:
τ∫
0
p(t)f˜ (t) dt =
∫ ∫
Ωτ
k(x)(u2)x(x, t)ϕx(x, t) dx dt, (17)
where the function ϕ(x, t) = ϕ(x, t;p) is the solution of the following adjoint problem⎧⎪⎨
⎪⎩
ϕt +
(
k1(x)ϕx
)
x
= 0, (x, t) ∈ (0,1)× (0, τ ),
ϕ(x, τ ) = 0, x ∈ (0,1),
ϕ(0, t) = p(t), ϕx(1, t) = 0, t ∈ (0, τ ),
(18)
with arbitrary Dirichlet data p(t) ∈ C(0, T ].
Proof. Let w(x, t) = u1(x, t) − u2(x, t). Then by Eq. (1), wt = (u1)t − (u2)t = (k1(u1)x)x −
(k2(u2)x)x = (k1(u1−u2)x)x +((k1−k2)(u2)x)x . Hence w = w(x, t) solves the following initial
boundary value problem:⎧⎪⎨
⎪⎩
wt − (k1wx)x =
(
k(u2)x
)
x
, (x, t) ∈ (0,1)× (0, τ ), 0 < τ  T ,
w(x,0) = 0, x ∈ (0,1),
w(0, t) = 0, −k1(1)wx(1, t) = k(1)(u2)x(1, t), t ∈ (0, τ ).
Multiplying each side of the above equation by an arbitrary function ϕ(x, t) and integrating by
parts on Ωτ = (0,1)× (0, τ ), 0 < τ  T , we get
−
∫ ∫
k(x)(u2)x(x, t)ϕx(x, t) dx dt +
τ∫ (
k(u2)xϕ
)∣∣x=1
x=0 dt
Ωτ 0
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1∫
0
wϕ|τ0 dx −
τ∫
0
(ϕk1wx −wk1ϕx)|x=1x=0 dt −
∫ ∫
Ωτ
w
(
ϕt + (k1ϕx)x
)
dx dt. (19)
Now we require that the function ϕ = ϕ(x, t) is the solution of the adjoint problem (18). Then
due to the homogeneous boundary conditions w(x,0) = w(0, t) = 0, the integral identity (19)
implies:
−
∫ ∫
Ωτ
k(x)(u2)x(x, t)ϕx(x, t) dx dt +
τ∫
0
k(1)(u2)x(1, t)ϕ(1, t) dt
=
τ∫
0
(
k(1)(u2)x(1, t)ϕ(1, t)+ k1(0)wx(0, t)ϕ(0, t)
)
dt.
Taking into account
−k1(0)wx(0, t) = −k1(0)(u1)x(0, t)+ k1(0)(u2)x(1, t) = f˜1(t)− f˜2(t) = f˜ (t),
we obtain the required integral identity (17). 
Theorem 3. Let conditions of Theorem 1 hold. If the admissible coefficients k1(x), k2(x) satisfy
the condition k1(x) k2(x), ∀x ∈ [0,1], then the output data f˜i (t), i = 1,2, have the following
property:
f˜1(t) = −k(0)ux(0, t; k1) f˜2(t) = −k(0)ux(0, t; k2), ∀t ∈ [0, T ].
Proof. Consider the solution ϕ(x, t) = ϕ(x, t;p) of problem (18) corresponding to input p(t).
Assume that the function p(t) is positive on (0, T ). Then, by using Theorem 1, we can show that
ϕx(x, t) is positive on ΩT (the proof of this result is similar to the proof of Theorem 1 under a
reversal of the time; in this case we need to take p(t) for g(t), and ϕx(x, t) for ux(x, t)). Further,
Theorem 1 implies also that (u2)x(x, t) is negative on Ωτ , ∀τ ∈ [0, T ]. Thus, by the condition
k(x) = k1(x)− k2(x) 0 from (17) we have
τ∫
0
p(t)f˜ (t) dt  0, ∀τ ∈ [0, T ].
This implies f˜ (t) = f˜1(t)− f˜2(t) 0, ∀t ∈ [0, T ].
It follows from this theorem also that the input–output mapping is well defined since k = 0
implies f˜ = 0. 
Theorem 4. If conditions of Theorem 1 hold, then input–output mapping Φ[·] :K → f is Lipschitz
continuous in the following sense:
‖f˜1 − f˜2‖0  L‖k1 − k2‖∞,
where L = ‖(u2)x‖0‖ϕx‖0, and ‖ · ‖0 and ‖ · ‖∞ are the L2-norm and sup-norm, correspond-
ingly; ϕ(x, t) = ϕ(x, t;p).
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p(t) = f˜1(t)− f˜2(t)‖f˜1 − f˜2‖0
, τ ∈ (0, T ],
and substituting in (17) we get
‖f˜1 − f˜2‖0  ‖k1 − k2‖∞
∣∣∣∣
∫ ∫
Ωτ
(u2)xϕx dx dt
∣∣∣∣.
This, with the boundedness of the right-hand side integral, completes the proof. 
Thus we have shown the strict monotonicity and continuity of the mapping Φ[·] :K → f,
which implies the existence and uniqueness of the solution of the inverse problem (1)–(2).
4. Inverse source problem with single Neumann measured data
Consider now the following initial boundary value problems:⎧⎪⎨
⎪⎩
ut (x, t) =
(
k(x)ux(x, t)
)
x
+ F(x, t), (x, t) ∈ ΩT ,
u(x,0) = 0, 0 < x < 1,
u(0, t) = 0, k(1)ux(1, t) = 0, 0 < t < T,
(20)
where the source function F(x, t) satisfies the condition:
(C3) F(x, t) ∈ C(ΩT ).
The inverse source problem here consists of determining the unknown source term F =
F(x, t) from the Neumann measured data f (t) at the boundary x = 0, defined by (2).
Denote by u := u(x, t;F) the solution of the parabolic direct problem (20) for a given
F(x, t) ∈ F where F ⊂ C(ΩT ) the set of admissible source terms F = F(x, t). Then the func-
tion
f˜ (t;F) := −k(0)ux(0, t;F), t ∈ (0, T ], (21)
is defined to be the Neumann output data. Then the inverse source problem can be formulated in
the following operator form
Ψ [F ](t) = f (t), t ∈ (0, T ]. (22)
The mapping Ψ [·] :F → f, Ψ [F ](·) := −k(0)ux(0, ·;F), is defined to be the input–output or
source term-to-data mapping.
Hence the inverse source problem with the Neumann measured output data f (t) can be re-
duced to the problem of inverting the input–output map Ψ :F → f.
The following lemma shows the relationship between the input F ∈ F and the output
f˜ (t;F) = −k(0)ux(0, t;F) data.
Lemma 3. Assume that u1(x, t) = u(x, t;F1) and u2(x, t) = u(x, t;F2) are solutions of the
direct problem (20) corresponding to the admissible source terms F1(x, t),F2(x, t) ∈ F . Sup-
pose that f˜j (t) = −k(0)ux(0, t;Fj ), j = 1,2, is the corresponding output, and let f˜ (t) =
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identity holds:
τ∫
0
p(t)f˜ (t) dt =
∫ ∫
Ωτ
F(x, t)ϕ(x, t) dx dt, (23)
where the function ϕ(x, t) = ϕ(x, t;p) is the solution of the following adjoint problem:⎧⎪⎨
⎪⎩
ϕt +
(
k(x)ϕx
)
x
= 0, (x, t) ∈ (0,1)× (0, τ ),
ϕ(x, τ ) = 0, x ∈ (0,1),
ϕ(0, t) = p(t), ϕx(1, t) = 0, t ∈ (0, τ ),
(24)
with arbitrary (positive or negative) data p(t) ∈ C(0, T ], p(τ) = 0.
Proof. Let w(x, t) = u1(x, t) − u2(x, t). Then by Eq. (20), wt = (u1)t − (u2)t = (k(u1)x)x −
(k(u2)x)x = F1(x, t) − F2(x, t). Hence w = w(x, t) solves the following initial boundary value
problem:⎧⎪⎨
⎪⎩
wt −
(
k(x)wx
)
x
= F(x, t), (x, t) ∈ (0,1)× (0, τ ), 0 < τ  T ,
w(x,0) = 0, x ∈ (0,1),
w(0, t) = 0, k(1)wx(1, t) = 0, t ∈ (0, τ ).
Multiply each side of the above equation by an arbitrary function ϕ(x, t) and integrate by parts
on Ωτ = (0,1)× (0, τ ), 0 < τ  T :∫ ∫
Ωτ
[
wt −
(
k(x)wx
)
x
]
ϕ dx dt +
∫ ∫
Ωτ
w
[
ϕt +
(
k(x)ϕx
)
x
]
dx dt
=
1∫
0
wϕ|τ0 dx −
τ∫
0
(ϕkwx −wkϕx)|x=1x=0 dt.
Now we require that the function ϕ = ϕ(x, t) is the solution of the adjoint problem (24). Then
due to the homogeneous boundary conditions w(x,0) = w(0, t) = 0 the above integral identity
implies:
∫ ∫
Ωτ
F(x, t)ϕ(x, t) dx dt =
τ∫
0
f˜ (t)p(t) dt.
We have the proof. 
Theorem 5. If the admissible source terms F1(x, t),F2(x, t) satisfy the condition F1(x, t) 
F2(x, t), ∀(x, t) ∈ ΩT , then the output data f˜i (t), i = 1,2, have the following property:
f˜1(t) = −k(0)ux(0, t;F1) f˜2(t) = −k(0)ux(0, t;F2), ∀t ∈ [0, T ].
Proof. Consider the solution ϕ(x, t) = ϕ(x, t;p) of problem (24) corresponding to input p(t).
Without loss of generality we assume that the function p(t) is positive on (0, T ). By using the
maximum principle, we can show that ϕ(x, t) is positive on ΩT . Hence we have
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0
f˜ (t)p(t) dt  0, ∀τ ∈ (0, T ], ∀p(t) > 0.
This implies f˜ (t) = f˜1(t)− f˜2(t) 0, ∀t ∈ [0, T ]. 
Since F = 0 implies f = 0, the input–output mapping Ψ [·] :F → f is well defined. More-
over, as shows the following result, this mapping is also Lipschitz continuous.
Theorem 6. If conditions of Theorem 1 hold, then input–output mapping Ψ [·] :F → f is Lipschitz
continuous in the following sense:
‖f˜1 − f˜2‖0  L‖F1 − F2‖0,
where L = ‖ϕ‖0.
Proof. Let us define the arbitrary (control) function p(t) in (23) as follows
p(t) = f˜1(t)− f˜2(t)‖f˜1 − f˜2‖0
, τ ∈ (0, T ].
Then we get
‖f˜1 − f˜2‖0 
∫ ∫
Ωτ
F(x, t)ϕ dx dt  L‖F1 − F2‖0,
which completes the proof. 
Thus we have shown the strict monotonicity and continuity of the mapping Ψ [·] :F → f. This
implies existence and uniqueness of the solution of the inverse source problem.
5. Numerical illustration
In this section we are going to illustrate just the usefulness of the integral identity (17) for
numerical recovery of the unknown coefficient k(x). As a numerical algorithm we use coarse–
fine mesh method, given in [10].
The piecewise-linear approximation
kI (x) = k0(x)+
Nc∑
m=1
κmλm(x), 0 x  1, (25)
of the unknown diffusion coefficient k(x) is performed on the coarse space mesh WH :=
{xcm: xc0 = 0, xcm = mhc, m = 1,Nc + 1, hc = 1/(Nc + 1)} (Fig. 1), by using the piecewise
linear Lagrange basic functions (Fig. 2(b))
λm(x) =
⎧⎪⎨
⎪⎩
(x − xcm−1)/(xcm − xcm−1), x ∈ [xcm−1, xcm],
(xcm+1 − x)/(xcm+1 − xcm), x ∈ [xcm, xcm+1],
0, x /∈ [xcm−1, xcm+1].
Here k0(x) = k(0)(1 − x) + k(1)x, x ∈ [0,1], is the given linear polynomial, according to
Lemma 1.
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Fig. 2. Coarse mesh approximation of the unknown coefficient k(x).
The parameters κm in (25) are defined as a difference between the values of the interpolant
kI (x) and the linear function k0(x) at the coarse mesh points xcm ∈ Whc : κm = kI (xcm)− k0(xcm).
Note that, the reason of the representation (25) via the difference κm = kI (xcm)− k0(xcm) (not via
the unknown parameters km := k(xcm)) is the presence of the term k = k1(x)− k(x2) in integral
identity (17).
The iteration process for the reconstruction of the piecewise-linear function (25) is organized
starting from the first coarse mesh point xc1 (Fig. 2(a)), as follows:
km(x) = k0(x)+
m−1∑
l=1
κlλl(x)+ κmLm(x), m = 1,Nc, 0 x  1, (26)
where
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⎧⎪⎨
⎪⎩
(x − xcm−1)/(xcm − xcm−1), x ∈ [xcm−1, xcm],
(1 − x)/(1 − xcm), x ∈ [xcm,1],
0, x ∈ [0, xcm−1],
is the piecewise linear function corresponding to the coarse mesh point xcm ∈ Whc (Fig. 2(a)–(b)).
At each mth step of the coarse mesh iteration process Lemma 2 with the integral identity (17)
is used by taking the two iterations km(x), km−1(x) instead of k1(x), k2(x), and substituting
km(x) = km(x)− km−1(x):
∫ ∫
Ωτcm
km(x)
(
u(x, t; km−1)
)
x
(
ϕ(x, t; km)
)
x
dx dt =
τ cm∫
0
pm(t)f˜ (t) dt, (27)
where f˜ (t) = f˜ (t; km) − f˜ (t; km−1). The final time τ = τ cm in this nonlinear integro-
differential equation is taken to be the mesh point of the uniform coarse time mesh
WTc :=
{
τ cm ∈ (0, T ]: τ c0 = 0, τ cm = mTc, m = 1,Nc + 1, Tc = T/(Nc + 1)
}
,
which has the same number of points with the coarse space mesh Whc . The function ϕ(x, t; km)
on the left-hand side of (27) is the solution of the adjoint problem⎧⎪⎨
⎪⎩
ϕt +
(
km(x)ϕx
)
x
= 0, (x, t) ∈ (0,1)× (0, τ cm),
ϕ(x, τ ) = 0, x ∈ (0,1),
km(0)ϕx(0, t) = pm(t), km(1)ϕx(1, t) = 0, t ∈
(
0, τ cm
)
,
(28)
where
pm(t) =
{
cp, 0 t  τ cm−1,
cp(τ
c
m − t)/(τ cm − τ cm−1), τ cm−1  t  τ cm.
(29)
Since the choice of the constant cp in (29) does not have any effect on the algorithm, we take
cp = 1 for simplicity.
Let us transform Eq. (27). Taking into account (26) we may rewrite the term km(x) =
km(x)−km−1(x) in the form km(x)=[λm−1(x)−Lm−1(x)]κm−1 +Lm(x)κm, m=2,3, . . . ,Nc.
Note that for m = 1, k1(x) = κ1L1(x). Substituting this in (27) we obtain the following non-
linear algebraic equation with respect to the unknown parameter κm:
Mm(κm)κm +Nm(κm) = dm, m = 1,2, . . . ,Nc.
Here the nonlinear functionals Mm =Mm(κm), Nm =Nm(κm) and the right-hand side dm are
defined by the following integrals:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Mm(κm) =
τ cm∫
0
1∫
0
Lm(x)
(
u(x, t; km−1)
)
x
(
ϕ(x, t; km)
)
x
dx dt,
Nm(κm) = κm−1
τ cm∫
0
1∫
0
[
λm−1(x)−Lm−1(x)
](
u(x, t; km−1)
)
x
(
ϕ(x, t; km)
)
x
dx dt,
dm =
τ cm∫
pm(t)f (t) dt.0
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Fig. 3. Recovery of the coefficient k(x) = 3 + 2x4 − ex2 + arccos(x).
The nonlinear algebraic equation was solved by the simple iteration and bisection methods.
In the both cases the stopping parameter δk := |κ(n)m − κ(n−1)m | was taken to be δk = 0.01. The
results obtained by the both algorithms were almost the same.
The synthetic measured data f (t) was generated from the numerical solution of the parabolic
problem (1) with the given coefficient k(x) = arccosx − exp(−x2) + 2x4 + 3 and the Dirichlet
data g(t) = t . The obtained function f (t) := k(0)ux(0, t) was then assumed be the measured
output data in the inverse problem (1)–(2). Figure 3(a) illustrates results of reconstruction of the
coefficient k(x) on the coarse meshes with the parameters Nc = 8 and Nc = 13. Relative errors,
defined by εk = ‖(k − kh)/k‖∞ × 100% are εk = 1.9 × 10−2 and εk = 8.2 × 10−2, respectively.
As shows the figure, in the case of noise free measured data f (t) the reconstruction is high
enough.
In the case of the noisy output data fγ (t) := f (t)±γf (t), generated from the above synthetic
data f (t), the results of computational experiments are shown in Fig. 3(b), on the coarse meshes
with Nc = 9. The noise factor was taken to be γ = 0.1%. More deteriorations naturally occur near
the end point xcNc of the coarse mesh. The reason of this phenomenon is that the computational
errors accumulated from the previously determined parameters κm, m = 1,2, . . . ,Nc − 1, are
included in the next iteration. Subsequently errors are compounded, and due to ill-condionedness
of the inverse problem, this leads to the deterioration at the point xc .Nc
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Fig. 3. (continued)
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