Stochastic reaction network models are widely utilized in biology and chemistry to describe the probabilistic dynamics of biochemical systems in general, and gene interaction networks in particular. Most often, statistical analysis and inference of these systems is addressed by parametric approaches, where the laws governing exogenous input processes, if present, are themselves fixed in advance. Motivated by reporter gene systems, widely utilized in biology to monitor gene activation at the individual cell level, we address the analysis of reaction networks with state-affine reaction rates and arbitrary input processes. We derive a generalization of the so-called moment equations where the dynamics of the network statistics are expressed as a function of the input process statistics. In stationary conditions, we provide a spectral analysis of the system and elaborate on connections with linear filtering. We then apply the theoretical results to develop a method for the reconstruction of input process statistics, namely the gene activation autocovariance function, from reporter gene population snapshot data, and demonstrate its performance on a simulated case study.
Introduction
At the level of individual molecules, biochemical reaction network dynamics are determined by random encounters of molecules of the different participating species. Under suitable assumptions on the reaction volume, the stochastic dynamics of the network are most often described in terms of Continuous-Time Markov Chains (CTMC) where the abundance of the different species constitutes the random system state, and determines the instantaneous propensity of the different reactions [18] . Stochastic reaction network modelling is widely utilized in nowadays's research in biology, in particular, to analyze and understand gene expression dynamics and interactions [43, 39, 53, 26, 40] . Correspondingly, tools such as the Chemical Master Equation (CME, [18] ) and the Moment Equations (ME, [22] ) are widely adopted mathematical tools for analyzing and reconstructing the stochastic dynamics of the system [35, 57] .
A widespread technique to monitor stochastic gene expression dynamics are reporter gene systems. These are genetic DNA constructs ensuring that new molecules of an easily quantifiable (for instance, fluorescent) protein are synthesized when a gene of interest is expressed. In a given cell, stochastic expression of the monitored gene leads to fluctuating trajectories of reporter abundance (refer to illustration in Fig. 1 ), that can be traced in single cells by e.g. time-lapse fluorescence microscopy [33, 58] . Alternatively, population snapshot data obtained e.g. by flow-cytometry [57, 20] provide the distribution of reporter abundance levels within independent samples collected at different time instants from a population of cells. Because the data provide an indirect readout of the phenomenon of interest, a key challenge is to relate gene activation statistics with the reporter abundance data and, conversely, to infer the former from the latter.
From an engineering viewpoint, reporter systems can be seen as dynamical sensoring devices, with a random input (gene activation) driving stochastic dynamics that determine the sensor output (reporter abundance). Motivated by reporter systems, in this paper we address in more generality the analysis of stochastic reaction networks with input processes. We consider reaction rates that are affine in the state [15] . Under the assumption of stochastic causality [19, 32, 3] , for an arbitrary input process with finite first-and second-order moments, we derive exact relationships between input and output statistics. When restricted to mean and variance, these equations constitute a generalization of the ME to the presence of stochastic inputs. We also derive equations relating the input and output autocovariance functions and, in stationary conditions, we provide a spectral characterization of the input-output transformation, showing analogies with and differences from linear filtering of stochastic processes [16, 32] .
This first contribution relates with work on the analysis of noise propagation in biochemical networks. Noise propagation in gene networks and dissection of different noise sources is treated in [3, 52, 41, 53, 23] , among others. In [1] , spectral analysis is used to investigate the effects on gene expression noise of different gene regula- tory configurations. In [55] , spectral analysis based on the CME is explicitly performed for a specific parametric gene expression model. Effects of exogenous or unmodelled dynamics on the statistics of a reaction network are treated with various approaches in [24, 31, 56] . A Langevin approximation for the frequency-domain analysis of noise in genetic circuits is proposed in [48, 10] . An approach to the analysis of stochastic reaction networks similar to ours is taken in [30] , but in absence of inputs and with a different focus. In a broader perspective, our analysis falls in the context of stochastic hybrid systems [22, 34] , providing results for a specific class of models that can be of interest, in particular, to the analysis, estimation and identification of CTMCs [37] .
Next, we exploit our general results to address reconstruction of input statistics from reporter data. Different from e.g. [51, 58, 33] , where single-cell trajectories are presumed available, we focus on population snapshot data, which are experimentally easier to obtain. When confined to population means, the problem reduces to deconvolution [12, 42] , and has been addressed with success in a number of works (see e.g. [59, 13, 47] ). In the stochastic setup, the problem is nontrivial, and has been addressed only indirectly. Most approaches are based on parameter estimation or model selection [29, 28, 20, 36] . Here we take a nonparametric approach, that is, we propose a method to reconstruct statistics of an arbitrary input process in absence of a parametric model governing its laws. We concentrate on the reconstruction of the autocovariance function of promoter activity, which is of particular interest since it conveys information about time scales and memory of the gene expression process. Nonparametric methods for population snapshot data are in their infancy [38, 21, 45, 7, 6] . Different from correlation analysis [50] , time correlation of the output is not assumed available, which complicates the problem considerably. Yet nonparametric methods carry great potential, since they enable to decouple statistical characterization of gene expression from the mechanistic modelling of regulatory interactions.
The paper, which is a vast extension and generalization of the preliminary work in [8] , is organized as follows. The formal definition of stochastic reaction network is reviewed in Section 2. Moment equations for networks with stochastic inputs are derived in Section 3. Based on this, spectral analysis is discussed in Section 4. In all these sections, the case study of reporter systems is further discussed as a running example. In Section 5, based on the previous results, we develop a method for the nonparametric estimation of a stationary gene promoter autocovariance function from transient population snapshot (mean and variance) reporter gene data. Theoretical results as well as the performance of the reconstruction method are demonstrated via numerical simulations in Section 6. Section 7 concludes the paper with a final discussion and perspectives of the work. All mathematical proofs are reported in Appendix A.
Notation: N, Z, R, R ≥0 and C denote natural, integer, real, nonnegative real and complex numbers, respectively.
For a set T ⊂ R, 1 T (·) is the indicator function of T , and 1(·) is the unit step function 1 [0,+∞) (·). For three random vectors X, Y and
T |F ] (superscript " T " denoting transposition) and Var(X|F ) = Cov(X, X|F ). Cov(X, Y ) and Var(X) are defined similarly, with conditional expectations E[ · |F ] replaced by simple expectations E[ · ]. P[ · ] denotes probability of an event.
Stochastic reaction networks with inputs
A reaction network is a family of chemical species and reactions that occur among them in a given reaction volume. Consider a network with n species S 1 , . . . , S n and m reactions R 1 , . . . , R m . To our purposes, the reaction network is fully described by a stoichiometry matrix S ∈ Z n×m and by a vector of reaction rates w ∈ R m . The ith row, jth column entry of S denotes the net change in the number of molecules of S i when reaction R j takes place. Under suitable assumptions on the reaction volume, reaction rates depend on the abundance of the different species as dictated by the laws of mass action [18] , and describe the propensity (limiting probability over an infinitesimal time period) by which the different reactions take place. Correspondingly, vector
where X i (t) is the number of molecules of S i at time t, describes the system state at time t and follows the laws of a CTMC. We consider reaction networks with rates of the form
is a piecewise continuous function. This form is peculiar of reaction networks comprising zero-or first-order reactions, and the starting point for the approximate description of more complex reaction dynamics (see e.g. [53] ). Possible generalizations of this assumption will be considered in the discussion of Section 7.
We are interested in the general case where f is the random outcome of a stochastic process F that is a causal input of the system. That is, we assume absence of feedback from X to F , so that, independent of the specific outcome of F , reaction rates (1) can be written as
We assume that the first-and second-order moments of F are uniformly bounded. Note that this includes the case where some (or even all of the) components of F (t) are deterministic. In agreement with the nonnegativity of the elements of f (t), we assume that E[F (t)] ≥ 0 elementwise for all t.
Case study: Reporter gene systems
Refer to Fig. 1(a) . Gene expression kinetics can be described by the reaction system [14, 26] where M and P denote mRNA and protein species, respectively. Reaction R 1 represents transcription of the coding sequence of the gene into one mRNA molecule, while reaction R 3 represents translation of one mRNA into one new molecule of the protein P coded by the gene. Reactions R 2 and R 4 describe the degradation of the mRNA and protein molecules, respectively. In the context of this paper, P is the fluorescent reporter protein. We will not distinguish between immature (invisible) and mature (visible) protein molecules. If necessary (e.g. for slow, stochastic maturation), an additional first-order reaction P → P mature can be included in the model (along with P mature → ∅) to account for protein maturation (and mature protein degradation). Without loss of generality, we ignore possible constant factors converting molecule abundance into observed fluorescence level.
In individual cells, reactions are best described as random events, so that stochastic network modelling applies. In accordance with the standard random telegraph model [40] , U is a binary process such that, at time t, U (t) = 1 if the gene is active, while U (t) = 0 if the gene is inactive. Propensities of reactions R 1 -R 4 are determined by the rate parameters θ = (k M , d M , k P , d P ), which we assume to be positive constants. In this model, transcription (reaction R 1 ) occurs at a rate k m only when the gene is active, while it does not occur when the gene is inactive. Note however that the expression k M · U for the rate of R 1 may accommodate more complicated scenarios, such as the existence of multiple on-states [36] , and admits a much larger interpretation where U is any form of extrinsic noise [29, 52] . Most results in later sections are developed in such full generality.
Let X 1 (t) and X 2 (t) denote the abundance of M and of P at time t, in the same order. Then, from (3),
and, from the laws of mass-action [18] ,
which is in the form (2) provided the definitions
In this case, from a biological standpoint [3] , absence of feedback from X to F is supported by the fact that fluorescence reporter proteins are by choice not part of the native proteome of the organism under study, and thus not part of specific gene expression regulatory mechanisms. In addition, from the viewpoint of experimental design, it is a prominent effort of synthetic biology to minimize cross-talking of the engineered biochemical modules (in this case, reporter systems) with the native cellular dynamics.
From an engineering perspective, a gene reporter system can be seen as a sensoring device that transforms the process of interest U into a measurement process Y via a stochastic dynamical transformation. Thus, following standard conventions, we define Y = X 2 to emphasize the role of the reporter protein process as the output Y of a system with input U and state X.
Generalized Moment Equations
For the reaction networks of Section 2 with a random input F , we seek equations for the mean, variance, and autocovariance functions of X. We will prove that these equations can be written in closed form in terms of analogous statistics of F . To achieve this, we will first consider the conditional statistics of X given a generic outcome of F and initial condition X(0), and then proceed by marginalization.
For a given profile F = f and initial condition X(0) = x 0 , define the conditional mean, covariance matrix and autocovariance (matrix) function
in the same order (since ρ(z, t) = ρ(t, z) T by its very definition, we can restrict attention to z ≥ t). For the conditioned process, reaction rates obey (1) by the causality assumption. Hence, differential equations for the evolution of µ f,x0 and Σ f,x0 are provided by the well-known ME for state-affine rates, which are extensively utilized in the literature (see e.g. [22, 35, 45] ). Partial differential equations for ρ f,x0 (z, t) for the case of affine rates can instead be found in [30] (see also [55] for a specific case study). To discuss these equations, let us introduce some notation. Define
and, for any matrix function g(·) such that the integrals are well-defined, the linear operations
For a matrix function g(·, ·) depending on two arguments, we let L t operate on the first argument and L * t on the second argument, such that, for suitable g and g ,
The following result recapitulates the differential equations for mean, variance and autocovariance in the special case of a fixed initial state x 0 , and reports their integral solution.
Proposition 1 For any t and z ≥ t, it holds thaṫ
Next define the (non-conditional) moments
as well as Σ(t) = ρ(t, t), and denote µ 0 = µ(0), Σ 0 = Σ(0). (Note that to simplify notation, throughout the manuscript, the statistics of process X, e.g. µ, are written without a subscript "X", contrary to analogous statistics of other processes, e.g. mean µ F of process F .) Also define ξ F (t) = Cov X(0), F (t) . We assume that µ 0 and Σ 0 are well-defined (finite). Together with the assumptions on F , this also implies that ξ F is uniformly bounded. Marginalization of the conditional moments (6)- (8) eventually leads to the following result.
Proposition 2 For any t ≥ 0 and z ≥ t it holds that
It can be appreciated that µ and ρ are the result of linear transformations of the mean and autocovariance of F , that is µ F and ρ F , plus terms associated with the initial distribution of X(0). For X(0) = 0, in particular, the expressions are in close analogy with the transformations that would be operated on µ F and ρ F by a linear filter with convolution kernel (·)S applied to F , with the exception of the term in ρ depending on L • t . We will come back on this point in Section 4.
Corollary 1 For any t ≥ 0 and z ≥ t, and any µ 0 and positive semi-definite Σ 0 , it holds thaṫ
with µ(0) = µ 0 , Σ(0) = Σ 0 and ρ(t, t) = Σ(t), where
This result follows straight from Proposition 2 by taking derivatives. By comparison with Proposition 1, it shows that the evolution of first-and second-order moments resembles that of the conditioned process moments, except for µ F (t) in place of f (t) and for the input terms V ξ and V ρ . These input terms characterize the additional variability of X as a result of the variability of F .
GME for reporter systems
For the reporter model of Section 2.1, it is immediately found that
The explicit form of the matrix exponential (5) is given by standard formulas. Two different expressions are obtained depending on whether
Biologically speaking, the most relevant case is d P < d M , since mRNA molecules are usually less stable than proteins. We will not make this assumption for the time being, but come back to it for certain explicit calculations later on. In view of the specific form of F in Eq. (4), it is of interest to detail the formulas in terms of U . Define
By straightforward calculations, one finds that
with µ i the ith element of µ, as well as the expressions of V ξ (z, t) and V ρ (z, t), respectively given by
Together with µ
T , these expressions can be used to specialize the results in Proposition 2 and Corollary 1. In particular, it is possible to rewrite the differential equations (9)- (10) in the vectorized form often encountered in the literature [7, 35] , that is, a system of linear equations with state vector formed by the non-redundant entries of µ and Σ. Different from this literature, the resulting vector field would also include terms from V ρ and V ξ , accounting for the stochastic nature of U . We will not detail this vectorized form. The above expressions will instead be utilized for the developments of Section 4.1 and 5.
Spectral analysis of networks with inputs
Starting from the general results of Section 3, suppose now F is second-order stationary [16, 32] , that is, µ F (t) is constant and ρ F (z, t) depends only on the difference z − t. Irrespective of t we may thus defineμ F = µ F (t), ρ F (δ) = ρ F (t + δ, t). For two generic functions g and g over R taking matrix values of compatible size, let g * g denote convolution, (g * g )(t) =
Proposition 3 Assume that the square matrix SW is strictly stable, that is, all its eigenvalues λ obey Re(λ) < 0. Then, for t → +∞ and any δ ≥ 0, µ(t) →μ and ρ(t + δ, t) →ρ(δ), where, for − (·) = (−·),
Thus, a second-order stationary process F leads to a second-order stationary process X at least asymptotically.
The expression ofρ(δ) for δ < 0 follows from the equality ρ(t + δ, t) = ρ(t, t + δ) T , such thatρ(δ) =ρ(−δ) T . For δ = 0, the stationary covariance matrixΣ =ρ(0) is obtained.
The expression of the stationary autocovariance functionρ obtained in Proposition 3 is composed of a convolutional term, which is typical of linear filtering, and of an additional term given by the exponential factor (·) times a constant matrix. Starting from this expression, one may quantify in the frequency domain how the (matrix) power spectral density of F is reflected into that of X. Recall that the power spectral density of a (second-order) stationary process with absolutely integrable (matrix) autocovariance function r(·) is given by the Fourier transform F r [16, 32] ,
with ω ∈ R and i the imaginary unit. Forρ F absolutely integrable, let R F = Fρ F be the spectral density of F . By well-known properties of Fourier analysis, in view of the expression ofρ, the spectral density R = Fρ of X is given by
where L = F . By the definition of in (5) and the assumption that SW is strictly stable, the entries of L(iω) are finite for all ω ∈ R. Therefore R is also well-defined. For s ∈ C, let us interpret L(s)S as the transfer function of a linear filter with impulse response (·)S. Then the first term of (15) is the input-output transformation of the power spectrum operated by this linear filter, while the second term introduces an unusual component in the output spectrum associated with the mean of F viaΣ • . In other words, in terms of first-and second-order statistics, we may interpret stochastic reaction networks as the superposition of a linear filter operating on the input process F , plus a stochastic component introduced by the randomness of the network reactions. This interpretation is further elaborated below.
Spectral analysis of reporter gene systems
For the reporter gene model introduced in Section 2.1, we further develop the results of Section 3.1 under the assumption that SW is strictly stable. This holds whenever the rate constants d M and d P are both strictly positive, which is generally the case. In view of Proposition 3, for U stationary, we may then consider the stationary statistics of X. While the results of Proposition 3 could be spelled out in full detail for the case at hand, we are mostly interested in the spectrum of the output (reporter protein) process Y in terms of the spectrum of the input process U . Letμ U andρ U (·) be the stationary mean and autocovariance function of U , in the same order. Also let R U and R Y respectively denote the Fourier transforms ofρ U and of the stationary autocovariance function of Y .
Proposition 4 Let U and X be (second-order) stationary. The power spectral density of Y is given by
where,
,
Notice that, from the definition of U as a binary process and in agreement with the assumptions on F ,μ U ≥ 0. It can thus be appreciated that the reporter system acts on the spectrum of U as a linear dynamical system with transfer function H(s), except for the additional term R E (iω), proportional to the input process meanμ U , that reflects the stochasticity of the reporter system. From a signal processing viewpoint, we may thus interpret gene reporters as linear filters introducing colored measurement error E with mean zero and power spectrum R E (iω) = H E (iω)H E (−iω)μ U , for a suitable spectral factor H E (iω). A pictorial view of this interpretation is given in Fig. 2. 5 Reconstruction of promoter statistics from population snapshot data
Reporter systems provide an indirect readout of gene activation and deactivation. Reconstruction of promoter activity statistics is thus the core problem in reporter gene data analysis. The relationships between secondorder moments of input and state (output) processes that were established in the previous sections enable one to address a variety of reconstruction problems. The linearity of these relationships makes mathematical treatment very neat. In this section, we concentrate on the reconstruction of the statistics of a promoter process from population snapshot data. To do this, we will elaborate on the results of Section 3.1. We assume that the reporter parameters θ are known, with d P < d M , and consider a scenario where U is in (or has reached) stationary conditions. For the reasons exposed in the introduction, we are especially interested in the (nonparametric) reconstruction of the (stationary) autocovariance functionρ U . In the light of (10), with V ρ as in (13),ρ U acts as a forcing input on the dynamics of Σ. This prompts us to address estimation ofρ U from measurements of the transient of Σ. To avoid that Σ is in steady-state, one must ensure (mathematically and experimentally) that X is not stationary. Here we develop a method for the case where X(0) = 0, which is especially convenient since it avoids stationarity of X and implies that V ξ = 0 in (10). We assume that snapshot measurements of the population mean,μ Y , and of the variance,σ 2 Y , are available at increasing measurement times t k ≥ 0, with k = 0, . . . , M −1. Because these empirical statistics are drawn from large and independent samples (typically in flow-cytometry, 10 4 or more cells per sample), thanks to the law of large numbers, measurements can be modelled as The moment equations of the system reduce tȯ
with µ(0) = 0 and Σ(0) = 0, where V ρ (t) is shorthand for V ρ (t, t). Using the fact that
with r =ρ U , where, for a generic measurable function r : R → R and any constant d
We assume that the model is exact, that is, µ * and Σ * are the solution of (17)- (18) corresponding to some true meanμ * U and autocovariance functionρ * U , and denote with Q * and V * ρ the corresponding instances of Q and V ρ . From (12) , Q(t) depends onμ U and µ(·). In turn, µ(·) is determined byμ U via (17) , so that Q(t) is essentially a function of the constantμ U . The true value of the latter is especially easy to reconstruct from data, since it suffices to fit the observationsμ Y (·) with the solution of (17) as a function of the scalar constantμ U . We will not discuss this trivial problem further, and simply assume that Q * (·) is known.
Let Σ(t|r, Q) be the solution of (18)- (19) for some generic Q and r. Define v(t|r) = Σ 2,2 (t|r, 0) and v 0 (t) = Σ 2,2 (t|0, Q * ). In view of the linearity of (18) in V ρ and Q, and the linearity of (19) in r, v(·|r) is a linear functional of r, and it holds that Σ * 2,2 = v(t|ρ * U ) + v 0 (t). Thus, in principle, estimation ofρ U may be formulated as the linear least-squares problem
where C is the convex cone of stationary autocovariance (equivalently, positive-semidefinite) functions over R, and, for every k, weight α 2 k is fixed to the inverse of the variance of e σ k , which can itself be estimated from the data as in [57] . However, the problem is ill-posed due to the sampling of the data and the infinite-dimensional nature of C [2, 12] . We thus recast the problem into regularized estimation using a finite-dimensional approximation of C .
Let {r 1 , . . . , r N } be a fixed set of symmetric measurable functions. Due to the linearity of v,
, we may then consider estimatesρ U of ρ U of the form R(·)ĉ, whereĉ is a solution of
where Q(c) is a quadratic penalty function promoting regular solutions, and γ ≥ 0 [12] . Optimization (21)- (22) is a linear least-squares problem with convex constraints, which can be solved efficiently [4] . Of course, the choice of the r and of γQ will determine accuracy and regularity of the estimateρ U (·). From an implementation viewpoint, a convenient choice of the r may simplify the computation of the v . In particular, one may ensure that the integrals I r ( · ; d • ) appearing in (19) can be calculated explicitly. In addition, depending on the choice of the r , a more explicit form for the contraints (22) should be determined. One convenient choice is discussed in detail in the next section.
Solution by expansion over indicator functions
First of all notice that, for any r, the quantities v(t 0 |r), . . . , v(t M −1 |r) depend on r(δ) only for δ ∈ T = [0, t M −1 ). In view of this, for an N ∈ N, let T 1 , . . . , T N be a partitioning of T into intervals T = [T − , T + ), that is, T 1 ∪ . . . ∪ T N = T and T ∩ T = ∅ for = . For = 1, . . . , N , define the symmetric functions r over (−t M −1 , t M −1 ) as r (δ) = 1 T (|δ|). By this choice, for r = r , I r takes the explicit form
τ 1 = min{max{T − , 0}, t}, τ 2 = max{min{T + , t}, 0}. Then, the corresponding v (t) at the increasing sequence of times t k is efficiently found by numerical integration of (18), with Q = 0 and V ρ as in (19) with (23) 
with C M the convex cone of symmetric, positive semidefinite matrices of order M . We further define the penalty function
a natural adaptation of the standard second-order roughness penalty (r(δ)) 2 dδ to a piecewise-constant function [12, 54, 44] . The resulting problem can be straightforwardly implemented and solved by standard convex optimization software [11] .
In summary, the estimation procedure is as follows:
• Givenσ 2 Y (·), γ, and T 1 , . . . , T N ;
• Compute v 0 (t k ), with k = 0, . . . , M − 1, by numerical integration of (18) with Q = Q * and V ρ = 0;
• For = 1, . . . , N compute v (t k ), with k = 0, . . . , M − 1, by numerical integration of (18) with Q = 0 and using expressions (19) and (23) for V ρ ;
• Find a solutionĉ to the optimization problem with objective function (21) subject to constraint (24);
Clearly, estimateρ U (δ) will only be relevant for |δ| ∈ T . As an extension, the best choice of the regularization weight γ could be made in several ways, using prior information about the expected regularity ofρ U , or via classical cross-validation techniques (see [12] and references therein). For the latter, notice that repeated optimization over different candidate values of γ does not require recomputation of the v , which turns out to be the computationally most expensive portion of the procedure. We will not pursue this point further. Feasibility of reconstruction and performance of the method are demonstrated on a numerical case study in the next section.
Computational example: Promoter switching with stochastic rates
We now illustrate the theoretical results of Section 3 and 4 in a simple reporter gene simulation study built upon the model of Section 2.1. This will also serve as a numerical case study for the reconstruction method of Section 5. We focus on a binary promoter process U , and consider a case where the switching rates of U are stochastic. Note that for such a system, if the mechanistic model of the switching rate laws is not known, parametric analysis and inference approaches are inapplicable. A model for the switching laws is introduced next for the sake of illustration and simulation. Knowledge of this model is of course not exploited in the application of our nonparametric analysis and reconstruction methods. Suppose that the binding of some unknown transcriptional regulator is necessary for enabling activation of the promoter of interest. Let B be the binary process that encodes the binding state of the transcriptional regulator at the promoter site. When the regulator is present, that is B = 1, activation of the promoter, i.e. transition of U from 0 to 1, is possible at a rate λ + . When the regulator is absent, that is B = 0, promoter activation is disabled, that is no switch of U from 0 to 1 may occur. Overall, this gives a stochastic switch-on rate for U equal to B ·λ + . Regardless of B, promoter deactivation, that is, transition of U from 1 to 0, is possible at a switch-off rate λ − . Binding and unbinding of B are themselves modelled as random events occurring at rates β + and β − , respectively.
In order to explore the results of the previous sections, relating the statistics of U with those of Y , simulations of the full gene expression process (B, U, X) resulting from this regulatory mechanism can be easily carried out. Yet, since the joint process (B, U ) is a (continuous-time) finite Markov chain, the statistics of U can also be determined analytically. Let p t be the four-dimensional column vector whose lth entry is the probability that, at time t, (B, U ) is in the lth state of the list {(0, 0), (1, 0), (0, 1), (1, 1)}. Then p t = exp(Πt)p 0 , where Π is the transition kernel
For strictly positive β + , β − , λ + and λ − , U has the stationary statisticsμ U = C T U p ∞ and
where p ∞ is the unique solution of 0 = Πp ∞ .
On the basis of this, Fig. 3 illustrates the results of the previous sections on the computation of the statistics of Y as a function of those of U , for the case where U is in stationary conditions. Reporter parameters were fixed to biologically relevant values inspired by [26] , θ = (0. ] are such that U spends on average an equal time in the on and off states (that is, µ U = 0.5 by construction). For comparison, numerical Monte Carlo simulations of process (B, U, X) were carried out in StochKit [46] . The initial conditions B(0), U (0) over the 10 5 simulations were assigned in proportion to p ∞ to obtain sampling of (B, U ) in stationary conditions, while the initial condition of X was fixed to X(0) = 0. The empirical statistics drawn from these simulations are also reported in the figure and are found to be in perfect agreement with the analytic developments.
We now demonstrate the autocovariance reconstruction procedure of Section 5 on the example introduced above. In stationary conditions, the statistics of process U are illustrated in Fig. 3 . As illustrated in the bottom plot of Fig. 3(a) , we consider the case where measurementsσ M makes regularization crucial. Estimation ofρ U is performed over 1000 randomly generated datasets, yielding 1000 estimates that are used to compute empirical mean and standard deviation ofρ U (δ), with δ ∈ T .
The performance of estimation is illustrated in Fig. 4 . The first observation is that the true covariance function is, as desired, contained in the confidence band mean ρ U (δ) ± 2 · std ρ U (δ) , δ ∈ T . This band is remarkably narrow for small lags and is nicely bounded for δ roughly up to 75. Larger lags are instead affected by diverging uncertainty. This is a clear sign of the little sensitivity of the measurements to the tails ofρ U (δ), that can be understood in terms of the asymptotic stability of the generalized moment equations, or in other words, the decaying memory of the reporter process. A second observation is that, despite regularization, estimates show very limited bias. For the case into study, because U is a Bernoulli process, the convex constraint µ * U (1 −μ * U ) =ρ U (0), relating the mean (assumed known) with the variance var(U ) =ρ U (0) of the process, could also be added into the optimization problem to ameliorate estimation around δ = 0. From the results obtained, though, this seems superfluous.
Conclusions
In this paper we have addressed analysis of first-order stochastic reaction kinetics with an input process. We have derived analytic relationships between first-and second-order statistics of the input process and those of the random network state. In stationary conditions, we have provided a spectral characterization of these networks and discussed connections with spectral analysis of linear dynamical systems with stochastic inputs. We have specialized the results to the case of the gene reporter systems commonly utilized in biology, and derived an interpretation of these sensoring systems in terms of linear noisy filters. Then, we have applied the theoretical results to derive a method for nonparametric reconstruction of a stationary gene promoter autocovariance function from transient population snapshot data. On a simulated gene expression case study, we have demonstrated the theoretical results and assessed feasibility of reconstruction and performance of the method.
Results of this paper are of immediate interest for the investigation of gene expression regulation, since autocovariance reconstruction allows one to learn about gene expression time scales and memory. Because our approach is nonparametric, no a priori assumption on the mechanisms of promoter regulation are needed. Rather, in the perspective of gene network analysis, our approach should be considered as a first step decoupled from and enabling the subsequent exploration of regulatory interactions. In this perspective, our results are in the same spirit of [35, 9] , where stochastic analysis is leveraged to outperform deterministic approaches in reconstruction of unknown network parameters. Yet the interest of our results goes beyond gene expression analysis. The theoretical results presented in the paper apply to any stochastic reaction network with state-affine rates or that can be approximated as such. Besides their natural relevance for biology and chemistry, the analysis and suitable extensions of the methods proposed are of more general interest to applications based on CTMC models in particular [37] , and stochastic hybrid systems in general [34] .
A number of developments of our work are envisioned. Concerning biological applications, the input autocovariance reconstruction method has been developed under a few assumptions, notably input stationarity and determinism of the initial network state. In order to broaden applicability, it is of interest to relax these assumptions. More generally, thanks to linearity, the differential equations relating input and output second-order moments can be employed to address a variety of inverse problems very conveniently, for instance, the reconstruction of a nonstationary input autocovariance from readouts of the reporter autocovariance function. This problem resonates challenges from other fields, for instance, geostatistics [5] . Whereas population snapshot data do not provide time correlations, other experimental techniques, such as fluorescence videomicroscopy, do so and enable in principle to tackle the problem. In all these problems, data quality of course determines achievable performance. As a further application of the work presented, spectral analysis of reporter systems can be utilized for their optimal design, such that the error component brought about by the stochasticity of the network is minimized relative to the information conveyed about the input process. Generalization of our results to more complex reaction rate models would also be of interest. While a time-varying deterministic expression for the rate matrix W is easily accommodated in most of our results, nonlinear dependence on the state X, such as for second-order reactions, should be handled via approximations [45, 27, 17, 49] .
From a system-theoretic perspective, fast-developing experimental biotechnologies provide increasing insight into the behavior of individual cells, but also open up new challenges in data processing and model reconstruction. Optimal exploitation of the data requires new methodologies that can profit from the large bulk of knowledge developed in the automatic control and signal processing communities. The peculiarities of biological experimentation make these problems nonstandard though, such that original challenges coming from these applications will keep providing new feed to the estimation and identification research fields.
Substituting the above and the expression of µ(t) into Σ(t) = M (t) − µ(t)µ(t) T , regrouping terms and using
where, for the relevant g and g , we have used the fact that
). Finally, plugging this into the expression of ρ(z, t) above, using the equality (z−t) (t) = (z) and regrouping terms, one gets that ρ(z, t) is equal to
where, thanks to Fubini's theorem, L z and L * t may be exchanged as in the statement of the result.
Proof of Proposition 3. To find the expression of the stationary meanμ, the easiest way is to recognize that the expression of µ(t) in Proposition 2 is a solution of the differential equationμ = SW µ + Sµ F . For SW strictly stable and constantμ F , regardless of initial conditions, the asymptotically stable equilibriumμ is the solution in µ of 0 =μ = SW µ + Sμ F . Since SW is invertible, the expression ofμ follows. For the stationary autocovariance matrix functionρ(·), first notice that the elements of ξ F are uniformly bounded thanks to the uniform boundedness of the second-order moments of F , and that, for t → +∞, (t) → 0 thanks to strict stability of SW . Then, from the expression of ρ(z, t) = ρ(t+δ, t) in Proposition 2,
where we have already eliminated the vanishing term (t + δ)Σ 0 (t) T and terms L t+δ Sξ T F (t) T and (t + δ)L * t ξ F S T , which also vanish since L Sξ T F and L * ξ F S T are themselves bounded (they are both integrals of an exponentially stable kernel times a uniformly bounded factor). We are thus left with the computation of the two limits above. For the first, under the assumption that ρ F (t + δ, t) =ρ F (δ), note that L * t L t+δ (Sρ where we have made use of the change of variables τ = t + δ − τ , ζ = t − ζ. Thus, in the limit, one gets
where we have made use of the new change of variables ζ = −ζ , and the final writing may be simplified in view of the associativity of convolution. For the second, given µ F (t) =μ F , it suffices to show that the limit is equal to that of L T is equal to
where the expression ofμ as a function ofμ F has been inserted.
Proof of Proposition 4.
For the definition of S, W and F in Section 2.1, we need to compute the secondrow, second-column element of (15) . To do this we start by computing the expression ofΣ • as the solution of (14) . In turn, this entails the computation of µ F andQ. From the definition of F , it is immediately found thatμ F = [ k MμU 0 0 0 ]
T . In view of the zero entries ofμ F , by the definition ofQ, it suffices to compute the first column of I − W (SW ) −1 S, which is promptly found to be [ 1 1
Using this, by the symmetry of Σ
• , the solution of (14) is easily written in terms of a system of three linear equations (two for the diagonal entries and one for the off-diagonal term). The solution of this yieldsΣ • = 1 α α r P (1 + α) r MμU . To get to the result of the proposition, it remains to find expressions for R F (iω) and L(iω). Again by the definition of F , the first is the Fourier transform of diag(k 2 Mρ U (δ), 0, 0, 0), that is R F (iω) = diag(k 2 M R U (iω), 0, 0, 0). The second is found via the Laplace transform of (t), the latter being the impulse response of a linear dynamical system with state matrix SW . Therefore
Finally, inserting the expressions of all factors in (15) , the result follows after basic algebra.
