Abstract. Long time range atmospheric variability has many sources, and nonlinear mode-interactions could play an important role. Our paper sets to explore such internal mechanisms of the long range variability for the rotating shallow water system (RSW), at its lowest spectral resolution (triad), but for long (decadal) time scales, about 10 5 Coriolis units. A small Rossby-Froude number ε sets multiple time scales for the system, ranging from the fast gravity-oscillation scale t, to the slow eddy-turnover scale τ = εt, and yet slower (climatological) scales. We develop a two-step averaging/renormalization procedure to study 2
Introduction
Rotating shallow water (RSW) gives a simplified model of large-scale atmospheric circulation with stratification reduced to a single barotropic layer of variable height. It could be viewed as a coupled system of "geostrophically balanced" potential vorticity modes (PV) and ageostrophic gravity waves (GW). In a typical regime of low Rossby/Froude numbers ε, the two modes are separated in space and time, with slowly evolving PV modes and rapidly propagating/oscillating waves. The problem of wave-vortex interaction is fundamental for understanding the dynamics of shallow water, and other primitive equation models (like Boussinesq). It drew considerable attention over the years, yet most work has so far focused on two aspects of the problem: "balance" and "gravity wave generation" by slow vortical motion.
In the conventional balance approach one partitions the system into its "slow" and "fast" components (typically PV and GW modes), and searches for a suitable form of "slow PV evolution". This approach has a close relation to the "slow manifold" theory proposed by Lorenz, 1980 and Leith, 1980 (see also Vautard-Legras, 1986 , Vallis, 1995 , Warn et al. 1995 , Medvedev 1999 , Resnik et al. 1999 , to explain the geostrophic balance.
The problem of "wave generation by vortex motion" has first appeared in the context of the Lighthill theory of "sound radiation by turbulence" (acoustic waves). Later it was extended to primitive equations and gravity wave generation, both for individual vortices (Ford 1994a-b; Polvani et al. 1994) , and ensembles (Errico 1982 , Farge and Sadourney 1989 , Yan and Hamilton 1994 , Yavneh and McWilliams, 1994 . The "vortex source of gravity waves" is usually weak, O (ε 4 ), in terms of small Froude number ε (Ford et al, 2000) . But over long time scale it could accumulate a significant amount of energy in the GW components, and modify the RSW energy spectra.
The present paper looks for yet another aspect of the wave-vortex interaction, the modu-lation of slow PV evolution by gravity waves, and its long-term (climatological) effect. Here by "climatology" we mean slow temporal variability, and large-scale spatial structures. While a continuous system, like RSW, could develop an infinite number of excited modes, one has reasons to believe that only a few lowest ones could affect its coarse climatology. So one is naturally led to consider low order models (LOMs) of primitive equations, advocated since the early 60s by Lorenz, among others, and our work follows in this spirit. Lorenz (1982) suggested several criteria for selecting LOMs. They should (i) allow numeric integration, and/or mathematical analysis; (ii) retain some important features of a detailed model; (iii) exhibit some important phenomena.
One phenomenon of interest in large scale circulation is "blocking" of the dominant (Hadley-Ferrel) zonal jets by strong near stationary anticyclones, and intermittent transitions from "zonal" to "blocking" regime. Charney and DeVore (1979) , attributed blocking to "topographic effects", resulting from the underlying sea-land topographic and temperature contrasts. Precisely, they considered a single-layer (barotropic) quasigeostrophy at the lowest spectral resolution, made of a zonal wave-vector p = (0, 1), and a pair of "topographic modes" q = (±2, 1), where latitudinal wave-number 2 roughly corresponds to the Northern hemisphere "land-ocean" topography. Such a triad could be viewed as a linear response of the system to the combined "zonal + topographic" forcing.
Charney and DeVore attributed the basic weather patterns to the phase-space equilibria of such a LOM, and examined their stability and bifurcation properties in terms of forcing-dissipation. They found two equilibria types: "zonal" (high Rossby index 1 ), and "blocking" (strong anticyclonic vortices), and attributed "zonal-to-blocking" transitions to their instability. This approach was further developed by Legras and Ghil, 1985 , for larger quasigeostrophic LOMs and spherical geometry.
Our approach departs from the previous studies in two ways: (i) instead of quasigeostrophy we take the shallow water model, which couples PV and GW modes; (ii) while maintaining the basic mode structure (zonal p, blocking q, and complementary r) similar to 1 Rossby defined zonal index as longitudinally averaged zonal velocity at 45
• N.
Charney-DeVore, we drop forcing-dissipation to focus attention on the internal mechanisms of long-range variability due to the wave-vortex interactions.
When integrated over long ("decadal") time scales about 10 5 Coriolis units 1/f, the RSW triad exhibits complicated oscillating patterns, with intermittent cycles of high/low "zonal index", and relaxation and intensification phases. Their mechanism, however, is fundamentally different from the Charney-DeVore quasigeostrophic case, or similar models of forced -dissipative RSW triads (Lorenz 1980 , Vautard -Legras 1986 . Indeed, our system has no equilibria, attractors, or other phase-space structures 2 , its "weather patterns" arising as slow trends in the long term evolution.
The RSW triad exhibits multiple time scales of variability in terms of small Rossby/Froude number ε. They range from fast gravity oscillations O (1) Coriolis units, to slow eddy turnovers of order ε −1 − ε −2 , to yet slower long cycles of order ε −3 − ε −4 . Fig. 1 shows a typical slow evolution of the triad on time scale 10 5 , for three PV modes {z k } (upper panels), and GW amplitudes
Here a low-pass filter was applied to remove high frequency/low amplitude "GW noise".
We observe a few important features of these plots: (i) low frequency PV oscillations with periods in the range 200-400 1/f, (ii) distinct relaxation phases (like the one, between 4.5×10 4 and 5.2×10 4 ), and intensification phases (between 0 and about 4.5×10 4 ); (iii) long period of high zonal index (6×10 4 -7×10 4 ) manifested by high value of the zonal PV mode
To explain these and other features and phenomena we develop the averaging/ renormalization methods, and apply them to the RSW triad. The key idea is to filter out "fast oscillations" on a given time scale and derive their higher level "slow variability".
The basic ideas of averaging go back to the Poincare -Linstedt work on celestial mechanics, and were later developed and adopted for a wide range of dynamical systems, including 2 Unforced nondissipative RSW triad has degenerate equilibria, made of 3D "coordinate" axes {z p , z q , z r } in its PV subspace. 3 High zonal PV anomaly combined with the low GW value ("balanced state") imply the predominant zonal jet, as opposed to a "blocking" (anticyclonic) flow dominated by z q , z r .
geofluids (Obukhov, 1949; Blumen, 1972; Kreiss, 1980; Majda et al, 1998; Babin et al. 1998; Resnik et al. 1999; Medvedev, 1999, - to name a few). But most work on geofluids was so far confined to two synoptic scales (t and τ = εt), and aimed at such phenomena as geostrophic adjustment, or frontal dynamics. Our paper attempts to apply the renormalization methods for substantially longer "climatological" scales and patterns.
Here we shall implement it in two steps. The first step employs the well known BogolubovKrylov-Mitropolski (BKM) averaging method (Bogolubov-Mitropolski 1961) , to filter out gravity wave oscillations (section 4.1). The BKM scheme is fairly general, and applies to any system with rapidly oscillating coefficients, in particular any RSW system. It yields renormalized equations (cubic, quartic etc.) for the PV and GW amplitudes as functions of slow time τ = εt. We outline the general method in section 4.1 and appendix A, then compute and examine in detail the case of the RSW triad.
Our analysis and numeric simulations reveal the principal mechanism of slow "climatology" of the RSW triad to be modulation of PV modes by GWs, controlled by the so called "quasi-invariants" of the first order (cubic) renormalized BKM system. The latter include the PV "energy" and "enstrophy", and the "isotropic GW energy spectrum".
To produce a higher level slow evolution of quasi-invariants (climatology), we need once again to average the first (cubic) renormalized system,by filtering out its "PV oscillations", treated as "fast motions". However, the second averaging/renormalization step, outlined in section 5, is far more involved. Unlike the first BKM step, where the principal source of "fast variability" was the linear gravity wave operator, the second step involves highly nonlinear oscillations, described by the Jacobi elliptic functions. So far we could implement it only for a single triad. It yields the "second slow" evolution of the quasi-invariants, which we call adiabatic by analogy with slowly varying Hamiltonian systems.
The adiabatic system allows some exact and asymptotic solutions, and their analysis provides a qualitative explanation of the basic relaxation/intensification patterns, along with other features of long range variability. These patterns are characterized by "universal parameters" of relaxation/ intensification, analogous in some sense to Lyapunov exponents of the phase-space "equilibria" and "attractors".
The basic problem of any renormalization scheme is the relations between the exact and renormalized solutions. Being an asymptotic procedure one should not expect renormalization to accurately reproduce its parent system over a substantial time span. Typically the two would diverge after a few eddy turnovers (c.f. Fig. 2 ). Still the renormalized systems are shown to replicate the parent RSW in some mean (statistical/ensemble) sense, including long cycle prediction.
We conclude the discussion of the method, its scope and posible utility for other systems.
RSW triad
The f -plane rotating shallow water system of mean depth H, consists of the momentum and mass conservation laws
where u = (u, v, 0) denotes the horizontal (depth averaged) velocity field, h -surface elevation, and f -local Coriolis vector. The standard rescaling with parameters: U -velocity scale, h 0 -height scale, L -length scale, and 1/f Coriolis period (for time scale), yields a dimensionless system depending on three numbers: Rossby Ro = U fL
, and
with unit Coriolis b z = (0, 0, 1). System (1) consists of the linear (gravity wave) operator Λ, and quadratic form B, , hence the relation between the "fast" and "slow" time scales, τ = εt.
Another convenient set of variables comprises vorticity ζ = b z · ∇ × u, divergence χ = ∇ · u and height h, or the corresponding stream and irrotational potentials: ψ = ∇ −2 ζ and φ = ∇ −2 χ. Then system (1) turns into
where J denotes the standard Jacobian of two functions, J (f |g) = f x g y − f y g x .
One could approximate (2) by replacing some dynamic equations with diagnostic relations. Thus, assuming small and steady φ, χ, the second equation yields the gradient-
h = µαψ, while the combination of the first and third equations yield quasigeostrophic
The continuous model (2) is often expanded in the appropriate modes to get a discretized system, Galerkin approximation. Thus Fourier expansion converts linear gravity-wave operator of (2) into a 3×3 matrix, depending on wave-number k
The proper setting for a mid-latitude zonal flow would be the channel geometry, but to simplify the eigenmode structure we replace it with double periodic conditions in x and y. 
gravity-wave frequency/dispersion, and the (complex-conjugate) pairs of eigenvectors:
2 k -rows, and C ± = (1, ±iσ k , α/µ) -columns. The row vectors are nor-
Multiplying the (Fourier transformed) state-vector
e get Fourier coefficients of (normalized) PV and GW modes {z, w ± } expressed through the vorticity, divergence and height coefficients of X k . Notice that the imaginary and real parts of w ± k are the familiar divergence and imbalance (departure from geostrophic balance) fields respectively -the principal gravity wave components of the RSW system. Thus we convert a continuous model (2) into a coupled ordinary differential system for PV and GW modeṡ
Here the linear operator Λ → {±iσ k } has been diagonalized, and terms involving A, B, E, F and G represent various wave-vortex interactions. The ± subscripts and superscripts indicate tensorial structure of the bilinear forms: scalar A , vector B, covector E, rank-2 tensor F , and rank-3 tensor G, with the proper contraction (summation over ±), thus
Let us note that for real symmetric fields ζ, χ, h, Fourier expansion consists of cosinemodes, for each k z k is real, while the two w ± k are complex conjugates of each other, so the complex system (4) is reduced to a half-size real one.
We shall truncate system (4) to a triad, made of zonal mode p = (0, 1), blocking q = (−a, 0), and the complementary (oblique) r = (a, −1), which would represent a linear response of the RSW system to "zonal plus topographic" forcing, had the topography been present. But we drop forcing, dissipation and topography from the equations, assuming them negligibly small on the time scales of interest, and consider the limiting (unforced, dissipation-free) case.
3 Numeric experiments and observed dynamics. In our experiments we took a real triad (4) with the blocking wave-number 4 a = 2, and parameters µ = α = 1. A nonlinear system of the type X t = ΛX + εB (X|X), with linear operator Λ and ε-small quadratic form B could be transformed to ε = 1 via scaling X → X/ε. So one could either fix ε = 1 and vary the magnitude of X (0), or vary ε for initial values X (0) of fixed order O (1). We used the latter strategy. Besides ε, we also varied the "degree of balance" -ratio of initial GW to PV amplitudes. Depending on ε we observed two scenarios:
(i) unsteady regime for relatively large ε > .15, characterized by slow "GW build-up", and suppression of PVs, that ends up in a rapid explosion.
(ii) quasi-stationary regime for ε < .1, where PV modes overall dominate GWs, and the system evolves through a succession of long cycles.
We use the term quasi-stationary, for typical solutions that show no sign of abatement, or qualitative change after several 10 5 -long runs, though we have no formal proof and/or conditions for their stability. Our experiments suggest that the 9D phase-space of the ε = 1 4 The exact value a is immaterial, as long as we maintain the relative length of 3 wave-numbers: p < q < r, that determine their role in the QGS-Jacobi oscillator (section 4.1).
triad could be roughly divided into two regions: a small quasi-stable core of radius ≈ .1 about the origin, and an unstable exterior, whose solutions would blow up after a (possibly long) transitional phase. Here we shall consider the quasi-stationary regimes for small ε.
Stability of nonlinear systems is often ensured by their conserved properties. Unlike 2D incompressible flows (quasigeostrophy), that maintain their quadratic invariants (energy/enstrophy) under Galerkin truncations, the compressible RSW system loses them. Indeed, the total cubic RSW energy, E = 1 2
and confining it to a single triad, would break down the conservation law. Fig. 3 shows quadratic energy of the triad varying appreciably over the long range (about 40% of its peak value). The nearly "balanced phases" (e.g., 1.8×10 4 -2.7×10 4 ), dominated by the PV energy, give way to long periods of the "GW build-up", and the ensuing upsurge of energy.
While short of the exact conservation property, the quadratic energy, as well as its PV and GW components, maintains a form of "quasi-conservation". Namely, the variance scale is O (1) for the kinetic and potential energies alone, but drops two orders of magnitude for their "quasi-conserved" sum.
The basic oscillating pattern of the PV modes is explained in section 4.1. It involves a quasigeostrophic triad oscillator {z p , z q , z r }, slowly modulated in amplitude and frequency, to produce intermittent long cycles. Fig. 4 (a) shows a typical long series of the RSW triad, while plots (b), (c), (d) correspond to its cubic, quartic, and adiabatic renormalizations.
The first 3 panels of (a-d) show three PV modes {z k }, followed by other variables, invariants and parameters, whose meaning and significance will be explained in sections 4.1 and 5.
They all serve to quantify the slow climatology of the triad. In all plots we see sequences of alternating long and short cycles. The former correspond to a definite (positive/negative) sign of the zonal PV anomaly z p (high zonal index), while the shorter ("blocking") intervals have z r taking the role of z p . We also observe the intermittent relaxation/ intensification phases of the PV modes, and the changing oscillating patterns of the shortest and the longest legs {p, r}.
The change of patterns is explained in section 4.1, in terms of the Jacobi (elliptic) parametrization of the triad oscillator. It depends on the relative value of two quasiinvariants, ξ ≶ η -linear combinations of the PV energy and enstrophy (panel 4 in plots a-d
of Fig. 4 ). They allows to measure the cycles' length by the consecutive crossings ξ = η.
Simulations of Fig. 4 were initialized at a mixed state, with 30% of energy in the GW modes. The case of balance initialization, GW=0 (not shown) is qualitatively similar to the mixed case, except for the overall higher PV-frequency ω (17) and shorter "zonal" and "blocking" cycles. Once settled, different initializations (balanced, unbalanced or mixed)
show little qualitative difference, but they differ quantitatively.
Turning to the Fourier spectra ( Fig. 4 ), as its essential parameters enter it in a highly nonlinear manner.
We give a simple illustration here: harmonics cos φ, with phase φ = R t 0 ω (εt, ε) dt, and
The basic parameters {Ω i , a i } is hard to detect from irregular, broad Fourier spectra. More advanced tools, like wavelets, could detect slow modulation, but to determine the precise characteristics of ω, and predict the long time behavior, one needs a different set of tools. We shall develop them in the next sections for the RSW triad, based on averaging/renormalization methods.
Renormalization
We shall outline two basic renormalization steps, describe the structure of the cubic and quartic BKM systems, and derive the second renormalized (adiabatic) system.
BKM averaging.
The BKM averaging method (Bogolubov and Mitropolski 1961) applies to any system with rapidly oscillating coefficients. We note that the rescaled RSW (2) or (4), like many other primitive equations, has the general form:
for a state vector X 0 =(ζ, χ, h) or (z, w ± ), with linear operator Λ and quadratic form B. The former gives rise to "fast oscillations", and could be eliminated by passing to the amplitude variables, X = e −tΛ X 0 . In the RSW case the PV-amplitudes are the variables z k themselves, while the GW-amplitudes are products e −itσ k w k with "fast" Fourier harmonics.
For linear systems (B = 0) the amplitude variables {X} yield exact invariants. In the nonlinear case equation (6) turns into
X|e tΛ X ¢ , so its quadratic form acquires rapidly oscillating coefficients,
with composite frequencies made of the eigenvalues {σ k } of Λ.
The BKM theory works with such "rapidly oscillating" systems, and exploits a consistent partition of all time-dependent quantities (variables, functions, equations, etc.) into their slow (t-invariant) plus fast (oscillating) components, X =X +X, along with two basic operations on time-dependent quantities: averaging ("bar"), and anti-differentiation ("hat"),
The consistent use of these two operations along with Taylor expansion in ε, yield a renormalized system for slow (bar) variables
made of nonlinear invariant (resonant) forms of increasing order: quadraticB, cubicC, quarticQ etc. All higher-order forms are constructed from the original B, using its "bar + tilde" ("resonant" plus "off-resonant") partition, B =B +B. The "resonant" terminology comes from the wave interaction theory (3-wave, 4-wave, etc.) , as the averaging operation imposes an additional "frequency synchronism" on triad interactions: σ p + σ q − σ r = 0, for any triplet p + q − r = 0. The "resonances" also appears in the series solutions (6), whereby averaged formsB,C etc. arise as secular (resonant) terms, to be "eliminated", or better "renormalized" via multiscale expansion. Thus renormalization is equivalent to a multiscale expansion, but instead of individual solutions it allows to construct their slow evolution equation.
The closure problem in the BKM scheme is resolved by "slaving" the fast componentX to slowX through a functional relationX = F ¡X , ε ¢ , constructed alongside (8). We shall label the renormalized systems by their ε order:
We shall outline a derivation of (8) in appendix A, and here specify it for the RSW system.
The resonant quadratic partB of RSW (4) uncouples PV modes from GWs, due to a special form of gravity wave dispersion σ k = p 1 + k 2 /µ 2 . The former (PV) obey the quasigeostrophic evolution:ż k = P A k pq z p z q , and advect GW amplitudes,ẇ k = P p+q=kF k pq z p w q , in a way that preserves their wave-number: |k| = |q|, so all resonant coefficientsF k pq include Kronecker-delta factors δ (|k| − |q|). We claim the resulting linear operators
on GWs, also preserve the isotropic wave energy spectrum,
each pair of PV modes {z p , z −p } transforms back and forth a pair of complex GW spaces:
In the resonant case (k = q), the resulting linear operator, 
The remaining quadratic forms B, E, G of system (4) are non-resonant, hence drop after the averaging.
In the triad case with unequal legs (p < q < r), the QGS part turns into the classical nonlinear (Jacobi) oscillator (e.g. Bateman et al, 1953) :
while theF -part vanishes 6 . System (9) is solved in Jacobi elliptic functions: sn, cn, dn.
To proceed to the cubic system we shall rescale variables
and write RN 1 asż
5 Those were dubbed catalytic in Bartello 1995, as PV mode serves to "catalyze" the GW cascade. Let us note, that the resonant RSW system does not cascade GWs upscale or downscale, but preserves their wave-number. 6 In case of two equal legs, q = p, the QGS part becomes a linear oscillator, whereby z r stays constant, and oscillates pairs {z q , z p } and {w q , w p } at frequencies proportional to |z r |.
Here Φ and Ψ denote quadratic forms in the appropriate variables {z k , w k }, so
give the r -contribution in the p -equations, and similarly for the q and r -equations, under cyclic index permutations. All coefficients a, c, f, h of forms Φ, Ψ are expressed through the original quadratic coefficients (4), but the general formulae become fairly cumbersome (preprint G00). We won't present them here in full, but mention a few properties. The a coefficients of the Φ -forms are made of products of the original B and E coefficients (4), so cubic corrections to quasigeostrophy combine parametric excitation of the PV modes by GWs (B terms), and the PV sources of gravity waves (E terms). Similar products enter the other cubic coefficients: c, f , h.
We shall elaborate further the f coefficients in the Ψ forms (12)
where
. Such a special form of f k has an important implication, namely the existence of a higher level (super-slow) GW invariant of the cubic system. Indeed, the GW part of (11) takes on the formẇ
ih... , and similarly for k = q, r. Then the real-valued wave intensities (energies)
Hence follows the conservation of the GW integral,
Second-order renormalization RN 2 augments (11) with ε 2 (quartic) corrections of the
and similar products for z q , and z r . The GW equations would acquire quartic corrections of the form Γ k z p z q z r w k , with complex-valued coefficients Γ k (k = p, q, r).
The renormalized systems RN 1,2 have a clear advantage over the original RSW. Computationally they are much stiffer, as we eliminated the source of fast oscillations, the linear operator Λ. Indeed, numeric simulations of long series for RN 1,2 run two orders of magnitude more quickly, compared to the parent RSW, despite higher order nonlinearities.
Their approximation range is limited to a few eddy turnovers (Fig. 2) , but they exhibit all basic patterns of RSW variability, like relaxation/ intensification phases (Fig. 4) . We shall discuss the relation between the RSW and RN systems in section 6. In next section we shall see how the cubic system will provide the requisite tools for the second renormalization step -a transition to climatology.
Quasi-invariants and second renormalization
The 3D quadratic part of system (11) represents the quasigeostrophic PV-oscillator (9), that has two invariants:
These are linear combinations of potential enstrophy
2 . The two invariants reduce the 3D system to a single ODEż =
in variable z = z q , exactly solvable in Jacobi elliptic functions of modulus m = min Bateman et al. 1953) ,
In (16) we assumed ξ < η; in case η < ξ, the two invariants swap their place, and z p , z r exchange their cn, dn -identities. Indeed, the intersection of two cylinders (15) in 3D space, both perpendicular to the z q -axis, must contain the trajectories of the Jacobi system.
The larger one (e.g., ξ > η) has its complementary variable, z p represented by a definite (positive/negative) dn function of double frequency, while the smaller one gives a cn function.
The upper/lower value of z p (on the larger of two cylinders) corresponds to the high/low zonal index.
The QGS Jacobi oscillator (16) is a classical periodic system, whose frequency ω depends on Jacobi modulus m (hence on initial state), through the complete elliptic integral K of the first kind,
The RSW triad couples the QGS oscillator to GW modes, and those would slowly modulate the QGS modulus m, and all derived quantities (e.g., frequency ω) on long time scales.
Thus panel 6 of Fig. 4 (a-c) shows local PV frequency computed via elliptic integral (17).
Since ξ, η and m could always be diagnosed at any instance of the modulated evolution, therefore ω provides an accurate description of the modulation process, that would be hard to get by the standard Fourier-statistical tools.
The invariants ξ, η along with the wave intensities u = |w p | 2 , v = |w q | 2 , w = |w r | 2 play essential roles in our second renormalization step. Here we could draw a parallel between the two steps by comparing the general form of the two systems: original RSW = "linear"
+ ε× "quadratic", and RN 1 = "quadratic" + ε× "cubic". In the former case the "linear invariants", namely PV and GW amplitudes, allowed us to convert the system to the BKM form, and then average rapidly oscillating coefficients. Now the role of amplitudes is played by RN 0 invariants: ξ, η, u, v, w. The exact RN 0 invariants will turn into slow quasi-invariants of RN 1 , and the latter will be "averaged" over "fast (but nonlinear) Jacobi oscillations" to produce the slow modulational dynamics. Compared to a fairly general BKM scheme, our second renormalization step, outlined in appendix B, is more involved. So far it is limited to the triad case alone.
The off-shoot of the second step is the 5D second renormalized system in the second slow time ετ = ε 2 t, called adiabatic by analogy with slow time-dependent Hamiltonian systems (c.f. Wirosoetisno and Shepherd, 2000) . Its has somewhat different form in the upper and lower sectors of the quadrant (ξ, η > 0). In the lower sector (ξ > η) we geṫ
with coefficients A, B, α, β, γ -polynomial expressions in modulus m and two special elliptic functions E 1 (m), E 2 (m), defined in appendix b (38). In the upper sector η replaces ξ in the r.h.s., and coefficients A, B, α, β, γ change their form (see preprint G00, for details).
By construction of the γ k (m) the adiabatic system (18) conserves the GW-invariant (14), the same way as did its precursor RN 1 . So the (u, v, w) part of evolution (18) or (11) is confined to a hyperbolic surface I = const.
We claim that the basic asymptotic regimes of the adiabatic system are determined by its behavior on three bounding quadrants: u = 0, v = 0, w = 0 -the invariant manifolds of (18).
Indeed, having a pair of wave intensities (e.g. u, v) grow large, the remaining one becomes negligibly small (w ≈ 0) and could be dropped. Each quadrant produces a distinct dynamic pattern: nonlinear relaxation (R-phase) for v = 0; intensification (I-phase) for u = 0; and transition (T-phase) for w = 0. The long RSW-cycles could be viewed as alternating R-T-I phases.
In the next section we shall examine three limiting cases, derive asymptotic solutions for each one, and show how to reconstruct approximate RSW and RN 1 solutions from the adiabatic data.
Analysis of the adiabatic system
We shall describe the basic asymptotic regimes and solutions of the adiabatic system. The mathematical details are somewhat involved, as they exploit special properties of elliptic functions E 1,2 and coefficients A, B, α, β, γ of (18). We shall skip most of them, but outline the main conclusions (more details could be found in G00).
We recast system (18) in vector notations:ũ = (u, v, w), lnũ = (ln u, ln v, ln w);α = (α 1 , α 2 , α 3 ), and similarly definedβ,γ,
all coefficients being functions of modulus m = min
From (19) we also get timeevolution of m, important for the ensuing analysis,
Modified QGS oscillator (ũ =0)
Dropping all three wave-modes: u, v, w = 0, the reduced 2D system for {ξ, η}, or {ξ, m}, The above analysis gives another indication of the importance of gravity waves in the long range RSW climatology. Formally, GWs are uncoupled from PVs in any renormalized system RN n . So setting GW = 0, one obtains a modified (cubic, quartic etc.) quasigeostrophy for the PV modes alone, (c. f. Resnik et al 1999; Medvedev 1999) . In the triad case, however, such "cubic quasigeostrophy" would allow only a single relaxation phase, with no recurrent cycles and patterns.
Nonlinear intensification and blow up: v = 0
By setting v = 0 we reduce (18) to a 4D system for variables (ξ, η, u, w) . Variables ξ and η, no matter their initial state, after some vacillation would eventually move to the upper sector (η > ξ), where w becomes negligibly small, due to the negative coefficient γ 3 . Hence the 5D adiabatic system (18) is reduced to 3 equationṡ
We look for self-similar solutions of (21) (21) yields a blow-up asymptotic solution in τ 0 = ετ
Here (τ 0 0 , η 0 ) marks an initial point of the "blow-up phase", and coefficients A, B, α, β, γ are to be evaluated at critical values m * , n * . Substituting solution (22) in the relations: 
Modulus m after some vacillation would settle down in the lower sector, and (asymptotically) approach value m * ≈ 0.74, while the local frequency (17) While the exact RSW or RN n evolution could bring down v = |w q | 2 , it won't vanish completely due to the conserved integral I (14). So the actual "blow-up" is averted by the gradual transition to other phases.
Nonlinear relaxation: u = 0
Here the reduced 4D system takes on the forṁ
and the analysis proceeds similar to the blow-up case, except ξ, η and w, v change their role. We first note that (ξ, η) moves to the lower sector, due to the properties of coefficients A, B, α, β, γ, and the modulus trend (20). Once in the lower sector, above the root of coefficient γ 3 (m), m ≈ .37, variable w will decay to 0. So (24) is reduced to a 3D system. Once again we search for self-similar solutions:
= n ≈ n * , and the same algebra as in section 5.2 yields Fig. 4(c) . Regardless of its initial state (upper or lower sector), modulus m will eventually settle in the lower sector and asymptotically approach the critical value: m * ≈ 0.52. The frequency (17) of the relaxation phase decreases algebraically, as ω =
.053τ 0 , consistent with Fig. 4 . Both the blow-up and relaxation solutions exhibit universal features, expressed in coefficients m * , n * , γ * , depending only on the system (coefficients), rather than initial state.
So all blow-up and relaxation phases have (asymptotically) identical pattern. Such "universal regimes" could be compared to "universal attractors" in forced -dissipative systems, whereby all solutions forget their initial state and behave qualitatively similar in the long run.
Transition phase: w = 0
Suppressing variable w, we get the reduced 4D system for ξ, η, u, v, whose solutions exhibit all basic patterns of the RSW and RN variability. The longer ξ cycles (ξ > η) are followed by shorter η cycles, whereby z p and z r switch their Jacobi cn, dn identities. All these features could be explained by the detailed analysis of the reduced (w = 0) adiabatic equations, but we skip the details.
Transitional-regime features suggests that the r -gravity wave (corresponding to the longest triad leg) is less important for the long-range variability, and could be dropped in the RN, or adiabatic system.
Asymptotic regimes of the adiabatic system persist also for RN 1 , so v = 0 blows up, while u = 0 relaxes. Of course, the parent RSW-triad, with perfectly balanced initialization (w ± k = 0), would eventually develop nonzero GW amplitudes (u, v, w 6 = 0) due to gravitywave generation.
PV reconstruction
On a cruder level of approximation one could ask for the "mean statistics" (over decadal scales) of various quantities: PV and GW energies/intensities, local PV frequency ω, ξ, η -invariants etc. We tested it for several Rossby numbers ε, and various initializations (balanced, unbalanced, mixed), and found good agreement between the statistics of all 4 systems (RSW, RN 1,2 , adiabatic) . In general, the effect of decreasing ε is to slow the PV frequency, and stretch long cycles. Thus 4×10 5 -long series at ε = .02 looks qualitatively similar to a 5×10 4 -series at ε = .05, and 6×10 3 series at ε = .1. These results hint at certain trends and possible scaling relations of the mean statistical parameters with ε, but more work would be needed to draw any definite conclusion.
Turning to long cycles, one way to define them is via ξ, η crossing (transition from the "upper/ lower index regime" to the "blocking regime"), shown in panels 4 of Fig. 4 (a-d) , or equivalently modulus m = 1 (panel 5 of Fig. 4 (a-d) ). Typically longer ξ cycles (dominant zonal flow) are intermittent with shorter ("blocking") η cycles. Indeed, we observe such asymptotic phases in the long series of Fig. 1 and 4 , particularly longer intensification ones, concurrent with low value of the "blocking" mode, v = |w q | 2 ≈ 0.
The "blow-ups" or "relaxations" could never fully develop for the RSW or RN systems, as the wave-intensity vectorũ would gradually shift away from the vicinity of a "singular quadrant", as the suppressed variable (u or v) gains sufficient power. Thus the "climatology" of RSW, or RN triads could be viewed as slow transition of theũ -vector over the iso-surface of the GW-invariant I, approaching and retreating from its asymptotic regions: u = 0, v = 0 or w = 0.
Conclusions and discussion
We study the rotating shallow water (RSW) in the low Rossby-Froude regime (ε = Ro ≈ Fr), truncated to a single triad in spectral space, but on long temporal scales about 10
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Coriolis units 1/f. It exhibits multi-scale variability ranging from the fast, O (1/f), gravity wave scale, to slower eddy-turnovers, and yet slower long cycles and patterns.
The RSW system couples slow vorticity modes (PV) to fast gravity waves (GW), and this coupling creates complicated long-term features and patterns. The principal effect of the wave-vortex interaction is slow modulation of the basic quasigeostrophic PV oscillator by GWs, -a process described by a "second slow" adiabatic evolution.
To study this multiscale behavior we adopt a two-step averaging/ renormalization scheme, that allows us to filter out "fast variability" on a given scale, and pass to a higher level "slow variability". The first step involves the well known BKM (Bogolubov-Krylov-Mitropolski) method, that effectively eliminates GW oscillations (with frequencies σ k ) -a transition from the fastest t scale to slow (PV) "eddy turnover" scale τ = εt. It yields higher order (cubic, quartic etc.) renormalized systems for PV, and GW amplitudes.
The renormalized cubic/quartic systems RN 1,2 couple the quasigeostrophic oscillator for PV modes z k (exactly solvable in Jacobi elliptic functions with frequency ω ¿ σ k ), and slow GW amplitudes w k . They exhibits all essential patterns and cycles of the RSW climatology (Fig. 4) . Also, the cubic RN 1 system gives us a proper choice of the modulation parameters, namely its quasi-invariants ξ, η, comprised of the PV energy/ enstrophy, and the GW isotropic energy spectrum.
The climatology of RSW and RN exhibits long relaxation/intensification patterns, concurrent with slow growth of GW amplitudes, as well as long cycles of high/low zonal index (dominant zonal PV anomaly), intermittent with shorter "blocking cycles". To unravel these features we implement the second renormalization of RN 1 , based on its quasi-invariants. It amounts to averaging the RN system over its "fast PV (Jacobi) oscillations", and yields a 5D adiabatic system on the "second slow" time-scale ετ .
The adiabatic system has its own (super-slow) invariant ln I = P σ 2 k ln |w k | -also an invariant of its precursor system RN 1 , and admits some exact and asymptotic solutions. The latter hold the key to the climatology: relaxation intensification, zonal/blocking cycles, etc.
We show in particular, that the asymptotic regimes have universal parameters independent of the initial state (sections 5.2 and 5.3) .
In that regard one could draw a parallel between the RSW triad, and the forced -dissipative systems, like the celebrated Lorenz oscillator (Lorenz 1963a) , or Charney-DeVore channel model (Charney-DeVore 1979) . In the chaotic regime such systems vacillate between their unstable equilibria, ("basins of climatology"), by intermittently attracting and repelling the phase-space trajectories. Though our non-dissipative RSW triad has no relevant phase-space structures, its universal "blow-up/relaxation" regimes, and ξ or η cycles, could be viewed as the proper dynamic analogues of "equilibria and attractors".
Our analysis also reveals the important role of gravity waves in the RSW climatology: when absent (GW = 0) the renormalized system RN 1 could only relax to 0 (section 5.1).
Besides qualitative comparison (Fig. 4) , we attempted some quantitative assessment of the renormalization. Being an asymptotic method its approximation range is typically limited to a few eddy turnovers (Fig. 2) . However, the renormalized solutions come close to the parent RSW in their mean statistics of the basic variables and parameters:
ξ, η, ω etc. We also examined the long cycles' prediction (Fig. 7) . The renormalized systems did reasonably well on both counts.
More significantly, cubic RN 1 gave us a proper choice of slow climatological variables (in the absence of natural ones), and explained the basic modulation mechanism of slow variability.
One drawback of the BKM renormalization, however, is the absent PV source of gravity waves, present in the parent RSW, and essential for its long-range variability. One way to address this problem is via a suitable initialization. Here unlike the standard short-term forecast (c.f. Baer and Tribbia, 1977) , one needs to bring in gravity waves, rather than filter them out. A better approach would be an alternative formulation of the BKM method to restore the PV source.
Larger questions concerns the scope of our method, particularly, second renormalization, and its possible extensions to other multi-mode/ multi-component systems, and external factors (forcing/dissipation/ topography). Our "Jacobi-type" analysis and adiabatic theory may still work for some other low-mode RSW truncations, with integrable or near integrable quasigeostrophy (Gurarie, D., Integrable and near integrable fluid oscillators, preprint 2000, http://www-math.cwru.edu/˜dxg5/paper/fluid-osc.pdf), and include such factors, as zonal mean flow.
A major challenge lies outside low order models in larger (multi-mode) systems. Here one encounters nonintegrable (quasi-periodic, chaotic or turbulent) quasigeostrophy, and the idea of "averaging" may require new approaches. Another issue concerns the level of interaction between PV and GW modes in multi-mode systems (like RSW or Boussinesq).
While our small (triad) truncation confines both to the same scales (about Rossby radius), most numeric results of large systems indicate the opposite energy fluxes for two modes, namely the upscale (inverse) cascade of PVs, and the downscale cascade of GWs (Farge and Sadourny, 1989; Errico, 1982; Yuan and Hamilton, 1994; Bartello, 1995) . When two separate in spectral domain, their interaction terms B (vortex-wave-vortex), and E (vortex-vortexwave) (4) weaken and disappear.
We conclude with a quote from Lorenz 1962, where he expounded the LOM philosophy:
"Such equations have the obvious advantage that they may be integrated numerically with relatively little effort, and in some cases may be solved analytically. In addition, by deliberately omitting some physical features and processes, they may tell something about the relative importance of the retained and omitted features". Besides, we add, LOMs could be averaged (renormalized) to give some new tools and insights into the long-range variability.
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Appendices 8.1 A. BKM method
The BKM method applies to any system with rapidly oscillating coefficients of fast variable
In many applications, including RSW, the field N and solutions X (τ , t, ε) may be expanded in trigonometric series in t, N = P ω N ω e iωt , etc. The averaging method aims at filtering out fast oscillations to produce a slow mean-fieldX (τ , ε), and its evolution. The oscillating partX (τ , ε, t) is considered slaved toX through a suitable functional relation.
One could derive the mean-field solutionX directly, using multi-scale asymptotic expansions, and eliminating secular terms. An alternative, in many ways preferable, way is to derive a renormalized (averaged) equation forX. To this end we assume smallX, and take an expansion
where L = The BKM scheme makes a consistent partition of all variables, functions, equations into their "mean + oscillating" part: X =X +X, N =N +Ñ; L =L+L; etc. It also employs two linear operations on "fast" t-dependent quantities, averaging (bar), and anti-differentiation
Thinking of
as a linear operator Λ on functions {f (t)}, "bar" projects f on its zero eigen-subspace, while "hat" = Λ −1 on the orthogonal ("non zero") complement. We call it Λ, as in the RSW case fast oscillations are due to the GW dispersion operator Λ (3), along with its induced (adjoint) action on higher forms and tensors. By transforming system to amplitude variables we get "fast quadratic coefficients" B r pq (t) (7) with compound frequencies {σ k ; σ p ± σ q ; σ r ± σ p ± σ q ...}. The "bar" and "hat" operations would then select the .
Returning to a general setup (28) we apply the "bar + tilde" partition to N =N +Ñ, and X =X + εX, assuming the oscillating part be O (ε), an assumption well born by the numerics. Besides, we adopt a "slaving Ansatz" of BKM,
with yet undetermined functional F, to be constructed alongside renormalized mean-field equation. Let us note that such "slaving" is different from Lorenz's "superbalance" (Lorenz, 1986) , or "slaving Ansatz" of Warn et al. 1995 , which impose certain relations between PV and GW modes, rather than "mean" and "oscillating" components of the combined (PV+GW) variable.
We write system (28) as
and break it into its "bar + tilde" parts
In the second equation we replaced fast-time derivative ∂ t by the linear operator Λ, and converted (∂ t + ε∂ τ ) in the l.h.s. of (32) into (I + εΛ
All terms N, L, B in the r.h.s. of (33-34) are functions of slow variableX, and equation (34) defines an implicit functionalX = F ¡X , ... ¢ . To make it explicit we expand
in the r.h.s. (note that Λ commutes withL), and collect allX terms to O (ε),
HereX is expressed throughX and its τ -derivative,
part of (33), ∂ τX =N + O (ε), we get the slaving functional to O (ε)
The latter is then substituted in (33) to get the second order renormalized (mean-field) equation
For quadratic field N = B (X|X), like the RSW case, we have
So the renormalized equation (35) , and rapidly approach the maximal value 1 at m = 1.
Another way to convert our setup to more conventional "fast + slow" system (e.g. Van
Kampen 1985) is to replace z q by its square Y = z 2 q , and write a closed form equation for Y , derived from (11)
The fast equation (40) is coupled to 5 slow equations (37), all coefficients explicitly computed from RN 1 (11). Formally, the new setup resembles the original RSW-system (4) in the "PV + GW" decomposition, with fast linear operator Top panels compare long cycles, marked by crossings of the x and h invariants for all 4 systems. The bottom plot shows cycle's length, as a function of the cycle number in the long series.
