In inertial motion capture, a multitude of body segments are equipped with inertial sensors, consisting of 3D accelerometers and 3D gyroscopes. Using an optimization-based approach to solve the motion capture problem allows for natural inclusion of biomechanical constraints and for modeling the connection of the body segments at the joint locations. The computational complexity of solving this problem grows both with the length of the data set and with the number of sensors and body segments considered. In this work, we present a scalable and distributed solution to this problem using tailored message passing, capable of exploiting the structure that is inherent in the problem. As a proof-of-concept we apply our algorithm to data from a lower body configuration.
I. INTRODUCTION
Inertial motion capture focuses on estimating the relative position and orientation (pose) of different human body segments. To this end, inertial sensors (3D accelerometers and 3D gyroscopes) are placed on different body segments as shown in Figure 1 . Each body segment's pose can be estimated by integrating the gyroscope data and double integrating the accelerometer data in time and combining these integrated estimates with a biomechanical model. Inertial sensors are successfully used for full body motion capture in many applications such as character animation, sports and biomechanical analysis [1] - [4] .
In [5] , an optimization-based solution to the inertial motion capture problem was presented. It post-processes the data to obtain a smoothing estimate of the body's relative pose. The problem is solved using sequential quadratic programming (SQP) [6] . The method was shown to result in drift-free and accurate pose estimates. Using an optimization-based approach allows for natural inclusion of biomechanical constraints and for modeling the connection between the body segment at the joint locations. Furthermore, it naturally handles nonlinearities and opens up the possibility for incorporating non-Gaussian noise and for simultaneous estimation of calibration parameters.
For applications which require real-time pose estimates, approximate solutions to the full smoothing problem need to be considered, for instance using filtering or moving horizon estimation (MHE) [7] . In these approaches, data up to a current time point is used to estimate the current pose. However, in case real-time estimates are not required, all available data can be used to obtain a smoothing estimate. Compared to filtering and MHE, obtaining a smoothing estimate is computationally more expensive and can be challenging both due to the computational complexity of solving the problem and due to storage requirements for constructing the problem. This is specifically of concern when processing long data sets.
In this paper we solve the same problem as in [5] . Again we use SQP, but at each iteration we compute the search directions using the message passing algorithm presented in [8] . This allows us to efficiently make use of the structure inherent in the problem. We exploit this structure in two different ways: 1) We reorder the problem based on time. This allows us to solve the problem by solving a large number of small problems which enables us to process long data sets. 2) We reorder the problem based on sensors and body segments. This leads to less computational benefits -the number of sensors and body segments is typically much smaller than the number of time steps considered -but it allows for solving the problem in a distributed manner. It also relaxes the need for a centralized unit and streaming of data to it.
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for the time-ordered problem has close connections to serial dynamic programming [9] . This is due to the chainlike coupling structure in the problem. In fact, using serial dynamic programming, the search directions can be computed by sweeping through the available data forward and backwards, similar to the approach used for Rauch-Tung-Striebel (RTS) smoothing [10] . Using message passing, we compute the search directions by simultaneously starting from the first and final time steps and sweeping towards the middle of the data set and back. This allows us to speed up the search direction computation by a factor of two. Notice that unlike existing scalable algorithms for solving big data problems that rely on first-order methods, see e.g. [11] , the proposed algorithm solely relies on second-order methods. Consequently, this algorithm enjoys a far superior superlinear convergence rate, [12] , in comparison to at best linear convergence of other algorithms. If we only consider the lower body for the sensor-ordered problem, the chain-like coupling structure will also be present in the problem. Instead of running through time, this chain runs from one foot through both legs to the other foot. Consequently, it enjoys the same similarities to serial dynamic programming as discussed above. For the full body, the coupling structure will not be chain-like. It will, however, have an inherent tree structure. Hence, we can still use message passing for computing the search directions. In this paper, we focus on the lower body to simplify both the notation and the biomechanical modeling. The presented material can, however, straightforwardly be extended to the full body problem.
The paper is organized as follows. In Section II we introduce the inertial motion capture problem for which the models are subsequently introduced in Section III. In Section IV, we reorder the problem in the two ways described above. These two equivalent formulations of the original problem enjoy a special structure which allows us to use message passing to compute the search directions. The message passing algorithm will be introduced in Section V. The resulting algorithm that can be used to solve the reordered problems is subsequently discussed in Section VI. In Section VII, we will discuss experimental results where the algorithm is applied to data from inertial sensors placed on the lower body.
II. PROBLEM FORMULATION
The problem of estimating the relative pose of each body segment is formulated as a constrained estimation problem. Given N T measurements y = {y 1 , . . . , y N T }, a point estimate of the static parameters θ and the time-varying variables x = {x 1 , . . . , x N T } can be obtained as a constrained maximum a posteriori (MAP) estimate, 
where c(x) represents the equality constraints. In this work we consider N S sensors placed on N S body segments, where sensor S i is placed on body segment B i . The time-varying variables x consist of variables both related to sensors (e.g. the pose of the sensor) and to body segments (the pose of the body segment), i.e. x t = {x S1 t , . . . , x
To refer to the time-varying variables for sensor S i , we use the notation x Si = {x Si 1 , . . . , x Si N T }, while x Bi = {x Bi 1 , . . . , x Bi N T } denotes time-varying variables for body segment B i . The set of time-varying variables pertaining to sensor S i and segment B i is denoted x i = {x Bi , x Si }. The static parameters are given by θ = {θ S1 , . . . , θ S N S }. This notation will be used throughout this work and is summarized in Table I .
Using the Markov property of the time-varying variables and the fact that the logarithm is a monotonic function, we can rewrite (1) as
The constraints c(x) represent the connection between the body segments at the joint locations. The cost function consists of terms related to a dynamic model for the time-varying states x Si t , a model regarding the placement of the sensors on the body segments and a prior on the initial states x Si 1 and the constant parameters θ Si for i = 1, . . . , N S .
III. MODEL
To estimate the relative pose of the lower body, we assume that 7 sensors are placed on different body segments. For notational simplicity, we assume that sensor S i is attached to body segment B i . The body segments are connected at the joint locations. Figure 2 illustrates two body segments, which can be thought of as the upper leg (B 3 ) and the lower leg (B 2 ). A sensor is attached to each body segment and the body segments are connected at the joint J 2 (the knee). Estimating the relative pose of the body amounts to estimating the position and orientation of the sensors and the body segments using the sensor measurements and the information that the body segments are connected. The variables considered optimization problem (2) are given by:
• The time-varying variables x Si t , consisting of the 3D position, velocity and orientation of sensor S i at time t. Furthermore, for one of the sensors S i , the variables x Si t also include variables to estimate its mean acceleration at time t. I: Notation to refer to the variables and the constraints in our problem, introduced in Sections II and III-C, respectively.
Symbol
Definition Explanation • The constant variables θ Si consisting of the gyroscope bias b Si ω ∈ R 3 of sensor S i . Hence, the variables in the optimization problem are x ∈ R (15N S +3)N T and θ ∈ R 3N S , where it is assumed that the orientation variables are encoded using a three-dimensional vector, see e.g. [13] - [15] . In the remainder of this section, we discuss the structure of the cost functions and of the constraints in (2) . This structure will be exploited in our message passing algorithm. For an alternative and more explicit formulation of the problem, we refer to [5] .
A. Dynamics of the state x Si t The dynamics in (2) expresses the position, velocity and orientation of each sensor S i in terms of their values at the time instance t − 1 and in terms of the constant variables θ Si . The change in position, velocity and orientation of sensor S i is modeled in terms of the acceleration and angular velocity measured by sensor S i . The mean acceleration is modeled in terms of x Si t−1 , θ Si and the accelerometer measurements. For more details on the acceleration model we refer to [5] . The dynamics of the state x Si t can hence be expressed as in (2).
B. Placement of the sensors on the body segments
As shown in Figure 2 , sensor S i is assumed to be attached to the body segment B i . We assume that the relative position and orientation of the sensors on the body segments is known from calibration. At each time instance, the position and orientation of sensor S i can therefore be expressed in terms of the position and orientation of the body segment B i . Ideally, this can be incorporated using equality constraints in (2) . However, it is physically impossible to place the sensor directly on the bone. Hence, it has to be placed on the soft tissue and the sensor will inevitably move slightly with respect to the bone. To allow for small random movements of the sensor, we incorporate the knowledge about the placement of the sensors on the body segments in the cost function.
C. Biomechanical constraints
The constraints c(x) in the optimization problem (2) enforce the body segments to be connected at the joint locations at all times. Hence, for joint J i , they model the position and the orientation of body segment B i in terms of the position and the orientation of body segment B i+1 for i = 1, . . . , N S − 1.
Here, the ordering of the indices of the joints and the body segments is assumed to be as in Table II . Note that we assume that the length of the body segments is known either from calibration or from a biomechanical model.
Each joint J i results in a constraint c i t ∈ R 3 at time t. The set of constraints at time t is given by
x N S t )} and the set of constraints for joint J i is given by
The complete set of biomechanical constraints is given by
This notation is summarized in Table I . Note that we explicitly indicate which states are involved in the constraints using the ordering of body segments and joints in Table II. IV. PROBLEM REFORMULATION ENABLING STRUCTURE EXPLOITATION In this section we focus on reordering the problem (2) in two different ways. In Section IV-A, we reorder the problem based on the time indices t = 1, . . . , N T . In Section IV-B, we reorder the problem based on sensor and body segment indices i = 1, . . . , N S . The inertial motion capture problem can be solved iteratively using SQP, where at each iteration k we solve a quadratic approximation of (2). Hence, in each of the sections below, we also introduce an explicit formulation of the quadratic approximation that needs to be solved, where the reordering will allow us to exploit the structure inherent in the problem.
A. Reordering based on time
The objective function in (2) can be reordered based on time resulting in
Let f 1 (x 1 , θ) and f t (x t , x t−1 , θ) for t = 2, . . . , N T correspond to different terms in the cost function of (3). We can then rewrite (3) more compactly as
where we use the notation c t (x t ) to denote the biomechanical constraints at time t as introduced in Table I . It is beneficial to equivalently reformulate this problem as minimize
x,θ
whereθ = {θ 1 , . . . ,θ N T }. This formulation models the constant variables θ in terms of time-varying variablesθ t . Inclusion of the additional equality constraints in (5) ensures thatθ t will be equal for all t and makes the formulations (4) and (5) equivalent. The reordered problem (5) enjoys a desirable structure that can be exploited. It can be solved iteratively using SQP, where at each iteration k we solve the quadratic approximation minimize ∆x,∆θ
to compute a step, ∆x T ∆θ T T . This step will be used to update the estimates of the variables x andθ. The Jacobians of the objective function and of the constraints are given by
For the Hessian of the objective function we use a Gauss-Newton approximation as
If we choose the ordering of variables as (∆x 1 , ∆θ 1 , ∆x 2 , ∆θ 2 , . . . , ∆x N T , ∆θ N T ), the Hessian H(x,θ) takes a special form as illustrated in Figure 3 . In this case it is possible to find matrices H t and h t and write the problem in (6) equivalently as minimize ∆x,∆θ
This time-ordered equivalent formulation of the problem (2) enjoys a special structure which allows us solve it efficiently using message passing. Before introducing this approach, we will first reorder the problem (2) in a second way, based on sensors and body segments.
B. Reordering based on sensors and body segments
The problem (2) can also be rearranged or reordered based on sensors and body segments. Here, we group the terms in 
Letting each term in the cost function be denoted by g i (x i , θ Si ), we can write (10) compactly as
where the constraints are grouped per joint. Note again that x i and c i (x i , x i+1 ) are defined in Table I . Analogously to the development in Section IV-A, solving the problem in (11) using SQP amounts to solving minimize ∆x,∆θ
at each iteration, where
The Hessian of the objective function of this problem is again based on a Gauss-Newton approximation,
If we choose the ordering of variables as (x 1 , θ S1 , x 2 , θ S2 , . . . , x N S , θ S N S ), the Hessian becomes block-diagonal with each block corresponding to sensor S i and body segment B i . This then enables us to write the problem in (12) as minimize ∆x,∆θ
through consistent choices of matricesH i and vectorsh i . The problem formulation (15) again enjoys a special structure which allows us to solve it efficiently using message passing. Next we briefly review this approach.
V. TREE STRUCTURE IN COUPLED PROBLEMS AND MESSAGE PASSING
Consider the following coupled optimization problem
where z ∈ R nz and f a : R nz → R for a = 1, . . . , N C . This problem can be seen as a combination of N C subproblems, each of which is defined by a term in the cost function and depends only on a few elements of z. Note that f a can include indicator functions on constraints. Hence, the problem formulations of the inertial motion capture problem (5), (9) for the time ordering and (11), (15) for the sensor and body segment ordering, are of the form (16) . Let us denote the ordered set of indices of z that each subproblem a depends on by C a . We can then equivalently rewrite (16) as
where z Ca is a |C a |-dimensional vector that contains the elements of z indexed by C a , with |C a | denoting the number of elements in the set C a . Also the functionsf a : R |Ca| → R are lower dimensional descriptions of f a s such that f a (z) = f a (z Ca ) for all z and a = 1, . . . , N C . It is possible to describe the coupling structure of the problem graphically using undirected graphs. Particularly, let us define the sparsity graph of the problem as a graph G s (V s , E s ) with the vertex set V s = {1, . . . , n z } and (a, b) ∈ E s if and only if variables z a and z b appear in the same subproblem. Let us assume that each C a for a = 1, . . . , N C , be a clique of this graph, where a clique is a maximal subset of V s that induces a complete subgraph on G s . This in turn means that no clique is contained in another clique [16] . Assume furthermore that there exists a tree defined on C Gs such that for every C a , C b ∈ C Gs where a = b, C a ∩ C b is contained in all the cliques in the path connecting the two cliques in the tree. This property is called the clique intersection property [16] . Graphs with this property have an inherent tree structure and can be represented using a clique tree. Let us assume that the sparsity graph of the problem (17) has an inherent tree structure. The problem can then be solved distributedly using a message passing algorithm that utilizes the clique tree as its computational graph. This means that the nodes V c = {1, . . . , N C } act as computational agents that communicate or collaborate with their neighbors defined by the edge set E c . The message-passing algorithm solves (17) by performing an upward-downward pass through the clique tree, see e.g., [8] , [17] and references therein. The upward pass starts from the agents at the leaves of the tree, i.e., all agents a ∈ leaves(T ), where every such agent computes and communicates the message 
to its parent, denoted by par(a). Here A ab = C a ∩ C b is the so-called separator set of agents a and b. Then every agent a that has received all messages from its children, computes and communicates the message 
with ch(a) denoting the children of agent a, to its parent. This procedure is continued until we reach the agent, r, at the root. At this point, agent r computes its corresponding optimal solution by solving
and initiates the downward pass by communicating this solution to its children. During the downward pass each agent a having received the optimal solution z * 
and communicates this solution to its children. Once the downward pass is accomplished, all agents have computed their respective optimal solution and the algorithm is terminated.
We have summarized this scheme in Algorithm 1. Remark 1: Notice that within the upward pass all agents that have received messages from their children can compute their messages simultaneously and in parallel. This also holds Algorithm 1 Distributed Optimization Using Message Passing 1: Given a sparsity graph Gs of an optimization problem 2: extract its cliques and a clique tree over the cliques; 3: assign each subproblem to one and only one of the agents. 4: Set agents = {1, . . . , NC } \ r and elim = {}. 5: Perform the upward pass as 6: while |agents| = 0 do 7:
for i ∈ agents do 8: if ch(a) ⊆ elim then 9: This agent computes the message in (19) and communicates it to agent par(a). for a ∈ agents do 19: if par(a) ⊆ elim then 20:
This agent computes optimal solution as in (21) and communicates it to agents ch(a). Figure 4 : Clique tree corresponding to the sparsity graph of problem (9) .
for the downward pass, as all agents that have received the optimal solution from their parents can compute their respective optimal solution in parallel.
VI. SCALABLE AND DISTRIBUTED SOLUTIONS USING MESSAGE PASSING
We will now rewrite the problem reorderings (9) and (15) such that Algorithm 1 can be used to solve the problem. Let us first reconsider the problem in (9) . We can rewrite this problem compactly as minimize ∆x,∆θ
ct(x
where r = N T /2 . The sparsity graph of this problem has an inherent tree structure, with N T − 1 cliques. Each clique C a consists of the variables ∆x a , ∆θ a , ∆x a+1 and ∆θ a+1 . The clique tree for this problem is illustrated in Figure 4 . Consequently, we can use Algorithm 1 for solving this problem. During the upward pass, each agent a sends a message as in (18) and (19) to its parent as a function of the variables it shares with its parents. Hence, if a < r (the agent is on the left side of agent r in Figure 4 ) the message to its parents is a function of ∆x a+1 and ∆θ a+1 . Equivalently, if a > r (the agent is on the right side of agent r in Figure 4 ) the message to its parents is a function of ∆x a and ∆θ a . As a result, each agent except agent r has to factorize a matrix of size |x a | + |θ a | plus the number of constraints, which is equal to 6N S − 3, as can be seen in (22). The root agent instead has to factorize a matrix of size 2|x a | + 2|θ a | + 9N S − 6.
The computational complexity of Algorithm 1 is dominated by the upward pass since the downward pass does not require a matrix factorization. For details on this, we refer to [8] . Hence, the computational complexity and storage requirements for the resulting algorithm grow linearly with N T . The reduction in the memory requirements follows from the fact that using Algorithm 1 we have relaxed the need for even forming the problem in (9) . The resulting algorithm to solve the problem (22) is summarized in Algorithm 2. The problem in (15) is also a coupled problem but with N S − 1 subproblems. The clique tree for this problem has the same structure as for (15) , where the only differences are in the number of cliques which in this case is N S − 1 and that r = N S /2 . Each clique C a consists of the variables ∆x a , ∆θ Sa , ∆x a+1 and ∆θ Sa+1 . Hence, we can solve the problem in (15) distributedly using Algorithm 1. This can be achieved using a network of computational agents, that can be installed on the body and that collaborate based on the clique tree.
Remark 2: Note that in (22) we have adopted a particular grouping of the constraints. This is to ensure that each of the Algorithm 2 Inertial Motion Capture 1: Place the sensors on the body, calibrate the system and collect inertial measurements. 2: Initialize x and θ orθ and set k = 0. 3: while the algorithm has not converged and the solution is not feasible do
4:
Formulate the quadratic approximation (22) using the time reordering or (15) using the sensor / segment reordering.
5:
Use Algorithm 1 to solve the problem formulated in Step 4 and to obtain a step ∆x T ∆θ T T for the time ordered problem or a step ∆x T ∆θ T T for the sensor / segment ordered problem. 6: Update x := x + ∆x, θ := θ + ∆θ orθ :=θ + ∆θ.
7:
Set k := k + 1 and check for convergence and feasibility. 8: end while subproblems is well-posed in terms of their local variables. This was not necessary for the problem in (15) .
Remark 3: The reason that the clique trees for both problems in (22) and (15) have the same structure is due to the fact that we have focused on the motion capture problem for the lower body. For solving the full body problem we can use the same approach as presented in this paper, since the inherent tree structure will still be present in the problem. However, the clique tree for the corresponding problem will be more complicated than a chain and will correspond to the body formation.
VII. RESULTS AND DISCUSSION
We consider experimental data from a subject walking around for approximately 37 seconds wearing inertial sensors as shown in Figure 5 . We focus on estimating the pose of the lower body using data from 7 sensors attached to the different body segments as described in Section III. The estimated joint angles from this problem have previously been presented in [5] . In this work, we solve the same optimization problem but reorder the problem to efficiently make use of its structure. Hence, the estimates obtained using Algorithm 2 are equal to the ones presented in [5] .
The optimization problem is solved at 10 Hz with N T = 373, leading to a total number of 40284 time-varying variables x and 21 constant variables θ and 6714 constraints. 1 Notice that if the inherent sparsity of the problem would not be exploited, the computational complexity of solving the SQP for the smoothing problem (6) or (12) would grow cubically with the number of sensors and body segments N S and with the number of time steps N T . The storage requirements for forming this problem would grow quadratically with N T and N S .
To solve the problem in a more scalable manner, we have reordered the variables based on time and formed the problem as in (22), which allows us to solve the problem using Algorithm 2. For each iteration k in Algorithm 2, we then form Figure 5 : Experimental setup where the human body is equipped with inertial sensors (orange boxes) on different body segments. High-accuracy reference measurements were obtained using an optical tracking system to validate the estimated joint angles. To this end, triangles with optical markers were placed on a number of sensors. N T − 1 subproblems. Computing the messages in the upward pass requires each agent except the root agent to factorize a matrix of size 168 since |x t |+|θ t | = 129 and 39 constraints are involved in the subproblem. The root agent needs to instead factorize a matrix of size 315 since 2|x t | + 2|θ| = 258 and 57 constraints are involved in this subproblem instead. Using message passing to solve the problem, it is no longer required to form and store the large problem of size 46998. Instead, it is only required to store one of these subproblems.
We have also solved the problem by reordering the variables based on sensors and segments. The computational benefits of this reordering are much less significant -the problem is split up in 6 subproblems. However, the approach no longer requires collecting all data at a centralized unit, which can be communication intensive, and hence can potentially hamper our ability to have a seamless solution for the motion capture problem. Instead, it allows for decentralized computation of the solution, where the computational power on the sensors can be used to compute solutions to the subproblems.
VIII. CONCLUSIONS AND FUTURE WORK
In this work, we have introduced a method to exploit the structure inherent in the inertial motion capture problem. The method allows for a scalable solution where small subproblems for each time step are formed and hence longer data sets can be processed. The approach is successfully applied to experimental data to estimate the pose of the lower body. It also opens up for the possibility of distributedly solving the problem by making use of the computational resources of each of the sensors. The structure that we exploit in this work is not unique to the motion capture problem. We believe that the message passing algorithm can be applied to a large number of other problems appearing in signal processing and estimation, e.g., in large-scale signal processing and estimation application. This is because these problems commonly enjoy desirable sparsity structures arising from physical and / or dynamic properties in the problem, as we saw for the inertial motion capture problem in this work.
