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Abstract. A metrized graph is a compact singular 1-manifold endowed with
a metric. A given metrized graph can be modelled by a family of weighted
combinatorial graphs. If one chooses a sequence of models from this family such
that the vertices become uniformly distributed on the metrized graph, then the
ith largest eigenvalue of the Laplacian matrices of these combinatorial graphs
converges to the ith largest eigenvalue of the continuous Laplacian operator on
the metrized graph upon suitable scaling. The eigenvectors of these matrices
can be viewed as functions on the metrized graph by linear interpolation. These
interpolated functions form a normal family, any convergent subsequence of
which limits to an eigenfunction of the continuous Laplacian operator on the
metrized graph.
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1. Introduction
Roughly speaking, a metrized graph Γ is a compact singular 1-manifold endowed
with a metric. A given metrized graph can be modelled by a family of weighted
combinatorial graphs by marking a finite number of points on the metrized graph
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and declaring them to be vertices. On each of these models we have a Lapla-
cian matrix, which acts on functions defined on the vertices of the model. On the
metrized graph there is a measure-valued Laplacian operator. The goal of this
paper is to prove that the spectra of these two operators are intimately related.
Indeed, we will show that if we pick a sequence of models for Γ whose vertices be-
come equidistributed, then the eigenvalues of the discrete Laplacians on the models
converge to the eigenvalues of the Laplacian operator on Γ provided we scale them
correctly. Moreover, we can show that in a precise sense the eigenvectors of the
discrete Laplacian converge uniformly to eigenfunctions of the Laplacian operator
on the metrized graph.
This type of approximation result for Laplacian eigenvalues dates back at least
to the papers of Fukaya ([KeFu]) and Fujiwara ([KoFu1], [KoFu2]). In [KeFu] the
measured Hausdorff topology is defined on closed Riemannian manifolds of a fixed
dimension subject to certain curvature hypotheses, and it is shown that convergence
of manifolds in this topology implies convergence of eigenvalues for the associated
Laplace-Beltrami operators. An analogue of the measured Hausdorff topology for
the class of finite weighted graphs is defined in [KoFu1]; a similar convergence result
for eigenvalues of the discrete Laplacian operator is obtained. In [KoFu2], Fujiwara
approximates a closed Riemannian manifold by embedded finite graphs and proves
that the eigenvalues of the Laplace-Beltrami operator can be bounded in terms of
the eigenvalues of the associated graph Laplacians. In the present paper we use an
approach remarkably similar to the one in [KoFu1]; this is purely a coincidence as
the author was unaware of Fujiwara’s work until after giving a proof of the main
theorem. It would be interesting to see if the methods employed here can improve
upon [KoFu2] when applied to the approximation of Riemannian manifolds by
graphs.
Without giving too many of the details, let us briefly display some of the con-
tent of the main theorem (Theorem 1) in a special case. See section 2 for precise
definitions of all of the objects mentioned here. Let Γ = [0, 1] be the interval of
length 1. Let GN be a weighted graph with vertex set VN = {q1, . . . , qN}, edge set
EN = {qiqi+1 : i = 1, . . . , N −1}, and weight N −1 on each edge. The reciprocal of
the weight of an edge will be its length. We say that GN is a model of our metrized
graph Γ; see Figure 1.
For each N we can define the Laplacian matrix QN associated to the graph GN .
It is an N ×N matrix which contains the weight and incidence data for the graph.
Let λ1,N be the smallest positive eigenvalue of QN . The following table gives the
value of Nλ1,N (the scaled eigenvalue) for several choices of N . In each case, the
eigenspace associated to this eigenvalue has dimension 1.
N Nλ1,N (approximate)
5 7.6393
10 8.8098
50 9.6690
100 9.7701
200 9.8201
500 9.8498
Now let f : Γ → C be a continuous function that is smooth away from a finite
set of points and that has one-sided derivatives at all of its singular points. The
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Laplacian of such a function f is defined to be
∆f = −f ′′(x)dx −
∑
p a singular
point of f
σp(f) δp,
where dx is the Lebesgue measure on the interval, δp is the point mass at p, and
σp(f) is the sum of the one-sided derivatives of f at the singular point p. We say
that a nonzero function f is an eigenfunction for ∆ with respect to the measure dx
if the following two conditions obtain:
•
∫
Γ
f(x)dx = 0
• There exists an eigenvalue λ > 0 such that ∆f = λf(x)dx.
The eigenvalues of ∆ with respect to the measure dx are n2π2 for n = 1, 2, 3, . . .,
and the eigenspace associated to each eigenvalue has dimension 1. Denoting the
smallest eigenvalue by λ1(Γ), we see that λ1(Γ) = π
2 ≈ 9.8696. The values of
Nλ1,N in the above table could reasonably be converging to λ1(Γ).
Part (A) of Theorem 1 asserts that the scaled eigenvalues Nλ1,N do indeed
converge to λ1(Γ). A similar statement can be made for the second smallest eigen-
values of QN and ∆, as well as the third, etc. The fact that the dimensions of the
eigenspaces for λ1,N and λ1(Γ) agree is no coincidence, and a precise statement of
this phenomenon constitutes part (B) of Theorem 1. If we choose an ℓ2-normalized
eigenvector hN of the matrix QN for eachN , then the sequence {hN} can be viewed
as a family of piecewise affine functions on the interval by linear interpolation. Part
(C) of the main result states that this family is normal, and any subsequential limit
of it will be an L2-normalized eigenfunction for ∆ with respect to the dx measure.
We make all of this precise in the next section after defining some of the necessary
notation and conventions. We will follow quite closely the treatment of metrized
graphs given in [BR]. Applications of metrized graphs to other areas of mathematics
and the physical sciences can be found in [Ku] and [BR]. For a more conversational
approach to metrized graphs, see the expository article [BF]. The reader should be
aware that metrized graphs also appear in the literature under the names quantum
graphs, metric graphs, and c2-networks.
q1 q2 q3 q5q4
GNΓ = [0, 1]
1/4
Figure 1. Here we see the metrized graph Γ and the graph GN
where N = 5. Each edge of GN has length 1/4 or weight 4. One
can view GN as a discrete approximation to the metric space Γ.
2. Definitions, notation, and statement of the main theorem
A metrized graph Γ is a compact connected metric space such that for each point
p ∈ Γ there exists a radius rp > 0 and a valence np ∈ N such that the open ball
in Γ of radius rp about p is isometric to the star-shaped set {re2πim/np : 0 < r <
rp, 1 ≤ m ≤ np} ⊂ C endowed with the path metric. A vertex set V for Γ is any
finite nonempty subset satisfying the following properties: (i) V contains all points
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p ∈ Γ with np 6= 2; (ii) for each connected component Ui ⊂ Γ \ V , the closure
ei = U i is isometric to a closed interval (not a circle); and (iii) the intersection
ei∩ ej consists of at most one point when i 6= j. The set ei will be called a segment
of Γ with respect to the vertex set V . Given a vertex set V for Γ, one can associate
a combinatorial weighted graph G = G(V ) called a model for Γ. Indeed, index the
vertices of G by the points in V and connect two vertices p, q in G with an edge of
weight 1/L if Γ has a segment e of length L with endpoints p, q. The hypotheses
we have placed on a vertex set ensure that G is a finite connected weighted graph
with no multiple or loop edges.
Given a vertex set V for Γ, a segment of length L can be isometrically parametrized
by a closed interval [0, L]. This parametrization is unique up to a choice of orien-
tation, and so there is a well-defined notion of Lebesgue measure on the segment
with total mass L. Defining the Lebesgue measure for each of the finite number
of segments gives the Lebesgue measure on Γ, which we denote by dx. Evidently
it is independent of the choice of vertex set. For the scope of this paper we will
assume that Γ is a fixed metrized graph on which the metric has been scaled so
that
∫
Γ
dx = 1; i.e., Γ has total length 1.
Choose a signed measure of total mass 1 on Γ of the form
(1) µ = ω(x)dx +
n∑
j=1
cjδpj (x),
where ω is a real-valued piecewise continuous function in L1(Γ), c1, . . . , cn are real
numbers, and δp(x) denotes the unit point mass at p ∈ Γ. We may assume that
X = {p1, . . . , pn} is a vertex set for Γ containing all points where ω is discontinuous.
This particular vertex set X will be fixed for the rest of the article. The choice of
measure µ allows some flexibility in applications of the theory (cf. §14 of [BR]).
For each p ∈ Γ, we define the set Vec(p) of formal unit vectors emanating from
p. This set has np elements in it, where np is the valence of Γ at p. For ~v ∈ Vec(p),
we write p+ ε~v for the point at distance ε from p in the direction ~v, a notion which
makes sense for ε sufficiently small. Given a function f : Γ → C, a point p ∈ Γ,
and a direction ~v ∈ Vec(p), the derivative of f at p in the direction ~v (or simply
directional derivative), written D~vf(p), is given by
D~vf(p) = lim
ε→0+
f(p+ ε~v)− f(p)
ε
,
provided this limit exists.
The Zhang space, denoted Zh(Γ), is the set of all continuous functions f : Γ→ C
for which there exists a vertex set Xf for Γ such that the restriction of f to any
connected component of Γ \ Xf is C2, and for which f ′′(x) ∈ L1(Γ). Directional
derivatives of functions in the Zhang space exist for all points of Γ and all directions.
The importance of this space of functions will be made clear in just a moment.
The Laplacian ∆(f) of a function f ∈ Zh(Γ) is the measure defined by
∆(f) = −f ′′(x)dx −
∑
p∈Γ
 ∑
~v∈Vec(p)
D~vf(p)
 δp(x).
One sees that
∑
~v∈Vec(p)D~vf(p) = 0 for any point p ∈ Γ\Xf so that the outer sum
above is actually finite. For any f, g ∈ Zh(Γ), the Laplacian operator satisfies the
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identities
(2)
∫
Γ
g d∆(f) =
∫
Γ
fd∆(g) =
∫
Γ
f ′(x)g′(x)dx.
Letting g be the constant function with value 1 in this last expression shows that
the measure ∆(f) has total mass zero.
Define Zhµ(Γ) to be the subspace of the Zhang space consisting of all functions
which are orthogonal to the measure µ; i.e., all f ∈ Zh(Γ) such that
∫
Γ
fdµ = 0.
A nonzero function f ∈ Zhµ(Γ) is called an eigenfunction of the Laplacian (with
respect to the measure µ) if there exists an eigenvalue λ ∈ C so that∫
Γ
g d∆(f) = λ
∫
Γ
f(x)g(x)dx, for each g ∈ Zhµ(Γ).
The integral on the left side of this equation is called the Dirichlet inner product of
f and g and is denoted 〈f, g〉Dir; the integral on the right side is the usual L
2-inner
product and will be denoted 〈f, g〉L2 . Thus we can restate the defining relation
for an eigenfunction as 〈f, g〉Dir = λ 〈f, g〉L2 . Setting g = f and applying the
relations in (2) shows that each eigenvalue of the Laplacian ∆ must be real and
positive. The eigenvalues constitute a sequence tending to infinity; in particular,
the dimension of the eigenspace associated to a given eigenvalue is finite. Let
0 < λ1(Γ) < λ2(Γ) < λ3(Γ) < · · · denote the eigenvalues of ∆ with respect to the
measure µ. The dimension of the eigenspace corresponding to λi(Γ) will be denoted
di(Γ). Even though we have suppressed µ in the notation for the eigenvalues, they
do depend heavily on the choice of measure.
The Laplacian operator can be defined on a much larger class of continuous func-
tions than Zh(Γ), and the eigenfunctions of ∆ in general need not lie in the Zhang
space. However, due to the “smoothness” of our measure µ, every eigenfunction of
∆ is indeed C2 on the complement of our fixed vertex set X . In fact, if ω(x) (the
continuous part of µ) is Cm on Γ \X , then each eigenfunction of the Laplacian is
Cm+2 on the complement of X . All of this is illuminated by Proposition 15.1 of
[BR].
Now we turn out attention to the discrete approximation of Γ by its models. For
each positive integer N ≥ #X , choose a vertex set X ⊂ VN ⊂ Γ in such a way
that #VN = N . We will add another hypothesis to this vertex set momentarily.
Define the measure dxN on Γ to be the probability measure with a point mass of
weight 1/N at each point in VN . Choose the vertex sets {VN} so that the sequence
of measures {dxN} converges weakly to the Lebesgue measure dx. In doing this,
we are modelling the metrized graph Γ by finite weighted graphs GN = G(VN )
whose vertices become equidistributed in Γ. This sequence of models will be of
great interest to us.
For each N , we also choose a discrete signed measure µN supported on VN with
total mass 1 and finite total variation such that the sequence {µN} tends weakly
to µ. For example, we could construct such a sequence in the following way. For
each p ∈ VN , consider the set of points of Γ which are closer to p than to any other
vertex:
ANp = {x ∈ Γ : dist(x, p) < dist(x, q) for all vertices q ∈ VN \ {p}} ,
where dist(·, ·) is the metric on Γ. Note that this set is Borel measurable (in fact, it
is open). We define the discretization of the measure µ associated to VN by setting
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µN (p) = µ(A
N
p ) for each p ∈ VN . The sets A
N
p are pairwise disjoint, so this yields
a discrete signed measure on Γ supported on the vertex set VN . As X ⊂ VN , we
can assert that µN has total mass 1 (because then all point masses of µ are picked
up by some ANp ). Recalling the definition of the measure µ in (1), we see that the
total variation of µN satisfies
|µN |(Γ) ≤
∫
Γ
|ω(x)|dx +
n∑
i=1
|ci|.
One can check that the measures {µN} tend weakly to µ as N tends to infinity.
We now wish to tie together the two notions of functions on the vertices of a
model G and functions on the metrized graph Γ. The most natural way to do this
is via linear interpolation of the values of a given function on a vertex set. The class
of continuous piecewise affine functions on Γ, denoted CPA(Γ), is defined to be the
set of all continuous functions f : Γ → C for which there exists a vertex set Xf
with the property that f is affine on any connected component of the complement
of Xf . More precisely, if U is a connected component of Γ \Xf , then its closure
e = U admits an isometric parametrization se : [0, L] → e. To say that f is affine
on e is to say that there are complex constants A,B depending on the segment e
so that f ◦ se(t) = At + B. For each vertex set V of Γ, we define Funct(V ) to be
the subclass of CPA(Γ) whose values are determined by their values on V . That is,
Funct(V ) is any continuous function on Γ which is a linear interpolation of some set
of values on the vertex set V . There is a natural identification of Funct(VN ) with
the complex vector space CN . We also define the ℓ2-inner product of two elements
in Funct(VN ) to be 〈f, g〉ℓ2 =
∫
Γ
f(x)g(x)dxN . It is important to note which value
of N we are considering when computing this inner product.
Each of our preferred models GN is equipped with a combinatorial weighted
Laplacian matrix (or Kirchhoff matrix), denoted by QN , which we can view as an
abstract linear operator on the space of functions Funct(VN ). Label the vertices of
GN by q1, . . . , qN , and assume that edge qiqj = qjqi has weight wij (recall that wij
is the reciprocal of the length of the segment qiqj in Γ and wii = 0 for all i). By
definition (cf. [Mo] or [Bo]), the entries of QN are given by
(3) [QN ]ij =

∑
k wik, if i = j
−wij , if i 6= j and qi is adjacent to qj
0, if qi is not adjacent to qj .
For f ∈ Funct(VN ), we writeQNf or {QNf}(x) for the unique function in Funct(VN )
which has value
∑
j [QN ]ijf(qj) at the vertex qi. Evidently the function QNf ex-
hibits the same information one gets from multiplying the matrix QN on the right
by the column vector with jth entry f(qj). For functions in Funct(VN ), the Lapla-
cian matrix is closely related to the Laplacian operator ∆ via the formula
(4) ∆(f) =
n∑
j=1
{QNf}(qj) δqj .
This is an easy consequence of the definitions of all of the objects involved (cf. [BF],
Theorem 4).
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In analogy with the setup for the continuous Laplacian, we define the class of
functions FunctµN (VN ) to be the subclass of Funct(VN ) orthogonal to the mea-
sure µN (a subspace of complex dimension N − 1). That is, f ∈ FunctµN (VN ) if∫
Γ
fdµN = 0. A nonzero function f ∈ FunctµN (VN ) will be called an eigenfunction
for the discrete Laplacian QN (with respect to the measure µN ) if there exists an
eigenvalue λ ∈ C so that for all g ∈ FunctµN (VN ),
(5)
∑
q∈VN
{QNf}(q)g(q) = λ
∑
q∈VN
f(q)g(q).
Using (4), we can rewrite this condition as 〈f, g〉Dir = Nλ 〈f, g〉ℓ2 , which looks a
good deal like the defining relation for eigenfunctions of ∆. In §3 we show how
the eigenfunctions and eigenvalues of QN with respect to the measure µN relate
to the usual notions of eigenvalues and eigenvectors. We show that all of the
eigenvalues of QN with respect to the measure µN are positive in Proposition 4, and
in Corollary 2 we prove that the eigenfunctions of QN form a basis for FunctµN (VN ).
Let 0 < λ1,N < λ2,N < λ3,N < · · · denote the eigenvalues of QN , and write di,N
for the dimension of the eigenspace corresponding to the eigenvalue λi,N .
For each fixed i ≥ 1 and N ≥ #X , let HN (i) ⊂ FunctµN (VN ) be an ℓ
2-
orthonormal basis of the eigenspace of QN corresponding to the eigenvalue λi,N . If
the eigenspace is empty, set HN (i) = ∅ (e.g., if N < i). Define H(i) =
⋃
N HN (i).
We think of the family H(i) as the set of all eigenfunctions of QN corresponding to
an ith eigenvalue. The family H(i) is obviously not unique, but we fix a choice of
H(i) for the remainder of the paper.
Theorem 1 (Main Theorem). Fix i ≥ 1. With the hypotheses and conventions as
above, we have the following conclusions:
(A) limN→∞Nλi,N = λi(Γ).
(B) There exists N0 = N0 (i) so that for all N > N0, the dimension di,N of
the eigenspace for QN with respect to the measure µN corresponding to the
eigenvalue λi,N satisfies di,N = di(Γ).
(C) The family H(i) is normal. The subsequential limits of H(i) lie in Zhµ(Γ)
and contain an L2-orthonormal basis for the eigenspace of ∆ corresponding
to the eigenvalue λi(Γ).
As remarked above, we can even sharpen the statement of assertion (C) if the
continuous part of the measure µ satisfies more smoothness properties. To reiter-
ate, if µ = ω(x)dx +
∑
cjδpj and ω is C
m away from the vertex set X , then the
subsequential limits of the family H(i) are Cm+2 on Γ \X .
The rate of convergence of eigenvalues and eigenfunctions is not studied in this
paper. Our methods are purely existential, which is unfortunate due to certain
interesting empirical data obtained by the students in the 2003 University of Georgia
REU entitled “Analysis on Metrized Graphs”. The following two conjectures were
made under the hypotheses that the models for Γ can be chosen with all edges
having equal weights and that µ = dx:
• There is a positive constant M such that |λ1(Γ) − Nλ1,N | < M · N−3/2 for
all N . (The example in [KoFu1] might lead one to believe that the error is
more like O(N−2).)
• The scaled discrete eigenvalues Nλi,N increase monotonically to the limit.
This does not appear to be true for more general measures µ.
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For more information about the REU and other data and conjectures resulting from
it, see the official site: http://www.math.uga.edu/~mbaker/REU/REU.html
In the next section we introduce an integral operator whose spectrum is in-
timately related to the spectrum of QN . We use it to show that FunctµN (VN )
admits a basis of eigenfunctions of the discrete Laplacian. In §4 we exhibit a reduc-
tion of the Main Theorem which is technically simpler to prove. The proof of the
Main Theorem will then proceed by induction on the eigenvalue index i (the case
i = 1 will be identical to all others). We carry out the induction step in sections
5-7.
3. Integral operators and the spectral theory of Laplacians
To begin, we recall the definition of the function jz(x, y). It is given by the unique
continuous solution of ∆xjz(x, y) = δy(x) − δz(x) subject to the initial condition
jζ(ζ, y) = 0 for all y ∈ Γ. Here ∆x denotes the action of the Laplacian with respect
to the variable x. As the Laplacian of the j-function has no continuous part, one
can show that jz(x, y) must be piecewise affine in x for fixed values of y, z. It is also
true that jz(x, y) is symmetric in x and y, non-negative, jointly continuous in all
three variable simultaneously, and uniformly bounded by 1. For elementary proofs
of these facts see section 6 of [BF].
For the rest of this section, assume N ≥ #X is a fixed integer. We define
jµN : Γ
2 → C to be
jµN (x, y) =
∫
Γ
jz(x, y)dµN (z) =
∑
q∈VN
jq(x, y)µN (q).
Observe that jµN (x, y) is also a piecewise affine function in x for fixed y. We require
the following proposition, whose proof is given in [CR] as Lemma 2.16:
Proposition 1. Let ν be a signed Borel measure on Γ of finite total variation.
There is a constant Cν such that for each y ∈ Γ,∫
Γ
jν(x, y)dν(x) = Cν .
In light of this proposition, we define the kernel function gν : Γ
2 → C to be
gν(x, y) = jν(x, y)− Cν .
It follows that
∫
Γ gν(x, y)dν(y) = 0. Also, the properties of the j-function men-
tioned above imply that gν is symmetric in its two arguments and continuous on
Γ2. Note that since Γ is compact, this forces gν to be uniformly continuous on Γ
2.
Now we recall the fundamental integral transform which effectively inverts the
Laplacian on a metrized graph. For f ∈ L2(Γ), define
ϕµ(f) =
∫
Γ
gµ(x, y)f(y)dy.
It is proved in [BR] that ϕµ is a compact Hermitian operator on L
2(Γ) with the
property that any element in the image of ϕµ is orthogonal to the measure µ. In
fact, we have the following important equivalence:
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Theorem 2 ([BR], Theorem 12.1). A nonzero function f ∈ Zhµ(Γ) is an eigen-
function of ϕµ with eigenvalue α > 0 if and only if f is an eigenfunction of ∆ with
respect to the measure µ with eigenvalue λ = 1/α > 0.
By Proposition 15.1 of [BR] we know that any eigenfunction of ∆ with respect
to the measure µ lies in Zhµ(Γ), and the above theorem allows us to conclude that
eigenfunctions of ϕµ have the same property.
We now introduce a discrete version of the integral operator whose eigenvalues
are related to the eigenvalues of the Laplacian matrix QN in much the same way
as in the above theorem. Define the discrete integral operator ϕN : Funct(VN ) →
Funct(VN ) by
ϕN (h)(x) =
∫
Γ
gµN (x, y)h(y)dyN , where x ∈ VN .
The defining equation for ϕN (h) only gives its values at the vertices, but recall that
any function in Funct(VN ) is determined by its values on VN by linear interpolation.
The next lemma shows that the Laplacian matrix is essentially a left inverse for
ϕN , up to a scaling factor and a correction term.
Proposition 2. If f ∈ Funct(VN ), then for any q ∈ VN , we have
{QNϕN (f)} (q) =
1
N
f(q)−
(∫
Γ
f(x) dxN
)
µN (q).
Proof. This is a restatement of Proposition 7.1 of [BR] (setting ν = f(x)dxN ,
µ = µN , and using equation (4) to relate the Laplacian ∆ to the discrete Laplacian
matrix QN). 
Now we exhibit two useful facts about the kernel and image of the operator ϕN .
Lemma 1. Ker(ϕN )
⋂
FunctµN (VN ) = 0
Proof. Suppose f ∈ Ker(ϕN )
⋂
FunctµN (VN ). By Proposition 2, we find for each
q ∈ VN that
0 = {QNϕN (f)} (q) =
1
N
f(q)−
(∫
Γ
f(x) dxN
)
µN (q).
Put Cf =
∫
Γ f(x)dxN . If Cf = 0, then f ≡ 0. If Cf 6= 0, then the above equality
implies f(q) = NCfµN (q). But we then obtain the following contradiction to the
fact that f ∈ FunctµN (VN ):∫
Γ
f(x)dµN (x) = NCf
∑
qi∈VN
µN (qi)
2 6= 0.

We remark that the previous proof actually shows the kernel of ϕN acting on
the space Funct(VN ) consists of all scalar multiples of the piecewise affine function
defined by q 7→ µN (q), q ∈ VN .
Lemma 2. The operator ϕN is ℓ
2-Hermitian with image in FunctµN (VN ). That
is, if f ∈ Funct(VN ), then ∫
Γ
ϕN (f) (x)dµN (x) = 0.
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Proof. Suppose f, g ∈ Funct(VN ). As gµN is real and symmetric, we see
〈ϕN (f), g〉ℓ2 =
∫
Γ
(∫
Γ
gµN (x, y)f(y)dyN
)
g(x)dxN
=
∫
Γ
f(y)
(∫
Γ
gµN (x, y)g(x)dxN
)
dyN
= 〈f, ϕN (g)〉ℓ2 .
Now recall that for any fixed y ∈ Γ, the function gµN (x, y) is orthogonal to the
measure µN . Thus∫
Γ
ϕN (f)(x)dµN (x) =
∫
Γ
(∫
Γ
gµN (x, y)f(y)dyN
)
dµN (x)
=
∫
Γ
f(y)
(∫
Γ
gµN (x, y)dµN (x)
)
dyN = 0.

It is interesting to pause for a moment to see how the eigenvalues and eigen-
functions of QN with respect to the measure µN relate to the usual notions of
eigenvalues and eigenvectors.
Proposition 3. The function f ∈ FunctµN (VN ) is an eigenfunction for QN with
respect to the measure µN if and only if there exists a constant λ ∈ C such that for
all vertices q ∈ VN ,
(6) {QNf}(q) = λ
{
f(q)−N
(∫
Γ
f(x)dxN
)
µN (q)
}
.
In particular, f is an eigenfunction for QN with respect to the measure dxN if and
only if f is a non-constant eigenfunction for QN in the usual sense of a linear
operator.
Proof. The final claim follows from (6) because the integral term vanishes from
the result when f is orthogonal to the measure dxN .
If f ∈ FunctµN (VN ) is an eigenfunction for QN with respect to the measure µN ,
then there is λ ∈ C such that for all g ∈ FunctµN (VN ),∑
q∈VN
{QNf} (q)g(q) = λ
∑
q∈VN
f(q)g(q).
We can rewrite this relation as N 〈QNf − λf, g〉ℓ2 = 0. Setting F = QNf −λf , we
conclude that F is in the ℓ2-orthogonal complement of the space FunctµN (VN ) (as
a subspace of Funct(VN )). One easily sees that the function q 7→ µN (q) for q ∈ VN
is a basis of the orthogonal complement. Thus F (q) = MµN (q) for some constant
M and all q ∈ VN .
The value {QNf}(q) can be interpreted as the weight of the point mass of ∆(f)
at the point q using equation (4). As the Laplacian is always a measure of total
mass zero, and the measure µN has total mass 1, we may sum the equation F (q) =
MµN(q) over all vertices q to see that
M = −λ
∑
q∈VN
f(q) = −Nλ
∫
Γ
f(x)dxN .
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This finishes the proof in one direction. The other direction is an immediate com-
putation. 
Proposition 4. The eigenvalues of QN acting on Funct(VN ) are nonnegative. The
kernel of QN is 1-dimensional with basis the constant function with value 1. The
eigenvalues of QN with respect to the measure µN are all positive.
Proof. Using equation (4) and the notation for the weights on the edges of the
model GN in (3), we can expand the Dirichlet norm as
‖fN‖
2
Dir =
∫
Γ
fN(x) d∆(fN ) =
∫
Γ
fN(x)
[
N∑
i=1
{QNf} (qi) δqi(x)
]
=
∑
qi∈VN
fN(qi) {QNfN} (qi)
=
∑
qi∈VN
|fN (qi)|2 ∑
qk∈VN
wik − fN (qi)
∑
qj∈VN
fN(qj)wij
 .
Note that wii = 0 since GN has no loop edges. Let us rearrange this last sum
to be over the edges of GN instead of over its vertices. Observe that summing
over all pairs of vertices as above is equivalent to summing twice over all edges of
the graph. We count wik|fN(qi)|2 for each end of an edge qiqk. We also count
−wijfN (qi)fN (qj) and −wijfN (qi)fN (qj) for each edge qiqj . Here we have implic-
itly taken advantage of the symmetry of QN . This yields
(7)
‖fN‖
2
Dir =
∑
edges qiqk
wik
(
|fN(qi)|
2
+ |fN (qk)|
2
)
−
∑
edges qiqj
wij
(
fN (qi)fN (qj) + fN(qi)fN(qj)
)
=
∑
edges qiqj
wij |fN(qi)− fN (qj)|
2
.
Note that in these sums we count edge qiqj = qjqi only once.
If f ∈ Funct(VN ) is an ℓ2-normalized eigenfunction for QN with respect to the
measure µN with eigenvalue λ, then equation (7) and the defining relation for an
eigenfunction shows that 0 ≤ ‖f‖2Dir = Nλ. Thus, λ is nonnegative. If λ = 0, then
a more careful look at (7) shows that our eigenfunction f satisfies f(qi) = f(qj)
for every pair of adjacent vertices qi, qj . Since GN is connected, we see that f is
constant on the vertex set VN . This proves the second assertion.
Suppose further that f has constant value M . Then
∫
Γ fdµN = M . If f ∈
FunctµN (VN ), we are forced to conclude that M = 0. That is, our function f is
identically zero on VN . This is horribly contrary to our definition of an eigenfunc-
tion, and so we conclude that λ > 0 in this case. 
A function f ∈ Funct(VN ) is called an eigenfunction for the operator ϕN if there
exists an eigenvalue α ∈ C such that ϕN (f) = αf . Lemma 2 implies that any
eigenfunction with nonzero eigenvalue must lie in FunctµN (VN ). Now we prove the
theorem which relates the nonzero eigenvalues and eigenfunctions of the integral
operator ϕN to the discrete Laplacian QN .
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Theorem 3. A nonzero function f ∈ FunctµN (VN ) is an eigenfunction of QN (with
respect to the measure µN ) with eigenvalue λ if and only if it is an eigenfunction
of ϕN with eigenvalue
1
Nλ .
Proof. Suppose f is an eigenfunction of ϕN in FunctµN (VN ) with eigenvalue α.
Proposition 2 implies that for each q ∈ VN
α{QNf}(q) = {QNϕN (f)} (q) =
1
N
f(q)−
(∫
Γ
f(x)dxN
)
µN (q).
For g ∈ FunctµN (VN ), we may multiply this last equality by g(q) and sum over all
vertices q ∈ VN to see that
α
∑
q∈VN
{QNf}(q)g(q) =
1
N
∑
q∈VN
f(q)g(q).
The last sum vanishes because g is orthogonal the the measure µN . If α = 0, then
f ≡ 0 by Lemma 1; but eigenfunctions are not identically zero. Thus f satisfies the
defining equation (5) for an eigenfunction of QN with eigenvalue
1
Nα .
Conversely, let f ∈ FunctµN (VN ) be an eigenfunction of QN with eigenvalue λ.
Multiplying the result of Proposition 2 by Nλ and subtracting from the result in
Proposition 3 shows
QN {f −NλϕN (f)} ≡ 0.
By Proposition 4, the kernel of QN is precisely the constant functions on Γ. Hence
f − NλϕN (f) ≡ M for some constant M . As f and ϕN (f) are orthogonal to the
measure µN , we know that integrating the equation f −NλϕN (f) =M against µN
produces M = 0. Since all eigenvalues of QN with respect to the measure µN are
nonzero, we deduce that ϕN (f) =
1
Nλf . 
Corollary 1. All of the eigenvalues of ϕN acting on FunctµN (VN ) are positive.
Proof. Apply the previous theorem and Proposition 4. 
Corollary 2. There exists a basis of FunctµN (VN ) consisting of eigenfunctions of
QN with respect to the measure µN .
Proof. The space FunctµN (VN ) admits a basis of eigenfunctions of ϕN by Lem-
mas 2 and 1 and the finite dimensional spectral theorem. Now apply the previous
theorem. 
4. Reduction to a weaker form of the main theorem
Before embarking on the proof of the Main Theorem, we show the following
reduction:
Lemma 3 (Reduction Lemma). Suppose that for each fixed i ≥ 1 the following
assertions are true:
(A) limN→∞Nλi,N = λi(Γ).
(B’) There exists N0 = N0 (i) so that for all N > N0, the dimension of the
eigenspace for QN corresponding to the eigenvalue λi,N satisfies di,N ≤ di(Γ).
(C’) The family H(i) is normal. The subsequential limits of H(i) lie in Zhµ(Γ),
have unit L2-norm, and are eigenfunctions of ∆ corresponding to the eigen-
value λi(Γ).
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Then Theorem 1 is true.
The proof of the Reduction Lemma will require a few preliminary results, which
will take up the majority of this section.
Lemma 4. Suppose f ∈ Zh(Γ) with the property that f is C2 on Γ \X. Define fN
to be the unique function in Funct(VN ) which agrees with f on the vertex set VN .
Then
lim
N→∞
‖fN‖Dir = ‖f‖Dir.
Proof. We begin by recalling equation (7):
(8) ‖fN‖
2
Dir =
∑
edges qiqj
wij |fN (qi)− fN(qj)|
2
.
As Γ can be decomposed into a finite collection of segments {e}using the preferred
vertex set X , we can sum over the segments of Γ to get
(9) ‖fN‖
2
Dir =
∑
segments e
of Γ
∑
edges qiqj
of GN with qi, qj ∈ e
wij |fN (qi)− fN(qj)|
2 .
The integral is linear, and there are only finitely many segments of Γ over which
we wish to integrate, so it suffices to show that the inner sum in (9) converges to∫
e |f
′(x)|2dx for any segment e of Γ (by equation (2)). Hence, we may assume for
the remainder of this proof that Γ consists of exactly one segment e; that is, Γ is
isometric to a closed interval of length 1.
The single segment e of Γ admits an isometric parametrization se : [0, 1] → e.
The vertex set VN corresponds to a partition 0 = t1 < t2 < · · · < tN = 1. We write
fe = f ◦ se for ease of notation. Now (8) takes the form
‖fN‖
2
Dir =
N−1∑
i=1
wi(i+1) |fe(ti+1)− fe(ti)|
2
=
N−1∑
i=1
(ti+1 − ti)
∣∣∣∣fe(ti+1)− fe(ti)ti+1 − ti
∣∣∣∣2 .
For each i there is t∗i ∈ (ti, ti+1) so that fe(ti+1) − fe(ti) = f
′
e(t
∗
i )(ti+1 − ti) by
the mean value theorem. Hence
‖fN‖
2
Dir =
N−1∑
i=1
(ti+1 − ti) |f
′
e(t
∗
i )|
2
.
But this last expression is just a Riemann approximation to
∫ 1
0
|f ′e(x)|
2dx. By
Proposition 5.2 in [BR], we find that f ′e is a continuous function on [0, 1] so that as
N tends to infinity these approximations actually do limit to the desired integral.

The following immediate corollary won’t be of any use to us in our present task,
but it is nice to include for completeness.
Corollary 3. If f, g ∈ Zh(Γ), then we have the limit
lim
N→∞
〈fN , gN〉Dir −→ 〈f, g〉Dir ,
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where fN and gN are affine approximations of f and g as in the statement of
Lemma 4.
Proof. This is an easy consequence of Lemma 4 and the polarization identity
〈fN , gN 〉Dir =
1
4
3∑
n=0
in‖fN + i
ngN‖
2
Dir,
which may be checked easily by expanding the norms on the right-hand side. Here
i denotes a fixed complex root of −1. 
Here is a technical lemma that will be needed in the Approximation Lemma
(Lemma 6) and again in later sections.
Lemma 5. Suppose for each N that kN is a function in Funct(VN ) such that
the sequence {kN} converges uniformly to a (continuous) function k : Γ → C.
Then ‖kN‖ℓ2 → ‖k‖L2 as N → ∞. If {k
′
N} is another such sequence of functions
converging uniformly to some k′ : Γ→ C, then 〈kN , k′N 〉ℓ2 → 〈k, k
′〉L2 as N →∞.
Proof. Suppose N is so large that kN is uniformly within ε of k. On one hand, we
have
‖kN‖
2
ℓ2 =
∫
Γ
|kN (x)|
2dxN
≤
∫
Γ
(|k(x)|+ ε)2 dxN
= ‖k‖2ℓ2 + 2ε‖k‖ℓ1 + ε
2
−→ ‖k‖2L2 + 2ε‖k‖L1 + ε
2.
The convergence in the final step follows from weak convergence of dxN to dx.
Letting ε→ 0 shows that lim supN→∞ ‖kN‖ℓ2 ≤ ‖k‖L2.
Similarly, ∫
Γ
|kN (x)|
2dxN ≥
∫
Γ
(|k(x)| − ε)2 dxN
= ‖k‖2ℓ2 − 2ε‖k‖ℓ1 + ε
2
−→ ‖k‖2L2 − 2ε‖k‖L1 + ε
2.
Now we see that ‖k‖L2 ≤ lim infN→∞ ‖kN‖ℓ2 .
The final statement follows by the polarization identity as in the proof of Corol-
lary 3. 
Lemma 6 (Approximation Lemma). Fix m ≥ 1 and suppose f ∈ Zhµ(Γ) is an
L2-normalized eigenfunction of ∆ with corresponding eigenvalue λm(Γ). For each
N , let fN be the unique function in Funct(VN ) which agrees with f at the vertices
in VN . Assume also that assertions (A), (B’), and (C’) of the Reduction Lemma
(Lemma 3) are satisfied for j ≤ m−1. Given any subsequence of {GN}, there exists
a further subsequence such that for each ε > 0 there is a positive integer N1 with
the property that for every N > N1 with GN in our sub-subsequence, we can find a
function f˜N ∈ FunctµN (VN ) for which the following conditions hold simultaneously:
(i) ‖f˜N‖ℓ2 = 1;
(ii) f˜N is ℓ
2-orthogonal to every h ∈ HN (j), j = 1, . . . ,m− 1; and
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(iii)
∣∣∣‖f˜N‖2Dir − ‖fN‖2Dir∣∣∣ < ε.
Proof. As condition (B’) of the Reduction Lemma holds, and each dj(Γ) is finite,
we may pass to a subsequence of models {GN} such that dj,N is independent of N
for every j ≤ m − 1 and all N sufficiently large in the subsequence. This implies
that for large N , the set TN =
⋃m−1
j=1 HN (j) is finite with cardinality independent of
N . Denote this cardinality by T , and let us label the elements of TN as h1N , . . . , h
T
N .
The set TN is an ℓ2-orthonormal system by definition of the sets HN (j) and the
fact that eigenfunctions corresponding to distinct eigenvalues are ℓ2-orthogonal (a
consequence of the definition of eigenfunction).
Write BN =
∫
Γ fdµN ; we will abuse notation in what follows and let BN also
denote the constant function on Γ with value BN . Define
f˜N =
fN −
∑T
j=1
〈
fN , h
j
N
〉
ℓ2
hjN −BN∥∥∥fN −∑Tj=1 〈fN , hjN〉
ℓ2
hjN −BN
∥∥∥
ℓ2
.
It will be shown in a moment that for N sufficiently large lying in a certain subse-
quence, the denominator of this expression is nonzero.
The definition of H(j) implies that each hjN is orthogonal to the measure µN , so
a small calculation shows f˜N lies in FunctµN (VN ). Evidently condition (i) holds.
Also, we note that BN is an eigenfunction of ϕN acting on Funct(VN ) with cor-
responding eigenvalue zero. Any two eigenfunctions of a self-adjoint operator that
have distinct associated eigenvalues are orthogonal, and hence BN must be ℓ
2-
orthogonal to each hjN . Another quick calculation shows that h
j
N is orthogonal to
f˜N for all j ≤ m− 1, which is condition (ii).
It remains to check that condition (iii) holds for our choice of f˜N upon passage to
a further subsequence. First observe that the definition of an eigenfunction for QN
implies that distinct elements of TN are orthogonal with respect to the Dirichlet
inner product. Also, 〈BN , g〉Dir = 0 for all g ∈ Funct(VN ) since constant functions
are in the kernel of QN . Expanding the Dirichlet norm and simplifying using these
two observations gives∥∥∥∥∥∥fN −
T∑
j=1
〈
fN , h
j
N
〉
ℓ2
hjN −BN
∥∥∥∥∥∥
2
Dir
= ‖fN‖
2
Dir −
T∑
j=1
Nζj,N
∣∣∣〈fN , hjN〉
ℓ2
∣∣∣2 ,
where ζj,N is the eigenvalue associated to the eigenfunction h
j
N . Of course, ζj,N =
λk,N for some k ≤ m− 1.
We have T sequences of functions {h1N}, . . . , {h
T
N}, each of which lies in a par-
ticular H(j). The normality of each H(j) allows us to find a further subsequence
of models and a set of functions T =
{
h1, . . . , hT
}
so that hjN → h
j uniformly on
Γ along this subsequence. For the rest of the proof we will assume that N lies in
the subsequence we have just specified.
As TN forms an ℓ2-orthonormal set for each N , we see that T forms an L2-
orthonormal set of eigenfunctions for ∆ (assertion (C’)). The associated eigenvalues
of these functions are all strictly smaller than λm(Γ), and hence each h
j is L2-
orthogonal to our initial function f . Lemma 5 implies that the inner product〈
fN , h
j
N
〉
ℓ2
tends to
〈
f, hj
〉
L2
= 0 as N tends to infinity.
16 X.W.C. Faber
By Lemma 4, weak convergence of {dxN} to dx, the previous paragraph, and the
hypothesis that the scaled eigenvalues Nλj,N converge to λj(Γ) for each j ≤ m− 1,
we conclude that
(10) ‖fN‖
2
Dir −
T∑
j=1
Nζj,N
∣∣∣〈fN , hjN〉
ℓ2
∣∣∣2 −→ ‖f‖2Dir − T∑
j=1
ζj
∣∣〈f, hj〉
L2
∣∣2 = ‖f‖2Dir
as N tends to infinity.
We also note that the function
∑T
j=1
〈
fN , h
j
N
〉
ℓ2
hjN + BN tends to zero uni-
formly. Here BN → 0 by weak convergence of {µN} to µ. The Minkowski inequality
and Lemma 5 imply that∥∥∥∥∥∥fN −
T∑
j=1
〈
fN , h
j
N
〉
ℓ2
hjN −BN
∥∥∥∥∥∥
ℓ2
≤ ‖fN‖ℓ2 +
∥∥∥∥∥∥
T∑
j=1
〈
fN , h
j
N
〉
ℓ2
hjN +BN
∥∥∥∥∥∥
ℓ2
= ‖f‖L2 + o(1),
where the error term depends only on N . The Minkowski inequality also gives an
identical lower bound so that
(11)
∥∥∥∥∥∥fN −
T∑
j=1
〈
fN , h
j
N
〉
ℓ2
hjN −BN
∥∥∥∥∥∥
ℓ2
→ ‖f‖L2 = 1
as N goes to infinity. This shows that the denominator of f˜N is in fact nonzero for
N sufficiently large.
Finally, we use the convergence relations (10) and (11) along with Lemma 4 to
conclude that as N tends to infinity
∥∥∥f˜N∥∥∥2
Dir
− ‖fN‖
2
Dir =
‖fN‖
2
Dir −
∑T
j=1Nζj,N
∣∣∣〈fN , hjN〉
ℓ2
∣∣∣2∥∥∥fN −∑Tj=1 〈fN , hjN〉
ℓ2
hjN −BN
∥∥∥2
ℓ2
− ‖fN‖
2
Dir −→ 0.
This completes the proof of condition (iii). 
And now we require one final proposition which gives us a characterization of
the mth largest eigenvalue of QN as a minimum of the Dirichlet norm on the ℓ
2
unit circle.
Lemma 7. Fix N ≥ #X. For a given m ≥ 1, let TN =
⋃m−1
j=1 HN (j). Denote by
T ⊥N the ℓ
2-orthogonal complement of the span of TN inside the space FunctµN (VN ).
Provided that T ⊥N 6= ∅, we have
Nλm,N = min
g∈T ⊥N
g 6≡0
‖g‖2Dir
‖g‖2ℓ2
Proof. As FunctµN (VN ) admits a basis of eigenfunctions of QN (Corollary 2),
there exists an ℓ2-orthonormal basis {f1, . . . , fr} for T ⊥N . Let us assume that the
corresponding eigenvalues are γ1 ≤ γ2 ≤ · · · ≤ γr. Note that γ1 = λm,N since
T ⊥N consists of all of the eigenfunctions of QN with eigenvalue strictly larger than
λm−1,N .
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To prove the proposition it suffices to consider the minimum over all g ∈ T ⊥N with
unit ℓ2-norm. Using our basis, write g =
∑r
j=1 ajfj , where the complex numbers
aj satisfy
∑
j |aj |
2 = 1. Since 〈fj , fj〉Dir = Nγj , we see that
〈g, g〉Dir =
r∑
j=1
|aj |
2 〈fj , fj〉Dir = N
r∑
j=1
|aj |
2γj ≥ Nγ1
r∑
j=1
|aj |
2 = Nλm,N .
Note that if we take g ∈ FunctµN (VN ) to be an ℓ
2-normalized eigenfunction of QN
with eigenvalue λm,N , then equality is actually achieved in this last computation.

Finally, we may now return to the
Proof of Reduction Lemma. We assume that conditions (A), (B’), and (C’)
hold for every i ≥ 1. Clearly we only need to check that assertions (B) and (C) in
the Main Theorem are true. If assertion (B) fails for some value of i, then we may
choose a minimum such i. There exists a positive integer D strictly smaller than
di(Γ) and an infinite subsequence of models {GN} with di,N = D for all GN in
the subsequence. For each such N , select distinct functions h1N , . . . , h
D
N ∈ HN (i).
Using the normality of H(i) as given by hypothesis (C’), we may pass to a further
subsequence and assume that there are D limit functions h1, . . . , hD, with hjN → h
j
uniformly along this subsequence for each j. Again using assertion (C’) we find that
each hj is an eigenfunction of ∆ with associated eigenvalue λi(Γ). As D < di(Γ),
there is some eigenfunction of ∆ with eigenvalue λi(Γ) which is not in the span of
{h1, . . . , hD}. Choose such a function with unit L2-norm and denote it by f .
Now choose a sub-subsequence for which the conclusion of the Approximation
Lemma is satisfied for the function f in the case m = i + 1. Given ε > 0 and N
large, we pick f˜N as in the Approximation Lemma. We apply Lemma 7 in the case
m = i+ 1 to see that
Nλi+1,N = min
g∈T ⊥N
g 6≡0
‖g‖2Dir
‖g‖2ℓ2
≤ ‖f˜N‖
2
Dir < ‖fN‖
2
Dir + ε.
We remark that T ⊥N 6= ∅ for N sufficiently large since its dimension is at least N −
1−
∑i
j=1 dj(Γ) by assertion (B’). Letting N go to infinity through our subsequence
and using assertion (A) and Lemma 4, we find that
λi+1(Γ) ≤ ‖f‖
2
Dir + ε.
We know that 〈f, g〉Dir = λi(Γ) 〈f, g〉L2 for all g ∈ Zhµ(Γ) since f is an eigenfunction
of ∆. In particular, setting g = f tells us that ‖f‖2Dir = λi(Γ). Taking ε sufficiently
small provides a contradiction since λi(Γ) < λi+1(Γ). Thus assertion (B) must be
true for all i.
Now we prove assertion (C). As assertion (B) holds for each fixed i, we know
that HN (i) consists of d = di(Γ) pairwise ℓ2-orthogonal functions on Γ when N is
large. Let h1N , . . . , h
d
N be the elements in HN (i). By normality of H(i), we can pass
to a subsequence such that each of these d sequences {hjN} converges. Now use
Lemma 5 to see that the limit functions must be pairwise L2-orthogonal and have
unit L2-norm. The dimension of the eigenspace of ∆ corresponding to λi(Γ) is d,
so the subsequential limits just constructed form a basis for this eigenspace. 
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5. Normality of the family H(i)
For the remainder of the paper we assume that assertions (A), (B’), and (C’) of
the Reduction Lemma hold up to the case i − 1, and we prove that they are true
for the case i.
Theorem 4 (Eigenvalue Convergence: Part 1). We have
lim sup
N→∞
Nλi,N ≤ λi(Γ).
Proof. Suppose the result is false and pick a subsequence of models and a positive
constant δ so that Nλi,N > λi(Γ)+δ for all N sufficiently large in our subsequence.
Let f be an L2-normalized eigenfunction for ∆ in Zhµ(Γ) with eigenvalue λi(Γ).
We now select a further subsequence as in the Approximation Lemma of §4. For
any ε > 0 and N sufficiently large in our sub-subsequence, we can find f˜N and
apply the Approximation Lemma and Lemma 7 to get
λi(Γ) + δ < Nλi,N = min
g∈T ⊥N
g 6≡0
‖g‖2Dir
‖g‖2ℓ2
≤
‖f˜N‖2Dir
‖f˜N‖2ℓ2
< ‖fN‖
2
Dir + ε.
We remark that T ⊥N is nonempty for N sufficiently large by assertion (B
′) (which we
are assuming holds up to i−1). Letting N tend to infinity through our subsequence
and applying Lemma 4, we arrive at the statement
λi(Γ) + δ ≤ ‖f‖
2
Dir + ε, for any ε > 0.
As ‖f‖2Dir = λi(Γ), taking ε sufficiently small produces a contradiction. 
Corollary 4. The family H(i) has uniformly bounded Dirichlet norms.
Proof. By definition of an eigenfunction of QN with respect to the measure µN , we
have immediately that ‖h‖2Dir = Nλi,N for any h ∈ HN (i). The previous theorem
shows that ‖h‖2Dir cannot be arbitrarily large for h lying in H(i). 
Theorem 5. (a) The family H(i) is equicontinuous on Γ.
(b) H(i) is uniformly bounded on Γ.
(c) H(i) is a normal family.
Proof. (a) Suppose M is a positive real number such that ‖h‖Dir ≤ M for all
h ∈ H(i). Now suppose that ε > 0 is given and that we have any pair x, y ∈ Γ
with dist(x, y) < ε2/M2, where dist(·, ·) is the metric on Γ. Let γ ⊂ Γ be a
unit speed path from x to y. The fundamental theorem of calculus and the
Cauchy-Schwarz inequality imply that
|h(x)− h(y)| =
∣∣∣∣∫
γ
h′(t)dt
∣∣∣∣
≤
(∫
γ
dt
)1/2 (∫
γ
|h′(t)|
2
dt
)1/2
≤ dist(x, y)1/2‖h‖Dir < ε.
The integrals in the above estimate should be viewed as path integrals in which
we have implicitly chosen compatible orientations for consecutive segments
along the path γ.
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(b) It suffices to show that the family H(i) is uniformly bounded on
⋃
N VN as
this constitutes a dense subset of Γ and all of our functions are continuous.
Recall that if h ∈ HN (i), then
∫
Γ
hdµN = 0. By the proof of part (a) it
follows that for any vertex v ∈ VN and h ∈ HN (i),
|h(v)| =
∣∣∣∣∫
Γ
(h(v)− h(y)) dµN (y)
∣∣∣∣
≤
∫
Γ
|h(v)− h(y)| d|µN |(y)
≤
∫
Γ
dist(v, y)1/2‖h‖Dird|µN |(y)
≤ ‖h‖Dir|µN |(Γ).
The last inequality follows because the distance between any two points in
Γ is at most 1. Now Corollary 4 and the assumption that the measures µN
have uniformly bounded total variation show that there is a constant M ,
independent of N , so that |h(v)| ≤M for any choice of h ∈ HN and v ∈ VN .
Take any h ∈ H(i) now. Choose N so that h ∈ HN (i). Note that if x ∈ Γ,
then x lies on some segment e of Γ with respect to the vertex set VN . By our
choice of N , we find h is affine on e. Taking y, z ∈ VN to be the endpoints of e,
we know that there is t ∈ [0, 1] so that h(x) = (1−t)h(y)+th(z). The triangle
inequality implies |h(x)| ≤ max{|h(y)|, |h(z)|} ≤ maxvi∈VN |h(vi)| ≤M .
(c) Apply the Arzela-Ascoli theorem using parts (a) and (b) to satisfy the neces-
sary hypotheses.

6. Convergence and approximation results
This section contains the proofs of various technical lemmas regarding the inte-
gral operator ϕµ and its relation to the discrete integral operator ϕN .
Lemma 8 ([Rud], p.168, Exercise 16). Suppose {kN} is an equicontinuous sequence
of functions on the metrized graph Γ such that {kN} converges pointwise. Then
{kN} converges uniformly on Γ.
Proof. Fix ε > 0. By equicontinuity there exists δ > 0 such that |kN (x)−kN(y)| <
ε/3 for every N and x, y ∈ Γ with dist(x, y) < δ. By compactness, we can cover Γ
with a finite number of balls of radius δ/2. Select y1, . . . , ym ∈ Γ so that at least
one yi lies in each ball.
For j = 1, . . . ,m, let Aj be a positive real number such that M,N > Aj implies
|kN (yj) − kM (yj)| < ε/3. This is possible because {kN} is pointwise convergent.
Set A = max{Aj : j = 1, . . . ,m}.
Suppose M,N > A and that x ∈ Γ. Pick yi so that dist(x, yi) < δ. Then
|kN (x)− kM (x)| ≤ |kN (x) − kN (yi)|+ |kN (yi)− kM (yi)|+ |kM (yi)− kM (x)| < ε.
Note that our choice of M,N did not depend on x. This shows {kN} is uniformly
Cauchy. 
Lemma 9. Suppose that {kN} is a sequence of continuous functions on Γ which
converges uniformly to a function k : Γ → C. Then ϕµ(kN ) → ϕµ(k) uniformly
with N .
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Proof. Our strategy will be to use Lemma 8. Fix x ∈ Γ. Then, since gµ(x, y)
is continuous on Γ2, it must be uniformly bounded (compactness). Also, since
{kN} converges uniformly to a continuous function k, we find that kN (y) is uni-
formly bounded for all N, y. Thus Lebesgue dominated convergence guarantees
that ϕµ(kN )→ ϕµ(k) pointwise.
Suppose that M is a positive real number such that |kN (y)| ≤ M for all N, y.
Also, since gµ is continuous on a compact space, it must be uniformly continuous.
Thus, given ε > 0, we can select δ > 0 such that |gµ(x, y) − gµ(x
′, y)| < ε/M
whenever x, x′, y ∈ Γ with dist(x, x′) < δ. Hence for all x, x′, y ∈ Γ such that
dist(x, x′) < δ, we have
|ϕµ(kN )(x) − ϕµ(kN )(x
′)| ≤
∫
Γ
|gµ(x, y)− gµ(x
′, y)| · |kN (y)| dy ≤ ε.
This shows the desired equicontinuity. 
Lemma 10. As N →∞, we have gµN → gµ uniformly on Γ
2.
Proof. We intend to apply Lemma 8.
First we show pointwise convergence. By definition of gµN and gµ, it suffices to
show
• jµN (x, y)→ jµ(x, y) for each pair x, y ∈ Γ, and
•
∫
Γ jµN (x, y)dµN (x)→
∫
Γ jµ(x, y)dµ(x) for all y ∈ Γ.
The former assertion follows by weak convergence of measures. As for the second,
fix ε > 0 and a basepoint y0 ∈ Γ. As jz(x, y) is a continuous function on Γ3 (a
compact space), it is uniformly continuous. So there exists δ > 0 such that for any
x, x′, z ∈ Γ with dist(x, x′) < δ, we have |jz(x, y0) − jz(x′, y0)| < ε. Now for such
x, x′, it follows that
|jµN (x, y0)− jµN (x
′, y0)| ≤
∫
Γ
|jz(x, y0)− jz(x
′, y0)| d|µN |(z) ≤ ε|µN |(Γ).
As the total variations |µN |(Γ) are uniformly bounded independent of N , we see
{jµN (x, y0)} is equicontinuous in the variable x. By Lemma 8 we find jµN (x, y0)→
jµ(x, y0) uniformly in x. For ease of notation, set Iν(σ) =
∫
Γ jν(x, y0)dσ(x) for any
pair of measures ν, σ. Now suppose that N is so large that jµN (x, y0) is uniformly
within ε of jµ(x, y0), and that Iµ(µN ) is within ε of Iµ(µ) (by weak convergence).
Then
(12)
|IµN (µN )− Iµ(µ)| ≤ |IµN (µN )− Iµ(µN )|+ |Iµ(µN )− Iµ(µ)|
≤
∫
Γ
|jµN (x, y0)− jµ(x, y0)| d|µN |(x) + |Iµ(µN )− Iµ(µ)|
≤ ε|µN |(Γ) + ε.
By Proposition 1, we see that
∫
Γ jµN (x, y)dµN (x) and
∫
Γ jµ(x, y)dµ are indepen-
dent of y. As ε was arbitrary, we conclude from (12) that
∫
Γ jµN (x, y)dµN (x) →∫
Γ
jµ(x, y)dµ pointwise for all y ∈ Γ.
All of this allows us to conclude that gµN (x, y) → gµ(x, y) pointwise on Γ
2. It
remains to prove {gµN (x, y)} is equicontinuous jointly in x and y. By uniform
continuity of j on Γ3, we know there exists δ > 0 such that for all x, x′, y, y′, z with
dist ((x, y), (x′, y′)) < δ (some metric on the product space Γ2
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|jz(x, y) − jz(x′, y′)| < ε. Now for any x, x′, y, y′ ∈ Γ with dist ((x, y), (x′, y′)) < δ,
we have
|gµN (x, y)− gµN (x
′, y′)| = |jµN (x, y)− jµN (x
′, y′)|
≤
∫
Γ
|jz(x, y)− jz(x
′, y′)| d|µN |(z) ≤ ε|µN |(Γ).
This proves the equicontinuity of {gµN (x, y)}. 
Lemma 11. Given any convergent sequence {hN} ⊂ H(i) with limit function h
such that hN ∈ HN (i) for each N , we find that ϕN (hN )→ ϕµ(h) uniformly on Γ.
Proof. We use Lemma 8 again. First we show pointwise convergence. Fix x ∈ Γ
and ε > 0. As gµN → gµ uniformly and hN → h uniformly, we can suppose
that N is large enough to guarantee gµNhN is uniformly within ε of gµh for all
x, y ∈ Γ. We can also suppose that N is so large that
∫
Γ
gµ(x, y)h(y)dyN is within
ε of
∫
Γ gµ(x, y)h(y)dy. Now we have
|ϕN{hN}(x)− ϕµ{h}(x)| =
∣∣∣∣∫
Γ
gµN (x, y)hN (y)dyN −
∫
Γ
gµ(x, y)h(y)dy
∣∣∣∣
≤
∣∣∣∣∫
Γ
gµN (x, y)hN (y)dyN −
∫
Γ
gµ(x, y)h(y)dyN
∣∣∣∣
+
∣∣∣∣∫
Γ
gµ(x, y)h(y)dyN −
∫
Γ
gµ(x, y)h(y)dy
∣∣∣∣
<
∫
Γ
|gµN (x, y)hN (y)− gµ(x, y)h(y)| dyN + ε
< 2ε.
Hence pointwise convergence holds.
Now we wish to show equicontinuity of the sequence of functions {ϕN (hN )}. The
sequence {gµN (x, y)} is equicontinuous on Γ
2 by the proof of Lemma 10, and the
sequence {hN} is uniformly bounded by some positive constant M . Thus we have
|ϕN{hN}(x)− ϕN{hN}(x
′)| ≤M
∫
Γ
|gµN (x, y)− gµN (x
′, y)|dyN ,
and the integrand can be made arbitrarily small by taking x close to x′. 
Lemma 12. Suppose that {hN} ⊂ H(i) is any convergent sequence with limit
function h such that hN ∈ HN (i) for each N . For each ε > 0 there exists a real
number N2 such that for all N > N2, we have simultaneously
• ‖ϕµ(h)‖L2 > ‖ϕN (hN )‖ℓ2 − ε;
• ‖h‖L2 < ‖hN‖ℓ2 + ε.
Proof. Observe that hN → h uniformly, and so ϕN (hN ) → ϕµ(h) uniformly by
Lemma 11. Now use Lemma 5 to assert that for all N large, ‖hN‖ℓ2 is within ε of
‖h‖L2 and ‖ϕN(hN )‖ℓ2 is within ε of ‖ϕµ(h)‖L2 . 
Lemma 13. Suppose h : Γ → C is a continuous function such that
∫
Γ
hdu = 0
and h is L2-orthogonal to all of the eigenfunctions of ∆ with associated eigenvalues
λ1(Γ), . . . , λi−1(Γ). For each ε > 0, there exists h˜ ∈ Zhµ(Γ) that satisfies the
following two conditions:
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(i) h˜ is L2-orthogonal to all of the eigenfunctions of ∆ with associated eigenvalues
λ1(Γ), . . . , λi−1(Γ); and
(ii)
‖ϕµ(h˜)‖L2
‖h˜‖
L2
>
‖ϕµ(h)‖L2−ε
‖h‖L2+ε
.
Proof. Using the vertex set X , we may decompose Γ into a finite number of seg-
ments {e1, . . . , er}, each isometric to a closed interval. As h is continuous, we can
apply the Stone-Weierstrass theorem to each segment of Γ to get uniform polyno-
mial approximations of h|ej with as great an accuracy as we desire. Moreover, we
may define our approximations so that their values agree with the values of h at
the endpoints of each segment, and hence we may glue our approximations together
to get a uniform approximation of h. Evidently such approximations must lie in
Zh(Γ).
Let us perform this procedure to construct a sequence of functions {fn} ⊂ Zh(Γ)
that converges uniformly to h. Let ξ1, . . . , ξp be eigenfunctions of the Laplacian ∆
that form an L2-orthonormal basis for the direct sum of the eigenspaces associated
with the eigenvalues λ1(Γ), . . . , λi−1(Γ). Now set
Hn(x) = fn(x) −
p∑
j=1
〈fn, ξj〉L2 ξj(x)−
∫
Γ
fndµ.
As each ξj is orthogonal to constant functions (constants are eigenfunctions of ϕµ
with eigenvalue 0), we see that Hn ∈ Zhµ(Γ) for all n and condition (i) of the
lemma is satisfied for all Hn. Since fn tends uniformly to h, we see that the inner
products 〈fn, ξj〉L2 tend to zero as n tends to infinity. By dominated convergence,
the integral
∫
Γ
fndµ tends to zero as well. Thus Hn converges uniformly to h on Γ.
By Lemma 9, we know that ϕµ(Hn) → ϕµ(h) uniformly. Since the L2-norm
respects this convergence, for any ε > 0 we may take n sufficiently large and set
h˜ = Hn to obtain condition (ii). 
The eigenvalues of ϕµ constitute a sequence of positive numbers tending to zero.
If we label these distinct values by α1(Γ) > α2(Γ) > α3(Γ) > · · · , then αi(Γ) =
1/λi(Γ) for all i (see Theorem 2). We have the following classical characterization
of the ith eigenvalue of ϕµ:
Proposition 5. Let S(i) denote the span of the eigenfunctions of ∆ with respect
to the measure µ that are associated to the eigenvalues λ1(Γ), . . . , λi−1(Γ). If S(i)⊥
is the L2-orthogonal complement of this space inside Zhµ(Γ), then we find that
(13) αi(Γ) = sup
F∈S(i)⊥
F 6=0
‖ϕµ(F )‖L2
‖F‖L2
.
Moreover, there exists an eigenfunction F ∈ S(i) which realizes this supremum.
Proof. In section 8 of [BR], it is proved that ϕµ is a compact Hermitian operator
on L2(Γ); hence, by the spectral theorem, the eigenfunctions of ϕµ form an or-
thonormal basis for L2(Γ). In section 15 of [BR] it is shown that the eigenfunctions
of ϕµ must lie in Zhµ(Γ). We may now identify S(i)⊥ with a subspace W of L2(Γ)
that is orthogonal to all of the eigenfunctions of ∆ associated to the eigenvalues
λ1(Γ), . . . , λi−1(Γ); moreover, we see that ϕµ maps this subspace into itself.
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The space Zh(Γ) is dense in L2(Γ) because, for example, smooth functions are
dense in L2. Thus the supremum on the right side of equation (13) is nothing
more than the operator norm of ϕµ|W . By [Yng] Theorem 8.10, we find that either
‖ϕµ|W ‖ or −‖ϕµ|W ‖ is an eigenvalue of ϕµ acting on W . The nonzero eigenvalues
of ϕµ are all positive, so we may eliminate the latter possibility. We conclude
that there exists an eigenfunction F ∈ W with associated eigenvalue α for which
‖ϕµ|W ‖ = ‖ϕµ(F )‖L2/‖F‖L2 = α. Evidently α = αi(Γ) since the operator norm is
defined as a supremum and αi(Γ) is the largest eigenvalue of ϕµ acting on S(i)
⊥. 
7. Proofs of assertions (A), (B’), and (C’)
Let α1,N > α2,N > α3,N > · · · denote the nonzero eigenvalues of the operator
ϕN described in §3. There we saw that for each i, the eigenvalues of ϕN are related
to the eigenvalues of QN with respect to the measure µN via Nλi,N = 1/αi,N .
Recall that we are assuming assertions (A), (B’), and (C’) of the Reduction
Lemma hold up to the case i− 1.
Theorem 6 (Eigenvalue Convergence: Part 2). We have
λi(Γ) ≤ lim inf
N→∞
Nλi,N .
Proof. Suppose the theorem is false. As Nλi,N = 1/αi,N and λi(Γ) = 1/αi(Γ), our
supposition is equivalent to αi(Γ) < lim supN→∞ αi,N . We may pick a subsequence
of {GN} and a positive constant η so that αi(Γ) + η < αi,N for each N in the
subsequence. For each such N , we also pick hN ∈ HN (i). By normality of H(i),
upon passage to a further subsequence we may assume that {hN} tends uniformly
to some continuous function h as N goes to infinity through this subsequence.
Fix ε > 0 and select h˜ as in Lemma 13. ForN large, the conclusions of Lemma 12
are true. It now follows that for any N sufficiently huge in our subsequence, we
have
αi(Γ) = sup
F∈S(i)⊥
F 6=0
‖ϕµ(F )‖L2
‖F‖L2
, by Lemma 5
≥
‖ϕµ(h˜)‖L2
‖h˜‖L2
, since h˜ ∈ S(i)⊥
>
‖ϕµ(h)‖L2 − ε
‖h‖L2 + ε
, by Lemma 13
≥
‖ϕN (hN )‖ℓ2 − 2ε
‖hN‖ℓ2 + 2ε
, by Lemma 12
=
αi,N‖hN‖ℓ2 − 2ε
‖hN‖ℓ2 + 2ε
, since hN is an eigenfunction of ϕN
=
αi,N − 2ε
1 + 2ε
>
αi(Γ) + η − 2ε
1 + 2ε
.
This furnishes us with a contradiction when ε is sufficiently small. 
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Clearly the amalgamation of Theorems 4 and 6 prove that assertion (A) of our
Main Theorem holds for i. As for assertion (B’) and the remainder of assertion
(C’) in the Reduction Lemma, we have the following two corollaries.
Corollary 5. The subsequential limits of H(i) are eigenfunctions of ∆ with asso-
ciated eigenvalue λi(Γ). The limits have unit L
2-norm and lie in Zhµ(Γ).
Proof. Let {hN} be a convergent subsequence of H(i) with limit function h. We
know that ϕN (hN )(x) =
1
Nλi,N
hN (x) for all x ∈ Γ. Now let N go to infinity and
apply Lemma 11 and assertion (A) to see that ϕµ(h) =
1
λi(Γ)
h. Hence h is an
eigenfunction of ϕµ. By Theorem 12.1 and Proposition 15.1 in [BR] we see that h
is an eigenfunction of ∆ lying in Zhµ(Γ). Lemma 5 shows ‖h‖L2 = 1. 
Corollary 6. For N sufficiently large, it is true that di,N ≤ di(Γ).
Proof. Set d = di(Γ). Suppose that that di,N > d for some infinite subsequence of
{GN}. For each such N , select distinct functions h
1
N , . . . , h
d+1
N ∈ HN (i). Using the
normality of H(i), we may pass to a further subsequence and assume that there are
d+ 1 limit functions h1, . . . , hd+1, with hjN → h
j uniformly along this subsequence
for each j. By Corollary 5, we find that each hj is an eigenfunction of ∆ with
associated eigenvalue λi(Γ). But the functions h
1
N , . . . , h
d+1
N are ℓ
2-orthogonal for
each N , and Lemma 5 implies that the limit functions must be L2-orthogonal. As
the eigenspace corresponding to the eigenvalue λi(Γ) has dimension d, this is an
absurdity. 
We have now exhibited the induction step in our proof of the Main Theorem;
i.e., the proof is complete.
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