Congenital Long QT Syndrome (LQTS) is a genetic disease and associated with significant arrhythmias and sudden cardiac death. We introduce a noninvasive procedure in which Discrete Wavelet Transform (DWT) is used to extract features from electrocardiogram (ECG) time-series data first, then the extracted features data were classified as either abnormal or unaffected using Support Vector Machines (SVM). A total of 26 genetically identified patients with LQTS and 19 healthy controls were studied. Due to the limited number of samples, model selection was done by training 44 instances and testing it on remaining one in each run. The proposed method shows reasonably high average accuracy in LQTS diagnosis when combined with best parameter selection process in the classification stage. An accuracy of 80% is achieved when Sigmoid kernel is used in -SVM with parameters  = 0.58 and  = 0.5. The corresponding SVM model showed a classification rate of 21/26 for LQTS patients and 15/19 for controls. Since the diagnosis of LQTS can be challenging, the proposed method is promising and can be a potential tool in the correct diagnosis. The method may be improved further if larger data sets can be obtained and used.
INTRODUCTION
The main diagnostic feature of congenital long QT syndrome (LQTS) is prolongation of QT interval in ECG which is depicted in Figure 1 . QT interval consists of depolarization and repolarization time periods. Since repolarization period is longer with respect to depolari- zation, QT interval mostly gives information about repolarization.
QT interval variability not only can be time dependent, but also changes from person to person. In addition, various subtypes of LQTS can show significant differences in QT intervals. Therefore, accurate diagnosis is not always easy. The diagnosis of LQTS can be tricky since patients do not always exhibit significantly prolonged QT intervals. Healthy individuals can also have slightly prolonged QT intervals. In fact, cases also exist where late diagnosis and misdiagnosis occur [1] . The clinical presentation features, family history and genetic testing are other means for improving diagnostic accuracy. Besides the assessment of an expert, which may not always be timely, the need of reliable automated analysis is inevitable. Such noninvasive techniques will not only make the process faster, but also reduce the cost.
There are examples of noninvasive methods to assess the dynamics of QT or to be able to diagnose the syndrome relying on some historical data. In this sense, dynamics of repolarization duration and complexity, and reproducibility of beat-to-beat QT dynamics were assessed by Jensen et al. [2] . In another study by Perkömaki et al., T wave complexity was measured using principal component analysis [3] . They have shown that QT variability, mean T wave complexity, and T wave complexity variability helped in distinguishing patients from healthy controls.
Studies based on wavelet transform also helped to figureout some hidden patterns within the ECG signals. Couderc et al. pointed out how wavelet transform is a promising way of analyzing ECG signals [4] . From ECG pattern recognition to analysis of ventricular repolarization, wavelet transform is considered as a technique that can highlight details of ECG signals in noninvasive electrocardiology. QRS detection via wavelet analysis by Li is a prominent example [5] .
In order to analyze QT interval time frequency, Wong et al. employed DWT on a data set which consisted of exercise ECG signals [6] . They demonstrated that their QT interval automatic measurement methodology was very similar to clinical observations. Strachan et al. developed a Hidden Markovian Model (HMM) based QT analysis method [7] . Specifically, they trained waveforms from ECG signals via wavelet transform which were already annotated by the experts. They used a large data set in order to train for HMM for automated QT analysis.
Besides signal processing tools, other statistical learning mechanisms may help to identify pathological cases appropriately. In this study, we utilize both signal processing method DWT and statistical learning procedure SVM. The outline of the paper is as follows. In Section 2, we describe the methods that we have use throughout the study including DWT, feature extraction with DWT, and formulation n of SVM with its variations. In Section 3, we explain data preprocessing and the grid search mechanism to find the best parameters. In Section 4, we discuss the results and present our conclusions.
METHODS

Discrete Wavelet Transform
Human perception or any other techniques in time domain cannot always capture some critical details in the signal. For example, although ECG signals seem to be very similar to each other, a physician is not always able to diagnose a pathological case without using further analyses. Especially, non-stationary signals are hard to analyze even with Fourier transformation (FT) in frequency domain. It is because Fourier representation of a time domain signal lacks time resolution. Moreover, FT can only give global information about the frequency distribution of a signal. On the other hand, wavelet transformation is capable of transforming a signal in a multi-resolutionary pattern. Due to its multi-resolution property, it can also provide an analysis of the signal at different frequencies with different resolutions rather than a global knowledge [8] .
In order to attain the characteristics of any signal in the frequency domain, the signal is expressed in terms of basis functions. Since these functions form a basis for the original signal x(t), they need to be orthogonal. FT of x(t) consists of cosine and sine functions, whereas wavelet transform is a linear combination of orthonormal functions, wavelets [9] . Being orthonormal requires unity in terms of length besides orthogonality. Haar wavelet is one of the well-known functions which is also adopted in the present study. The Haar wavelet can be described as:
After determining the mother wavelet, (t), its varia- Translation refers to shifting over time that enables us observe the time resolution. Resolution in terms of frequency is also achieved by scale parameter [9] .
A dyadic transform makes it more convenient to manipulate the wavelet to generate basis functions. In other words, if we take a = 2 -j and b = k2 -j , the following recursive function represents a set of functions or bases [9] .
Hence any signal x(t) can be expressed by the series
Eq.3 can be simplified as 
>. The two-dimensional set of coefficients, a j,k , are said to be DWT of x(t) [9] .
In the light of the definition of DWT, it's worth to state that equation 4 can be also written as
Referring to the wavelet, shifting over the time and variation of the scale contribute to time-scale representation of a signal. In discrete case, the above analysis is achieved in a way that the signal is passed through combined high-pass and low-pass filters incorporated with subsampling [8] . If a signal is filtered by changing cutoff frequencies in a cascaded filter model, a frequency resolution (scale in wavelet terminology) is obtained. Subsampling is applied to attain the resolution over time. That is to remove some samples from the signal. If a signal is subsampled by 2, it is implied that every other sample remains in the sequence.
The implementation of the idea above is done by a digital filtering approach where the signal is filtered at different cut-off frequencies at different scales. The process is summarized as filter bank approach in the literature [10] . At each level of the procedure, low-pass and high-pass filters are employed to the signals which are subsampled by 2. Output of the highpass filtered part of the signal is processed based on the same principle. In other words, the output becomes an input for the next filter pair where cut-off is halved and subsampling occurs again. This process continues until no subsampling is possible [10] .
If we let x[n], g[n]
and h[n] be the signal, high pass filter, and low pass filter respectively, the following convolutions in Eqs.6 and 7 give us different representations from x[n]. Figure 2 shows the cascading filter model for this iterative procedure.
At the end of the iterative process, a series of coefficients, which come from the output of the low-pass filters at every level, is obtained. Due to the subsampling, the number of coefficients decreases in log 2 scale at each stage. The concatenation all of the coefficients becomes the DWT presentation of the signal, x[n] and yields the same signal length.
Feature Extraction via DWT
Wu et al. show that DWT is more capable of capturing the underlying shape of the original signal than Discrete Fourier Transform (DFT) and DWT has less error of distance estimates on the transformed domains than DFT in its nature [11, 12] . Therefore, in this study DWT is preferred to extract features. However, coefficients obtained at every level and the energy that those coefficients preserve can be considered as representing components of the original signal. Mörchen compares different manipulations of those coefficients [13] .
In this study, we have adopted the proposed method by Wu. We have selected k largest coefficients since they have the largest amount of the energy, which means that these are the most representative. Instead of using just coefficients, energy contained by coefficients is taken into account in an aggregated pattern. As Mörchen suggests, ordered coefficients and their energies are accumulated in  steps where we have 2  length signal [13] . Emerging  partial sums are considered as features of the input signal. Hence, in the classification process, instead of the entire signal, we are able to do our experiments with a very small representative data set. This will not only decrease computational burden, but also discard irrelevant information embedded in the signal [13] .
Support Vector Machine Classification
Linear models such as linear regression, logistic regression as well as perceptron algorithm for linear classification are the most prominent ones that can be used for classification when all the attributes are numeric. However, their ability to draw boundaries between two classes is restricted to some point. Specifically, for many practical problems, they become too simple in handling a complicated data set. On the other hand, SVM overcomes such problems using also linear models, but in a higher dimensional space. It behaves as if it handles a linear case; therefore, its capability of putting non-linear boundaries is possible [14] .
If we assume a two-class case, we are supposed to find a hyperplane which divides our data set into two parts accordingly. Many times, it is possible to find more than one boundary to partition the set. The question is to find the best division. This is simply an optimization problem. In other words, one has to find most appropriate border via maximizing distances from each set to the separating hyperplane. Actually, the goal of employing SVM is to determine the separating boundary with the maximum margin [15] . [15] . Those data points are the ones which constitute the classification function   f x . Namely, if we suppose that x is a test point and we are supposed to determine a label for it, we simply plug it into the following:
In a non-separable linear case, we have a regulariza- 
where slack variables do not exist anymore. Since C is a regularization parameter, it prevents from any over fitting problem. We will refer to this kind of procedure as C-Support Vector Machine classification (C-SVM). The trade off between minimizing the training error and the maximizing the margin is managed by the constant C [15] . Since there is no way of determining it a priori, n -Support Vector Machine classification (n-SVM) was introduced by Schölkopf and Smola [16] . Optimization procedure was changed in a way that parameter C was removed while a new parameter, n was introduced. This modification aims to control not only the number of margin errors by n, but also the number of support vectors. The new formulation in terms of dual problem is as follows: 
In the case of non-separable data set, kernel functions   :    x x are used to map the data points into a higher dimensional space where the set is not non-separable anymore. The inner product T i j x x in the optimization problem above is replaced by a kernel function
We applied kernel trick with radial basis and sigmoid functions, which are expressed below respectively [15] . 
Model Validation
During training period it is possible to capture all the details of the training set. However, obtained model may not necessarily perform well on a testing set. As a matter of fact, if the model tries to handle every data point including the noise, overfitting may be a potential problem.
Therefore, a classifier should be validated while training is done to avoid the overfitting, which can cause a high error rate on the testing data [17] .
While SVM classifiers learn, we aim to build a model incorporated with a validation scheme not to fail on a testing set. Although limited data set can be thought as a constraint to generate a very suitable model for classification, it is still statistically possible to manipulate such small data sets. In order to reduce the error rate in this kind of problems, k-fold cross-validation is a method that can be applied. Samples are split into k disjoint subsets and procedure is run k times. In each run, one of the folds is removed and classifier learns from k-1 folds. Removed set is used to test the model [14] . Figure 4 illustrates a 4-fold cross-validation example where red rectangles represent held sets to be tested and blue ones are used for training.
Usually k is taken 10 to generate a classification model, but if there is a very small amount of instances leave-one-out cross-validation (LOOCV) is preferred since it can handle the computational cost. LOOCV is simply done in a way that each instance is held once and training is done based on remaining data points. Trained model is tested on the held instance. This procedure is repeated for every instance so that we can utilize the data maximally and have a higher chance to have an accurate classifier. Another motivation for using LOOCV is that it is deterministic [14] .
Let n be the sample size of any data set. Then, the pseudocode of LOOCV can be summarized like below.
1: result = 0 {initialize variable which sums the accuracies from each run from 1 to n} 2: for i = 1 to n do 3: model = train(D-r i ) {remove the i th instance from the data set and train based on remaining portion} 4: result = result + test(model, r i ) {test the model on the unseen i th instance and return the accuracy rate} 5: end for 6: accuracy = result/n {take the average of summed accuracies}
EXPERIMENTAL DESIGN AND DATA PREPROCESSING
Our data set was obtained from a three-year study in Arkansas Children's Hospital. It was collected from 45 children in which 19 of them were clinically and genetically identified as LQTS patient. Beat-to-beat QT intervals were measured via 24 hour Holter monitoring by using the Delmar-Reynolds holter analysis system. Since the method of recording data is to measure the time for a QT interval, patients did not have the same data length. It forced us to consider the minimum signal length as a baseline. Therefore, the first 16 384 data points for each patient were analyzed because of the computational restrictions of DWT. That corresponds to approximately 4-hour data and takes a power of 2 numbers of points, which is more appropriate for DWT. Since beat-to-beat QT intervals are obtained over time, the x-axis is no more like in a conventional time series. Due to the variability of QT intervals, instead of equally spaced time intervals, QT interval data are ordered over time in order to constitute QT time-series data. As a result, x values represent order of QT intervals and y values represent QT interval measurements in msec. Figure  5 shows five samples from QT measurements.
Recall that DWT with the cascading filter gives coefficients at each level from 0 to 1   where the number of data points is 2  . Therefore, the proposed DWT procedure implemented in MATLAB [13] successfully extracted 15 attributes from 16 384 time points. As a result, every instance was represented in a lower dimensional vector to proceed into classification step. The specified length of the data was labeled with respect to their diagnosis. We assigned +1 for the ones with LQTS and -1 for healthy children. In addition, every feature column has been normalized in order to avoid the attribute dominancy.
We have performed our experiments to find out the most suitable SVM model for our data. LIBSVM software package has been used for all SVM experiments [18] . As noted earlier, the parameters of SVM were tuned in order to obtain the classification. For this reason, grid-search optimization was used for the parameters C, n and g equations 12, 14, 15 respectively. The potential values for searching the optimum classification were selected around default values of LIBSVM. These were and [1, 50] for C with DC = 1. Since kernel functions may also vary throughout the experiments, we considered both radial basis function and sigmoid function. In this way, we expand the domain for the grid-search. 
RESULTS AND DISCUSSIONS
Experimental Results
The outcome of every set of experiments was evaluated on a LOOCV technique and we obtained series of accuracies where SVM models can successfully work. Although there are cases where model showed poor performance, Figures 6 and 7 indicate that overall accuracy is acceptable. Among these candidates, the highest classification rate of 80% was attained when sigmoid function was used in ν-SVM with parameters ν = 0.58 and γ = 0.5.
Besides high accuracy, Table 1 also indicates a promising result in terms of specificity 1 and sensitivity 2 . Out of 19 healthy subjects, 15 of them have been correctly identified as healthy which corresponds to 0.78 specificity. Similarly, 21 of 26 abnormal children have been classified as unhealthy which leads to a sensitivity value of 0.81. Moreover, the area under the receiver operating characteristic (ROC) curve, (AUC), which is another measure for the success of binary classification, is 0.80. Corresponding ROC curve can be seen in Figure 8. 
Discussion
Results of the experiment with different parameters show that combining DWT and SVM is valuable. If appropriate parameters are used, high accuracy can be obtained with high sensitivity, specificity as well as AUC. These results are encouraging since diagnosis of LQTS is not always easy and can be tricky in general as mentioned earlier.
When prolongation of the QT interval, which is the hallmark of the disease on ECG, is used for the diagnosis, one can hardly reach 71% success rate due to the pre- Figure 9 . Additionally, Table 2 represents all statistical measures to evaluate SVM model and clinical inspection. Both numerically and graphically, comparative results clearly indicate that suggested approach outperforms not only in terms of accuracy, but also in terms of other statistical measures.
The incidence of congenital LQTS is estimated to be one in 5000 -20 000. Therefore, this is a rare disease where the number of cases is limited in most of LQTS research [19] . This limitation comes along with challenging problems need to be solved. Under such constraints, it took three years to collect a beat-to-beat QT interval data from 24-hour ambulatory ECG monitoring. Nevertheless, this data set gave us the opportunity to develop a candidate noninvasive model like some other studies, which also suffer from lack of data. For instance, in a cancer study that Terrence et al. conducted, manipulation of small sets was also achieved by SVM techniques accompanied with LOOCV. Whenever they have larger data, they became able to train and test models on separate sets. However, even 62 colon tumor samples were evaluated based on LOOCV in their study [20] . Similarly, our proposed approach is a new method for LQTS domain and aims to benefit from existing data as much as possible. Although we have a very small size of subjects, our model tries to use maximum number of samples, which is tested on an unseen test instance at every training stage. In this manner, we are able to test our models on a grid of parameters. Since for every candidate parameter triple we conduct LOOCV, resulting accuracies and other statistical values reflect a preliminary success for future use. Adequately validated models for 45 samples may yield more reliable and promising success rates for larger data sets.
Conclusion and Future Work
This study demonstrates that a signal processing technique, DWT and a data mining method, SVM can contribute in the diagnosis of LQTS. While DWT provides us to extract representative number of features from an ECG time series data, SVM can be utilized to predict whether an upcoming child has LQTS. In particular, DWT helps us to present data with 16 384 points in 15 attributes (i.e., dimension reduction) and SVM allows us to build a model for classification based on those 15 attributes. The possibility of improving diagnostic accu- racy can potentially make the process faster and the treatment timely and lower the cost. In order to improve this model for more reliable results, we are aiming to follow the same methodology with larger data sets for the future work. Furthermore, a comparison with other classification methods, such as neural networks is possible. For the feature extraction part, different combinations of DWT coefficients and wavelet functions can be explored.
