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Abstract
Fractional Step Runge-Kutta-Nystro¨m (FSRKN) methods have been revealed
to be an excellent option to integrate numerically many multidimensional evo-
lution models governed by second order in time partial differential equations.
These methods, combined with suitable spatial discretizations, lead to strong
computational cost reductions respect to many classical implicit time integra-
tors. In this paper, we present the construction process of several implicit
FSRKN methods of two and three levels which attain orders up to three and
satisfy adequate stability properties. We have also performed some numerical
experiments in order to show the unconditionally convergent behavior of these
schemes as well as their computational advantages.
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1. Introduction
Hyperbolic partial differential equations of second order in time describe a
lot of phenomenons of great importance, given that they arise in different fields
such as acoustics, electromagnetics, dynamic fluids,. . . (see [1, 10, 13]). With
the aim of posing, in a general framework, problems of this type, where Initial
Boundary Value Problems (IBVP) associated to the 2D or 3D wave equation
could be canonical examples, we begin by considering an IBVP of second order
in time which admits the following abstract formulation:
“Find u : [0, T ]→ H solution of u
′′(t) = Au(t) + f(t), 0 ≤ t ≤ T <∞,
u(0) = u0,
u′(0) = v0, ”
(1)
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where H is typically a Hilbert space of functions defined in a certain bounded
domain Ω ⊆ Rd (d ∈ N) and A : D (A) ⊆ H → H with D(A) = H is a
differential operator which contains the spatial derivatives of the equation. In
this context, we will assume A that self-adjoint and negative semidefinite, to
guarantee that (1) is well-posed (see [14]). As well, we will consider adequate
choices for u0 and v0 in order to u(t) is sufficiently smooth.
Other well known examples which can be included in (1) correspond to
spatial semidiscretizations of evolution problems of second order in time. In
this context, H uses to be Rd, where d is a large positive integer number related
to the number of nodes of the grid used to discretize the spatial variables and
A is a linear operator which contains suitable approximations of the spatial
derivatives (see [21, 22, 27]).
One of the standard options to integrate in time problem (1) consists of re-
ducing it to another problem of first order in time; then, classical ODE solvers
like Runge-Kutta (RK) methods can be immediately applied (see [15]). This
reduction process doubles the dimension of the original problem and, obviously,
it has influence in the cost of the time integration procedure. A classical alter-
native to avoid this issue consists of choosing time integrators designed to solve
second-order differential systems directly, like Runge-Kutta-Nystro¨m (RKN)
methods (see [3, 16]); more recently, new types of time integrators for second
order in time problems have been developed (see [17, 24, 25]).
Before using a time integrator, for example of type RK or RKN, it is com-
mon to face the dilemma of choosing explicit or implicit methods. It is well
known that explicit methods provide simple procedures which have a low com-
putational cost per time step but, to preserve the numerical stability of the
algorithm, some restrictions between the time step and the grid sizes must be
imposed. These restrictions can be really strong in many cases, for example,
when having a fourth order in space problem. This drawback usually carries a
high computational cost because of the large number of time steps to be done.
On the contrary, if we choose some classical implicit time integrators, with suit-
able stability properties, the obtained numerical algorithm has no limitations
between the discretization parameters to preserve stability. The price to be paid
is to assume higher computational costs per time step than with explicit meth-
ods, due to the high dimension and complexity of the linear systems involved.
This drawback always appears when dealing with the numerical solution of mul-
tidimensional evolution Initial Boundary Value Problems via classical implicit
methods; to avoid it, many special time integration processes have been de-
veloped for parabolic problems, with different names like splitting, alternating
directions or, more abstractly, Fractional Step methods (see [18, 26] and refer-
ences therein). The use of this kind of methods typically involves the solution
of simple and, overall, much smaller uncoupled linear systems which, besides,
can be solved in parallel. Following these ideas, some schemes of type Alter-
nating Direction Implicit (ADI) methods were proposed in [5, 12] for classical
second-order in time problems, such as the 2D wave equation, joint to suitable
initial and boundary conditions (see also [7]). Such methods provide both un-
conditional convergence and low cost per time step because, in most of their
applications, only small uncoupled tridiagonal systems must be solved to ad-
vance in time (see also [11, 23]) instead of the block tridiagonal systems which
must be solved when classical implicit methods are chosen.
In order to extend such advantages to a wider class of time integrators,
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which besides are applicable to a wide set of evolution problems of second order
in time, Fractional Step Runge-Kutta-Nystro¨m (FSRKN) methods were intro-
duced in [8]. This framework permits not only to develop higher order methods
of this type but also it provides a unified technique of analysis for the stability
and the consistency of them. As well, it permits to study the order reduction
phenomenon; this disadvantage is common to most of one step methods and,
fortunately, it is possible to reduce it by using a simple technique developed in
[19].
This paper has been structured as follows: in the next section we give a brief
description of FSRKN methods, together with their consistency and stability
requirements. In Section 3 we describe the constructions process of FSRKN
methods of two levels (up to third order), in Section 4 we realize a similar,
but much more complicated, study for methods of three levels and, finally, in
Section 5 we show some numerical experiments in order to test such methods.
2. Description of FSRKN methods
Let us assume firstly that the space differential operator A (and the source
term) can be decomposed as a sum of simpler operators in a certain sense:
A =
m∑
ℓ=1
Aℓ and f(t) =
m∑
ℓ=1
fℓ(t) (2)
being Aℓ : D(Aℓ) ⊂ H → H with
⋂m
ℓ=1D(Aℓ) = D(A) where each Aℓ, ℓ =
1, . . . ,m is self-adjoint and negative semidefinite.
To solve efficiently a problem like (1), an FSRKN method of s stages and m
levels, together with decompositions (2), can be applied as follows (see [8, 19]):
Kn,i = un + ciτvn + τ
2
m∑
ℓ=1
i∑
j=1
aℓij (AℓKn,j + fℓ(tn,j)) , i = 1, . . . , s,
vn+1 = vn + τ
m∑
ℓ=1
s∑
j=1
bℓj (AℓKn,j + fℓ(tn,j)) , (3)
un+1 = un + τvn + τ
2
m∑
ℓ=1
s∑
j=1
βℓj (AℓKn,j + fℓ(tn,j)) ,
where tn,j = tn + cjτ and tn = nτ , n = 1, . . . , N , being τ = T/N the time step
and N the number of steps. Kn,i are the intermediate stages, i = 1, . . . , s, and
(un, vn)
T is the numerical approximation to the exact solution (u(tn), u
′(tn))T .
Using similar notations to the introduced ones by Butcher (see [9]) for clas-
sical RK methods and also to the used ones in [6] for FSRK methods, we group
the coefficients that appear in (3) in the following tableau
c A1 . . . Am
βT1 . . . β
T
m
bT1 . . . b
T
m
=
c1 a111 a
m
11
..
.
..
.
. . .
..
.
. . .
cs a1s1 · · · a1ss . . . ams1 · · · amss
β11 · · · β1s . . . βm1 · · · βms
b11 · · · b1s . . . bm1 · · · bms .
The main advantages which we want to attain with these of methods are,
on one hand, that in the internal stages of (3) at most only one operator Aℓ¯
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acts implicitly; on the other hand, we search for a uniformly stable integration
process. These two ideas lead us to impose the following basic restrictions on
their coefficients
aℓ¯ij ̸= 0, β ℓ¯j ̸= 0 or bℓ¯j ̸= 0⇒ aℓij = 0, βℓj = 0, bℓj = 0, ∀ ℓ ̸= ℓ¯ and ∀ i, j.
In order to illustrate the computational advantages which this kind of time
integrators may provide, let us revise the next simple example of application,
which follows the philosophy of the Alternating Direction Implicit methods.
Example 2.1. We consider the problem
utt(x, t) = h1(x)uxx(x, t) + h2(x)uyy(x, t) + f(x, t)
≡ A1u(x, t) +A2u(x, t) + f1(x, t) + f2(x, t), (x, t) ∈ Ω× (0, T ],
u(x, 0) = u0(x), x ∈ Ω,
ut(x, 0) = v0(x), x ∈ Ω,
u(x, t) = g(x), (x, t) ∈ ∂Ω× (0, T ],
where ∂Ω denotes the boundary of Ω, x ≡ (x, y), A1 ≡ h1(x)∂xx, A2 ≡ h2(x)∂yy
and f1 + f2 = f , being h1(x), h2(x), f(x, t), u0(x), v0(x) and g(x) sufficiently
smooth data. In this case, we can apply in an efficient way an FSRKN method
of two levels and two internal stages like
c A1 A2
βT1 β
T
2
bT1 b
T
2
=
c1 a
1
11 0
c2 a
1
21 0 0 a
2
22
β11 0 0 β
2
2
b11 0 0 b
2
2
(4)
and the calculus of the intermediate stages ∗ will be given by
(I − a111τ2A1)Kn,1 = un + c1τvn + a111τ2f1(tn,1),(I − a222τ2A2)Kn,2 = un + c2τvn + a121τ2A1Kn,1 + a221τ2f1(tn,1)
+ a222τ
2f2(tn,2).
Note that in every stage, only A1 or A2 appears implicitly; in other words, the
obtaining of Kn,i requires the resolution of essentially one-dimensional problems.
Once the calculus of the intermediate stages Kn,1 and Kn,2 has been done, the
approximations to the exact solution and its derivative are obtained in a simple
way as follows:
vn+1 = vn + τ
(
b11(A1Kn,1 + f1(tn,1)) + b
2
2(A2Kn,2 + f2(tn,2))
)
,
un+1 = un + τvn + τ
2(β11(A1Kn,1 + f1(tn,1)) + β
2
2(A2Kn,2 + f2(tn,2))).
2.1. Consistency: the order conditions
The method (3) is said to have classical order p if, for sufficiently smooth
and compatible data, it holds that:
‖ρn+1‖ = ‖u (tn+1)− u¯n+1‖ = O
(
τp+1
)
and
‖ξn+1‖ = ‖u′ (tn+1)− v¯n+1‖ = O
(
τp+1
)
,
∗we omit variables (x, y) in order to simplify. The identity is denoted by I.
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where (u¯n+1, v¯n+1)
T
is the numerical solution obtained from the exact solution
(u (tn) , u
′ (tn))
T
after doing one time step with scheme (3).
In [8], the consistency for FSRKN methods was introduced, deriving the
corresponding conditions for order p, which are the following ones:
βTℓ0Aℓ1 . . .Aℓjci =
1
(i+ 2j + 2) (i+ 2j + 1) . . . (i+ 1)
, 0 ≤ i+ 2j ≤ p− 2,(5)
bTℓ0Aℓ1 . . .Aℓjci =
1
(i+ 2j + 1) (i+ 2j) . . . (i+ 1)
, 0 ≤ i+ 2j ≤ p− 1, (6)
being i, j non negative integers and ℓk ∈ {1, . . . ,m} for k = 0, 1, . . . , j.
It can be immediately checked that, as long as p grows, the number of order
conditions for FSRKN methods increases strongly, compared to similar time
integrators like FSRK or RKN methods. This makes the construction of high
order methods of this new class much harder than others (more classical and
simpler). We show the number of the order conditions that several one step
methods must satisfy in the following table; where we compare RK, RKN and
FSRK, FSRKN of two (2) and three (3) levels.
RK RKN FSRK (2) FSRKN (2) FSRK (3) FSRKN (3)
Order 1 1 1 2 2 3 3
Order 2 2 2 4 6 5 7
Order 3 4 6 10 14 16 21
Order 4 6 10 16 26 22 36
Table 1: Number of order conditions
In [8] is proven the following result
Theorem 2.2. Let us consider an FSRKN method satisfying that aℓi,ii > 0,
i = 1, . . . , s, and the order conditions (5) and (6); let us assume† that u(t) ∈
D(AE[(p+1)/2]) and u′(t) ∈ D(AE[p/2]) as well as fℓ(t) ∈ D(AE[p/2−1]), ℓ =
1, . . . ,m, where D(A0) = H and D(Ai) = {u ∈ H : Au ∈ D(Ai−1)}, integer
i ≥ 1. Then, the order observed in the time integrator process (3) is p, i. e.
‖ρn+1‖ = O(τp+1) and ‖ξn+1‖ = O(τp+1).
2.2. Stability
Suitable FSRKN methods for integrating successfully (1) must be not only
consistent but also have suitable stability properties (see [8]). To study the
stability in their simplest way, we consider the following test scalar problem:
u′′(t) = −
m∑
ℓ=1
λ2ℓu(t), λℓ ∈ R, ℓ = 1, . . . ,m,
u(0) = u0,
u′(0) = v0,
(7)
†E[x] denotes the integer part of x.
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with, at least one λℓ ̸= 0. When applying (3) to solve it, the following recurrence
is obtained[
un+1
vn+1
]
=
[ √∑m
ℓ=1 λ
2
ℓ 0
0 1
]−1
R(τλ1, . . . , τλm)
[ √∑m
ℓ=1 λ
2
ℓ 0
0 1
] [
un
vn
]
.
where, if we denote θℓ = τλℓ, ℓ = 1, . . . ,m and θ⃗ ≡ (θ1, . . . , θm)T , we can rewrite
the transition matrix as
R(θ⃗) =
[
r11(θ⃗) r12(θ⃗)
r21(θ⃗) r22(θ⃗)
]
,
with
r11(θ⃗) = 1−
m∑
k=1
βTk θ
2
k(I +
m∑
ℓ=1
θ2ℓAℓ)−1e,
r12(θ⃗) =
√√√√ m∑
ℓ=1
θ2ℓ
(1− m∑
k=1
βTk θ
2
k(I +
m∑
ℓ=1
θ2ℓAℓ)−1c
)
, (8)
r21(θ⃗) = −
(
m∑
k=1
bTk θ
2
k(I +
m∑
ℓ=1
θ2ℓAℓ)−1e
)√√√√ m∑
ℓ=1
θ2ℓ
−1 and
r22(θ⃗) = 1−
m∑
k=1
bTk θ
2
k(I +
m∑
ℓ=1
θ2ℓAℓ)−1c.
As the solutions of (7) are stable in the energy norm, it seems logical to im-
pose that suitable numerical solutions of it must preserve this stability property,
which is equivalent to impose that the powers R(θ⃗)n must be bounded indepen-
dently of n. For it, a necessary condition is that the eigenvalues of matrix R(θ⃗)
should be of modulus less than or equal to one. By following the ideas of [3] for
RKN methods, in [8] is defined the stability region C; in this paper we can also
find the following definition and theorem.
Definition 2.3. The FSRKN method is said to be:
• R-stable if C = (R+0 )m.
• P -stable if it is R-stable and satisfies ρ(R(θ⃗)) = 1 for every θ⃗ ∈ C.
To integrate a very stiff problem with non-dissipative solution we can use
P-stable methods. Nevertheless, these methods can be non-adequate if there
are many rounding errors or if the initial errors do not reduce as time grows, in
this case it is preferable to use R-stable methods.
Theorem 2.4. Under hypotheses:
(HS1) the FSRKN is R-stable,
(HS2) ‖R(θ⃗)‖ is uniformly bounded for θ⃗ ∈ (R+0 )m,
(HS3) there exists a vector θ⃗∗ ∈ (R+0 )m such that R(θ⃗∗) does not have double
eigenvalues,
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(HS4) if R(∞) = ±I, there exists a big enough constant Z > 0 such that, for
θ⃗ ∈ C, with ‖θ⃗‖2 > Z, R(θ⃗) is simple, with R(θ⃗) ̸= ±I and such that the
eigenvectors pi(θ⃗) (i = 1, 2) of unit modulus corresponding to its diagonal-
ization satisfy |〈p1(θ⃗), p2(θ⃗)〉| ≤ L < 1 for some constant L,
there exists a constant C such that
‖R(θ⃗)n‖ ≤ C, n ∈ N, θ⃗ ∈ (R+0 )m.
Combining this result and the consistency one described in Theorem 2.2, the
convergence of order p for our proposal can be deduced, i.e.
‖u (tn)− un‖ = O (τp) and
‖u′ (tn)− vn‖ = O (τp) , n = 1, . . . , T
τ
.
To construct stable FSRKN methods, we are going to center our attention in
FSRKN methods with spectral radio less than or equal to one (see [8] Definition
3.4 (a)) and such that the stability matrix is uniformly bounded in (R+0 )m. The
rest of the required hypotheses (see [8] Definition 3.4 (b)-(d); HS1, HS3 and
HS4 of Theorem 2.4) will be checked for the final methods obtained. We have
proceeded in this way because it is very hard to search for stable methods
directly due to the high number of inequalities involved.
The condition ρ(R(θ⃗)) ≤ 1 for any θ⃗ ∈ C is equivalent to impose the following
relations
det(R(θ⃗)) ≤ 1, det(R(θ⃗)) + 1 ≥ 0, (9)
tr(R(θ⃗))− det(R(θ⃗)) ≤ 1 and det(R(θ⃗)) + tr(R(θ⃗)) + 1 ≥ 0.
Respect to hypothesis HS2, matrix R(θ⃗) is uniformly bounded if and only
if its elements rij(θ⃗), i, j ∈ {1, 2} are uniformly bounded in (R+0 )m. Because of
Lemma 4.1 in [20], we have that
uT (I +
m∑
ℓ=1
θ2ℓAℓ)−1v =
det(I +∑mℓ=1 θ2ℓAℓ + uT v)− det(I +∑mℓ=1 θ2ℓAℓ)
det(I +∑mℓ=1 θ2ℓAℓ) .
Due to the coefficient structure of an FSRKN method, det(I +∑mℓ=1 θ2ℓAℓ)
is a polynomial expression of degree 2s and not vanishing in (R+0 )m, while
det(I +∑mℓ=1 θ2ℓAℓ + uT v)− det(I +∑mℓ=1 θ2ℓAℓ) is a polynomial expression of
degree less than or equal to 2s. Therefore, r11(θ⃗), r22(θ⃗) and r21(θ⃗) (its rational
part) are rational expressions where the degree of the numerator is less than or
equal to the degree of the denominator and besides, the denominator does not
vanish. For the term r21(θ⃗), the only point where its denominator vanishes is in
the origin, where we have that there is not problem in the limit. Then, r12(θ⃗)
is the only term that can cause boundedness problems because the degree of its
numerator can be greater than the degree of its denominator. In [3], for RKN
methods it is proven that it is enough to establish an additional condition on the
coefficients of the method to have this term bounded. For the methods studied
here, it is not so simple to establish an a priori condition on their coefficients,
but we can also get that this term is bounded by imposing that the degree of
the numerator is equal to or less than the degree of the denominator, by forcing
the terms of higher degree on the numerator to vanish.
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3. New FSRKN methods of two levels
As we announced in Example 2.1, one of the most direct applications of two
leveled methods is the numerical integration of problems of type (1) where two
spatial variables are involved and where each operator A1 and A2 contains only
derivatives with respect to x and y respectively; this leads us to a generalized
framework of Alternating Direction Implicit methods for second order in time 2D
problems. Similarly, tridimensional problems where each operator Ai i = 1, 2, 3
contains only derivatives with respect to x, y or z respectively, can be very
efficiently solved by using the methods described in next section. So, seeking
to get the computational advantages of ADI methods in 2D problems as a
first simple application, the FSRKN methods designed in this section have the
following coefficient structure
c A1 A2
βT1 β
T
2
bT1 b
T
2
=
c1 a111 a
2
11
...
...
. . .
...
. . .
cs a1s1 · · · a1ss a2s1 · · · a2ss
β11 · · · β1s β21 · · · β2s
b11 · · · b1s b21 · · · b2s
(10)
where a1ij = β
1
j = b
1
j = 0 if j is even and a
2
ij = β
2
j = b
2
j = 0 if j is odd, and their
corresponding order conditions up to order three are:
Order 1: bT1 e = 1 and b
T
2 e = 1. (11)
Order 2: bT1 c =
1
2
, bT2 c =
1
2
, βT1 e =
1
2
and βT2 e =
1
2
. (12)
Order 3: bT1 c
2 =
1
3
, bT2 c
2 =
1
3
, βT1 c =
1
6
, βT2 c =
1
6
, bT1A1 e =
1
6
,
bT1A2 e =
1
6
, bT2A1 e =
1
6
and bT2A2 e =
1
6
. (13)
Remark 3.1. In all the methods which we design in this paper, we have applied
the following restrictions
0 ≤ ci ≤ 1, ∀i ∈ {1, . . . , s}. (14)
Such restrictions are commonly considered in the context of the development of
methods of type Runge–Kutta; they are not compulsory, but they are desirable
in order to assure that the evaluations of all of the terms are inside the time
interval of definition of the problem.
3.1. First order R-stable FSRKN methods
Probably, the method built in this subsection is the least interesting of the
paper, but it is very useful to describe in detail the process which we follow to
obtain it and allows us to understand better the processes of obtaining of other
methods which are much more complicated.
In this case, only two implicit stages are going to be needed; therefore,
the coefficient structure of such FSRKN methods is given by (10) with s = 2.
We begin the construction process by solving the equations that we obtain by
imposing the first order conditions (11). From them, we have:
b11 = 1 and b
2
2 = 1.
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In order to reduce as far as possible the computational cost of the final
method, we impose:
a111 = a
1
21 = a
2
22 = α, c1 = c2 = δ and β
1
1 = β
2
2 = γ.
By denoting a ≡ (α, γ, δ) the term r12(θ⃗), given by (8), that we have to study is
r12(θ⃗) =
√
θ21 + θ
2
2(1 + h(a)θ
2
1 + h(a)θ
2
2 + αh
(
a)θ21θ
2
2)(1 + α θ
2
1)(1 + α θ
2
2)
where h(a) = (α− γδ).
This term is uniformly bounded in (R+0 )2 when the coefficients h(a) and
αh(a) vanish. By taking into account that α ̸= 0, we have α = γ δ. Next, we
impose the eigenvalues to be of modulus less than or equal to one by solving
inequalities (9) and considering restriction (14). From here, we obtain:
γ ≥ 1
2
and
1
2
≤ δ ≤ 1.
Therefore, we have a family of R-stable methods with classical order one. In this
family, we have chosen one method with rational coefficients that also satisfies
the rest of the required conditions. Such method is given by
3
4
3
4 0
3
4
3
4 0 0
3
4
1 0 0 1
1 0 0 1.
(15)
We have chosen this method, between all the possible ones, mainly due to
three reasons: the first one is that the rational coefficients minimize the machine
rounding errors, the second one is that the equal stage coefficients minimize the
number of the final operations and the last one is in order to minimize, as far
as possible, the spectral radius of the matrix R(θ⃗) for high values of θ1 and θ2.
For (15) we want to remark that its special structure of coefficients permits us
to reduce the computational cost of the stages because they can be formulated
as: { (
I − 34τ2A1
)
Kn,1 = un +
3
4τvn +
3
4τ
2f1(tn,1),(
I − 34τ2A2
)
Kn,2 = Kn,1 +
3
4τ
2f2(tn,2),
vn+1 = vn + τ (A1Kn,1 + f1(tn,1) +A2Kn,2 + f2(tn,2)) ,
un+1 = un + τvn+1
with tn,1 = tn,2 = tn +
3
4τ .
3.2. Second order FSRKN method
For designing FSRKN methods with two levels and classical order two, we
have preserved the same coefficient structure of the FSRKN method considered
in previous subsection, i.e. by tableau (10) with s = 2. By imposing the first
(11) and the second (12) order conditions, we obtain the following values:
b11 = b
2
2 = 1 and β
1
1 = β
2
2 = c1 = c2 =
1
2
.
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In this case
r12(θ⃗) =
√
θ21 + θ
2
2(4 + h1(a)θ
2
1 + h2(a)θ
2
2 + h12(a)θ
2
1θ
2
2)
4(1 + a111θ
2
1)(1 + a
2
22θ
2
2)
where a ≡ (a111, a121, a222), h1(a) = (4a111 − 1), h2(a) = (4a222 − 1) and h12(a) =
a121 − a111 − a222 + 4a111a222. This term is bounded when restrictions h1(a) = 0,
h2(a) = 0 and h12(a) = 0 are imposed; thus, we deduce: a
1
11 = a
1
21 = a
2
22 =
1
4 .
The P-stable method obtained is
1
2
1
4 0
1
2
1
4 0 0
1
4
1
2 0 0
1
2
1 0 0 1.
3.2.1. Second order R-stable FSRKN method
To obtain second order R-stable FSRKN methods we have needed to add
another stage and, consequently, we have used the coefficient structure given by
(10) with s = 3. After having studied the methods and the different options,
we have observed that we can deduce a family of methods by imposing the
restrictions
c1 = c2 = c3 = γ, a
1
11 = a
1
21 = a
1
31 = a
1
33 = α and a
2
32 = a
2
22 = δ,
for the purpose of the reduction of the computational cost of the stages when
the numerical method is implemented. From this, and by imposing the first
(11) and the second (12) order conditions, we obtain:
b11 = 1− b13, b22 = 1, β11 =
1− 2β13
2
and β22 = γ =
1
2
.
As in the previous subsection, to build R-stable methods we firstly impose the
boundedness of term r12(θ⃗) of the stability matrix, which is
r12(θ⃗) =
√
θ21 + θ
2
2(1 + h1(a)θ
2
1 + h11(a)θ
4
1 + h2(a)θ
2
2 + h12(a)θ
2
1θ
2
2 + h112(a)θ
4
1θ
2
2)
(1 + α θ21)
2(1 + δ θ22)
,
being
a ≡ (α, δ, γ, β13 , b13), h2(a) = 4 δ − 1, h1(a) = 8α− 1,
h12(a) = 8α δ + 2 δ β
1
3 − α− δ, h11(a) = 4α2 + 2αβ13 − α and
h112(a) = 4α
2δ + 2α δ β13 − α δ.
By solving system h2(a) = 0, h11(a) = 0, h12(a) = 0 and h112(a) = 0 we obtain
δ =
1
4
and β13 =
1
2
− 2α.
The R-stability of such method is deduced by imposing relations (9). From
this we obtain two different possibilities for the free parameters:
either
(
4α+ b13 ≥ 1 and b13 ≤
1
2
)
or
(
1
2
< b13 ≤ 1 and α ≥
1
8
)
.
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We have chosen the second possibility and we show one method of this kind
with rational coefficients, which has been selected because of its simplicity and
in order to minimize, as far as, possible the spectral radius of the matrix R(θ⃗)
for high values of θ1 and θ2. Thus, we have achieved
1
2
1
8 0
1
2
1
8 0 0
1
4
1
2
1
8 0
1
8 0
1
4 0
1
4 0
1
4 0
1
2 0
2
5 0
3
5 0 1 0.
(16)
3.3. Third order R-stable FSRKN methods
To get R-stable FSRKN methods with classical order three we have imposed,
firstly, the equations derived from imposing the third order conditions (11-13).
We have checked that it is impossible to build FSRKN methods of third order
with the tableau given in (10) for s = 3; because of this, we have added another
stage and taken s = 4. For the same reasons exposed in the previous subsections,
we assume:
a111 = a
1
33 = α and a
2
22 = a
2
44 = β.
We want to stand out that with these parameters we can obtain methods of
order three. By solving the equations deduced by (11-13) using α, β, c1, c2, a
1
41
and a143 as free parameters, and by taking c1 ̸= 1/2 and c2 ̸= 1/2 we have:
c3 =
2− 3 c1
3− 6 c1 , c4 =
2− 3 c2
3− 6 c2 ,
b11 =
1
4 (1− 3 c1 + 3 c21)
, b22 =
1
4 (1− 3 c2 + 3 c22)
,
b13 =
3 (1− 2 c1)2
4 (1− 3 c1 + 3 c21)
, b24 =
3 (1− 2 c2)2
4 (1− 3 c2 + 3 c22)
,
β11 =
1− c1
4 (1− 3 c1 + 3 c21)
, β22 =
1− c2
4 (1− 3 c2 + 3 c22)
,
β13 =
(2 c1 − 1) (3 c1 − 1)
4 (1− 3 c1 + 3 c21)
, β24 =
(2 c2 − 1) (3 c2 − 1)
4 (1− 3 c2 + 3 c22)
,
a131 =
2 (1− 6α) (1− 3 c1 + 3 c21)
9 (2 c1 − 1)2
, a232 =
2
(
1− 3 c1 + 3 c21
)
9 (2 c1 − 1)2
,
a242 =
2 (6β − 1) (1− 3 c2 + 3 c22)
9 (2 c2 − 1)2
and
a121 =
2
3
− 3 (a141 + a143)− 2 c2 (1− c2) (1− 6 a141 − 6 a143) .
In this case, the term r12 of the stability matrix has the following form
r12(θ⃗) =
√
θ21 + θ
2
2
(
1 + h1(a1)θ
2
1 + h2(a2)θ
2
2 + h12(a3)θ
2
1θ
2
2 + h11(a1)θ
4
1
(1 + α θ21)
2(1 + β θ22)
2
+
h22(a2)θ
4
2 + h112(a3)θ
4
1θ
2
2 + h122(a3)θ
2
1θ
4
2 + h1122(a3)θ
4
1θ
4
2
(1 + α θ21)
2(1 + β θ22)
2
)
,
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with a1 ≡ (α, c1, c2), a2 ≡ (β, c1, c2), a3 ≡ (α, β, c1, c2, a141, a143). To get R-
stability we must cancel, at least: h1122(a3), h122(a3), h112(a3), h22(a2) and
h11(a1). We begin this process by annihilating h22(a2) and h11(a1). From this,
we have obtained some possibilities, we have checked them and we have selected:
α =
c1(1− 3 c1)
3− 6 c1 and β =
c2(1− 3 c2)
3− 6 c2 .
We obtain a143 by canceling h122(a3). We do not write the expression here
because of its length. To continue with the study in a simpler way, we impose
δ = c1 = c2. Now, we can solve together: h112(a3) = 0 and h1122(a3) = 0
obtaining
a141 =
2(1− 3 δ + 3 δ2)(1− 4 δ + 6 δ2)
9(1− 2 δ)3 .
Finally, to obtain the R-stability we impose the relations (9) and the restric-
tion (14). Thus, we have the following interval as possible values for δ
2
3
≤ δ ≤ 1.
We have checked the methods depending on δ to find a good value for δ to
minimize de eigenvalues of R(θ⃗). In order to reduce the potential computational
errors of the final numerical method when it is implemented, we have selected
coefficients with rational expressions. The method which we have chosen is
3
4
5
8 0
3
4
5
8 0 0
5
8
1
6 − 7772 0 58 0 718 0
1
6 − 7772 0 58 0 0 − 7772 0 58
1
7 0
5
14 0 0
1
7 0
5
14
4
7 0
3
7 0 0
4
7 0
3
7 .
(17)
Another method that has been deduced is the following one
3+
√
3
6
2+
√
3
6 0
3+
√
3
6
2+
√
3
6 0 0
2+
√
3
6
3−√3
6
−1−√3
3 0
2+
√
3
6 0
1
3 0
3−√3
6
−1−√3
3 0
2+
√
3
6 0 0
−1−√3
3 0
2+
√
3
6
3−√3
12 0
3+
√
3
12 0 0
3−√3
12 0
3+
√
3
12
1
2 0
1
2 0 0
1
2 0
1
2 .
(18)
3.3.1. A note about the boundedness process of r12(θ⃗)
In the design of methods of two or three levels (next section) and high orders,
the number of order conditions increases to a large extend (see Table 2.1), but
the major difficulties appear in the analysis of the stability; thus, we show the
main ideas that we have used to simplify the study of the associated stability
12
matrix in order to find, in a simpler way, methods of high order with adequate
stability properties.
As we are searching for stable methods, we must impose all the terms of the
stability matrix to be bounded in all the domain. As we know, the only term
that can cause problems is r12(θ⃗). We will focus our effort in simplifying as far
as possible this term, which is given in (8).
We denote by
Dm,s(θ⃗) = diag(d11(θ⃗), . . . , dss(θ⃗)) ∈Ms×s, where
dii(θ⃗) = θ
2
ℓ with ℓ, i such us a
ℓ
ji ̸= 0, βℓi ̸= 0 or bℓi ̸= 0.
Note that it depends on the number of stages m and the levels s. Then
r12(θ⃗) =
√√√√ m∑
i=1
θ2i
1− m∑
ℓ=1
βTℓ Dm,s(θ⃗)(I +
m∑
j=1
AjDm,s(θ⃗))−1c

=
√√√√ m∑
i=1
θ2i
1− m∑
ℓ=1
βTℓ Dm,s(θ⃗)
D−1m,s(θ⃗) + m∑
j=1
Aj
Dm,s(θ⃗)
−1 c

=
√√√√ m∑
i=1
θ2i
1− m∑
ℓ=1
βTℓ
D−1m,s(θ⃗) + m∑
j=1
Aj
−1 c
 .
Therefore, to obtain stability we have to ask1− m∑
ℓ=1
βTℓ
D−1m,s(θ⃗) + m∑
j=1
Aj
−1 c
→ 0
in the following cases:
• when θi →∞ and θ1, . . . , θi−1, θi+1, . . . , θm are fixed, ∀ i = 1, . . . ,m,
• when θi → ∞ and θj → ∞, for i ̸= j and the rest of θℓ are fixed for
ℓ ∈ {1, . . . ,m} with ℓ ̸= {i, j},
• we continue this way until all the variables θi tend to ∞.
For example, in our case, where we have four stages and two levels:1− (β1 + β2)T


1
θ21
0 0 0
0 0 0 0
0 0 1
θ21
0
0 0 0 0
+A1 +A2

−1
c
 = 0,
1− (β1 + β2)T


0 0 0 0
0 1
θ22
0 0
0 0 0 0
0 0 0 1
θ22
+A1 +A2

−1
c
 = 0
and
(
1− (β1 + β2)T (A1 +A2)−1 c
)
= 0,
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which can be written as:
Num1(θ1)
Den1(θ1
) = 0,
Num2(θ2)
Den2(θ2
) = 0 and
(
1− (β1 + β2)T (A1 +A2)−1 c
)
= 0,
being Num1(θ1), Den1(θ1) certain polynomial expression in θ1 and Num2(θ2),
Den2(θ2) certain polynomial expressions in θ2.
4. New FSRKN methods of three levels
In this section we will obtain several FSRKN methods of three levels, whose
associated tableaux have the following form
c A1 A2 A3
βT1 β
T
2 β
T
3
bT1 b
T
2 b
T
3
=
c1 a111 a
2
11 a
3
11
..
.
..
.
. . .
..
.
. . .
..
.
. . .
cs a1s1 · · · a1ss a2s1 · · · a2ss a3s1 · · · a3ss
β11 · · · β1s β21 · · · β2s β31 · · · β3s
b11 · · · b1s b21 · · · b2s b31 · · · b3s
(19)
where
a1ij = β
1
j = b
1
j = 0 if j = 3˙ or j = 3˙ + 2,
a2ij = β
2
j = b
2
j = 0 if j = 3˙ or j = 3˙ + 1 and
a3ij = β
3
j = b
3
j = 0 if j = 3˙ + 1 or j = 3˙ + 2.
The order conditions that we must include due to this additional third level
are:
Order 1: bT3 e = 1. (20)
Order 2: bT3 c =
1
2
and βT3 e =
1
2
. (21)
Order 3: bT3 c
2 =
1
3
, βT3 c =
1
6
, bT1A3e =
1
6
, bT3A3e =
1
6
,
bT3A1e =
1
6
, bT3A2e =
1
6
and bT2A3e =
1
6
. (22)
4.1. First order R-stable FSRKN methods
We begin by using the coefficient structure given by the tableau (19) with
s = 3. By imposing the first order conditions (11) and (20) we obtain
b11 = b
2
2 = b
3
3 = 1.
Following the same ideas of the previous section, we impose:
a111 = a
2
22 = a
3
33 = α and c1 = c2 = c3 = γ.
To obtain an R-stable method by using the energy norm, we force term
r12(θ⃗) =
√
θ21 + θ
2
2 + θ
2
3
(1 + θ21α)(1 + θ
2
2α)(1 + θ
2
2α)
(
1 + h1(⃗a)θ
2
1 + h2(⃗a)θ
2
2 + h3(⃗a)θ
3
3
+ h12(⃗a)θ
2
1θ
2
2 + h13(⃗a)θ
2
1θ
2
3 + h23(⃗a)θ
2
2θ
2
3 + h123(⃗a)θ
2
1θ
2
2θ
2
3
)
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to be bounded; here, we have denoted: a⃗ = (α, γ, β11 , β
2
2 , β
3
3 , a
1
21, a
1
31, a
2
32),
hi(⃗a) = α− βiiγ, i = 1, . . . , 3,
h1j (⃗a) = α
2 + a1j1 β
j
j γ − β11 αγ − βjj αγ, j = 2, 3,
h23(⃗a) = α
2 + a232 β
3
3 γ − β22 αγ − β33 αγ and
h123(⃗a) = α
3 − α2γ(β11 + β22 + β33) + αγ(a232β33 + a121β22 + a131β33)− a121a232β33γ.
From this, we obtain:
a121 = a
1
31 = a
1
32 = α and β
1
1 = β
2
2 = β
3
3 =
α
γ
.
Now, when imposing (9) and (14), we obtain restrictions:
2α ≥ γ and 1
2
≤ γ ≤ 1.
By following the same ideas as those ones used in the preceding sections, we
have chosen α = γ = 34 by obtaining the method
3
4
3
4 0 0
3
4
3
4 0 0
3
4 0 0
3
4
3
4 0 0 0
3
4 0 0 0
3
4
1 0 0 0 1 0 0 0 1
1 0 0 0 1 0 0 0 1.
(23)
The method can be implemented in a simple and optimal way as:
(
I − 3 τ24 A1
)
Kn,1 = un +
3 τ
4 vn +
3 τ2
4 f1(tn,1),(
I − 3 τ24 A2
)
Kn,2 = Kn,1 +
3 τ2
4 f2(tn,2),(
I − 3 τ24 A3
)
Kn,3 = Kn,2 +
3 τ2
4 f3(tn,3),
vn+1 = vn + τ (A1Kn,1 + f1(tn,1) +A2Kn,2 + f2(tn,2) +A3Kn,3 + f3(tn,3)) ,
un+1 = un + τvn+1.
4.2. Second order P-stable FSRKN methods
By following a logical design process of FSRKN methods with three levels,
we search for R-stable FSRKN methods with three stages and classical order
two with the coefficient structure given by the tableau (19) and s = 3. By
imposing the first (11) and (20) and second (12) and (21) order conditions, we
obtain:
b11 = b
2
2 = 1 and β
1
1 = β
2
2 = β
3
3 = c1 = c2 = c3 =
1
2
.
Again, to get R-stable (or in this case P -stable) methods, we have imposed
that the term r12(θ⃗) is bounded and we have deduced the rest of the coefficients;
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thus, we have obtained the following P -stable method
1
2
1
4 0 0
1
2
1
4 0 0
1
4 0 0
1
2
1
4 0 0 0
1
4 0 0 0
1
4
1
2 0 0 0
1
2 0 0 0
1
2
1 0 0 0 1 0 0 0 1.
4.3. Second order R-stable FSRKN methods
From the studies carried out in the precedent subsection we concluded that
to build second order R-stable FSRKN methods we must use, at least, four
stages. Thus, we use (19) with s = 4. By imposing the order conditions (11),
(12), (20) and (21) we obtain
b11 =
1− 2c4
2 (c1 − c4) , b
2
2 = b
3
3 = 1, b
1
4 =
2 c1 − 1
2(c1 − c4) ,
β11 =
1− 2β14
2
, β22 = β
3
3 =
1
2
and c1 ̸= c4.
Again, the R-stability is obtained by, firstly, using the free parameters to
force term r12(θ⃗) of matrix R(θ⃗) to be bounded. Then, we obtain:
a111 =
c1
2 − a144 + (c4 − c1)β14 , a121 = a131 =
c1 − 2 a144 + 2 (c4 − c1)β14
4 c1
,
a222 = a
3
33 =
1
4 , a
2
42 = a
3
43 =
a144
2β14
and
a141 =
2 a144(a
1
44 − 2 c4 β14) + c4 β14(c1 + 2 (c4 − c1)β14)
2 c1 β14
.
To minimize the computational cost of the final method when it is imple-
mented we impose a111 = a
1
44, so we have
β14 =
c1 − 4 a144
2(c1 − c4) .
From these families of methods, we select the ones that satisfy the additional
restrictions of an R-stable method, together with condition (14), by obtaining
five possibilities of which we have chosen:
a144 =
6− 3√3
8
and c1 =
√
3− 3
2
.
Thus, by using again the remaining free paremeters to minimize, as far as
possible, the spectral radius of the matrix R(θ⃗) for high values of θ1, θ2 and θ3,
16
we have deduced the next method
2
√
3−3
2
6−3√3
8 0 0
1
2
√
3
8 0 0
1
4 0 0
1
2
√
3
8 0 0 0
1
4 0 0 0
1
4
1 9
√
3−3
32 0 0
6−3√3
8 0
9−√3
16 0 0 0 0
9−√3
16 0
7
√
3−2
26 0 0
15−7√3
26 0
1
2 0 0 0 0
1
2 0
5+2
√
3
13 0 0
8−2√3
13 0 1 0 0 0 0 1 0.
(24)
4.4. Third order R-stable FSRKN methods
The last method described in this paper is an R-stable FSRKN method with
three levels and classical order three. To obtain methods of this type we must
impose the order conditions (11)-(13), (20), (21) and (22). In this case, we have
used the coefficient structure of FSRKN method given by (19) with s = 6.
To reduce, as for as possible, the computational cost of the method when it
is implemented we impose
a111 = a
2
22 = a
3
33 = a
1
44 = a
2
55 = a
3
66 = α.
Therefore, we have all the coefficients of the FSRKN method in terms of the
free parameters c4, c5, c6, α, a
1
51, a
1
54, a
1
61, a
2
62, a
1
64 and a
2
65 as follows:
a121 =
2− 3 a151 − 3 a154 − 6 c5 + 6 c25
9(2 c5 − 1)2 , a
1
31 =
2− 3 a161 − 3 a164 − 6 c6 + 6 c26
9(1− 2 c6)2 ,
a232 =
2− 3 a262 − 3 a365 − 6 c6 + 6 c26
9(1− 2 c6)2 , a
1
41 =
−2 + 6 c4 − 6 c24
18α− 3 ,
a242 =
2
3
− 2 c4 + 2 c24, a343 =
2
3
− 2 c4 + 2 c24,
a252 =
−2 + 6 c5 − 6 c25
18α− 3 , a
3
53 =
2
3
− 2 c5 + 2 c25, a363 =
−2 + 6 c6 − 6 c26
18α− 3 ,
c1 =
2− 3 c4
3− 6 c4 , c2 =
2− 3 c5
3− 6 c5 , c3 =
2− 3 c6
3− 6 c6 ,
b11 =
3(1− 2 c4)2
4− 12 c4 + 12 c24
, b22 =
3(1− 2 c5)2
4− 12 c5 + 12 c25
, b33 =
3(1− 2c6)2
4− 12 c6 + 12 c26
,
b14 =
1
4− 12 c4 + 12 c24
, b15 =
1
4− 12 c4 + 12 c24
, b16 =
1
4− 12 c6 + 12 c26
,
β11 =
1− 5 c4 + 6 c24
4− 12 c4 + 12 c24
, β22 =
1− 5 c5 + 6 c25
4− 12 c5 + 12 c25
, β33 =
1− 5 c6 + 6 c26
4− 12 c6 + 12 c26
,
β14 =
1− c4
4− 12 c4 + 12 c24
, β25 =
1− c5
4− 12 c5 + 12 c25
and β36 =
1− c6
4− 12 c6 + 12 c26
.
By following the ideas which we have described in subsection 3.3.1 to obtain
an R-stable method, we obtain the following conditions for the parameter α:
α =
−2 + 5 c4 − 3 c24
6 c4 − 3 , α =
−2 + 5 c5 − 3 c25
6 c5 − 3 and α =
−2 + 5 c6 − 3 c26
6 c6 − 3 .
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By taking c4 = c5 = c6 = γ the three equations are true. Once we have
ended this process, a family of methods with only this free parameter has been
obtained. Finally, before choosing the value of γ, we impose the relations (14)
by obtaining the restriction
0 < γ <
1
2
.
By taking γ = 14 , the deduced method is
5
6
5
8 0 0
5
6
5
8 0 0
5
8 0 0
5
6
5
8 0 0 0
5
8 0 0 0
5
8
1
4 − 7796 0 0 58 0 724 0 0 0 0 724 0
1
4 − 7796 0 0 58 0 0 − 7796 0 0 58 0 0 724 0 0
1
4 − 7796 0 0 58 0 0 0 − 7796 0 0 58 0 0 0 − 7796 0 0 58
1
14 0 0
3
7 0 0 0
1
14 0 0
3
7 0 0 0
1
14 0 0
3
7
3
7 0 0
4
7 0 0 0
3
7 0 0
4
7 0 0 0
3
7 0 0
4
7 .
(25)
5. Numerical tests
This section is devoted to show some numerical tests in order to illustrate
the behaviour of the FSRKN methods developed here. In Subsection 5.1 we
check numerically the convergence order of some R-stable methods of two levels,
designed in Section 3, as well as those ones of three levels, developed in Section 4;
in Subsection 5.2 we contrast the computational cost of some FSRKNmethods of
two levels with the cost associated to the use of other classical time integrators.
5.1. Numerical orders of convergence
In this subsection we numerically solve several problems of type (1) using
some of the FSRKN methods developed in previous sections. Our numerical
algorithms have been designed by following this two stage procedure: firstly, we
apply the FSRKN method which we want to check and, secondly, we discretize
in space the elliptic problems derived from the previous time integration process.
For the spatial discretization we have chosen adequate spectral methods which
have been designed (see [4]) to numerically solve one-dimensional problems. In
this way, the errors in space can be neglected because they are much smaller
than the errors which come from the time integration processes.
It is at this moment when the main strength of FSRKN methods can be ob-
served, namely, a 2D, or even 3D, multidimensional problem can be numerically
resolved by solving a set of one-dimensional problems. In our examples we use
spectral methods with 16 nodes in the interval (−1, 1) to solve one-dimensional
problems similar to the following one uxxxx(x) = F (x), x ∈ (−1, 1),u(−1) = g−1, u(1) = g1,
ux(−1) = h−1, ux(1) = h1.
(26)
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We want to remark that each problem (26) only requires resolving linear systems
of dimension 16. Such systems are easy and fast to solve and only need the
manipulation of matrices 16× 16.
So, it is easy to deduce that an important reduction in the computational
cost is provided by our numerical schemes if we compare them, for instance,
with the similar combinations of RKN methods and spectral methods for solving
problems like uxxxx + uyyyy = F (u) in the square (−1, 1)× (−1, 1). Using this
option in a similar way, the computational cost increases because each implicit
stage involves a system with a full matrix of size 256× 256. The complications
when RKN methods are used to solve 3D problems in space, using analogue
spectral methods are enormous. To the best of our knowledge, no spectral
methods are found in the literature for solving problems like uxxxx + uyyyy +
uzzzz = F (u) in the cube (−1, 1)3; but, even if there were every implicit stage
would require to solve a system with a full matrix of size 4096× 4096.
5.1.1. FRSKN of two levels
We have chosen the following test IBVP
utt(x, t) = −uxxxx(x, t)− uyyyy(x, t) + f(x, t), (x, t) ∈ Ω× [0, 1],
u(x, t) = 0, (x, t) ∈ ∂Ω× [0, 1],
ut(x, t) = 0, (x, t) ∈ ∂Ω× [0, 1],
u(x, 0) = (1− x2)6(1− y2)6, x ∈ Ω,
ut(x, 0) = −(1− x2)6(1− y2)6, x ∈ Ω,
being x = (x, y), Ω ≡ (−1, 1) × (−1, 1). We have chosen f(x, t) so that the
exact solution is u(x, t) = e−t(1− x2)6(1− y2)6. To apply FSRKN methods of
two levels we have decomposed the source term as f(x, t) = f1(x, t) + f2(x, t)
with
f1(x, t) =
utt(x, t)
2
+ uxxxx(x, t) and f2(x, t) =
utt(x, t)
2
+ uyyyy(x, t).
The differential operator has been split as A = A1 +A2 with A1 = −∂xxxx and
A2 = −∂yyyy. To discretize in time we have used FSRKN methods of orders 1,
2 and 3 given in (15), (16) and (18) respectively.
To advance in time, after having discretized in space, we must solve 16
decoupled systems of dimension 16 (obtained from (26) and spectral methods)
per internal stage.
In Table 2 we show the local and global orders obtained in this discretization
process (see also Figure 1); they have been computed as
plocal = log2
‖Eh,τ1,t1‖
‖Eh,τ2,t2‖
and pglobal = log2
‖Eh,τ1,T ‖
‖Eh,τ2,T ‖
,
with τ2 = τ1/2, t0 = 0, t1 = t0 + τ and T = 1. Besides, when considering the
solution we have
Eh,τ,t = u(xh, t)− uh,τ (x, t)
and when considering the derivative,
Eh,τ,t = u
′(xh, t)− u′h,τ (x, t)
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where u(xh, t) and u
′(xh, t) denote the exact solution and its derivative eval-
uated in the mesh spatial nodes and in the temporal instant t. uh,τ (x, t) and
u′h,τ (x, t) denote the numerical approximation of the solution and of its deriva-
tive obtained by using the totally discrete scheme evaluated in the mesh spatial
nodes and in the temporal instant t by using a time step τ . The same notations
will be used in Table 3.
Local orders Method (15) Method (16) Method (18)
p u(t) u′(t) u(t) u′(t) u(t) u′(t)
τ1 =
1
80 τ2 =
1
160 1.96881 2.68876 3.56507 2.91550 3.49989 3.91424
τ1 =
1
160 τ2 =
1
320 1.98886 2.75709 3.39021 2.97129 3.78306 4.34649
τ1 =
1
320 τ2 =
1
640 1.99584 2.65503 3.20994 2.99080 3.92763 4.57689
τ1 =
1
640 τ2 =
1
1280 1.99830 2.43855 3.09986 2.99694 3.97849 4.71263
τ1 =
1
1280 τ2 =
1
2560 1.99925 2.23157 3.04654 2.99888 3.99373 4.76681
τ1 =
1
2560 τ2 =
1
5120 1.99965 2.10740 3.02201 2.99953 3.99968 4.65316
Global orders Method (15) Method (16) Method (18)
p u(t) u′(t) u(t) u′(t) u(t) u′(t)
τ1 =
1
80 τ2 =
1
160 0.78236 0.92255 1.95907 2.15633 2.73645 2.88120
τ1 =
1
160 τ2 =
1
320 0.89023 0.98192 1.98746 2.09854 2.87618 2.72930
τ1 =
1
320 τ2 =
1
640 0.94423 0.97568 1.99452 2.05085 2.93856 2.97523
τ1 =
1
640 τ2 =
1
1280 0.97149 0.96506 1.99803 2.01203 2.97344 3.01136
τ1 =
1
1280 τ2 =
1
2560 0.98545 0.97101 1.99919 2.00317 2.99019 3.01188
τ1 =
1
2560 τ2 =
1
5120 0.99262 0.98111 1.99956 2.00090 3.01173 3.00639
Table 2: Local and global orders for methods with two levels with order 1 (15), order 2 (16)
and order 3 (18).
5.1.2. FRSRN of three levels
Now, we consider the following IBVP
utt(x, t) = −uxxxx(x, t)− uyyyy(x, t)− uzzzz(x, t) + f(x, t), (x, t) ∈ Ω× [0, 1],
u(x, t) = 0, (x, t) ∈ ∂Ω× [0, 1],
ut(x, t) = 0, (x, t) ∈ ∂Ω× [0, 1],
u(x, 0) = (1− x2)6(1− y2)6(1− z2)6, x ∈ Ω,
ut(x, 0) = −(1− x2)6(1− y2)6(1− z2)6, x ∈ Ω,
being x = (x, y), Ω ≡ (−1, 1) × (−1, 1) × (−1, 1). In this case, f(x, t) is such
that the exact solution is u(x, t) = e−t(1 − x2)6(1 − y2)6(1 − z2)6. To apply
FSRKNmethods of three levels we have decomposed the source term as f(x, t) =
f1(x, t) + f2(x, t) + f3(x, t) with
f1(x, t) =
utt(x, t)
3
+ uxxxx(x, t), f2(x, t) =
utt(x, t)
3
+ uyyyy(x, t) and
f3(x, t) =
utt(x, t)
3
+ uzzzz(x, t).
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Figure 1: Graph for the local errors for the solution (top left) and the derivative (top right)
and for the global errors for the solution (down left) and the derivative (down right) methods
with two levels with order 1 (15) (pink line, circles), order 2 (16) (blue line, stars) and order
3 (18)) (green line, squares).
The differential operator has been split as A = A1+A2+A3 with A1 = −∂xxxx,
A2 = −∂yyyy and A3 = −∂zzzz.
To obtain the totally discrete schemes, we combine again three R-stable
FSRKN methods of orders one, two and three (given by (23), (24) and (25)
respectively) with the same spectral method which we have used in the previous
subsection. Again, we have taken 16 nodes in the interval (−1, 1) to make the
errors in space are negligible compared to the errors in time.
Notice that, in these numerical experiments, we have solved 256 decoupled
systems of size 16× 16 at each stage.
5.2. Computational cost comparisons
In this subsection we compare the computational cost of our time integrators,
in terms of CPU time, with other two classical options, a RKN method and a RK
method. We have chosen these methods as they are the most common ones that
are used to numerically solve linear IBVP as the ones we are solving. In the same
way as in the previous subsection, we have firstly made the time discretization
and secondly the spatial discretization. We have chosen the following test IBVP
utt(x, t) = uxx(x, t) + uyy(x, t) + f(x, t), (x, t) ∈ Ω× [0, 1],
u(x, t) = 0, (x, t) ∈ ∂Ω× [0, 1],
ut(x, t) = 0, (x, t) ∈ ∂Ω× [0, 1],
u(x, 0) = (1− x2)3(1− y2)3, x ∈ Ω,
ut(x, 0) = −(1− x2)3(1− y2)3, x ∈ Ω,
(27)
being x = (x, y), Ω ≡ (−1, 1)×(−1, 1). For this problem, we have chosen f(x, t)
such that the exact solution is u(x, t) = e−t(1− x2)3(1− y2)3.
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Local orders Method (23) Method (24) Method (25)
p u(t) u′(t) u(t) u′(t) u(t) u′(t)
τ1 =
1
80 τ2 =
1
160 1.96541 2.69292 3.71787 2.87450 3.45922 3.91220
τ1 =
1
160 τ2 =
1
320 1.98789 2.76859 3.62242 2.95899 3.75784 4.34493
τ1 =
1
320 τ2 =
1
640 1.99558 2.67894 3.41001 2.98783 3.91885 4.57367
τ1 =
1
640 τ2 =
1
1280 1.99823 2.47103 3.21371 2.99642 3.97579 4.70559
τ1 =
1
1280 τ2 =
1
2560 1.99923 2.25825 3.09905 2.99888 3.99303 4.75373
τ1 =
1
2560 τ2 =
1
5120 1.99964 2.12278 3.04523 2.99960 3.99806 4.64836
Global orders Method (23) Method (24) Method (25)
p u(t) u′(t) u(t) u′(t) u(t) u′(t)
τ1 =
1
80 τ2 =
1
160 0.61204 0.83096 1.97521 2.29583 2.83506 2.69971
τ1 =
1
160 τ2 =
1
320 0.81477 0.91456 1.99789 2.27148 2.88919 2.69331
τ1 =
1
320 τ2 =
1
640 0.90892 0.94441 1.99877 2.15888 2.86574 2.94645
τ1 =
1
640 τ2 =
1
1280 0.95420 0.95866 1.99983 2.03128 2.93319 2.99490
τ1 =
1
1280 τ2 =
1
2560 0.97669 0.97244 1.99998 2.00707 2.95750 3.00166
τ1 =
1
2560 τ2 =
1
5120 0.98813 0.98356 1.99988 2.00172 2.87404 3.00318
Table 3: Local and global orders for methods with three levels with order 1 (23), order 2 (24)
and order 3 (25)
The spatial discretization stage has been carried out by using a standard
central finite difference scheme on a uniform mesh.
As for the time integrators, we have chosen:
• FSRKN: The method of third order given by (18). The differential opera-
tor is split as A = A1 +A2 with A1 = ∂xx, A2 = ∂yy and the source term
is split as f(x, t) = f1(x, t) + f2(x, t) with f1(x, t) = f2(x, t) =
f(x,t)
2 . On
the other hand, once discretized in space, only tridiagonal systems have
to be solved (we have used the Thomas method for this) to advance on
time.
• RKN: We have chosen the RKN method of two stages and classical order
3 given by (see [2]):
9+
√
33
12
19+3
√
33
48
15−√33
24 − 33+17
√
33
192
19+3
√
33
48
5−√33
24
7+
√
33
24
9−√33
24
15+
√
33
24
(28)
In this case, block tridiagonal systems have to be solved to calculate the
internal stages (we have chosen the Gauss–Seidel method for doing this,
because of the size of the matrices that are involved in the process).
• RK: To complete our comparisons, we have chosen one of the most classical
options; which consists of converting problem (27) into a system of two
differential equations of first order in time and integrate it by using a
suitable classical ODE solver. In this case, we have chosen the SDIRK
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Figure 2: Graph for the local errors for the solution (top left) and the derivative (top right) and
for the global errors for the solution (down left) and the derivative (down right) for methods
with three levels with order 1 (23) (pink line, circles), order 2 (24) (blue line, stars) and order
3 (25) (green line, squares).
method of two stages and classical order 3 (see [15]) given by
γ γ
1− γ 1− 2γ γ
1/2 1/2
with γ =
3 +
√
3
6
. (29)
Again, block tridiagonal systems have to be solved to calculate the internal
stages (we have chosen again the Gauss–Seidel method for doing this).
The results we have obtained are shown in Figure 3. In this performance,
we have balanced the time step size and the spatial grid coarseness in such a
way that the errors in space and time are similar.
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