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a b s t r a c t
Having been widely used in a VoIP system, the ITU-T G.729 standard is of high
computational complexity, a heavy load for a real-time operation on a low-end smart
phone or other embedded devices even with the G.729A standard. In this paper, there are
three methods proposed for an efficient complexity reduction of G.729A, i.e., a combined
local optimal pulse method, employed to search an algebraic codebook, a discontinuous
pitch estimation, used to analyze the open-loop pitch, and the hybrid two-stage vector
quantization (HTVQ), assigned to quantize the line spectral frequency (LSF) coefficients.
It is validated by experimental results that the improved version of G.729A can be easily
implemented on a smart phone (312 MHz CPU, 64 MB RAM) in real-time operation.
In total 80.94% of computational load can be thus eliminated in comparison with the
G.729A and a satisfactory speech quality is maintained as intended, an excellent efficiency
demonstration by the methods proposed.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
As one of the most widely used speech codecs these days, the G.729 codec is a protocol established by ITU [1–3], well
applied to a digital speech communication system, particularly in the field of voice over internet protocol (VoIP) [4–7].
Adopting a conjugate-structure algebraic-code-excited linear prediction (CS-ACELP) in G.729, this protocol is of a double
advantage of both a high compression ratio and a high speech quality. The main coding flow for an ACELP coding technique
is to perform a linear predictive coding (LPC) on the input speech signal, and then perform an adaptive codebook coding
(the long term prediction) as well as an algebraic codebook coding on the LPC residual signal.
However, the G.729 encoding process involves a great amount of computational load, particularly in an application to
an embedded system. Taking a smart phone as an instance, VoIP is rendered as a speech communication service, a free
alternative to that provided by mobile operators. Since the CPU is mainly occupied by a G.729 codec, the real-time VoIP
cannot be made in service on the smart phone. It remains a task of great difficulty to implement the real-time VoIP even
with the G.729A [2], resulting in an essential need to reduce the complexity significantly.
Table 1 lists the time required and the utility rate of CPU for the encoder of both G.729 and G.729A algorithms [8]. The
G.729 was implemented by floating-point and the G.729A was implemented by fixed-point. The test platform is based on a
smart phone (312MHz CPU, 64MB RAM). If the real-time operation is available, the average time required per frame (ATPF)
must be smaller than 10ms because a frame is equal to 10ms. In evidence, the conventional G.729 is not capable of real-time
operation on this platform. Although the G.729A is able to real-time operation, the time required is still too large because a
complete VoIP system must consist of SIP protocol [9,10], acoustic echo cancelation (AEC) algorithm etc., at the same time.
In order to overcome the above problem, a methodology of efficient complexity reduction is important and necessary.
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Fig. 1. System flow of the G.729 encoding process.
Table 1
Time required for the G.729 encoder on a smart phone.
Methods ATPF (ms) Utility rate of CPU (%) Real-time
G.729 (floating-point) 66.38 663.8 No
G.729A (fixed-point) 5.51 55.1 Yes
As well, Fig. 1 illustrates the system flow of the G.729 encoding process. It is further analyzed, mainly divided into 6 sub-
functions, with respective required time percentage tabulated in Table 2 [8]. As can be seen, the algebraic codebook search
ranks the first place, the open-loop pitch analysis the second, and the linear prediction analysis and quantization the third
in terms of the computational load required. That is such items are those requiring the most efforts during the complexity
reduction process.
In the algebraic codebook search, a large number of research works have addressed the issue of search load reduction
[11–18]. A number of sub-optimal search approaches are proposed to reach the reduction goal, e.g., the focused search
method in G.729, the depth-first tree search method in G.729A, and the pulse replacement based methods such as the least
important pulse replacement in [11], the global pulse replacement in [12] aswell as G.729.1 [13], and the iteration-free pulse
replacement in [14]. On the subject of the open-loop pitch search, there is a work [19] proposed to achieve the goal of the
computational load reduction by use of a feature of high correlation between successive speech frames. In addition, many
research works had been done toward the complexity reduction of line spectral frequency (LSF) coefficient quantization
such as the split vector quantization (SVQ) based methods [20,21] and the trellis coded vector quantization (TCVQ) based
methods [22,23]. Meanwhile, the triangular inequality elimination (TIE) [24,25] is presented to reduce the complexity by
use of a high correlation of LSF coefficients between consecutive speech frames.
In this paper, three methods for efficient complexity reduction of G.729A are proposed. A combined local optimal pulse
method is applied to the search taskwithin an algebraic codebook; a discontinuous pitch estimation is used to the open-loop
pitch analysis; and a hybrid two-stage VQ (HTVQ) is adopted to the LSF coefficient quantization. As will be presented, both
the theoretic analyses and experimental results are acquired to verify the performance of the proposed methods.
This work is outlined as follows. A G.729 speech codec is described in Section 2. Presented in Section 3 are methods for
the efficient complexity reduction. Experimental results are demonstrated and discussed in Section 4. In the end, the paper
is concluded in the last section.
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Table 2
Required time percentage of each sub-function.
Item Required time percentage (%) Functional description
1 19.49 LP analysis, quantization, and interpolation
2 22.44 Open-loop pitch analysis
3 13.98 Adaptive codebook search
4 25.11 Algebraic codebook search
5 5.03 Gains estimation and quantization
6 13.95 Others (impulse response, target signal, memory update, etc.)
Table 3
The structure of an algebraic codebook in G.729.
Track Pulse Sign Positions
T0 i0 s0 = ±1 m0: 0, 5, 10, 15, 20, 25, 30, 35
T1 i1 s1 = ±1 m1: 1, 6, 11, 16, 21, 26, 31, 36
T2 i2 s2 = ±1 m2: 2, 7, 12, 17, 22, 27, 32, 37
T3 i3 s3 = ±1 m3: 3, 8, 13, 18, 23, 28, 33, 384, 9, 14, 19, 24, 29, 34, 39
2. Description of the G.729 speech codec
In this section, the search task of an algebraic codebook, the estimation of an open-loop pitch, and the quantization of
LSF coefficients will be detailed. Subsequently, the methods developed for the purpose of the complexity reduction will be
explored.
2.1. The algebraic codebook search
With the determination of an optimal codevector as the goal of the algebraic codebook search, the codebook in G.729
is configured as tabulated in Table 3, on the basis of each codevector contains 4 nonzero pulses extracted out of associated
track. The optimal codevector ck = {ck(n)} is thus found by minimizing the mean squared weighted error between the
original and the synthesized speeches [3,26], defined as
εk = ∥x− gHck∥2 (1)
where x denotes the target vector, g a scaling gain factor, and H a lower triangular convolution matrix. It can be shown that
the optimal codevector is the one maximizing the term Qk:
Qk = (xTHck)2/(cTkHTHck) = (dck)2/(cTk8ck) (2)
where d = xTH, the correlation function, is expressed as
d(n) =
L−1
i=n
x(i)h(i− n), 0 ≤ n ≤ L− 1 (3)
where L is the speech subframe size. The correlations of h(n), are contained in the symmetric matrix 8 = HTH, where the
entries are given by
φ(i, j) =
L−1
n=j
h(n− i)h(n− j), 0 ≤ i ≤ L− 1; i ≤ j ≤ L− 1. (4)
As seen from Eq. (2), it takes a total of 8192 (8 ∗ 8 ∗ 8 ∗ 16) repetitions of evaluations and comparisons in search of
the optimal codevector. Moreover, Eqs. (3) and (4) are both requiring the greatest computational load in the search task.
Consequently, the task is reduced to 1440 times of searches by the focused search method in G.729, and further reduced to
320 by the depth-first tree search method in G.729A.
2.2. Estimation of an open-loop pitch
The analysis of an open-loop pitch uses a weighted speech signal sw(n) to estimate the normalized correlation function
R′(ti) [1,3], which is defined as
R′(ti) = R(ti)
 79
n=0
sw2(n− ti), 1 ≤ i ≤ 3 (5)
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where R(ti) represent the three maxima of the correlation,
R(k) =
79
n=0
sw(n)sw(n− k) (6)
within the three ranges between 80–143 (the first range; i = 1), 40–79 (the second range; i = 2), and 20–39 (the third
range; i = 3). Finally, the best open-loop pitch is determined by selecting the maximal one out of the weighted normalized
correlation. The estimated open-loop pitch will be further used in an adaptive codebook search for a more precise pitch
determination associated with each speech subframe.
2.3. Quantization of LSF coefficients
In the linear prediction, the Levinson–Durbin algorithm is used to compute a tenth order LPC coefficients [1], ai, of a linear
prediction filter which is defined as
1/A(z) = 1

1+
10
i=1
aiz−i

. (7)
Subsequently, the LPC coefficients are converted into the line spectral pair (LSP) coefficients for the purposes of
parametric quantization and interpolation. The LSP coefficients are defined as the roots of the following two polynomials
F ′1(z) = A(z)+ z−11A(z−1) (8)
F ′2(z) = A(z)− z−11A(z−1). (9)
The polynomials F ′1(z) and F
′
2(z) are symmetric and antisymmetric, respectively. It can be proven that all the roots of
such polynomials lie and alternate successively on a unit circle in z-domain. Also, F ′1(z) has a root at z = −1 (ω = π) and
F ′2(z) has a root at z = 1 (ω = 0). Such two roots are eliminated by defining the following polynomials, each of which is of
five conjugate roots on the unit circle, expressed as
F1(z) = F ′1(z)/(1+ z−1) =

i=1,3,...,9
(1− 2qiz−1 + z−2) (10)
F2(z) = F ′2(z)/(1− z−1) =

i=2,4,...,10
(1− 2qiz−1 + z−2) (11)
where the coefficients qi are referred to as the LSP coefficients and |qi| < 1. The Chebyshev polynomial [3] is used to solve
Eqs. (10) and (11). Finally, a tenth order LSF coefficients ωi can be obtained by the following transformation.
ωi = cos−1(qi), 1 ≤ i ≤ 10. (12)
In the LSF quantization process, the LSF coefficients are quantized through a two-stage VQmethod [1,3]. In the first place,
a switched fourth-order moving average (MA) predictor is used to predict the LSF coefficients of the current speech frame
that is expressed as:
l(m)i =

ω
(m)
i −
4
k=1
pˆi,k lˆ
(m−k)
i

1−
4
k=1
pˆi,k

, 1 ≤ i ≤ 10 (13)
where pˆi,k are the coefficients of the switched MA predictor. l
(m)
i are the resulting vectors of the current framem. lˆ
(m−k)
i are
the quantized outputs of li from the previous speech frames (m− k).
For the two-stage VQ, the first stage is a 10-dimensional VQ using codebook L1 with 128 entries (7 bits), where ℓ1 is the
index. The quantized error vector of L1 is further quantized. The second is a split VQ using two 5-dimensional codebooks,
L2 and L3, containing 32 entries (5 bits) each. With ℓ2 and ℓ3 as the individual indices, ℓ2 represents the lower part of 5
dimensions and ℓ3 represents the higher part of 5 dimensions. This structure of the two-stage VQ can be expressed as
lˆi =

L1i(ℓ1)+ L2i(ℓ2), 1 ≤ i ≤ 5
L1i(ℓ1)+ L3i−5(ℓ3), 6 ≤ i ≤ 10. (14)
Subsequent to the quantization, the quantized LSF coefficients ωˆ(m)i for the current frame can be obtained as
ωˆ
(m)
i =

1−
4
k=1
pˆi,k

lˆ(m)i +
4
k=1
pˆi,k lˆ
(m−k)
i , 1 ≤ i ≤ 10. (15)
C.-Y. Yeh, C.-Z. Zhuo / Computers and Mathematics with Applications 64 (2012) 887–896 891
Fig. 2. Flowchart of the combined local optimal pulse search.
Finally, by computing and minimizing the weighted mean square error from two MA predictors, the optimal LSF
coefficients are found as
ELSF =
10
i=1
wi(ωi − ωˆi)2 (16)
where the weightswi are made adaptive as a function of the unquantized LSF coefficients defined as
w1 =

1.0 if ω2 − 0.04π − 1 > 0
10(ω2 − 0.04π − 1)2 + 1 otherwise
wi2 ≤ i ≤ 9 =

1.0 if ωi+1 − ωi−1 − 1 > 0
10(ωi+1 − ωi−1 − 1)2 + 1 otherwise
w10 =

1.0 if − ω9 + 0.92π − 1 > 0
10(−ω9 + 0.92π − 1)2 + 1 otherwise.
(17)
3. Proposed methodologies
In this section, threemajor approaches for efficient complexity reduction ofG.729 are proposed. A combined local optimal
pulse method is employed to search an algebraic codebook; a discontinuous pitch estimation is used to analyze the open-
loop pitch; and a hybrid two-stage VQ is assigned to quantize the LSF coefficients. All the approaches will be described in
detail.
3.1. The combined local optimal pulse method
A further analysis on the algebraic codebook search in G.729 indicates that the computational load in the search process
accounts for 74.9% of the total load, and by Eqs. (3) and (4) both share the remaining 25.1% of the total load [16].
A combined local optimal pulsemethod is proposed as ameans to cut the search load to a large extent, detailed as follows.
A codevector is composed of local optimal pulses extracted independently from associated tracks. The approach presented is
illustrated in Fig. 2. In the flowchart, the individual contribution of each pulse pertaining to each track is first evaluated, and
then the pulse with the highest contribution is selected as the optimal pulse out of the track that it belongs to. Ultimately,
the final codevector is formed as the set composed of the optimal pulses from tracks. The thought of the proposedmethod is
presumed that the codevector sought, though not the optimal, is supposed to stay close to the optimal, implying a marginal
deterioration of speech quality. It is a simple but an efficient method for the ACELP codebook search.
This method merely requires a total of 40 (8 + 8 + 8 + 16) search numbers to locate the local optimal pulses within
individual track with success. As a result of merely considering a single pulse contribution, Eq. (2) is further simplified
into Eq. (18), where the value of Q ik increases with the priority of the ith pulse. As seen from Eq. (18), all it takes is merely
to evaluate the diagonal entries, thus efficiently reducing the complexity. That is, the proposed method exhibits a double
advantage of the reduction in the search numbers as well as in the matrix operations.
Q ik =
d2(i)
φ(i, i)
, 0 ≤ i ≤ L− 1. (18)
3.2. Discontinuous open-loop pitch estimation
This search procedure can be achieved by two steps as follows. First, using Eq. (5), the correlations are evaluated within
each set of three points in the first range; each set of two points in the second range; and each single point in the third range.
Then, if the best candidate selected from the first step is located at the first or the second range, the correlation of the points
892 C.-Y. Yeh, C.-Z. Zhuo / Computers and Mathematics with Applications 64 (2012) 887–896
Fig. 3. Flowchart of the discontinuous open-loop pitch search.
neighboring the candidate will be calculated and compared so as to determine the best open-loop pitch again. The detailed
process of approach presented is illustrated in Fig. 3.
The improved search approachmerely takes 22 times of searches during the first range, 20 during the second, and another
20 during the third. In the event of the best candidate falling within the first range, an extra search is performed on the four
neighboring points for the best open-loop pitch, while conducted on the two neighboring points in case the best candidate
lies within the second range.
3.3. Hybrid two-stage VQ
As presented in Fig. 4, the HTVQ is built on the basis of an original two-stage VQ with the binary tree search as an
alternative to the conventional full search so as to meet the requirement on the well maintained speech quality and the
complexity reduction as intended.
The trainings in the binary tree VQ structure corresponding to codebooks L1, L2 and L3 are required to be prepared ahead
of the system realization. During the training procedure, the original codebook is treated as the initial training data and the
Linde–Buzo–Gray (LBG) algorithm [27] is used to perform clustering into two groups. Subsequently, two trained groupswith
their cluster centers are acquired and a stage of tree structure is configured. In turn, the next tree stage is generated in an
iterative manner that employs the clustered data as the training data. Repeatedly, a complete structure of binary tree VQ is
hence accomplished. Algorithm 1 presents a procedure of the codebook generation for tree-structure VQ.
Algorithm 1. The codebook generation of a tree-structure VQ.
Step 1: Initiating the process; all the codewordsWi of original codebook are used as input vectors.
Step 2: Training and clustering; all the input vectors are trained and clustered into two groups, G0 and G1, by applying the
LBG algorithm, and then compute two representative codewords C0 and C1 accordingly.
Step 3: Iterating the process; two groups G0 and G1 are taken as input vectors individually to generate the new groups of 4.
That is, Step 2 is repeated twice.
Step 4: Repeat Steps 2 and 3 until the tree structure is completed.
The tree trained in this work is not a balanced structure. L1 exhibits both amaximum of 12 stages and aminimum of 4, L2
a maximum of 9 and a minimum of 4, and L3 a maximum of 8 and a minimum of 3. Furthermore, for the reason that all the
training procedures are performed off line, the G.729 encoding process is not affected at all, that is, no extra computational
load added.
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Fig. 4. Block diagram of the hybrid two-stage VQ scheme.
Table 4
Database information for conducted experiments.
Speech database Frame number Syllable number Average syllables per sentence
Male speeches 90762 3309 16.5
Female speeches 118513 3309 16.5
Table 5
Search load comparison in the algebraic codebook search.
Methods Number of searches Ratio
G.729A 320 Basis
[11] (Repetition= 2) 80 25%
[14] 48 15%
Proposed method 40 12.5%
The search algorithm proposed can be further classified into two sorts. In the first, it is that the search task in L1 is
completely performed by a binary tree search, while those in L2 and L3 are by a conventional full search. In contrast, in the
second, the entire search all the way from L1 to L3 is made with a binary tree search. The improved version of this algorithm
requires a much smaller number of searches down from the original 128 times to 14 (7 ∗ 2) in L1, and from 32 to 10 (5 ∗ 2)
in L2 and L3.
4. Experiments and discussions
Conducted in this section with three approaches proposed, the computational complexity experiments as well as the
speech quality are analyzed and compared. Subsequently, the improved G.729A version is demonstrated on a smart phone.
Furthermore, the ITU-T P.862 perceptual evaluation of speech quality (PESQ) [28] based mean opinion score (MOS) is
employed as an objective measure of speech quality in this work. Tabulated in Table 4 is the speech database in Chinese
consists of sentences recorded by 2 males and 2 females, 50 samples each, that is, a total of 200 samples are treated as test
objects.
4.1. Experiments of the algebraic codebook search
As tabulated in Tables 5 and 6 respectively, the computational loads required, i.e., the search numbers together with
the operation numbers performed in Eqs. (3) and (4) are compared. As presented in Table 5, the method proposed is of the
best efficiency, taking 40 times of searches, the equivalence of 12.5% of G.721A, 50% of [11], and 83.2% of [14]. In the aspect
of operation complexity encountered, Eq. (3) takes 780 addition operations and 820 multiplications, while Eq. (4) takes
647 additions and 680 multiplications. As demonstrated in Table 6, unlike those in G.729A, [11,14], the approach does as
expected reduce the operation complexity in Eq. (4) to 39 addition operations and 40 multiplications, tantamount to 57.4%
and 57.3% of those above mentioned.
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Table 6
Comparison of the number of arithmetic operations performed in
Eqs. (3) and (4).
Methods Additions Multiplications
G.729A 1427 1500
[11] (Repetition= 2) 1427 1500
[14] 1427 1500
Proposed method 819 860
Table 7
PESQ comparison in the algebraic codebook search.
Methods Male Female Average
Mean STD Mean STD
G.729 3.84 0.1008 3.42 0.1742 3.63
G.729A 3.79 0.1008 3.31 0.1692 3.55
[11]
(Repetition= 2)
3.74 0.1014 3.27 0.1671 3.51
[14] 3.77 0.1019 3.30 0.1703 3.54
Proposed method 3.71 0.1025 3.23 0.1646 3.47
Table 8
Search load comparison in the open-loop pitch estimation.
Methods Number of searches Ratio
G.729A 124 Basis
Proposed method 65 52.42%
Table 9
PESQ comparison in the open-loop pitch estimation.
Methods Male Female Average
Mean STD Mean STD
G.729 3.84 0.1008 3.42 0.1742 3.63
G.729A 3.79 0.1008 3.31 0.1692 3.55
Proposed method 3.79 0.1012 3.29 0.1768 3.54
Table 10
Search load comparison in the LSF quantization.
Methods Search load Computational saving
L1 L2+ L3 Total
G.729A 128 64 192 Basis
HTVQ-1 14 64 78 59.38%
HTVQ-2 14 20 34 82.29%
Moreover, themean and standard deviation (STD) of PESQ are tabulated in Table 7. Although themethod proposed suffers
a marginal fall of 1.14% and 1.98% in the average PESQ compared with [11] and [14] respectively, the perceptual speech
quality of those approaches is nearly identical for the human hearing.
4.2. Experiments of the open-loop pitch estimation
As stated in Section 3.2, it requires a total of 62 searches in the first phase, and a statistical mean of 3 (4 ∗ 64/124+ 2 ∗
40/124) searches in the second phase, that is, 65 searches in total, an equivalence of 52.42% of that by G.729A as tabulated
in Table 8. Tabulated in Table 9 is the PESQ comparison between various approaches, indicating a result similar to G.729A.
4.3. Experiments of the LSF quantization
Mentioned in Section 3.3, performing a binary tree search on L1 and a conventional search on L2 and L3 alike, the first
approach, mentioned above, is referred to as the HTVQ-1, and the second is HTVQ-2, performing the binary tree search
thoroughly.
As tabulated in Table 10, the comparison results indicate that G.729A takes a total of 192 searches in a conventional full
search, while HTVQ-1 and 2 merely require 78 and 34 times of searches, respectively, that is, considerable computational
savings of 59.38% and 82.29% are reached, accordingly.
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Table 11
PESQ comparison in the LSF quantization.
Methods Male Female Average
Mean STD Mean STD
G.729 3.84 0.1008 3.42 0.1742 3.63
G.729A 3.79 0.1008 3.31 0.1692 3.55
HTVQ-1 3.80 0.1044 3.40 0.1695 3.60
HTVQ-2 3.69 0.1178 3.18 0.1880 3.44
Fig. 5. Overall comparison for the computational load and the speech quality.
As compared in Table 11, the average levels of PESQ indicate a marginal drop of 0.83% relative to G.729 in HTVQ-1, while
HTVQ-2 is of a 5.23% degradation. The reason of the PESQ degradation by HTZQ-2 is presumed as follows. Albeit the index
obtained in L1 would not be the optimal, the quantization error may be compensated a bit by the full search conducted in
the second stage. It turns out that the speech quality is well maintained even though the indices acquired by L1, L2 and L3
are not identical to those by G.729. Nevertheless, there is a likelihood, in HTVQ-2, of a quantization error propagation to L2
and L3 due to the binary tree searches performed. Hence, there is a trade-off between the computational complexity and
the speech quality before making an appropriate choice between the HTVQ-1 and 2.
4.4. Experiments of overall implementation
The improved version of G.729A is tested on a smart phone with a 312 MHz CPU, 64 MB RAM for an overall efficiency
performance. As illustrated in Fig. 5, G.729A demonstrates a CPU utility rate of 55.1%, and the algorithm proposed does a
rate of 10.5%, achieving a computational saving of up to 80.94%, at the cost of a slight PESQ drop of speech quality.
5. Conclusion
There are three methods proposed in this work, that is, a combined local optimal pulse method, a discontinuous
pitch estimation, and a hybrid two-stage VQ for the purpose of G.729 complexity reduction. An improved G.729A, easily
implemented on the smart phone (312 MHz CPU, 64 MB RAM), is validated as an approach to a real-time operation under
CPU utility rate of 10.5%. It is hence concluded that the goal of an efficient complexity reduction is achieved and a satisfactory
speech quality is maintained as intended.
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