In the origins of complexity theory Booth and Lueker showed that the question of whether two graphs are isomorphic or not can be reduced to the special case of chordal graphs. To prove that, they defined a transformation from graphs G to chordal graphs BL(G). The projective resolutions of the associated edge ideals I BL(G) is manageable and we investigate to what extent their Betti tables also tell non-isomorphic graphs apart. It turns out that the coefficients describing the decompositions of Betti tables into pure diagrams in Boij-Söderberg theory are much more explicit than the Betti tables themselves, and they are expressed in terms of classical statistics of the graph G.
Introduction
According to the main theorem of Boij-Söderberg theory every Betti table can be expressed as a weighted non-negative sum of particularly elementary tables, called pure Betti tables [3, 8, 11] . These weight coefficients are usually even more cumbersome to express than the Betti numbers themselves, and from explicit calculations they tend to involve many binomial coefficients and alternating signs. In our setting it turns out that they are more straightforward to state than the Betti numbers, and we can provide elementary formulas for them.
In one of the first results of complexity theory, Booth and Lueker [5] proved that two graphs are isomorphic if and only if their corresponding Booth-Lueker graphs are isomorphic. This reduced the problem of graph isomorphism to the special class of Booth-Lueker graphs, and they have several attractive properties. The main result of this paper, Theorem 3.5, regards the ideal of the BoothLueker graph of a graph on n vertices and d i vertices of degree i, for i = 0, . . . , n − 1. If c j is the weight of the pure 2-linear table with j non-zero entries on the second row, then
and the other Boij-Söderberg coefficients vanish. Further on, we also describe in Section 3 the explicit Betti numbers and anti-lecture hall compositions of these ideals.
In Theorem 4.2 we study the dual graph situation, constructing the ideal of the complement of the Booth-Lueker graph. We show that if the original graph has n vertices and m edges, then
for m ≤ j ≤ m + n − 4, c m+n−3 = m m + n − 3 and the other coefficients vanish. We also give explicit results on Betti numbers and anti-lecture hall compositions for these ideals in Section 4.
Combinatorics
The following well-known result is used several times later on. It is known as Vandermones's identity or convolution, and proved in for example Section 1.2.6.I of [13] . We will also make use several times of the following combinatorial result.
Lemma 2.5. If P ∈ Q[x] is a polynomial of degree less than N and such that P (n) ∈ Z for all n ∈ Z, then
Proof. By Lemma 4.1.4 in [4] , there are a 0 , . . . , a N −1 in Z such that
Therefore, it is enough to prove that the statement holds for any polynomial of the form x+j j , with j < N . This follows from differentiating j times the binomial formula (1 + 
N i x i , and setting x = −1.
Booth-Lueker graphs and the graph isomorphism problem
In this section we introduce our object of study, namely that of the Booth-Luker graph BL(G) associated to a given graph G, but before doing so we explain the motivation behind the construction. A fundamental question in graph theory (with applications primarly in computer science) that goes by the name of "graph isomorphism problem" is the following: are two given graphs G and G isomorphic? To the best of our knowledge, it is still an open question whether the isomorphism for general graphs can be determined in polynomial time or not. It is also unknown whether the graph isomorphism problem is NP-complete. There are some upper bounds: in 1983 Babai and Luks [2] showed that the problem can be solved in moderately exponential exp(O( √ n log n)) time, where n is the number of vertices, and in 2015 Babai claimed that the problem can actually be solved in quasipolynomial time. A mistake in the proof was found by Helfgott, then Babai fixed it, and in 2017 he re-claimed the quasipolynomial time (see [1] ). As far as we know, the proof has not been fully checked yet, though. However, there are many results known about special classes of graphs. The case of interest to us is that of chordal graphs, because of the following polynomial-time reduction, an old complexity theory result proved by Booth and Lueker [5] .
Theorem 2.6. Arbitrary graph isomorphism is polynomially reducible to chordal graph isomorphism.
To prove this, they made use of the following construction, which we therefore name after them. Definition 2.7. For any graph G let BL(G) be the graph with vertex set V (G)∪ E(G) and edges uv for every pair of vertices in G and ue for every vertex u incident to an edge e in G. We call BL(G) the Booth-Lueker graph of G.
Notice that both BL(G) and its complement are chordal, for every G. They are split graphs. Thus, we have two interesting ideals to define actually. In Section 3 we study algebraic invariants of the edge ideals of Booth-Lueker graphs, and in Section 4 we do the same for the complements.
Example 2.8. Consider the path on four vertices. It is depicted in Figure 1 with its Booth-Lueker graph.
We can think of the Booth-Lueker constructions in the following terms: we take the original graph G on the left, add on the right new vertices corresponding to the edges of G and connect these vertices with the respective ends of the associated edge of G. Then we complete the left part of the graph. Later on we will use again this terminology of a "left" and "right" part of BL(G).
Boij-Söderberg theory
Denote as usual S = k[x 1 , . . . , x n ]. Boij-Söderberg theory deals with writing the Betti table of a finitely generated graded S-module as a sum of simpler pieces, coming from the so-called "pure Betti tables": to each sequence n = (n 0 , . . . , n s ) of strictly increasing non-negative integers, we associate the table π(n) with entries
and this is called the pure Betti table associated to n. We can moreover give a partial order to such sequences by setting
whenever s ≤ t and n i ≥ m i for all i ∈ {0, . . . , s}. Remark 2.9. It is customary to refer to a sequence of stricly increasing integers as above as a degree sequence. Since the same name also corresponds to a concept in graph theory, we just do not refer to them, in order to avoid confusion.
Theorem 2.10. For every finitely generated graded S-module M , there is a stricly increasing chain n 1 < · · · < n p of stricly increasing sequences of n + 1 non-negative integers and there are numbers c 1 , . . . , c p ∈ Q ≥0 such that Remark 2.13. In the same way as for the graded Betti numbers, there is a very straightforward algorithm to compute Boij-Söderberg coefficients, but (as far as we know) there are no general explicit formulas, so we don't know a priori what to expect in general. For a more detailed account of Boij-Söderberg theory, see for instance the survey [11] by Fløystad. There the notation for a degree sequence is d instead of n, but we already use d G to denote the degree vector of a graph G.
As motivated in Section 2.4, we will mostly be interested in ideals I with 2-linear resolutions, i.e., such that the Betti table of S/I looks like
.
By Boij-Söderberg theory, such a Betti table will be the weighted average of certain pure tables of the form π(0, 2, 3, . . . , s, s + 1) like for instance
Following the discussion around converting Betti diagrams and Boij-Soderberg coefficients into each other from the paper [10] we record these pure diagrams as the two vectors
i.e., we denote by π s the second row of π(0, 2, 3, . . . , s, s + 1), except for the first entry, which is always zero. Slightly larger examples are The zeros in the end extend indefinitely, and it will be convenient to us to write a specific amount of them, as it will become clear in the next sections.
On 2-linear resolutions
The following was proved by Fröberg [12] and refined by Dochtermann and Engström [7] .
Theorem 2.14. For a simple graph G, the edge ideal I G has 2-linear resolution if and only if the complement of G is chordal. Moreover, given a graph G whose complement is chordal, the Betti numbers of S/I G can be computed as follows:
Engström and Stamps showed in Lemma 3.1 and Theorem 3.2 of [10] how Betti tables and Boij-Söderberg coefficients are related for 2-linear resolutions. First of all, let us introduce the following notation: if a graded S-module M has Betti table
,
Lemma 2.15. Let Ω be the square matrix of size n + m − 1 whose ij-entry is j 
Anti-lecture hall compositions
Recall that a sequence λ = (λ 1 , λ 2 , . . . , λ n ) of integers such that
is called anti-lecture hall composition of lenght n bounded above by t. For further information about anti-lecture hall compositions, see [6] , where they were introduced, and also [15] . To a 2-linear ideal (equivalently, a graph with chordal complement) we can associate a unique anti-lecture hall composition with t = 1 and λ 1 = 1, see Section 4 of [10] . The following result is Proposition 4.11 from that paper. 
The Boij-Söderberg theory of ideals of BoothLueker graphs
In this section we determine the Betti tables, Boij-Söderberg coefficients, and anti-lecture-hall compositions of the edge ideals of Booth-Lueker graphs. It turns out that the information carried over to the algebraic setting from the graphs are all compiled in its degree vector. We will employ several results by Engström and Stamps [10] on 2-linear resolutions and Boij-Söderberg theory to reach these results.
Degree vector and Betti numbers
For an S-module S/I with 2-linear resolution of length n, we denote the nontrivial part of its Betti table as
and call it the reduced Betti vector of S/I. If the ideal I is the edge ideal of a graph G, we just write ω(G). , and v is the column (n + m − 1)-vector defined by
where
T is the degree vector of G.
Proof. On the right-hand side we have
We want to use the formula in Theorem 2.14. Let W be a set of i + 1 vertices. If all of W is in the left (independent) part of BL(G), then the induced subgraph has i + 1 connected components. If one of the vertices of W is in the right part of BL(G), then this vertex is connected in BL(G) to n − 2 of the n vertices on the left. So actually if W has some vertices in the right part there are not many possibilities for the number of connected components of the induced subgraph: they can either be one, two or three. By applying the formula we find that
where we used that n j=1 (j − 1)d j−1 = 2m. So we want to prove that
which can be rewritten as
. We can now conclude thanks to the special case of Vandermonde's identity consider the matrix Proposition 3.4 (From the Betti numbers to the degree vector). Denoting ∆(G) the largest vertex degree in G, and denoting by B the square submatrix of A obtained by taking the first ∆(G) + 1 columns and the rows from n − 1 to n + ∆(G) − 1, we have (B −1 ) ij = (−1) i+j B ij and
That is, we can compute the degree vector in terms of the (last non-zero) Betti numbers.
Proof. We notice that the "effective length" of the vector v is n − 1, while that of Ad G is n + ∆(G) − 1. Therefore the Betti number β i,i+1 is equal to the entry (Ad G ) i , for i = n, . . . , n + ∆(G) − 1, while β n−1,n = (Ad G−v ) n−1 = (Ad G ) n−1 − 1. The entries of the matrix A that we use in these computations are just
and therefore we define the square matrix B as in the statement above. More explicitly, this submatrix of A has the form
This matrix is invertible and so we clearly have the stated formula. It only remains to prove that the matrix C with entries C ij := (−1) i+j B ij is the inverse of B. Let's see that BC is the identity matrix: it is clear that (BC) ij = 0 if j < i, and also in the sum
the only non-zero summand corresponds to k = i and it is 1. So let i < j and consider (BC) ij = (−1)
This is zero because
is zero for all N > 0 (see Lemma 2.5).
From degree vector to Boij-Söderberg coefficients
Recall that, for a graph G, by Boij-Söderberg coefficients of G we mean the Boij-Söderberg coefficients of S/I G . Theorem 3.5. Let G be a graph with n vertices and m ≥ n edges, and let d G = (d 0 , d 1 , . . . , d n−1 ) be its degree vector. Then the jth Boij-Söderberg coefficient of BL(G) is
Proof. Putting Lemma 2.15 and (2) together, we find that the jth Boij-Söderberg coefficient of BL(G) is
(−1)
For convenience of notation, write b j,k :=
k+n−2 i . Clearly for j > 2n − 2 we have that b j,k = 0 as every summand is zero. Now fix k and suppose j ≤ 2n − 2. In order for b j,k to be non-zero, j ≤ k + n − 2 must be satisfied. In the boundary condition j = k + n − 2 we can easily compute the sum as there is only the value i = j for which both the binomial coefficients are non-zero, so that the sum is
Finally, if j < k + n − 2, then
Consider now the polynomial P (x) := (x + 1)
x−1 j−1 , which has degree j. If we set N := k + n − 2, by Lemma 2.5 we have that
Putting these things together, we find the stated expressions for the BoijSöderberg coefficients. Or to be more concise, the only non-zero Boij-Söderberg coefficients are
where d i is the number of vertices of degree i in G.
From degree vector to anti-lecture hall compositions
For a brief introduction to anti-lecture hall compositions, see Section 2.4.1. For an illustration of the next result, see Example 3.8.
Proposition 3.7. Take a graph G with n vertices and m edges, and assume that m ≥ n−1. Denote by d k the number of vertices of degree k in G and denote by λ the anti-lecture hall composition associated to BL(G). Then we have
Notice in particular that for j = n we get λ = (λ 1 , . . . , λ n+m−1 ). Using (2) and denoting Ξ := (Ψ −1 ) T , we simply find
Thus we only need to see explicitly what ΞA and Ξv are. We claim that ΞA has the following shape (see also Example 3.8): the entry (ΞA) jk is 1 for j ≤ k+n−2 and it is 0 for j > k + n − 2. To prove this, let j ≤ k + n − 2 and note that
where we apply Lemma 2.5 by considering the polynomial
Moreover, for j > k + n − 2 every term in the sum expressing the entry (ΞA) jk vanishes, and then (ΞA) jk = 0. For what concerns Ξv, in order to obtain the formulas for the λ j 's starting from (3), we only need to prove that
This is true since for j < n we have
where the polynomial we choose this time, in order to apply Lemma 2.5, is
and for j ≥ n we have (Ξw) j = 0 as every term in the big sum has as a multiplying factor a vanishing binomial coefficient.
Example 3.8. Consider the graph G in Example 3.2 and Example 3.6. By Proposition 3.7, we find that
Moreover, the matrix and vector seen in the proof of Proposition 3.7 have the following forms: 
About the complement BL(G)
Proposition 4.1. Let G be a graph with n vertices and m edges. Then, for every integer j ≥ 1,
Proof. The proof is in two steps:
(1) We generalize the Booth-Lueker construction to multi-graphs and prove the following: let G be a multi-graph with, in particular, vertices u, v, w and an edge uv, and let G be the same multi-graph except for the fact that we remove that edge uv and add an edge uw; then the Betti numbers of BL(G) and BL(G ) are equal.
(2) We prove the stated formula for a particular multi-graph H: the one with all the m edges between two fixed vertices, and n − 2 other isolated vertices. Thanks to the fact that ew can reach H starting from any G with n vertices and m edges iterating the transformation in the first step, and since the Betti numbers stay constant at each iteration, we will have the formula for any G.
The generalization of the Booth-Lueker construction to multi-graphs is done in the natural intuitive way: BL(G) will be a simple graph with a "left part" with the original vertices of G, all connected to each other with one edge, and a "right part" with as many vertices as the edges of G, connected to the respective ends in the left part.
Let us prove part (1), by using the formula in Theorem 2.14. Let us denote by e the edge between u and v that we "move" between u and w. The vertex sets of BL(G) and BL(G ) can be written in the same way, the only difference is that the vertex e in the right part of BL(G) is connected to u and v on the left, whereas e in the right part of BL(G ) is connected to u and v.
Let S be a subset of the vertices of BL(G) and let's see how the number of connected components of BL(G) [S] and BL(G )[S] differ.
(ii) If u ∈ S, then e is path-connected to v and w if they are in the graph, whether the "moving edge" is there or not, so the numbers of connected component of BL(G) So, to sum up, we have found the following: only if e ∈ S, u / ∈ S and exactly one of v and w is in S we have a change in the number of connected components.
defined by S 7 ! (S [ {w}) \ {v}. Then #S = #'(S), and ' is a bijection between those subsets there the number of connected components increases by one and those where it decreases by one. So in total the graded Betti numbers stay constant.
Let us now prove the second part. First, let us denote H the multi-graph on n vertices and m edges, where all the edges are between two fixed vertices u and v. For instance, if n = 8 and m = 4, then the Booth-Lueker graph of H looks like and therefore we will refer to BL(H) as the pineapple. For each integer j 1, let us compute j,j+1 BL(H) by using the formula in Theorem 2.6. For any subset W of j + 1 vertices in BL(H), the number of connected components of BL(H)[S] can vary from 1 to j + 1. We are not interested in the cases with only one connected component, as they give zero in the sum. If i + 1 is the number of connected component, with 1  i  j 1, then we have n 2 j+1 i m i choices for such a W , by selecting i vertices in the right part of the pineapple and j + 1 i in the left part, exept for u and v. For j + 1 connected components, we can either choose j + 1 vertices in the right part of the pineapple, or one vertex among n 2 vertices on the left and j on the right. Therefore, we find Consider the map ϕ {S ⊆ V (BL(G)) | v ∈ S, w / ∈ S, e ∈ S, u / ∈ S} → {S ⊆ V (BL(G)) | v / ∈ S, w ∈ S, e ∈ S, u / ∈ S} defined by S → (S ∪ {w}) \ {v}. Then #S = #ϕ(S), and ϕ is a bijection between those subsets there the number of connected components increases by one and those where it decreases by one. So in total the graded Betti numbers stay constant. Let us now prove the second part. First, let us denote H the multi-graph on n vertices and m edges, where all the edges are between two fixed vertices u and v. For instance, if n = 8 and m = 4, then the Booth-Lueker graph of H is depicted in Figure 3 and therefore we will refer to BL(H) as the pineapple.
For each integer j ≥ 1, let us compute β j,j+1 BL(H) by using the formula in Theorem 2.14. 
