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Gravitational waves (GWs) are propagating ripples of space-time predicted by general relativity.
100 years after Albert Einstein published his theory of GR, the Laser Interferometer Gravitational-
Wave Observatory (LIGO) found the first direct detection of GW in the first Advanced LIGO
observing run. The GW signal known as GW150914 (Abbott et al., 2016), was the first of a
series of binary black hole mergers observed by LIGO. These detections marked the beginning of
gravitational-wave astronomy.
The continuous wave (CW) signal emitted by fast spinning neutron stars (NSs) is an another
interesting source for a detector like LIGO. The low-mass X-ray binary (LMXB) Scorpius X-1
(Sco X-1) is considered to be one of the most promising CW sources. With improving sensitivity
of advanced detectors and improving methods, we are getting closer to being able to detect an
astrophysically feasible GW signal from Sco X-1 in the coming few years.
Searching for CWs from NSs of unknown phase evolution is computationally intensive. For a
target with large uncertainty in its parameters such as Sco X-1, the fully coherent search is computa-
tionally impractical, while faster algorithms have limited sensitivity. The cross-correlation method
combines all data-pairs in a maximum time offset from same and different detectors coherently
based on the signal model. We can adjust the maximum coherence time to trade off computing
cost and sensitivity. The cross-correlation method is flexible and so far the most sensitive.
In this dissertation I will present the implementation of Cross-correlation method for Sco X-1,
its test on a Sco X-1 mock-data challenge (MDC) data set and the Advanced LIGO O1 observations.
This search gave the best results in the Sco X-1 mock data challenge and recent LIGO Sco X-1
search. In the O1 run, the Cross-correlation search managed to improve the upper limit on GW
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NOTATION
Greek indices, such as µ, ν, ... choose from 0, 1, 2, 3.
Latin letters i, j, ... represent only spatial indices, take value from 1, 2, 3.
In this dissertation, Einstein summation convention is applied. When upper index and lower index






c: speed of light.
G: Gravitational constant.
gµν : spacetime metric.
ηµν : Minkowski metric, we use ( - , +, +, +) sign.





ρσ (∂µgσν + ∂νgσµ − ∂σgµν).
Rµνρσ: Riemann tensor, Rµνρσ = ∂ρΓ
µ





Rµν : Ricci tensor, Rµν = R
λ
µλν .
R: Ricci scalar, R = gµνRµν .








Albert Einstein’s general relativity (GR) was one of the most important theoretical break-
through of the 20th century. It revealed the dynamical role of the most basic objects of the
universe: space, time and matter.
We can define the coordinate system {xµ} on the spacetime where µ ∈ {0, 1, 2, 3}. For example,
if we use the Cartesian coordinates, {xµ} represents {t, x, y, z}. We define a metric gµν on the
coordinate. Metric is a tensor field that takes in two vectors and convert them to a number. We




where dxµ is differential displacements of the coordinate field xµ. ds2 is the spacetime interval of
near by events separated by infinitesimal coordinate difference {dxµ}. An “event” is defined as
one point in spacetime defined by its coordinates values. The interval is physical property of the
spacetime doesn’t rely on definition of coordinate, i.e., it is invariant with coordinate transformation.
We should also notice the interval value could be either positive, negative or 0. These three
situations are called spacelike, timelike and lightlike separated (Carroll, 2003).
In the language of GR, the gravity is described as the geometry of space-time instead of a
universal gravitational force law between matters. The relation is quantified in this way by the
1We use Einstein summation convention unless otherwise specified: for repeated upper and lower indice pair in


















where Rµν is the Ricci tensor. R is the Ricci Scalar which is the trace of Ricci tensor.
3 The
Ricci tensor comes from the second derivative of the metric tensor gµν and together with metric
tensor define the curvature of spacetime. The energy-momentum tensor Tµν is a symmetric tensor
defines the density and flux of energy and momentum in the spacetime. For a perfect fluid, Tµν =
(ρ+P )uµuν +Pgµν (Wald (1984, Chap. 4.3), where uµ is the four-velocity
4, P is the pressure, ρ is
the density. The component T00 = ρc
2 is the total energy density related to the mass, T0i = ρc ui,
related to the momentum density, the spatial terms are related to momentum flux and pressure.
We see the left hand side of the equation in only related to the geometry of the spacetime, the right
hand side is related to matter and its motion.
1.1.2 Linearized Gravity
The Einstein equation is non-linear and can be complicated to solve. At a low speed and
weak field assumption, ignoring the non-linear contribution, we can solve many problems on the
background of the flat spacetime. In the condition far away from the source, the Einstein equation
applying perturbation theory can be solved as a simple wave equation. I will give a brief discussion
below.
2here we ignore the cosmological constant Λ.
3explicit form of Rµν defined in Notation page , R = g
µν Rµν . g
µν is the inverse of gµν , we can use them to raise




, and τ is the proper time defined as dτ2 = −ds2 .
3
Chapter 1. Introduction
The spacetime interval of special relativity can be described by the Minkowski metric:
ds2 = ηµνdx
µdxν = −c2 dt2 + dx2 + dy2 + dz2 . (1.3)
The special relativity is applied on the flat spacetime background; we are able to use Lorentz





ν xν . It’s worthy to note that the Minkowski metric form is preserved by a Lorentz
transformation (Carroll (2003, Chap. 1.3)).
At low gravity field where the spacetime curvature is small, we can expand the metric gµν as
the flat Minkowski spacetime background ηµν plus a little perturbation tensor hµν . We define:
gµν = ηµν + hµν , (1.4)
where hµν  1. As the perturbation is small, we can still use the Minkowski metric ηµν instead of
gµν in calculation.
Consider an infinitesimal coordinate transform x̄µ = xµ+ ξµ regarding to the chosen coordinate
{xµ} and metric gµν . We can get hµν → h′µν = hµν − (∂µξν + ∂νξµ), where ∂µ = ∂∂xµ . Here we take
the advantage of the approximation of flat spacetime, and replace the covariant derivative ∇µ with
a partial derive ∂µ applying the minimum replacement (Wald, 1984).
The new tensor essentially describes the same physical reality of spacetime. As long as hµν is
the solution to the Einstein equation, h′µν is also a solution. Hence, we have the freedom to provide
a coordinate transform to simplify the problem. This is called gauge transformation. Instead of a
constant translation vector, ξµ is a function of {xµ} (Carroll (2003, Chap. 7.1)).
If we plug equation (1.4) into equation (1.3), and define h̄µν = hµν− 12 h ηµν , where h = ηµνhµν ,
4
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we can get the following equation (Maggiore (2008) equation 1.17):
h̄µν + ηµν∂




where the d’Alembertian operator  is defined as:
 = ∂µ∂µ = ηµν∂
µ∂ν = − 1
c2
∂20 +∇2 . (1.6)
Analogous to electromagnetism, we can choose the Lorenz gauge in this case:
∂ν h̄µν = 0 . (1.7)





This equation is the generation of GWs in linearized gravity approximation. If we consider the
situation of off source, i.e., in vacuum, and ignore the energy momentum contribution from GW
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itself. The energy-momentum vanishes Tµν = 0. We have:
h̄µν = 0 . (1.9)
The equation (1.9) is a wave equation and suggests the wave travels at the speed of light. The
solution of the equation is what we call ‘gravitational waves’.
TT Gauge In the vacuum situation, we can further choose the following gauge:
h0µ = 0 , (1.10a)
hii = 0 , (1.10b)
∂jhij = 0 . (1.10c)
This is a very useful gauge called the transverse-traceless gauge (TT gauge). According to equa-
tion (1.10b), we see the trace of h̄µν vanishes, and get h̄µν = hµν . The equation (1.10c) shows GWs
are transverse waves. We notice that there are only spatial components left in TT gauge. As the
solution of wave equation, the perturbation tensor can be written as a function of retarded time
t− ~k·~rc , where ~k is defined as the unit vector of the propagation direction of GW. ~r points from the
source to observer, and r is the magnitude of the distance r = |~r|.
There are two degrees of freedom left after traceless and tensor symmetry are applied. These two
independent h+ and h× components are called “plus” and “cross” polarization. The perturbation
6
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. Here we define two polarization












If we define two unit vectors li and mi, we construct the basis in this way that ~l × ~m = ~k.
The polarization tensors can be defined using these two vector:
e+ij = lilj −mimj , (1.13a)
e×ij = limj + limj . (1.13b)
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We can also write it in following form:
hij = h+e+ij + h×e×ij , (1.14)
where the time and distance dependent part was absorbed into the amplitude, but keep it in mind
it’s a plane wave solution. This tensor form is a more general definition regardless of choice of
coordinate.
Quadrupole Radiation
In order to describe the emission of GW, we can use the multipole expansion method analogue
to the way we deal with electromagnetic (EM) emission. In the low-velocity limit, we expand the
solution of (1.8) near the source by the multipole expansion. The detailed derivation of the GW
radiation formula can be found in Carroll (2003, Chap. 7.5) and Maggiore (2008, Chap. 3.1 - Chap
3.3). We simply quote the results here.
If we consider the lowest two terms of the expansion, they are related to the following two












0i (t,x) = 0 . (1.15b)
We see the monopole radiation and dipole radiation vanish due to conservation of mass and mo-
mentum. The lowest non-vanishing term is quadrupole radiation.
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where we define the trace-less quadrupole moment Qij as:




d3x ρ(t,x)(xixj − 1
3
r2δij) . (1.17)
The equation tells us how the strength of GW is related to the distribution of mass of the source.
In order to have some idea of the quadrupole radiation, we consider a simplest model of two
self-gravitating binary particles with same mass of M and orbiting at radius of R (Carroll, 2003).
The strength at given distance r of GW can be shown to be:
hij ∝MΩ2R2 . (1.18)
For a self-gravitating system, the angular frequency of the system can be estimated by classical





2 and substituted into (1.18). We see hij ∝ M MR3R2 = M
2
R , which shows
if we want to have a strong GW, the system should be massive and small in scale. So we would
target to a compact binary instead of regular normal binary such as the Earth-Moon system.
We can similarly estimate the magnitude for potential GWs sources like NS and white dwarf
(WD). Their spinning cannot be described by Kepler law. We can still use (1.18) to approximately
see the order of magnitude of GW strength. We need to notice that the M in this case is not the
9
Chapter 1. Introduction
mass of the star, we should use the asymmetric mass component of the star instead.
We know both NS and WD have the mass of few solar mass. Since it’s just a order of magnitude
estimation, we can assume both NS and WD have ∼same total and deformation mass. If we further










. If these approximations hold, since RNS  RWD we would
expect GWs from NS to be much stronger in strength at same distance.
This is of course a very rough estimation, but we can use the order of magnitude to decide what
kind of source to look at. We should also notice that detectability is not only determined by the
wave strength, it also depends on the sensitive band of detector.
Gravitational Waves emitted by non-processing Rigid Ellipsoid Spinning asymmetric NS
is an important source of GWs. The GWs from NS can be caused by multiple mechanisms such as
‘Mountain’ on the NS, free precession (Jaranowski et al., 1998), or oscillation on NS r-mode (Owen
et al., 1998). The emission from a non-processing rigid NS can be modeled by a rigid ellipsoid toy
model. We will give a brief discussion quantitatively below, referring to Whelan, John T. (2014).
Consider a rigid ellipsoid, We define its three principal axes aligned with its coordinate unit vectors
as ~v1, ~v2, ~v3. The moments of inertia about its principal axes are I1, I2, I3. The ellipsoid rotates
counter-clockwisely along ~v3 at the angular velocity of ω. The moment of inertia tensor can be
defined as:
Iij = I1 v1 i v1 j + I2 v2 i v2 j + I3 v3 i v3 j . (1.19)
We define a constant coordinate which is identical as {~v1, ~v2, ~v3} at t = 0, and name it {~v 01 , ~v 02 , ~v 03 }.





1 cosω t+ ~v
0
2 sinω t , (1.20a)




If we take a time derivative on equation (1.20), we have:
d~v1
dt
= ~ω × ~v1 = ω~v2 , (1.21a)
d~v2
dt
= ~ω × ~v2 = −ω~v1 , (1.21b)
d~v3
dt
= 0 . (1.21c)
Take a time derivative on equation (1.19) applying (1.21), we get:












and the second derivative of inertia momentum tensor is:















Compare it with the definition of traceless quadrupole (1.17); we have seen they are differed by a
negative sign and a trace term:




dx3 ρ(x)r2δij . (1.25)
We notice the trace term is invariant with rotation, we can express the difference as a constant
tensor Cij (Maggiore, 2008). Then we immediately get:
Q̈ij = − Ïij . (1.26)
We can use the vectors {~v01, ~v02} from the fixed coordinate to define a fixed polarization tensors










2j − v 02iv 01j . (1.27b)
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Then we can transfer the equation (1.26) to the basis of (1.27) using:
v1iv1j − v2iv2j = E+ij cos 2ωt+ E×ij sin 2ωt , (1.28)
and get
Q̈ij = 2ω
2 (I1 − I2)
(
E+ij cos 2ωt+ E×ij sin 2ωt
)
. (1.29)
We can also define two observer polarization tensor e+ and e×, which is generated by rotating the






1 for an angle ι. This is called the inclination angle which is the angle between the
line of sight (from source to observer) and GW propagating direction. In this case, the propagating
direction is aligned with ~v 03 . Finally, we calculate the two tensor components in the observer basis.
Start from the two basis contraction:
e+ijE
+ij = 1 + cos ι2 , (1.30a)
e×ijE
×ij = 2 cos ι . (1.30b)
Contract equation (1.29) on the observer polarization tensors based on (1.30), compare it with the
quadrupole radiation formula (1.16) and write it into the form of (1.14).
13
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This shows the frequency of the GW is twice of the spinning frequency of the ellipsoid, which is a
general result for non-processing quadrupole emission5. Notice, here we have transferred the time
to the observer time and define tr = t − rc . We can define fGW = 2frot, and apply the relation
ω = 2πfrot. We can define the ellipticity as ε =
I1−I2
I3
and rewrite (1.31) in a simpler form:
h+ = h0













is the amplitude of the GW.
According to the equations (1.32), when the ellipsoid is face-on to observer (ι = 0, π), we see
both two polarization mode at their maximum amplitude. While it is viewed edge-on (ι = π2 ),
the h× component is absent. These two situations are called circularly polarized and linearly
5Note this is not true for other mechanism of GW emission form NS, for example, r-mode frequency is approx-
imately 4
3
(l = 2 mode) (Owen et al., 1998) of its rotational rate. For freely precessing NS, it emits GW both at
rotational frequency and twice of the frequency.
14
Chapter 1. Introduction
polarized, respectively. It can be understood in a qualitative way: when the ellipsoid has an
arbitrary orientation, some of the mass is moving along the line of sight. While GWs are transverse,
this fraction of the emission won’t be received by observer.
If we consider a NS near the center of the Milky Way Galaxy at distance of 10kpc, with a
ellipticity limit of 10−6 as reference (Aasi et al., 2014), I3 = 1038kg m2 and frequency at 1kHz. We













The order of 10−25 is a typical strength of the GWs from NS we are searching for.
1.1.3 Gravitational-wave Sources
GW can be emitted from all kinds of sources as long as the quadruple is not constant. In
Section 1.1.2, we estimated the GW emission strength. The quadrupole radiation formula suggests
we would prefer to search for GWs from those massive and small scale objects: compact objects.
Compact objects are NSs, WD and the extreme example black hole (BH).
For ground-based detectors, compact binary coalescence (CBC) is one of the interesting targets.
The binary system consists a pair of compact objects BH and/or NS. The compact binary loses
angular momentum due to GW emission, the orbital radius starts to shrink and eventually goes
to the final phase of the binary evolution: merger. Signals caused by the last (<) few seconds
of binary stellar mass BHs, binary NS and BH/NS binary mergers are in the sensitive band of
ground-based detectors such as LIGO (Aasi & et al., 2015). Different combinations of compact
objects in the binary lead to different GW waveforms, which is a fingerprint of its property. We can
study the binary by analyzing its waveform in the data collected by detectors. So far the detections
from LIGO starting from GW150914 (Abbott et al., 2016) are all from binary BH mergers. CBC
15
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strength is strong compare with other sources, we can detect this class of signals at cosmological
distances.
BH is not expected to have any finer structure. Hence a single spinning BH has perfect axial
symmetry and doesn’t emit GW. The second most compact object is NS. It is believed to be a
promising source of GWs. NS is a compact star remnant supported by neutron degeneracy pressure.
Deformation of the NS can give rise to GW emission. A fast spinning NS in our galaxy is an
important potential source of detectable GWs for ground-based detectors like LIGO. The strength
of a CW signal is weaker (10−26− 10−25) compared to CBC signal at order of 10−21 (Abbott et al.,
2016), and the ellipticity of NS is believed to be low (Aasi et al., 2014). The GWs from NS is
nearly periodic and slowly varying due to loss of angular momentum of GW. The time scale of the
signals is long compare to the whole observation run. That’s the reason we also designate this kind
of signals as continuous wave (CW). Because of the long life of the signals, we can accumulate the
whole data to increase the detection significance. This kind of data analysis technology is different
from that of transient signals as CBC. Because of the large amount of data, low strength of the
signal and the fine resolution in template bank, CW searches are very computationally intense.
The search for CW will be discussed in more detail in Section 1.2.4.
There are also other kinds unmodelled GW signals interesting to ground-based detectors such
as transient signals and stochastic GW background.
1.1.4 Gravitational-wave Experiments
The first evidence of GW was from Hulse-Taylor binary (Hulse & Taylor, 1975). This is a
binary pulsar system, where observers can track the period change rate precisely. The observation
revealed the orbital period decay is consistent with the loss of GW emission which was predicted
by Einstein’s GR. The discovery was an indirect evidence of GW, while we didn’t actually measure
the perturbation. The GWs are very weak, typically lower than the order of 10−21. It requires high
detector sensitivity and sophisticated data analysis study to declare a detection.
It had been decades for scientists trying to detect GW directly before GW150914. The first
16
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attempt of GW detection can be traced back to 1960s’ Joseph Weber (Weber, 1967). There were
a few bar detectors around the world developed after Weber’s detector in 1980s’. There was a
world-wide network including USA, Russia, Italy, Australia, Switzerland, China and Japan (Blair,
1991; Astone et al., 2010). While limited by the sensitivity, there were no convincing detection
from bar detectors.
The major efforts for searching for GWs and so far the most sensitive detectors are ground-
based laser interferometers. It was developed for high frequency in the GW spectrum. The running
ground-based detectors LIGO Hanford and Livingston in US (Aasi & et al., 2015), Virgo detector
in Pisa, Italy (Acernese et al., 2015), GEO600 near Hannover, Germany (Grote, 2010; Luck et al.,
2010) have built up a global GW detector network.
LIGO has a Michelson-type laser interferometer embedded inside its two 4km arms. A passing
by GWs will cause the laser beams crossing in two different arms to have different elapsed times.
We can use the phase difference to measure the GW perturbation. The strain change defines the
detector data. We can use data analysis method to investigate the information carried by GWs.
The GW band of interest for LIGO and Virgo is from few 10s of Hz to few kHz. The most sensitive
band is from 100 Hz - 200 Hz according to the design sensitivity for Advanced LIGO and Virgo
(Fig. 1.1.)
During the the first Advanced LIGO observing run, LIGO detected the first direct GW event
GW150914 on Sep. 14th 2015 9:50:45 UTC. GW150914 signal was originated from a pair of stellar
mass BH of 36 and 29 solar mass and merged into a 62 solar mass Kerr BH (Abbott et al., 2016). It
was the first convincing detection of a GW event, and represented the beginning of GW astronomy.
Advanced LIGO carried out its first observation run O1 from Sept. 2015 to Jan. 2016. The
detectors are now in their second observing run. The Advanced Virgo detector is updating its
sensitivity and is planning to turn on observation mode late during LIGO’s second observation.
The Japanese GW detector KAGRA (Somiya, 2012; Aso et al., 2013) is under construction; once
new detectors join the global GW network, sensitivity and localization of global ground-based











































Early (2015, 40 − 80 Mpc)
Mid (2016−17, 80 − 120 Mpc)
Late (2017−18, 120 − 170 Mpc)










































Early (2016−17, 20 − 60 Mpc)
Mid (2017−18, 60 − 85 Mpc)
Late (2018−20, 65 − 115 Mpc)
Design (2021, 130 Mpc)
BNS−optimized (145 Mpc)
Figure 1.1: Expected Advanced LIGO and Advanced Virgo design sensitivities by years (Abbott,
B. P. and Abbott, R. and Abbott, T. D. and Abernathy, M. R. and Acernese, F. and Ackley, K.
and Adams, C. and Adams, T. and Addesso, P. and Adhikari, R. X. and et al., 2016) This plot
shows the detector sensitivity as a function of frequency, the y-axis is in unit of Hz−
1
2 representing
noise amplitude in each Hz−
1
2 , which is the square root of power spectral density
There are more ground based GW detectors on the way. The plan for LIGO-India (B. Iyer,
2011) has been approved after the first detection of GW. A third-generation ground-based detector
Einstein Telescope has been proposed by EU (Punturo et al., 2010). The detector is planned
to be built underground, and the sensitivity will be improved ∼10 times compared to advanced
ground-based detectors. The lower end of sensitive frequency band will be pushed down to a few
Hz. Another third-generation detector known as “Cosmic Explorer” is also proposed by the LIGO
Scientific Collaboration (Abbott et al., 2017). The proposed arm length of Cosmic Explorer is up
to 40 km; a much better sensitivity will be achieved.
The space-borne detector Evolved Laser Interferometer Space Antenna(eLISA) looks for low
frequency (10−4− 10−2 Hz) GWs, which is proposed by European Space Agency (The LISA Study
Team, 1998) plans to be in position in 2034 (ESA, 2016). The LISA Pathfinder was launched to
space on December 3, 2015 to test the core technology of eLISA . The results showed that LISA
Pathfinder’s low frequency behavior was better than the expectation (Armano et al., 2016). China
has proposed its space-borne detector plans Tianqin (Luo et al., 2016) and Taiji (Gong et al., 2015);
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these plans aim to proceed in later next decade.
Pulsar timing arrays (PTAs) use different method and aim for extremely low frequency ( 10−8
Hz). The PTA is also an international collaboration, who observes sets of precision timing millisec-
ond pulsars by measuring the spacetime fluctuation cause by propagating GWs between pulsars
and the Earth (Hobbs et al., 2010; Sathyaprakash & Schutz, 2009). There is another ongoing ef-
fort using the cosmic microwave background (CMB). Telescopes such as BICEP2 and Keck Array
(BICEP2 Collaboration et al., 2016) are trying to search for the evidence of GWs of ∼ 10−16 Hz in
the CMB.
1.2 Gravitational-wave Data Analysis
1.2.1 Response to Interferometer
When GWs pass through the detector, the optical path length between mirrors will change
with the space perturbation. In the local inertial frame we can apply special relativity. The light is
travelling at the speed of light. We can use this property to use light as a standard ruler, the read
out of interferometer can reflect this spatial change. I will give a theoretical discussion on how to
measure the spatial perturbation using an interferometer referring to Whelan, John T. (2014).
We define a coordinate system and two unit vector ~u, ~v aligned with the x and y directions 6.
We consider an interferometer arm aligned with the x-axis, and the spacetime is described as flat
metric when a GW impinges (1.4). The light interval can be written in the form of:
ds2 = −c2dt2 + (1 + h11) (dx1)2 = 0 . (1.35)
6For a detector like LIGO, these two vectors are perpendicular. It’s not true for some other detector designs for
example LISA, but we only consider the perpendicular setup in the dissertation.
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We can solve this equation as:
dt =
√












For high frequency GWs, we see the perturbation tensor rapidly oscillating. When the laser light
travels in the arm, it senses different GW wave phases. We consider this problem in a long-
wavelength limit where λGW  Larm, and assume the perturbation is constant during the light





c . For another arm of the same length aligned





c , if we subtract the two time, we have:
c∆T = (h11 − h22)L , (1.37)






We define the dimensionless value c∆T2L := h, which is called GW strain. We can use the interfer-
ometer to translate the spatial perturbation into a data sequence. This is the first step to perform
a data analysis. We technically can identify GW signals by pattern matching the features in strain
with the expected output caused by GWs.
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The perturbation tensor e+ij and e×ij in its own basis is defined by equation (1.13) using the basis
li,mi, ni:
hij(t) = h+(t) e+ij + h×(t) e×ij . (1.41)
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ij + h×(t)e× ijd ij







We can consider the so-called “antenna pattern” to project the GW from its original basis onto the
detector basis and contract the tensor field into a data strain. The antenna patterns F+ and F×
are periodic functions because of the Earth’s motion with a period of one sidereal day (notice that
there are half day components in the antenna pattern function too, i.e., the frequency is twice the
rotational frequency of the Earth).
The response of the detector is related to the sky location of the source. The location can be
parameterized by right ascension α and declination δ. By reference to an orthogonal right-hand
system on the celestial sphere with the “z”-axis pointing from the source to us, the unit vector is ~k.
We define one basis ~i vector pointing west along a line of constant declination and one ~j pointing
north along a line of constant right ascension. These two basis vectors correspond to the “x” and
“y” directions, and {~i,~j,~k} obey the right hand rule (notice that West and East are defined by
facing toward observer. When viewing the Earth from the source, it is consistent with our regular
cardinal direction). The relation is presented in Figure 1.2.
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Figure 1.2: Basis choice on celestial sphere (Whelan, John T., 2014)
Now we can use the basis {~i,~j} to define polarization tensors on the celestial sphere:
ε+ij = ii ij − ji jj , (1.44a)
ε×ij = ii jj + ji ij . (1.44b)
The source coordinate does not necessarily need to align with the line of sight. Hence we also need
to find the relation of the source basis e+,× and the basis ε+,× on celestial sphere. Let’s use rigid
body such as a NS model in 1.1.2 as an example, The orientation of the projected equatorial plane
on the source coordinate and the inclination angle has two more degrees of freedom. For other
binary cases, we can use a similar setup to use the orbital plane and angular momentum direction
to have the same approach.
We define the angle between the projected angular momentum on the sky and the ~j direction
to be ψ, and define the direction between the source basis vector ~n and sky basis vector ~k to be ι.
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Figure 1.3: Source basis, (Whelan, John T., 2014)
We can use two preferred directions to embed our source basis. This relation on the plane of the
sky is shown in Figure 1.3 (notice that ~m is its projection on the plane).
The polarization angle ψ is the angle between the coordinate and polarization basis. We can
see for a non-processing NS, the ι and ψ are given by NS’s physical nature and don’t change with
time.
We can immediately see the transformation of tensors in two basis:
e+ij = ε+ij cos 2ψ + ε×ij sin 2ψ , (1.45a)
e×ij = − ε+ij sin 2ψ + ε×ij cos 2ψ . (1.45b)
Inserting the relation back into the definition of the antenna pattern equation (1.43). We can write
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the antenna pattern function as:
F+(α, δ, ψ) = a(α, δ, t) cos 2ψ + b(α, δ, t) sin 2ψ , (1.46a)
F×(α, δ, ψ) = − a(α, δ, t) sin 2ψ + b(α, δ, t) cos 2ψ , (1.46b)
where we define:
a(α, δ, t) = ε(α, δ)+ijd(t)
ij , (1.47a)
b(α, δ, t) = ε(α, δ)×ijd(t)
ij . (1.47b)
The full form of these two factors a(t) and b(t) as a function of sky position {α,δ} and the location
of the detector on earth geographic coordinate, parameterized by latitude λ, longitude L and the
orientation of the detector arm γ can refer to Jaranowski et al. (1998) equation (12) and (13).
If we look at the strain caused by a constantly rotating NS, we can rewrite equation (1.32) in
the form:
h+ = h0A+ cos (2πfGWtr) ,




where the amplitude factors A+ and A× are functions of the inclination angle ι:
A+ =
1 + cos2 ι
2
, (1.49a)
A× = cos ι . (1.49b)
The equation (1.42) reads:
h(t) = h+(t)F+ + h×(t)F×
= h0A+F+ cos (2πfGWt) + h0A×F× sin (2πfGWt)
= h0A+(a(t) cos 2ψ + b(t) sin 2ψ) cos Φ(t) + h0A×(− a(t) sin 2ψ + b(t) cos 2ψ) sin Φ(t) ,
(1.50)
where we write it more generally in the form of GW phase Φ(t).
1.2.2 Continuous Wave Signal Model
From equation (1.50), we see the strain of CWs on detector is expressed in a simple form of
trigonometric functions of the phase of GW and antenna patterns. Antenna patterns are functions
determined by source direction and the detector orientation, which can be modelled by ephemeris.
Now we need to determine the form of the phase evolution.
The continuous waves sources produce long-lived signals whose time scale is comparable to the
observation time of detectors. The signal in the NS frame can be parameterized by a sinusoid wave
with slowly evoluting frequency.
The phase received at solar system barycenter (SSB) can be Taylor expanded in the following
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form, where τ is the time at the SSB (Jaranowski et al., 1998):








The time t in the detector frame can be written as:
t = τ +
1
c
~k · ~rdet(τ) , (1.52)
where ~k is a unit vector pointing from the NS to the SSB, ~rdet is the vector from the SSB to the
detector. The time difference is also known as Roemer time delay.
For a NS in binary, since we only care about the phase of the GW, we can equivalently relocate
the center of mass of the binary to the SSB. Because phase is periodic, this essentially doesn’t
change the phase function. The time t in the NS rest frame can be expressed as:
t = t− 1
c
~k · ~rdet +
1
c
~k · ~rorb , (1.53)
where ~rorb is the vector pointing to the NS from the center of mass of the binary. We can write the
phase in the SSB frame in the following form:










The phase and its derivatives from different frames can be related by equation (1.53) and (1.52).
1.2.3 General Methods
F-Statistic The F statistic method was one of the earliest methods developed for CW searches.
In the method, it uses a maximum likelihood estimator with respect to the GW parameters to
give a statistic for a parameter space point (Jaranowski et al., 1998). The statistic is calculated
by the logarithm of the maximum likelihood. The signal to noise ratio (SNR) from the method is
theoretically the maximum SNR that can be achieved by a linear filter.
If we coherently combining all the data, it is very computationally intensive. This is called the
fully coherent method. The computing issue is caused by the very fine resolution in parameter
space in order to keep the loss of SNR less than a certain small fraction from nearby templates.
The computing cost can scale as ∝ T 2obs if we search only on the frequency and assuming the source
has enough stability at a fixed sky position. If we need to consider the sky position, then computing
cost grows like T 6obs (Brady et al., 1998). We should notice with the computing power increase with
power law, the SNR only increase with
√
Tobs.
We effectively run into the issue that although this method can provide a theoretically sensitive
search, the time spent on computing is much larger than the observation time Tcomp  Tobs. It is
only affordable to use the fully coherent method to known pulsar in very narrow low frequency.
One solution is to break the data into segments and apply a fully coherent search to each of
the data segment. We can add the statistics from different segments incoherently. We are able
to provide a search with non-optimal sensitivity, but the computing cost is more affordable. This
method is called a semi-coherent search. If we think of only searching on frequency again, and
divide the whole data into N segments, the computing cost grows with
T 2obs
N2
× N = T
2
obs




N . It shows that, we can use Nth of computing power of the fully coherency search
and still have
√
Nth of the best SNR.
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1.2.4 Continuous Wave Searches
The CWs in ground-based detector band are emitted from NS. NSs are compact objects sup-
ported by neutron degeneracy pressure. They are the densest objects known after BHs. NS has a
radius of the order of 10 km and mass of 1 to 2 solar mass (Shapiro, 1983). In the most commonly
expected case, GWs are emitted as quadrupole radiation, where the frequency of GW is the twice
the spinning frequency of NS. Other mechanisms like free precession (Jaranowski et al., 1998) and
r-mode can also create GW emission from NSs (Andersson et al., 1999). The relation between
rotational frequency and GW frequency varies by mechanism. For l = 2 mode r-mode the GW
frequency is approximately 43 (Owen et al., 1998) times the rotational frequency. For free-precessing
NS emit both at the rotational frequency and twice the frequency (Jaranowski et al., 1998). The
twice rotational frequency condition is expected to be the most common case. CW searches look
for GW from both isolated NSs and NSs in binary system. These two kind of signals both can be
classified as near periodic, but it can be understood that the binary search need to cover the orbital
parameters. We can use the CWs to search for those NS can’t be observed by EM observation.
Once a detection happened, we can use it to do many kinds of science such as testing the GR
polarization mode and the equation of state of NS.
There are a few categories of CW search: targeted search, directed search, all-sky search and
other searches.
Targeted Search A targeted search means we already know the phase evolution of the NS we
are searching for. More specifically is the known pulsar search. This kind of search needs to search
a narrow parameter space based on the known signal model. Since the phase is already well studied,
the computing cost is relatively cheap compared to other CW sources. We can use the fully coherent
method to search for it.
Many such searches have been carried out since initial LIGO. The spindown limit is a standard
benchmark assuming all loss of rotational energy is due to GW emission. It is generally not likely
to be true since other mechanisms especially the magnetic dipole radiation plays an important role
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that can’t be ignored in the process. The spindown limit has been beaten since 2008 starting from
the Crab pulsar (Abbott et al., 2008; Abadie et al., 2011; Aasi et al., 2014). The r-mode search on
known pulsars has been carried out by a few groups.
Directed Search A directed search aims to find GWs from NS from a known sky position, while
the frequency and phase evolution are unknown (Aasi et al., 2015; Aasi et al., 2013; Abbott et al.,
2007), where the NS is not found as a pulsar. Hence, we need to cover a wide range of parameter
space. It’s not feasible to use the fully coherent search due to the computational crisis. There a
few interesting directed search target such as Sco X-1, CAS A, SNR 1987A.
The LMXB Sco X-1 is one of the most promising directed targets. The orbital parameters
of Sco X-1 has a prior distribution given by astrophysical observation, but the parameters are
uncertain, and the frequency is unknown. There are multiple efficient algorithms developed for
Sco X-1 and other sources. I will give a review in Section 1.2.4.
Other Searches An all-sky search is another class of CW search for sources without EM counter-
parts, in other words the sky location of the source is unknown (The LIGO Scientific Collaboration
et al., 2015). In astrophysical observation, there are less NSs are found than theoretical estimation
by star evolution model (Lorimer, 2001). In theoretical model, the closest NS is supposed to be at
the distance of 5-10 pc, while the known closest NS is ∼ 100 pc (Walter et al., 1996; Rutledge et al.,
2008). This suggests there are a population of undetected NSs near by. We can search on the sky
location at a proper resolution to keep the loss of SNR in control and provide a wide band search.
Of course, we are deal with more serious computational challenge, because extra parameters need
to be covered (Section 1.2.3).
Another potential semi-CW search now receiving attention is for GW signals created by glitches
and other unmodelled mechanisms from NS. It’s a hybrid category between transient search (secs




LMXB and Scorpius X-1
A LMXB is presumed to consist of a compact object and a low-mass sun-like star, where the
compact object accretes matter from its companion. Sco X-1 is a LMXB (Steeghs & Casares, 2002)
and was a X-ray source detected by space-borne X-ray detector in 1962, which was identified as the
first cosmic X-ray source outside the solar system (Giacconi et al., 1962). Sco X-1 is located about
2.8 kpc away from the Earth. The compact object in Sco X-1 is believed to be a NS with mass of
about 1.4 M, and the companion star is a 0.42 M star. The averaged X-ray flux of Sco X-1 is
3 × 10−10W/m2, it’s also the brightest X-ray source apart from the Sun. The X-ray flux suggests
strong accretion behavior onto the NS. From observation of accreting pulsars, the measured spin
frequencies are much lower than the theoretical maximum value at which the NS starts to break.
One explanation of this phenomena is that as the frequency increases, the GW starts to dominate,
and angular momentum is carried away with the gravitational radiation.
The accretion on the NS may cause a temperature gradient and lead to density variation due to
the temperature sensitive electron captures in the crust of NS (Bildsten, 1998). The asymmetry can
be maintained by the accretion of matter onto the NS following the magnetic field. The asymmetry
of the NS generates a GW radiation. In Bildsten (1998), it was proposed that the NS rotation may
be in an approximate equilibrium state, where the spin-up torque due to accretion is balanced by
the spin-down due to gravitational waves. Sco X-1’s high X-ray flux implies a high accretion rate.
It is the most promising potential source of observable GWs among known LMXBs. The torque
balance limit gives the strain strength of the GW from Sco X-1 as:





(Watts et al., 2008; Bildsten, 1998; Papaloizou & Pringle, 1978; Wagoner, 1984), where νs is the




The torque balance argument (1.55) implies an eventually detectable GW signal from Sco X-1
in the ground-based detector sensitive band. Sco X-1 is a promising source of GW which has the
potential to be detected in the coming few years by Advanced LIGO (Aasi & et al., 2015), Advanced
Virgo (Acernese et al., 2015) and KAGRA (Somiya, 2012) with the improving sensitivity.
The sky position of Sco X-1 is accurately known from X-ray observations (Messenger et al.,
2015). Unfortunately, Sco X-1’s spinning rate is unknown, which could vary from several Hz up
to 2000 Hz. The orbital parameters determined by astrophysical observation are also uncertain
(Galloway et al., 2014). It turns out that if we want to carry out a fully coherent search, it
would require an unaffordable computing cost due to too many templates in parameter space.
This computing issue limits the sensitivity depth that can be reached. The first initial LIGO
search for GW from Sco X-1 done in 2007 used only a few hours of data due to these reasons
(Abbott et al., 2007; Aasi et al., 2015). Several methods like TwoSpect, Sideband, Radiometer,
and recently Viterbi Sideband and our Crosscorr method were developed and applied to Sco X-1
search (Messenger & Woan, 2007; Aasi et al., 2015; Goetz & Riles, 2011; Aasi et al., 2014; van der
Putten et al., 2010; Suvorova et al., 2016; Whelan et al., 2015; Abbott, B. P. and Abbott, R. and
Abbott, T. D. and Acernese, F. and Ackley, K. and Adams, C. and Adams, T. and Addesso, P. and
Adhikari, R. X. and Adya, V. B. and et al., 2017; The LIGO Scientific Collaboration and the Virgo
Collaboration and Abbott, B. P. and Abbott, R. and Abbott, T. D. and Acernese, F. and Ackley,
K. and Adams, C. and Adams, T. and Addesso, P. and et al., 2017). So far, there is no evidence
of a detection of GW from Sco X-1. With the improving methods and improving sensitivities of




This Dissertation is organized as follows:
In Chapter1, I have a general theoretical overview on general relativity, the GW solution and
production of GWs. I give an example of rigid ellipsoid and derive the waveform it to model the
GW from NS. Then I go over the brief history of GW experiments and existing GW detectors.
Followed by the GW response to interferometer, antenna pattern and the signal model of NS GW.
I also have an overview section on CW searches and introduce the source: Sco X-1 which is the
main target of my Ph.D project.
In Chapter 2, I go over the general cross-correlation method and implementation to the LMXB:
Sco X-1. In this section I introduce the algorithm and the way of constructing CrossCorr statistic.
I discuss the sensitivity of search, properties of the statistic, details of the method and the limits
of loss of SNR due choice of SFT length and unmodelled spin wandering.
In Chapter 3, I give a overview of the Sco X-1 MDC and discuss about the computing cost
model and choice of setups for our MDC search. I study the detection significance, the followup
procedures on candidates and go over the parameter estimation detailed in interpolation method
and error estimation. Finally, I present the CrossCorr results of this MDC.
In Chapter 4, I conclude the CrossCorr Sco X-1 search using the data from the first observing
run of Advanced LIGO (O1). In this section, I introduce the updates for the search to take line im-
pact into consideration, followup procedure and upper limit estimation method. Finally, I present
the O1 Sco X-1 candidates and upper limits.







Statement: This chapter has been adapted from “Model-based cross-correlation search for
gravitational waves from Scorpius X-1” by John T. Whelan, Santosh Sundaresan, Yuanhao Zhang,
and Prabath Peiris, Phys. Rev. D 91, 102005 (2015), copyright 2015 American Physical Society.
2.1.1 Cross-correlation
The cross-correlation method (Allen & Romano, 1999) was first adapted to the stochastic GW
search (Ballmer, 2006). The model-based method was developed and applied to CW searches (Dhu-
randhar et al., 2008). This method allows coherently combining all data from multiple detectors in
a maximum coherence time. Chung et al. (2011) used it to search for GWs from supernova remnant
1987A. The cross-correlation method was updated for GW from NS in binary (Whelan et al., 2015).
The method took part in a Sco X-1 MDC and proved to be the most sensitive (Messenger et al.,
2015). We recently used the method to provide a Sco X-1 search in Advanced LIGO O1 data (The
LIGO Scientific Collaboration and the Virgo Collaboration and Abbott, B. P. and Abbott, R. and
Abbott, T. D. and Acernese, F. and Ackley, K. and Adams, C. and Adams, T. and Addesso, P.
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and et al., 2017) and improved the best observation upper limits of Sco X-1.
The cross-correlation method was originally developed for stochastic GW searches to distinguish
GW background from local instrumental noise background. As for the CMB, we could essentially
compare the background received at detector with the expected instrumental noise background level
considering all possible noise sources to see the unexpected power excess. The gravitational wave
background is expected to be deeply buried in the instrumental noise. Due to unknown stochastic
background waveform, the typical matched filtering method cannot be used in this case.
The SNR from a single detector doesn’t increase as observation time increases, because with
signal strength adding up the contribution from the noise also increases in the meantime. We can
take advantage of the existence of multiple detectors and apply a modified form of matched filtering
method to cross-correlate data from detector network.
The gravitational wave signals received at different detectors come from the same source while
the noise backgrounds are not expected to correlate because detectors are widely separated. The
same GW signals will arrive at different detectors separated by a certain time delay depending
on the sky location of the source and locations of detectors. If we assume the stochastic GW
background is Gaussian and stationary, the expected correlation of the two data sets will peak at
the arriving time difference and become de-coherent rapidly, which is simply a function of time
difference. i.e., E [h1(t)h2(t
′)] = k(t − t′). We can calculate the expected value of the correlation
























= k̃(f)δ(f − f ′) ,
(2.1)
where the notation E [·] denotes the expected value.
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By using a detector network, we are able to correlate data from a pair of detectors considering the
time delay from different directions and carry out the integration over all direction and accumulate








dt′ x1(t)x2(t′)Q(t− t′) , (2.2)
where we define data segment x1, x2 stamped at their middle time T1 and T2:
x1(t) , t ∈ [T1 −∆T/2, T1 + ∆T/2] , x2(t) , t ∈ [T2 −∆T/2, T2 + ∆T/2] , (2.3)
and Q(t, t′) is a filter function to maximize detection statistic at the signal template we are looking
for.
The stochastic cross-correlation method can be tuned to a specific target. The filter function
is proportional to e−i2πf(t1−t2) in the time domain. The original method ignored the known phase
evolution of the periodic sources and effectively took the signal as non-polarized. It only combined
nearly instantaneous data from different detectors, which limited the sensitivity of the search. While
as long as we have the form of the signal model, we can also combine data not only from different
detectors at same time, but also any data pair from same and different detectors at any time. The
model-based cross-correlation method (Dhurandhar et al., 2008) modified the original method to
search for semi-periodic GWs from sources such as isolated NSs and LMXB. The filter function
took the information from the signal model of periodic GW sources to increase the amount of data
to be correlated and increase the sensitivity of the search. The short Fourier transform (SFT) is
37
Chapter 2. CrossCorr Method
a general format to save data for LIGO data analysis, which is created by taking discrete Fourier
transforms on segments of data. SFTs contain the information of frequency and how does it evolve
with time.







dt′xI(t)xJ(t′)QIJ(t, t′) . (2.4)
The QIJ(t, t
′) here is no longer a rapidly decreasing function peaking only at time delay like in the
stochastic search. For the periodic long-lasting signal, we will observe a term correlation.

























































where we assume the filter function Q(t− t′) starts to lose coherence and vibrate rapidly for large






−i2πfτ = Q̃IJ(f). δT (f)
is defined as δT (f) =
∫ +T/2
−T/2 dt e
i2πft = sin(πfT )πf . Generally, it rapidly goes to zero for non-zero
frequency, where can be approximately replaced by a Dirac delta function.
For cross-correlation statistic, we define SNR as the expected value of the statistic of exact
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signal versus the root mean square (RMS) of the statistic when signal is absent. We are able to
maximize the SNR by choosing an appropriate filter function.
The expected statistic is:









As a generally reliable assumption, the noises from different detectors are not correlated. For noise
collected at the same site, we assume the time correlation also decays very fast given our SFT
length of order of few minutes. For the source we are looking at, the strength of GW is expected
to be much less than the noise strength, i.e., hI(t) nI(t). We also assume the noise is Gaussian























= δT (f − f ′)
1
2
SnI (f) , (2.8)
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∣∣∣Q̃IJ(f)∣∣∣2 SnI (f)SnJ (f)δT (0) , (2.9)














∣∣∣Q̃IJ(f)∣∣∣2 SnI (f)SnJ (f) . (2.10)
To simplify, we assume most energy from the GW signal is restricted to one single SFT bin; more
details about spectral leakage will be discussed in next section. As we are looking at a signal that
has long time coherence, the frequency of two SFTs might be not very close to each other, this
leads to a small cross-correlation after the integration. We can shift the SFT bins to have the two
peak in frequency domain aligned and maximum overlap. We define the frequency difference from





df x̃∗I(f)x̃J(f + ∆fIJ)Q̃IJ(f̄IJ) . (2.11)
If we compare this form with earlier definition, the filter function is only a function of t − t′, the
function is clearly not optimal for long time coherence. By observing the ad-hoc cross-correlation
definition and comparing with equation 2.5, the filter function in time domain, need to add a
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frequency dependent term, which is also a function of time. There is an extra phase shift due
to the frequency modulation. If we assume the frequency changes linearly for these two SFTs,
∆Φ(t, t′) = 12 ḟ(t, t
′)(t′2 − t2) + f0(t′ − t), and ḟ(t, t′) = f(t
′)−f(t)
t′−t , ∆Φ(t, t
′)extra =
f(t′)−f(t)







(t+t′)QIJ(t− t′) . (2.12)




df h̃∗I(f)h̃J(f + ∆fIJ)Q̃IJ(f̄IJ) . (2.13)
The deviation of the statistic has the same form as equation 2.10. The form of the filter function










∣∣∣Q̃IJ(f)∣∣∣2 SnI (f)SnJ (f) . (2.14)
We will have a deeper look on the exact form of the function in next section.
By looking at the strain strength function on detector in Section 1.2.1 and 1.2.2, the waveform
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can be expressed by the following form:
h(t) = h+(t)F+ + h×(t)F×








Here we assume the antenna pattern function F+(t), F×(t) are ∼constant during the time interval.
This assumption generally holds up for most SFT lengths which are less than half an hour. The
waveform in the frequency domain corresponds to two “delta” function at ±f(T ). The Fourier















δTsft(f − f(T )) + e−iΦ(T )
A+F+ + iA×F×
2




Now we can calculate the cross-correlation term h̃∗I(f)h̃J(f+∆fIJ) of the Fourier components from
SFT I and SFT J, here we consider only positive frequencies due to symmetry, i.e.,





− i(F×IF+J + F+IF×J )A+A×] δ2Tsft(f − fI) .
(2.17)
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2.1.2 Constructing the Cross-Correlation Statistic
Once we have the form of the cross-correlation, we can construct the statistic. We can see that
most of the contribution from the GW signal in each SFT comes from a few of bins near the central
frequency. The integration will end up with the product of the few bins from each SFT.
SFT is a common format of data for CW data analysis. For semi-periodic signal we are interested
in, the frequency of GW is slowly varying, nearly a monochromatic signal. It is handy to divide
data into segments of length Tsft and track the frequency evolution.
SFTs are discrete Fourier transforms with short time duration transferred from segments of







+ j δt) e−i2πj δt k/Tsft δt . (2.18)
In equation (2.18), the capital K labels what time and which detector the data was taken from. k
represents the kth bin of the SFT. in the equation, δt is the intrinsic sampling interval of readout.
The sampling rate of LIGO is 214 = 16384 s−1, corresponds to δt ≈ 600 ms. Sampling rate is related
the Nyquist frequency determining the highest resolvable frequency from the detector. xK(t) is the
data strain centered at tK is a function of time. The frequency resolution is related to the length




There are a couple of constraints on how long the SFT should be used. Basically we can choose
proper Tsft to make signal mostly in a single frequency bin and the antenna pattern to be nearly
constant in this time interval. For most CW searches, the Tsft varies from few minutes to half an
hour, we will discuss about our choices of MDC and O1 run in Chapter 3.
We can have a detailed look on the Fourier component in each SFT bin. Comparing the sampling
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The (−1)k term comes from shifting time from the beginning of SFT to the midpoint. When k is
even, we effectively shift an integer number of periods of the time base. For odd k, half integer
number of periods is shifted.
The data collected at the detector in a SFT length labeled by subscript K xK(t) can be divided
into the contribution from signal and noise. In our frame, the concept of signal is specified as the
signal from the source we are interested in; the strain change caused by any other cause treated as
noise.
xK(t) = hK(t) + nK(t) . (2.20)
To start with, we assume the noise is zero mean and Gaussian. In general, it is a good approach,
when all kinds of noise come in and convoluted, the data will look Gaussian due to the central limit
theorem. In real data, we see many features that clearly are not Gaussian, such as glitches and the
biggest headache for CW searches, so-called “lines”. The lines are long existing line-like feature in
PSD, which can mimic CW signal. In Chapter 4, I will discuss how do we deal with lines in O1
observation.
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The expected value of nK(t) is:
E [nK(t)] = 0 (2.21)












′) df . (2.22)












If we take the expected value of the component, (2.21) implies E [ñKk] = 0 and we can use (2.22)
to show the auto-correlation doesn’t vanish:
E [ñKkñ
∗




where we can see the expected noise correlation only exists when we auto-correlate on the same SFT
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Tsft
SK(fk)
2 , and can use it to normalize SFT bin data.






The expected normalized noise correlation of n̂Kk and n̂L` now has a unit mean:
E [n̂Kkn̂
∗
L`] = δKL δk` . (2.26)
It also has zero “pseudocovariance”
E [n̂Kkn̂L`] = 0 . (2.27)
We can see it from E [n̂Kk] = 0 by replacing n̂Kk with e
iΦKk . The equation suggests that the
argument angle ΦKk is randomly distributed. The combination of ΦKk and ΦL` is also a random









We will go back to (2.17) to see the cross-correlation of signal contribution. The signal strain
can be expressed as:
hK(t) ≈ h0
{
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We expand the phase of the GW at the midpoint of each SFT to the first derivative. By assuming
the NS is in equilibrium , we ignore higher terms from ˙fK :
ΦK(t(t)) ≈ ΦK + 2πfK(t− tK) . (2.29)
Comparing equation (2.16) and equation (2.19) and equation (2.28), the signal in the kth frequency
bin is:
h̃Kk ≈ h0(−1)keiΦK
FK+ A+ − iFK× A×
2
δTsft(fk − fK) . (2.30)
We can write the δTsft(f) function in the form of a normalized sinc function:
δTsft(fk − fK) =
sin [π(fk − fK)Tsft]
π(fk − fK)
= Tsft sinc([fk − fK ]Tsft) ,
(2.31)
where sincx = sinπxπx . The finite delta function shows that most of the signal contribution is in the






= bfKTsfte , (2.32)
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and the frequency difference of discrete and continuous frequency κ̃K = k̃K − fKδf .
We define:
κKk = (fk − fK)Tsft
= k − fK
δf
≡ k − k̃K + κ̃K .
(2.33)
The frequency difference should be in a half frequency bin. i.e., |κ̃K | 6 12 .
The discrete Fourier transform will cause the frequency contribution to be distributed into all
frequency bins based on the finite delta function. The general component is :
h̃Kk ≈ h0(−1)k sinc(κKk)eiΦK
FK+ A+ − iFK× A×
2
Tsft . (2.34)
The signal contribution can also be normalized, and it looks like:
E [zKk] ≡ µKk ≈ h0(−1)k sinc(κKk)eiΦK






We define the expected value of the normalized data to be µKk; the normalized data can be
expressed as the sum of signal and noise contributions:
zKk = µKk + n̂Kk . (2.36)
The normalization only considers a single frequency bin. If we want to combine more information
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from the signal, we can use as many bins as possible to increase sensitivity.







































It is worth to mention that the set of closest bins KK for SFT K near the expected frequency fK
depends on signal parameters. The subscript K shows: for a signal template, each SFT can be
combined and normalized into a single complex number.
So the normalized frequency contribution from combined bins for SFT K is:
µK ≈ h0eiΦK







As mentioned earlier, equation (2.11) essentially can be approximately achieved by cross-correlating
49
Chapter 2. CrossCorr Method
normalized data. The cross-correlation of pair KL YKL can be defined as:
YKL ≈ zKz∗L . (2.40)
Before we go to the final form of the statistic, we need to look at the proper form of the filter
function Q̃KL.
Comparing equation (2.17) and equation (2.39), the expected cross-correlation is in a complex
form but we can simplify it by separating the geometry factor:




where ∆ΦKL = ΦK −ΦL is the phase difference between two SFTs and ΓKL is a geometrical factor
which depends on amplitude modulation factors, the inclination angle of NS ι and polarization







+A2+ + FK× FL×A2×
)
. (2.42)
As discussed in 1.2.1, the AM coefficients are determined by the relevant sky position, detector and
sidereal time. They are defined in Section 1.2.1 as aK = εab+ d
K
ab and b







Note that ι and ψ are properties of the source which do not change with time, while aK and bK
depend only on the SFT (detector and sidereal time) and sky position.
We have used the fact that the ψ dependence of the antenna patterns FK+,× can be written in
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terms of the amplitude modulation (AM) coefficients aK and bK as
FK+ = a
K cos 2ψ+ bK sin 2ψ , (2.43)
FK× = − aK sin 2ψ + bK cos 2ψ . (2.44)








KaL + bKbL , (2.45a)
FK+ F
L
× − FK× FL+ = aKbL − bKaL (2.45b)
are independent of ψ.















The inclination angle and polarization angle are unknown intrinsic properties of the source. It is
handy to marginalize over these two parameter to see the robust remnant of the expected cross-
correlation on the averaged template. Because we integrate over cos 4ψ or sin 4ψ of an integer
number of periods, those ψ terms vanish. Because the two amplitude factor A+ is even and A× is
odd regarding to cos ι, the product is also even, the integration over cos ι from -1 to 1, the imaginary
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and the averaged template geometric factor is:
ΓaveKL = 〈ΓKL〉ι,ψ =
1
10
(aKaL + bKbL) , (2.48)
where, 〈·〉χ is the expected value by marginalizing the parameter χ = cos ι. We will use this
“robust” geometric factor to filter our cross-correlation of data to achieve the optimal statistics on
the template.
Even though the imaginary term will vanish after averaging, we can define another filter function
iΓcircKL ≡ i10(aKbL − bKaL) to take care of the imaginary part. By combining these two filters, we
can extract information about the inclination angle from a detection.
Note that ΓaveKL is real and non-negative, while ΓKL is complex. On the other hand, ΓKL




KL cannot. If we define (again as in Prix (2011), but with a














or, as a matrix equation, µµ† = h20Ĝ. Note that Dhurandhar et al. (2008) did not consider issues
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Figure 2.1: The left plot shows allowed pairs from different detector, the right one is the allowed
pair from the same detector, notice we don’t count auto-correlation, Credit: John Whelan (Whelan,
2012)
of spectral leakage responsible for ΞK , and used a different convention for the placement of complex








corresponds to the combination G̃KL√
σ2KL
from Dhurandhar et al. (2008).
As noted in Dhurandhar et al. (2008), an “optimal” combination of cross-correlation terms
would use a weight W proportional to Ĝ. However, as described above, we work with ĜaveKL =
ΞKΞLe
i∆ΦKLΓ̂aveKL in order to avoid specifying the parameters χ and ψ. For reasons of computational
cost to be detailed later, we limit the possible set of SFT pairs KL included in the cross-correlation
to some set P, in particular by requiring that K < L and |tK − tL| < Tmax. The allowed pair-list
construction is demonstrated by the Fig. 2.1.
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Then we define the Hermitian weighting matrix W by
WKL =

NĜaveKL KL ∈ P
N(ĜaveKL)
∗ LK ∈ P
0 otherwise ,
(2.50)
so that the cross-correlation statistic is:






























Since we assume that the list of pairs P includes no autocorrelations, the matrix W contains no
diagonal elements,1 which implies Tr(W) = 0. We will later introduce, and use when convenient,
the notation that α labels a (nonordered) pair of SFTs KL ∈ P.
Again, the normalized noise zK − µK has unit covariance zero “pseudocovariance”:
E [(zK − µK)(zL − µL)∗] = δKL , (2.52a)
E [(zK − µK)(zL − µL)] = 0 . (2.52b)
1Note that if we analogously constructed the matrix to include only diagonal terms, i.e., constructed a statistic
only out of auto-correlations, the statistic would be equivalent to that used in the PowerFlux method (Abbott &
et al., 2008).
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If we define vectors indexed by SFT number, we can write (2.52) and (2.39) in matrix form as:










= 0 , (2.53c)
where 1 is the identity matrix, 0 is a matrix of zeros, (·)tr indicates the matrix transpose and (·)†
the matrix adjoint (complex conjugate of the transpose).
A real cross-correlation statistic ρ can be constructed by defining a Hermitian matrix W and
constructing ρ = z†Wz = Tr(Wzz†). [Our chosen form of W will be defined in (2.50).] Equa-





= 1 + µµ† , (2.54)
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2.2 Statistics and Sensitivity
In this section we consider in detail the statistical properties of the cross-correlation statistic ρ
which were sketched in a basic form in Dhurandhar et al. (2008). In particular, we consider the
impact on the expected sensitivity of spectral leakage and unknown amplitude parameters, and
compare the sensitivity of a cross-correlation search to the directed stochastic search by analogy to
which it was defined.
2.2.1 Mean and variance of cross-correlation statistic
The expectation value of the cross-correlation statistic is:




= Tr(W) + h20 Tr(WĜ)
= h20 Tr(WĜ) = µ
†Wµ ,
(2.56)









− (µ†Wµ)2 . (2.57)
The first term can be evaluated by writing z = (z− µ) + µ; after some simplification we have:
Var(ρ) =E
[




Ordinarily we would need to know something about the fourth moment of the noise distribution
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to evaluate the expectation value, but since W contains no diagonal elements, and the different
elements of z−µ are independent of each other, the expectation value can be evaluated using only
the variance-covariance matrix of z to give:
Var(ρ) = TrW2 + 2µ†W2µ = TrW2 + 2h20 TrW
2Ĝ . (2.59)
We choose the normalization constant N so that ρ has unit variance in the limit h20 → 0, i.e.,























Written in terms of SFT pairs, the expectation value of the statistic is:


















KL Re Γ̂KL .
(2.62)
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Looking at equation (2.42) we see that the real part of ΓKL has a piece proportional to Γ
ave
KL and











+ − FK× FL×) . (2.63)
The sum over SFT pairs KL can be broken down as a sum over detector pairs, over time offsets
tK − tL, and over the time stamp 12(tK + tL) halfway between the time stamps of the SFTs in
the pair. In an idealized long observing run, if the detector noise is uncorrelated with sidereal
time, the sum over 12(tK + tL) means we are averaging the two expressions (a
KaL + bKbL)2 and
(aKaL + bKbL)(FK+ F
L
+ − FK× FL×) (the latter of which depends on the polarization angle ψ) over
sidereal time. Because the former is positive definite and the latter is not, this average tends to





substantially, depending on the value of ι, as illustrated in figure 2.2. If we neglect the second term
in equation (2.63), equation (2.62) becomes:
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2 , the coefficients of the two contributions to Re ΓKL in
(2.63). The factor
A2++A2×







2, is the combination of h0 and cos ι
approximately measured by the cross-correlation statistic, as shown in, e.g., equation (2.64).
is the combination of h0 and χ that we can estimate by filtering with the averaged template.
Since we have normalized the statistic so that Var(ρ) = 1 for weak signals, the expectation
value (2.64) is an expected signal-to-noise ratio for a signal with a given heff0 . This means that if
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2.2.2 Impact of spectral leakage on estimated sensitivity




the expectation value. Expanding these expressions, we have:

















If we choose only the “best bin” kK = k̃K from each SFT, defined by (2.32), we have:
Ξ2K = sinc
2(κ̃K) . (2.68)
If, instead of the best bin whose frequency fk̃K is closest to fK , we take the m closest bins to define












sinc2(κ̃K + s) ,
(2.69)




2(κ + s) = 1, valid for any κ, the best we can do by including more
2This is most easily proved by writing sinc(κ+s) =
∫ 1/2
−1/2 e
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bins is Ξ2K ≤ 1 and therefore3









The sensitivity associated with the inclusion of a finite number of bins from each SFT will depend
on the value of −12 ≤ κ̃K ≤ 12 corresponding to the signal frequency fK in each SFT. We can get an
estimate of this by assuming that, over the course of the analysis, the Doppler shift evenly samples
the range of κ̃ values, and writing

























3Previous sensitivity estimates in Dhurandhar et al. (2008); Chung et al. (2011) were missing the factor of Ξ2KΞ
2
L
and therefore slightly overestimated the sensitivity.
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Table 2.1: Contributions to 〈Ξ2〉, defined in (2.73), from inclusion of multiple SFT bins. We see
that using a single bin from each SFT leads to only around 77.4% of the maximum sensitivity given
by (2.70), but that we can recover over 90% of this sensitivity by using two bins and over 95% by
using four bins from each SFT. This table applies for rectangularly windowed data; using other
window options further reduces the expected SNR.The table also assumes that the various Doppler
modulations move the signal frequency around to accomplish an average over the fractional offset
of the signal frequency from the center of the bin. The validity of this approximation is explored
in Sundaresan & Whelan (2012).
m 1 2 3 4 5 6
Contribution 0.774 0.129 0.028 0.019 0.009 0.007
Cumulative 0.774 0.903 0.931 0.950 0.959 0.966




















as shown in Table 2.1.
Since most cross-correlation searches will be computationally limited, the question of how many
bins to include from each SFT is one of optimization of resources. The value of E [ρ] for a given heff0 ,
and therefore the sensitivity of the search, can be increased by including more frequency bins from
each SFT, but this will involve more computations and therefore more computational resources.






would be higher. Näıvely, one might expect the computing cost to scale with the number of terms
to be combined, and therefore with the square of the number of bins taken from each SFT. So
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increasing from m = 1 to m = 2 could take up to 4 times the computing cost. On the other hand,
for a fixed number of bins, we suppose that the cost will scale with the number of SFT pairs to
be included times the number of parameter space points to be searched. Typical behavior will
be for the density of points in parameter space to scale with T dmax for some integer value of d; as
described in section 2.2.7, for a search over frequency and two orbital parameters of an LMXB,
as long as Tmax is small compared to the binary orbital period, d = 3. Since the number of SFT
pairs at fixed observation time will also scale like Tmax, the overall computing cost will scale like
T d+1max , and quadrupling the computing time would mean multiplying the possible Tmax, and thus
the number of terms in the sum (2.71) by 4
1





d+1 . For d = 3, this is 21/4 ≈ 1.19, which is very slightly more than the benefit
0.903
0.774 ≈ 1.17 from including a second bin from each SFT. However, the assumption that computing
cost scales like m2 is likely an overestimate (since most of the operations can be done once per SFT
rather than once per pair), so it is generally advisable to use at least two bins from each SFT.
2.2.3 Sensitivity estimate for unknown amplitude parameters
The cross-correlation statistic is normalized so that Var(ρ) ≈ 1 and, according to (2.71), and
now adopting the notation that α refers to an unordered allowed pair of SFTs,











where heff0 is the combination of h0 and cos ι given in (2.65), and %
ave is a property of the search
which can be determined from noise spectra, AM coefficients, and choices of SFT pairs, without
knowledge of signal parameters other than the approximate frequency and orbital parameters. Even
if the noise in each data stream is Gaussian distributed, the statistic, which combines the data
quadratically, will not be. It was observed in Dhurandhar et al. (2008) that each individual cross
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correlation between SFTs is Bessel distributed; the of the optimal sum is considered in Section
2.2.9 both in its exact form and a numerical approximation. For simplicity, in what follows we
assume that the central limit theorem allows us to treat the statistic as approximately Gaussian,
with mean (heff0 )
2%ave and unit variance.4
We consider the sensitivity estimates in Dhurandhar et al. (2008), which implicitly assume the
values of ι and ψ are known and used to construct the expected cross correlation used in weighting
the terms in the statistic. [In our notation this would mean using ĜKL rather than Ĝ
ave
KL in the
definition (2.50) of W.] Here we perform the analogous calculation, assuming we’re using Ĝaveα in
the construction of the statistic. Thus the probability of exceeding a threshold ρth will be
P (ρ > ρth|h0, ι, ψ) =
∫ ∞
ρth








































(1 + 6 cos2 ι+ cos4 ι)%ave .
(2.76)
4Note that this approximation is less accurate in the tails of the distribution. Unfortunately, for a search over
many independent templates, the most interesting statistic will necessarily be in the tails. For example, with 108
templates, even a 1% false alarm probability for the loudest statistic value would correspond to a single-template
false alarm probability of 10−10. See Zhang et al. (2017) for specific examples of this.
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The threshold associated with a false alarm probability α is:
ρth =
√
2 erfc−1(2α) , (2.77)
but the sensitivity hsens0 associated with a false dismissal probability β will now be defined, following
a procedure analogous to the one in Wette (2012), by marginalizing over the unknown inclination
ι (since we have neglected the ψ dependence in E [ρ])5
1− β = P (ρ > ρth|h0 = hsens0 )
=
〈




























































5Note that if we had kept the ψ-dependent term in (2.63), the resulting E [ρ] /h20 would depend not only on both
ι and ψ, but also on the detector geometry and pairs of SFTs and a numerical solution to the equivalent of (2.78)
would have to be performed anew for basically each sensitivity estimate.
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Table 2.2: Approximate modification of search sensitivity, as a function of desired false alarm
probability α (corresponding to a statistic threshold of ρth) and false dismissal probability β,
resulting from filtering with a template averaged over the signal parameters cos ι and ψ. (The
second set of α values is chosen to correspond to interesting single-template false alarm probabilities
with a trials factor of 108.) The detectable signal amplitude hsens0 (2.80) is proportional to
√
Seff.
The table shows, for a variety of choices of α and β, how the corrected factor
√
Seff calculated
according to (2.79) compares to the standard expression S = erfc−1(2α) + erfc−1(2β) which would
apply from filtering with known values of the parameters cos ι and ψ. Note that using the worst-case





α ρth 0.10 0.05 0.01 0.10 0.05 0.01 0.10 0.05 0.01
0.10 1.3 1.81 2.07 2.55 3.49 4.45 6.27 1.39 1.47 1.57
0.05 1.6 2.07 2.33 2.81 4.15 5.16 7.03 1.42 1.49 1.58
0.01 2.3 2.55 2.81 3.29 5.42 6.52 8.47 1.46 1.52 1.60
10−9 6.0 5.15 5.40 5.89 12.73 14.16 16.40 1.57 1.62 1.67
5× 10−10 6.1 5.23 5.48 5.96 12.96 14.40 16.64 1.57 1.62 1.67
10−10 6.4 5.40 5.66 6.14 13.48 14.93 17.20 1.58 1.62 1.67
Equation (2.79) defines Seff as a specific function of α and β, so the approximate sensitivity correc-
tion due to marginalizing over cos ι can be worked out independently of the details of the search.
We show some sample values Table 2.2 for α and β values between 1% and 10%, and also
for single-template α values corresponding to overall false alarm probabilities in the same range,
assuming a trials factor of 108. We see that the h0 sensitivity is modified by between 39% and 67%
in these cases.
2.2.4 SFT Length Limit for LMXB
From previous section, we ignore higher terms of phase derivative and assuming the the fre-
quency is constant during this time interval of a SFT. For those CW searches for isolated NSs,
1800s SFTs are used. It’s trickier to determine how long Tsft should be used tor target in binary
such as Sco X-1. Because of its orbital motion, the length clearly should be shorter than those for
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isolate NS searches. I will quantitative it below.
Most searches for continuous gravitational waves have used short Fourier transforms with a
duration Tsft of 30 min = 1800 s. The limiting factor which sets a maximum on the reasonable Tsft
is the accuracy of the linear phase approximation (2.29).












Φ (tK)(t−tK)4+. . . .
(2.81)
The effect of these corrections is to modify (2.34) to
h̃Kk ≈ h0(−1)keiΦK


































































Note that for even n, In(κ) is real and even, while for odd n, it is imaginary and odd.
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The expectation value (2.62) of the statistic thus becomes, including the correction for higher phase
derivatives and finite SFT length,










As in section 2.2.2 we assume that the sum over pairs evenly and independently samples the
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fractional frequency offset κ̃K from each SFT, which means we can replace QK and QL with













〈Σ04〉T 4sft , (2.88)





















We assume that the impact of the second piece is small6 and focus only on Re (QKQ
∗
L), which leads






























6In particular, it is suppressed by averaging non-positive-definite antenna patterns, although the same combination
is the source of systematic errors in parameter estimation.
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We can neglect the first term, since the acceleration due to the Earth’s orbit is O(10−11 s−1) and






= 1.23× 10−8 s−1 . (2.92)
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T 4sft . (2.96)

























and averaging numerically over κ given the number of frequency bins included. In Table 2.3, we
show the two coefficients appearing in (2.96), for various choices of the number m of included
frequency bins (see also Table 2.1).
Note that for the cross-correlation search, choosing shorter SFTs does not directly impact
the sensitivity. For the same allowed lag time, searches with different SFT lengths should have
approximately the same sensitivity. We can see this by considering the SNR for a given signal
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Table 2.3: The coefficients 〈Σ04〉/〈Ξ2〉 and 〈Σ02〉2/〈Ξ2〉2 appearing in (2.96), for various choices
of the number m of included frequency bins, where 〈Σ0n〉 is the mean value of Σ0n(κ) =∑b(m−1)/2c
s=−d(m−1)/2e I0(κ + s)In(κ + s), averaged over −12 ≤ κ ≤ 12 , and In(κ) is defined in (2.83)
with I0(κ) = sincκ =
sinπκ
πκ , and I2(κ) and I4(κ) are given by (2.97) and (2.98). Note that the
value of 〈Ξ2〉 ≡ 〈I00〉 is tabulated in Table 2.1.
m 1 2 3 4 5 6
〈Σ04〉/〈Ξ2〉 0.0107 0.0086 0.0099 0.0100 0.0106 0.0108
〈Σ02〉2/〈Ξ2〉2 0.0056 0.0042 0.0052 0.0055 0.0059 0.0060
the quantity (Γ̂aveKL)
2 inside the sum is proportional to (Tsft)
2. However, for a fixed maximum time
lag Tmax, the number of terms in the sum will be proportional to (Tsft)
−2 and the resulting expected
SNR will be approximately independent of Tsft. (For example, halving the SFT length will mean
each SFT pair contributed one-fourth as much to the sensitivity, but will double the number of
SFTs and thus quadruple the number of SFT pairs.)
On the other hand, by increasing the number of SFT pairs, using a shorter SFT length will
mean increasing computing cost at the same Tmax. If the computing budget is fixed, the sensitivity
gained by reducing the mismatch (2.96) will be offset by the loss of sensitivity, in the form of a lower
E [ρ]ideal, resulting from a smaller Tmax. Following the reasoning in section 2.2.2, if the computing
cost scales like the number of templates (which scales like T dmax) times the number of SFT pairs
(which scales like TmaxTobsT
−2
sft ), then the overall sensitivity for a fixed observing time Tobs scales
like T d+1maxT
−2



































is the mismatch scaling appearing in (2.96).7 The sensitivity at fixed computing cost is thus
maximized when
1− (4d+ 5)Af20T 4sft = 0 (2.102)








The corresponding optimal SFT length is
Tsft = ([4d+ 5]A)
−1/4f−1/20 . (2.104)
For example, if d = 3, µopt = 117 ≈ 0.059. In figure 2.3, we show this optimal SFT length for d = 3,





, but if Tmax is small compared to Porb, which we are
assuming in the scaling of number of templates with Tmax, this average is approximately unity.
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Figure 2.3: The optimal SFT length Tsft, defined in (2.104) and (2.101), as a function of frequency,
for a signal with the most likely orbital parameters for Sco X-1, as given in Table 3.2, assuming that
d = 3, i.e., the density of points in parameter space grows as the third power of the coherence time
Tmax. This is appropriate for a search over, e.g., frequency f0, projected semimajor axis ap, and
time of ascension Tasc (when the uncertainty in the period Porb is small enough that a single value
may be assumed), in the case where Tmax is small compared with Porb. The solid line represents
a more optimistic scenario where the average cosine appearing in the second term of (2.101) is
approximately unity, which should also be the case if Tmax  Porb. The dashed line represents a
worst-case scenario where the average is approximately zero. The optimal SFT length maximizes
the expected SNR in (2.100) and represents a balance between two competing effects: if Tsft is too
large, phase acceleration will lead to a loss in SNR compared to the ideal formula (2.74); if Tsft
is too small, the large number of SFT pairs in the computation will lead to a restriction on the
possible Tmax achievable at fixed computing cost, and reduce the ideal SNR itself.
using ap = 1.44 s and Porb = 68023.70 s (the most likely values for Sco X-1). The solid line shows





≈ 1 (which will be the case for Tmax  Porb)
and the dashed line shows the most pessimistic scenario, in which the average goes to zero.
2.2.5 Parameter Metric Estimation
So far we have implicitly assumed the parameters used to construct the signal model (2.30),
other than the amplitude parameters h0, χ, and ψ, were known when constructing the weighted
statistic. In order to determine the phase evolution of the signal, and therefore ΦK and fK , we
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need various phase-evolution parameters {λi}. (For example, for a NS at a known sky location with
a constant intrinsic signal frequency f0 in a binary orbit, these are f0 and any unknown binary
orbital parameters.) A slight error in these would lead to the ΦK appearing in µ and that used
to construct W being slightly different. In this case we need to go back to (2.62) and distinguish
between the true ∆ΦKL and the one assumed in the construction of the filter.
8 If we write these
parameters as {λi}, let the parameters assumed in constructing ρ be λi and the true parameters of
the signal be λsi . Let ∆Φ
s
KL and ∆ΦKL be the phase difference ΦK −ΦL constructed with the true
signal parameters and the parameters assumed in W, respectively. The effect will be to reduce



















= 2 Re Γ̂α cos(∆Φ
s
α −∆Φα)− 2 Im Γ̂α sin(∆Φsα −∆Φα)






+ 2 Im Γ̂α(∆Φα −∆Φsα) ,
(2.106)
8It is also possible for Γ̂KL and/or ΞKΞL to differ from their assumed values, e.g., if the search parameters include
sky position which can change the amplitude modulation coefficients, or a change in Doppler modulation affects the
location of the signal frequency within the bin. We follow the usual procedure of focusing on the dominant effect,
which is the change in the expected signal phase, and thereby obtain a “phase metric” for the cross-correlation search.
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, we obtain, to second order in the parameter difference,










εsi (λi − λsi )−
∑
i,j


































If we once again neglect the ψ-dependent piece of Re Γ̂α as well as the second derivative term in
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K âL + b̂K b̂L)2∆Φα,i∆Φα,j∑
KL∈P(â

































K âL + b̂K b̂L)(âK b̂L − b̂K âL)∆ΦKL,i∑
KL∈P(â














2.2.6 Systematic Parameter Offset
The result (2.108) not only tells us how the expected SNR falls off when the parameters {λi}
used in constructing the statistic differ from the true signal parameters {λsi}, it also shows that the
maximum of E [ρ] is not actually at the signal point λi = λ
s
i , but at the point λi = λ
m
i defined by:





j − λsj) , (2.113)
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where {g−1ij } is the matrix inverse of the metric {gij}.
If the metric is approximately diagonal, so that g−1ii ≈ 1gii , then the offset of the true signal
parameters from the maximum value of E [ρ] is:


















This offset depends on the (generally unknown) value of the inclination angle ι via A+ = 1+cos
2 ι
2
and A× = cos ι. In particular it has the opposite sign for ι ∈ (0, π/2) and ι ∈ (π/2, π). For a signal
detection with unknown ι, this will have the effect of a systematic error in the measurement of the
phase-evolution parameters {λi}. (Of course, one could perform a subsequent analysis which would
produce an estimate of ι, such as a coherent followup of the signal candidate, or a cross-correlation
search using iΓcircKL in place of Γ
ave
KL in the construction of W.)
2.2.7 Parameter space metric
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Comparison to standard expression for metric
We can relate this to the usual notation for the phase metric. [See, e.g., equation (5.13) of
Brady et al. (1998), which was also used in Chung et al. (2011).]
gij = 〈Φ,iΦ,j〉 − 〈Φ,i〉〈Φ,j〉 . (2.117)
Note, first of all, that while the standard definition of the parameter space metric defines the
mismatch as the fractional loss in signal-to-noise squared, our cross-correlation statistic ρ is actually
the equivalent of what is usually called ρ2. This is because it is quadratic in the signal (as is the F
statistic, and its expectation value is proportional to h20).
The connection between (2.116) and (2.117) is made by noting that the averages in (2.117) are
over data segments, while the expression in (2.116) is a weighted average over SFT pairs, where
the weighting factor is (Γ̂aveα )
2. We can relate the two in the special case where the set of pairs
P contains every combination of SFTs (e.g., by choosing Tmax to be the observing time), and by
neglecting the influence of the weighting factor in the cross-correlation metric. In that case, the



















〈ΦK,iΦK,j〉K + 〈ΦL,iΦL,j〉L − 〈ΦK,i〉K〈ΦL,j〉L − 〈ΦL,i〉L〈ΦK,j〉K
)
= 〈ΦK,iΦK,j〉K − 〈ΦK,i〉K〈ΦL,j〉L ,
(2.118)
which is just (2.117). Note that this identification can only be made in the case where the cross
correlation includes all pairs of SFTs (or all pairs within some time stretch). With a restriction
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such as |tK − tL| ≤ Tmax, one must consider the weighted average over pairs, not separate averages
over SFTs.
Metric for the LMXB search
We now consider the explicit form of the parameter space metric for a NS in a circular bi-
nary system, assuming a constant intrinsic frequency f0. Although the actual values of phase







used via (2.29) to construct the expected cross
correlation ĜKL include relativistic corrections, it is sufficient for the purposes of constructing the
parameter space metric to limit attention to the Roemer delay, which gives us









= Φ0 + 2πf0
{








where we have defined the following:
1. dK =
~rdet·k̂
c , the projected distance, in seconds, from the solar-system barycenter to the
detector, along the propagation direction from the source. (Note that this depends on the
detector, but also on the time tK .)
2. ap =
a sin i
c is the projected semimajor axis of the binary orbit, in units of time.
3. Porb is the orbital period of the binary.
4. Tasc is a reference time for the orbit, defined as the time, measured at the solar-system
barycenter, when the NS is crossing the line of nodes moving away from the solar system.
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If we use the identity:
























where we have defined ∆dKL = dK − dL, ∆tKL = tK − tL, and TmeanKL = tK+tL2 .
Note that ∆dKL will be much less than ∆tKL unless the SFTs K and L are simultaneous. (This
is because the duration of a SFT will be long compared to the light travel time between detectors
on the Earth, and the Earth’s motion is nonrelativistic.)
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Approximation for long observation times
It is relatively simple and straightforward to construct the phase metric for a given observation;
calculate the derivatives (2.122) for each SFT pair and then insert them into the weighted average
(2.116). However, we can gain insight into the behavior of the metric if we consider an approximate
form which should be valid if the observing time (e.g., one year) is long compared to the orbital
period of the LMXB (e.g., 6.8×104 s ≈ 19 hr for Sco X-1 (Steeghs & Casares, 2002; Galloway et al.,
2014)). Since the orbital period is not commensurate with any of the relevant periods of variation
such as the sidereal or solar day [the former being relevant for (Γaveα )
2 and the latter for the noise
spectra], it is reasonable to assume that 2πPorb (T
mean
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The metric is not diagonal, but we can neglect the off-diagonal elements if
(gij)
2  gii gjj . (2.125)
One can show that (gf0ap)





 a2p , (2.126)
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which should be the case; for Sco X-1, ap = 1.44 s (Abbott et al., 2007; Steeghs & Casares,










because the detectors are moving much slower than the speed of
light.
We will also have (gapPorb)
2  gapap gPorbPorb as long as the square of the typical time lag ∆tα





, which will be the case if the maximum allowed time lag is







µT = 〈Tmeanα 〉α (2.127)
then
σ2T = 〈(Tmeanα − µT )2〉α (2.128)
should be on the order of the square of the duration of the run. In particular, for a run of duration















= σ2T + (µT − Tasc)2 ≥ σ2T . (2.130)
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σ2T + (µT − Tasc)2
. (2.131)
Whether or not this can be neglected seems to come down, then, to whether the reference time
Tasc falls during the run. If it falls outside the run, (µT − Tasc)2 & σ2T and the off-diagonal metric
element gTascPorb cannot be ignored. However, it is always possible to replace one reference time
Tasc with another T
′
asc = Tasc + nPorb separated by an integer number n of cycles, and thus it is
always possible to arrange for (µT −T ′asc)2 ≤ P 2orb  σ2T and thus obtain an approximately diagonal
metric. This comes at a cost, though, since there will be a contribution to the uncertainty in the
new reference time due to the uncertainty in the orbital period. If the uncertainties in the orbital
period and the original reference time are independent, the uncertainty in the new reference time












This will become the dominant error if
∣∣T ′asc − Tasc∣∣ > ∆Tasc∆PorbPorb . (2.133)
For Sco X-1, using the parameter uncertainties from Galloway et al. (2014) (see section 3.1), this
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× 68023.70 s ≈ 5 yr . (2.134)
Since the Tasc quoted in Galloway et al. (2014) (chosen to minimize their ∆Tasc) corresponds to
June 2008, this will be the case for any GW observations using Advanced LIGO and/or Advanced
Virgo data, unless additional Sco X-1 ephemeris updates are made.




















































which appear in the parameter space metric are constructed
by a weighted average over SFT pairs. If we consider a search which includes all pairs up to a
maximum time lag of Tmax, the parameter space resolution, and therefore the required number of







f(t) dt , (2.136)
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which assumes Tobs  Tmax  Tsft so that we can replace the sum over specific lags with an
integral, and neglects the variation of (Γ̂aveα )






































where once again sincx = sinπxπx . Note that this is only a rough approximation, since increasing
the time offset ∆tα between a pair of SFTs from the same instrument (or from well-aligned in-
struments like the LIGO detectors in Hanford and Livingston) will tend to decrease the expected
cross correlation as the detectors are rotated out of alignment with each other. We confirm this by
comparing the approximate expressions to more accurate values calculated using the geometry of
the LIGO and Virgo detectors and the sky position of Scorpius X-1, in figure 2.4.
Note that some care needs to be taken when comparing our metric expressions to those in Leaci
& Prix (2015). For example, combining (2.135a) with (2.137) gives us gf0f0 ≈ 2π2 T
2
max
3 , which seems
at odds with the analogous expression in e.g., equation (61) of Leaci & Prix (2015), where the
corresponding metric element is π2 (∆T )
2
3 . The difference is that the semicoherent search in Leaci









(so the number of templates in each direction grows like the coherent integration
time), while for Tmax  Porb, coherent integration times long compared to the binary orbital period, it tends to a
constant 1
2
, so the growth in number of templates in the ap and Tasc directions saturates. This is analogous to an
effect described in Prix (2007).
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appearing in the metric components
(2.135) as a function of maximum allowed lag time Tmax. The dotted lines show the approximate
values (2.137) and (2.138) neglecting the variation of the weighting factor. The solid line (labeled
HLV) shows the value for a search using detectors at the LIGO Hanford, LIGO Livingston, and
Virgo sites, assuming a source at the sky position of Sco X-1, and that all detectors have the same
sensitivity at the relevant frequency, and all sidereal times are evenly sampled. The dashed line
(HL) shows the same thing for a search using only the LIGO detectors at Hanford and Livingston.
The actual weighted averages (and therefore the number of templates needed to cover the parameter




Chapter 2. CrossCorr Method


























































max − (2/4)T 4max





where the assumption Tmax  Tobs gives us the result (2.137).
2.2.8 Lag Time Limit of Spin Wandering
We initially assumed the spin of the NS is in an equilibrium state, but in real life, “spin
wandering” has been inferred from X-ray observations suggesting an unmodelled mechanism breaks
the balance Bildsten (1998). The frequency varies by the actual accretion rate onto the NS.
We now use a simplest random walk model to explain the spin wandering process. We assume
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the magnitude of the frequency change rate ḟ of GWs from Sco X-1 ḟdrift is constant in a time scale
of Tdrift. There are only two possible steps in frequency either increase(+ḟdrift) or decrease(−ḟdrift)
during the Tdrift.
As described earlier in 2.2.5, the loss of SNR is related to the phase difference of the searching
template and the real signal. Again, when the search point is close to the real parameters we can







= 1− 〈cos(∆Φα −∆Φtrueα )〉α ≈
1
2
〈(∆Φα −∆Φtrueα )2〉α (2.141)













)(t− tK + tL
2
)
= f (̄tKL) + ḟ (̄tKL)(t− t̄KL) ,
(2.143)
where we define t̄KL =
tK+tL
2 . Then the offset phase of the phase difference from the SFT pair KL
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is approximately:
∆ΦtrueKL = 2πf t̄KL∆tKL − 2πf0∆tKL
= 2π [f (̄tKL)− f0] ∆tKL ,
(2.144)
where ∆tKL is defined as ∆tKL = tK − tL and KL→ α.







= 2π2〈(f (̄tα)− f0)2〉α〈(∆tα)2〉α . (2.145)
Because ∆tα is of the order of Tmax, the ~rdet difference from two data are expected to be small,
and the time difference cause by Roemer time delay is ignorable. For a similar reason, while the
projected semimajor axis is of the order of a few light seconds, the overall difference from t and t
is much smaller than the Tmax. Then we can replace ∆tα with ∆tα. For |f (̄tKL)− f( ¯tKL)| is ≤ 8
minutes, where we can assume f (̄tKL) ≈ f(t̄KL).
As we search over a range of frequency parameters, we can choose f0 properly here to minimize
the loss of SNR. If we expand 〈(f (̄tα)−f0)2〉α = 〈[f (̄tα)]2〉α+f20 −2f0〈f (̄tα)〉α, when f0 = 〈f (̄tα)〉α,
this variance take the minimum value.
In order to give a quantitative estimation of the loss of SNR due to spin wandering, we ignore








Given the spin wandering is modeled as a random walk, the frequency shift variance equals
Nα(∆fdrift)
2, where Nα is the number of drift time from the middle of the observation Tmid, and
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Nα ≈
∣∣∣ tα−TmidTdrift ∣∣∣, and ∆fdrift = ḟdriftTdrift. We have:
〈(f (̄tα)− f0)2〉α = 〈
∣∣∣∣ t̄α − TmidTdrift
∣∣∣∣〉∆f2drift , (2.146)
where the t̄α is evenly distributed from 0 to Tmax, the expected value can be calculated by a





= Tobs4 . Then,



















For example, if |ḟ |drift = 10−12 Hz/s, Tdrift = 106 s, Tobs = 1 Yr, and µ = 0.1, the limit is about
44,000 s. So in that case spin wandering would become an issue if Tmax & 12 hr. For O1 observation,
where Tobs = 120 Day, we can estimate the longest coherence time give the same constrains will be
∼ 20 hr.
Note that this is somewhat less than the estimate ∆T . 3 day given in Leaci & Prix (2015).
The source of this apparent discrepancy is a combination of the distinction between the coherent
segment length ∆T and the maximum lag time Tmax, described in section 2.2.7, and the rough
nature of some estimates used in Leaci & Prix (2015). That work compares the change in frequency
|ḟ |drift
√
TobsTdrift/2 to the frequency resolution, which they give as ∼ 1/∆T . This is effectively an
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3/(π∆T ). On the other hand, their frequency drift is the expected drift
from the middle of the run to the end; averaging the drift over the run gives an effective change
of (|ḟ |drift
√
TobsTdrift)/2. Including these three effects to do a calculation analogous to the one
here would give a factor of π
√









≈ 62,000 s ≈ 17 hr. Of course, the assumptions of |ḟ |drift and
Tdrift given above are uncertain and somewhat arbitrary, so our 12-hour number should also not be
viewed as an exact constraint on the method.
Long Lag Time Limit The assumption for Tmax  Tdrift held during O1 observations. When



















= nfαcTdrift + f(t
mid
α rem)Tα rem ,
(2.149)





fαc, ∆tα = nTdrift+Tα rem. We further ignore the contribution from the Tα rem, which is the remnant
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time from each SFT pair, and assume n = ∆tα/Tdrift and
∫ tL
tK







≈ 2π2〈[fαc − 〈f (̄tα)〉α]2〉α 〈(∆tα)2〉α
= 2π2〈[fαc − f (̄tα) + f (̄tα)− 〈f (̄tα)〉α]2〉α 〈(∆tα)2〉α
= 2π2〈[fαc − f (̄tα)]2〉α 〈(∆tα)2〉α + 2π2〈[〈f (̄tα)− 〈f (̄tα)〉α]2〉α〉α 〈(∆tα)2〉α
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By observing this result, as Tobs  Tmax > Tdrift, the dominant part is still from the first term
which is the same as short lag time limit.
We can essentially consider a more general spin wandering model, where we use a power law in
PSD of ḟ . Assume we are taking an observation for the frequency change rate at certain sampling
rate(at the order of hours). We see the ḟ is a function of time and we can estimate the PSD from
the observation. Likewise, we can also model the PSD and take an inverse Fourier transform to it
and get the auto-correlation function of ḟ and estimate the level of spin wandering. The PSD can
be modeled by a colored spectrum and obeying a power law, i.e., S(ω)[Hz−1] = c
ωβ
(pink noise),
where c and β are two constant numbers (Mukherjee et al., 2017). If we plug the estimated phase
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Figure 2.5: Eigenvalues {ωK} of the weights matrix W defined in(2.50) for two scenarios. On
the left, we show one day of observation with the LLO, LHO and Virgo detectors, assuming equal
sensitivity, with Tsft = 900 s and Tmax = 3600 s. On the right, we show one year of observation
under the same conditions, constructed as the union of 365 such days, spread throughout the
year. In both cases, the start and end of each day include data gaps of 900–1800 s, randomly and
independently generated for each detector.
loss based on equation (2.142), we can calculate the fractional loss of SNR due to a general spin
wandering. A further study of this problem will be provided in future work.
2.2.9 Probability distribution for cross-correlation statistic in Gaussian noise
In this section, we consider the detailed statistical properties of the cross-correlation statistic
(2.51) in the presence of Gaussian noise. If the noise contribution to x̃Kk is Gaussian, the definitions
(2.25) and (2.38) imply that z − µ is a circularly symmetric Gaussian random vector (Gallager,
2014) with zero mean, unit covariance and zero pseudocovariance, as described in (2.53). If {ωK}
and {vK} are the eigenvalues and eigenvectors, respectively, of the Hermitian weighting matrix W








Chapter 2. CrossCorr Method











The conditions Tr(W) = 0 and Tr(W2) = 1 imply that
∑




K = 1. To give
an example of the typical form of the eigenvalues, we present in figure 2.5 two typical sets of
eigenvalues, one assuming a day-long observation with three detectors, assuming Tsft = 900 s and
Tmax = 3600 s, the other combining 365 such observations with randomly staggered starting times
to simulate a year-long observation, assuming LIGO Livingston, Hanford and Virgo detectors with
identical and stationary noise spectra.10
Each v†Kz is an independent circularly symmetric Gaussian random variable with zero mean
and unit variance, which means its real and imaginary parts are independent Gaussian random
variables with mean zero and variance 12 . Thus
∣∣∣v†Kz∣∣∣2 is 12 times a χ2(2) random variable, i.e., it






1− it , (2.156)



















10Note that since ĜaveKL = e
iΦK Γ̂aveKLe
−iΦL , a matrix made of the {Γ̂aveKL} has the same eigenvalues as one made of
the {ĜaveKL}. If the noise PSDs are (approximately) the same for all SFTs, it is also equivalent to using the eigenvalues
of a metric made of the {ΓaveKL}.
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This allows a straightforward computation of the exact probability density function for the statistic
ρ as:











ρ < 0 ,
(2.158)
which is a mixture of exponential distributions. To get the false alarm probability α at a threshold
ρth > 0, we calculate
α ≡ P (ρ > ρth|h0 = 0) =
∫ ∞
ρth









The problem with this expression is that the denominator can get very small, and the signs of the
terms alternate. To see this, assume that we have ordered the eigenvalues so that:
ωN > ωN−1 > · · · > ωK0 > 0 > ωK0−1 > · · · > ω1 . (2.160)
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Figure 2.6: False alarm probabilities for the cross-correlation statistic in the day-long and year-
long scenarios considered in figure 2.5, using the explicit formula (2.162) as well as numerical
integration of (2.163), along with the probabilities we would get if we assumed the statistic to be
Gaussian. For a day-long observation (with three detectors, Tsft = 900 s and Tmax = 3600 s), both
methods give comparable results, but the Gaussian approximation is invalid for single-template
false alarm probabilities below about 10−2. Note that for large signal values, a single exponential
term dominates. For a year-long observation, practical calculation with (2.162) is impossible due to
underflow issues. The numerical integration of (2.163) becomes unstable for false alarm probabilities
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The last two factors can be very large, and are larger when the eigenvalues are closer together.
(Recall that N is the number of SFTs, which is approximately Tobs/Tsft, so there are many factors
appearing in the product.)
Given the numerical problems with the exact false alarm probability (2.162) when the number
of SFTs is large, it is sometimes necessary to use an alternate approach. We can perform a
calculation analogous to that in Goetz & Riles (2011), based on the method of Davies (1973);
Davies, Robert B. (1980). This uses the Gil-Pelaez expression (Gil-Pelaez, 1951) to construct a
















We can then find the false alarm probability by numerical integration of (2.163). Results of both of
these methods are shown in figure 2.6, for the two scenarios considered in figure 2.5. Both methods
produce consistent results for a day-long observation, and illustrate deviation of the false alarm
probability from the Gaussian value for ρth & 2. For the year-long observation, explicit evaluation
of (2.162) is impossible because of underflow in the cancellations, but numerical integration of
(2.163) works until the false alarm probability goes below 10−12 or so. False alarm probabilities
are considered in detail for a wider range of observing scenarios in Zhang et al. (2017).
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ANALYSIS OF MOCK DATA
3.1 The Sco X-1 Mock Data Challenge
The Sco X-1 MDC was a comparison challenge for multiple search pipelines at the sensitivity of
the Advanced LIGO-Virgo detector network. The paper about this project was published in 2015
(Messenger et al., 2015).
The MDC signals simulated 100 continuous gravitational-wave signals from Sco X-1. Where the
sky locations of the signals were located at the best-known value for Sco X-1. 50 of them were called
“open” for which the parameters were available to participants for investigation and validation. 50
“closed” signals were made up for challenge. These signals were injected into one year of simulated
data including gaps, from LIGO-Livingston, LIGO-Hanford and VIRGO detector. The noise floor
had no frequency dependency and was at the level of 4× 10−24 Hz−1/2 which is the lowest value of
the advanced detector design sensitivity curve (Fig.1.1) (Abbott, B. P. and Abbott, R. and Abbott,
T. D. and Abernathy, M. R. and Acernese, F. and Ackley, K. and Adams, C. and Adams, T. and
Addesso, P. and Adhikari, R. X. and et al., 2016; Aasi & et al., 2015; Acernese et al., 2015). The
data property is summarized in Table 3.1.
Each injected signal frequency f0 was contained within a 5-Hz band. The actual frequency was
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Table 3.1: MDC data property. (Messenger et al., 2015)
Parameter Value
Detectors LIGO Hanford (H1), LIGO Livingston (L1), and Virgo (V1)









Data sampling rate 4096 Hz
Detector strain noise White, Gaussian noise, noise spectral density
√
Sh = 4× 10−24 Hz−1/2
Data storage format Time-series data in GW frame files (D. Buskulic et al., 2014)
Frequency parameters Distributed psuedo-randomly in the range 50–1500 Hz
Table 3.1: the MDC data contains gaps in the time-series consistent with the duty factor observed
in the initial LIGO S5 science runs. The actual timestamps files from these analyses are time
shifted and used in the generation of the MDC data.
unknown, while the 5-Hz bands to search were known to analysts. The frequency parameter of the
sources were spread from 50 - 1500 Hz. Because computing cost for most CW pipelines scales with
a frequency power law (Brady et al., 1998), there were more signals at lower frequencies in order
to reduce the computational cost. The intrinsic frequency is monochromatic and randomly chosen
from a uniform distribution. There were no accretion induced spin-wandering effects applied to
the GW frequency. While participants were required to assume the spin wandering at the level of
10−12 Hz/ s, to limit their search in case of significant SNR loss due to unmodelled spin wandering.
NS orientation cos ι, GW polarization angle ψ, and initial NS rotation phase φ0 were randomly
chosen from uniform distributions with cos ι∈(−1, 1), ψ ∈ (−π4 , π4 ) rad and φ0 ∈ (0, 2π) rad. The
Orbital parameters P , Tasc, a sin i were randomly chosen from given Gaussian distributions from
observation. The means and variances of these values are listed in Table 3.2.
The time of orbital ascension was shifted to an epoch close to the mid-point of the simulated
observation and hence the MDC value was 1245967384 ± 250 GPS seconds. It was also shifted in
an offset of half an orbital period in relation to the inferior conjunction defined in Galloway et al.
(2014). The uncertainty on Tasc was expanded due to the orbital period uncertainty and the time
span between the most recent Sco X–1 orbital measurements and the MDC observing epoch. The
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Table 3.2: Scorpius X-1: system parameters (Messenger et al., 2015)
Sco X-1 parameter Value Uncertainty
Period 68023.70 sec 0.04 sec
Orbital semi-major axis 1.44 sec 0.18 sec
Time of ascension 897753994 100 sec
Orbital eccentricity < 0.068 3σ
Right Ascension 16h19m55s.067 0.′′06
Declination −15◦38′25.′′02 0.′′06
System inclination 44◦ 6◦
Table 3.2: the observed parameters of Sco X-1, recreated from Messenger et al. (2015)
orbit is assumed to be circular (eccentricity e = 0).
For a signal with pre-selected cos ι and ψ, the value of GW strain amplitude h0 is chosen to
be consistent with the 3-detector multi-IFO optimal SNR having been drawn from a log-normal
distribution with parameters µ = log 200, σ = 0.7. These parameters define the mean and standard
deviation of the SNR to follow a natural logarithm. The SNR distribution parameters were origi-
nally selected to make lowest sensitive search to find ∼ O(5) of the signals and the most sensitive
search to miss the same amount of signals. The SNR distribution parameters were tuned on the
original 4 pipelines’ performance. The closed-signal parameters are listed in Messenger et al. (2015,
tab. III).
Scorpius X-1 Search Methods There were 4 pipelines initially joined the MDC project. The
CrossCorr pipeline was the fifth participant. Our search was done in a self-blind mode without
referring to the parameters of the signals. The CrossCorr method is reviewed in Chap. 2, We will
briefly go over the other methods.
Directed Radiometer The ’directed’ Radiometer is a cross-correlation method modified from
the stochastic search method by looking at a specific sky location. The method cross-correlates
almost simultaneous data from different detector and the statistics is best weighted considering the
direction of the source but with different arriving time on detector pairs.(Ballmer, 2006; Abbott,
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2007; Abbott et al., 2011).
It took the assumption that the GW is unpolarized. This method doesn’t consider the waveform
and long time coherence of the signal. This is a robust method with minimal assumptions that
essentially can search for all kinds of unmodeled sources at a price of sensitivity. It’s a computa-
tionally efficient algorithm, and usually takes nearly one day to run on a regular PC for Sco X-1
search.
Directed Twospect The name of the TwoSpect method (Goetz & Riles, 2011) came from its
calculating power spectra of segments of data from detectors twice. This method searches for excess
power in those frequency bins related to the binary source in its second Fourier spectrum. The
method first performs a sequence of periodograms labeled by time at SSB. For each frequency bin
in the periodogram, a second Fourier Transform is created. When a continuous GW signal from
binary is present in the data, the excess power from the first periodogram will ride on the second
power spectra at the inverse of the binary orbital period. The SFTs are separated by the time at
the order of few minutes to half an hour, while the period of Sco X-1 is ∼20 hrs, the sampling rate
is high enough to resolve the orbital frequency.
Twospect is an efficient all-sky binary search algorithm. It can be targeted to a specific known
sky position to do a directed search, in this case Sco X-1. The directed Twospect can also search
for other potential sources such as XTE J1751-305 (Meadors et al., 2017a).
Sideband For a Doppler-modulated monochromatic wave system, the Fourier component of the
wave is carried both on the base frequency of the wave and on a finite number of “sidebands” on
the sides of the base frequency. The waveform can be written as a superposition of Bessel weighted
monochromatic waves. This method searches for the “sideband”-like pattern in the 2F statistic
from chunks of data broken into sequences affordable to be run on (In the MDC, Sideband search
limited its coherence time to 10 days due to the assumption of spin wandering). The Sideband
search (Messenger & Woan, 2007; Sammut et al., 2014) construct a template bank of this kind
of features at different frequency and orbital parameters and compare it with the calculated F-
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statistic (Jaranowski et al., 1998) to search for evidence of a presumed signal.It’s computationally
efficient to search for NS in binary.
Polynomial The Polynomial Search (van der Putten et al., 2010) is a generic all-sky method
for finding GWs from continuously emitting sources, such as NSs in binary systems in the data.
It is based on the assumption that the phase of an expected signal model in a ground-based GW
detector can be approximated by a third-order polynomial in time during a short time scale. The
method cross-correlates the template with the detector data and searches for GW signal evolving
the way as a the polynomial form of frequency in time.
3.2 Implementation for MDC
3.2.1 Computing Cost Estimation
We need to choose an optimal strategy to perform a search maximizing the detection probability
at limited computing power. Our method is flexible and allows us to tune the Tmax in different
regions of parameter space. The first step is to estimate the computing cost model.
Based on a software profiling study on the CrossCorr pipeline, we determined that the most
expensive part of the calculation is the inner loop of calculating the detection statistic (2.51). The
way of constructing the statistic shows a sum over all cross-correlation terms for each SFT pair in
the allowed pair-list. This is for a single point in the parameter space, and for each point the same
amount of calculation needs to be processed. We found that the second most expensive calculation
from the search comes from the phase difference calculation. If we consider this at the SSB, for each
point in orbital parameter space we need to recalculate the phase shift. This part of computing
cost is proportional to a product of points in the orbital parameter space and number of SFT pairs.
As we know from the test jobs, the number of points in a 1- Hz frequency band is of order of 106.
We see this computing cost contribution is much smaller than the statistic calculation.
We assume the computing cost is proportional the number of calculation in the most inner
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loop and ignore the remaining contributions. We used a toy computing cost model to fit the
computing time on test jobs run on the Atlas cluster (AEI). The product NpairNtmplt gives a rough











. Which shows that a longer SFT length leads to fewer pairs at fixed
length of maximum time lag (Tmax). Computing cost is reduced by increasing the SFT length, but
too-long SFTs violates the linear phase evolution assumption, and the frequency of the GW wave
start to shift out of a the single frequency bin.
3.2.2 Search Setups
To investigate the optimal length of SFTs, we performed a Monte Carlo test to estimate the
mismatch of the statistic due to SFT length. We made sets of SFTs with different duration time,
50 signals were injected from 280 to 285 Hz by lalapps MakeFakeData v4 (The LSC). These 50
signals had the same strain strength of the open signal 24 from Messenger et al. (2015). The 5-Hz
band was equally divided into 100 small sub-bands. Each of the injected signals was randomly
distributed in a 0.05 Hz band and separated by a noise sub-band. The orbital parameters were
randomly generated by drawing from the same prior distribution of MDC. The searches were run
on the exact parameters {f, a sin i, Tasc} with the same length of coherence time. We averaged the
100 statistics from each SFT length setup. Fig. 3.1 shows that the quartic fit was the best model
of loss of SNR. After the Monte Carlo test, we went through the theoretical loss of SNR. Equation
2.96 confirms that the loss of SNR and SFT length is indeed a quartic relation.
We now understand the loss of SNR is proportional to f20T
4
sft, and the expected statistic is





sft)) , we can calculate the expected statistic regarding length of SFT. The SFT length criterion
is discussed in Chap. 2.2.4. We use equation (2.104) to calculate the SFT length at the optimal
cutoff.
Since Doppler modulation is proportional to frequency, we made different length of SFTs for
each frequency octave, starting from 50 Hz to keep loss of SNR in control. For higher frequencies,
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Figure 3.1: Use quadratic, cubic and quartic curve to model the loss of SNR, the fitting only took
SFT length less than 1000s, the quartic predict the loss of SNR at 1200 Hz closely
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Figure 3.2: MDC orbital parameter space and choice of lag time
shorter SFTs are used. The SFT lengths for each frequency band are listed in Table 3.3.
Once we have determined SFT length and computing cost model, we can work out how to
distribute the computing cost. The CrossCorr is a flexible method, we can search with different
sensitivity by tuning the Tmax. If we considered frequency to be evenly distributed, and we used the
same search depth for all bands. while the computing cost is proportional to square of frequency,
we would end up spending most of the computing power on high frequency. This is an inefficient
strategy. We would expect to distribute computing cost in all bands evenly, because there is no
preference on frequency distribution in real life and the signal strength in MDC was irrelevant to
the frequency1.
Since frequency was uniformly distributed across the specified 5Hz band, we apply computing
1In this MDC, the injected strain strength was not considered as a function of frequency like torque balance level.
But we can take it into consideration effect like what we did for O1 in Chap.4. In this situation, high frequency is
less preferred because the GW is weaker
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Table 3.3: Choice of SFT durations and coherence times by different frequency range based on
optimizing detection probability.
Freq range Tsft(s) Tmax,inner(s) Tmax,outer (s) Nsft Npairs,inner Npairs,outer
50–100 900 5400 3600 68897 946041 637461
100–200 600 2400 1200 105777 1014405 516398
200–400 420 2100 840 152957 1860558 760463
400–800 300 1140 840 216460 1872639 1335133
800–1600 240 780 540 271798 2183734 1507876
Table 3.3: the choice of SFT length and Tmax for each frequency octave starting from 50 Hz. NSFT
is the number of SFT, the Npair is the number of allowed SFT pair.
power evenly within each 5 Hz band. For the 3-sigma uncertainty region in orbital parameter space,
we artificially divided it into “inner” and “outer” region. The inner region is set to be ±1.5σ in each
dimension, the rest of the 3-sigma region we searched is called the outer region. The probability of
the signal’s orbital parameter obeys the given Gaussian prior. The definition of these two region
is shown in Fig. 3.2. We see based on the way we divide parameter space, the probability for the
signal to be in the inner region is ∼ 75.06%, and for the outer region it’s ∼ 24.67%. Thus, we see
the relative probability of the signal to be presented in inner versus outer region has the ratio of
about a factor of 3, and we also notice the outer region is 3 times larger than inner region. Again,
if we applied the same coherence time for the whole orbital parameter space, we would spend 3
times more computing cost on outer region, while the probability of signal existence is 3 times lower
than the inner region. This is clearly non-optimal, we would want to distribute the computing cost
based on the detection probability.
We define the total computing cost C = NpairNtmplt. The pilot jobs tested on Atlas cluster
showed that jobs in a 5-Hz band with Npairs ×Ntmplts ≈ 5 × 1014 in total took one day to run on
500 nodes. We used this as a computing cost unit for a 5-Hz search band.
We define the detection probability as the probability of the statistic ρ exceeding some threshold,
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e.g., ρth = 8 were chosen in the optimization process:
Pdetect = P (ρ
max > ρth) . (3.1)
We can divide the parameter space into cells with different observational setups to have a finer look,
We divided both the inner and outer region equally into four cells , described in Fig. 3.2. We seek
to maximize Pdetect,tot =
∑
i Pdetect,i while holding Ctot =
∑
iCi. In practice, both Pdetect,i and






2 %i + z , (3.2)
when the signal presents in the cell, where heff0 is the combination of inclination angle and GW
strength defined in equation (2.65) and z is a standard normal distribution associated with noise
fluctuations. Considering the probability that ρmaxi > ρ
th if the signal is not in cell i to be negligible,
we have:









where we define Pcell,i to be the probability that the signal parameters are located within the
cell of interest. The amplitude h0 is assumed to be drawn from a log-normal distribution with
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parameters determined empirically from the distribution of amplitudes in the 50 open signals and
cos ι uniformly distributed.
We define the maximum lag time as Tmax. The scaling of the sensitivity and cost with Tmax




Tmax and Ci ≈ C4,iT 4max, where % 1
2
,i and C4,i are two constants
labeled by order and cell number. For the number of pairs Npair from same and different detectors
can be calculated approximately by Tmax/TSFT referring to Fig. 2.1 Ntmplt can be estimated by the
parameter metric (Section 2.2.5). %i is simply an averaged geometry factor, and can be estimated
at the given data noise floor (Tab. 3.1) given Tmax. Two separated Tmax for inner and outer regions
are chosen in the optimization. For this MDC setup, we checked all possible breakdowns of the
computing cost between the inner and outer regions to determine the optimal Tmax which maximize
the detection probability. The final chosen maximum coherence time was rounded to an integer
number of minutes. Theoretically, we can do the same process for each frequency sub-band, but
for operational convenience, we used the higher frequency bound of each octave to process the
optimization. We used the same set of Tsft and Tmax for the whole octave frequency range. The
estimated computing cost for each band frequency is presented in Fig. 3.3.
The method automatically chose longer Tmaxs for inner region and shorter Tmaxs for outer region,
which is as expected. The Tmaxs for each Frequency range used in MDC are listed in Table 3.3.
3.3 MDC Results
3.3.1 Detection Significance
We ran the MDC search using the setup shown in Table 3.3. For each 5 Hz band, we divided
it into 100 sub-bands, each of them has 0.05 Hz bandwidth. The jobs were searched within the 3σ
orbital parameter space (Fig. 3.2). The search results are presented in the format of toplist which
is a flat list of template parameters of each point and its statistic ρ. The toplist keeps only the
demanded number of candidates specified in software input, e.g., in our case 1000. These toplists
are combined and keep at least 100 candidates and keep every candidate with ρ > 6 is saved.
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Figure 3.3: The plot on the left shows the estimated computing cost in product of template number
and pair number by frequency band. The plot on the right is the actual computing cost on Atlas
cluster in unit of CPU-day for closed band of MDC for each frequency band.
As required by MDC rule, detections must have a false alarm probability (FAP) < 1%, the ρ
of 6.5 was the näıve detection threshold for the MDC. The threshold was chosen to correspond to
1% FAP based on Gaussian assumption taking trial factor at the level of ∼ 108 into consideration.
The trial factor is approximately given by the number of templates. The FAP α is computed by
single Gaussian FAP product the number of template :













(1− ρ−2) , (3.4)
where the approximation is used for those enormous ρ 1 from the results.
We collected the maximum ρ point from the toplist and took it to be a candidate. The 0-level
candidates of the 50 closed MDC signals are listed in the Table 3.4. The quietest candidate has
ρ = 15.1, which is way above the threshold we set for the search: ρ = 6.5. In this sense, we found
all 50 signals confidently. Differing from the recent O1 procedure (See Chap. 4), we didn’t do
clustering on the candidates. These loudest-point candidates were transferred to the next step:
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followup. It will be discussed in Section 3.3.2.
In order to test whether the FAP estimations consistent with the noise background, we ran 50
noise 5 Hz bands using the same setup as MDC search. We noticed that many of the injected
signals were very strong. Once the signal was injected near the boundary of the noise band, the
strong signal may leak into the noise band and cause contamination. This issue affect our FAP
study. We carefully chose 35 bands whose boundary is far enough that the noise bands were not
contaminated by injections.
We used the Gaussian FAP method to test on the search results. Given the large number of
trial factor in the search, we are faced with estimating FAP on the tail of the noise distribution.
The Gaussian assumption is a good approximation at the mean value, but may not valid at the
tail. In comparison, another numerical integration method with less assumption was developed.
The details of the method was described Section 2.2.9
We studied the distribution of smallest FAP from each 5 Hz band. Each loudest candidate of
which was collected and calculated by Gaussian and numerical integration methods. If the FAP
estimation was correct, the FAP should be uniformly distributed between 0 and 1. We would expect
the calculated FAP distribution consistent with actual FAP from experiment. We first calculate
the FAP for each selected loudest points, sort it by their values and put them into a vector α with
dimension of total number N . The element is αi labeled by the index i. For each index i, since
it rides exactly on the integer number, it can be treated as half smaller than the integer, and half
greater. Hence, the empirical FAP can be written as αem =
i− 1
2
N . The comparison of Gaussian and
numerical integration method shows in Fig. 3.4.
The numerical integration method gave a better estimation compared to the Gaussian method.
The FAP calculated by numerical integration has a factor of 2 - 4 from empirical FAP. However
it gave an accurate estimation on the lowest FAP point. The lowest näıve p-value from those 35
bands was pN = 3.5 × 10−3; this corresponds to the empirical p-value of 1.4%. We see there was
a significant offset from the Gaussian method. While even though we consider pN = 3.5 × 10−3 a
threshold, all signals were still confidently detected (Messenger et al., 2015). The numerical method
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Table 3.4: MDC candidates from initial search
index f0 (Hz) a sin i (lt-s) Tasc (GPSs) ρ
1 54.498403 1.379943 1245967654.397 889.6
2 64.411957 1.760482 1245967606.925 583.4
3 73.795566 1.530716 1245967444.666 1291.8
4 93.909527 1.521172 1245966935.347 129.1
5 154.916877 1.393906 1245967571.500 151.7
6 183.974888 1.509491 1245967571.500 123.3
7 191.580354 1.518074 1245967299.473 1395.1
8 213.232219 1.308126 1245967545.567 134.3
9 233.432567 1.233616 1245967314.940 379.1
10 244.534655 1.285918 1245967106.042 694.8
11 254.415082 1.075181 1245967376.630 32.1
12 271.739957 1.445016 1245967314.508 188.8
13 300.590481 1.260654 1245967196.500 94.0
14 330.590394 1.329194 1245967521.322 706.6
15 362.990829 1.609887 1245967596.743 1512.7
16 394.685612 1.313444 1245967210.511 6138.8
17 402.721181 1.252187 1245967251.267 142.3
18 454.865278 1.463945 1245967216.589 30.3
19 483.519618 1.550257 1245967401.424 218.8
20 514.568489 1.140690 1245967675.569 204.3
21 520.177430 1.335666 1245967698.703 29.8
22 542.952387 1.121364 1245967946.500 45.2
23 552.120573 1.329078 1245967591.475 578.2
24 560.754993 1.790046 1245967362.844 93.6
25 593.663108 1.610828 1245967633.069 81.0
26 622.605383 1.513084 1245967196.500 32.8
27 641.491665 1.585361 1245967267.720 86.6
28 650.344297 1.675752 1245967807.743 976.6
29 664.611459 1.581000 1245967612.744 320.2
30 674.711632 1.500132 1245967020.442 271.1
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Table 3.4: Table 3.4: MDC candidates form the original search before followup
31 683.436284 1.268045 1245967458.551 618.1
32 690.534721 1.517250 1245967412.714 31.1
33 700.866840 1.397940 1245967587.235 19.0
34 713.377960 1.144274 1245967116.754 811.3
35 731.006771 1.323185 1245967571.500 1806.7
36 744.255731 1.676803 1245967086.009 118.6
37 754.435937 1.414249 1245967542.264 180.2
38 761.538851 1.627370 1245966805.137 44.2
39 804.231797 1.651768 1245967166.346 72.7
40 812.280645 1.196419 1245967160.468 31.1
41 824.988627 1.418068 1245967872.446 33.8
42 862.398846 1.568864 1245967351.165 747.5
43 882.747927 1.460977 1245966764.150 122.5
44 931.005994 1.493535 1245967300.681 123.5
45 1081.398844 1.197345 1245967318.287 250.9
46 1100.905993 1.591023 1245967207.514 2384.9
47 1111.576728 1.344672 1245967038.521 128.9
48 1193.191833 1.575000 1245966920.491 15.1
49 1324.567282 1.592312 1245967425.039 430.1
50 1372.042154 1.313788 1245966882.991 135.4
index f0 (Hz) a sin i (lt-s) Tasc (GPSs) ρ
Table 3.4: notice period was not revolved due to the spacing of period greater than the uncertainty
of period in MDC, all candidates search on the best estimated value of P = 68023.70 s. Each point


















Figure 3.4: Comparison of Gaussian and numerical integration method with empirical false alarm
rate give by the cumulative distribution of the loudest point from noise bands
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is limited by cumulative floating errors as described in Section 2.2.9. For small FAP estimation
with numerical integration, extrapolation need to be applied to those candidate with ρ ≥ 7..
3.3.2 Followup procedure
The mismatch was defined as the fraction of loss of CrossCorr statistic on an offset optimal
template near the true parameter point. The initial search was done with a mismatch of 25% for
dimension. The first step is so-called “refinement” to search on the same initial grid points with
3 time denser with the same Tmax, where the mismatch in refinement is 2.78 % The “zoom” step
is a deeper search that can be used to confirm detection. We quadruple the Tmax and search on




)2 ∼ 5%. The
followup essentially can be repeated until significant loss of SNR due to spin wandering according
to equation (2.148).
Theoretically, the expected value of the statistic is proportional to
√
Tmax. In the MDC, injected
signals were quite strong for the sensitivity of CrossCorr, most of the closed signals were detected
significantly. We did the followup on the quietest 3 detections (Table 3.4). All of the statistics
increased after coherence time increased.
All 50 closed signals were detected at the first stage. For the open signal search, we found 49
signals, one of them was a marginal detection and confirmed in followup. One signal was missed
in open data. The followup processes were carried out on marginal detection and the missing
signal. They were more realistic for actual detection criteria. We zoomed on the refined grid of
these two candidates and confirmed the marginal detection. The marginal detection at ρ = 6.7
was confirmed by followup. We did refinement and zoom on the loudest few candidates from the
missing signal, increasing coherence time brought down the detection significance. We looked up
the closest grid around the injection, the statistics was ∼ 3.5. The true signal did not managed to
show any significance from noise fluctuation, The results for open signals are shown in Fig. 3.6.
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Figure 3.5: Followup procedure by steps, consistent with O1 process(See Chap. 4), original best
point centered on the plot, refinement with same coherence time but 3 times finer in resolution,
























Figure 3.6: open signal results, marginal detection increased after followup
3.3.3 Parameter Estimation
In our MDC search, we used an interpolation method to fit the ρ surface on the finest grid (if
followup proceeded, use grid from followup) near the best point and estimated the parameters by
the fitted surface’s peak. The results were empirically adjusted by open data. This method helped
us to achieve the smallest uncertainty in parameter estimation (Messenger et al., 2015).
The actual surface in parameter space is ρ(λ), where the parameters are expressed as a vector λ.
The parameter λi can be chosen from parameters such as {f, a sin i, Tasc, ...}. We use a polynomial
surface given by the least-square condition to fit the unknown surface. We can define the polynomial
surface as ρpoly(λ), and use the peak to estimate the parameters. We define the parameter of the
fitted surface peak as λt. The interpolated parameters λt are not the actual injected parameters
λs due to multiple errors. We can estimate the offset to determine the uncertainty.
We also define the peak of the ρ(λ) surface as λp, which is parameters of the maximum of the
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actual ρ including noise, λg are the parameters of the highest ρ value in the finest grid from search,
and λm are the parameters of the maximum of E [ρ].
There are three kinds of errors: systematic, interpolation and noise errors. The systematic error
is caused by the unknown inclination angle of the NS. In our search the combination of strength
and inclination angle heff0 was best filtered. The unspecified inclination angle affects the parameter
estimation. The unknown systematic offset λm−λs can be estimated by averaging (λmi −λsi )2 over
cos (ι), which was discussed in Section 2.2.6. The statistical error λp−λm is the intrinsic statistical
property of the cross-correlation statistic, where the E [ρ] is normal distributed. The final one is
the interpolation error λt−λp carried out by the difference of the interpolation model and the true
surface ρ(λ). The overall error is estimated by a quadrature sum of these three errors. We will
calculate interpolation and statistical errors separately.
Interpolation Error We expand the statistic value around the best grid point λg using a
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In equation (3.5), where i labels the parameters, a labels the points in the parameter space grid
that we searched on (ρa and λa series are given by search results), (·)T denotes transpose matrix
and µ labels the unknown quantities for each order, with








j − λgj )}, {(λai − λ
g
i )}, 1} . (3.7)
The least-squares condition finds the “best” set of {Gµ} to minimize the sum of the offset of the
































best = Vµ , (3.10)
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We can rewrite equation (3.10) into a matrix form:
MĜ best = V (3.13)
and solve the linear equations
Ĝ best = M
−1V . (3.14)







Vν . We can go back to equation (3.11), where the {Aaµ} is simply the grid
spacing near λb. If we assume the grid point is chosen symmetrically around λb, we can see all terms
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with an odd number in expression would vanish due to odd symmetry. The remaining elements
are diagonal and off-diagonal terms which are products of even power of parameter offset. It can
be proved that the ratio of
Mij√
MiiMjj
of non-vanishing elements decreases with the number of grid
points as an approximately inverse power law. Here we assume that 27 points we used were big






We use the fitted quantities {Gµbest} to define the interpolation parameters λt by calculating
the peak parameters:
λt = λg − 1
2
ĝ−1bestε̂ best . (3.15)







− ĜTbestA . (3.16)





(N − F ) =
S best
(N − F ) . (3.17)
In our MDC search, we empirically chose 3 × 3 × 3 grid points around the λg to perform the
fitting. The F is the number fitting quantities. For our 3 parameter {f, a sin i, Tasc} case we have
1 quantity for constant term, 3 for linear terms and 6 counterparts for quadratic terms. Hence we
lose 10 degrees of freedom. We have F = 10 and N = 27.
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0. The uncertainty of {Ĝµbest} can be calculated by the covariance matrix (Weisberg, 2005), here











= M−1 σ̂2 .
(3.18)








We calculate the error of λt from its covariance matrix:






Cov (ĝ−1bestε̂ best) .
(3.20)
The matrix ∆g best and the vector ∆ε best are subsets of ∆Ĝ best given by (3.19).
We apply the assumption that ∆ĝbest is small compare with ĝ best, the error matrix for ĝ
−1
best
can be estimated by:






= I , (3.21)
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and ignoring the cross terms of error matrix,
∆ĝ−1best ≈ − ĝ−1best ∆ĝ best ĝ−1best . (3.22)




ĝ−1best∆ε best −∆ĝ−1bestε̂ best
)
. (3.23)


















Statistical Error We know that the maximum of E [ρ(λ)] is at λm, but this is not the peak of
the actual ρ(λ) surface because of statistical error. To estimate this, consider the expansion near
λm:




m)(λi − λmi )(λj − λmj ) . (3.25)
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The peak λp is defined by
0 = ρ,i(λ
p) ≈ ρ,i(λm) + ρ,ij(λm)(λpj − λmj ) . (3.26)
Here we use the notation of “comma derivative”, e.g., ρ,i(λ














= 0, , (3.27)




= 0. We’re interested in
Cov[(λpi − λmi ), (λ
p
j − λmj )]. (3.28)
Since Var(λpi −λmi ) is a measure of the statistical error. If we write in the form of parameter metric
form:
ρ,ij(λ









and if we neglect the random uncertainty in ρ(λm) itself, we can focus on
Cov[ρ,i(λ
m), ρ,j(λ
m)] = TrW,iW,j + 2h
2
0 TrW,iW,jĜw , (3.31)
where we have used a calculation analogous to that for equation (2.59):
Var(ρ) = TrW2 + 2µ†W2µ = TrW2 + 2h20 TrW
2Ĝ . (3.32)
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Again, if only considering the diagonal terms, the statistical error on λi is thus estimated as
√






3.3.4 Results and Comparison
We searched both closed and open signals for the MDC and declared detection for 99 of the
signals. The parameter estimation was done by the method described in Section 3.3.3. The 960
Hz signal in the open data was a marginal detection; of the rest 98 signals were detected with low
FAP. For those 6 signals followed up, we estimated their parameters on the final grid points. The
results of the full 99 detections are listed in Table 3.5 and Table 3.6.
As a result, the interpolation gave us accuracy estimate on the parameters {f, a sin i, Tasc}. For
the frequency estimation the typical uncertainty for Crosscorr is at the order of 10−6 Hz which
is roughly at least 100 times finer compared to the other pipelines. The uncertainty in a sin i
is estimated to be 10−5 s, as a comparison, for the only pipeline presented estimation on a sin i,
Twospect gave an uncertainty at ∼ 0.02 s. While other pipelines using unmodelled algorithm or
averaging the effect of the orbital motion of NS. Other pipelines didn’t provide estimation on Tasc
due to their design philosophy. The uncertainty in Tasc given by CrossCorr was at order of a few
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Table 3.5: MDC closed signal parameter estimation
index f0 (Hz) a sin i (lt-s) Tasc (GPSs) h0
1 54.498397 ± 0.000005 1.37922 ± 0.00003 1245967664.9 ± 0.3 5.27e-25 ± 1.60e-25
2 64.411972 ± 0.000005 1.76425 ± 0.00003 1245967592.6 ± 0.2 4.80e-25 ± 1.46e-25
3 73.795575 ± 0.000005 1.53425 ± 0.00002 1245967461.8 ± 0.1 6.68e-25 ± 2.03e-25
4 93.909525 ± 0.000005 1.51982 ± 0.00010 1245966927.7 ± 0.7 2.19e-25 ± 6.65e-26
5 154.916878 ± 0.000006 1.39217 ± 0.00007 1245967560.4 ± 0.6 2.59e-25 ± 7.89e-26
6 183.974911 ± 0.000006 1.50950 ± 0.00007 1245967551.5 ± 0.5 2.41e-25 ± 7.32e-26
7 191.580343 ± 0.000006 1.51798 ± 0.00001 1245967298.5 ± 0.1 7.87e-25 ± 2.39e-25
8 213.232193 ± 0.000005 1.31018 ± 0.00006 1245967523.3 ± 0.5 2.60e-25 ± 7.91e-26
9 233.432561 ± 0.000005 1.23119 ± 0.00002 1245967330.9 ± 0.2 4.33e-25 ± 1.32e-25
10 244.534698 ± 0.000005 1.28438 ± 0.00002 1245967111.2 ± 0.2 5.89e-25 ± 1.79e-25
11 254.415051 ± 0.000010 1.07256 ± 0.00051 1245967360.8 ± 4.8 1.52e-25 ± 4.64e-26
12 271.739915 ± 0.000005 1.44279 ± 0.00004 1245967302.0 ± 0.3 3.14e-25 ± 9.57e-26
13 300.590443 ± 0.000006 1.25867 ± 0.00006 1245967177.1 ± 0.5 2.23e-25 ± 6.80e-26
14 330.590352 ± 0.000005 1.33065 ± 0.00001 1245967521.8 ± 0.1 5.99e-25 ± 1.82e-25
15 362.990816 ± 0.000005 1.61102 ± 0.00001 1245967585.6 ± 0.1 8.72e-25 ± 2.65e-25
16 394.685584 ± 0.000005 1.31369 ± 0.00001 1245967197.5 ± 0.1 1.78e-24 ± 5.40e-25
17 402.721231 ± 0.000005 1.25489 ± 0.00006 1245967249.4 ± 0.5 3.14e-25 ± 9.55e-26
18 454.865253 ± 0.000009 1.46576 ± 0.00027 1245967220.8 ± 1.9 1.42e-25 ± 4.34e-26
19 483.519625 ± 0.000005 1.55220 ± 0.00004 1245967398.0 ± 0.2 3.84e-25 ± 1.17e-25
20 514.568406 ± 0.000005 1.14005 ± 0.00005 1245967686.4 ± 0.5 4.05e-25 ± 1.23e-25
21∗ 520.177354 ± 0.000001 1.33668 ± 0.00003 1245967674.0 ± 0.4 1.27e-25 ± 3.87e-26
22 542.952467 ± 0.000008 1.11885 ± 0.00019 1245967930.1 ± 1.8 1.96e-25 ± 5.97e-26
23 552.120596 ± 0.000005 1.32779 ± 0.00002 1245967590.3 ± 0.1 6.21e-25 ± 1.89e-25
24 560.755040 ± 0.000006 1.79215 ± 0.00009 1245967379.4 ± 0.6 2.81e-25 ± 8.54e-26
25 593.663041 ± 0.000006 1.61263 ± 0.00007 1245967623.9 ± 0.5 2.42e-25 ± 7.36e-26
26 622.605391 ± 0.000009 1.51328 ± 0.00019 1245967202.6 ± 1.3 1.47e-25 ± 4.48e-26
27 641.491605 ± 0.000006 1.58442 ± 0.00006 1245967256.8 ± 0.4 2.47e-25 ± 7.53e-26
28 650.344225 ± 0.000005 1.67707 ± 0.00002 1245967829.5 ± 0.1 9.33e-25 ± 2.84e-25
29 664.611440 ± 0.000005 1.58258 ± 0.00002 1245967610.8 ± 0.1 4.68e-25 ± 1.42e-25
30 674.711567 ± 0.000005 1.49935 ± 0.00002 1245967003.2 ± 0.1 4.50e-25 ± 1.37e-25
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Table 3.5: MDC closed signal parameter estimation
31 683.436214 ± 0.000005 1.26949 ± 0.00001 1245967454.3 ± 0.1 6.63e-25 ± 2.02e-25
32 690.534690 ± 0.000009 1.51834 ± 0.00017 1245967418.1 ± 1.2 1.44e-25 ± 4.41e-26
33∗ 700.866835 ± 0.000002 1.39993 ± 0.00004 1245967595.1 ± 0.4 1.06e-25 ± 3.24e-26
34 713.377996 ± 0.000005 1.14577 ± 0.00001 1245967095.1 ± 0.1 8.29e-25 ± 2.52e-25
35 731.006813 ± 0.000005 1.32176 ± 0.00001 1245967576.4 ± 0.1 1.12e-24 ± 3.42e-25
36 744.255707 ± 0.000005 1.67768 ± 0.00004 1245967084.0 ± 0.3 2.81e-25 ± 8.56e-26
37 754.435962 ± 0.000005 1.41385 ± 0.00003 1245967538.9 ± 0.2 3.44e-25 ± 1.05e-25
38 761.538791 ± 0.000008 1.62584 ± 0.00014 1245966819.8 ± 0.9 1.95e-25 ± 5.93e-26
39 804.231723 ± 0.000007 1.65191 ± 0.00008 1245967157.2 ± 0.6 2.40e-25 ± 7.30e-26
40 812.280731 ± 0.000011 1.19657 ± 0.00019 1245967158.6 ± 1.8 1.56e-25 ± 4.75e-26
41 824.988636 ± 0.000014 1.41714 ± 0.00025 1245967876.5 ± 1.8 1.75e-25 ± 5.34e-26
42 862.398930 ± 0.000005 1.56701 ± 0.00001 1245967346.9 ± 0.1 7.84e-25 ± 2.38e-25
43 882.747971 ± 0.000006 1.46248 ± 0.00006 1245966751.6 ± 0.5 3.41e-25 ± 1.04e-25
44 931.006001 ± 0.000006 1.49174 ± 0.00004 1245967290.1 ± 0.3 3.19e-25 ± 9.71e-26
45 1081.398954 ± 0.000005 1.19854 ± 0.00002 1245967314.6 ± 0.2 4.54e-25 ± 1.38e-25
46 1100.906024 ± 0.000005 1.58970 ± 0.00001 1245967204.9 ± 0.1 1.38e-24 ± 4.19e-25
47 1111.576830 ± 0.000006 1.34485 ± 0.00003 1245967050.4 ± 0.3 3.27e-25 ± 9.96e-26
48∗ 1193.191898 ± 0.000007 1.57519 ± 0.00005 1245966916.6 ± 0.5 9.73e-26 ± 2.98e-26
49 1324.567360 ± 0.000005 1.59165 ± 0.00001 1245967424.6 ± 0.1 5.83e-25 ± 1.77e-25
50 1372.042158 ± 0.000006 1.31512 ± 0.00003 1245966871.6 ± 0.3 3.65e-25 ± 1.11e-25
index f0 (Hz) a sin i (lt-s) Tasc (GPSs) h0
Table 3.5: 50 found signals in closed data. Signals with a ∗ on their index were followed up, the
parameters were estimated on the best grid in followup. The h0 was estimated at the best grid
point, uncertainty given by system error, the rest parameters were estimated with a interpolation
method, interpolation, error, systematic error and statistical error were added to quadrature.
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Table 3.6: MDC open signal parameter estimation
index f0 (Hz) a sin i (lt-s) Tasc (GPSs) h0
1 84.771541 ± 0.000006 1.37397 ± 0.00008 1245967611.9 ± 0.6 3.48e-25 ± 1.06e-25
2 104.625343 ± 0.000006 1.64906 ± 0.00008 1245967633.4 ± 0.5 2.91e-25 ± 8.85e-26
3 110.200113 ± 0.000006 1.40207 ± 0.00008 1245967288.4 ± 0.7 2.83e-25 ± 8.60e-26
4 121.891394 ± 0.000006 1.68758 ± 0.00031 1245967825.7 ± 1.9 2.19e-25 ± 6.67e-26
5 132.982854 ± 0.000006 1.46515 ± 0.00006 1245967394.1 ± 0.5 2.99e-25 ± 9.11e-26
6 141.075971 ± 0.000006 1.42341 ± 0.00004 1245967502.3 ± 0.3 3.64e-25 ± 1.11e-25
7 161.583669 ± 0.000006 1.51137 ± 0.00010 1245967308.4 ± 0.7 2.11e-25 ± 6.41e-26
8 172.756023 ± 0.000006 1.44100 ± 0.00003 1245967434.4 ± 0.2 4.14e-25 ± 1.26e-25
9 201.262939 ± 0.000006 1.41545 ± 0.00001 1245967301.7 ± 0.1 7.02e-25 ± 2.14e-25
10 224.144679 ± 0.000006 1.47979 ± 0.00005 1245967521.6 ± 0.4 2.49e-25 ± 7.58e-26
11 264.281380 ± 0.000006 1.69828 ± 0.00003 1245967354.5 ± 0.2 3.38e-25 ± 1.03e-25
12 281.337625 ± 0.000006 1.17982 ± 0.00001 1245967508.2 ± 0.1 1.04e-24 ± 3.18e-25
13 290.823765 ± 0.000006 1.61367 ± 0.00004 1245967340.0 ± 0.3 2.38e-25 ± 7.25e-26
14 314.176654 ± 0.000006 1.40536 ± 0.00007 1245967402.5 ± 0.5 1.85e-25 ± 5.65e-26
15 323.955452 ± 0.000006 1.26352 ± 0.00002 1245967383.2 ± 0.2 3.42e-25 ± 1.04e-25
16 342.862885 ± 0.000006 1.64525 ± 0.00006 1245967576.8 ± 0.4 1.92e-25 ± 5.85e-26
17 353.915442 ± 0.000006 1.25598 ± 0.00001 1245967480.7 ± 0.1 4.80e-25 ± 1.46e-25
18 373.100171 ± 0.000006 1.42186 ± 0.00004 1245966643.4 ± 0.3 3.43e-25 ± 1.04e-25
19 382.922147 ± 0.000006 1.54326 ± 0.00002 1245966973.5 ± 0.1 5.46e-25 ± 1.66e-25
20 412.535820 ± 0.000006 1.29095 ± 0.00014 1245967494.2 ± 1.1 2.07e-25 ± 6.31e-26
21 420.374419 ± 0.000005 1.41000 ± 0.00002 1245967533.5 ± 0.1 6.85e-25 ± 2.09e-25
22 431.348808 ± 0.000005 1.56815 ± 0.00004 1245967700.5 ± 0.3 3.65e-25 ± 1.11e-25
23 441.111590 ± 0.000005 1.11800 ± 0.00001 1245967533.8 ± 0.1 1.08e-24 ± 3.30e-25
24 460.690484 ± 0.000005 1.36291 ± 0.00003 1245967249.3 ± 0.2 4.78e-25 ± 1.46e-25
25 472.461791 ± 0.000007 1.40982 ± 0.00018 1245967175.1 ± 1.4 1.72e-25 ± 5.23e-26
26 490-495 non-detection
27 502.968095 ± 0.000005 1.44543 ± 0.00002 1245967334.2 ± 0.2 6.20e-25 ± 1.89e-25
28 533.315090 ± 0.000006 1.24689 ± 0.00010 1245967070.3 ± 0.9 2.13e-25 ± 6.49e-26
29∗ 584.411569 ± 0.000002 1.35154 ± 0.00006 1245967429.1 ± 0.6 9.32e-26 ± 2.85e-26
30 601.650518 ± 0.000011 1.37747 ± 0.00025 1245967632.7 ± 2.0 1.29e-25 ± 3.95e-26
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Table 3.6: MDC open signal parameter estimation
31 614.940147 ± 0.000005 1.66961 ± 0.00001 1245967226.6 ± 0.1 1.53e-24 ± 4.67e-25
32 774.972652 ± 0.000005 1.57827 ± 0.00001 1245967570.2 ± 0.1 6.18e-25 ± 1.88e-25
33 833.577320 ± 0.000008 1.36095 ± 0.00010 1245967431.1 ± 0.8 2.11e-25 ± 6.43e-26
34 891.326678 ± 0.000009 1.26229 ± 0.00012 1245967297.9 ± 1.0 1.90e-25 ± 5.80e-26
35 921.948582 ± 0.000005 1.36024 ± 0.00002 1245967336.7 ± 0.2 4.20e-25 ± 1.28e-25
36∗ 962.723964 ± 0.000008 1.69597 ± 0.00010 1245966855.3 ± 0.7 7.46e-26 ± 2.30e-26
37 1041.337665 ± 0.000006 1.70274 ± 0.00004 1245967360.0 ± 0.2 3.17e-25 ± 9.64e-26
38 1052.058216 ± 0.000009 1.22725 ± 0.00011 1245967323.1 ± 1.0 1.78e-25 ± 5.43e-26
39 1123.514616 ± 0.000006 1.08897 ± 0.00004 1245967648.7 ± 0.4 3.96e-25 ± 1.20e-25
40 1161.526525 ± 0.000006 1.58083 ± 0.00003 1245967210.1 ± 0.2 3.62e-25 ± 1.10e-25
41 1172.592166 ± 0.000015 1.44080 ± 0.00018 1245967202.6 ± 1.4 1.33e-25 ± 4.08e-26
42 1180.516055 ± 0.000007 1.41814 ± 0.00006 1245967319.5 ± 0.5 2.30e-25 ± 7.01e-26
43 1254.216635 ± 0.000005 1.59911 ± 0.00001 1245967310.5 ± 0.0 8.28e-25 ± 2.52e-25
44∗ 1282.678815 ± 0.000007 1.19672 ± 0.00005 1245967066.5 ± 0.4 9.08e-26 ± 2.78e-26
45 1292.729786 ± 0.000008 1.32840 ± 0.00006 1245967376.5 ± 0.5 2.14e-25 ± 6.52e-26
46 1303.272106 ± 0.000006 1.62761 ± 0.00003 1245967576.4 ± 0.2 3.28e-25 ± 9.97e-26
47 1330.589294 ± 0.000006 1.34455 ± 0.00002 1245967186.4 ± 0.2 3.67e-25 ± 1.12e-25
48 1361.897527 ± 0.000005 1.88349 ± 0.00001 1245967416.9 ± 0.1 5.90e-25 ± 1.80e-25
49 1392.540397 ± 0.000007 1.49281 ± 0.00004 1245967385.0 ± 0.3 2.55e-25 ± 7.76e-26
50 1451.225861 ± 0.000005 1.50342 ± 0.00001 1245967531.5 ± 0.1 4.91e-25 ± 1.49e-25
index f0 (Hz) a sin i (lt-s) Tasc (GPSs) h0
Table 3.6: 49 found signals in open data. Signals with a ∗ on their index were followed up, the
parameters were estimated on the best grid in followup. The h0 was estimated at the best grid
point, uncertainty given by system error, the rest parameters were estimated with a interpolation
method, interpolation, error, systematic error and statistical error were added to quadrature. The
490 Hz signal was note detected
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seconds. The uncertainty in h0 estimation is dominated by the unknown inclination angle. We
gave a similar level of uncertainty with other method, which is ∼ (1− 2)× 10−25 (Messenger et al.,
2015).
3.4 MDC Conclusion
In the MDC, we performed our first large-scale search on the mock data. As the final participant,
we managed to finish pipeline test and developed a series of software tools of cluster job control,
optimization of searching setup, post-processing, followup on candidates in Gaussian data, detection
significance and parameter estimation. We effectively went over the complete process for real LIGO
observation. It was an important milestone for our first O1 search. The optimization method by
distributing computing cost by detection probability was a quantitative guide for us to choose
search setups. The interpolation method was a novel parameter estimation method for our sibling
pipelines. This method gave a best parameter estimation accuracy even compared to our own
search grid.
The method turned out to the most sensitive method for MDC, with the detection results and
comparison shown in Fig. 3.7. The MDC was provided with expected aLIGO design sensitivity,
the injected signals were relatively strong for the CrossCorr pipeline. While for the quietest few
signals near the torque balance level, we are technically sensible to see the detection if the signals
were presented in lower frequency obeying the torque balance limit level. It was the first step for
our method to get closer to see an astrophysical practicable signal in near future.
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Figure 3.7: MDC detection results from the different pipelines by heff0 recreated from Messenger
et al. (2015) by John Whelan (Whelan et al., 2016)
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CHAPTER 4
ADVANCED LIGO O1 OBSERVATION
Statement: This chapter was adapted from “Upper Limits on Gravitational Waves from Scor-
pius X-1 from a Model-Based Cross-Correlation Search in Advanced LIGO Data” by the LIGO
Scientific Collaboration, the Virgo Collaboration and D. Steeghs, L. Wang, submitted to APJ
(2017).
4.1 Search Parameters
O1 was the first Advanced LIGO observing run starting from September 2015 to January 2016.
The CrossCorr pipeline did the first Sco X-1 observation using the whole O1 data. In this search,
we used new prior on projected semi-major axis and applied the technologies developed in MDC.
In this section, we will introduce the the general search parameters and setup.
The data are split into segments of length Tsft between 240 s and 1400 s (depending on frequency)
and Fourier transformed. In a given data segment or SFT, the signal is expected to be found in
a particular Fourier bin (or bins, considering the effects of spectral leakage). The signal bins are
determined by the intrinsic frequency and the expected Doppler shift, which is in turn determined
by the time and detector location, as well as the assumed orbital parameters of the LMXB. If the
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Table 4.1: Parameters used for the Cross-Correlation search.
Parameter Range
f0 (Hz) [25, 2000]
a sin i (lt-s) [0.36, 3.25]
Tasc (GPS s) 1131415404± 3× 179
Porb (s) 68023.70± 3× 0.04
Table 4.1: Ranges for Tasc and Porb are chosen to cover ±3σ of the observational uncertainties,
as illustrated in figure 4.2. The range for the projected semimajor axis a sin i = K1Porb/(2π) in
light-seconds was taken from the constraint K1 ∈ [10, 90] km/s, which was the preliminary finding
of Wang (2017) available at the time the search was constructed. Note that this range of a sin i
values is broader than that used in previous analyses, which assumed a value from Abbott et al.
(2007) of 1.44 lt-s with a 1σ uncertainty of 0.18 lt-s. This value for the time of ascension has
been propagated forward by 3435 orbits from the value in Table 4.1, and corresponds to a time of
2015-Nov-13 02:03:07 UTC, near the middle of the O1 run. (This is useful when constructing the
lattice to search over orbital parameter space, as noted in Whelan et al. (2015). The increase in
uncertainty is due to the uncertainty in Porb.
SFTs are labelled by an index K, L, etc., which encodes both the detector in question and the
time of the SFT, and zK is the appropriately normalized Fourier data in the bin(s) of interest, the











This includes the product of data from SFTs K and L, where KL is in a list of allowed pairs P,
defined by K < L and |TK − TL| ≤ Tmax, i.e., the times of the two different data segments should
differ by no more than some specified lag time Tmax, which we also refer as the coherence time. The
complex weighting factors WKL are chosen [according to equations (2.33-2.36) and (3.5) of Whelan
et al. (2015)] to maximize the expected statistic value subject to the normalization Var(ρ) = 1.
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The expected statistic value is then













This is the quantity called %ave in Whelan et al. (2015)] and heff0 is the combination of h0 and cos ι
defined in equation (2.65), SK is constructed from the noise power spectrum and Γ
ave
KL from the
antenna patterns for detectors K and L at the appropriate times, Ndet is the number of detectors
participating in the search, Tobs is the observing time per detector, and the factor of 0.903 arises
from spectral leakage, assuming we consider contributions from all Fourier bins. Increasing Tmax
increases the sensitivity of the search, but also increases the computing cost.
In order to maximize the chance for a potential detection, a range of choices for Tmax was used
for different values of signal frequency and orbital parameters. The method used longer coherence
times in regions of parameter space where (1) the detectable signal level given the frequency-
dependent instrumental noise was closer to the expected signal strength from torque balance, (2)
the cost of the search was lower due to template spacing, i.e., at lower frequencies and a sin i values,
or (3) the signal had higher prior probability of being found, i.e., closer to the most likely value of
Tasc. This is illustrated in figure 4.1. The full set of coherence times used ranges from 25290 s for
25–50 Hz (for the most likely Tasc and smallest a sin i values) to 240 s at frequencies above 1200 Hz.
The search was performed using a bank of template signals laid out in hypercubic lattice in the
signal parameters of intrinsic frequency f0, projected semimajor axis a sin i, time of ascension Tasc,
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Tmax (s) for 100-150 Hz
Figure 4.1: Example of coherence times Tmax, in seconds, chosen as a function of the orbital param-
eters of the NS. Increasing coherence time improves the sensitivity but increases the computational
cost of the search. The values are chosen to roughly optimize the search (by maximizing detection
probability at fixed computing cost subject to some arbitrary assumptions about the prior on h0)
assuming a uniform prior on the projected semimajor axis a sin i and a Gaussian prior on the time
of ascension Tasc. Longer coherence times are used for more likely values of Tasc (within ±1σ of
the mode of the prior distribution) and for smaller values of a sin i (at which the parameter space
metric of Whelan et al. (2015) implies a coarser resolution in Tasc and reduced computing cost).
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Search region for O1
Figure 4.2: Range of search parameters Tasc and Porb. The ellipses show curves of constant prior
probability corresponding to 1σ, 2σ, and 3σ, including the effect of correlations arising from prop-
agation of the Tasc estimate from Table 4.1 to the mid-run value in Table 4.1. The search region
is chosen to include the 3σ ellipse, with the range of Tasc within ±1σ receiving a deeper search,
as illustrated in figure 4.1. Note that the apparent inefficiency in searching unlikely regions of
Tasc-Porb space is mitigated by the fact that the search does not typically resolve Porb, resulting in
only one value being included in the search.
and (where appropriate) orbital period Porb. The range of values in each direction, motivated by
Table 4.1 and figure 4.2, is shown in Table 4.1. The lattice spacing for the initial search was chosen
to correspond to a nominal metric mismatch (fractional loss of SNR associated with a one-lattice-
spacing offset in a given direction, assuming a quadratic approximation) of 25% in each of the
four parameters, using the metric computed in Whelan et al. (2015). The lattice was constructed
(and spacing computed) for each of the 18 orbital parameter space cells shown in figure 4.1 in each
0.05 Hz-wide frequency band. This resulted in a total of ∼ 9 × 105 to 2 × 108 detection statistics
per 0.05 Hz, as detailed in Table 4.2.
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Table 4.2: summary of numbers of templates and candidates
min max min max ρ number of expected level level level level
f0 (Hz) f0 (Hz) Tmax (s) Tmax (s) threshold templates Gasussian 0 1 2 3
false alarms
25 50 10080 25920 6.5 1.58× 1010 0.6 269 212 62 6
50 100 8160 19380 6.5 7.96× 1010 3.2 499 473 209 14
100 150 6720 15120 6.5 1.51× 1011 6.1 605 571 304 29
150 200 5040 11520 6.5 1.62× 1011 6.5 456 432 260 35
200 300 2400 6600 6.5 1.33× 1011 5.3 220 194 87 29
300 400 1530 4080 6.5 6.62× 1010 2.7 254 216 23 10
400 600 360 1800 6.5 1.62× 1010 0.6 88 26 2 1
600 800 360 720 6.2 5.80× 109 1.6 78 15 2 2
800 1200 300 300 6.0 1.18× 1010 11.7 145 134 3 0
1200 2000 240 240 6.0 3.12× 1010 30.8 442 107 6 1
Table 4.2: For each range of frequencies, this table shows the minimum and maximum coherence time
Tmax used for the search, across the different orbital parameter space cells (see figure 4.1), the threshold in
SNR ρ used for followup, the total number of templates, and the number of candidates at various stages of
the process. (See section 4.2.1 for detailed description of the followup procedure.
expected Gaussian false alarms: This is the number of candidates that would be expected in Gaussian noise,
given the number of templates and the followup threshold.
level 0: This is actual number of candidates (after clustering) which crossed the SNR threshold and were
followed up.
level 1: This is the number of candidates remaining after refinement. All of the candidates “missing” at
this stage have been removed by the single-detector veto for unknown lines.
level 2: This is the number of candidates remaining after each has been followed up with a Tmax equal to 4×
the original Tmax for that candidate. (True signals should approximately double their SNR; any candidates
whose SNR goes down have been dropped.) All of the signals present at this stage are shown in figure 4.4,
which also shows the behavior of the search on simulated signals injected in software.
level 3: This is the number of candidates remaining after Tmax has been increased to 16× its original value.
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Figure 4.3: Selection of followup threshold as a function of frequency. If the data contained no
signal and only Gaussian noise, each template in parameter space would have some chance of
producing a statistic value exceeding a given threshold. Within each 0.05 Hz frequency band, the
total number of templates was computed and used to find the threshold at which the expected
number of Gaussian outliers above that value would be 0.1 (short blue lines). For simplicity,
the actual followup threshold was chosen near or below that level, producing thresholds of 6.5
for 25 Hz < f0 < 400 Hz, 6.2 for 400 Hz < f0 < 600 Hz, and 6.0 for 600 Hz < f0 < 2000 Hz (black
dashed line). Note that the large number of non-Gaussian outliers (cf. Table 4.2 makes the Gaussian
followup level an imprecise tool in any event.
4.2 Observation Results
4.2.1 Followup of Candidates
Although the detection statistic ρ is normalized to have zero mean and unit variance in Gaussian
noise, the trials factor associated with the large number of templates at different points in parameter
space results in numerous candidates with ρ & 6. A followup was performed whenever ρ exceeded
a threshold of 6.5 for 25 Hz < f0 < 400 Hz, 6.2 for 400 Hz < f0 < 600 Hz, and 6.0 for 600 Hz < f0 <
2000 Hz.
These thresholds were chosen in light of the number of templates searched (cf. Table 4.2) as
a function of frequency. For each 5 Hz band, the threshold was calculated at which the expected
number of Gaussian outliers was 0.1. For simplicity, the three thresholds (6.5, 6.2, and 6.0) were
chosen to be close to or slightly below these threshold values, showed in Table 4.3. As a result,
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the number of expected Gaussian outliers per 5 Hz was between 0.06 and 0.92. Table 4.2 shows
the total expected number of outliers in each range of frequencies, under the Gaussian assumption.
Since the noise was not Gaussian, the actual number of signals followed up was significantly larger,











The followup procedure was as follows:
 Data contaminated by known monochromatic noise features (“lines”) in each detector were
excluded from the search from the start. In most cases, the time-dependent orbital Doppler
modulation of the expected signal meant that a narrow line only affected data relevant to a
subset of the SFTs from the run. Pairs involving these SFTs needed to be excluded from the
sum equation (4.1) and the normalization equation (4.4). The impact of this is illustrated in
figure 4.6 (in Section 4.4), which shows the reduction in the sensitivity % from the omission
of pairs from equation (4.4).
 Because a strong signal generally led to elevated statistic values over a range of frequencies,
all of the candidates within 0.02 Hz of a local maximum were “clustered” together, with the
location of the maximum determining the parameters of the candidate signal. These are
known as the “level 0” results.
 A “refinement” search was performed with the same Tmax as the original search, in a 13×13×
13×13 grid in f0, a sin i, Tasc and Porb centered on the original candidate, with a grid spacing
chosen to be 1/3 of the original spacing (with appropriate modifications for Porb depending
on whether that parameter was resolved in the original search). This procedure produces a
grid which covers ±2 grid spacings of the original grid, and has a mismatch of approximately
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25%× (1/3)2 ≈ 2.8%. The results of this refinement stage are known as “level 1”.
 A deeper followup was done on the level 1 results, with Tmax increased to 4× its original value.
According to the theoretical expectation in equation (4.4), this should approximately double
the statistic value ρ for a true signal. Since this increase in coherence time also produces a finer
parameter space resolution, the density of the grid was again increased by a further factor of
3 in each direction (resulting in a mismatch of approximately 25%×(1/3)2×(4/3)2 ≈ 4.9%)1,
and the size of the grid was 13× 13× 13× 13. The results of this followup stage are known
as “level 2”. Signals whose detection statistic ρ decreases at this stage are dropped from the
followup.
 Surviving level 2 results were followed up by once again quadrupling the coherence time Tmax,
to 16× the original value, and increasing the density by a factor of 3 in each direction, for
an approximate mismatch of 25%× (1/3)2 × (4/3)2 × (4/3)2 ≈ 8.8%. Again, true signals are
expected to approximately double their statistic values, and the grid is modified as at level
2. The results of this round of followup are known as “level 3”.
 Unknown instrumental lines in a single detector are likely to produce strong correlations
between SFTs from that detector. To check for this, at each stage of followup, level 1 and
beyond, a cross-correlation statistic ρHH was calculated using only data from LIGO Hanford
Observatory (LHO), and ρLL using only data from LIGO Livingston Observatory (LLO). If
we write ρHL as the statistic constructed using only pairs of one SFT from LHO and one from
LLO, the overall statistic can be written [cf. equations (2.36), (3.6) and (3.7) of Whelan et al.
(2015)]
ρ =
%HHρHH + %LLρLL + %HLρHL
%
, (4.5)
1Note that the increased mismatch means the highest SNR may not quite double, even for a true signal. As
figure 4.4 shows, simulated signals still show significant increases in SNR at levels 2 and 3 of the followup.
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Since for example E[ρ] = (heff0 )
2% > (heff0 )
2%HH = E[ρHH], we expect true signals to have
higher overall detection statistics ρ than single-detector statistics ρHH and ρLL. We therefore
veto any candidate for which ρHH > ρ or ρLL > ρ at any level of followup. This is responsible
for the reduction of candidates from level 0 to level 1 seen in Table 4.2.
A total of 127 candidates (the full set of outliers shown in Table 4.3.) survive level 3 of the
followup. To check whether any of them represent convincing detection candidates, we plot in
figure 4.4 the ratio by which the SNR increases from level 1 to level 2 and from level 2 to level 3.
We also plot the corresponding ratios for all of the candidates surviving level 2 (the 16× original
Tmax followup is not available for candidates which fail level 2), and also for the simulated signal
injections described in Section 4.4. We see that none of the candidates come close to doubling
their SNR at either stage; in fact, none of them even doubles its SNR from level 1 to level 3. We
empirically assess the followup procedure with the injections, and find that their SNRs generally
increase by slightly less than the näıvely expected factor of 2 (perhaps because of the increasing
mismatch at later followup levels). We do see that the injected signals (at least those which survive
level 2 followup and appear on the plot) nearly all increase their SNR noticeably more than any
of the candidates from the search. Also note that of the 666 injected signals (out of 754) which
produced ρ values above their respective thresholds, 652 survived all the levels of followup. (There
were 4 vetoed at level 1, 4 at level 2 and 6 at level 3 of the followup.) All but a handful of those 652
(between 1 and 4 depending on the stringency of the criterion) are well-separated from the bulk of
the search results in figure 4.4. We thus conclude that our followup procedure is relatively robust,
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Figure 4.4: Ratios of followup statistics for search candidates and simulated signals. This plot
shows all of the candidates that survived to level 2 of followup (see section 4.2.1 and Table 4.2),
both from the main search and from the analysis of the simulated signal injections described in
Section 4.4. It shows the ratios of the SNR ρ after followup level 1 (at the original coherence time
Tmax), level 2 (at 4× the original coherence time), and level 3 (at 16× the original coherence time).
The green dashed lines are at constant values of ρlevel 3/ρlevel 1 equal to 2 and 4, respectively. There
are no points with ρlevel 2/ρlevel 1 < 1, because those candidates do not survive level 2 followup and
are therefore not subjected to level 3 followup. From (4.1) and equation (4.4), the näıve expectation
is that the SNR will roughly double each time Tmax is quadrupled. Empirically, the followups of
injections do not show exactly that relationship, but vast majority do show significant increases in
SNR which are not seen in any of the followups of search candidates, leading to the conclusion that
no convincing detection candidates are present.
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and that there are no convincing detection candidates from the search.
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Table 4.3: Outliers survived O1 level 3 followup
f0 (Hz) a sin i (lt-s) Tasc − T0 Porb − P0 ρL3 r32 r21 Tmax (s)
32.026019 0.376 +223.90 +0.12 7.9 1.08 1.10 15840
35.093400 2.080 -56.25 +0.12 7.5 1.01 1.05 17280
35.382275 3.038 +382.50 +0.05 7.7 1.00 1.10 10080
36.819997 1.791 -33.42 -0.12 8.5 1.16 1.01 18720
43.347039 2.639 -409.78 +0.12 7.7 1.06 1.03 10080
46.865336 2.822 +308.06 +0.12 7.1 1.06 1.01 10080
59.370025 1.319 +22.51 -0.12 7.1 1.01 1.07 15300
65.484795 2.638 -255.17 -0.02 7.5 1.00 1.09 8160
71.423135 2.256 -298.83 -0.12 7.7 1.09 1.07 8160
72.207219 0.442 +88.11 -0.03 7.7 1.03 1.09 19380
74.364805 1.463 +93.67 +0.12 7.1 1.00 1.01 14280
78.561995 2.400 +3.53 -0.12 8.0 1.09 1.09 13260
78.951229 2.676 -21.67 +0.06 7.1 1.02 1.02 12240
79.408072 1.726 -499.37 +0.03 6.9 1.02 1.00 9180
82.953084 2.297 -17.31 +0.10 7.9 1.12 1.02 13260
83.848655 1.238 +124.13 +0.12 7.8 1.03 1.05 15300
88.786117 3.003 -285.40 +0.09 9.0 1.02 1.15 8160
91.579952 1.443 -323.92 -0.04 9.4 1.26 1.05 10200
96.924230 3.013 +26.07 -0.13 7.3 1.03 1.03 12240
98.759076 0.709 -430.74 +0.12 7.2 1.04 1.02 13260
100.087482 0.992 -81.03 +0.12 7.3 1.01 1.03 13440
102.023589 1.323 +130.39 +0.12 7.6 1.02 1.03 11760
103.270660 1.248 +158.94 -0.08 7.9 1.01 1.10 11760
105.059574 1.312 +136.36 -0.06 7.9 1.02 1.05 11760
109.166719 2.393 -214.15 -0.10 7.4 1.03 1.02 6720
110.852209 1.523 +69.39 +0.09 8.9 1.09 1.08 10920
120.521884 3.207 -498.61 +0.12 7.4 1.00 1.02 6720
121.298922 3.191 +71.57 -0.13 7.4 1.01 1.08 9240
121.380468 1.757 -529.60 +0.00 8.1 1.01 1.13 7560
122.294264 2.731 -28.60 +0.06 7.5 1.06 1.05 10080
126.932895 1.719 +147.46 -0.06 7.7 1.11 1.06 10920
128.138516 2.693 -434.33 -0.11 8.0 1.01 1.14 6720
131.931956 3.024 -23.31 +0.10 8.5 1.17 1.02 9240
132.633718 1.041 +114.33 -0.12 8.0 1.14 1.04 13440
133.767012 1.514 +145.16 +0.03 9.1 1.07 1.17 10920
134.868538 1.218 +27.51 -0.12 8.8 1.16 1.01 11760
135.250658 2.150 -61.83 -0.12 7.3 1.05 1.01 10920
136.488141 2.721 +212.94 -0.05 9.2 1.04 1.25 6720
136.597403 1.130 +2.69 +0.00 8.2 1.01 1.11 11760
137.753773 1.262 -137.25 -0.00 7.0 1.01 1.05 11760
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Table 4.3: outliers survived O1 level 3 followup
f0 (Hz) a sin i (lt-s) Tasc − T0 Porb − P0 ρL3 r32 r21 Tmax (s)
137.843146 2.407 +381.80 -0.02 7.9 1.08 1.04 6720
139.215182 2.976 +388.26 -0.12 8.8 1.01 1.09 6720
142.040340 0.995 +485.83 +0.10 7.7 1.06 1.06 8400
143.488975 3.172 -92.55 +0.06 6.9 1.04 1.01 9240
143.704047 1.059 -174.84 +0.12 7.9 1.04 1.01 13440
145.712117 2.496 +173.37 -0.07 7.1 1.04 1.01 10080
145.786645 3.149 -114.05 +0.06 8.2 1.08 1.05 9240
147.127860 3.105 +359.94 +0.02 8.2 1.19 1.01 6720
149.187689 3.197 +287.79 -0.10 8.2 1.08 1.07 6720
150.999822 2.924 +26.74 -0.12 7.6 1.14 1.01 7200
154.489798 2.724 -190.63 -0.12 8.2 1.09 1.10 5040
155.251629 0.479 -4.04 +0.03 7.4 1.08 1.03 11520
157.353063 1.421 +155.55 +0.06 7.4 1.05 1.02 9360
157.443875 1.748 +485.54 -0.12 7.2 1.01 1.00 5760
158.341163 2.621 +135.42 -0.08 6.6 1.01 1.00 7200
159.195105 1.607 -124.12 +0.11 7.6 1.06 1.06 8640
159.465033 1.181 -159.43 +0.12 7.5 1.09 1.04 9360
159.666367 2.486 -222.15 -0.05 6.8 1.00 1.00 5040
159.939355 1.331 +174.57 +0.02 7.3 1.01 1.01 9360
160.152031 3.123 +160.54 +0.13 8.5 1.17 1.08 7200
165.020510 3.194 -26.22 -0.08 8.8 1.06 1.05 7200
167.157391 2.181 -182.99 +0.10 8.5 1.18 1.06 5040
169.569606 3.246 -150.31 +0.09 7.3 1.11 1.01 7200
172.310739 1.250 +90.63 -0.08 7.5 1.02 1.06 9360
173.120595 2.071 -285.16 -0.07 7.5 1.10 1.01 5760
175.018827 1.988 +386.20 -0.12 8.7 1.04 1.13 5760
175.256855 2.931 +132.51 -0.05 7.2 1.08 1.00 7200
176.212923 0.985 +236.93 -0.03 8.0 1.01 1.07 6480
176.681877 3.181 +411.89 -0.12 7.7 1.02 1.06 5040
177.093610 0.477 -132.86 -0.12 7.9 1.09 1.08 11520
178.818245 2.269 -53.21 -0.13 8.3 1.16 1.01 7920
182.791281 3.224 +55.33 +0.03 8.8 1.14 1.16 7200
183.723651 1.111 +401.05 -0.09 7.5 1.00 1.10 5760
184.748649 0.553 +376.49 +0.12 8.0 1.11 1.03 7920
188.311900 1.877 -62.13 -0.12 8.7 1.06 1.14 7920
190.137030 3.002 -34.33 -0.09 7.3 1.03 1.02 7200
190.623434 2.604 +109.83 +0.13 8.3 1.10 1.15 7200
196.223350 3.053 -37.13 +0.06 7.2 1.02 1.05 7200
196.945488 2.206 +97.16 -0.01 7.7 1.05 1.05 7920
196.975970 2.982 -398.16 +0.08 7.3 1.03 1.03 5040
197.111431 0.386 +272.82 +0.12 7.4 1.02 1.03 7920
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Table 4.3: outliers survived O1 level 3 followup
f0 (Hz) a sin i (lt-s) Tasc − T0 Porb − P0 ρL3 r32 r21 Tmax (s)
198.247688 1.734 +132.90 +0.03 8.3 1.08 1.16 8640
199.217671 2.758 -154.57 +0.13 6.8 1.01 1.03 7200
199.383651 2.896 -40.35 +0.03 7.8 1.04 1.05 7200
206.502601 0.543 -154.03 +0.03 8.9 1.13 1.17 6600
210.585569 3.011 +31.25 -0.05 7.6 1.05 1.06 4200
212.572365 0.759 +156.47 +0.03 7.4 1.02 1.05 5400
215.902387 0.965 +231.22 -0.12 9.3 1.10 1.26 3600
226.866459 0.800 +44.83 -0.12 7.7 1.09 1.03 5400
227.401397 0.429 -50.23 -0.09 7.8 1.10 1.00 6600
229.089132 2.759 +184.48 +0.06 8.0 1.10 1.02 2400
238.384120 2.561 +141.49 +0.05 7.2 1.10 1.01 4200
238.764098 2.949 +159.23 -0.05 7.5 1.01 1.05 4200
241.202280 2.711 -42.68 +0.00 7.9 1.17 1.00 4200
244.983871 2.103 -17.50 -0.06 7.6 1.00 1.10 4800
258.209592 2.552 -108.31 -0.08 7.1 1.01 1.03 4200
261.716611 2.515 +104.45 -0.08 7.6 1.05 1.04 4200
263.548186 0.834 +435.09 +0.12 8.6 1.05 1.14 3600
265.195557 2.638 -145.16 -0.13 8.8 1.01 1.17 4200
265.300607 2.583 +116.66 -0.13 7.5 1.03 1.07 4200
268.537367 2.740 +111.34 +0.11 8.7 1.17 1.01 4200
268.918685 2.237 +136.69 +0.09 7.6 1.11 1.04 4200
278.880040 1.183 +478.50 -0.06 7.5 1.01 1.05 3600
279.646278 1.852 -135.35 -0.12 7.2 1.00 1.05 4800
279.668863 2.797 -33.78 +0.00 7.3 1.09 1.02 4200
282.031989 0.849 +128.21 -0.11 7.1 1.01 1.00 5400
284.162050 2.998 +180.90 +0.04 7.9 1.01 1.16 2400
285.618053 0.816 -236.23 -0.12 7.4 1.04 1.07 3600
287.862436 2.215 +122.53 -0.06 7.4 1.08 1.03 4200
291.370111 2.777 +66.49 +0.12 7.7 1.08 1.01 4200
293.914534 3.165 -6.98 -0.03 7.7 1.01 1.17 4200
293.968778 2.704 +409.89 -0.01 7.1 1.01 1.02 2400
294.992879 2.854 +168.97 +0.09 7.5 1.09 1.01 4200
327.237873 1.523 +177.92 -0.09 9.2 1.08 1.26 3060
328.750437 0.387 +26.72 -0.06 7.4 1.01 1.01 4080
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Outliers survived O1 level 3 followup
f0 (Hz) a sin i (lt-s) Tasc − T0 Porb − P0 ρL3 r32 r21 Tmax (s)
329.176807 1.890 +3.79 +0.12 7.6 1.03 1.09 3060
329.762155 1.466 -35.08 -0.06 8.0 1.08 1.04 3060
330.136903 1.997 +80.68 -0.03 7.3 1.03 1.04 3060
331.184535 1.280 +198.35 +0.07 7.9 1.03 1.00 2040
331.392093 1.671 +335.36 -0.06 8.1 1.05 1.05 2040
333.469208 2.866 +49.58 -0.08 8.6 1.13 1.02 2550
333.534947 0.690 -464.64 +0.08 8.4 1.08 1.09 2550
377.928261 2.823 +152.11 +0.12 8.0 1.12 1.07 2550
573.255924 1.030 +66.36 +0.12 7.1 1.07 1.02 1440
616.470074 0.516 +140.34 +0.06 8.0 1.27 1.01 720
633.518326 2.528 +227.88 -0.12 6.9 1.05 1.03 360
1525.434084 1.479 -250.63 +0.08 7.3 1.01 1.01 240
Table 4.3: This table shows the 116 outliers survived level 3 followup. ρL3 is the final statistic ρmax
from level 3 followup, r32 is the ratio of level 3 ρmax and level 2 ρmax, r21 is the ratio of level 2 ρmax
and level 1 ρmax. Tasc and Porb are displayed in difference of parameters from the finest grid and
the mean values. The Tmax column shows the Maximum coherence times used in original searches,
for those Tmax longer than 72000s in level 2 followup are in bold Tmax longer than 72000s in level
3 followup are in italic, and . T0 = 1131415404, P0 = 68023.70
The signal model in this search assumes that the GW frequency f0 in the NS’s reference frame
is constant. In practice, the equilibrium in an LMXB will be only approximate, and the intrinsic
frequency will vary stochastically with time. Whelan et al. (2015) estimated the effect of spin
wandering under a simplistic random-walk model in which the GW frequency underwent a net
spinup or spindown of magnitude |ḟ |drift, changing on a time scale Tdrift. The fractional loss of
SNR was estimated as





TrunTdrift|ḟ |2driftT 2max , (4.7)
where Trun is the duration of the observing run from the start to end, not considering duty factors
[in contrast to the Tobs appearing in (4.4)] or numbers of detectors. To give an illustration of
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tb w/ι = 44◦
Figure 4.5: Upper limits from directed searches in O1 data. Left: Upper limit on h0, after marginal-
izing over NS spin inclination ι, assuming an isotropic prior. The dashed line shows the nominal
expected level assuming torque balance [equation (1.55)] as a function of frequency. Right: upper
limit on heff0 , defined in equation (2.65). This is equivalent to the upper limit on h0 assuming
circular polarization. (Note that the marginalized upper limit on the left is dominated by linear
polarization, and so is a factor of ∼
√
8 higher.) The shaded band shows the range of heff0 levels
corresponding to the torque balance h0 in the plot on the left, with circular polarization at the top
and linear polarization on the bottom. The dot-dash line (labelled as “tb w/ι = 44◦”) corresponds
to the assumption that the NS spin is aligned to the most likely orbital angular momentum, and
ι ≈ i ≈ 44◦. (See Table 4.1.) For comparison with the “CrossCorr” results presented in this paper,
we show “unknown polarization” and “circular polarization” curves from the Viterbi analysis in
Abbott, B. P. and Abbott, R. and Abbott, T. D. and Acernese, F. and Ackley, K. and Adams, C.
and Adams, T. and Addesso, P. and Adhikari, R. X. and Adya, V. B. and et al. (2017) (dark green
dots), as well as 95% marginalized and circular polarization adapted from the Radiometer analy-
sis in Abbott et al. (2017) (broad light magenta curve). Note that the Viterbi analysis reported
upper limits for 1 Hz bands, while the current CrossCorr analysis does so for 0.05 Hz bands, and
the Radiometer analysis for 0.03125 Hz bands. This gives the upper limit curves for CrossCorr and
especially Radiometer a “fuzziness” associated with noise fluctuations between adjacent frequencies
rather than any physically meaningful distinction. When comparing 95% upper limits between the
different analyses, it is therefore appropriate to look near the 95th percentile of this “fuzz” rather
than at the bottom of it.
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the possible impacts of spin wandering on the present search we make reference to the values of
|ḟ |drift = 10−12 Hz/s and Tdrift = 106 s. These are conservative upper limits on how fast the signal
can drift, based on Bildsten (1998). Similar values have been used in the first Sco X-1 mock data
challenge (Messenger et al., 2015) and other work on Sco X-1 (Leaci & Prix, 2015; Whelan et al.,
2015).2













Since our largest initial Tmax value is 25290 s, the impact on the initial search and the upper
limit of spin wandering at or below this level would be negligible. Note that even spin wandering
which posed no complication for the initial search could potentially be a limitation for the followup
procedure, where Tmax is increased by a factor of 4 at level 2 and 16 at level 3. In any event the
impact depends on the level of spin wandering present, which is still an area of open research.
4.2.2 Upper Limits
In the absence of a detection, we set upper limits on the strength of gravitational radiation from
Sco X-1, as a function of frequency. We used as a detection statistic ρmax, the maximum statistic
value observed in a 0.05 Hz band. We produced frequentist 95% upper limits via a combination of
theoretical considerations and calibration with simulated signals, as explained in detail in Section
4.4. The starting point was a Bayesian upper limit constructed using the expected statistical
properties of the detection statistic and corrected for the reduction of sensitivity due to known
2For comparison, the maximum spin wandering that could be tracked by the Viterbi analysis of Abbott, B. P.
and Abbott, R. and Abbott, T. D. and Acernese, F. and Ackley, K. and Adams, C. and Adams, T. and Addesso, P.
and Adhikari, R. X. and Adya, V. B. and et al. (2017) is |ḟ |drift = (∆fdrift)/Tdrift = 1/(2T 2drift) ≈ 0.7× 10−12 Hz/s at
Tdrift = 10 d ≈ 0.9× 106 s.
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lines. A series of simulated signal injections was then performed, and used to estimate a global
adjustment factor to estimate the amplitude at which a signal would have a 95% to increase the
ρmax value in a band.
The procedure produced two sets of upper limits: a limit on h0 including marginalization over
the unknown inclination angle ι, and an unmarginalized limit on the quantity heff0 defined in equa-
tion (2.65) to which the search is directly sensitive. The heff0 upper limit can also be interpreted
as a limit on h0 subject to the assumption of circular polarization (optimal spin orientation corre-
sponding to cos ι = ±1). It can be converted to a limit assuming linear polarization cos ι = 0 by
multiplying by
√
8 = 2.83. If we assume that the NS spin is aligned with the binary orbit (as one
would expect for a NS spun up by accretion), ι ≈ i ≈ 44◦, we obtain a limit on h0 which is the heff0
upper limit multiplied by 1.35.
We show the marginalized and unmarginalized upper limits of this search in figure 4.5, along
with the other upper limits on Sco X-1 set with O1 data: the unmodelled stochastic radiometer
Ballmer (2006) results of Abbott et al. (2017) and the directed search results of Abbott, B. P. and
Abbott, R. and Abbott, T. D. and Acernese, F. and Ackley, K. and Adams, C. and Adams, T.
and Addesso, P. and Adhikari, R. X. and Adya, V. B. and et al. (2017) using Viterbi tracking of
a hidden Markov model Suvorova et al. (2016) to expand the applicability of the sideband search
(Messenger & Woan, 2007; Sammut et al., 2014; Aasi et al., 2015) over the whole run. The present
results improve on these by a factor of 3-4, yielding a marginalized limit of h0 . 2.3×10−25 and an
unmarginalized limit of heff0 . 8.0× 10−26 at the most sensitive signal frequencies between around
100 Hz and 200 Hz. The marginalized 95% upper limits from initial LIGO data (Aasi et al., 2015;
Abadie et al., 2011; Meadors et al., 2017a) were all around 1.5 × 10−25, so we have achieved an
overall improvement of a factor of 6-7 from initial LIGO to Advanced LIGO’s first observing run,
a combination of decreased detector noise and algorithmic improvements.
We also plot for comparison the torque balance level predicted by equation (1.55). The marginal-
ized limits on h0 come closest to this level at 100 Hz, where they are within a factor of 3.4 of this
theoretical level. In terms of heff0 , the torque balance level depends on the unknown value of the
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inclination ι. For the most optimistic case of circular polarization (cos ι = ±1), our unmarginalized
limit is a factor of 1.2 above the torque balance level near 100 Hz. Assuming linear polarization
puts our limits within a factor of 3.5 of this level, and the most-likely value of ι = 44 corresponds
to an upper limit curve a factor of 1.7 above the torque balance level, again near 100 Hz.
4.3 Outlook for Future Observations
We have presented the results of a search for GWs from Sco X-1 using data from Advanced
LIGO’s first observing run. The upper limits on GW amplitude represent a significant improvement
over the results from initial LIGO, and are within a factor of 1.2–3.5 of the benchmark set by the
torque balance model, depending on assumptions about system orientation. Future observing runs
(Abbott, B. P. and Abbott, R. and Abbott, T. D. and Abernathy, M. R. and Acernese, F. and
Ackley, K. and Adams, C. and Adams, T. and Addesso, P. and Adhikari, R. X. and et al., 2016)
are expected to produce an improvement in detector strain sensitivity of & 2.5. An additional
enhancement will come with longer runs, as the amplitude sensitivity of the search scales as T
1/4
obs .
Algorithmic improvements that allow larger Tmax with the same computing resources will also lead
to improvements, as the sensitivity scales as T
1/4
max as well. A promising area for such improvement
is the use of resampling (Patel et al., 2010) to reduce the scaling of computing cost with Tmax
(Meadors et al., 2017b). [A similar method is used in the proposed semicoherent search described
in Leaci & Prix (2015).] These anticipated instrumental and algorithmic improvements make it
likely that search sensitivities will surpass the torque balance level over a range of frequencies [as
projected in Whelan et al. (2015)], and suggest the possibility of a detection during the advanced
detector era, depending on details of the system such as GW frequency, inclination of the NS spin
to the line of sight, and how close the system is to GW torque balance.
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4.4 Details of the Upper Limit Method
The method used to set the upper limits for each 0.05 Hz band in section 4.2.2 consisted of
three steps:
1. An idealized 95% Bayesian upper limit was constructed using the posterior distribution
pdf(h20|ρmax) or pdf([heff0 ]2|ρmax).
2. A correction factor was applied in each 0.05 Hz band to account for the loss of sensitivity due
to omission of data impacted by known lines.
3. A series of software injections was performed near the level of the 95% upper limit, and used
to empirically estimate a global correction factor for each upper limit curve based on the
recovery or non-recovery of the injections.
4.4.1 Idealized Bayesian Method
The Bayesian calculation assumes that all of the ρ values for templates in the initial search
represent independent Gaussian random variables with unit variance; one has mean [heff0 ]
2% and
the others have zero mean. Note that different regions of orbital parameter space have different
coherence times Tmax and therefore % values [cf. equation (4.4)]. The method produces a sampling
distribution pdf(ρmax|[heff0 ]2), marginalizing over the location of the signal in orbital parameter
space.
This sampling distribution is used to construct a posterior distribution pdf([heff0 ]
2|ρmax) assum-
ing a uniform prior in (heff0 )







2|ρmax) = 0.95 . (4.9)
To produce an upper limit on the intrinsic strength h0, we assume a prior which is uniform in h
2
0
and cos ι, repeat the calculation above, and numerically marginalize over cos ι to obtain a posterior
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pdf(h20|ρmax).
4.4.2 Correction for Known Lines
Although we calculate a single % value for each of the 18 search regions for a given 0.05 Hz band,
and use it in the calculation, the search can in principle have a different % value for each template.
This is because of the correction which omits data contaminated by Doppler-modulated known
instrumental lines from the sum in equation (4.4), a process which depends on the signal frequency
f0 as well as the projected orbital semimajor axis a sin i. In each 0.05 Hz band we estimate the
distribution of the ratio of the actual % to the band-wide %; the percentiles of this distribution are
illustrated in figure 4.6. We divide by the 5th percentile of this distribution (shown in the last




4.4.3 Empirical Adjustment from Software Injections
We performed a series of re-analyses of the data with a total of 754 simulated signals (“soft-
ware injections”) added to the data stream, to validate the upper limits including the known line
correction. The signals were generated over signal frequencies from 25 Hz to 500 Hz, some with h0
set to some multiple of the marginalized 95% upper limit h0ul, and others with h
eff
0 set to some
multiple of the unmarginalized 95% upper limit heff0 ul. We defined “recovery” of the injection as an
increase in the maximum detection statistic ρmax compared to the results with no signal present.
(Followup of recovered injections which crossed the relevant ρ threshold was also performed as a
way of testing our followup procedure, as described in section 4.2.1.) We find that the fraction of
signals of each type recovered when the injection is done at the upper limit level to be slightly below
the expected 95%.3 This is to be expected, as there are various approximations in the method, such
as the tolerated mismatch in the initial parameter space grid and the acceptable loss of SNR due to
finite-length SFTs, which should lead to an SNR slightly less than that predicted by equation (4.2).
3The fraction of signals recovered is a frequentist statement, as opposed to the Bayesian upper limit constructed
from the posterior, but the two types of upper limits are closely enough related (see, for example, Rover et al. (2011))
that the fraction should be close to 95%.
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Figure 4.6: Impact of known lines on the sensitivity of the search. Fourier bins impacted by
known lines are removed from the calculation of the statistic ρ defined in equation (4.1) and from
the sensitivity % = E[ρ]/(heff0 )
2 defined in equation (4.4). For a given signal frequency f0, data
are removed at some times due to the time-varying Doppler shift which depends on the orbital
parameter a sin i. The effect is to lower % relative to the value it would have if the lines were not
removed; this “sensitivity ratio” goes to zero if all the data relevant to a signal frequency f0 are
removed by the line. The first three plots contain illustrations of the percentiles of this ratio, taken
over intervals of width 0.05 Hz. (There is a range of values in each frequency interval because
of its finite width, and the range of a sin i values which determine the magnitude of the Doppler
modulation.) Note the broad line at 300 Hz (a harmonic of the 60 Hz AC power line) effectively
nullifies the search at that frequency. The last plot shows the 5th percentile of the sensitivity ratio
in 0.05 Hz intervals across the whole sensitivity band.
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Figure 4.7: Estimation of efficiency from recovery of simulated signals injected in software. At
left, the results of the 376 injections with amplitude h0 specified in terms of the uncorrected
marginalized upper limit h0ul are shown as black dots, with recovered injections (those which
increased the maximum SNR ρmax in the relevant 0.05 Hz band) shown as blue dots on the ε0 = 1
line and unrecovered injections shown as red circles at ε0 = 0. The recovered and unrecovered
injections are used to produce a posterior pdf(α, β|{Di}, {xi}) according to equation (4.10), and
this is used to generate posterior distributions pdf(ε0|{Di}, {xi}) at a range of signal strengths
x0 = h0/h0ul according to equation (4.11), and the 5th, 25th, 50th, 75th. and 95th percentiles
are calculated from these distributions as a function of x0. The x0 value at which the posterior
expectation E(ε0|{Di}, {xi}) crosses 0.95 is used as a correction factor by which we multiply h0ul
to produce the final marginalized upper limit shown in figure 4.5. At right, we do the same thing for
heff0 , using the full set of 754, and derive a correction factor by which to multiply the unmarginalized
upper limit heff0 ul. Note that in the h0 search, the value of x0 corresponding to ε0 = 0.95 is less
accurately determined than for the heff0 search, both because of the smaller number of applicable
injections, and because detection efficiency depends more weakly on h0.
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To estimate empirically the amount by which the upper limits should be scaled to produce a 95%
injection recovery efficiency, we apply the method described in Whelan (2015) and used to produce
the efficiency curves in Messenger et al. (2015). We posit a simple sigmoid model where the efficiency
of the search as a function of signal strength x is assumed to be ε(x;α, β) = (1 + e−α(lnx−β))−1,
and construct the posterior from the recovery data (Di = 1 if signal i was recovered, 0 if not):




Di (1− ε(xi;α, β))1−Di pdf(α, β) . (4.10)
With sufficient data, the prior should be irrelevant, but we take a noninformative prior pdf(α, β) ∝
α−1 and define the signal strength x as the h0 or heff0 of the injection divided by the corresponding
upper limit. We can then construct, at any signal level x0, the posterior on the efficiency ε0 =







dβ pdf(α, β|{Di}, {xi}) δ
(
ε0 − ε(x0;α, β)
)
. (4.11)
The posterior distributions of efficiency are shown in figure 4.7. We define the correction factor to
be the x0 at which the expectation value
∫ 1
0 dε0 pdf(ε0|{Di}, {xi}) crosses 95%.
A total of eight sets of injections were performed, four with h0 at a specified multiple of h0ul,
and four with heff0 at a specified multiple of h
eff
0 ul. The multipliers were 1.0, 1.1, 1.2, and a random
value between 1.1 and 2.0 chosen from a log-uniform distribution. For the unmarginalized heff0
upper limit, we use all eight sets of injections, 754 in total and find the expectation value of the
efficiency crosses 95% at heff0 /h
eff
0 ul ≈ 1.21. This factor has been applied to heff0 ul to produce the
upper limits in figure 4.5.
For the marginalized h0 upper limit, we must restrict ourselves to the four injection sets which
specified h0/h0ul. This is because our search is primarily sensitive to h
eff
0 , and specifying h
eff
0 while
choosing the inclination angle ι randomly implies anticorrelations between h0 and |cos ι|. Signals
with high h0 values will tend to be those with unfavorable polarization, and therefore not be any
easier to detect. Using the 376 applicable injections, we estimate 95% efficiency at h0/h0ul ≈ 1.44
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Ratio of Marginalized upper limits



























Ratio of Unmarginalized upper limits
Figure 4.8: Comparison of upper limits constructed by restricting attention to a sin i ≥ 1.44 lt-s
(K1 ≥ 40 km/s) to those from the original search. The results are generally comparable; we plot
the ratio of upper limits rather than reproducing the curves in figure 4.5, because the changes in
the latter would barely be noticeable. The step-like features which are visible are due to the details
of the search (such as Tmax values) being different in different frequency ranges listed in Table 4.2.
and use this factor when generating the final upper limit shown in figure 4.5. Note that this is less
well determined than the factor for the unmarginalized heff0 upper limit. This is both because of
the smaller number of injections used and because h0 correlates less well with detectability than
heff0 . However, the upper limit curve for h0 is very close to the unmarginalized upper limit assuming
linear polarization (cos ι = 0), which is consistent with the expectation that the 95% upper limit
will be dominated by this worse-case scenario.
4.5 Results with Constrained Semimajor Axis
As noted in Table 4.1, the range of a sin i values searched was chosen based on preliminary
information from Wang (2017) which constrained the projected orbital velocity K1 to lie between
10 and 90 km/s. This was subsequently refined to between 40 and 90 km/s. For comparison, we re-
computed the upper limits discarding the results of searches with a sin i ≤ 1.44 lt-s, corresponding to
the nine bottom-most parameter space cells shown in figure 4.1. The results were not significantly
different (for instance, they were barely noticeable on plots like figure 4.5), but for illustration we
plot in figure 4.8 the ratio of the two sets of upper limits. A bigger impact of the refined parameter
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space will be in future runs, when computing resources can be concentrated on the allowed range





In this dissertation, I went over the general method of a model-based cross-correlation method
and my work on the MDC and O1 observation. The cross-correlation method is a semi-coherent
method adapted from stochastic searches. This method uses a signal model to combine data
coherently and can be tuned simply by changing its allowed coherence time. The CW is weak in
strength, while its long time coherence allows us to use high-level data analysis technology. CW
searches are sensitive to search template, we have to cover the wide parameter space with very fine
resolution. It leads to an intense computing challenge and turns out that for an unknown phase
NS, the optimal sensitivity search is unaffordable. Meanwhile, different fast search algorithms
have limited and usually fixed sensitivity. We ran into a situation that the sensitive search is too
expensive, and the cheap searches are not likely to dig into enough depth to see the signal. The
cross-correlation method fills the gap between these two ends and tries to find the balance.
From the test on MDC, we managed to prove the potential of the method in the advanced
detector era. This method gave the best results in the challenge. The CrossCorr is also a flexible
pipeline, We can tweak the coherence time to perform search at any sensitivity fitted in the comput-
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ing cost criteria. In the MDC, for different orbital parameter space region, we performed different
depths of search based on the optimal detection probability. In the followup, we took advantage of
the trick of scaling of coherence time to check whether the candidate’s behavior is consistent with
expectation. The longer coherence followup also gives a finer resolution to the parameter search.
We can make use of it to have better parameter estimation. In the O1 search, we further used the
pair-list output to separate data from different detectors and provide a detector consistency veto.
These together shows the cross-correlation method is both sensitive and flexible.
The O1 observation offered the first CrossCorr run in reality. The method also gave a satisfying
answer. We investigated the artificial features in the real data and updated the followup procedure.
In the step of followup, we took the noise curve, strength of h0, probability of orbital parameter
together into consideration. We developed the upper limit estimation and the Bayesian adjusting
method for the first time. The O1 observation provided so far the best upper limits set on Sco X-1
and not too far away from the torque balance level.
During my Ph.D study, I started from the developing phase of the pipeline, I implemented and
operated it to run on mock data and finally finished its first observation. The reviewed pipeline
has turned on its observation mode to seek for the space-time ripples from Sco X-1. It’s not the
end of development, however; there are still some future longings.
5.2 Future Work
Resampling The resampling method is an ongoing project to improve the CrossCorr pipeline.
Resampling is an efficient method for speeding up CW searches. Once we search on unknown
orbital parameters, we can introduce a new time coordinate not effected by Doppler motion, i.e.,
re-sample the detector time respect to the source. The signal is reconstructed to be monochromatic
and more obviously to stand out above the noise. We can use a Fast Fourier Transform (FFT) to
replace searching on frequency parameter (Jaranowski et al., 1998). Another benefit of resampling
the data is that, we can choose a longer SFT time unlike that previously limited to few minutes
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due to binary motion. In these two benefits, we can effectively use a much longer coherence time
with higher computational efficiency to have a better sensitivity (Meadors et al., 2017b).
Code optimization and Followup on All-sky Candidates Improvements and optimization
are also proposed to the existing code. As in the most inner calculation, we loop over a long list of
SFT pairs, the array-like feature from modern library such as AVX and SSE features are likely to
make the code more efficient.
The next generation MDC is under preparation; more realistic features will be introduced to
MDC2. Spin wandering will be simulated, and the noise floor will be recolored from actual detector
data. It will be interesting to test CrossCorr’s behavior of running on a spin-wandering signal to
check its robustness on this unmodelled feature.
The CrossCorr pipeline is so far the most sensitive searching method for Sco X-1 with the
advantage of tunable sensitivity. It is also eligible to follow up the outliers from other pipelines’
(e.g. Twospect) all-sky searches. Unlike most pipelines with fixed sensitivities, we are flexible to
increase the maximum coherence to provide a better sensitivity search on the narrow-band outliers.
While the Tasc is not provided by other pipelines, more investigations on the search strategy are
required for this potential prospect.
With the improving method and better sensitivity in the advanced detector era, the CrossCorr
pipeline will have a wide range of applications.
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