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BASE CHANGE AND THETA CORRESPONDENCES
FOR SUPERCUSPIDAL REPRESENTATIONS OF SL(2)
DAVID MANDERSCHEID
Abstract. Let F be a p-adic field with p odd. Quadratic base
change and theta-lifting are shown to be compatible for supercusp-
idal representations of SL(2, F ). The argument involves the theory
of types and the lattice-model of the Weil representation.
Introduction
Two commonly used methods to construct automorphic represen-
tations of number-theoretic interest are theta-lifting and functorial-
ity. The extent to which these methods are compatible has proved a
fruitful avenue for research. In this paper we consider quadratic base
change for supercuspidal representations of p-adic SL(2) as a theta-
correspondence.
The result we obtain, that functoriality and theta-lifting are compat-
ible in this case while new and significant, is certainly not surprising
given our previous work [5, 6, 7, 8, 9], that of Cognet [4], and the liter-
ature, e.g., [1, 2]. On the other hand the proof we give is surprisingly
simple. It combines a number of known results and one new idea. The
idea is to blend various lattice models of the Weil representation to give
explicit models of the relevant types in the sense of Bushnell-Kutzko.
This new technique should prove of value in a wide range of settings.
We now give a precise statement of the result and a description of
the method used to prove it. In particular, let F be a p-adic field with
p odd, let E/F be a quadratic extension, and let G = G(F ) = SL2(F ).
Let O be the orthogonal group attended to a quadratic form on a
four-dimensional vector space V over F and of Witt rank one over F .
Then O(V, F ) = O(V ) contains PSL2(F ) as a normal subgroup of
index eight (see, e.g., Section 4). Now consider the reductive dual pair
(G,O(V )) and let χ be a non-trivial additive character of F . Let w∞χ
denote the smooth Weil representation associated to (G,O(V )) and χ.
Then the cocycle associated to w∞χ splits on G · O(V ) as a subgroup
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of the ambient symplectic group and the restriction of ω∞χ to G ·O(V )
gives rise to a map θχ : Rχ(G) → Rχ(O(V )) where Rχ(G) is the set
of irreducible smooth representations of G that occur as quotients of
ω∞χ |G and Rχ(O(V )) is defined similarly. For π a representation of
G, let L(π) denote its associated L-packet and let bc(L(π)) be the L-
packet for PSL2(E) obtained from that of L(π) by base change with
respect to E. Then our main result is
Theorem 0.1. Let π be an irreducible supercuspidal representation in
Rχ(G). Suppose that bc(L(π)) consists of supercuspidal representa-
tions. Then θχ(π)|PSL2(E) consists of representations in bc(L(π)).
As commented previously, the proof involves bringing together a
number of known results and a relatively simple new idea. The new
idea involves the theta correspondences attached to the pair (G,O(V1))
where V1 is the vector space attached to a split ternary isotropic qua-
dratic form. We use these correspondences, as studied in [5, 9], to
explicitly realize models for types in PSL2(F ) as a subgroup of O(V1).
These explicit models along with a compatible choice of lattice models
for the Weil representations attached to (G,O(V1)) and (G,O(V )) then
allow us to complete the proof with a few straightforward calculations.
This paper is organized as follows. In the first section we set notation
and parametize the irreducible supercuspidal representations of G and
its nontrivial two-fold cover G˜ by types. In the second section we
parametize the irreducible supercuspidal representation of O(V1). In
the third section we recall relevant results for the theta-correspondences
attached to (G,O(V1)). In the final section we prove the main theorem.
1. Notation and Parameters
In this section we establish notation and recall the parametrization,
via types, of the irreducible supercuspidal representations of G and the
genuine irreducible supercuspidal representations of G˜, with, in the
case of G˜, genuine meaning that they do not factor to G. Since this
material is known (see, e.g., [5]) we will be brief in our discussion.
As in the introduction, let F be a nonarchimedean local field and let p
denote the residual characteristic of F . For the remainder of this paper,
we assume p 6= 2. Let O = OF , P = PF , ̟ = ̟F , k = kF , q = qF and
| | = | |F denote, respectively, the ring of integers, the prime ideal, a
uniformizing parameter, the residue field, the order of the residue field
and the absolute value on F normalized so that |x| = q−ν(x) where
ν = νF denotes the order function on F . Let U = UF = O
×
F and
Un = UnF = 1 + P
n
F for n a positive integer. Now suppose that K/F is
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a field extension. If K/F is Galois, let Γ(K/F ) denote the associated
Galois group and if, in addition, [K : F ] is finite, let NK/F = N denote
the norm map and let K1 = K1F be the group of norm one elements in
K×.
For G a group and σ a representation of a subgroup H , let
Ind(G,H ; σ) denote the representation of G induced by σ (form of
induction will either be specified or determined by context) and for
g in G, let σg denote the representation of Hg = gHg−1 defined by
σg(h) = σ(g−1hg) for h in Hg. If J is a subgroup of H , let σ|J denote
the restriction of σ to J . Further, if J E H and σ¯ is a representa-
tion of H/J , then we view σ¯ as a representation of H via inflation.
By a character we mean a (not necessarily unitary) one-dimensional
representation.
We now turn to the parametrization of the irreducible supercuspidal
representations of G = SL2(F ) and G˜. Let V be an F -vector space
of dimension two equipped with a skew-symmetric bilinear form 〈 , 〉.
Then G is the isometry group of 〈 , 〉. Now suppose that K is a subfield
of A = AF (V ) = EndF (V ) properly extending F and hence quadratic
over F . Then K1 is contained in G and we may view V as an K-vector
space. Since V is one-dimensional over K, there is a unique (up to
equivalence) OK-lattice chain L, say, in V . L is also an OF -lattice
chain of length e(K/F ), the ramification degree of K/F .
Let A = AF and AK denote the principal orders in AF (V ) and
AK(V ), respectively, associated to L. For n an integer, let P
n
F = {x ∈
AF (V ) | xLi ⊆ Li+n for all i}; note that P
0
F = AF . Similarly define P
n
K .
Recall that PF = P
1
F and PK = P
1
K are the Jacobson radicals of AF
and AK , respectively, and are invertible principal fractional ideals in
AF and AK respectively. Recall also that P
n
F ∩ AK = P
n
K . We set
U(AF ) = U
0(AF ) = {x ∈ G|x ∈ A
×
F} and, for n > 0, U
n(AF ) = {x ∈
G | x − 1 ∈ PnF} and similarly for K. Then U
n(AF ) ∩ AK = U
n(AK)
and if we identify V with K and thus L with the fractional ideals on
K we get Un(AK) = K
1
n = K
1 ∩ UnK for n positive.
The usual trace map tr = trA/F gives rise to a non-degenerate bi-
linear form on AF . We fix a nontrivial additive character χ of F . Let
k′ denote the subfield of k of cardinality p and let χk′ be the additive
character of k′ with the property that χk′(1) = e
2pii/p. Then we require
that χ factors to the character χk of k defined by χk′ ◦ Trk/k′. Note
that χ has conductor PF .
We say that α in K is K/F -minimal if K = F [α], T rk/F (α) =
0, νK(α) < 0,(νK(α),e(K/F )) = 1, and if
OF [NK/Kur(α)/̟
νK(α)
F ] = OKur
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where Kur/F is the maximal unramified extension intermediate to
K/F . Note that this definition of minimal is more restrictive than
the usual definition, see, e.g., [3], but suffices for our purposes.
Now let Λ = Λ(K) denote the set of characters of K1 and let Λ1
denote the set of characters of K1 trivial on K1 ∩ U1K . Let α in K be
K/F -minimal. Set n = −νK(α) and m
′ = [(n + 2)/2], where [ ] de-
notes the greatest integer function. Define χα, a character on U
m′(AF ),
by χα(1+x) = χ(tr(αx)). Let Λα denote the set of λ in Λ which agree
with χα upon restriction to U
m′(AK). Then to each λ in Λα we may
associate a character ρ′(A, λ, α) of K1Um
′
(AF ) in the usual manner.
Letm = [(n+1)/2]. If n is odd, then m = m′ and we set ρ(A, λ, α) =
ρ′(A, λ, α). Then π(A, λ, α) = Ind(G,K1Um(AF ); ρ(A, λ, α)) is an ir-
reducible supercuspidal representation of G. If n is even (and thusK/F
is unramified), then m = m′ − 1. Then there exists a q-dimensional
representation ρ(A, λ, α) of K1Um(AF ) with the following properties.
(i) The representations occurring in the decomposition of
Ind(K1Um(AF ), K
1Um
′
(AF ); ρ
′(A, λ, α)) are the representa-
tions ρ (A, λ′, α) with λ′λ−1 in Λ1, and λ
′λ−1 (−1) = 1. These
representations occur with multiplicity two with the exception
of ρ (A, λ, α) which occurs with multiplicity one.
(ii) π (A, λ, α) = Ind (G,K1Um (AF ) ; ρ (A, λ, α)) is an irreducible
representation of G.
To construct the remaining irreducible supercuspidal representations
of G, suppose that K/F is unramified and then let V¯ = L0/L1. The
symplectic form on V gives rise to a symplectic form on V¯ , which
we also denote by 〈 , 〉. The associated isometry group is isomor-
phic to U(AF )/U
1(AF ) and in turn SL2(k). As such, to each λ in
Λ1 which is not real-valued we associate a (q − 1)-dimensional repre-
sentation ρ (A, λ) of U (AF ) which is cuspidal as a representation of
U (AF ) /U
1 (AF ) and with character θλ satisfying
θλ (−1) = (q − 1) λ (−1)
θλ (a) = −λ (a)− λ
−1 (a) for a in K1/K11 but not in F
(see, e.g., [13]). Then π (A, λ) = Ind (G,U (AF ) ; ρ (A, λ)) is irreducible
and supercuspidal. To the signum character we associate two rep-
resentations π (A,±) = Ind (G,U (AF ) , ρ (A,±)) where ρ (A,+) and
ρ (A,−) are the two (q − 1) /2 -dimensional cuspidal representations of
U (AF ) /U
1 (AF ). We fix these representations as follows. Let (X, Y )
be a complete polarization of V¯ . Let B = BY denote the Borel sub-
group of U (AF ) /U
1 (AF ) preserving Y , let N be the unipotent radical
of B and let N0 denote the set of nontrivial n in N such that 〈nv, v〉
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is a square for any vector v in X . N0 lies in a conjugacy class of
U(AF )/U
1(AF ). This class does not depend on the polarization but
does depend on 〈 , 〉, which we have taken fixed. We specify ρ(A,±)
by requiring that their characters θ± satisfy
θ±(n) = (−1± σ)/2
where n is an element of the conjugacy class and
σ = (−1)(q−1)/2
√
(−1)(q−1)/2q.
Any future reference to representations of the form π(A, λ) will include
π(A,±) and similarly for ρ(A, λ).
Theorem 1.1. (see, e.g., [10, Theorem 1.1]) The representations of
the form π(A, λ) and π(A, λ, α) exhaust the supercuspidal spectrum of
G and enjoy the following equivalences.
(i) A representation of the form π(A, λ, α) is never equivalent to
a representation of the form π(A′, λ′).
(ii) π(A, λ) and π(A′, λ′) are equivalent if and only if there exists
a g in G such that:
(a) K ′ = Kg
(b) λ′ = λg or (λ−1)g if λ is a character and λ′ = λ if λ = ±.
(iii) π(A, λ, α) and π(A′, λ′, α′) are equivalent if and only if there
exists a g in G such that:
(a) K ′ = Kg
(b) α′ = αg is in (PK ′)
[−n/2] where n = −νA(α
′)
(c) λ′ = λg.
Now we turn to G˜. We realize G˜ as the set of ordered pairs (g, ξ)
where g is an element of G and ξ = ±1 with multiplication given
by (g, ξ)(g′, ξ′) = (gg′, β(g, g′)ξξ′) where β is a non-trivial two-cycle
with values in {±1} (see, e.g., [5]). Given a subgroup H of G, let
H˜ denote the inverse image of H in G˜ under the map (g, ξ) 7→ g
from G˜ to G. In an abuse of notation we write g for the element
(g, 1) in G˜. Since p 6= 2, β splits on any compact subgroup. Then,
after choosing a splitting, we may define ρ˜(A, λ, α) on U˜ where U =
K1Um(AF ) by ρ˜(A, λ, α)(g,±1) = ±ρ(A, λ, α)(g) and set π˜(A, λ, α) =
Ind(G˜, U˜ ; ρ(A, λ, α)). Define π˜(A, λ) similarly.
Theorem 1.2. (see, e.g., [10, Theorem 1.2]) The representations π˜(A, λ)
and π˜(A, λ, α) exhaust the set of genuine irreducible supercuspidal rep-
resentations of G˜. They enjoy equivalences exactly as in Theorem 1.1.
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In what follows we often write, in an abuse of notation, π(A, λ, α)
and π(A, λ) for π˜(A, λ, α) and π˜(A, λ), respectively. It will be clear
from context whether the representation being considered is a repre-
sentation of G or G˜. We will also refer to A as the order parameter,
λ as the quadratic extension parameter, and α as the minimal element
parameter.
2. Supercuspidal representations of the split ternary
orthogonal group
In this section we parameterize the supercuspidal portion of the ad-
missible dual of O(F ) where O is the orthogonal group attached to a
split ternary quadratic form over F . The material of this section is
known (see, e.g., [10]) so once again we will be brief in our discussion.
Recall that O(F ) ∼= SO(F )×〈−I〉 where I is the identity matrix acting
on the space. Further SO(F ) is isomorphic to PGL2(F ).
Let V1 be the subspace of AF (V ) consisting of trace zero elements.
Equip V1 with the quadratic form Q1(A) = −detA. Then we map
GL2(F ) to SO(V1) by sending g in GL2(F ) to the map given by con-
jugation by g. Then PSL2(F ) can be identified with the commutator
subgroup of O(V1) and PGL2(F ) with SO(V1). Then O(V1)/PSL2(F )
is abelian of type (2,2,2) and one can take generators to be −I and
βi, i = 1, 2, where the spinor norm of β1 is the class in F
×/(F×)2
associated to the non-square unit and the spinor norm, given by the
determinant map on PGL2(F ), of β2 is either of the classes associated
to an element of order one.
The parameterization of the supercuspidal dual of PSL2(F ) follows
readily from that of G by restricting to those λ with λ(−1) = 1. Note
that sgn(−1) = 1 if and only if K/F is unramified and q ≡ 3 mod4
(see, e.g., [10, Lemma 2.2]).
For π(A, λ, α) a representation of PSL2(F ) let π
′(A, λ, α) =
Ind(O(V1), PSL2(F ); π(A, λ, α)). Then π
′(A, λ, α) decomposes as the
sum of four representations π(A, λ, α, γ1, γ2) where γi, i = 1, 2 are de-
fined below. Define π′(A, λ) similarly for π(A, λ) a representation of
PSL2(F ). Then likewise π
′(A, λ) decomposes into four representations
π(A, λ, γ1, γ2) with γi as above. These representations are distinct if
λ 6= ±. If λ = ± then the four distinct representations obtained for +
are the same as those for − and thus we denote these representations
π(A, λ, γ1, γ2) with λ = sgn.
γ2 refers to the action of −I and is +1 if the action is trivial and
is −1 otherwise. The definition of γ1 is more complicated and given
below; see [10] for details.
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First assume q ≡ 1 mod4 or K/F is ramified. Further consider
representations of the form π = π(A, λ, α, γ1, γ2). We may take βi, i = 1
or 2, as K/F is unramified or not, equal to α viewed as an element of
GL2(F ). Then there is, up to scalar, a unique vector v in the space of
π transforming according to λ on PK1. Further π(βi)v = cv for some
c = ±1. Set γ1 = c.
Before turning to the case q ≡ 3 mod4 and K/F unramified for
representations of the form π(A, λ, α, γ1, γ2), we consider γ1 generally
for representations of the form π(A, λ, γ1, γ2). Let ρ(λ
′) be the associ-
ated representation of PGL2(kF ) with λ
′ a character of K× such that
λ′|K1 = λ and λ
′|F× = 1.
If q ≡ 1 mod4, let δ be such that K = F [δ] with trδ = 0 and δ
representing the nontrivial coset in K×/K1F×. Then set γ1 = λ
′(δ).
If q ≡ 3 mod4. Then, as in [10], let t = t(K) ≥ 2 be such that 2t
is the highest power of 2 dividing q + 1. Then set γ1 = λ
′(β) where β
is a primitive 2t+1-root of unity in K of norm −1. As noted in [10],
γ1 is one of the two square roots of λ(β
2). There is an ambiguity here
coming from the choice of β. In all cases however where we will need
to compare values of γ1 attached to a β we will be able to assume that
the fields attached to the representations are equal and then we will be
able to use the same β.
The final remaining case for γ1 is for π(A, λ, α, γ1, γ2) with q ≡
3 mod4 and K/F unramified. Let β be as above a primitive 2t+1
root of unity of norm −1. Then with v chosen as above π(β)v = cv
for a constant c such that c2 = λ(β2). Set γ1 = c. Once again there is
ambiguity but we will be able to avoid it.
Theorem 2.1. (see, e.g., [10, Theorem 2.3]) The representations
π(A, λ, α, γ1, γ2) and π(A, λ, γ1, γ2) constructed above exhaust the su-
percuspidal spectrum of O(V1). They enjoy the following equivalences.
(i) A representation of the form π(A, λ, α, γ1, γ2) is never equiva-
lent to one of the form π(A′, λ′, γ′1, γ
′
2)
(ii) Representations π(A, λ, γ1, γ2) and π(A
′, λ′, γ′1, γ
′
2) are equiva-
lent if and only if γi = γ
′
i for i = 1, 2 and there exists a g in
O(V ) such that K ′ = Kg and λ′ = λg or (λ−1)g.
(iii) Representations π(A, λ, α, γ1, γ2) and π(A
′, λ′, α′, γ′1, γ
′
2) are
equivalent if and only if γi = γ
′
i for i = 1, 2 and there exists a
g in O(V1) such that K
′ = Kg and
(a) α′ − αg is in (PK ′)
−[n/2] where n = νA′(α
′);
(b) λ′ = λg
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3. A theta correspondence
In this section we recall necessary facts concerning the theta-
correspondences attached to the reductive dual pair (G,O(V1)). For
details see [10].
Recall the general settings of theta-correspondences for symplec-
tic and orthogonal groups, temporarily suspending our previous no-
tation. For i = 1, 2, let Wi be a finite-dimensional vector space over F
equipped with a non-degenerate bilinear form 〈 , 〉i, with 〈 , 〉1 skew-
symmetric and 〈 , 〉2 symmetric. Equip W = HomF (W1,W2) with the
non-degenerate skew-symmetric bilinear form 〈 , 〉 defined by 〈w,w′〉 =
trwσ(w′) where σ is the element of
HomF (HomF (W1,W2),HomF (W2,W1))
defined by 〈Tw1, w2〉2 = 〈w1, σ(T )w2〉1 for all w1, in W1, and w2 in W2.
Let G1, G2 and G be the isometry groups of 〈 , 〉1, 〈 , 〉2, and 〈 , 〉
respectively. Identify G1 and G2 with subgroups of G via their usual
actions on W . Then (G1, G2) is a reductive dual pair in G.
For ψ a non-trivial additive character of F , let ω∞ψ denote the (smooth)
Weil representation of G˜, the non-trivial two-fold cover of G, associated
to ψ. For H a closed subgroup of G, let H˜ denote the inverse image
of H in G˜ and let Rψ(H˜) be the set of irreducible admissible repre-
sentations of H which occur as quotients of ω∞ψ |H˜ . Then Rψ(G˜1, G2)
gives rise to theta-correspondences θ = θψ:Rψ(G˜1) → Rψ(G˜2) and
θ = θψ:Rψ(G˜2) → Rψ(G˜1) with the direction of θ clear from con-
text. Note that G˜2 is always a trivial cover so we write, in an abuse
of notation, Rψ(G2) for Rψ(G˜2) and consider the representations as
representations of G2.
In our proofs in section four of this paper we will use various lattice
models of ωψ. We will be brief in our discussion of the background
for lattice models. For further details see, e.g., [6]. Recall that for
a lattice L in W , the dual of L (with respect to ψ) is defined to be
L∗ = {w ∈ W |ψ(〈w, ℓ〉) = 1 for all ℓ in L}. If L is self dual then ω∞ψ
may be realized on the space YL = Y of compactly supported functions
on W which satisfy
f(w + ℓ) = χ(〈w, ℓ〉)f(w)
for w in W and ℓ in L. For each w in W let yw denote the unique
vector in Y which is supported on L− w with yw(−w) = 1.
If L is not self-dual but satisfies
PFL
∗⊆ L⊆ L∗
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we can attach a non-self dual lattice model to L as follows. View
L¯ = L∗/L as a symplectic vector space over kF with the inherited form.
Let (ρψ′ , X) be a realization of the Heisenberg representation of H(L¯),
the Heisenberg attached to L¯, with central character ψ′, where ψ′ is
the character of kF coming from considering ψ restricted to P
n
F /P
n+1
F
with P nF the conductor of ψ. Let e : W → H(W ) be the embedding as
sets given by w 7→ (w, 0) and γ : H(W )→ W denote the map defined
by (w, t) 7→ w. Then let J∗ be the subgroup of H(W ) generated by
e(L∗). Then we may inflate ρψ′ to a representation of J
∗. We may
also then define a representation ρL of γ
−1(L∗) on X by ρL(ah)(v) =
ψ(a)ρψ′(h)v where a is in Z(H(W )), h is in J
∗ and v is in X . Then
Ind(H(W ), γ−1(L∗); ρL) realizes ρψ, the Heisenberg representation of
H(W ) associated to ψ.
Then the space Y of ω∞ψ is the space of compactly supported func-
tions f : W → X such that
f(w + a) = ψ((〈w, a〉/2)ρL(e(a))f(w) fora inL.
Now let yw,x denote the function in Y supported in (−w + L
∗) such
that yw,x(−w) = x. Then the yw,x span Y .
Before considering specific dual pairs we recall two results concerning
the action of compact subgroups in lattice models. In particular in a
non self-dual model as above, suppose M is a sublattice of L. Then
HM = {g ∈ G : (g − 1)M
∗ ⊂ L∗} is a subgroup of G. Further we have
Proposition 3.1. If a function f in Y is supported on M∗, then
wχ(h)f(w) = ρL(2c(h)w)ψ(〈w, c(h)w〉)f(w)
for h in HM where c(h) = (1−h)(1+h)
−1 is the Cayley function of h.
On the other hand, assume that L is self dual with M in L and set
JM = {g ∈ G : (g − 1)M
∗ ⊆M}
and
HM = {g ∈ G|(g − 1)M
∗ ⊂ L}
then HM and JM are subgroups of G with JM normal in HM with
abelian quotient and we have
Proposition 3.2. If w is in M∗ then
wχ(h)yw = ψ(〈hw,w〉/2)yw
for w in HM .
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Generalities out of the way, we now proceed to a specific case.
Set ψ = χ,W1 = V and W2 = V1 as in the previous sections. Let
σ = σ1.
Theorem 3.3. (see, e.g., [10, Theorem 3.3]) The following hold:
(i) Let K = F [α]/F be unramified with α K/F -minimal. If OK is
self-dual and νK(α) is odd, then π(A, λ, α) is in Rχ(G˜) for all
λ. If O∗K = P
−1
K and νK(α) is even, then π(A, λ, α) is inRχ(G˜)
for all λ as is π(A, λ) with the exception of λ = sgn(−A) where
A = (−1)[(f+1)/2](p−1)/2(−1)f+1(−1)(p
2−1)f/8
with f = logp(q). Finally no other supercuspidal representa-
tions attached to unramified K/F are in Rχ(G˜).
(ii) Let K = F [α]/F be ramified with α K/F -minimal. Then
π(A, λ, α) is in Rχ(G˜) if and only if there exists a w in W
such that ̟Fσ1(w)w = −2α.
(iii) Assume that K/F is ramified or that q = 1mod4. If π(A, λ, α)
is inRχ(G˜) then the corresponding representation inRχ(O(V1))
is π(A, λ2, α/2, λ(−1), λ(−1)). If π(A, λ) is in Rχ(G˜) with
λ 6= ±, then the corresponding representation in Rχ(O(V1)) is
π(A, λ2, λ(−1), λ(−1)). The occurring π(A,±) corresponds to
a non-supercuspidal representation of O(V1).
(iv) Assume that K/F is unramified and that q ≡ 3mod4. Then if
π(A, λ, α) is in Rχ(G˜), then the corresponding representation
in Rχ(O(V1)) is π(A, λ
2, γ1, λ(−1)) for some γ1. If π(A, λ)
is in Rχ(G˜) with λ 6= ± then the corresponding representa-
tion Rχ(O(V1)) is π(A, λ
2, γ1, λ(−1)) for some γ1. The occur-
ring π(A,±) pairs with a non-supercuspidal representation of
O(V1).
4. Explicit realization of types via lattice models and
the theorem
Let E/F be a quadratic extension and set V = {A ∈M2(E)|A¯
t = A}
where A¯t denotes the conjugate transpose of A with conjugation entry-
wise by the Galois action of E/F . Then the negative of the determinant
map defines a Witt rank one quadratic form over F . Let H = O(V ).
Recall the structure of H . First let H ′ = GO(V ). Define Ψ :
GL2(E)× F
× → EndF (V ) by
Ψ(g, u)A =
(
u o
o u
)
gAg¯t
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Then H ′ ∼= ImΨ ⋊ 〈σ〉 where σ is the element of H corresponding to
conjugation. Now consider the restriction of Ψ to those elements of the
form (g, a) with N(detg)a2 = 1, call this group H1. Then Ψ(H1) ∼=
SO(V ) and we have H ∼= Ψ(H1)⋊ 〈σ〉. Then we identify PSL2(E) as
a subgroup of H via g 7→ Ψ(g, 1). Note that H/PSL2(E) is abelian
of type (2,2,2) and we can take generators to be σ and βi, i = 1, 2
where the spinor norm of β1 is the class in F
x/(F x)2 associated to a
nonsquare unit and the spinor of β2 is associated to an element of order
one. Note further that the βi can be taken to be of the form (g, a) with
g in GL2(F ). We can further take g to be zero on the diagonal and the
Ψ(g, 1) becomes conjugation by g.
We will be interested in the supercuspidal representations of H in
Rχ(H) which are summands of Ind(H,PSL2(E),Π) for Π a supercusp-
idal representation of PSL2(E) that arises from base change for E/F .
For π a supercuspidal representation of SL2(F ), let L(π) denote its
associated L-packet and let bc(L(π)) denote the associated L-packet
for PSL2(E) obtained by base change.
Suppose π is a supercuspidal representation of SL2(F ) such that
bc(L(π)) consists of supercuspidal representations. Then π is of the
form π(A, λ, α) with E[α]/F biquadratic or π is of the form π(A, λ)
with E/F ramified and λ 6= ±. In the case of π(A, λ) let K be the
unramified extension of F on which λ is defined. Then let bc(A) be
the order associated to the lattice chain associated to E[α]/F in the
former case and KE in the latter case.
Lemma 4.1. Let π be an irreducible supercuspidal representation of
SL2(F ) such that bc(L(π)) consists of supercuspidal representations.
(i) If π = π(A, λ, α) then bc(L(π)) contains
π(bc(A)), λ ◦NE[α]/F [α], α/2)
(ii) If π = π(A, λ) then bc(L(π)) contains π(bc(A), λ ◦NLE/L)
Proof. The first case follows from Definition 2.1.4 and Theorem 4.10.1
of [11] and the equality that
χF (trαTrE/F (x− 1)) = χF (tr ◦ TrE/F ((α/2)(x− 1)))
= χF (TrE/F (tr((α/2)(x− 1)))
= χE(tr((α/2)(x− 1)))
The second case follows from [12]. 
We now state and prove the main result.
Theorem 4.2. Let π be a supercuspidal representation of G occurring
in Rχ(G). Suppose that bc(L(π)) consists of supercuspidal representa-
tions. Then θχ(π)|PSL2(E) consists of representations in bc(L(π)).
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Proof. Let ρ be a representation of the form ρ(A, λ) or ρ(A, λ, α) of a
compact open subgroup H , as above, so that π ∼= Ind(G,H ; ρ). Then
the cocycle defining G˜ splits on H˜ so ρ can be extended to a represen-
tation ρ˜ on the trivial covering H˜ by setting ρ˜((h, z)) = zρ(h) where
h is in H and z = ±1. Let π˜ = Ind(G˜, H˜ ; ρ˜) be the corresponding
irreducible genuine representation of G˜.
Let D denote the non-split quaternion algebra over F and let D0
denote the (reduced) trace zero elements in D. Then the negative of
the reduced norm gives rise to an anisotropic quadratic form on D0.
Let V2 = D
0. Then it is a result of Waldspurger [14] that π˜ has a
non-zero theta lift to one and only one of O(Vi), i = 1, 2, for χ.
First assume this occurs for i = 1. Then note that for g in SL2(F )
gAgt = gAwg−1w−1(4.1)
for A in V where w =
(
0 1
−1 0
)
. In particular this holds for A with
the property that A = A; let V ′1 = {Aw|A ∈ V with A = A}. Then one
checks that V ′1
∼= V1. Further using (4.1) one checks that PSL2(F ) as
a subgroup of O(V1) is equal to PSL2(F ) on a subgroup of PSL2(E)
when O(V1) is viewed as a subgroup of O(V ).
Now suppose π˜ is of the form π(A, λ). For the associated L-packet to
remain supercuspidal we must have that E/F is ramified. Then viewing
λ as a character of K1 where K/F is unramified we get that the repre-
sentation corresponding to π˜ inRχ(O(V1)) is of the form π(A, λ
2, γ1, γ2)
by Theorem 3.3. Then the result follows from Lemma 4.1, our choice
of V ′1 , the equality λ ◦NKE/K(e) = λ
2(e) for e in E1, and the equality
SL2(kF ) = SL2(kE).
Now suppose π is of the form π(A, λ, α). Then the representation
corresponding to π˜ in Rχ(O(V1)) is of the form π(A, λ
2, α/2, γ1, γ2) by
Theorem 3.3. Let the subgroups of G˜ and O(V1) where ρ˜(A, λ, α) and
ρ(A, λ2, α/2) are defined be H˜1 and H2. Consider the representation
ρ′ = ρ˜(A, λ, α)⊗ ρ(A, λ2, α/2) of H˜1H2 inside the ambient symplectic
group for the relevant Weil representation. Examining the proof of
Theorem 3.5 in [5] we see that the space of ρ′ can be taken to consist of
functions with support in W1 ⊗ V1 in a lattice model, where we recall
that W1 is the symplectic space for SL2(F ). We may take the lattice
to be of the formM ⊗L1 where M is a lattice in W1 and L1 is a lattice
in V1. We then realize the Weil representation ω
∞
χ for Sp(W ) in a
lattice model attached to a lattice of the form M ⊗ (φ(L1)⊕L2) where
φ : V1 → V
′
1 is the isomorphism indicated above and L2 is a lattice
in V ′′1 . Then our statements about the defining order parameter and
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minimal element parameter follow from Proposition 3.1 since φ(L1) and
L2 are orthogonal. The statement for the parameter on the compact
torus follows from the fact the action of E1 is trivial.
Now suppose i = 2. Then the argument proceeds as above but we
alter the isotropic form attached to V by multiplication by a scalar so
that π˜ does occur. 
References
[1] Adams, J., L-functoriality for dual pairs, Aste´risque 171–172 (1989), 85–131.
[2] Aubert, A.-M., Description de la correspondence de Howe en termes de clas-
sification de Kazhdan-Lusztig, Invent. Math., 183 (1991), 379–415.
[3] Bushnell, C. and Kutzko, P., The admissible dual of GL(N) via compact
open subgroups, Annals of Mathematics Studies 129, Princeton University
Press, Princeton, NJ, 1993.
[4] Cognet, M., Repre´sentation de Weil et changement de base quadratique,
Bull. Soc. Math. France, 113 (1985), 403–457.
[5] Manderscheid, D., Supercuspidal duality for the two-fold cover of SL2 and
the split O3, Amer. J. Math. 107 (1985), 1305–1324.
[6] Manderscheid, D., Supercuspidal representations and the theta correspon-
dence, J. Algebra 151 (1992), 375–407.
[7] Manderscheid, D., Quadratic base change for p-adic SL(2) as a theta cor-
respondence. I: Occurrence, Amer. Math. Soc. 127 (1999), 1281–1288.
[8] Manderscheid, D., Quadratic base change for p-adic SL(2) as a theta cor-
respondence. II: Jacquet modules, Pacific J. Math. 199 (2001), 447–466.
[9] Manderscheid, D., Quadratic base change for p-adic SL(2) as a theta cor-
respondence. III: Counting, J. Number Theory 85 (2000), 1–17.
[10] Manderscheid, D., Waldspurger’s involution and types, J. London Math.
Soc. 21, 70 (2004), 567–585.
[11] Pantoja, J., Lifting of supercuspidal representations ofGL2, Pacific J. Math.,
116 (1985), 307–351.
[12] Shintani, T., Two remarks on irreducible characters of finite general linear
groups, J. Math. Soc. Japan, 28 (1976), 397–414.
[13] Springer, T., Cusp forms for finite groups, Seminar on Algebraic Groups and
Related Finite Groups, Lecture Notes in Mathematics, 131, Springer, Berlin,
1970, 97–120.
[14] Waldspurger, J.-L., Correspondances de Shimura et quaternions, Forum
Math., 3 (1991), 219–307.
Office of the Dean, College of Arts and Sciences, 1223 Oldfather
Hall, University of Nebraska - Lincoln, Lincoln, NE 68588
E-mail address : dmanderscheid2@unl.edu
