Abstract Policy iteration techniques for multiple-server dispatching rely on the computation of value functions. In this context, we consider the M/G/1-FCFS queue endowed with an arbitrarily-designed cost function for the waiting times of the incoming jobs, and we study an undiscounted value function integrating the total cost surplus expected from each state relative to the steady-state costs. When coupled with random initial policies, this value function takes closed-form expressions for polynomial and exponential costs, or for piecewise compositions of the latter, thus hinting in the most general case at the derivation of interval bounds for the value function in the form of power series or trigonometric sums. The value function approximations induced by Taylor polynomial expansions of the cost function prove however to converge only for entire cost functions with low growth orders, and to diverge otherwise. A more suitable approach for assessing convergent interval bounds is found in the uniform approximation framework. Bernstein polynomials constitute straightforward, yet slowly convergent, cost function approximators over intervals. The best convergence rate in the sense of D. Jackson's theorem is achieved by more sophisticated polynomial solutions derived from trigonometric sums. This study is organized as a guide to implementing multiple-server dispatching policies, from the specification of cost functions towards the computation of interval bounds for the value functions and the implementation of the policy improvement step.
Introduction
The design of multiple-server dispatching techniques based on policy iteration requires the accurate computation of a so-called value function. The value function of a queueing system under a given dispatching policy assigns to School of Computer Science and Communication, Royal Institute of Technology in Stockholm; formerly: Department of Communications and Networking, Aalto University, where a large part of this work was completed. E-mail: bilenne@kth.se -olivier.bilenne@aalto.fi each state an expression of the future costs to be expected when the system is initiated at that state. In a multiple-server setting, a given initial dispatching policy can be improved based on predictions, at each candidate server, of the variations in the value function under the considered policy. The value function is then recalculated for the improved policy, and the procedure is iterated towards the optimal dispatching policy [2] . It is known that fine dispatching policies may be obtained after a single iteration of the policy improvement procedure (see e.g. [14, 23, 17] or [21, §7.5] ). One interesting aspect of one-step policy improvement is its computational efficiency in certain settings where explicit expressions for the value function are available under specific initial policies. Random, state-independent dispatching of Poisson arrivals, in particular, decompose an n-server setting into n queueing systems fed by independent Poisson processes-these processes can be analyzed separately as the value-function of the multiple-server system separates additively at the server level [8] .
In this study we consider an individual server modeled by an M/G/1 queue [6] operating on a first-come, first-served service policy. The queue is fed by a sequence of jobs with random arrival times modulated by a Poisson point process with rate λ > 0 [5] . We make the assumption of i.i.d. service times for the jobs, modeling the service time of any job that reaches the queue when busy (i.e. when the queue is processing a previous job) by a unique random variable X on R ≥0 . The service times of the jobs reaching the queue when idle (i.e. all the past jobs have been processed) are also i.i.d. and modeled as in [22] by a second random variable X 0 on R ≥0 , which may differ from X in distribution, thus accounting for a possible setup delay required by the queue when waking up from its idle state. We consider a cost function c : u ∈ R ≥0 → c(u) ∈ C of the backlog u at the time of arrival, where the backlog is an expression of the waiting time of the incoming job due to the unfinished work at the queue, so that the penalty incurred by a job arriving at state u is c(u). We sum up the service time variables of the queue using the notation (X, X 0 ). The stability of the queue is guaranteed by a server utilization ratio ρ = λE[X] less than 1, and by a finite mean service time at u = 0 or, equivalently, by ρ 0 < ∞ where we define ρ 0 = λE[X 0 ]. Assumption 1 (Stability). ρ < 1, ρ 0 < ∞.
Notation. For any starting time t 0 , backlog u and time period t ≥ 0, we denote by V (t0) (u, t) the (random) total cost incurred in the time interval [t 0 , t 0 + t) when the backlog at time t 0 is u. In the considered setting, the probability distribution of V (t0) (u, t) is independent of t 0 . The cumulative probability distribution of a random variable Y on R ≥0 is denoted by F Y , where F Y (y) = Prob(Y ≤ y), and its probability density function by F Y . Ergodicity of the queue under Assumption 1 implies the existence of a unique asymptotic (stationary) probability distribution FW for the waiting times, whereW symbolizes a random variable distributed accordingly. We make a distinction between the actual asymptotic waiting times with the service time convention (X, X 0 ), and the asymptotic waiting times that the queue would observe with the convention (X, X), modeled by the variable W with distribution FW . The Laplace-Stieltjes transforms of X, X 0 , W andW are denoted by X * , X * 0 , W * andW * , respectively, where e.g. X * (s) = E[e −sX ]. Throughout the study we make the following assumption on the cost function:
Assumption 2 (Cost integrability). The cost function c satisfies:
Under (2), the quantity V (t0) (u, t) averaged over the number of arrivals in [t 0 , t 0 + t) tends as t → ∞ to the mean cost per jobc = E[c(W )]. An undiscounted value function v : R → C is then defined the expected total cost surplus observed from a starting state u relative to the steady-state regime:
where v proves to be independent of t 0 .
One-step policy improvement. For a server with Poisson job arrivals with rate λ and endowed with a cost function c, the admission cost of a job with service time x ∈ R ≥0 at a server with backlog state u ∈ R ≥0 is defined by
where v is the value function for c under the considered job arrival process. Consider a k-server system fed by jobs with stochastically independent service times and Poisson arrivals with rate λ. If the jobs are dispatched to the servers following a completely random initial policy specified by a random i.i.d. process {Π t } on {1, . . . , k} such that Prob(Π t = i) = p i ∈ [0, 1] for every arrival time t and for every i ∈ {1, . . . , k} ( k i=1 p i = 1), then the arrival process decomposes at the servers into k independent Poisson processes with rates λ 1 = p 1 λ, . . . , λ k = p k λ. One-step improvement of the inital random policy consists of minimizing for every new arriving job the global admission cost under the inital random policy, i.e. π(u, x) ∈ arg min i∈{1,...,k} A λi,ci (u i , x i )
where u = (u 1 , . . . , u k ) ∈ R k ≥0 is the backlog state of the servers, the vector x = (x 1 , . . . , x k ) ∈ R k ≥0 models the prospective service times of the arriving job at the candidate servers, and c 1 , . . . , c k are given cost functions.
Deriving the value function
The value function v can be derived as the solution of a Bellman equation, which defines v at any given state as the sum of the expected value of v at the next state and the mean costs collected during the transition. The way these transitions are understood lead the generative equation to take different forms. An analysis of infitesimal time variations of the system provides us with a linear first-order differential equation for v (Proposition 1). A second expression for the derivative of v (Proposition 2) is obtained in contrast by considering transitions between pairs of points of the backlog domain, and by averaging the costs of these transitions over all possible paths between the two points. Derivations of Propositions 1 and 2 are provided in Appendix B.
Proposition 1.
Consider an M/G/1 queue with arrival rate λ and service times (X, X 0 ), and endowed with a piecewise continuous cost function c : R ≥0 → C. Let Assumptions 1 and 2 hold. The value function (3) satisfies E [v(u + X)] = ∞ for all u ∈ R ≥0 . It is continuous, almost everywhere continuously differentiable, and semi-differentiable with right derivative
where we define c + : u ∈ R ≥0 → c + (u) = lim t→u + c(u). At u = 0, we have
v (0) = λ c
The expectation of the random jump v(· + X) with respect to the service time variable makes (6) difficult to solve in the general case-exceptions include the class of functions studied in Section 3.1. A second, more exploitable expression for ∂ + v is given in Proposition 2.
Proposition 2.
Consider an M/G/1 queue with arrival rate λ and service times (X, X 0 ), and endowed with a piecewise continuous cost function c : R ≥0 → C, and let Assumptions 1 and 2 hold. The value function is given by v(u) = v(0) + w(u) − λc 1−ρ u, ∀u ∈ R ≥0 ,
wherec = E[c(W )], and w is continuous, almost everywhere continuously differentiable, and semi-differentiable with right-derivative
where c + : u ∈ R ≥0 → c + (u) = lim t→u + c(u).
In this study, we call 'w-function' the function w computed in (193) . The quantity w(u) is the expected total cost experienced by the queue during its discharge from the initial state u, until it returns to state 0. Consequently, w(0) = 0. The actual value function v of the queueing system can be inferred from w using (9) together with (7) and (8) . We find that the mean cost per job is given byc = 1−ρ 1−ρ+ρ0
which, in combination with (10) , yields: c = 
where w is the w-function for c, andc is the corresponding mean cost per job computed by (12) . The rest of the study is principally concerned with the derivation of the wfunction w, independently from v(0) and from the linear term induced by X 0 and c(0).
Corollary 1 follows directly from Proposition 2.
Corollary 1.
Consider an M/G/1 queue with arrival rate λ and service times (X, X 0 ) meeting Assumption 1. Let c 1 , c 2 : R ≥0 → C be two cost functions satisfying Assumption 2, and denote the corresponding value functions, mean costs per job, and w-functions by v 1 ,c 1 , w 1 and v 2 ,c 2 , w 2 , respectively.
(a) If c 1 (u) = c 2 (u) almost everywhere on R ≥0 with respect to the probability measure F W ('F W -a.e.'), thenc 1 =c 2 , w 1 = w 2 , and v 1 = v 2 . (b) If v,c, w are the value function, the mean cost per job and the w-function associated with the cost function c 1 + c 2 , thenc =c 1 +c 2 and
(c) If c 1 , c 2 : R ≥0 → R and c 1 (u) ≤ c 2 (u) F W -a.e. on R ≥0 , thenc 1 ≤c 2 and
e. on R ≥0 , then |c 1 | ≤c 2 and
System interpretation. In (10) we see that ∂ + w reduces to the cross-correlation between the cost function c and λ/(1 − ρ)F W , which is a scaled version of the probability density function of W . One can define a functionw as the extension w to negative values of u, obtained by considering (10) for u < 0:
The bilateral transform B ∂+w (s) =´∞ −∞ e −su ∂ +w (u) du of the right derivative ofw is then given by
This result is exploited in Section 3, where ∂ +w (u), which is the causal part of ∂ +w (u) (i.e. the values of ∂ +w (u) for u ≥ 0), is derived by inverse Laplace transform of (18).
3 Closed-form value functions. Table 1 provides us with a lit of explicit value functions, corresponding to the family of cost functions
Basic solutions
where we define
in which p W denotes the dominant pole of W * . The cost functions (22) are characterized by meromorphic Laplace transforms L ca:n (s) = n!/(s + a) n+1 which enjoy only a set of isolated, non-essential singularities called poles, and are analytic on the rest of the complex plane. This property facilitates the analysis and the derivation of the value function of the system, based either on (6) or (2) .
The results of Table 1 can be computed for instance by setting L ca:n in (18), and inverting the Laplace transform by integration along a vertical axis in the region of absolute convergence of B ∂+w , i.e. at γ ∈ (a, −p W ). Consider the contour
1 Indeed, we find in the region of absolute convergence of B ∂ +w : Table 1 : Explicit w-functions (a ∈ P \ {0}, n ∈ N >0 ).
denotes the k th coefficient of the power series of X * (−s) at 0:
is the k th coefficient of the power series of X * (−s) at −a:
where
2 ]} is an arc centered in γ. Because we have lim s→∞ |W * (s)| ≤ 1 (cf. Proposition 10 on Appendix A), we find the limit 
and counterclockwise integration of W * (−(s))L ca:n (s) on the contour C r reduces to computing the residue at the pole of the Laplace transform of L ca:n . Using the residue theorem, we find for u ∈ R ≥0 , w a:n (u)
where the quantity between parentheses is the (n − k)-th coefficient of the Taylor expansion of W * (−s) at a, computed in Proposition 11-(iv) in Appendix A. It is equal to y n−k if a = 0, and to y a:n−k if a = 0, where the coefficients {y k } and {y a:k } are given by (20) and (21), respectively. These coefficients are functions of the quantities {x a:k } which are the coefficients of the power series of X * (s) at the pole of the cost function. As such they are finite by analycity of X * (s) on P (cf. Proposition A-11-(i)). The final expressions for w a:n and w a:n are reported in Table 1 .
Alternatively, notice that c a:n = (−1) n δ n δa n [c a:0 ] if a ∈ P \ {0}. It follows from (10) in Proposition 2 and the Leibniz integral rule (Theorem 1 in Appendix E) that
and the expressions for w a:n can be derived by successive differentiations of w a:0 . By continuity arguments, one finds, for n ∈ N >0 ,
It follows from Corollary 1 that all the cost functions given as linear combinations of functions of the type (22) enjoy explicit value functions. Equivalently, the set of these computable cost functions is spanned by the set of the functions Γ (n+1, au), where n ∈ N, a ∈ C and Γ denotes the incomplete gamma function. For the cost function c(u
(n ∈ N), we get from Table 1 w
If a = 0, the w-function is then given by
Piecewise-defined cost functions
Assume that the cost function takes the form
where 1 denotes the indicator function, {c l } h−1 l=0 is a finite collection of h cost functions, {τ l } h l=0 is a growing sequence in [0, ∞] with τ 0 = 0 and τ h = ∞, and each c l is a linear combination of functions of the type (22) , i.e. c l (u) = n l j=0 κ lj u n lj e −a lj u , with a lj ∈ P for j = 0, . . . ,n l , l = 0, . . . , h − 1. Equivalently, (31) rewrites as
where we set c −1 = 0 and define ∆ l = c l − c l−1 (l = 0, . . . , h − 1).
Finite number of poles
The Laplace transform of c l 1 [τ,∞) takes 2 the form ζ l (s, τ )e −sτ , where ζ −1 = 0 and lim s→∞ ζ l (s, τ ) = 0. It follows from (32) that
If we set γ in the halfplane (s) > 0 between the poles of c 0 , . . . , c h−1 and −p W , (25) becomes in the present setting, for l = 0, . . . , h − 1,
(36) We infer a straightforward procedure for deriving ∂ + w interval by interval provided that W * has a finite number of poles (e.g. in the case of exponentially or Erlang-distributed service times). For k = 0, . . . , h − 1, let u ∈ (τ k , τ k+1 ).
The contribution of the first k + 1 terms of (35) at u is computed by counterclockwise integration of W * (−s)Λ − (u, s)e su along the contour C r with r → ∞, where
This operation reduces to deriving the w-function of c k by calculating the residues at the poles of c k . The contribution of the remaining terms of (35) is obtained by clockwise integration along C −r of W * (−s)Λ + (u, s)e su , where
by calculating its residues at the poles of W * (−s), which are in finite number by assumption. Example 1. Consider service times exponentially distributed with parameter ω > λ, i.e F X (x) = 1−e −ωx , and the cost function c(u) = u n e −au
For this example we get h = 2, with c 0 = 0, and ∆ 1 = 0. Using the results of Appendix C.2, (18) reduces to
where Γ (x, y) =´∞ y t x−1 e −t dt is the incomplete gamma function. Hence,
We compute w by integration of B ∂+w (s)e su along the vertical axis at γ (0 < γ < ω − λ) using the contour C r for u > τ , and the contour C −r for 0 ≤ u < τ . The residue theorem gives
Regarding (39) as a product and using Leibniz's product rule, we get, for u ∈ (τ, ∞),
(41) Hence, if a = 0,
and, if a = 0,
We are now able to derive the w-function of (31). For simplicity, in the next result we only consider the particular setting when h = 2,n 0 = n,n 1 = 1, and a 0j = 0 for j = 0, . . . , n, which will be exploited in Section 4.4. We set
where ξ(u) =ςu k e −au for some n, k ∈ N and a ∈ C. For this cost function we find, using (34),
In the rest of this study the w-function of (44) is denoted by W (ς 0 , . . . , ς n ; ξ). The derivation of Proposition 3 is found in Appendix D.
Proposition 3 (W (ς 0 , . . . , ς n ; ξ); finite number of poles). Consider an M/G/1 queue with arrival rate λ and service times (X, X 0 ), satisfying Assumption 1 and such that W * is meromorphic with finite pole set P. For p ∈ P, let ν(p) denote the degree of the pole p, and let p:
. Endow the queue with the cost function (44) and let Assumption 2 hold. The w-function w ≡ W (ς 0 , . . . , ς n ; ξ) satisfies
where {y j } is given by (20) and we define
It is given by
, if a = 0,
and
Example 2 (polynomial cost in an interval). Consider service times exponentially distributed with parameter ω > λ and the cost function (44) with ξ ≡ 0. Sinceς = 0 we have ∂ + w(u) = 0 for u ∈ (τ, ∞). Using the results of Appendix C.2, we find P = {λ − ω}, ν(λ − ω) = 1, ω−λ:0 = λ(λ − ω)/ω, and, from Proposition 3,
It follows from (46) that, for u ∈ (0, τ ),
By introducing (51) and (204) into the last result, we find, after computations,
Integration of (53) yields, for u ∈ R ≥0 ,
Example 3 (analytic cost in an interval). Reconsider Example 3 with ς j = f (j) (0)/j! for j = 0, . . . , n, where f is an analytic function with Taylor series convergent on an interval [0, τ + ], and f (j) denotes the j th derivative of f . Using the Lagrange form of the remainder of the Taylor expansion of e (ω−λ)x at x = 0, one shows that the factor between parentheses in (53) satisfies j t=0
for any u ≤ τ . It follows that ∂ + w(u) in (53) is bounded by Remark 1. In Example 3 we have computed the w-function for a cost function given as a Taylor series on a finite interval [0, τ ]. We will see in Section 4.2 that the same procedure for the Taylor series considered on R ≥0 is not recommended as the computed series generally diverge (cf. Proposition 6).
Infinite number of poles
An infinite number of singularities for W * prohibits direct integration along C r . Suppose however that, for l = 1, . . . , h − 1 and for every u ∈ (0, τ l ), one can write
has a finite number of poles, and
The procedure for deriving ∂ + w now reads as follows. 
where Υ (s) = λ s+λ X * (−s) and X * (−s) = e sx . It can be seen that (57) holds for l = 1, . . . , h − 1 and u ∈ (0, τ l ) if we set
where µ l (u) = (τ l − u)/x . Then, the contribution of the l th term of (35) at
at the poles of ζ l (s, τ l ) − ζ l−1 (s, τ l ) and at −λ < 0, while
(62) Example 4 (Step cost function-identical service times). The cost function c(u) = θ(u − τ ) is considered with identical service times equal to x > 0-this problem was studied in [8] . Using the results of Appendix C.1, (18) reduces to
Taking 0 < γ < a, where a is given by (202), and using the contour C r , we find w (u) = λ/(1 − λx) for u ∈ (τ, ∞). For u < τ , we decompose W * (−s) as in (60), and (64) yields
where m = µ 1 (u) = (τ − u)/x , and the second term can be ignored due to (62). We let g(n, k) = u + (m − 1 − n + k)x − τ for all n, k ∈ N, and define
The derivatives of K(s) at −λ are given by
By integration of B ∂+w (s)e su along the vertical axis at γ, we find, using the contour C r , the residue theorem at the poles 0 and −λ, (62) and (64):
(67) Integrating the last expression from τ to u gives, for u ∈ [0, τ ),
3 Indeed, it is straightforward to verify that (66) holds for n = 0 and n = 1. For n ≥ 2, we proceed by induction. observe that (65) rewrites as (s + λ − λe sx )K(s) = e sg(n−1,n) , which gives, after n differentiations at −λ:
Assuming that (66) holds for n = 0, 1, . . . , p − 1, the second term of the second member of (69) reduces for n = p to
Inserting (70) into (69) yields
and (66) holds for all n.
Degenerate cases. The decomposition scheme (60) is not possible for all discrete service time distributions. Consider for instance the geometric service time distribution
where x > 0 and λ
, and the transform of the service time disribution degenerates into
, it decomposes as follows:
is O(e (s)x ) with just one pole at −λ. In view of (75), we ditsribute (73), and use (74) twice with parameters m + 1 and m. We find, after computations,
where the first two terms contain a finite number of poles, while the third term has only one pole to the left of s = 0: −λ with degree m + 1. It follows that (57) holds for l = 1, . . . , h − 1 and u ∈ (0, τ l ) if we set
Example 5 (
Step cost function-geometric service times). Consider the cost function c(u) = θ(u − τ ) with the geometrically distributed service times (72). For u ∈ (0, τ ), w (u) follows by integration along the vertical axis (s) = γ of B ∂+w (s)e su = λW
, the computation of w (u) reduces to calculating the residues at 0 and −λ for
At s = 0, we find lim s→0 sg(s) = λ/b. The residue at s = −λ is less immediate. We first defineλ = λ(e ς − 1), and let h(s) = s + λ − (s + λe ς )e sx−ς , where h(−λ) = −λe −(λx+ς) and the derivatives of h at −λ satisfy
Then we writeg(s) = (s + λ)
which givesg
and after n ≥ 1 derivations of (82) at −λ,
t /t! denotes the generalized Laguerre polynomial. It follows that
can be derived by induction from (79), (81) and (82).
We infer an expression of ∂ + w(u) for the model (44). Proposition 4 (W (ς 0 , . . . , ς n ; ξ); infinite number of poles). Consider an M/G/1 queue with arrival rate λ and service times (X, X 0 ), satisfying Assumption 1. Endow the queue with the cost function (44) and let Assumption 2 hold. The w-function w ≡ W (ς 0 , . . . , ς n ; ξ) satisfies
where {y j } is given by (20) .
where ζ 0 (s, τ ) and ζ 1 (s, τ ) are given by (45). Let P D be the set of the poles of W D (u; −s) with real parts in (−∞, 0], P D be the set of the poles of W D (u; −s) with real parts in [−p W , ∞), and let ν(p) denote the degree of any such pole p. If we define
where χ (q) (s, u) is given by (47).
The proof follows the procedure described in Section 3.2.2. Since it is similar to that of Proposition 3, it is omitted for concision.
Value function approximations
In the absence of exact expressions for the value functions, policy improvement can still be carried out based on accurate value function bounds. Such bounds can be derived if lower and upper bounds for the cost function, c − and c + , are available with explicitly computable w-functions. Bounds on w can then be inferred from the developments of Section 3.2. We write
and, recalling (13), we find a bounding interval function A λ, [c] for the admission cost of a job with service time x ∈ R ≥0 for the considered queueing sytem at state u ∈ R ≥0 :
where [c] are the bounds on the mean cost per job computed by (12) for [c] . In a k-server system with initial arrival rates λ 1 , . . . , λ k and cost functions c 1 , . . . , c k bounded by [c 1 ], . . . , [c k ], the first-step dispatching decision can be made at a backlog state (u 1 , . . . , u k ) iff there is an i ∈ {1, . . . , k} such that
Otherwise, the cost function approximations should be improved by increasing the precision of the intervals until the condition is met.
In the rest of this section we discuss various approximation schemes for the cost functions: Taylor series in Sections 4.1 and 4.2, trigonometric approximations of periodic functions in Section 4.3, and uniform approximations by polynomials in Section 4.4.
Continuously differentiable cost functions
In view of Corollary 1, we infer Taylor polynomials at u = 0 for the solutions with n-times continuously differentiable cost functions. Proposition 5 (Polynomial bounds for w(u)). For n ∈ N, consider an M/G/1 queue with arrival rate λ and service times (X, X 0 ) satisfying Assumption 1. Let c : R ≥0 → C be an n + 1-times differentiable cost function such that Assumption 2 holds and c (n) is continuous, thus admitting the n-th order Taylor polynomialĉ
, in the following sense:
and let [ (n) ] be an interval function for the w-function covering all the cost functions comprised in the interval
covers all the cost functions inĉ
Proof. By applying Taylor's theorem to both the real and the imaginary parts of the cost function c, we find c(u) =ĉ (n) (u) + r (n) (u), whereĉ (n) is given by (91), and r (n) is the remainder in Lagrange form:
It follows from (92) that c(u) ∈ĉ
, and we find (93) by using Corollary 1-(c) twice: with the intervals on the real and imaginary parts of c.
Remark 2 (Choice of the derivative bounds). Table 1 offers convenient options for the derivative bounds. In the particular case when the derivatives of the cost functions can be bounded by constant intervals (i.e. [α
, the remainder's interval takes the form
Remark 3 (Relevance of the polynomial bounds). For Proposition 5 to be relevant, the additional requirement is needed that the size of the remainder's interval [ (n) ](u) decreases pointwise with the parameter n, and ideally vanishes for large n. This requirement is conditioned by the order of growth of the derivatives of c, as shown in Section 4.2.
Analytic cost functions
This section explores, in the case of smooth cost functions, the behavior as n → ∞ of the interval given by the bound (93). Two possibilities exist for each value u of the backlog: either the interval [ (n) ](u) vanishes with [w (n) ](u) converging in accordance towards the (unique) Taylor series of w(u) at u = 0, or the interval diverges. Natural requirements for the convergence of (93) include (91) holding for n → ∞ (i.e. c entire), the convergence for all n of the series ∞ q=0 y q (c (n+q) (0)) and, lastly, a sizeable radius of convergence for (93). A proof of the following convergence result in given in Appendix D.
Proposition 6 (Taylor series for w(u)). Consider an M/G/1 queue with arrival rate λ and service times (X, X 0 ) satisfying Assumption 1, and endowed with an analytic cost function c : R ≥0 → C meeting Assumption 2. Let p W denote the dominant pole of W * . Further assume that c is entire with order of growth and type σ, so that
and define the functions ψ and χ as
(i) If either < 1 or = 1 and σ < |p W |, then the coefficientsw n are finite for all n, (98) and (99) converge on R ≥0 , and ψ = χ = w. (ii) If either > 1 or = 1 and σ > |p W |, then (97) diverges for all n.
System interpretation. In convergence conditions, the sequence {w k } gives the successive derivatives of w (u) at 0. If we definec
are germs at 0 of c and w , respectively. In matrix form, we havew
where Y (n) is the Toeplitz, upper triangular matrix
, where I (n) denotes the identity matrix of dimension n, and M (n) is the Toeplitz, upper triangular matrix
or, equivalently,
which enables us to recover the cost function inherent with a given w-function with germ {w k }, on condition that (I (n) /λ − M (n) )w (n) converges as n → ∞. The sequence {w t } is in fact the output (at nonnegative times) of the cross-correlation of the sequence {c t } with the sequenceh[t] = λ/(1 − ρ)y t (t ≥ 0), where {y t } is the germ of W * (−s) at the origin (cf. Proposition 11-(iv) in Appendix A), thus providing us with an interpretation for analytic functions of Proposition 2, where w is obtained by cross-correlation of c(u) with λ/(1 − ρ)F W (u) (cf. system interpretation in Section 2). It follows that the Z-transforms of these sequences satisfy
can be recovered from (105) by inverse Ztransform provided that the regions of convergence of Zc(n) and Zh intersect on a non-empty circular band-when n → ∞, this condition is to be linked to the conditions of Proposition 6-(i). Conversely,
Similarly, (99) expresses w (u) as the cross-correlation of the sequence of derivatives of c at u with the sequenceh[t].
The above discussion suggests a converse to Proposition 6, which provides us with Taylor series at u = 0 for the cost function. Proposition 7 (Taylor series for c(u)). Consider an M/G/1 queue with arrival rate λ, service times (X, X 0 ) satisfying Assumption 1, and endowed with an unknown cost function c : R ≥0 → C. Let p X ∈ [−∞, 0) denote the dominant pole of X. Further assume that the inherent w-function w is entire with order of growth and type σ, and denote its k th derivative by w (k) . Let
and define the functionsψ andχ as
The proof follows the lines of that of Proposition 6 and is omitted for concision. Note that the result (i) holds by virtue of Proposition 1 and Corollary 1-(a). Example 6. Assume that the service times for u > 0 follow the exponential distribution F X (x) = 1 − e −ωx discussed in Appendix C.2, where ω > λ in order to satisfy Assumption 1, and consider the cost function c(u) = 1 − e −au , where a ∈ P \ {0} in accordance with Assumption 2. This cost function, which is given much attention in e.g. [9] , is entire of exponential type σ = |a| ( = 1). According to Proposition 6 it allows for the derivation of the value function in the form of its Taylor series at 0 if |a| < |p W |, where |p W | = ω − λ, and proscribes it if |a| > ω −λ. This can be verified by computing the actual Taylor series. We havec n = δ[n]−(−a) n for n ∈ N and, armed with the developments of Appendix C.2, find
where the region of convergence of the last expression is, as predicted, nonempty if |a| < ω − λ and empty if |a| > ω − λ. The inverse Z-transform of Zw(∞) then gives, for n ∈ N,
which is the n th derivative at 0 of λ/(1 − ρ)(1−W * (a)e −au ). It follows that (98) converges for u ∈ R ≥0 , and we find w(u)
Polynomial bounds for w can be inferred from Proposition 5. The case a ∈ R with a > 0 is illustrated for various values of a in Figure 1 , where the bounding intervals for the derivatives are set to [α
, 0], and [β (n) ](u) = 0 for u ∈ R ≥0 and for all n, and the residual's bounds are computed according to (95). We see in Fig. 1 that a convergent sequence of intervals for w is generated as long as a < ω − λ. The generation of such a sequence is, however, impossible when a ≥ ω − λ, as the coefficientsw k then prove to be infinite.
Conversely, if w is given by (111) we find, successively
n for all n, by inverting the Z-transform Zc(∞) . This result was predicted by Proposition 7.
Example 7. Recall the cost function c(u) = 1 − e −au suggested in Example 6 with a ∈ P \ {0}, and assume that the service times for u > 0 are identical and equal to x. Without known expression for the Z-transform of the sequenceh[t], we compute the coefficients {w n } directly from (97) using the results of Appendix C.1, and get for n: w n 
which diverges for |a| > |p W |, and converges for |a| < |p W |, in which casẽ
and w is once again given by (111). The polynomial bounds for w are depicted in Figure 2 , where we used the same bounding intervals for the derivatives as in Example 6. 
Periodic cost functions
In this section we derive interval bounds for the w-function when the cost function has a periodic structure. Let c(u) =c(u)1 (0,∞) (u), wherec : R → R is continuous and periodic with period 2τ . The Weierstrass approximation theorem claims that the periodic, continuous functionc can be approximated by a trigonometric sum with arbitrary precision with respect to the uniform norm [10] , i.e. for any > 0 one can find n < ∞ such that η (n) = c(u) − t (n) (u) < , where the uniform norm of a function f : R → R with period τ is defined by
The cost function then satisfies c ∈ [c], where we define
A trigonometric sum approximatingc is given the partial Fourier series
where the Fourier coefficients α k satisfy
Sincec is real, α 0 is real and α −k and α k are complex conjugate for all k, so that c (n) has 2n + 1 real parameters. The Fourier series (118) converges towardsc with rate O(η (n) ) = log(n) ω(c; τ /(nπ)) [10, §21] , where
defines the modulus of continuity of the periodic function. Ifc satisfies the α-Höldern condition |c(
α , and (118) converges uniformly. A faster convergence rate can be obtained by slightly modifying the Fourier coefficients in (118). Consider the trigonometric sum
where n,0 , . . . , n,n are real coefficients. The choice of parameters proposed in [13, §3] ,
yields the convergence rate 
with n,k , . . . , n,k given by (122), and α −n , . . . , α 0 by (119).
Proof. The result follows by computation of the w-function of (117) with the modified trigonometric sum (121) and an uniform error bound η (n) satisfying (123). We used W * (0) = 1, and the results of Table 1 for c(u) = 1 and for c(u) = e −au with a = −ikπ/τ (k = −n, . . . , −1, 1, . . . , n).
Continuous cost functions
In the case of a continuous (or piecewise continuous) cost function c : R ≥0 → R we suggest to partition the backlog time line into two or more intervals and to derive interval bounds for the cost function on each interval. For simplicity we consider only the following two-interval setup: an interval (0, τ ) (τ > 0) of the frequent backlog values where the cost function is continuous and approximated precisely with respect to the uniform norm
by a polynomial of degree n-this is done in accordance with the Weierstrass approximation theorem [ 
the uniform error bound η (n) is a positive constant, and
with bounding function ξ − , ξ + of the type ( 22) . The w-function of c satisfies w ∈ W ς n,0 − η (n) , ς n,1 , . . . , ς n,n ; ξ − , W ς n,0 + η (n) , ς n,1 , . . . , ς n,n ; ξ + , (128) where W is computed as in Section 3.2.
Algorithm 1: Dispatching with interval value functions
The one-step improvement policy minimizing the admission cost (89) is then computable at each state by increasing τ and n until (90) holds. The resulting procedure is described by Algorithm 1. 
Bernstein polynomials
Notice that (129) rewrites as
, where the random variable K ∼ B(n, u/τ ) is distributed according to the binomial distribution with n trials and success probability u/τ . The quantity K/n has mean u/τ and variance (u/τ )(1 − u/τ )/n ≤ 1/(4n), which vanishes uniformly on [0, τ ]. It follows by uniform continuity of c on [0, τ ] that E[c(Kτ /n)] converges uniformly towards c(u) on that interval (see [12, proof of Theorem 2.7]). The uniform convergence rate for (129), After computations, the binomial expansion of (129) yields
Observe that the coefficients β n,0 , . . . , β n,n satisfy β n,k =ĉ (k) n (0)/k!, where we compute, by induction 6 ,
, (t = 0, . . . , n − k, k = 1, . . . , n).
(134) From (130) and (132) we infer bounds for the value function. Corollary 2 (Bernstein approximation). Proposition 9 holds forĉ (n) ≡ b (n) with the uniform error bound
is defined in (132), with β n,0 , . . . , β n,n given by (133). 
Near-best approximation polynomials
6 Indeed, β n,0 =ĉ (0)
holds for k = 1, . . . , q − 1, where 1 ≤ q ≤ n − 1. Then, for l = 0, . . . , n − q,
and (135) holds for k = q. By induction, (135) is true for 0 ≤ k ≤ n. By setting l = 0 in (135), we infer from (133) that β n,k =ĉ
and ω(c; [0, τ ]; τ δ/2) is an upper bound for ω(c; δ) for all δ > 0. Sincec is even, its Fourier coefficients are real and the trigonometric sum (121) reduces forc tot
where β 0 = (α 0 ) = α 0 , and β k = 2 (α k ) = 2α k for k = 1, . . . , n, and the coefficients α 0 , . . . , α n satisfy, for k ∈ N ≥0 , (α k )
cos(kθ) dθ
where we have used the change of variable u = τ (1 + cos(θ))/2. The quantities { (α k )} can be derived exactly for many cost functions. Expressions for these coefficients for the case when c is given as a quotient of polynomials are computed in Appendix D. The uniform convergence rate for (139) is given by (123) as
It remains to rewrite (139) as a polynomial in u by returning to the backlog domain. By developing cos(kθ) = (cos(θ) + i sin(θ)) k , one shows that cos(kθ) = p k (cos(θ)), where
where we define ν(0, 0) = 1, and
(143) The polynomial p k (x) has the specificity that its k roots are real and located in (−1, 1). In particular, ν(2k, 0) = (−1) k for all k, and after computations we findt
where we introduce γ(n, t) = k∈σ(n,t) n,k β k ν(k, t/2 ), (t = 0, . . . , n),
and defineσ(n, t) = {t, t + 2, t + 4, . . . , n} if n − t is even, andσ(n, t) = {t, t + 2, t + 4, . . . , n − 1} otherwise (0 ≤ t ≤ n). Sincec(θ) = c(τ (1 + cos(θ))/2), a polynomial approximation of c on [0, τ ] is obtained by setting cos(θ) = 2u/τ − 1 in (146): where we definē
The convergence rate (141) holds for (146), and we infer the following bounds for the value function. Corollary 3 (Near-best approximation). Proposition 9 holds forĉ (n) ≡ t (n) with the uniform error bound η (n) ≡ 6 ω(c; [0, τ ]; τ /(2n)), wheret (n) is defined in (146) withγ(n, 0), . . . ,γ(n, n) given by (147),(140), (145), and (122). 
Example 8 (Quotient cost function). Consider the cost function
where a > 0 is a positive parameter. The Fourier coefficients (140) for (148) are given by Result 1 in Appendix D with, l(k) ≡ k. After computation of the residues at the complex conjugate poles ia and −ia, (230) reduces to 
and where we have introduced the quantities {κ(k, τ, q)} k 2 q=0 , defined for k even by
and for k odd by
is the acute angle between the line segments connecting the points i and 0 and the points i and τ , respectively.
By locating the maximum of c(u + δ/2) − c(u + δ/2), one shows that the continuity modulus of c on [δ/2, τ − δ/2] is given for δ ∈ [0, τ /2] by ω(c; [0, τ ]; δ) = c(u + δ/2) − c(u − δ/2), where
(153) satisfies δ/2 < u ≤ τ − δ/2. The cost function c is approximated by (126), whereĉ (n) ≡t (n) is the near-optimal uniform approximation (146) and the large-value interval [ξ] is set to
in which c (τ ) = 2a
The intervals produced by Corollary 3 for the cost function (148), and for its value function in the presence of jobs with exponentially-distributed service times are displayed in Figure 4 , for fixed τ and the approximation orders n = 1, . . . , 20. The value function intervals shown in Figure 3 (b) followed from (146) and the developments of Examples 1 and 3. The interval gaps can be arbitrarily reduced by increasing both n and τ , for instance by following the steps of Algorithm 1.
Let 1 and 2 denote two servers of a system, and assume that server 1 is twice faster than 2. Feed the server system (1, 2) a sequence of jobs with arrival rate 3/2 and random service times exponentially distributed with parameters (ω 1 , ω 2 ) = (2, 1) (cf. Appendix C.2). Consider for the job sequence the cost function (148), as well as an initial policy randomly balancing the workload between the two servers, with arrival rates at the servers (λ 1 , λ 2 ) = (1, 1/2). Figure 4 (a) depicts, for a particular job with service times (x 1 , x 2 ) = (1, 2) and for various values u = (u 1 , u 2 ) of the backlogs at the servers, the policy π(u, x) obtained by Algorithm 1 after the one improvement step (5). The quantity n (u, x) displayed in Figure 4(b) is the minimum order required by (146) for valid dispatching at (u, x). This quantity was estimated by reporting the minimum order that allowed for dispatching for a coarse grid of values of the parameter τ . It can be seen that n (u, x) grows with the distance to the origin u = (0, 0), and increases abruptly near the frontiers of the dispatching policy π. The relatively high orders rendered by Figure 4 (b) are due to the conservativeness of the uniform error bound η (n) ≡ 6 ω(c; [0, τ ]; τ /(2n)) for this particular choice of the cost function (cf. Figure 3(a) ). In practice, more accurate estimates of the error bound will help to significantly reduce the estimation orders.
Discussion
The power series approximations of the value function derived from Taylor series expansions of the cost function are only expected to converge for a nar-row range of cost functions, namely entire functions with asymptotic rates of growth less than the exponential type |p W |, which is the asymptotic decreasing rate of the limiting distribution of the waiting times in the queue. In Example 3 we saw that this restriction could be bypassed for any analytic cost function by confining the Taylor series expansions to one interval of finite length (or to a finite union of such intervals). All the same, devising in this fashion unequivoqual dispatching policies with arbitrary precision is in general impossible because the maximum interval length is bounded by the radius of convergence of the Taylor series of the cost function.
Uniform approximations of the cost function inside intervals are a better strategy for the problem of value function approximation by polynomials for the reason the estimation error they induce on the value function is bounded above and below by closed-form expressions which vanish for every backlog value as the order of the approximating polynomial is increased. Bernstein polynomials give us a flexible and easily implementable solution. Yet their relatively slow convergence rate (O(ω(c; [0, τ ]; τ / √ n))) is prohibitive, and computational and numerical issues are likely to arise in practice. The convergence rate O(ω(c; [0, τ ]; τ /(2n))), non-improvable from the perspective of D. Jackson's theorem, is nonetheless enjoyed by a certain class of polynomials, derived from uniform approximators for periodic functions based on trigonometric sums. The availability of closed-form interval bounds for all cost functions with explicit Fourier coefficients (140) and for a diversity of service time distribution models gives the green light to a systematic implementation of the first policy improvement step in the context multi-server dispatching.
A On the waiting time variablesW and W .
This appendix reports results on the asymptotic distributions of the waiting time variablesW and W . Particular attention is given to W * -given by the Pollaczek-Khintchine formula [18, 11, 6 ]-, which is useful in assessing the value functions.
Proposition 10 (Limiting waiting time distributions).
(i) The probability distributions F W and FW of the waiting time variables W andW are continuously differentiable on R >0 , and respectively satisfy
(ii) The Laplace-Stieltjes transforms of W andW are given by
Proof. (i) The probability distribution FW (u) of the waiting variable of the queue can be inferred from Proposition 2 using the cost function c(t) = θ(u−t), with the convention θ(x) = 1 if x ≥ 0 and θ(x) = 0 otherwise. Indeed, the queue alternates between idle and busy periods, during which the queue successively expects the arrival of 1 and ρ 0 /(1 − ρ) jobs, respectively (cf. Lemma 1 in Appendix B). Hence, the expected total number of jobs arriving during a cycle amounts ton = (1 − ρ + ρ 0 )/(1 − ρ). The total cost observed during a busy period initiated at the random state X 0 is given by setting c(·) ← θ(u − ·) and u ← X 0 in (10) . Besides, the total cost of an idle period is θ(u). It follows that FW satisfies
Since θ(u − (ξ + W )) ≥ 0 for all u, Fubini's theorem (Theorem 2 in Appendix E) applies and (159) reduces to
Using |θ(u − (ξ + W ))| ≤ 1 provides us with an integrable bound for the Leibniz integral rule (Theorem 1 in Appendix E), which we apply with the measure
order to obtain the probability density function ofW :
(161)
After a second differentiation, we get
which gives (156) after substitutingn with its value. The identity for ∂ + F W is obtained by considering the convention (X, X) at u = 0.
(ii) The Laplace transform of (161) is given bỹ
We compute (163) on the region of absolute integrability of e −su θ(u−W )−θ(u−(X 0 +W )), where Fubini's theorem applies. The domain of the so-obtained Laplace transform can then be extended by analytic continuation.
With the convention (X, X) at u = 0,n reduces to 1/(1 − ρ) andW * ≡ W * , and we recover (157) by substitutingW * with W * in (164) and solving the equation for W * (s). The value ofW * under the convention (X, X 0 ) follows by substituting W * in (164) with its value given by (157).
We further characterize W * in the complex plane.
Proposition 11 (Analycity of W * and pole location). Under Assumption 1:
The dominant singularity p W of W * (i.e. the singularity with largest real value) is a pole with degree 1 lying on the negative real axis R <0 . The dominant singularity p X of X * is real, negative (possibly infinite) and satisfies
(iv) W * is analytic in a neighborhood of 0, where it rewrites as the series
in which the coefficients {y k } are given by (20) in Table 1 , and satisfy , 1, 2, . . . ). The series {y k } is asymptotically geometric with the asymptotic rate |p W | −1 . (v) At any point a ∈ C 0 where W * is analytic, W * rewrites as the series
where ra = infŝ ∈S W * |ŝ − a| is the distance to the closest singularity of W * . The coefficients {y a:k } are given by (21) in Table 1 .
Proof. (i) First observe that 0 is a removable singularity of W * (s). Since X * and W * are the Laplace transforms of probability density functions on R ≥0 , their dominant singularities p X , p W are real, nonpositive (cf. iv), and possibly infinite (−∞) 7 . Besides, X * (s) is, by definition, continuous and strictly decreasing on (p W , +∞) with lims→∞ X * (s) = 0. It intersects with the straight line 1 − s/λ at s = 0 (removable singularity) with slope stricly larger than −1/λ (ρ < 1). Since the limit value of the derivative of X * (s) at −∞, given by lims→∞ E[−Xe −sX ] is infinite, X * (s) must necessarily cross 1 − s/λ at another negative value p W , which is the dominant singularity of W * . This singularity is non-removable because this would require p W > p X to be a singularity of X * as well. Moreover, since the slopes of the curves at the second point of intersection are different, the derivative of s − λ(1 − X * (s)) at p W is nonzero. It follows that p W is a pole of degree 1. Because X * is a Laplace transform, it is analytic on its domain, which includes the halfplane to the right of p W .
(ii) follows from the conclusions of (i) and the fact that the first member of (165) is the denominator of W * (σ).
(iii) First notice that the denominator of W * (s) is given, on the vertical axis s = p W +it, by
The real part of (169) can only be 0 if cos(tX) = 1 almost everywhere with respect to F X , where sin(tX) = 0 and the imaginary part of (169) reduces to t. Hence, the only singularity on the axis s = p W + it is p W . Next, we show that it is impossible to find a sequence {ŝ k } of singularities of W * such that (ŝ k ) → 0. If so, the sequence is either bounded or not. If it is bounded, then there exists a subsequence of {ŝ k } of poles converging towards a point of the imaginary axis, which can only be p W , and consequentlyŝ k − λ(1 − X * (ŝ k )) = 0 for the subsequence converging towards p W . By analytic continuation, s − λ(1 − X * (s)) = 0 in a neighborhood of p W , which is impossible. Suppose now that {ŝ k } is unbounded and converges to i∞.
7 If F Y is the probability density function of a random variable Y on R ≥0 , then
It follows that L F Y is absolutely dominated by its expression on the real axis, which is a real, nonnegative function. The dominant singularity p Y of L F Y lies therefore on the real axis. Since F Y is absolutely integrable, p Y is negative.
Since t k → ∞, (170) diverges, and the sequence does not exist. It follows that there is no singularity with imaginary value arbitrarily close to that of p W .
(iv) The series expansion of
is the k th moment of the waiting time distribution. These moments have known expressions which satisfy E[W k ] = k! y k for all k-see e.g. [6, §5.1.5]). Hence (166) is the (unique) Taylor expansion of W * at 0. Now, the ratio test for this Taylor series tells us that {E[W k ]/k!} grows asymptotically exponentially with asymptotic rate a if and only if the Taylor series converges on the interior of a disc with radius a centered at the origin, and diverges outside the disc, thus betraying the presence of a singularity of W * on the circle. Besides, since {E[W k ]/k!} has only real, nonnegative values, the series takes its largest absolute value on the circle at the intersection with the negative branch of the real axis. It follows in that case that −a = p W is the dominant singularity of W * .
(v) For n ∈ N and the specified point a, consider the cost function c(u) = (−u) n e −au . It follows from (27) that
and from Table 1 that
(172) Inspection of (171) and (172) then yields
k for all k, and (167) follows from the Taylor series of W * at a.
B Proofs of Propositions 1 and 2
The next result is well known (see e.g. [7] ) and reported for completeness.
Lemma 1.
Consider an M/G/1 queue with arrival rate λ and service times X for u > 0 satisfying Assumption 1. Let u 1 , u 2 ∈ R ≥0 with u 1 ≤ u 2 , and let the cost function c be equal to a constant h almost everywhere on (u 1 , u 2 ). Assume that the queue is initially at state u 1 , and reaches the state u 2 for the first time after a random period of time T , and let N denote the random number of jobs arrived during that period of time. Then,
Proof. The result is a consequence of the law of large numbers. Consider n realizations of the setting, and denote by T 1 , . . . , Tn the random values observed for the variable T , by N 1 , . . . , Nn those observed for the variable N , and by
. The rate of the Poisson process is equal to the density of arrivals per unit of time, which is a constant, and as such satisfies
Similarly,
By definition of the variables, we also have
which yields
(177) which yields the first two results of the lemma. Since the penalties are constant, their total cost over the time period that moves the system from u 1 to u 2 is equal to λhN , so that (3) gives v(u 1 ) = λhE [N ] − λcE [T ] + v(u 2 ), which reduces to the third result and completes the proof.
Proof of Proposition 1. Let u ≥ 0, and δ > 0 be a small time step. Assume that the backlog at a time t 0 is given by u + δ. For a time period t ≥ δ, consider the deadline violation cost variables V (t 0 ) (·, t) and V (t 0 +δ) (·, t − δ), computed from the starting times t 0 and t 0 + δ, respectively. Let Y symbolize the number of jobs arriving between t 0 and t 0 + δ. We have Prob(Y = 0) = 1 − λδ + O(δ 2 ), Prob(Y = 1) = λδ + O(δ 2 ), and Prob(Y ≥ 2) = O(δ 2 ). When no job arrives in [t 0 , t 0 + δ), we find
where d = denotes the notion of equality in distribution. By taking the expectation of (179), then letting t → ∞, we find
Suppose now that one job arrives between t 0 and t 0 + δ with service time x and violation cost c(Û ), whereÛ is uniformly distributed on [u, u + δ]. Similarly, we find
By marginalizing over the independent variables X and Y , (180) and (182) give
where E[v(u + X)] is necessarily finite. We find that v is right differentiable at u with
or
By starting from 0 instead of u + δ, repeating operations (178)- (185), and exploiting the continuity of v, we obtain (7). Then (8) follows by setting u = 0 in (185) and substituting v(0) with its value computed in (7).
The next result, due to [9] , considers transitions in the backlog-domain between two states u 1 and u 2 , with u 1 ≥ u 2 ≥ 0. Under Assumption 1, the random time T needed by the queue to transit from u 1 to u 2 is almost surely finite. From a dynamic programming perspective, the mean reward of the transition is given by (3) 
, where E[V (t 0 ) (u 1 , T )] is the total cost incurred by the queue averaged over all trajectories, and E[T ] is given by Lemma 1 in Appendix B. It follows that v satisfies
.
In order to compute E[V (t 0 ) (u 1 , T )], we introduce the following notion: given any random set S containing a random number of stochastic real variables, we define the measure Ψ S :
where θ denotes the step function with the convention θ(x) = 1 if x ≥ 0 and θ(x) = 0 otherwise. If a function f is defined on the same domain as S and measurable with respect to Ψ S , then
provided that f is integrable on R with respect to Ψ S . Notice that the density of the stochastic process formed by the elements of S is obtained by differention of Ψ S (t). For instance, if S denotes the set of the times of the successive arrivals caused by a Poisson process with density λ initiated at a time t 0 , we have Ψ S (t) = λ for t ≥ t 0 , and find
Proof of Proposition 2. We consider a backlog value u > 0, place the queue at state u, and collect the job arrivals until the queue reaches state 0 for the first time-this occurs almost surely under the assumptions. 
where we use the convention U p0 = 0 for p = 1, . . . N . First observe that Y 1 , . . . , Y N rewrite as
where the variables T 1 , T 2 , . . . form a Poisson process with rate λ. It follows that Ψ B is given by
The quantities Ψ A 1 . . . , Ψ A N can be computed from sample averages in accordance with the law of large numbers. For p ∈ {1, . . . , N }, we generate random instances of the set Ap and denote by U (k)
pq the k-th instance of the variable Upq. Since U
p0 , . . . , U
pMp , U
pMp , U (3) p0 , . . . form the successive waiting times of an analogous M/G/1 queue with service time
Using (186), we find (9) where w is the mean cost of the transition from u to 0, given by
The identity (10) follows by right differentiation of (193).
C Moments of the asymptotic waiting times and rates of growth
In this appendix we derive the coefficient sequence {y k } for basic service time distributions (constant, exponential, Erlang), and study its asymptotic growth. The moments of the waiting times and their growth rates can be inferred from those of {y k } using the identity E[W t k ] = k!y k .
C.1 Constant service times (M/D/1)
When the service times are constant, i.e. X = x, with x > 0, the moments are given by 
where we define φ(m, n) as the number of possible scenarios obtained when placing n distinct objects (unordered) into m numbered urns so that each urn contains at least two objects (n ≥ 2m). By definition, φ(m, n) is less than the number of scenarios obtained when the urns are allowed to contain less than two objects (m n ). Besides, for a fixed number m of urns, the number of scenarios where at least one urn contains less than two objects is no more than m(m + n − 1)(m − 1) n−1 , and these scenarios become atypical for a large n in the sense that their frequency vanishes like O(n(1 − 1/m) n ) as n → ∞. Hence, we have the bounds
More properties of the function φ can be inferred from combinatorics. In particular, the exact values of φ may be computed recursively based on
where (198) rewrites as
which, numerically, is easier to implement by direct computation of the quantities φ(m, n)/n!, required in (194) for the computation of y k . The identity
, n = 4, 5, . . . ), (199) or, equivalently,
allows us to further simply the computations.
Asymptotic growth: For a constant service time x under the assumption λx < 1, (157) reduces to W * (s) =
W * has one real pole located at −a < 0 given by the branch −1 of the product logarithm function Wn:
It follows from Proposition 11 that the sequence {y k } is asymptotically geometric with rate 1/a, with a given by (202). 
and (194) holds for all k by induction.
C.2 Exponentially distributed service times (M/M/1)
In the case when the service times are exponentially distributed with parameter ω, i.e Prob(X ≤ x) = 1 − e −ωx with ω > λ, then the moments are given by
and (20) reduces to 9 y 0 = 1,
Asymptotic growth: For exponential service times with rate ω (ω > λ), we see from (204) that the sequence {y k } is geometric with rate (ω − λ) −1 . Indeed, (157) becomes
and W * shows one negative pole at −a = λ − ω. The waiting time distribution is given by
If the service times follow an Erlang distribution with shape q ≥ 1 and rate ω, their probability density function satisfies
with ω > qλ. Observe that ωe −ωx is the density of the exponential distribution considered in Example C.2. It follows that the moments are given, for ω > λ, by
and (20) reduces to 10 y 0 = 1,
where we define ϑ (q) (m, n) (q ≥ 1, n ≥ 2m) as the number of possible outcomes when m ordered collections of n 1 , n 2 , . . . , nm unordered objects are respectively picked out of m urns 1, 2, . . . , m so that n 1 + · · · + nm = n and np ≥ 2 for p = 1, . . . , m, where each urn p is initially assumed to contain q − 1 distinct objets plus np objects randomly drawn (without 9 This can be shown by induction. Equation (204) is trivial when k = 0. If we assume that (204) is true for k = 0, 1, . . . , q, then y q+1 repetition) from a common set of n additional distinct objects (p = 1, . . . , m). By proceding as in (197) and (198), we find the following recursive rule for computing ϑ (q) :
, n = 2, 3, . . . ).
(211)
Asymptotic growth: Setting (207) in (157) yields
In this case, the q poles of W * are scattered on a circle contained in the half-space (s) < 0 and centered on the real axis. The rightest pole −a < 0 is located at the interserction between the circle and the real axis. It follows that the sequence {y k } is asymptotically geometric with rate 1/a.
D Proofs and results
Proof of Proposition 3. We follow the procedure described in Section 3.2.1. For u ∈ (0, τ ), we have Λ − (u, s) = ζ 0 (s, 0), and find that q!χ (q) (s, u) is the q th derivative of −Λ + (u, s)e su = [ζ 0 (s, τ ) − ζ 1 (s, τ )]e s(u−τ ) with respect to s. Besides, the q th derivative of W * (−s) at is given by q! yq if s = 0 and by q! y −s:q otherwise. It follows from (45) and the residue theorem that 
(213) and (209) holds for all k by induction.
For u ∈ (τ, ∞), we have Λ − (u, s) = [ζ 0 (s, 0) − ζ 0 (s, τ )e −sτ ] + ζ 1 (s, τ )e −sτ , where the term inside brackets does not contribute, and Λ + (u, s) = 0, so that
which is the w-function of ξ, given by Table 1 independently of τ . It is easy to verify that the integration of ζ 0 (s, 0)e −sτ and ζ 0 (s, τ )e −sτ yields quantities independent of τ as well, thus canceling each other as predicted. In (214) and (215) we recover (46). Equation (49) follows by integration of (46) usinǵ
and, similarly,´t
Proof of Proposition 6. (i) If is the order of growth of the entire cost function c, and σ its type, then for any > 0, there is k < ∞ such that [15, Lecture 1]
Consider the quantitywn introduced in (97), as well as
Recall from Proposition 11-(iv) in Appendix A that lim k→∞ y k+1 /y k = |p W | −1 . Besides, it can be seen (e.g. using Stirling's approximation for the factorial) that
Equations (218a) and (218b) tell us that, under the assumptions of (i) and by taking sufficiently small, one can find a dominant series forwn andwn that successfully passes the ratio test for convergence due to (220), so that bothwn andwn are finite for all n. The finiteness ofwn allows us to interchange the integration order in the computation ofwn.
Noting that yq = E[W q ]/q! for all q (cf. Proposition 11-(iv) in Appendix A), we apply Corollary 4 and find, for n ∈ N ≥0 ,
Similarly, we introduce, for n ∈ N,
andŵn is finite as well. Suppose now that |(d n /du n )c(0)| < n!(esr/n) n/r for n > k -in the case (i), this holds either for some r < 1 or for r = 1 and some finite s-, and consider the sequence
It is clear that the three sequences 
In the conditions of (i), we infer from (220) that the expression between brackets in (224) tends to a finite quantity not larger than s, so that, for any ν > 0 one can find a kν such that β n+1 ≤ (β kν +1 − β kν ) + (s + ν)βn for n > kν . It follows from the ratio test that ∞ n=0 βnξ n /n! converges for ξ ∈ R ≥0 , and so do 
and one may interchange the order of summation in (98): 
which holds for u ∈ R ≥0 .
(ii) Similarly, for any > 0, one can find growing sequences of naturals {ln} and {mn} such that [15, Lecture 1] 
Recall the serieswn defined in (97). By taking sufficiently small in (228a) and (228b) and using (220), we find that the asymptotic ratio between the moduli of two terms of (97) with respective indices lq − n, l q+1 − n (in the case > 1) or mq − n, m q+1 − n (in the case = 1, σ > |p W | −1 ) is greater than one for q taken large enough. Hence, one can find a subsequence of terms of (97) which grows in modulus, andwn diverges for all n. , ∀u ∈ R ≥0 ,
where gm and hn are polynomials with respective degrees m and n. Let f k (s) = c(s)p k (2s/τ − 1) and assume that the set of poles of f k , P, has no intersection with [0, ∞). The Fourier coefficients for this cost function satisfy, for = 0, 1, . . . ,
where l(k) = max(0, m−n+k) is the maximum nonnegative integer l such that lim s→0 s l f k (1/s) is finite, and {ζq} denote the coefficients of the Laurent series at +∞ of the analytic continuation of f k , i.e. 
Proof. We would like to compute
for any k ∈ N ≥0 . For σ > 0, we define the altered coefficient
where σ τ is a parameter, which has the property to converge to (α k ) as σ ↓ 0. Indeed, since by assumption c and p k are bounded on [0, τ ], the integrand of (232) is absolutely integrable on the interval. As soon as σ ≤ 1/(2τ ), one also has |(1 − σu) −l | ≤ 2 l and the conditions of Lebesgue's dominated convergence theorem are met. In order to compute (232), we consider the contour integral in the complex plane 
where s α ] −π = e α(ln |s|+i arg s] −π ) denotes the principal branch of the complex exponentiation, and the circles C 1/ , C (0), and C (τ ) are understood as in Figure 5 with > 0 chosen small enough so that 1/σ and the poles of f k are all located between the outer contour C and the inner contour.
We proceed to compute γ k (σ) term by term. Let l = max(0, m − n + k). First notice that lims→∞ s − 
Besides, lim →a(s − a)f k (s) s 
Lastly, by inspection of s We draw our attention to the residue at 1/σ. Using the Taylor development of (1−xτ ) −1/2−j at x = 0 we find, for σ < τ , (243) For small σ, the function f k is analytic in a neighborhood of 1/σ, and so is s −(q+1) f k (s) for any q. It follows that the derivation in (243) applies term by term to the Laurent series (242), and we find 
Observe on the other hand that, for q + j ≥ 0, 
Hence, for small σ, 
with κ(σ, l) < ∞ by absolute convergence of the above series. Consequently, is a finite quantity as it passes the ratio test for σ < 1/τ -this can be shown using Stirling's formula. It follows from Fubini's theorem (Theorem 2 in Appendix E) that the summation order in (244) can be permuted. By setting t = j + q we find (248)
