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THE BOLTZMANN-GRAD LIMIT OF THE PERIODIC LORENTZ GAS
JENS MARKLOF AND ANDREAS STRO¨MBERGSSON
Abstract. We study the dynamics of a point particle in a periodic array of spherical scat-
terers, and construct a stochastic process that governs the time evolution for random initial
data in the limit of low scatterer density (Boltzmann-Grad limit). A generic path of the
limiting process is a piecewise linear curve whose consecutive segments are generated by a
Markov process with memory two.
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1. Introduction
The Lorentz gas describes an ensemble of non-interacting point particles in an infinite array
of spherical scatterers. It was originally developed by Lorentz [18] in 1905 to model, in the limit
of low scatterer density (Boltzmann-Grad limit), the stochastic properties of the motion of
electrons in a metal. In the present paper we consider the case of a periodic array of scatterers,
and construct a stochastic process that indeed governs the macroscopic dynamics of a particle
cloud in the Boltzmann-Grad limit. The corresponding result has been known for some time
in the case of a Poisson-distributed (rather than periodic) configuration of scatterers. Here the
limiting process corresponds to a solution of the linear Boltzmann equation, see Gallavotti [13],
Spohn [26], and Boldrighini, Bunimovich and Sinai [4]. It already follows from the estimates
in [5, 16] that the linear Boltzmann equation does not hold in the periodic set-up; this was
pointed out recently by Golse [14, 15].
Our results complement classical studies in ergodic theory that characterize the stochastic
properties of the periodic Lorentz gas in the limit of long times, see [6, 2, 9, 21, 22, 1, 25, 12]
for details.
To state our main results, consider an ensemble of non-interacting point particles moving in
an array of spherical scatterers which are placed at the vertices of a euclidean lattice L ⊂ Rd
of covolume one (Figure 1). The dynamics of each particle is governed by the billiard flow
(1.1) ϕt : T
1(Kρ)→ T1(Kρ), (q0,v0) 7→ (q(t),v(t))
where Kρ ⊂ Rd is the complement of the set Bdρ + L (the “billiard domain”), and T1(Kρ) =
Kρ × Sd−11 is its unit tangent bundle (the “phase space”). Bdρ denotes the open ball of radius
ρ, centered at the origin. A point in T1(Kρ) is parametrized by (q,v), with q ∈ Kρ denoting
the position and v ∈ Sd−11 the velocity of the particle. The Liouville measure on T1(Kρ) is
(1.2) dν(q,v) = dvolRd(q) dvolSd−11
(v)
where volRd and volSd−11
refer to the Lebesgue measures on Rd and Sd−11 , respectively. For the
purpose of this introduction we will restrict our attention to Lorentz’ classical set-up, where
the scatterers are assumed to be hard spheres. Our results in fact also hold for scattering
processes described by smooth potentials, see Sec. 2.2 for details.
If the initial condition (q0,v0) is random, the billiard flow gives rise to the stochastic process
(1.3) {(q(t),v(t)) : t ∈ R>0}
which we will refer to as the Lorentz process. The central result of this paper is the existence
of a limiting stochastic process {Ξ(t) : t ∈ R>0} of the Lorentz process in the Boltzmann-Grad
limit ρ → 0. We begin with a study of the distribution of path segments of the billiard flow
between collisions.
1.1. The joint distribution of path segments. The billiard flow ϕt induces a billiard map
on the boundary ∂ T1(Kρ),
(1.4) (qn−1,vn−1) 7→ (qn,vn),
where qn,vn denote position and velocity at the nth collision in the outgoing configuration,
i.e.,
(1.5) (qn,vn) = lim
ǫ→0+
ϕτ1(qn−1,vn−1;ρ)+ǫ(qn−1,vn−1).
Here τ1 denotes the free path length, defined by
(1.6) τ1(q,v; ρ) = inf{t > 0 : q + tv /∈ Kρ}.
We will later also use the parametrization ∂ T1(Kρ) = (Sd−1ρ +L)× Sd−11 , so that qn =mn +
ρwn, where wn ∈ Sd−11 and mn ∈ L are the position on the ball and ball label at the nth
collision.
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Figure 1. Left: The periodic Lorentz gas in “microscopic” coordinates—the
lattice L remains fixed as the radius ρ of the scatterer tends to zero. Right: The
periodic Lorentz gas in “macroscopic” coordinates —both the lattice constant
and the radius of each scatter tend to zero, in such a way that the mean free
path length remains finite. The vectors s1, s2, . . . (resp. S1,S2, . . .) represent
the segments of the billiard path between collisions.
The time elapsed between the (n − 1)th and nth hit is defined as the nth collision time
(1.7) τn(q0,v0; ρ) = τ1(qn−1,vn−1; ρ).
We express the nth path segment by the vector
(1.8) sn(q0,v0; ρ) := τn(q0,v0; ρ)vn−1(q0,v0; ρ).
The central result of [19] is the proof of a limiting distribution for the first collision time
τ1, and further refined versions that also take into account the particle’s direction after the
reflection. We will here extend these results to find a joint limiting distribution for the first n
segments of the billiard path with initial coordinates (q0,v0), where the position q0 is fixed
and the velocity v0 random. The precise statement is the following.
Here and in the remainder of this paper we will use the standard representation L = ZdM0,
where M0 ∈ SL(d,R). We will also use the notation Ŝ := ‖S‖−1S. We set
(1.9) Bn :=
{
(S1, . . . ,Sn) ∈ (Rd \ {0})n : Ŝj+1 6= Ŝj (j = 1, . . . , n− 1)
}
.
Theorem 1.1. Fix a lattice L = ZdM0 and a point q0 ∈ Rd \ L, and write α = −q0M−10 .
Then for each n ∈ Z>0 there exists a function P (n)α : Bn → R≥0 such that, for any Borel
probability measure λ on Sd−11 which is absolutely continuous with respect to volSd−11 , and for
any set A ⊂ Rnd with boundary of Lebesgue measure zero,
(1.10) lim
ρ→0
λ
({
v0 ∈ Sd−11 : (s1(q0,v0; ρ), . . . , sn(q0,v0; ρ)) ∈ ρ−(d−1)A
})
=
∫
A
P
(n)
α (S1, . . . ,Sn)λ
′(Ŝ1) dvolRd(S1) · · · dvolRd(Sn),
where λ′ ∈ L1(Sd−11 ) is the Radon-Nikodym derivative of λ with respect to volSd−11 . Further-
more, there is a function Ψ : B3 → R≥0 such that
(1.11) P
(n)
α (S1, . . . ,Sn) = P
(2)
α (S1,S2)
n∏
j=3
Ψ(Sj−2,Sj−1,Sj)
for all n ≥ 3 and all (S1, . . . ,Sn) ∈ Bn.
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The above condition q0 ∈ Rd\L ensures that τ1 is defined for ρ sufficiently small. In Sec. 4.4
we also consider variants of Theorem 1.1 where the initial position is near L, e.g., q0 ∈ ∂Kρ.
We define the probability measure corresponding to (1.10) by
(1.12) µ
(n)
α,λ(A) :=
∫
A
P
(n)
α (S1, . . . ,Sn)λ
′(Ŝ1) dvolRd(S1) · · · dvolRd(Sn).
Note in particular that µ
(n+1)
α,λ (A× Rd) = µ(n)α,λ(A).
Remark 1.1. In probabilistic terms, Theorem 1.1 states that the discrete-time stochastic pro-
cess {ρd−1sn(q0,v0; ρ) : n ∈ Z>0} converges in the limit ρ→ 0 to
(1.13) {Sn : n ∈ Z>0},
a Markov process with memory two. As we shall see, Ψ(S1,S2,S3) is in fact independent of
‖S1‖.
Remark 1.2. If d ≥ 3 then P (n)α is continuous on all of Bn. If d = 2 then P (n)α is continuous
except possibly at points (S1, . . . ,Sn) ∈ Bn with Ŝ2 = −Ŝ1 or Ŝj+2 = ŜjRSj+1 for some
1 ≤ j ≤ n− 2, where RS ∈ O(2) denotes reflection in the line RS. Cf. Remark 4.7 below.
Remark 1.3. Note that Ψ is independent of L and q0, and P (n)α depends only on the choice of
α. This means in particular that Ψ and P
(n)
α are rotation-invariant, i.e., for any K ∈ O(d) we
have
(1.14) Ψ(S1K,S2K,S3K) = Ψ(S1,S2,S3)
and
(1.15) P
(n)
α (S1K, . . . ,SnK) = P
(n)
α (S1, . . . ,Sn).
For α ∈ Rd \Qd also P (n)α =: P (n) is in fact independent of α, cf. Remark 4.6 below. Explicit
formulas and asymptotic properties of the limiting distributions will be presented in [20].
Remark 1.4. The case n = 1 of course leads to the distribution of the free path length discussed
in [19]; cf. also [10, 5, 16, 7, 3] for earlier results.
1.2. A limiting stochastic process for the billiard flow. In Theorem 1.1 we have iden-
tified a Markov process with memory two that describes the limiting distribution of billiard
paths with random initial data (q0,v0). Let us denote by
(1.16) {Ξ(t) : t ∈ R>0},
the continuous-time stochastic process that is obtained by moving with unit speed along the
random paths of the Markov process (1.13). The process is fully specified by the probability
(1.17) Pα,λ
(
Ξ(t1) ∈ D1, . . . ,Ξ(tM ) ∈ DM
)
that Ξ(t) visits the sets D1, . . . ,DM ⊂ T1(Rd) at times t = t1, . . . , tM , with M arbitrarily
large. To give a precise definition of (1.17) set T0 := 0, Tn :=
∑n
j=1 ‖Sj‖, and define the
probability that Ξ(t) is in the set D1 at time t1 after exactly n1 hits, in the set D2 at time t2
after exactly n2 hits, etc., by
(1.18) P
(n)
α,λ
(
Ξ(t1) ∈ D1, . . . ,Ξ(tM ) ∈ DM and Tn1 ≤ t1 < Tn1+1, . . . , TnM ≤ tM < TnM+1
)
:= µ
(n+1)
α,λ
({
(S1, . . . ,Sn+1) : Ξnj(tj) ∈ Dj , Tnj ≤ tj < Tnj+1 (j = 1, . . . ,M)
})
with n := (n1, . . . , nM ), n := max(n1, . . . , nM ), and
(1.19) Ξn(t) :=
( n∑
j=1
Sj + (t− Tn)Ŝn+1, Ŝn+1
)
.
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Note that the choice Tn ≤ t < Tn+1 of semi-open intervals is determined by the use of the
outgoing configuration, recall (1.5). The formal definition of (1.17) is thus
(1.20) Pα,λ
(
Ξ(t1) ∈ D1, . . . ,Ξ(tM ) ∈ DM
)
:=
∑
n∈ZM≥0
P
(n)
α,λ
(
Ξ(t1) ∈ D1, . . . ,Ξ(tM ) ∈ DM and Tn1 ≤ t1 < Tn1+1, . . . , TnM ≤ tM < TnM+1
)
.
The following theorem shows that the Lorentz process (1.3), suitably rescaled, converges
to the stochastic process (1.16) as ρ → 0. Given any set D ⊂ T1(Rd) we say that t ≥ 0 is
D-admissible if
volSd−11
({
Ŝ1 ∈ Sd−11 : (tŜ1, Ŝ1) ∈ ∂D
})
= 0.(1.21)
We write adm(D) for the set of all D-admissible numbers t ≥ 0.
Theorem 1.2. Fix a lattice L = ZdM0 and a point q0 ∈ Rd \ L, set α = −q0M−10 , and let λ
be a Borel probability measure on Sd−11 which is absolutely continuous with respect to volSd−11 .
Then, for any subsets D1, . . . ,DM ⊂ T1(Rd) with boundary of Lebesgue measure zero, and any
numbers tj ∈ adm(Dj) (j = 1, . . . ,M),
(1.22) lim
ρ→0
λ
({
v0 ∈ Sd−11 : (ρd−1q(ρ−(d−1)tj),v(ρ−(d−1)tj)) ∈ Dj, j = 1, . . . ,M
})
= Pα,λ
(
Ξ(t1) ∈ D1, . . . ,Ξ(tM ) ∈ DM
)
.
The convergence is uniform for (t1, . . . , tM ) in compact subsets of adm(D1)× · · · × adm(DM ).
Remark 1.5. The condition tj ∈ adm(Dj) cannot be disposed with. For example, (1.22) is in
general false in the case M = 1, D1 = Bdt1 × Sd−11 . We prove this in Section 5.3. Note however
that no admissibility condition is required in the macroscopic analogue of Theorem 1.2, see
Theorem 1.4 below.
1.3. Macroscopic initial conditions. In view of the rescaling applied in the previous section
it is natural to consider the “macroscopic” billiard flow
Ft : T
1(ρd−1Kρ)→ T1(ρd−1Kρ)(1.23)
(Q0,V 0) 7→ (Q(t),V (t)) = (ρd−1q(ρ−(d−1)t),v(ρ−(d−1)t)),
and take random initial conditions (Q0,V 0) with respect to some fixed probability measure
Λ. We will establish the analogous limit laws as in the previous sections. Although the
macroscopic versions are less general (they are obtained by averaging over q0), they appear
more natural from a physical viewpoint, where one is interested in the time evolution of a
macroscopic particle cloud; cf. the discussion at end of this section.
The nth path segment in these macroscopic coordinates is
(1.24) Sn(Q0,V 0; ρ) := ρ
d−1sn(ρ−(d−1)Q0,V 0; ρ).
Theorem 1.3. Fix a lattice L and let Λ be a Borel probability measure on T1(Rd) which is
absolutely continuous with respect to Lebesgue measure. Then, for each n ∈ Z>0, and for any
set A ⊂ Rd × Rnd with boundary of Lebesgue measure zero,
(1.25) lim
ρ→0
Λ
({
(Q0,V 0) ∈ T1(ρd−1Kρ) : (Q0,S1(Q0,V 0; ρ), . . . ,Sn(Q0,V 0; ρ)) ∈ A
})
=
∫
A
P (n)(S1, . . . ,Sn)Λ
′(Q0, Ŝ1) dvolRd(Q0) dvolRd(S1) · · · dvolRd(Sn),
with P (n) as in Remark 1.3, and where Λ′ is the Radon-Nikodym derivative of Λ with respect
to volRd × volSd−11 .
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The probability measure corresponding to the above limiting distribution is defined by
(1.26) µ
(n)
Λ (A) :=
∫
A
P (n)(S1, . . . ,Sn)Λ
′(Q0, Ŝ1) dvolRd(Q0) dvolRd(S1) · · · dvolRd(Sn).
We redefine the stochastic process (1.16) by specifying the probability
(1.27) PΛ
(
Ξ(t1) ∈ D1, . . . ,Ξ(tM ) ∈ DM
)
via the measure µ
(n)
Λ by the same construction as in Section 1.2. The only essential difference
is that we need to replace (1.19) by
(1.28) Ξn(t) :=
(
Q0 +
n∑
j=1
Sj + (t− Tn)Ŝn+1, Ŝn+1
)
.
Note that formally PΛ = Pα,λ if Λ
′(Q,V ) = δ(Q)λ′(V ), and α ∈ Rd \Qd.
Theorem 1.4. Fix a lattice L and let Λ be a Borel probability measure on T1(Rd) which is
absolutely continuous with respect to Lebesgue measure. Then, for any t1, . . . , tM ∈ R≥0, and
any subsets D1, . . . ,DM ⊂ T1(Rd) with boundary of Lebesgue measure zero,
(1.29) lim
ρ→0
Λ
({
(Q0,V 0) ∈ T1(ρd−1Kρ) : (Q(t1),V (t1)) ∈ D1, . . . , (Q(tM ),V (tM )) ∈ DM
})
= PΛ
(
Ξ(t1) ∈ D1, . . . ,Ξ(tM ) ∈ DM
)
.
The convergence is uniform for t1, . . . , tM in compact subsets of R≥0.
The time evolution of an initial particle cloud f ∈ L1(T1(ρd−1Kρ)) in the periodic Lorentz
gas is described by the operator Lt,ρ defined by
(1.30) [Lt,ρf ](Q,V ) = f(F
−1
t (Q,V )).
To allow a ρ-independent choice of the initial density f , it is convenient to extend the action
of Ft from T
1(ρd−1Kρ) to T1(Rd) by setting Ft = id on T1(Rd) \ T1(ρd−1Kρ). We fix the
Liouville measure on T1(Rd) to be the standard Lebesgue measure
dν(Q,V ) = dvolRd(Q) dvolSd−11
(V ).(1.31)
Theorem 1.4 now implies the existence of a limiting operator Lt that describes the evolution of
the particle cloud in the Boltzmann-Grad limit. More precisely, for every set D with boundary
of Lebesgue measure zero, we have
(1.32) lim
ρ→0
∫
D
[Lt,ρf ](Q,V ) dν(Q,V ) =
∫
D
[Ltf ](Q,V ) dν(Q,V ),
uniformly for t on compacta in R≥0, and Lt is defined by the relation
(1.33)
∫
D
[Ltf ](Q,V ) dν(Q,V ) = PΛ
(
Ξ(t) ∈ D),
for any absolutely continuous Λ, any Borel subset D ⊂ T1(Rd), and f = Λ′. We note that Lt
commutes with the translation operators {TR : R ∈ Rd},
(1.34) [TRf ](Q,V ) := f(Q−R,V ),
and, in view of Remark 1.3, with the rotation operators {RK : K ∈ O(d)},
(1.35) [RKf ](Q,V ) := f(QK,V K).
It was already pointed out by Golse [15], that the weak-∗ limit of any converging subsequence
Lt,ρif (ρi → 0) does not satisfy the linear Boltzmann equation. His arguments use the a priori
estimates in [5, 16], and do not require knowledge of the existence of the limit (1.32). The
fundamental reason behind the failure of the linear Boltzmann equation is that, perhaps
surprisingly, {Lt : t ≥ 0} is not a semigroup. We will show in Section 6 how to overcome this
problem by considering an extended stochastic process that keeps track not only of position
Q and current velocity V , but also the free path length T until the next collision, and
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the velocity V + thereafter. We will establish that the extended process is Markovian, and
derive the corresponding Fokker-Planck-Kolmogorov equation describing the evolution of the
particle density in the extended phase space. A similar approach has recently been explored
by Caglioti and Golse in the two-dimensional case [8]. Their result is however conditional on
an independence hypothesis, which is equivalent to the Markov property established by our
Theorem 1.3 above.
1.4. Outline of the paper. The key ingredient in the present work is Theorem 4.8 of [19]
(restated as Theorem 2.2 below for general scattering maps), which yields the joint limiting
distribution for the free path length and velocity after the next collision, given that the initial
position and velocity are taken at random with respect to a fixed probability measure. The
proofs of Theorems 1.1 and 1.3 are based on a uniform version of Theorem 2.2, where the fixed
probability measures are replaced by certain equismooth families, see Section 2 for details.
Section 3 provides technical information on the nth iterate of the scattering maps, which in
conjunction with the uniform version of Theorem 2.2 yields the proof of Theorems 1.1 and 1.3
(Section 4). In Section 5 we prove that the dynamics in the periodic Lorentz gas converges
in the Boltzmann-Grad limit to a stochastic process Ξ(t), and thus establish Theorems 1.2
and 1.4. We finally derive the substitute for the linear Boltzmann equation in Section 6, by
extending Ξ(t) to a Markov process and calculating its Fokker-Planck-Kolmogorov equation.
2. First collision
We begin by reviewing the central result of [19].
2.1. Location of the first collision. We fix a lattice L = ZdM0 with M0 ∈ SL(d,R), once
and for all. Recall that Kρ ⊂ Rd is the complement of the set Bdρ + L and that the free path
length for the initial condition (q,v) ∈ T1(Kρ) is defined as
τ1(q,v; ρ) = inf{t > 0 : q + tv /∈ Kρ}.(2.1)
Note that τ1(q,v; ρ) = ∞ can only happen for a set of v’s of measure zero with respect to
vol
Sd−11
. In fact we have τ1(q,v; ρ) <∞ whenever the d coordinates of vM−10 ∈ Rd are linearly
independent over Q (note that this condition is independent of q), since then each orbit of the
linear flow x 7→ x+ tv is dense on Rd/L.
The position of the particle when hitting the first scatterer is
(2.2) q1(q,v; ρ) := q + τ1(q,v; ρ)v.
As in Sec. 1.1 we write q1(q,v; ρ) =m1 + ρw1 with m1 ∈ L and w1 = w1(q,v; ρ) ∈ Sd−11 .
Let us fix a map K : Sd−11 → SO(d) such that vK(v) = e1 for all v ∈ Sd−11 ; we assume
that K is smooth when restricted to Sd−11 minus one point. For example, we may choose K
as K(e1) = I, K(−e1) = −I and
(2.3) K(v) = E
(
−2 arcsin
(‖v − e1‖/2)
‖v⊥‖ v⊥
)
for v ∈ Sd−11 \{e1,−e1}, where
(2.4) v⊥ := (v2, . . . , vd) ∈ Rd−1, E(w) = exp
(
0 w
− tw 0
)
∈ SO(d).
Then K is smooth when restricted to Sd−11 \{−e1}.
It is evident that −w1K(v) ∈ S′1d−1, with the hemisphere
(2.5) S′1
d−1
= {v = (v1, . . . , vd) ∈ Sd−11 : v1 > 0}.
Let β be a continuous function Sd−11 → Rd. If q ∈ L we assume that (β(v)+R>0v)∩Bd1 = ∅
for all v ∈ Sd−11 . We will consider initial conditions of the form (qρ,β(v),v) ∈ T1(Kρ), where
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qρ,β(v) = q + ρβ(v) and where v is picked at random in S
d−1
1 . Note that for fixed q and β
we indeed have qρ,β(v) ∈ Kρ for all v ∈ Sd−11 , so long as ρ is sufficiently small.
For the statement of the theorem below, we recall the definition of the manifolds Xq(y)
and X(y) from [19, Sec. 7]: If q ∈ Z>0 and α ∈ q−1Zd, then we set Xq = Γ(q)\SL(d,R), and
define, for each y ∈ Rd \ {0},
Xq(y) :=
{
M ∈ Xq : y ∈ (Zd +α)M
}
.(2.6)
We also set X = ASL(d,Z)\ASL(d,R) where ASL(d,R) = SL(d,R) ⋉ Rd is the semidirect
product group with multiplication law (M, ξ)(M ′, ξ′) = (MM ′, ξM ′ + ξ′); we let ASL(d,R)
act on Rd through y 7→ y(M, ξ) := yM + ξ. Now for each y ∈ Rd we define
X(y) :=
{
g ∈ X : y ∈ Zdg}.(2.7)
The spaces Xq(y) and X(y) carry natural probability measures νy whose properties are dis-
cussed in [19, Sec. 7].
We will also use the notation
x⊥ = x− (x · e1)e1, for x ∈ Rd.(2.8)
The following is a restatement of [19, Theorem 4.4].
Theorem 2.1. Fix a lattice L = ZdM0. Let q ∈ Rd and α = −qM−10 . There exists a
function Φα : R>0 × ({0} × Bd−11 ) × ({0} × Rd−1) → R≥0 such that for any Borel probability
measure λ on Sd−11 absolutely continuous with respect to volSd−11 , any subset U ⊂ S
′
1
d−1
with
volSd−11
(∂U) = 0, and 0 ≤ ξ1 < ξ2, we have
(2.9) lim
ρ→0
λ
({
v ∈ Sd−11 : ρd−1τ1(qρ,β(v),v; ρ) ∈ [ξ1, ξ2), −w1(qρ,β(v),v; ρ)K(v) ∈ U
})
=
∫ ξ2
ξ1
∫
U⊥
∫
Sd−11
Φα
(
ξ,w, (β(v)K(v))⊥
)
dλ(v)dw dξ,
where dw denotes the (d − 1)-dimensional Lebesgue volume measure on {0} × Rd−1. The
function Φα is explicitly given by
Φα(ξ,w,z) =
{
νy
({
M ∈ Xq(y) : (Zd +α)M ∩ (Z(0, ξ, 1) + z) = ∅
})
if α ∈ q−1Zd
νy
({
g ∈ X(y) : Zdg ∩ (Z(0, ξ, 1) + z) = ∅}) if α /∈ Qd,
(2.10)
where y = ξe1 +w + z, and
Z(c1, c2, σ) =
{
(x1, . . . , xd) ∈ Rd : c1 < x1 < c2, ‖(x2, . . . , xd)‖ < σ
}
.(2.11)
Remark 2.1. For α ∈ Qd the function Φα(ξ,w,z) is Borel measurable, and in fact only
depends on α and the four real numbers ξ, ‖w‖, ‖z‖,z ·w. Also for α ∈ Qd, if we restrict to
‖z‖ ≤ 1 [and if d = 2: z+w 6= 0], then Φα(ξ,w,z) is jointly continuous in the three variables
ξ,w,z. If α /∈ Qd then Φα(ξ,w,z) is everywhere continuous in the three variables, and it is
independent of both α and z; in fact it only depends on ξ and ‖w‖. We have, for all α ∈ Rd
and all z ∈ {0} ×Rd−1, ∫ ∞
0
∫
{0}×Bd−11
Φα(ξ,w,z) dw dξ = 1.(2.12)
The convergence in this integral is uniform, i.e.
(2.13)
∫ ∞
T
∫
{0}×Bd−11
Φα(ξ,w,z) dw dξ → 0
uniformly with respect to α and z as T →∞. Cf. [19, Remark 4.5, (8.37) and Lemma 8.15].
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Remark 2.2. We may extend the function Φα(ξ,w,z) to the larger set R≥0 × ({0} × Bd−11 )×
({0}×Rd−1) by letting Φα(0,w,z) := 1 for all w,z. This definition is natural, since it makes
Φα(ξ,w,z) continuous (jointly in the three variables) at each point with ξ = 0. The proof of
this is an immediate extension of the discussion in [19, Sec. 8.1, 8.2].
2.2. Scattering maps. As indicated above, the results of this paper extend to the case of
a Lorentz gas, where the scattering process at a hard sphere is replaced by a smooth radial
potential. To obtain the correct scaling in the Boltzmann-Grad limit, we assume the scattering
potential is of the form V (q/ρ), where V (q) has compact support in the unit ball Bd1 . We will
refer to the rescaled ball Bdρ = ρBd1 as the interaction region.
It is most convenient to phrase the required assumptions in terms of a scattering map that
describes the dynamics at each scatterer. Let
S− := {(v,w) ∈ Sd−11 × Sd−11 : v ·w < 0}(2.14)
be the set of incoming data (w−,v−), i.e., the relative position and velocity with which the
particle enters the interaction region. The corresponding outgoing data is parametrized by the
set
S+ := {(v,w) ∈ Sd−11 × Sd−11 : v ·w > 0}.(2.15)
We define the scattering map by
Θ : S− → S+, (v−,w−) 7→ (v+,w+).(2.16)
In the case of the original Lorentz gas the scattering map is given by specular reflection,
Θ(v,w) = (v − 2(v ·w)w,w);(2.17)
scattering maps corresponding to smooth potentials can be readily obtained from classical
results, see e.g. [23, Chapter 5].
In the following we will treat the scattering process as instantaneous. In the case of po-
tentials the particle will of course spend a non-zero amount of time in the interaction region,
but—under standard assumptions on the potential—this time will tend to zero when ρ→ 0.
Let Θ1(v,w) ∈ Sd−11 and Θ2(v,w) ∈ Sd−11 be the projection of Θ(v,w) ∈ Sd−11 onto the
first and second component, respectively. We assume throughout this paper that
(i) the scattering map Θ is spherically symmetric, i.e., if (v+,w+) = Θ(v,w) then
(v+K,w+K) = Θ(vK,wK) for all K ∈ O(d);
(ii) v+ and w+ are contained in the subspace spanned by v and w;
(iii) if w = −v then v+ = −v;
(iv) Θ : S− → S+ is C1 and for each fixed v ∈ Sd−11 the map w 7→ Θ1(v,w) is a C1
diffeomorphism from {w ∈ Sd−11 : v ·w < 0} onto some open subset of Sd−11 .
The above conditions are for example satisfied for the scattering map of a “muffin-tin”
Coulomb potential, V (q) = αmax(‖q‖−1 − 1, 0) with α /∈ {−2E, 0}, where E denotes the
total energy. Conditions (iii) and (iv) help to simplify the presentation of the proofs, but are
not essential. It is for instance not necessary that in (iv) the map w 7→ Θ1(v,w) is invertible
as long as it has finitely many pre-images, which allows a larger class of scattering potentials;
condition (iii) can be dropped entirely.
We will write ϕ(v,u) ∈ [0, π] for the angle between any two vectors v,u ∈ Rd \ {0}. Using
the spherical symmetry and Θ1(v,−v) = −v one sees that there exists a constant 0 ≤ BΘ < π
such that for each v ∈ Sd−11 , the image of the diffeomorphism w 7→ Θ1(v,w) is
Vv := {u ∈ Sd−11 : ϕ(v,u) > BΘ}.(2.18)
Let us write β−v : Vv → {w ∈ Sd−11 : v ·w < 0} for the inverse map. Then β−v is spherically
symmetric in the sense that β−vK(uK) = β
−
v (u)K for all v ∈ Sd−11 , u ∈ Vv, K ∈ O(d), and in
particular β−v (u) is jointly C
1 in v,u.
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We also define
β+v (u) = Θ2(v,β
−
v (u)) (v ∈ Sd−11 , u ∈ Vv).(2.19)
The map β+ is also spherically symmetric and jointly C1 in v,u. In terms of the original
scattering situation, the point of our notation is the following: Given any v−,v+ ∈ Sd−11 , there
exists w−,w+ ∈ Sd−11 such that Θ(v−,w−) = (v+,w+) if and only if ϕ(v−,v+) > BΘ, and
in this case w− and w+ are uniquely determined, as w± = β±v−(v+).
For example, in the case of specular reflection (2.17) we have BΘ = 0 and
(2.20) w+ = w− =
v+ − v−
‖v+ − v−‖ .
Remark 2.3. In the case of specular reflection, the flow Ft preserves the Liouville measure ν,
but this does not hold in the case of a general scattering map satisfying (i)–(iv). Indeed, a
necessary and sufficient condition for Ft to preserve ν is that the scattering map Θ is a diffeo-
morphism from S− onto S+ which carries the volume measure |v ·w| dvolSd−11 (v) dvolSd−11 (w)
on S− to (v · w) dvolSd−11 (v) dvolSd−11 (w) on S+. Maps with this property can be classified
explicitly: Define the functions ϑ1, ϑ2 : (−π2 , π2 )→ R through
Θj
(
e1,−(cosϕ)e1 + (sinϕ)e2
)
= −(cos ϑj(ϕ))e1 + (sinϑj(ϕ))e2.(2.21)
In view of (iii) we may then assume ϑj(0) = 0, and take ϑ1, ϑ2 to be continuous. (Then ϑ1, ϑ2
are both odd and C1, and ϑ1 is a C
1 diffeomorphism from (−π2 , π2 ) onto (BΘ − π, π −BΘ).)
In this notation, one checks by a computation that Θ carries |v · w| dvolSd−11 (v) dvolSd−11 (w)
to (v ·w) dvolSd−11 (v) dvolSd−11 (w) if and only if, for all ϕ ∈ (−
π
2 ,
π
2 ) \ {0},∣∣∣sin(ϑ2(ϕ)− ϑ1(ϕ))
sinϕ
∣∣∣d−2 · ∣∣∣cos(ϑ2(ϕ)− ϑ1(ϕ))
cosϕ
∣∣∣ · ∣∣ϑ′2(ϕ) − ϑ′1(ϕ)∣∣ = 1.(2.22)
This is seen to hold if and only if ϑ2(ϕ) = ϑ1(ϕ)−ϕ for all ϕ ∈ (−π2 , π2 ) or ϑ2(ϕ) = ϑ1(ϕ) +ϕ
for all ϕ ∈ (−π2 , π2 ). (In physical terms, this reflects the preservation of the angular momentum
w ∧ v, or its reversal, respectively.) Translating this condition in terms of β±, we conclude
that Ft preserves the Liouville measure if and only if
β+v1(v2) ≡ β−−v2(−v1) or β+v1(v2) ≡ β−v2(v1)R{v2}⊥ ,(2.23)
where R{v2}⊥ ∈ O(d) denotes orthogonal reflection in the hyperplane {v2}⊥ ⊂ Rd.
2.3. Velocity after the first impact.
Theorem 2.2. Let λ be a Borel probability measure on Sd−11 absolutely continuous with respect
to vol
Sd−11
. For any bounded continuous function f : Sd−11 ×R>0 × Sd−11 → R,
(2.24) lim
ρ→0
∫
Sd−11
f
(
v0, ρ
d−1τ1(qρ,β(v0),v0; ρ),v1(qρ,β(v0),v0; ρ)
)
dλ(v0)
=
∫
Sd−11
∫
R>0
∫
Sd−11
f
(
v0, ξ,v1
)
pα,β(v0, ξ,v1) dλ(v0) dξ dvolSd−11
(v1),
where the probability density pα,β is defined by
(2.25) pα,β(v0, ξ,v1) dvolSd−11
(v1) =
{
Φα
(
ξ,w, (β(v0)K(v0))⊥
)
dw if v1 ∈ Vv0
0 if v1 /∈ Vv0 ,
with
(2.26) w = −β−e1
(
v1K(v0)
)
⊥ ∈ {0} × Bd−11 .
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Remark 2.4. The density pα,β(v0, ξ,v1) is independent of the choice of the function K(v0),
since Φα(ξ,w,z) only depends on the four real numbers ξ, ‖w‖, ‖z‖, w ·z, cf. Remark 2.1. It
also follows from Remark 2.1 and Remark 2.2 that if α /∈ Qd then pα,β(v0, ξ,v1) =: p(v0, ξ,v1)
is independent of α,β, and is continuous at each point (v0, ξ,v1) ∈ Sd−11 ×R≥0 × Sd−11 with
v1 ∈ Vv0 . The same continuity statement also holds for pα,β(v0, ξ,v1) if α ∈ Qd and sup ‖β‖ ≤
1, except possibly when d = 2, ξ > 0 and β−e1
(
v1K(v0)
)
⊥ = (β(v0)K(v0))⊥.
Remark 2.5. The relationship between pα,β(v0, ξ,v1) and Φα
(
ξ,w,z) when v1 ∈ Vv0 can be
expressed more explicitly as
pα,β(v0, ξ,v1) = J(v0,v1)Φα
(
ξ,−β−e1
(
v1K(v0)
)
⊥, (β(v0)K(v0))⊥
)
,(2.27)
where the factor J(v0,v1) > 0 is a function of ϕ = ϕ(v1,−v2) given by
J(v0,v1) =
{∣∣ sinω(ϕ)
sinϕ
∣∣d−2 ∣∣ω′(ϕ)∣∣ cosω(ϕ) if ϕ > 0
|ω′(0)|d−1 if ϕ = 0,(2.28)
with ω = ϑ−11 : (BΘ − π, π − BΘ) → (−π2 , π2 ) being the inverse of the map ϑ1 defined in
Remark 2.3. In particular in the case of specular reflection (2.17) we have ϑ−11 (ϕ) = ϕ/2, and
we recover the formula [19, (4.24)].
Proof of Theorem 2.2. The proof follows exactly the same steps as the proof of Theorem 4.8
in [19, Sec. 9.3]: The left hand side of (2.24) equals
lim
ρ→0
∫
Sd−11
g
(
v0, ρ
d−1τ1(qρ,β(v0),v0; ρ),w1(qρ,β(v0),v0; ρ)
)
dλ(v0),(2.29)
where g(v0, ξ,w1) = f(v0, ξ,Θ1(v0,w1)). Using [19, Cor. 4.7] (which in fact is a corollary of
Theorem 2.1 in the present paper) we obtain
=
∫
S′1
d−1
∫
R>0
∫
Sd−11
f(v0, ξ,Θ1(v0,−ωK(v0)−1))
× Φα(ξ,ω⊥, (β(v0)K(v0))⊥)ω1 dλ(v0) dξ dvolSd−11 (ω).(2.30)
Now change the order of integration by moving the integral over ω ∈ S′1d−1 to the in-
nermost position, and then apply the variable substitution v1 = Θ1(e1,−ω)K(v0)−1 =
Θ1(v0,−ωK(v0)−1) in the innermost integral; note that this gives a diffeomorphism ω 7→ v1
from S′1
d−1
onto Vv0 , with the inverse map given by ω = −β−e1(v1K(v0)) = −β−v0(v1)K(v0).
Recalling (2.26) we then see that (2.30) equals the right hand side of (2.24), and we are
done. 
2.4. A uniform version of Theorem 2.2. In order to prove Theorem 4.1 we need a version
of Theorem 2.2 which is uniform over certain families of β’s, f ’s and λ’s.
Given any subsetW ⊂ Sd−11 we let ∂εW ⊂ Sd−11 denote the ε-neighborhood of its boundary,
i.e.
∂εW :=
{
v ∈ Sd−11 : ∃w ∈ ∂W : ϕ(v,w) < ε
}
.(2.31)
Definition 2.1. A family F of Borel subsets of Sd−11 is called equismooth if for every δ > 0
there is some ε > 0 such that volSd−11
(∂εW) < δ for all W ∈ F .
Definition 2.2. A family F of measures on Sd−11 is called equismooth if there exist an equicon-
tinuous and uniformly bounded family F ′ of functions from Sd−11 to R≥0 and an equismooth
family F ′′ of Borel subsets of Sd−11 , such that each µ ∈ F can be expressed as µ = (g ·volSd−11 )|W
for some g ∈ F ′, W ∈ F ′′.
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Theorem 2.3. Fix a lattice L = ZdM0 and a point q ∈ Rd, and write α = −qM−10 . Let
F1 be an equismooth family of probability measures on S
d−1
1 , let F2 be a uniformly bounded
and equicontinuous family of functions f : Sd−11 ×R>0 × Sd−11 → R, and let F3 be a uniformly
bounded and equicontinuous family of functions β : Sd−11 → Rd such that if q ∈ L then
(β(v) + R>0v) ∩ Bd1 = ∅ for all β ∈ F3, v ∈ Sd−11 . Then the limit relation
(2.32) lim
ρ→0
∫
Sd−11
f
(
v0, ρ
d−1τ1(qρ,β(v0),v0; ρ),v1(qρ,β(v0),v0; ρ)
)
dλ(v0)
=
∫
Sd−11
∫
R>0
∫
Sd−11
f
(
v0, ξ,v1
)
pα,β(v0, ξ,v1) dλ(v0) dξdvolSd−11
(v1)
holds uniformly with respect to all λ ∈ F1, f ∈ F2, β ∈ F3.
This uniform version of Theorem 2.2 will actually be derived as a corollary of Theorem 2.2.
We first need a lemma. Let Uη denote a small neighborhood of the boundary in S
′
1
d−1
:
Uη :=
{
w ∈ S′1d−1 : ϕ(w,e1) > π2 − η
}
(0 < η < 1).(2.33)
Lemma 2.4. Given B > 0 there exists some number ρ0(B,L, q) > 0 such that for every
0 < ρ < ρ0(B,L, q), v ∈ Sd−11 , K ∈ SO(d), β,β′ ∈ Rd and 0 < η < 110 such that
(2.34) vK = e1, ‖β‖ ≤ B, ‖β − β′‖ ≤ η, β · v ≥ 2, β′ · v ≥ 2,
one of the following holds:
(i) τ1(q + ρβ,v, ρ) = τ1(q + ρβ
′,v, ρ) =∞,
(ii) −w1(q + ρβ,v, (1 + η)ρ)K ∈ U3√η,
(iii)
∣∣τ1(q + ρβ′,v; ρ)− τ1(q + ρβ,v; ρ)∣∣ < 3ρ√η
and
∥∥w1(q + ρβ′,v; ρ)−w1(q + ρβ,v; ρ)∥∥ < √2η.
Remark 2.6. The conditions β · v ≥ 2, β′ · v ≥ 2 are only needed in the case q ∈ L, so as to
guarantee that the rays q + ρβ + R>0v and q + ρβ
′ + R>0v lie outside the ball q + Bdρ, and
also outside the ball q + Bd(1+η)ρ.
Proof of Lemma 2.4. We choose ρ0 = ρ0(B,L, q) > 0 so small that all the balls m + Bd2ρ0
(m ∈ L \ {q}) have disjoint closures, and are each disjoint from q + Bd(B+1)ρ0 . Now fix any
ρ,v,K,β,β′, η as in the statement of the lemma.
After an auxiliary rotation we may assume v = e1 and K = 1d. Write τ = τ1(q+ ρβ,e1; ρ)
and w = w1(q + ρβ,e1; ρ), let τ
′ and w′ be the corresponding data for β′, and write ρ˜ =
(1 + η)ρ, τ˜ = τ1(q + ρβ,e1, ρ˜) and w˜ = w1(q + ρβ,e1, ρ˜). By our assumption on ρ0 we see
that τ, τ ′, τ˜ are well-defined numbers in R>0 ∪ {∞}.
For any ray γ ⊂ Rd and any point m ∈ Rd we write δ(γ,m) = infp∈γ ‖p −m‖ for the
distance between γ and m. If τ˜ =∞ then δ(q + ρβ+R>0e1,m) ≥ ρ˜ for all m ∈ L, and thus
also δ(q + ρβ′ + R>0e1,m) ≥ ρ˜ − ρ
∥∥β − β′∥∥ ≥ ρ for all m ∈ L, so that τ = τ ′ = ∞. Hence
from now on we may assume τ˜ <∞.
By the definition of τ˜ , w˜, there is a unique m˜ ∈ L \ {q} such that
q + ρβ + τ˜e1 = m˜+ ρ˜w˜,(2.35)
and the ray q + ρβ + R>0e1 does not intersect any previous ball, i.e.
∀m ∈ L : m · e1 < m˜ · e1 =⇒ δ(q + ρβ + R>0e1,m) ≥ ρ˜.(2.36)
Now assume −w˜ /∈ U3√η. We will prove that (iii) holds. From (2.35) we get
(2.37) δ(q + ρβ + R>0e1, m˜) = ρ˜‖w˜⊥‖ ≤ (1 + η) cos(3√η)ρ < (1− η)ρ
and thus also
(2.38) δ(q + ρβ′ + R>0e1, m˜) < ρ.
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Hence both the rays q + ρβ + R>0e1 and q + ρβ
′ + R>0e1 intersect the ball m˜ + Bdρ. Note
also that δ(q + ρβ + R>0e1,m) > ρ˜ and thus δ(q + ρβ
′ + R>0e1,m) > ρ for all m ∈ L with
m · e1 < m˜ · e1, by (2.36). Hence neither τ nor τ ′ can arise from any previous intersection,
i.e. we must have q + ρβ + τe1 = m˜+ ρw and q + ρβ
′ + τ ′e1 = m˜+ ρw′. This implies
(2.39)
∥∥(w′ −w)⊥∥∥ = ‖(β′ − β)⊥‖ ≤ η
and thus, using −w′, −w ∈ S′1d−1, we conclude
∥∥w′ −w∥∥ < √2η. Finally from (τ − τ ′)e1 =
ρ(w −w′)− ρ(β − β′) we conclude
(2.40) |τ − τ ′| < ρ(
√
2η + η) < 3ρ
√
η.
Hence (iii) holds. 
Proof of Theorem 2.3. Step 1: Proof in the case that F1 and F2 are singleton sets, F1 = {λ}
and F2 = {f}, and furthermore f is uniformly continuous. Let ε > 0 be given. Let R =
1 + supS1 ×R>0×S1 |f |. Set B = 3 + supβ∈F3 supSd−11 ‖β‖ and
F ′3 =
{
v 7→ β(v) +Bv : β ∈ F3
}
.(2.41)
Then β1(v) · v ≥ 3 and ‖β1(v)‖ < 2B hold for all β1 ∈ F ′3 and v ∈ Sd−11 .
Because of Remark 2.1 and 0 ≤ Φα(ξ,w,z) ≤ 1, the following limit holds uniformly with
respect to all z ∈ {0} × Rd−1:
lim
δ→0
(∫ δ
0
+
∫ ∞
δ−1
) ∫
{0}×Bd−11
Φα(ξ,w,z) dw dξ = 0.(2.42)
Furthermore, by [19, Lemma 8.8], for any given δ > 0 there is some 0 < η < 110 so small that∫
{0}×Bd−11
∣∣Φα(ξ,w,z1)− Φα(ξ,w,z2)∣∣ dw < δε
R
(2.43)
holds for all ξ ∈ [T−1, T ] and all z1,z2 ∈ {0} × Bd−12B with ‖z1 − z2‖ ≤ η. As a consequence
of (2.42) and (2.43), we can now fix η > 0 so small that, for any two (measurable) functions
z1,z2 : S
d−1
1 → {0} × Bd−12B satisfying ‖z1(v)− z2(v)‖ ≤ η (∀v ∈ Sd−11 ), we have∫ ∞
0
∫
{0}×Bd−11
∫
Sd−11
∣∣∣Φα(ξ,w,z1(v))− Φα(ξ,w,z2(v))∣∣∣ dλ(v) dw dξ < 2ε
R
.(2.44)
Again using (2.42) (and limη→0 volRd−1
(
(U3√η)⊥
)
= 0), we see that by possibly further
shrinking η, we may also assume that∫ ∞
0
∫
(U3√η)⊥
∫
Sd−11
Φα
(
ξ,w, (β(v)K(v))⊥
)
dλ(v) dw dξ <
2ε
R
(2.45)
holds for all (measurable) functions β : Sd−11 → Rd.
Since f is uniformly continuous there is some δ > 0 such that
∣∣f(v0, ξ,v1)−f(v0, ξ′,v′1)∣∣ < ε
holds whenever |ξ−ξ′| < δ and ‖v1−v′1‖ < δ. Furthermore, our assumptions on the scattering
function Θ imply that Θ1(e1,w) is uniformly continuous in w ∈ −S′1d−1; hence by possibly
further shrinking η we may assume that
∀w,w′ ∈ −S′1d−1 : ‖w −w′‖ <
√
2η =⇒ ‖Θ1(e1,w)−Θ1(e1,w′)‖ < δ.(2.46)
Since the family F ′3 is uniformly bounded and equicontinuous, there is a finite set F ′′3 of
continuous functions β2 : S
d−1
1 → Bd2B such that for each β1 ∈ F ′3 there is some β2 ∈ F ′′3 with
supSd−11
‖β1 − β2‖ < η.
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Given β2 ∈ F ′′3 , let us write β˜2 for the function β˜2(v) := (1 + η)−1β2(v). Now since F ′′3 is
finite, by Theorem 2.2 and Theorem 2.1 combined with (2.45) there is some ρ0 > 0 such that
the following two inequalities hold for all ρ ∈ (0, 2ρ0) and all β2 ∈ F ′′3 :∣∣∣∣∫
Sd−11
f
(
v0, ρ
d−1τ1(qρ,β2(v0),v0; ρ),v1(qρ,β2(v0),v0; ρ)
)
dλ(v0)(2.47)
−
∫
Sd−11
∫
R>0
∫
Sd−11
f
(
v0, ξ,v1
)
pα,β2(v0, ξ,v1) dλ(v0) dξdvolSd−11
(v1)
∣∣∣∣ < ε;
λ
({
v0 ∈ Sd−11 : −w1(qρ,eβ2(v0),v0; ρ)K(v0) ∈ U3√η
})
<
3ε
R
.(2.48)
By possibly further shrinking ρ0 we may assume that (3
√
η+B)ρd0 < δ, and ρ0 < ρ0(2B,L, q)
(the constant from Lemma 2.4), and that every ball m + Bdρ0 with m ∈ L \ {q} lies outside
q + Bd2Bρ0 .
We now claim that for all ρ ∈ (0, ρ0) and all β ∈ F3 we have∣∣∣∫
Sd−11
f
(
v0, ρ
d−1τ1(qρ,β(v0),v0; ρ),v1(qρ,β(v0),v0; ρ)
)
dλ(v0)(2.49)
−
∫
Sd−11
∫
R>0
∫
Sd−11
f
(
v0, ξ,v1
)
pα,β(v0, ξ,v1) dλ(v0) dξdvolSd−11
(v1)
∣∣∣ < 10ε.
This will complete the proof of Step 1, since ε > 0 was arbitrary.
To prove (2.49), let ρ ∈ (0, ρ0) and β ∈ F3 be given. Set β1(v) :≡ β(v)+Bv; then β1 ∈ F ′3,
and hence there is some β2 ∈ F ′′3 such that supSd−11 ‖β1 − β2‖ < η. Now for each v0 ∈ S
d−1
1 ,
Lemma 2.4 applies to ρ, v0, K(v0), β2(v0), β1(v0), η, and hence either
(i) τ1(qρ,β2(v0),v0, ρ) = τ1(qρ,β1(v0),v0, ρ) =∞, or
(ii) −w1(qρ˜,eβ2(v0),v0, ρ˜)K(v0) ∈ U3√η with ρ˜ = ρ(1 + η), or
(iii)
∣∣τ1(qρ,β1(v0),v0; ρ)− τ1(qρ,β2(v0),v0; ρ)∣∣ < 3ρ√η
and
∥∥w1(qρ,β1(v0),v0; ρ)−w1(qρ,β2(v0),v0; ρ)∥∥ < √2η.
But
(2.50) τ1(qρ,β1(v0),v0; ρ) = τ1(qρ,β(v0),v0; ρ)−Bρ
and
(2.51) w1(qρ,β1(v0),v0; ρ) = w1(qρ,β(v0),v0; ρ),
since every ball m+ Bdρ (m ∈ L \ {q}) lies outside q + Bd2Bρ and (β(v0) +R>0v0)∩ Bd1 = ∅ if
q ∈ L. Hence if (iii) holds then we have (using our assumptions on ρ0)∣∣ρd−1τ1(qρ,β2(v0),v0; ρ)− ρd−1τ1(qρ,β(v0),v0; ρ)∣∣ < (3√η +B)ρd < δ(2.52)
and also, via (2.46),
(2.53)
∥∥v1(qρ,β2(v0),v0; ρ)− v1(qρ,β(v0),v0; ρ)∥∥ < δ.
Therefore, by our choice of δ,∣∣∣f(v0, ρd−1τ1(qρ,β2(v0),v0; ρ),v1(qρ,β2(v0),v0; ρ))(2.54)
− f(v0, ρd−1τ1(qρ,β(v0),v0; ρ),v1(qρ,β(v0),v0; ρ))∣∣∣ < ε.
Regarding the other possibilities (i) and (ii), the set {v0 ∈ Sd−11 : τ1(qρ,β1(v0),v0, ρ) =∞}
has measure zero with respect to volSd−11
(see Sec. 2.1), and hence also with respect to λ.
Furthermore we have
(2.55) λ({v0 ∈ Sd−11 : −w1(qρ˜,eβ2(v0),v0, ρ˜)K(v0) ∈ U3√η}) <
3ε
R
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using (2.48) and ρ˜ < 2ρ0. Hence, since the difference in (2.54) is always < 2R, we conclude∣∣∣∫
Sd−11
f
(
v0, ρ
d−1τ1(qρ,β(v0),v0; ρ),v1(qρ,β(v0),v0; ρ)
)
dλ(v0)(2.56)
−
∫
Sd−11
f
(
v0, ρ
d−1τ1(qρ,β2(v0),v0; ρ),v1(qρ,β2(v0),v0; ρ)
)
dλ(v0)
∣∣∣ < 7ε.
Using (2.44) and the definition of pα,β in Theorem 2.2 we also get∫
Sd−11
∫
R>0
∫
Sd−11
∣∣∣pα,β2(v0, ξ,v1)− pα,β(v0, ξ,v1)∣∣∣ dλ(v0) dξ dvolSd−11 (v1) < 2εR .(2.57)
Combining (2.47), (2.56) and (2.57), we conclude that (2.49) holds, thus completing the proof
of Step 1.
Step 2: Proof of Theorem 2.3 in the case that F1 is a singleton set, F1 = {λ}, and F2 has
the property that ∪f∈F2 supp(f) is compact. In this case, since the family F2 is also uniformly
bounded and equicontinuous, for any given ε > 0 there exists a finite subfamily F ′2 ⊂ F2 such
that for every f ∈ F2 there is some f0 ∈ F ′2 with supS1 ×R>0×S1 |f − f0| < ε. Hence the desired
result follows from Step 1 by a standard approximation argument.
Step 3: Proof of Theorem 2.3 in the case that F1 is a singleton set, F1 = {λ}. We first
prove that the following limit holds uniformly with respect to all β ∈ F3:
lim
(ρ,δ)→(0,0)
λ
({
v0 ∈ Sd−11 : ρd−1τ1(qρ,β(v0),v0; ρ) /∈ [δ, δ−1]
})
= 0.(2.58)
To prove this, for each 0 < δ < 12 we fix cδ : R>0 → [0, 1] to be some continuous function with
χ[2δ,(2δ)−1] ≤ cδ ≤ χ[δ,δ−1], and view cδ as a function on Sd−11 ×R>0 × Sd−11 via projection onto
the second component. Applying Step 1 for the families F1, F
′
2 = {cδ}, F3, one proves that
for any ε, δ > 0 there exists some ρ0 > 0 such that
λ
({
v0 ∈ Sd−11 : ρd−1τ1(qρ,β(v0),v0; ρ) /∈ [δ, δ−1]
})
(2.59)
< ε+
(∫ 2δ
0
+
∫ ∞
(2δ)−1
) ∫
{0}×Bd−11
∫
Sd−11
Φα(ξ,w, (β(v)K(v))⊥) dλ(v) dw dξ
for all ρ ∈ (0, ρ0) and all β ∈ F3. Thus (2.58) follows using (2.42) and monotonicity in δ.
Now note that for each fixed δ, the family F ′′2 := {cδ · f : f ∈ F2} is uniformly bounded
and equicontinuous, and all functions in F ′′2 have support contained in the compact set
Sd−11 ×[δ, δ−1]× Sd−11 . Hence Step 2 applies to the families F1, F ′′2 , F3. Now the desired claim
follows upon letting δ → 0 and using (2.42) and (2.58) to control the error caused by replacing
f by cδ · f in both sides of (2.32).
Step 4: Proof of Theorem 2.3 in the general case. Since F1 is equismooth there exist
an equicontinuous and uniformly bounded family F ′ of functions from Sd−11 to R≥0 and an
equismooth family F ′′ of Borel subsets of Sd−11 such that each λ ∈ F1 can be expressed
as λ = (g · volSd−11 )|W with g ∈ F
′, W ∈ F ′′. Set R = 1 + supf∈F2 supS1×R>0×S1 |f | and
S = 1 + supg∈F ′ supSd−11 g.
Let ε > 0 be given. Fix η > 0 so small that
∀g ∈ F ′ : ∀v0,v′0 ∈ Sd−11 : ϕ(v0,v′0) < η =⇒ ‖g(v0)− g(v′0)‖ <
ε
R vol(Sd−11 )
(2.60)
and
∀W ∈ F ′′ : volSd−11 (∂ηW) <
ε
RS
.(2.61)
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Choose a partition Sd−11 =
⊔n
j=1Dj of S
d−1
1 into Borel subsets D1, . . . ,Dn which are pathwise
connected, of positive volume and each has diameter < η (with respect the metric ϕ on Sd−11 ).
Let λj be the probability measure λj = volSd−11
(Dj)
−1(volSd−11 )|Dj for j = 1, . . . , n. By Step 3
applied n times, there exists some ρ0 > 0 such that for all ρ ∈ (0, ρ0), j ∈ {1, . . . , n}, f ∈ F2
and β ∈ F3, we have∣∣∣∣∫
Sd−11
f
(
v0, ρ
d−1τ1(qρ,β(v0),v0; ρ),v1(qρ,β(v0),v0; ρ)
)
dλj(v0)(2.62)
−
∫
Sd−11
∫
R>0
∫
Sd−11
f
(
v0, ξ,v1
)
pα,β(v0, ξ,v1) dλj(v0) dξdvolSd−11
(v1)
∣∣∣∣ < εS vol(Sd−11 ) .
We now claim that for all ρ ∈ (0, ρ0), λ ∈ F1, f ∈ F2 and β ∈ F3, we have∣∣∣∣∫
Sd−11
f
(
v0, ρ
d−1τ1(qρ,β(v0),v0; ρ),v1(qρ,β(v0),v0; ρ)
)
dλ(v0)(2.63)
−
∫
Sd−11
∫
R>0
∫
Sd−11
f
(
v0, ξ,v1
)
pα,β(v0, ξ,v1) dλ(v0) dξ dvolSd−11
(v1)
∣∣∣∣ < 5ε.
This will complete the proof of Theorem 2.3, since ε > 0 was arbitrary.
To prove (2.63), let ρ ∈ (0, ρ0), λ ∈ F1, f ∈ F2 and β ∈ F3 be given. Take g ∈ F ′ and
W ∈ F ′′ such that λ = (g · volSd−11 )|W . Set
M := {j : Dj ⊂ W}, M ′ := {j : Dj 6⊂ W and Dj 6⊂ Sd−11 \W}.(2.64)
Since Dj is pathwise connected, for each j ∈ M ′ there is some point p ∈ Dj ∩ ∂W. There-
fore, and because Dj has diameter < η, we have Dj ⊂ ∂ηW. Hence
∑
j∈M ′ volSd−11 (Dj) ≤
volSd−11
(∂ηW) < εRS .
For each j ∈ {1, . . . , n} we fix a point pj ∈ Dj and set gj := g(pj); then note that
|g(v0)− gj| < εR vol(Sd−11 ) for all v0 ∈ Dj , by our choice of η in (2.60). Hence∣∣∣∣∫
Sd−11
f
(
v0, ρ
d−1τ1(qρ,β(v0),v0; ρ),v1(qρ,β(v0),v0; ρ)
)
dλ(v0)
−
∑
j∈M
gj volSd−11
(Dj)
∫
Sd−11
f
(
v0, ρ
d−1τ1(qρ,β(v0),v0; ρ),v1(qρ,β(v0),v0; ρ)
)
dλj(v0)
∣∣∣∣
≤
∑
j∈M
∫
Dj
R
ε
R vol(Sd−11 )
dvolSd−11
(v0) +
∑
j∈M ′
∫
Dj
RS dvolSd−11
(v0) < 2ε.(2.65)
Combining this with (2.62), applied for each j ∈M , we get∣∣∣∣∫
Sd−11
f
(
v0, ρ
d−1τ1(qρ,β(v0),v0; ρ),v1(qρ,β(v0),v0; ρ)
)
dλ(v0)
−
∑
j∈M
gj volSd−11
(Dj)
∫
Sd−11
∫
R>0
∫
Sd−11
f
(
v0, ξ,v1
)
pα,β(v0, ξ,v1) dλj(v0) dξ dvolSd−11
(v1)
∣∣∣∣
< 2ε+
∑
j∈M
S volSd−11
(Dj)
ε
S vol(Sd−11 )
≤ 3ε.(2.66)
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On the other hand, using
∫
Sd−11
∫
R>0
pα,β(v0, ξ,v1) dξ dvolSd−11
(v1) = 1 (true for all v0 ∈ Sd−11 ,
cf. (2.25) and (2.12)) and the same bounds as in (2.65), we get∣∣∣∣∫
Sd−11
∫
R>0
∫
Sd−11
f
(
v0, ξ,v1
)
pα,β(v0, ξ,v1) dλ(v0) dξ dvolSd−11
(v1)
−
∑
j∈M
gj volSd−11
(Dj)
∫
Sd−11
∫
R>0
∫
Sd−11
f
(
v0, ξ,v1
)
pα,β(v0, ξ,v1) dλj(v0) dξ dvolSd−11
(v1)
∣∣∣∣
≤
∑
j∈M
∫
Dj
R
ε
R vol(Sd−11 )
dvolSd−11
(v0) +
∑
j∈M ′
∫
Dj
RS dvolSd−11
(v0) < 2ε.(2.67)
Combining (2.66) and (2.67) we obtain (2.63), and we are done. 
3. Iterated scattering maps
To prepare for the proof of the main result of this paper, Theorem 4.1, this section provides a
detailed study of the map obtained by iterated scattering in a given sequence of ballsmj+Bdρ,
when ρ is small. The central result of this section is Proposition 3.3 below.
3.1. Two lemmas. Given v ∈ Sd−11 , the tangent space Tv(Sd−11 ) is naturally identified with
{v}⊥ ⊂ Rd. For h ∈ Tv(Sd−11 ) we write Dh for the corresponding derivative. We use the
standard Riemannian metric for Sd−11 , and denote by T
1
v(S
d−1
1 ) the set of unit vectors in
Tv(S
d−1
1 ). For any open subset V ⊂ Sd−11 we write T1(V) =
⊔
v∈V T
1
v(S
d−1
1 ) for the unit
tangent bundle of V.
For w ∈ Rd \ {0} and η ≥ 0 we define Vw := Vbw (cf. (2.18)) and
Vηw :=
{
u ∈ Sd−11 : ϕ(u,w) > BΘ + η
}
⊆ Vw;(3.1)
thus in particular V0w = Vw. Set
Cη := 1 + max
(
sup
h∈T1(Vηv )
∥∥Dhβ+v ∥∥, sup
h∈T1(Vηv )
∥∥Dhβ−v ∥∥).(3.2)
Then Cη is independent of v, depends continuously on η ∈ (0, π − BΘ), and may approach
infinity as η → 0.
For any s ∈ Rd \{0} we let λs be the probability measure on Sd−11 which gives the direction
of a ray after it has been scattered in the ball Bd1 , given that the incoming ray has direction
s and is part of the line x+Rs with x picked at random in the (d− 1)-dimensional unit ball
{s}⊥∩Bd1, with respect to the (d−1)-dimensional Lebesgue measure. In particular for s = e1
we have
λe1 = vol(Bd−11 )−1 · (V0)∗
(
volRd−1
)
,(3.3)
where V0 : Bd−11 → Sd−11 is the map
V0(x) = Θ1
(
e1, (−
√
1− ‖x‖2,x)).(3.4)
Thus V0 is a diffeomorphism from Bd−11 onto Ve1 . For general s 6= 0 we have λs = K∗(λe1)
where K ∈ SO(d) is any rotation such that ŝ = e1K. The following lemma shows that
for any subset M ⊂ Vηs , the renormalized Sd−11 -volume measure on M and the renormalized
λs-measure on M are comparable with a controllable distortion factor.
Lemma 3.1. Given η, ε > 0, there exist constants Kη > 1 and cη,ε > 0 such that for every
Borel subset M ⊂ Vηs with volSd−11 (M) > 0, we have
λs(M)
−1λs|M = g · (volSd−11 (M))
−1 · volSd−11 |M(3.5)
for some continuous function g :M → R>0 with g(u) ∈ [K−1η ,Kη ] for all u ∈M .
18 JENS MARKLOF AND ANDREAS STRO¨MBERGSSON
If furthermore M has diameter ≤ cη,ε, i.e. if ϕ(u1,u2) ≤ cη,ε for all u1,u2 ∈ M , then
g(u) ∈ [1− ε, 1 + ε] for all u ∈M .
Proof. Without loss of generality we may assume s = e1. Set ν = (volSd−11
(M))−1 · volSd−11 |M
and λ = λe1(M)
−1λe1|M . By (3.3) we have λ = C ·f|M ·ν, where f : Ve1 → R>0 is the Jacobian
determinant of the inverse map V −10 from Ve1 to Bd−11 , and C > 0 is a constant determined by
C
∫
M f dν = 1 (in particular if the ratio of supM f and infM f is close to 1 then the function
C · f|M is uniformly close to 1). Now the lemma follows from the fact that both f and f−1
are bounded and uniformly continuous on Vηe1 , since Vηe1 has compact closure in Ve1 . 
We define ληs to be the probability measure which is obtained by restricting λs to Vηs , and
normalizing appropriately.
Given r, s ∈ Rd \ {0}, a number ρ > 0 and a continuous function β : Vηr → Rd, we set
Ω =
{
v ∈ Vηr : (ρβ(v) + R>0v) ∩ (s+ Bdρ) 6= ∅
}
.(3.6)
For v ∈ Ω we set
(3.7) τ(v) = τρ,s,β(v) := inf{t > 0 : ρβ(v) + tv ∈ s+ Bdρ},
letW (v) =Wρ,s,β(v) be the impact location on S
d−1
1 , i.e., the point for which ρβ(v)+τ(v)v =
s+ ρW (v), and let
V (v) = Vρ,s,β(v) := Θ1(v,W (v)) ∈ Sd−11 ,(3.8)
the outgoing direction after the ray ρβ(v) + R>0v is scattered in the sphere s+ S
d−1
ρ .
Lemma 3.2. Given any 0 < η < π−BΘ100 , C ≥ 10 and ε > 0, there exists a constant ρ˜0 =
ρ˜0(η,C, ε) > 0 such that all the following statements hold for any ρ ∈ (0, ρ˜0), any r, s ∈
Rd \ {0} with ‖s‖ ≥ C−1 and ϕ(r, s) > BΘ + 2η, and for any C1-function β : Vηr → Rd with
supVηr ‖β‖ ≤ C and suph∈T1(Vηr ) ‖Dhβ‖ ≤ C:
(i) Let V = V ρ,s,β be the restriction of V = Vρ,s,β to V
−1(Vηs); then V is a C1 diffeomor-
phism onto Vηs .
(ii) If M ⊂ Vηs is any Borel subset with λs(M) > 0 and if µ denotes the measure
volSd−11
restricted to V
−1
(M) and rescaled to be a probability measure, then V ∗µ =
g · λs(M)−1λs|M for some continuous function g :M → [1− ε, 1 + ε].
(iii) Define the C1 maps B± = B±ρ,s,β : Vηs → Sd−11 through B±(u) = β±V −1(u)(u). Then∥∥B±(u)− β±
bs
(u)
∥∥ < ε for all u ∈ Vηs and ‖DhB±‖ < Cη for all h ∈ T1(Vηs).
Proof. Since Ω, Wρ,s,β and Vρ,s,β are invariant under 〈ρ, s〉 7→ 〈cρ, cs〉 for any c > 0, it suffices
to treat the case ‖s‖ = 1. After an auxiliary rotation we may then assume s = e1. From now
on we will always keep ρ < η20C . Then ρβ(v) certainly lies outside the ball e1 + Bdρ for all
v ∈ Vηr . Let us write a = a(v) = ρ−1e1 − β(v) and note that ‖a‖ > 12ρ > 103 for all v. Now
for each v ∈ Ω the ray R>0v hits a+Bd1 , and thus ϕ(v,a) ≤ arcsin
(‖a‖−1) ≤ π2‖a‖ < πρ. Also
ϕ(a,e1) ≤ arcsin
(
ρ‖β(v)‖) ≤ π2Cρ. Hence by the triangle inequality for ϕ, using ρ < η20C we
obtain
ϕ(v,e1) <
(
π + π2C
)
ρ < 2Cρ <
η
10
, ∀v ∈ Ω.(3.9)
We now compute
Ω =
{
v ∈ Sd−11 : 1− ‖a‖2 + (a · v)2 > 0
}
,(3.10)
which is automatically a subset of Vηr , because of the assumption ϕ(r,e1) > BΘ + 2η, and
furthermore, for all v ∈ Ω, h ∈ Tv(Sd−11 ),
(3.11) W (v) = −a+ ((a · v)−√1− ‖a‖2 + (a · v)2)v
THE BOLTZMANN-GRAD LIMIT OF THE PERIODIC LORENTZ GAS 19
and
(3.12) DhW = Dhβ +
(
a · h− v ·Dhβ − a ·Dhβ + (a · v)(a · h− v ·Dhβ)√
1− ‖a‖2 + (a · v)2
)
v
+
(
a · v −
√
1− ‖a‖2 + (a · v)2
)
h,
using the standard embedding h ∈ Tv(Sd−11 ) ⊂ Rd.
Since Ω ⊂ Sd−11 is contained in a small neighborhood of e1 (see (3.9)), the map v 7→
β(e1)⊥ + ρ−1v⊥ gives a diffeomorphism from Ω onto
(3.13) ΩI := β(e1)⊥ + ρ−1Ω⊥ ⊂ {0} × Rd−1,
which transforms the Sd−11 volume measure into the standard R
d−1 Lebesgue volume measure
scaled by ρd−1 times a distortion factor which is uniformly close to 1 when ρ is small. The
inverse map is (using the identification {0} × Rd−1 = Rd−1)
I : ΩI → Ω, x 7→ Q
(
ρ(x− β(e1)⊥)
)
,(3.14)
where Q is the map
Q : Bd−11 → Sd−11 , y 7→ (
√
1− ‖y‖2,y).(3.15)
Now, for (i) and (ii), it suffices to prove that (i) and (ii) hold with the map V replaced
throughout by VI := V ◦ I : ΩI → Sd−11 , volSd−11 replaced by volRd−1 , and ε replaced by ε/2.
Recall the definition (3.4) of the diffeomorphism V0 from Bd−11 onto Ve1 . Using the spherical
invariance of Θ1 it follows that V
−1
0 (Vη/2e1 ) = Bd−1r for some r = r(Θ, η) < 1.
From (3.9) we get ΩI ⊂ {0} × Bd−13C . Now for all x ∈ Bd−13C we compute, with v = Q(ρ(x−
β(e1)⊥)) and a = ρ−1e1 − β(v) as before,
a · v = ρ−1 − β1(v) + 12
(‖β(e1)⊥‖2 − ‖x‖2)ρ+O(ρ2);(3.16)
‖a‖2 = ρ−2 − 2β1(v)ρ−1 + ‖β(e1)‖2 +O(ρ),(3.17)
where β1(v) := β(v) · e1. Here and in the rest of the proof, the implied constant in any big O
depends only on Θ, C, η, ε. It follows that
1− ‖a‖2 + (a · v)2 = 1− ‖x‖2 +O(ρ),(3.18)
and hence by (3.10), if ρ is sufficiently small,
V −10 (Vη/2e1 ) = Bd−1r ⊂ ΩI .(3.19)
Let WI := W ◦ I : ΩI → Sd−11 . By a computation using (3.11) and (3.16)–(3.18) we find
that for each x ∈ Bd−1r ,
WI(x) =W (v) =W0(x) +O(ρ), with W0(x) =
(
−
√
1− ‖x‖2,x
)
.(3.20)
By a similar computation using (3.12) we also obtain, for ρ sufficiently small,
(3.21) (DhW )⊥ = ρ−1h+O(‖h‖)
for all v ∈ I(Bd−1r ) and h ∈ Tv(Sd−11 ). Therefore, for all x ∈ Bd−1r and u ∈ Tx(ΩI) ∼=
{0} × Rd−1, (
DuWI
)
⊥ = ρ
−1DuI +O(‖DuI‖) = u+O(ρ‖u‖),(3.22)
since DuI = ρu+O(ρ
2‖u‖). We also have, trivially, (DuW0)⊥ = u. But we know
(3.23) DuWI ∈ TWI(x)(Sd−11 ) = {WI(x)}⊥ ⊂ Rd, DuW0 ∈ {W0(x)}⊥ ⊂ Rd.
For ρ sufficiently small, (3.20) implies that WI(x) and W0(x) are close on S
d−1
1 and both have
e1-component < −12
√
1− r2. Hence (3.22), (DuW0)⊥ = u and (3.23) imply
DuWI = DuW0 +O(ρ‖u‖).(3.24)
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It follows from (3.20) and (3.24) that the function (WI)|Bd−1r converges to (W0)|Bd−1r in C
1-norm
as ρ→ 0.
To continue, note that VI(x) = Θ1(I(x),WI(x)). The function I : ΩI → Ω tends to the
constant function x 7→ e1 in C1-norm, as ρ → 0. Using that Θ1 : S− → Sd−11 is C1 and
that I(Bd−1r ) ×WI(Bd−1r ) is a subset with compact closure in S− for ρ sufficiently small, we
conclude that the map (VI)|Bd−1r : Bd−1r → S
d−1
1 tends to (V0)|Bd−1r in C
1-norm as ρ → 0.
Since the latter map is a C1 diffeomorphism from Bd−1r onto Vη/2e1 which is a restriction of a
diffeomorphism from all of Bd−11 , it follows by a standard argument in differential geometry
(cf., e.g., [17, Sec. 2.1]) that, for ρ small enough, (VI)|Bd−1r must be a diffeomorphism as well,
mapping Bd−1r onto some open subset of Sd−11 which contains Vηe1 , and that (ii) holds with V
replaced by (VI)|Bd−1r (and volSd−11 replaced by volRd−1 , and ε replaced by ε/2).
Hence to conclude the proof of (i) and (ii), it only remains to prove that the map V is
injective, or equivalently that VI(x) /∈ Vηe1 for all x ∈ ΩI \ Bd−1r . A computation shows that if
ρ is small and x ∈ ΩI \ Bd−1r , then WI(x) · e1 ≥ −
√
1− r2 −O(ρ), and thus
ϕ(I(x),WI(x)) ≤ ϕ(e1,WI(x)) +O(ρ) ≤ π2 + arccos(r) +O(ρ).(3.25)
It follows from our assumptions on Θ1 that ϕ(I(x), VI(x)) is an increasing C
1 function of
ϕ(I(x),WI(x)) ∈ (π2 , π], and ϕ(I(x), VI(x)) = BΘ + η2 when ϕ(I(x),WI(x)) = π2 + arccos(r).
Hence
ϕ(e1, VI(x)) ≤ ϕ(I(x), VI(x)) +O(ρ) ≤ BΘ + η2 +O(ρ), ∀x ∈ ΩI \ Bd−1r ,(3.26)
and in particular if ρ is sufficiently small then VI(x) /∈ Vηe1 for all x ∈ ΩI \ Bd−1r , as desired.
Finally we turn to (iii). Set V I = (VI)|V −1
I
(Vηe1 ). Then, since (VI)|Bd−1r tends to (V0)|Bd−1r
in C1-norm, we have Du(V
−1
I ) = O(‖u‖) for all x ∈ Vηe1 and u ∈ Tx(Vηe1), so long as ρ is
sufficiently small. But
(3.27) V
−1
= I ◦ V −1I : Vηe1 → Sd−11
and I tends to the constant function x → e1 in C1-norm. Hence also V −1 tends to the
constant function x → e1 in C1-norm as ρ → 0. Therefore, by continuity and the definition
of Cη, (3.2), claim (iii) is established. 
3.2. The main proposition. Let us consider a particle trajectory that follows the ray emerg-
ing atm0+ρβ(v0) in direction v0, is scattered at the ballm1+Bdρ, exits with velocity v1 and
moves with constant speed until scattered at m2 +Bdρ, and so on; after the final scattering at
mn+Bdρ the particle exists with velocity vn. We call ~m = (m0,m1, . . . ,mn) the scattering se-
quence associated with this trajectory. We denote by β
−
(vn) and β
+
(vn) ∈ Sd−11 the position
of impact and exit on the last scatterer; thus β
−
(vn) = β
−
vn−1(vn) and β
+
(vn) = β
+
vn−1(vn).
We call v0 and vn the initial and final velocity, respectively. Set furthermore
(3.28) sk :=mk −mk−1.
Note that sk differs from the path segment τkvk−1 defined in (1.8) by ≪ ρ.
Given positive constants η,C, we say a sequence ~m = (m0,m1, . . . ,mn) of scatterer posi-
tions is (η,C)-admissible, if
(3.29) ‖sk‖ ≥ C−1, (k = 1, . . . , n)
and
(3.30) ϕ
(
sk+1, sk
)
> BΘ + 2η, (k = 1, . . . , n− 1).
Proposition 3.3. Given any N ∈ Z>0, 0 < η < π−BΘ100 , C ≥ 10 and ε > 0, there exists a
constant ρ0 = ρ0(N, η,C, ε) > 0 such that for any ρ ∈ (0, ρ0), any (η,C)-admissible sequence
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~m = (m0,m1, . . . ,mn) with n ≤ N , and any C1 function β : Sd−11 → Rd with supSd−11 ‖β‖ ≤
C and sup
h∈T1(Sd−11 ) ‖Dhβ‖ ≤ C, the following holds:
(i) There exists a C1 diffeomorphism Φ = Φρ, ~m,β from an open subset ∆ = ∆ρ, ~m,β ⊂
Sd−11 onto Vηsn such that, for every v ∈ Sd−11 , u ∈ Vηsn , the following statements are
equivalent:
(a) There is a particle trajectory with scattering sequence ~m, initial velocity v0 = v
and final velocity vn = u.
(b) v ∈ ∆ and Φ(v) = u.
(ii) The position of impact and exit on the last scatterer, β
−
= β
−
ρ, ~m,β and β
+
= β
+
ρ, ~m,β,
are C1 maps from Vηsn to Sd−11 , satisfying
∥∥β±(u)− β±
bsn
(u)
∥∥ < ε for all u ∈ Vηsn and
suph∈T1(Vηsn ) ‖Dhβ
±‖ < Cη.
(iii) If µ is the Sd−11 volume measure restricted to ∆ and rescaled to be a probability measure,
then Φ∗µ = g · ληsn for some continuous function g : Vηsn → [1− ε, 1 + ε].
Proof. We assume that C ≥ Cη. Fix ε1 ∈ (0, ε) so small that (1 + ε1)2N−1 < 1 + ε and
(1− ε1)2N−1 > 1− ε, and then fix
ρ0 = ρ0(N, η,C, ε) := min
(
ρ˜0(η,C, ε1),
cη,ε1
2πC ,
η
20C2
)
,(3.31)
where ρ˜0(η,C, ε1) is as in Lemma 3.2, and cη,ε1 is as in Lemma 3.1.
Now take arbitrary ρ ∈ (0, ρ0) and m0, . . . ,mn and β satisfying the assumptions of the
proposition. Using the notation introduced in the context of Lemma 3.2 (setting r = −s1,
say, and considering the restriction of β to Vηr), we set
Ω(1) = V −1ρ,s1,β(Vηs1),(3.32)
V (1) = V ρ,s1,β : Ω
(1) → Sd−11 ,(3.33)
β(1) = B+ρ,s1,β : Vηs1 → Sd−11 ,(3.34)
and recursively for k = 1, 2, . . . , n− 1 (s = sk+1 =mk+1 −mk and r = sk =mk −mk−1, in
the the context of Lemma 3.2),
Ω(k+1) = (V (k))−1
(
V −1
ρ,sk+1,β
(k)(Vηsk+1)
)
,(3.35)
V (k+1) = V ρ,sk+1,β(k) ◦ V
(k) : Ω(k+1) → Sd−11 ,(3.36)
β(k+1) = B+
ρ,sk+1,β
(k) : Vηsk+1 → Sd−11 .(3.37)
Then Ω(n) ⊂ Ω(n−1) ⊂ . . . ⊂ Ω(1) by definition.
Lemma 3.2 implies, by induction over k, that V (k) is a C1 diffeomorphism from Ω(k) onto
Vηsk and that β(k) is a C1 map from Vηsk to Sd−11 satisfying suph∈T1(Vηsk )
∥∥Dhβ(k)∥∥ < Cη ≤ C,
for each k = 1, . . . , n.
Now set ∆ = Ω(n) and Φ = V (n). Then Φ is a C1 diffeomorphism from ∆ onto Vηsn .
Proof of (i). The implication “(b)⇒(a)” in Proposition 3.3 follows directly by construction.
Indeed, suppose v ∈ ∆ and u = Φ(v). Then since v = v0 ∈ Ω(1) the ray m0 + ρβ(v) +R>0v
hits the ball m1 + Bdρ at the point m1 + ρWρ,s1,β(v), and after scattering we obtain the ray
m1 + ρβ
(1)(V (1)(v)) + R>0V
(1)(v). Similarly it follows from our definitions that for each
k ∈ {1, . . . , n − 1}, the ray mk + ρβ(k)(V (k)(v)) + R>0V (k)(v) hits the ball mk+1 + Bdρ and
after scattering gives the ray mk+1 + ρβ
(k+1)
(
V (k+1)(v)
)
+ R>0V
(k+1)(v). Using this for
k = 1, . . . , n− 1 we see that (a) holds for the given vectors v = v0, u = vn.
Conversely, we now prove “(a)⇒(b)”. Suppose that v = v0 ∈ Sd−11 and u = vn ∈ Vηsn
satisfy the assumptions in (a), i.e. the raym0+ρβ(v0)+R>0v0 hitsm1+Bdρ; after scattering
in this ball we get a ray which hits m2 + Bdρ, and so on for m3 + Bdρ, . . . ,mn + Bdρ, and after
the final scattering in mn + Bdρ we get a ray with direction vn = u. Let vk ∈ Sd−11 be the
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direction of the ray leaving the ball mk + Bdρ in this scenario. For each k ∈ {1, . . . , n− 1}, by
assumption there exists some ray with direction vk and starting point on mk + S
d−1
ρ which
hits the ballmk+1+Bdρ; this implies ϕ(vk, sk+1) < η10 by the same argument that led to (3.9),
using ρ < η
20C2
. Since we are also assuming ϕ(sk, sk+1) > BΘ + 2η we conclude vk ∈ Vηsk .
This is also true for k = n, since vn = u and u ∈ Vηsn by assumption.
Now since the raym0+ρβ(v0)+R>0v0 hitsm1+Bdρ and gives a ray with direction v1 ∈ Vηs1
after scattering, we must have, by our definitions, v0 ∈ V −1ρ,s1,β(V
η
s1) = Ω
(1) and V (1)(v0) = v1;
in fact the ray obtained after the first scattering equals
m1 + ρβ
(1)(v1) + R>0v1, v1 = V
(1)(v).(3.38)
Similarly one now proves by induction that for each k ∈ {1, . . . , n} we have v0 ∈ Ω(k), and
the ray obtained after the kth scattering in our scenario equals
mk + ρβ
(k)(vk) + R>0vk, vk = V
(k)(v).(3.39)
In particular for k = n we obtain v = v0 ∈ ∆ and vn = Φ(v), i.e. (b) holds for the given
vectors v = v0, u = vn. This completes the proof of the implication “(a)⇒(b)”.
Proof of (ii). It follows from the above discussion that the functions β
±
defined in Propo-
sition 3.3 are the same as
(3.40) β(n) = B+
ρ,sn,β
(n−1) : Vηsn → Sd−11
and
(3.41) B−
ρ,sn,β
(n−1) : Vηsn → Sd−11 ,
respectively, where if n = 1 we understand β(0) = β. Hence the claims about β
±
are direct
consequences of Lemma 3.2 (iii) (since ε1 < ε).
Proof of (iii). When n = 1 the statement follows directly from Lemma 3.2 (ii); thus from
now on we assume n ≥ 2. Let us write µ(k) = V (k)∗ µ for k = 1, . . . , n, so that µ(n) = Φ∗µ.
We know that for each v ∈ V (1)(∆) the ray m1 + ρβ(1)(v) + R>0v hits m2 + Bdρ. Hence
ϕ(v, s2) < πCρ by the same argument that led to (3.9). It follows that
(3.42) ϕ(v,v′) < 2πCρ ≤ cη,ε1
for all v,v′ ∈ V (1)(∆), by our choice of ρ. Hence Lemma 3.2 (ii), using ρ < ρ˜0(η,C, ε1),
together with Lemma 3.1 imply that
(3.43) µ(1) = (V ρ,s1,β)∗(µ) = g1 · ν1
where ν1 is the S
d−1
1 volume measure restricted to V
(1)(∆) and rescaled to be a probability
measure, and g1 is some continuous function from V
(1)(∆) to [(1− ε1)2, (1 + ε1)2].
Repeating the same argument, using
(3.44) µ(k+1) = (V ρ,sk+1,β(k))∗(µ
(k)),
we obtain µ(k) = gk · νk for each k = 2, . . . , n − 1, where νk is the Sd−11 volume measure
restricted to V (k)(∆) and rescaled to be a probability measure, and gk is some continuous
function from V (k)(∆) to [(1 − ε1)2k, (1 + ε1)2k]. Using this fact for k = n − 1 together with
one more application of Lemma 3.2 (ii), we finally obtain Φ∗µ = µ(n) = g · ληsn , where g is
some continuous function from V (n)(∆) = Vηsn to [(1− ε1)2n−1, (1+ ε1)2n−1], thus proving the
desired claim. 
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4. Loss of memory
4.1. Statement of the main theorem. For v0 ∈ Sd−11 , we define the probability density
p
0,β+v0
(v1, ξ,v2) on S
d−1
1 ×R≥0 × Sd−11 by
(4.1)
p
0,β+v0
(v1, ξ,v2) dvolSd−11
(v2) =
{
Φ0
(
ξ,w, (β+v0(v1)K(v1))⊥
)
dw if v1 ∈ Vv0 , v2 ∈ Vv1
0 otherwise,
with w = −β−e1(v2K(v1))⊥ ∈ {0} × Bd−11 .
Remark 4.1. As in Remark 2.4, the density p
0,β+v0
(v1, ξ,v2) is independent of the choice of the
functionK(v1); also p0,β+v0
(v1, ξ,v2) is continuous at each point (v1, ξ,v2) ∈ Sd−11 ×R≥0×Sd−11
with v1 ∈ Vv0 , v2 ∈ Vv1 , except possibly when d = 2, ξ > 0 and β−v1
(
v2
)
= −β+v0(v1)Rv1 (⇔
v2 = Θ1(v1,−β+v0(v1)Rv1)). Here Rv1 denotes reflection in the line Rv1.
Remark 4.2. Due to the spherical symmetry of the scattering map Θ (cf. Section 2.2) we have
(4.2) p
0,β+
v0K
(v1K, ξ,v2K) = p0,β+v0
(v1, ξ,v2)
for any K ∈ O(d).
Remark 4.3. The explicit formula in Remark 2.5 carries over directly to the present case.
Remark 4.4. By (2.12) we have, whenever v1 ∈ Vv0 ,
(4.3)
∫
Sd−11 ×R>0
p
0,β+v0
(v1, ξ,v2) dξ dvolSd−11
(v2) = 1.
For the definition of pα,β0 , recall (2.25). The analogue of relation (4.3) of course also holds
for pα,β0 , again by (2.12).
Theorem 4.1. Fix a lattice L = ZdM0 and a point q ∈ Rd, set α = −qM−10 , and let
β0 : S
d−1
1 → Rd be a C1 function. If q ∈ L we assume that (β0(v) + R>0v) ∩ Bd1 = ∅ for all
v ∈ Sd−11 . Then for any Borel probability measure λ0 on Sd−11 which is absolutely continuous
with respect to volSd−11
, and for any bounded continuous function f0 : S
d−1
1 ×(R>0×Sd−11 )n → R,
we have
lim
ρ→0
∫
Sd−11
f0
(
v0, ρ
d−1τ1(qρ,β0(v0),v0; ρ),v1(qρ,β0(v0),v0; ρ), . . . ,vn(qρ,β0(v0),v0; ρ)
)
dλ0(v0)
=
∫
Sd−11 ×(R>0×Sd−11 )n
f0
(
v0, ξ1,v1, . . . , ξn,vn
)
pα,β0(v0, ξ1,v1)p0,β+v0
(v1, ξ2,v2)(4.4)
· · · p
0,β+vn−2
(vn−1, ξn,vn) dλ0(v0)
n∏
k=1
dξk dvolSd−11
(vk).
Note that the case n = 1 specializes to the statement of Theorem 2.2. Hence from now on
we will assume n ≥ 2.
The proof of Theorem 4.1 is given in Section 4.3, and is based on an iterative application of
Theorem 2.2. The idea is that at the nth step, for a given, small ρ > 0, we apply Theorem 2.2
once for each possible sequence of balls m1 +Bdρ, m2 +Bdρ, . . ., mn−1+Bdρ (mk ∈ L) causing
the first n − 1 collisions in the orbit of the flow ϕt. For each such sequence {mk}n−1k=1 we
apply Theorem 2.2 with λ as the probability measure on Sd−11 describing the random vari-
able vn−1(qρ,β0(v0),v0; ρ) conditioned on v0 leading to {mk}n−1k=1 , and with β as the function
“vn−1(qρ,β0(v0),v0; ρ) 7→ wn−1(qρ,β0(v0),v0; ρ)” (this makes sense once we restrict to v0
leading to the fixed sequence {mk}n−1k=1 , see Prop. 3.3). Since ρ is small, β is well approxi-
mated by β+vn−2 (see Prop. 3.3), and the resulting limiting density is p0,β+vn−2
(vn−1, ξn,vn).
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Note that in Theorem 2.2, pα,β does not depend on the choice of λ; hence our limiting den-
sity p
0,β+vn−2
(vn−1, ξn,vn) is independent of the measure dλ(vn−1), and thus independent of
ξ1, . . . , ξn−1 and v0, . . . ,vn−3.
To make the above argument rigorous, we need to use the uniform version Theorem 2.3 in
place of Theorem 2.2, for note that both λ and β depend on the hit sequence {mk}n−1k=1 , as well
as on ρ. For the application of Theorem 2.3 we need to prove that all our λ’s are contained in
some equismooth family, and furthermore that β is indeed sufficiently well approximated by
β+vn−2 as stated above.
4.2. Sets of good initial velocities. In this section we will define sets of initial velocities
v0 with good properties, and prove two lemmas which will later allow us to see that the
complement of these sets have small λ0-measure.
Let n ≥ 2 and β0 be given as in Theorem 4.1, and set
C = 10max
(
1, sup
Sd−11
‖β0‖, sup
h∈T1(Sd−11 )
‖Dhβ0‖, sup
y∈L\{0}
‖y‖−1, sup
y∈(L−q)\{0}
‖y‖−1
)
.(4.5)
Let η and ρ be arbitrary numbers subject to the conditions
0 < η < π−BΘ100 and 0 < ρ < min
( η
C3Cη
, ρ0(n, η, C, η)
)
,(4.6)
where ρ0(n, η, C, η) is as in Proposition 3.3, and Cη as in (3.2). These two numbers η and ρ
will be kept fixed throughout the present section. Recall (2.33), and define ω(η) ∈ (0, π2 ) to
be the angle such that
Uω(η) = U2√η ∪ −β−e1
(
Ve1 \ V20ηe1
)
.(4.7)
We also fix a partition Sd−11 =
⊔N
j=1Dj of the sphere S
d−1
1 into Borel subsets D1, . . . ,DN , each
of positive volume and boundary of measure zero, and with diameter < η/Cη with respect to
the metric ϕ.
For v ∈ Sd−11 and k ≥ 1 we let
(4.8) wk(v) = wk(qρ,β0(v),v; ρ) ∈ Sd−11 , mk(v) =mk(qρ,β0(v),v; ρ) ∈ L
be the impact position and the ball label at the kth collision for initial condition (q +
ρβ0(v),v) ∈ T1(Kρ). Let vk(v) = vk(qρ,β0(v),v; ρ) ∈ Sd−11 be the velocity directly after
this collision, and τk(v) = τk(qρ,β0(v),v; ρ) ∈ R>0 be the time elapsed between the (k − 1)th
and kth collision. (Cf. (1.4) and (1.7).) We also set m0 = q ∈ Rd and
(4.9) sk(v) = sk(qρ,β0(v),v; ρ) =mk(v)−mk−1(v)
for k ≥ 1. Note that ‖sk(v)‖ ≥ 10/C always holds, by our choice of C.
Given any a ∈ Sd−11 we let [a] be the unique set Dj for which a ∈ Dj . Set U (0) = Sd−11 , and
define the subsets U (0) ⊃ U (1) ⊃ U (2) ⊃ . . . recursively as follows: For each k ≥ 1, we let U (k)
be the set of all v ∈ U (k−1) satisfying the following three conditions:
(I) τk(v) <∞,
(II) [vk(v)] ⊂ V10ηsk , and
(III) for each u ∈ [vk(v)] there is some v′ ∈ U (k−1) satisfying{
mℓ(v
′) =mℓ(v), ℓ = 1, . . . , k;
vk(v
′) = u.
(4.10)
If v ∈ U (k) and u ∈ [vk(v)], then every v′ ∈ U (k−1) satisfying (4.10) will actually lie in U (k).
Given a vector v ∈ U (k) (1 ≤ k ≤ n) we let Mkv be the set of those indices i for which
(4.10) holds for some u ∈ Di and v′ ∈ U (k). Then note that ∪i∈MkvDi ⊂ V
10η
sk and for each
u ∈ ∪i∈MkvDi there is some v′ ∈ U (k) such that (4.10) holds. Write ~m
k
v := (m0, . . . ,mk) where
m0 = q and mℓ =mℓ(qρ,β0(v),v; ρ) (ℓ = 1, . . . , k) as before. For each ℓ ∈ {1, . . . , k − 1} we
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have vℓ ∈ V10ηsℓ since v ∈ U (ℓ), and also, since the raymℓ+ρβ+vℓ−1(vℓ)+R>0vℓ hitsmℓ+1+Bdρ
we have
ϕ(vℓ, sℓ+1) ≤ arcsin 2ρ‖sℓ+1‖ ≤ arcsin
Cρ
5
< 12Cρ < η;(4.11)
hence ϕ(sℓ, sℓ+1) > BΘ + 9η. Also recall ρ < ρ0(n, η, C, η). Hence the data ~m
k
v, ρ and β0
satisfy all the assumptions of Proposition 3.3. Now taking Φ = Φρ, ~mkv ,β0
: ∆ →˜Vηsk to be the
diffeomorphism in that proposition, it follows that for every u ∈ ∪i∈MkvDi there is a unique
v′ ∈ U (k) for which (4.10) holds, namely v′ = Φ−1(u). Proposition 3.3 also implies that for
any such pair u,v′, we have regarding the starting point of the u-ray leaving the mk-ball:
β+
vk−1(qρ,β0 (v
′),v′;ρ)(u) = β
+
(u) with β
+
= β
+
ρ, ~mkv ,β0
: Vηsk → Sd−11 .
Lemma 4.2. Assume 1 ≤ k ≤ n− 1, v ∈ U (k) and β+ = β+ρ, ~mkv ,β0 . If v /∈ U
(k+1) then one of
the following statements holds:
(i) τk+1(v) =∞,
(ii) vk(v) ∈ ∂Cρ
(∪i∈MkvDi),
(iii) −w1
(
ρβ
+
(vk),vk; ρ
)
K(vk) ∈ Uω(η),
(iv) −w1
(
ρ(β
+
(vk) + 3vk),vk; (1 + η)ρ
)
K(vk) ∈ Uω(η).
Proof. Fix any vector v ∈ U (k) \ U (k+1), assume τk+1(v) < ∞ so that wk+1 = wk+1(v) and
vk+1 = vk+1(v) exist, and write Dj = [vk+1]. Now by the definition of U (k+1) we have either
Dj 6⊂ V10ηsk+1 , or else there is some u ∈ Dj such that there does not exist any v′ ∈ U (k) with{
mℓ(v
′) =mℓ(v), ℓ = 1, . . . , k + 1;
vk+1(v
′) = u.
(4.12)
First assume that Dj 6⊂ V10ηsk+1 , i.e. there is some u ∈ Dj with u /∈ V10ηsk+1 . Then ϕ(u, sk+1) ≤
BΘ+10η; also ϕ(vk+1,u) < η since Dj has diameter less than η, and ϕ(sk+1,vk) <
1
2Cρ < η
as in (4.11). Hence ϕ(vk+1,vk) < BΘ + 12η, and using wk+1 = β
−
vk
(vk+1) and the spherical
invariance of β− this implies −wk+1K(vk) ∈ Uω(η) (cf. (4.7)). But
(4.13) wk+1 = w1(mk + ρβ
+
(vk),vk; ρ) = w1(ρβ
+
(vk),vk; ρ),
since L −mk = L. Hence (iii) in Lemma 4.2 holds.
It remains to consider the case when Dj ⊂ V10ηsk+1 but there is some u ∈ Dj (which we
now consider as fixed) such that (4.12) does not hold for any v′ ∈ U (k). As in the discussion
preceding the lemma we have ϕ(sℓ, sℓ+1) > BΘ+9η for all ℓ = 1, . . . , k, so that the data ~m
k+1
v ,
ρ and β0 satisfy all the assumptions of Proposition 3.3. Now u ∈ Dj ⊂ V10ηsk+1 lies in the range
of Φρ, ~mk+1v ,β0
; we set v′ = Φ−1
ρ, ~mk+1v ,β0
(u) ∈ Sd−11 . Then by “(b)⇒(a)” in Proposition 3.3,
the ray qρ,β0(v
′) + R>0v′ hits m1 + Bdρ; after scattering in this ball we get a ray which hits
m2+Bdρ, and so on form3+Bdρ, . . . ,mk+1+Bdρ, and after the final scattering we get a ray with
direction u. (So far we make no claim for any j on whether or not the ray leaving mj + Bdρ
passes through any other ball in L+ Bdρ before hitting mj+1 + Bdρ.)
Let v′ℓ be the direction of the ℓth ray in the above sequence (ℓ ∈ {0, . . . , k + 1}, thus
v′0 = v
′, v′k+1 = u), so that mk + ρβ
+
v′
k−1
(v′k) + R>0v
′
k is the ray which leaves mk + Bdρ and
hits mk+1 + Bdρ. We have ϕ(sk+1,v′k) < 12Cρ < η (cf. (4.11)) and thus
(4.14) ϕ(sk,v
′
k) ≥ ϕ(sk, sk+1)− ϕ(sk+1,v′k) > BΘ + 9η − η
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so that v′k ∈ Vηsk . Hence by “(a)⇒(b)” in Proposition 3.3, v′ also belongs to the domain of
Φρ, ~mkv ,β0
, and v′k = Φρ, ~mkv ,β0(v
′) and
(4.15) β+
v′
k−1
(v′k) = β
+
(v′k) = β
+
ρ, ~mkv ,β0
(v′k).
From ϕ(sk+1,vk) <
1
2Cρ and ϕ(sk+1,v
′
k) <
1
2Cρ we get ϕ(vk,v
′
k) < Cρ. Note that vk ∈
∪i∈MkvDi since v ∈ U (k). Now if v′k lies outside ∪i∈MkvDi then there is some point on the
geodesic between vk and v
′
k which lies in ∂(∪i∈MkvDi), and hence vk ∈ ∂Cρ(∪i∈MkvDi), i.e. (ii)
in Lemma 4.2 holds.
It remains to consider the case v′k ∈ ∪i∈MkvDi. As in the discussion preceding the lemma,
v′k ∈ ∪i∈MkvDi and v′ = Φ−1ρ, ~mkv ,β0(v
′
k) imply that v
′ ∈ U (k) and that (4.10) holds with v′k in
place of u; thus v′ℓ = vℓ(qρ,β0(v
′),v′; ρ) for all ℓ = 1, . . . , k. We know from above that the ray
mk + ρβ
+
v′
k−1
(v′k) +R>0v
′
k hits mk+1 + Bdρ; let us choose τ ′ > 0 and w′k+1 ∈ Sd−11 so that the
point of impact is
(4.16) mk + ρβ
+
v′
k−1
(v′k) + τ
′v′k =mk+1 + ρw
′
k+1.
After scattering in the ball mk+1 + Bdρ we get a ray with direction u. It follows that the ray
(4.17) mk + ρβ
+
v′
k−1
(v′k) + R>0v
′
k
must intersect some other ball in L + Bdρ before it hits mk+1 + Bdρ, for otherwise we would
conclude mk+1(qρ,β0(v
′),v′; ρ) = mk+1 and vk+1(qρ,β0(v
′),v′; ρ) = u, i.e. (4.12) would hold
for our v′ ∈ U (k), contrary to our assumption. Thus there is some point
(4.18) m′ =mk+1(qρ,β0(v
′),v′; ρ) ∈ L, m′ 6=mk+1,
and some t′ ∈ (0, τ ′) such thatmk + ρβ+v′k−1(v
′
k)+ t
′v′k ∈m′+Bdρ. Note that ‖m′−mk+1‖ ≥
10/C > 103ρ, and hence t′ < τ ′ − 100ρ.
Using ϕ(vk,v
′
k) < Cρ < η and vk ∈ V10ηsk we see that the (Sd−11 -)geodesic from vk to v′k is
contained inside Vηsk ; hence from suph∈T1(Vηsk ) ‖Dhβ
+‖ < Cη (see Proposition 3.3) we deduce
(4.19) ‖β+(vk)− β+(v′k)‖ < CηCρ < η.
Similarly, writing β
−
k+1 := β
−
ρ, ~mk+1v ,β0
and using wk+1 = β
−
k+1(vk+1), w
′
k+1 = β
−
k+1(u) and
vk+1,u ∈ Dj ⊂ V10ηsk+1 (thus ϕ(vk+1,u) < ηCη ), we obtain
(4.20) ‖wk+1 −w′k+1‖ < η.
Thus the line segment mk + ρβ
+
(v′k) + (0, τ
′)v′k has both its endpoints at distance < ρη
from the corresponding endpoints of the line segment mk + ρβ
+
(vk) + (0, τk+1)vk. Hence
|τ ′ − τk+1| < 2ρη, and there exists some t > 0 with |t− t′| < 2ρη such that
(4.21)
∥∥(mk + ρβ+(vk) + tvk)− (mk + ρβ+(v′k) + t′v′k)∥∥ < ρη.
It follows from this that mk + ρβ
+
(vk) + tvk ∈ m′ + Bdρ˜, with ρ˜ = (1 + η)ρ, and therefore
τ ′′1 := τ1(mk + ρ(β
+
(vk) + 3vk),vk, ρ˜) satisfies τ
′′
1 < t − 3ρ. Take m′′ ∈ L and set w′′1 =
w1(mk + ρ(β
+
(vk) + 3vk),vk, ρ˜) ∈ Sd−11 , so that
mk + ρ(β
+
(vk) + 3vk) + τ
′′
1 vk =m
′′ + ρ˜w′′1.(4.22)
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Note that if the ray mk + ρβ
+
(vk) + R>0vk would also intersect the slightly smaller ball
m′′ + Bdρ then τ1(mk + ρ(β+(vk) + 3vk),vk, ρ) < τ ′′1 + 3ρ, and we would get a contradiction:
τk+1 = τ1(mk + ρ(β
+
(vk) + 3vk),vk, ρ) + 3ρ < τ
′′
1 + 6ρ < t+ 3ρ < t
′ + 4ρ(4.23)
< τ ′ − 96ρ < τk+1 − 95ρ.
Thus the ray mk + ρβ
+
(vk) + R>0vk intersects m
′′ + Bdρ˜ but not m′′ + Bdρ. This implies
−w′′1K(vk) ∈ U2√η ⊂ Uω(η). Hence (iv) in Lemma 4.2 holds. 
We next give the analogue of Lemma 4.2 in the case k = 0. Let us define β˜0 ∈ C1(Sd−11 ) by
β˜0(v) = (1 + η)
−1(β0(v) + (C + 3)v).(4.24)
Lemma 4.3. Set ρ˜ = (1 + η)ρ. For each v ∈ Sd−11 \U (1), one of the following statements
holds:
(i) τ1(v) =∞,
(ii) −w1
(
q + ρβ0(v),v; ρ
)
K(v) ∈ Uω(η),
(iii) −w1
(
q + ρ˜β˜0(v),v; ρ˜
)
K(v) ∈ Uω(η).
Proof. This is very similar to the proof of Lemma 4.2, but easier in certain respects. 
4.3. Proof of Theorem 4.1. Let n ≥ 2, λ0,β0, f0 be given as in the statement of the theorem.
4.3.1. Some reductions. Set X = Sd−11 ×(R>0 × Sd−11 )n and let ν be the Borel measure on X
which appears in the right hand side of (4.4) in Theorem 4.1, i.e. set
ν(M) =
∫
M
pα,β0(v0, ξ1,v1)
(n−1∏
j=1
p
0,β+vj−1
(vj , ξj+1,vj+1)
)
dλ0(v0) dξ1 · · · dvolSd−11 (vn)(4.25)
for every Borel subset M ⊂ X. Note that repeated application of (4.3), and the analogous
relation for pα,β0(v0, ξ1,v1), yields ν(X) = 1. Set
X0 = {(v0, ξ1, . . . ,vn) ∈ X : ϕ(vj−1,vj) > BΘ, ∀j ∈ {1, 2, . . . , n}}.(4.26)
This is an open subset of X with ν(X \X0) = 0, i.e. ν(X0) = 1. Hence we may now assume,
without loss of generality, that f0 has compact support contained inside X0. The general case
of Theorem 4.1 then follows by a standard approximation argument.
We define functions fm : S
d−1
1 ×(R>0×Sd−11 )n−m → R for m = 1, . . . , n−1 by the following
recursive formula:
fm
(
v0, ξ1,v1, . . . , ξn−m,vn−m
)
:=
∫
Sd−11
∫
R>0
fm−1
(
v0, ξ1,v1, . . . ,vn−m, ξ,v
)
×p
0,β+vn−m−1
(vn−m, ξ,v) dξ dvolSd−11 (v).(4.27)
The point of this is that now the right hand side of (4.4) in Theorem 4.1 can be expressed as∫
X
f0 dν =
∫
Sd−11
∫
R>0
∫
Sd−11
fn−1(v0, ξ1,v1)pα,β0(v0, ξ1,v1) dλ0(v0) dξ1 dvolSd−11 (v1).(4.28)
Since f0 has compact support contained in X0 there exists a constant δ > 0 such that
f0(v0, ξ1, . . . ,vn) = 0 unless ϕ(vj−1,vj) > BΘ + δ for all j = 1, 2, . . . , n. Hence by induction
each fm has compact support, and we have fm(v0, ξ1, . . . ,vn−m) = 0 unless ϕ(vj−1,vj) >
BΘ + δ for all j = 1, 2, . . . , n−m. Using this fact together with Remark 2.1 (rewriting (4.27)
via (4.1)) one shows that each fm is continuous. Furthermore, by repeated use of (4.3) we see
that sup |fm| ≤ sup |f0| for all m = 0, 1, . . . , n− 1.
Finally, by a standard approximation argument we may assume without loss of generality
that λ0 has a continuous density, i.e. that
λ0 = g · volSd−11 for some continuous function g : S
d−1
1 → R≥0.(4.29)
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Indeed, note that for λ0 = g · volSd−11 , g ∈ L
1, the right hand side of (4.4) depends linearly on
g and is bounded in absolute value by (sup |f0|) · ‖g‖L1 ; the same is true for the left hand side
of (4.4), for each fixed ρ. We can thus mimic the first paragraph in the proof of Theorem 1.2
in [19, Sec. 9.2].
4.3.2. Choosing η, ρ0 and F1, F2, F3. Let ε > 0 be given. On the next few pages we will
describe how to choose auxiliary positive numbers η and ρ0, as well as families F1, F2, F3 of
measures and functions to use in applications of Theorem 2.3. The goal is to set up things so
that we will be able to prove that the two sides in (4.4) in Theorem 4.1 differ by at most O(ε)
for every ρ ∈ (0, ρ0); see (4.40) below.
Recall the definition of ω(η), (4.7), and note that limη→0 ω(η) = 0. As in the discussion
leading to (2.44) and (2.45) we see that we may fix 0 < η < min
(
π−BΘ
100 , ε
)
so small that 2ω(η) <
π
2 and so that the following two inequalities hold for all absolutely continuous probability
measures λ on Sd−11 , all continuous functions β : S
d−1
1 → Rd, any α′ ∈ {0,α}, and any two
measurable functions z1,z2 : supp(λ) → {0} × Bd−11 satisfying ‖z1(v) − z2(v)‖ ≤ η for all
v ∈ supp(λ):∫ ∞
0
∫
(U2ω(η))⊥
∫
Sd−11
Φα′
(
ξ,w, (β(v)K(v))⊥
)
dλ(v)dwdξ < ε;(4.30) ∫ ∞
0
∫
{0}×Bd−11
∫
supp(λ)
∣∣∣Φ0(ξ,w,z1(v))− Φ0(ξ,w,z2(v))∣∣∣ dλ(v) dw dξ < ε.(4.31)
As in Section 4.2 we fix a partition Sd−11 =
⊔N
j=1Dj of the sphere S
d−1
1 into Borel subsets
D1, . . . ,DN , each of positive volume and boundary of measure zero, and with diameter < η/Cη
with respect to the metric ϕ. Given s ∈ Rd \ {0} and any subset M ⊂ {1, . . . , N} with
λs(∪j∈MDj) > 0, we let λM,s be the restriction of the measure λs (cf. Sec. 3) to ∪j∈MDj ,
rescaled to be a probability measure:
λM,s = λs
(∪MDj)−1 · λs|(∪MDj).(4.32)
Let F1 be the following family of probability measures:
F1 := {λ0}
⋃{
λM,s : ∅ 6=M ⊂ {1, . . . , N}, s ∈ Sd−11 , (∪MDj) ⊂ V10ηs
}
.(4.33)
Note that limh→0+ volSd−11 (∂hDj) = 0 for each j, since Dj has boundary of measure zero. Also
note that V10ηs has compact closure in Vs, and recall (3.3). From these facts together with
(4.29), it follows that F1 is equismooth.
Let us fix a continuous function H : Sd−11 ×R>0 × Sd−11 → [0, 1] of the form H(v0, ξ,v1) =
H0(ϕ(v0,v1)) such that H(v0, ξ,v1) = 1 whenever ϕ(v0,v1) ≤ BΘ or ϕ(v0,−β−v0(v1)) ≥
π
2 − ω(η), and H(v0, ξ,v1) = 0 whenever ϕ(v0,−β−v0(v1)) ≤ π2 − 2ω(η). This is possible
since it follows from our assumptions on Θ1 in Sec. 2.2 that ϕ(v0,−β−v0(v1)) only depends on
ϕ(v0,v1), as a strictly decreasing C
1 function. Now let F2 be the following family of functions
on Sd−11 ×R>0 × Sd−11 ,
F2 =
{
H
} ∪ {(v, ξ,v′) 7→ fm(v0, ξ1, . . . , ξn−m−1,v, ξ,v′) :
0 ≤ m ≤ n− 1, (v0, ξ1, . . . , ξn−m−1) ∈ (Sd−11 ×R>0)n−m−1
}
.(4.34)
Using the fact that each fm has compact support we see that F2 is equicontinuous and uni-
formly bounded.
Let C be fixed as in (4.5), and let, for any q′ ∈ Rd:
F
(q′)
3 =
{
β : Sd−11 → Rd : β is C1, sup ‖β‖ ≤ 3C, sup
h∈T1(Sd−11 )
‖Dhβ‖ ≤ 2C + 4η +Cη,
if q′ ∈ L: (β(v) + R>0v) ∩ Bd1 = ∅, ∀v ∈ Sd−11
}
.(4.35)
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Let ρ0(n, η, C, η) be as in Proposition 3.3. Now fix 0 < ρ0 < min
(
η
C3Cη
, ρ0(n, η, C, η)
)
so
small that for q′ ∈ {0, q} and all ρ ∈ (0, 2ρ0), λ ∈ F1, f ∈ F2 and β ∈ F (q
′)
3 , we have (here
and below we write α′ = 0 if q′ = 0; α′ = α if q′ = q)∣∣∣∣∫
Sd−11
f
(
v, ρd−1τ1(q′ + ρβ(v),v; ρ),v1(q′ + ρβ(v),v; ρ)
)
dλ(v)
−
∫
Sd−11
∫
R>0
∫
Sd−11
f
(
v, ξ,v1
)
pα′,β(v, ξ,v1) dλ(v) dξ dvolSd−11
(v1)
∣∣∣∣ < ε.(4.36)
This is possible by Theorem 2.3. Let us shrink ρ0 further if necessary, so that (with Kη as in
Lemma 3.1)
volSd−11
(
∂Cρ0(Dj)
)
< K−1η ε volSd−11 (Dj), ∀j ∈ {1, . . . , N};(4.37)
∀v,v′ ∈ Sd−11 : ϕ(v,v′) ≤ 2C2ρ0 =⇒ |g(v)− g(v′)| < ε;(4.38)
and also, for all m ∈ {0, . . . , n− 1} and all points (v0, ξ1, . . . ,vn−m) and (v′0, ξ′1, . . . ,v′n−m) in
Sd−11 ×(R>0 × Sd−11 )n−m:
ϕ(v′j,vj) ≤ C2ρ0 (j = 0, . . . , n−m), |ξ′j − ξj | ≤ 2Cρd0 (j = 1, . . . , n−m)
=⇒
∣∣∣fm(v′0, ξ′1, . . . ,v′n−m)− fm(v0, ξ1, . . . ,vn−m)∣∣∣ <ε.(4.39)
Here (4.39) can be achieved since each fm is continuous with compact support.
Having thus fixed a choice of ρ0, we now claim that for all ρ ∈ (0, ρ0) we have∣∣∣∣∫
Sd−11
f0
(
v0, ρ
d−1τ1(qρ,β0(v0),v0; ρ), . . . ,vn(qρ,β0(v0),v0; ρ)
)
dλ0(v0)−
∫
X
f0 dν
∣∣∣∣≪ ε.(4.40)
Here and in any ≪ bound in the remainder of the proof, the implied constant depends only
on f0, λ0, d, n, C and Θ (the scattering map). Since ε > 0 was arbitrary, the bound (4.40)
will complete the proof of Theorem 4.1.
4.3.3. Bounding λ0(S
d−1
1 \U (n)). Take an arbitrary ρ ∈ (0, ρ0), and keep ρ fixed for the rest
of this proof. Note that (4.6) holds. We now define the subsets Sd−11 = U (0) ⊃ U (1) ⊃ U (2) ⊃
. . . ⊃ U (n) as in Section 4.2. We will prove that λ0(Sd−11 \U (n)) is small.
Let us first make explicit the conclusion from (4.36) in the case f = H. In this case, by
changing variables (via (2.25), (2.26)) in the triple integral in (4.36), and using the definition
of H, we see that the triple integral is less than the expression in (4.30), and hence < ε. Note
also that if v ∈ Sd−11 is such that w1 = w1(q′ + ρβ(v),v; ρ) satisfies −w1K(v) ∈ Uω(η), then
v1 = v1(q
′ + ρβ(v),v; ρ) = Θ1(v,w1) satisfies H(v, ξ,v1) = 1 for all ξ > 0. Hence (4.36)
implies that for all q′ ∈ {0, q}, ρ ∈ (0, 2ρ0), λ ∈ F1 and β ∈ F (q
′)
3 , we have
λ
({
v ∈ Sd−11 : −w1(q′ + ρβ(v),v; ρ)K(v) ∈ Uω(η)
})
< 2ε.(4.41)
We now apply Lemma 4.3 to prove that λ0(S
d−1
1 \U (1)) is small. The set {v ∈ Sd−11 : τ1 =∞}
has measure zero with respect to volSd−11
(see Sec. 2.1), and hence also with respect to λ0.
Note ρ˜ < 2ρ0 and β0, β˜0 ∈ F (q)3 , cf. (4.24) and (4.35); hence we may apply (4.41) with q′ = q,
λ = λ0 and β0, ρ resp. β˜0, ρ˜. This implies that the set of v’s which satisfy (ii) or (iii) in
Lemma 4.3 has λ0-measure < 4ε. Thus
λ0(S
d−1
1 \U (1)) < 4ε.(4.42)
Next take k ∈ {1, . . . , n − 1}; we will apply Lemma 4.2 to prove that λ0(U (k) \ U (k+1)) is
small. We call any two vectors v,v′ ∈ U (k) equivalent if and only if ~mkv = ~mkv′ . Let U ′ ⊂ U (k)
be any fixed equivalence class for this relation. Then the subset ∅ 6= Mkv ⊂ {1, . . . , N} and
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the functions Φρ, ~mkv ,β0
, and β
+
ρ, ~mkv ,β0
are independent of v ∈ U ′, and we will write simply M ,
Φ and β
+
for these. Note in particular U ′ = Φ−1(∪i∈MDi).
We need to modify β
+
to get a function in F
(0)
3 . Let us fix C
1 functions c1, c2 : R>0 → [0, 1]
with the properties
c1(ϕ) = 0, ∀ϕ ≤ BΘ + 5η; c1(ϕ) = 1, ∀ϕ ≥ BΘ + 6η; |c′1(ϕ)| ≤ 2η−1, ∀ϕ > 0;
(4.43)
c2(ϕ) = 1, ∀ϕ ≤ BΘ + 6η; c2(ϕ) = 0, ∀ϕ ≥ BΘ + 7η; |c′2(ϕ)| ≤ 2η−1, ∀ϕ > 0.
Now define β̂ = β̂ρ, ~mkv ,β0
∈ C1(Sd−11 ) by
β̂(v) = β̂ρ, ~mkv ,β0
(v) =
{
c1(ϕ(v, sk)) · β+(v) + c2(ϕ(v, sk)) · v if v ∈ Vηsk
v otherwise.
(4.44)
We then have
β̂ρ, ~mkv ,β0
(v) = β
+
ρ, ~mkv ,β0
(v), ∀v ∈ V10ηsk .(4.45)
Furthermore, for v ∈ Sd−11 with BΘ+4η < ϕ(v, sk) < BΘ+8η we have, for any h ∈ T 1v(Sd−11 ),
(4.46)∥∥Dhβ̂(v)∥∥ = ∥∥(Dhc1(ϕ(v, sk)))·β+(v)+c1 ·Dhβ+(v)+(Dhc2(ϕ(v, sk)))·v+c2·h∥∥ ≤ 4
η
+Cη+1
by Proposition 3.3 and (4.43). From this one easily deduces β̂ρ, ~mkv ,β0
∈ F (0)3 .
Using Lemma 4.2, ∪i∈MDi ⊂ V10ηsk and (4.45) we have
Φ
(U ′ \ U (k+1)) ⊂ ∂Cρ(∪i∈MDi) ∪ {v′ ∈ ∪i∈MDi : τ1(ρβ̂(v′),v′, ρ) =∞}
∪ {v′ ∈ ∪i∈MDi : −w1(ρβ̂(v′),v′, ρ)K(v′) ∈ Uω(η)}(4.47)
∪ {v′ ∈ ∪i∈MDi : −w1(ρ˜β˜(v′),v′, ρ˜)K(v′) ∈ Uω(η)},
where ρ˜ = (1 + η)ρ and β˜(v) = (1 + η)−1(β̂(v) + 3v). Here note that, by Lemma 3.1 and
(4.37),
λM,sk
(
∂Cρ
(∪i∈MDi)) ≤ Kη volSd−11 (∪i∈MDi)−1 volSd−11 (∂Cρ(∪i∈MDi))(4.48)
≤ Kη volSd−11
(
∪i∈MDi
)−1 ∑
i∈M
volSd−11
(
∂Cρ
(
Di
)) ≤ ε.
The second set in the right hand side of (4.47) has λM,sk -measure zero. Next recall that (4.46)
led to β̂ ∈ F (0)3 ; by a similar argument we also verify β˜ ∈ F (0)3 . Hence from (4.41) applied
with q′ = 0, λ = λM,sk and β̂, ρ, resp. β˜, ρ˜, we see that each of the last two sets in (4.47)
have λM,sk -measure < 2ε. Hence
λM,sk
(
Φ
(U ′ \ U (k+1))) < 5ε.(4.49)
Set µ = volSd−11
(U ′)−1 · (volSd−11 )|U ′ . By Proposition 3.3, and our assumption ρ < ρ0(n, η, C, η),
Φ|U ′ is a diffeomorphism from U ′ onto ∪MDi, which transforms the measure µ into cg˜ · λM,sk
where c > 0 is a constant and g˜ is a continuous function from ∪MDi to [1 − η, 1 + η]. Using
c
∫
∪MDi g˜(v) dλM,sk(v) = 1 we find (1+η)
−1 ≤ c ≤ (1−η)−1, and thus cg˜(v) ∈ [1−3η, 1+3η]
for all v ∈ ∪MDi. Hence
µ
(U ′ \ U (k+1)) < (1 + 3η)5ε < 10ε.(4.50)
In other words volSd−11
(U ′ \U (k+1)) < 10ε volSd−11 (U ′). Adding this over all equivalence classes
U ′ ⊂ U (k) we obtain volSd−11
(U (k)\U (k+1)) < 10ε volSd−11 (U (k))≪ ε. Hence since λ0 = g·volSd−11
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with g bounded (cf. (4.29)), we have
λ0
(U (k) \ U (k+1))≪ ε.(4.51)
Adding this over k = 1, . . . , n− 1 and combining with (4.42) we finally obtain
λ0
(
Sd−11 \U (n)
)≪ ε.(4.52)
4.3.4. Conclusion: Proof of (4.40). We intend to show that for each m ∈ {0, . . . , n − 2} we
have
∣∣∣∣∫
Sd−11
fm
(
v0, ρ
d−1τ1(qρ,β0(v0),v0; ρ), . . . ,vn−m(qρ,β0(v0),v0; ρ)
)
dλ0(v0)
(4.53)
−
∫
Sd−11
fm+1
(
v0, ρ
d−1τ1(qρ,β0(v0),v0; ρ), . . . ,vn−m−1(qρ,β0(v0),v0; ρ)
)
dλ0(v0)
∣∣∣∣≪ ε.
This will imply (4.40) (and thus complete our proof of Theorem 4.1), for note that (4.36)
applied with q′ = q, λ = λ0, f = fn−1 and β = β0 gives, in view of (4.28):∣∣∣∣∫
Sd−11
fn−1
(
v0, ρ
d−1τ1(qρ,β0(v0),v0; ρ),v1(qρ,β0(v0),v0; ρ)
)
dλ0(v0)−
∫
X
f0 dν
∣∣∣∣ < ε.(4.54)
Combining (4.53) for m = 0, 1, . . . , n− 2 and (4.54) we indeed obtain (4.40), as desired.
Now to prove (4.53) we fix m ∈ {0, . . . , n−2} and set k = n−m−1 ∈ {1, . . . , n−1}. In the
following we will use the shorthand notation vℓ = vℓ(qρ,β0(v0),v0; ρ), τℓ = τℓ(qρ,β0(v0),v0; ρ),
mℓ = mℓ(qρ,β0(v0),v0; ρ), and sℓ = mℓ −mℓ−1, and ŝℓ = ‖sℓ‖−1sℓ. As before we call two
vectors v,v′ ∈ U (k) equivalent if and only if ~mkv = ~mkv′ . Let U ′ ⊂ U (k) be any fixed equivalence
class for this relation; thus by construction m0,m1, . . . ,mk are constant as v0 varies through
U ′. We write M ⊂ {1, . . . , N} and Φ, β+, β̂ for the index set and functions corresponding
to our fixed class U ′, as in the discussion just above (4.47). For each v0 ∈ U ′ we have∣∣τℓ − ‖sℓ‖∣∣ ≤ 2ρ and ϕ(vℓ−1, sℓ) < 12Cρ for all ℓ = 2, . . . , k (cf. (4.11)), and similarly using
sup ‖β0‖ ≤ C we get
∣∣τ1−‖s1‖∣∣ ≤ (C +1)ρ and ϕ(v0, s1) < 12C(C +1)ρ. Hence by (4.39) we
have the following approximation result for the U ′-contribution to the left integral in (4.53):∣∣∣∣∫U ′ fm(v0, ρd−1τ1,v1, . . . ,vk, ρd−1τk+1,vk+1) dλ0(v0)
−
∫
U ′
fm
(
ŝ1, ρ
d−1‖s1‖, . . . , ŝk, ρd−1‖sk‖,vk, ρd−1τk+1,vk+1
)
dλ0(v0)
∣∣∣∣ < ελ0(U ′).(4.55)
Recall λ0 = g ·volSd−11 , and set µ = volSd−11 (U
′)−1 ·(volSd−11 )|U ′ . From above we have ϕ(v0, s1) <
C2ρ for all v0 ∈ U ′; by our assumption (4.38) this implies∣∣∣g(v0)− λ0(U ′) volSd−11 (U ′)−1∣∣∣ = ∣∣∣g(v0)−
∫
U ′
g(v) dµ(v)
∣∣∣ < ε, ∀v0 ∈ U ′.(4.56)
Hence replacing “dλ0(v0)” with “λ0(U ′) dµ(v0)” in the last integral in (4.55) causes an error
≤ ε(sup |fm|) volSd−11 (U
′). Furthermore, by Proposition 3.3, v0 7→ vk = vk(qρ,β0(v0),v0; ρ) =
Φ(v0) is a diffeomorphism from U ′ onto ∪MDi which, as we saw in the discussion preceding
(4.50), transforms the measure µ into cg˜ ·λM,sk where cg˜(v) ∈ [1−3η, 1+3η] for all v ∈ ∪MDi.
We also have τk+1 = τ1(mk + ρβ̂(vk),vk; ρ) = τ1(ρβ̂(vk),vk; ρ) for all v0 ∈ U ′, and similarly
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vk+1 = v1(ρβ̂(vk),vk; ρ). Hence, using also η < ε,∣∣∣∣∫U ′ fm
(
ŝ1, ρ
d−1‖s1‖, . . . , ŝk, ρd−1‖sk‖,vk, ρd−1τk+1,vk+1
)
dλ0(v0)
−λ0(U ′)
∫
∪MDi
fm
(
ŝ1, . . . , ρ
d−1‖sk‖,v, ρd−1τ1(ρβ̂(v),v; ρ),v1(ρβ̂(v),v; ρ)
)
dλM,sk(v)
∣∣∣∣
≤ ε(sup |fm|) volSd−11 (U
′) + 3η(sup |fm|)λ0(U ′)≪ ε
(
volSd−11
(U ′) + λ0(U ′)
)
.(4.57)
Now λM,sk ∈ F1, fm(ŝ1, . . . , ρd−1‖sk‖, ·, ·, ·) ∈ F2 and β̂ ∈ F (0)3 , so that by (4.36),∣∣∣∣λ0(U ′)∫∪MDi fm
(
ŝ1, . . . , ρ
d−1‖sk‖,v, ρd−1τ1(ρβ̂(v),v; ρ),v1(ρβ̂(v),v; ρ)
)
dλM,sk(v)
−λ0(U ′)
∫
∪MDi
∫
R>0
∫
Sd−11
fm
(
ŝ1, ρ
d−1‖s1‖, ŝ2, . . . , ŝk, ρd−1‖sk‖,v, ξ,v′
)
×p
0,bβ
(v, ξ,v′) dvolSd−11 (v
′) dξ dλM,sk(v)
∣∣∣∣ < ελ0(U ′).(4.58)
(We have λM,sk(A) = 0 for any A ⊂ Sd−11 disjoint from ∪MDi, so that we can indeed take
the domain of integration for v in the triple integral to be ∪MDi instead of Sd−11 .) Next
we wish to replace β̂ with β+
bsk
in the triple integral in (4.58), so that it can be rewritten
in terms of fm+1 using (4.27). Using (2.25) and (4.1), we see that the error caused by this
replacement is bounded above by λ0(U ′) sup |fm| times the integral in (4.31), with λ = λM,sk ,
z1(v) = (β̂(v)K(v))⊥ and z2(v) = (β+bsk(v)K(v))⊥. Note that for all v ∈ ∪MDi ⊂ V
10η
sk we
have, by (4.45) and Proposition 3.3 and our assumption ρ < ρ0(n, η, C, η):
‖z1(v)− z2(v)‖ ≤ ‖β̂(v)− β+bsk(v)‖ = ‖β
+
(v)− β+
bsk
(v)‖ < η.(4.59)
Hence the inequality in (4.31) is valid for our choices of λ,z1,z2, and we obtain:∣∣∣∣λ0(U ′)∫∪MDi
∫
R>0
∫
Sd−11
fm
(
ŝ1, ρ
d−1‖s1‖, ŝ2, . . . , ŝk, ρd−1‖sk‖,v, ξ,v′
)
×p
0,bβ
(v, ξ,v′) dvolSd−11 (v
′) dξ dλM,sk(v)(4.60)
−λ0(U ′)
∫
∪MDi
fm+1
(
ŝ1, ρ
d−1‖s1‖, ŝ2, . . . , ŝk, ρd−1‖sk‖,v
)
dλM,sk(v)
∣∣∣∣≪ ελ0(U ′).
Next, by imitating the argument which led to (4.57), and then the argument which led to
(4.55), we obtain∣∣∣∣λ0(U ′)∫∪MDi fm+1
(
ŝ1, ρ
d−1‖s1‖, ŝ2, . . . , ŝk, ρd−1‖sk‖,v
)
dλM,sk(v)
−
∫
U ′
fm+1
(
v0, ρ
d−1τ1(qρ,β0(v0),v0; ρ), . . . ,vk(qρ,β0(v0),v0; ρ)
)
dλ0(v0)
∣∣∣∣
≪ ε(volSd−11 (U ′) + λ0(U ′)).(4.61)
Combining (4.55), (4.57), (4.58), (4.60) and (4.61), and adding over all the equivalence classes
U ′ ⊂ U (k), using volSd−11 (U
(k)) ≤ vol(Sd−11 )≪ 1 and λ0(U (k)) ≤ 1, we get∣∣∣∣∫U(k) fm(v0, ρd−1τ1(qρ,β0(v0),v0; ρ), . . . ,vk+1(qρ,β0(v0),v0; ρ)) dλ0(v0)
−
∫
U(k)
fm+1
(
v0, ρ
d−1τ1(qρ,β0(v0),v0; ρ), . . . ,vk(qρ,β0(v0),v0; ρ)
)
dλ0(v0)
∣∣∣∣≪ ε.(4.62)
This implies (4.53), since λ0(S
d−1
1 \U (k))≪ ε (from (4.52)).
Since (4.40) follows from (4.53) and (4.54), the proof of Theorem 4.1 is now complete. 
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4.4. Proof of Theorem 1.1. The generalization of Theorem 1.1 to the case of a general
scattering map and a more general initial condition (q0 + ρβ(v0),v0) is as follows. We set
Bn :=
{
(S1, . . . ,Sn) ∈ (Rd \ {0})n : ϕ(Sj,Sj+1) > BΘ (j = 1, . . . , n− 1)
}
.(4.63)
Theorem 4.4. Fix a lattice L = ZdM0 and a point q0 ∈ Rd, set α = −q0M−10 , and let
β : Sd−11 → Rd be a C1 function. If q0 ∈ L we assume that (β(v) + R>0v) ∩ Bd1 = ∅ for all
v ∈ Sd−11 . Then for each n ∈ Z>0 there exists a (Borel measurable) function P (n)α,β : Bn → R≥0
such that, for any Borel probability measure λ on Sd−11 which is absolutely continuous with
respect to vol
Sd−11
, and for any set A ⊂ Rnd with boundary of Lebesgue measure zero,
lim
ρ→0
λ
({
v0 ∈ Sd−11 : (s1(q0 + ρβ(v0),v0; ρ), . . . , sn(q0 + ρβ(v0),v0; ρ)) ∈ ρ−(d−1)A
})
=
∫
Bn∩A
P
(n)
α,β(S1, . . . ,Sn)λ
′(Ŝ1) dvolRd(S1) · · · dvolRd(Sn),(4.64)
where λ′ ∈ L1(Sd−11 ) is the Radon-Nikodym derivative of λ with respect to volSd−11 . Further-
more, there is a function Ψ : B3 → R≥0 which only depends on the scattering map, such
that
(4.65) P
(n)
α,β(S1, . . . ,Sn) = P
(2)
α,β(S1,S2)
n∏
j=3
Ψ(Sj−2,Sj−1,Sj)
for all n ≥ 3 and all (S1, . . . ,Sn) ∈ Bn.
Explicit formulas for P
(2)
α,β and Ψ are given in the proof below. As in (1.12) we define the
probability measure corresponding to (4.64) by
(4.66) µ
(n)
α,β,λ(A) :=
∫
Bn∩A
P
(n)
α,β(S1, . . . ,Sn)λ
′(Ŝ1) dvolRd(S1) · · · dvolRd(Sn).
Proof of Theorem 4.4. By a standard approximation argument, using the absolute continuity
of the limit measure and the assumption that A has boundary of Lebesgue measure zero, one
finds that it suffices to prove the corresponding statement for bounded continuous functions,
i.e. to prove that for each bounded continuous function g : Rnd → R≥0 we have
lim
ρ→0
∫
Sd−11
g
(
ρd−1s1(q0 + ρβ(v0),v0; ρ), . . . , ρ
d−1sn(q0 + ρβ(v0),v0; ρ)
)
dλ(v0)(4.67)
=
∫
Bn
g(S1, . . . ,Sn)P
(n)
α,β(S1, . . . ,Sn)λ
′(Ŝ1) dvolRd(S1) · · · dvolRd(Sn).
This, however, is a direct consequence of Theorem 4.1, applied with f0(v0, ξ1,v1, . . . , ξn,vn) :=
g(ξ1v0, ξ2v1, . . . , ξnvn−1). Indeed, substituting ξjvj−1 = Sj in the right hand side of (4.4) in
Theorem 4.1 gives exactly the right hand side of (4.67), with
P
(n)
α,β(S1, . . . ,Sn) =
( n∏
j=1
‖Sj‖1−d
)
pα,β(Ŝ1, ‖S1‖, Ŝ2)
n−2∏
j=1
p
0,β+
bSj
(Ŝj+1, ‖Sj+1‖, Ŝj+2)
×
∫
Sd−11
p
0,β+
bSn−1
(Ŝn, ‖Sn‖, Ŝ) dvolSd−11 (Ŝ)(4.68)
if n ≥ 2, and
P
(1)
α,β(S1) = ‖S1‖1−d
∫
Sd−11
pα,β(Ŝ1, ‖S1‖, Ŝ) dvolSd−11 (Ŝ)(4.69)
if n = 1.
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Next we claim that (4.65) holds (for d ≥ 3) if we set
I(S1,S2) =
∫
Sd−11
p
0,β+
bS1
(Ŝ2, ‖S2‖, Ŝ) dvolSd−11 (Ŝ)(4.70)
and then define
Ψ(S1,S2,S3) := ‖S3‖1−dp0,β+
bS1
(Ŝ2, ‖S2‖, Ŝ3)I(S2,S3)
I(S1,S2)
(4.71)
if I(S1,S2) 6= 0, while setting Ψ(S1,S2,S3) = 0 whenever I(S1,S2) = 0. To prove this claim
it suffices to check
P
(n)
α,β(S1, . . . ,Sn) = P
(n−1)
α,β (S1, . . . ,Sn−1)Ψ(Sn−2,Sn−1,Sn)(4.72)
for all n ≥ 3 and all (S1, . . . ,Sn) ∈ Bn.
If I(Sn−2,Sn−1) 6= 0 then (4.72) is clear from (4.68) and (4.71). Now assume I(Sn−2,Sn−1) =
0. The function f : Ŝ 7→ p
0,β+
bSn−2
(Ŝn−1, ‖Sn−1‖, Ŝ) is non-negative on all Sd−11 and vanishes
outside the open subset VbSn−1 . If d ≥ 3 then f is continuous on VbSn−1 (see Remark 4.1), so
that I(Sn−2,Sn−1) = 0 implies that f(Ŝ) = 0 holds for all Ŝ ∈ VbSn−1 ; in particular we have
P
(n)
α,β(S1, . . . ,Sn) = 0 as well as P
(n−1)
α,β (S1, . . . ,Sn−1) = 0, and hence (4.72) holds.
To treat the remaining case, d = 2, it is simplest to first modify the function P
(n)
α,β
given by (4.68) by setting it to be zero at any point (S1, . . . ,Sn) ∈ Bn such that Ŝj+2 =
Θ1(Ŝj+1,−β+bSj (Ŝj+1)RSj+1 ) for some 1 ≤ j ≤ n − 2, where RS ∈ O(2) denotes reflection in
the line RS. (This alteration only concerns a subset of Bn of Lebesgue measure zero, and
hence it does not affect the validity of (4.64).) Now the proof can be completed as before,
using the fact that when d = 2, the function f considered in the last paragraph is continuous
on VbSn−1 except possibly at the single point Ŝ = Θ1(Ŝn−1,−β
+
bSn−2
(Ŝn−1)RSn−1 ), again by
Remark 4.1. 
Remark 4.5. Note that µ
(n+1)
α,β,λ(A × Rd) = µ(n)α,β,λ(A) for every measurable subset A ⊂ Rnd.
This follows from (4.66), (4.68) and (4.69), using (4.3).
Remark 4.6. Recall that for α ∈ Rd \Qd the function pα,β(v0, ξ1,v1) is independent of both α
and β, cf. Remark 2.4. Hence by (4.68), (4.69), the same is true for the function P
(n)
α,β =: P
(n).
Remark 4.7. If d ≥ 3 then P (n) is continuous on all of Bn, and if also sup ‖β‖ ≤ 1 then P (n)α,β
is continuous on Bn for every α ∈ Rd. Next suppose d = 2, and let B′n be the following dense
open subset of Bn:
B′n :=
{
(S1, . . . ,Sn) ∈ Bn : β−e1
(
Ŝ2K(Ŝ1)
)
⊥ 6= (β(Ŝ1)K(Ŝ1))⊥,
Ŝj+2 6= Θ1(Ŝj+1,−β+bSj (Ŝj+1)RSj+1 ) (j = 1, . . . , n− 2)
}
.(4.73)
Then P (n) is continuous on all of B′n, and if sup ‖β‖ ≤ 1 then P (n)α,β is continuous on B′n for
every α ∈ Rd. These statements follow from (4.68), (4.69), Remark 2.4 and Remark 4.1.
4.5. Proof of Theorem 1.3. We now prove the “macroscopic” version of Theorem 1.1, i.e.
Theorem 1.3, in the case of a general scattering map. The precise statement is as follows. Let
Bn be as in (4.63).
Theorem 4.5. Let Λ be a Borel probability measure on T1(Rd) which is absolutely continuous
with respect to Lebesgue measure. Then, for each n ∈ Z>0, and for any set A ⊂ Rd×Rnd with
THE BOLTZMANN-GRAD LIMIT OF THE PERIODIC LORENTZ GAS 35
boundary of Lebesgue measure zero,
(4.74) lim
ρ→0
Λ
({
(Q0,V 0) ∈ T1(ρd−1Kρ) : (Q0,S1(Q0,V 0; ρ), . . . ,Sn(Q0,V 0; ρ)) ∈ A
})
=
∫
A∩(Rd×Bn)
P (n)(S1, . . . ,Sn)Λ
′(Q0, Ŝ1) dvolRd(Q0) dvolRd(S1) · · · dvolRd(Sn),
with P (n) as in Remark 4.6, and where Λ′ is the Radon-Nikodym derivative of Λ with respect
to vol
Rd × volSd−11 .
The probability measure corresponding to the above limiting distribution is defined by
(4.75)
µ
(n)
Λ (A) :=
∫
A∩(Rd×Bn)
P (n)(S1, . . . ,Sn)Λ
′(Q0, Ŝ1) dvolRd(Q0) dvolRd(S1) · · · dvolRd(Sn).
Proof of Theorem 4.5. We will use the same basic technique as in [19, Sec. 9.2]. Note that
by a standard approximation argument, using the fact that µ
(n)
Λ is absolutely continuous with
respect to Lebesgue measure, it suffices to prove the corresponding statement for continuous
functions of compact support, i.e. to prove that for any continuous function g : Rd×(Rd)n → R
of compact support we have∫
(Q0,V 0)∈T1(ρd−1Kρ)
g(Q0,S1(Q0,V 0; ρ), . . . ,Sn(Q0,V 0; ρ))
×Λ′(Q0,V 0) dvolRd(Q0) dvolSd−11 (V 0)→
∫
Rd×Rnd
g dµ
(n)
Λ(4.76)
as ρ→ 0. By a further approximation argument, we may also assume Λ′ to be continuous and
of compact support (keeping Λ′ ≥ 0 and ∫T1(Rd) Λ′ dvolRd dvolSd−11 = 1).
Recalling Sn(Q0,V 0; ρ) = ρ
d−1sn(ρ−(d−1)Q0,V 0; ρ) where sn is L-periodic in its first vari-
able, the left hand side of (4.76) may be expressed as∫
F∩Kρ
∫
Sd−11
{
ρd(d−1)
∑
q∈q0+L
g
(
ρd−1q, ρd−1s1(q0,v0; ρ), . . . , ρ
d−1sn(q0,v0; ρ)
)
×Λ′(ρd−1q,v0)
}
dvolSd−11
(v0) dvolRd(q0),(4.77)
where F ⊂ Rd is a fundamental parallelogram for Rd/L. Because of our assumptions on g and
Λ′ we have
ρd(d−1)
∑
q∈q0+L
g(ρd−1q,a1, . . . ,an)Λ′(ρd−1q,v0)→
∫
Rd
g(q,a1, . . . ,an)Λ
′(q,v0) dvolRd(q)
as ρ → 0, uniformly over all a1, . . . ,an ∈ Rd, v0 ∈ Sd−11 and q0 in compact subsets of Rd.
Hence, using also Fubini’s theorem, (4.77) equals∫
F
∫
Rd
∫
Sd−11
g
(
q, ρd−1s1(q0,v0; ρ), . . . , ρ
d−1sn(q0,v0; ρ)
)
×Λ′(q,v0) dvolSd−11 (v0) dvolRd(q) dvolRd(q0) + o(1),(4.78)
where the innermost integral should be interpreted as zero whenever q0 /∈ Kρ. Now by
Theorem 4.4 reformulated in the context of continuous test functions, cf. (4.67), for almost all
(q0, q) ∈ F × Rd the innermost integral in (4.78) tends to∫
Bn
g(q,S1, . . . ,Sn)P
(n)(S1, . . . ,Sn)Λ
′(q, Ŝ1) dvolRd(S1) · · · dvolRd(Sn).(4.79)
Hence (4.76) follows by applying Lebesgue’s Bounded Convergence Theorem to (4.78) (with
(q0, q) 7→ (sup |g|)
∫
Sd−11
Λ′(q,v0) dv0 as a majorant function), and using vol(F ) = 1. 
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5. Convergence to the stochastic process Ξ(t)
In this section we will prove Theorem 1.2, generalized to the situation of a general scattering
map, and with (q(t),v(t)) being the orbit of the flow ϕt for initial data of the form (q0 +
ρβ(v0),v0).
The probability P
(n)
α,β,λ
(
Ξ(t1) ∈ D1, . . . ,Ξ(tM ) ∈ DM
)
is defined in a similar way as before:
We again write T0 := 0, Tn :=
∑n
j=1 ‖Sj‖, and given any n = (n1, . . . , nM ) ∈ ZM≥0 we set
(5.1) P
(n)
α,β,λ
(
Ξ(t1) ∈ D1, . . . ,Ξ(tM ) ∈ DM and Tn1 ≤ t1 < Tn1+1, . . . , TnM ≤ tM < TnM+1
)
:= µ
(n+1)
α,β,λ
({
(S1, . . . ,Sn+1) : Ξnj(tj) ∈ Dj , Tnj ≤ tj < Tnj+1 (j = 1, . . . ,M)
})
with n = max(n1, . . . , nM) and Ξn(t) :=
(∑n
j=1Sj + (t − Tn)Ŝn+1, Ŝn+1
)
, and with the
measure µ
(n)
α,β,λ now being given by Theorem 4.4 and (4.66). (Thus µ
(n)
α,β,λ depends on the
given scattering map and the given function β.) We then set
(5.2) Pα,β,λ
(
Ξ(t1) ∈ D1, . . . ,Ξ(tM ) ∈ DM
)
:=
∑
n∈ZM≥0
P
(n)
α,β,λ
(
Ξ(t1) ∈ D1, . . . ,Ξ(tM ) ∈ DM and Tn1 ≤ t1 < Tn1+1, . . . , TnM ≤ tM < TnM+1
)
.
Recall that given any set D ⊂ T1(Rd) we say that t ≥ 0 is D-admissible if (tŜ1, Ŝ1) /∈ ∂D
holds for (volSd−11
-)almost all Ŝ1 ∈ Sd−11 , and we write adm(D) for the set of all D-admissible
numbers t ≥ 0.
The generalization of Theorem 1.2 now reads as follows.
Theorem 5.1. Fix a lattice L = ZdM0 and a point q0 ∈ Rd, let λ be a Borel probability
measure on Sd−11 which is absolutely continuous with respect to Lebesgue measure, and let
β : Sd−11 → Rd be a C1 function. If q0 ∈ L we assume that (β(v) + R>0v) ∩ Bd1 = ∅ for all
v ∈ Sd−11 . Then, for any subsets D1, . . . ,DM ⊂ T1(Rd) with boundary of Lebesgue measure
zero, and any numbers tj ∈ adm(Dj) (j = 1, . . . ,M),
(5.3) lim
ρ→0
λ
({
v0 ∈ Sd−11 : (ρd−1q(ρ−(d−1)tj),v(ρ−(d−1)tj)) ∈ Dj , j = 1, . . . ,M
})
= Pα,β,λ
(
Ξ(t1) ∈ D1, . . . ,Ξ(tM ) ∈ DM
)
.
The convergence is uniform for (t1, . . . , tM ) in compact subsets of adm(D1)× · · · × adm(DM ).
5.1. Four lemmas. As a preparation for the proof of Theorem 5.1 we will require the following
four lemmas.
Lemma 5.2. Given any t > 0 and ε > 0 there exist ρ0 > 0 and N ∈ Z>0 such that, for all
ρ < ρ0,
(5.4) λ
({v0 ∈ Sd−11 : ‖s1‖+ ‖s2‖+ . . .+ ‖sN‖ ≤ ρ−(d−1)t}) < ε,
where sk = sk(q0 + ρβ(v0),v0; ρ).
Proof. For t > 0 and N ∈ Z>0 we have by Theorem 4.1 (coupled with a simple approximation
argument)
lim
ρ→0
λ
({v0 ∈ Sd−11 : ‖s1‖+ ‖s2‖+ . . .+ ‖sN‖ ≤ ρ−(d−1)t})(5.5)
= ν
({
(v0, ξ1,v1, . . . , ξN ,vN ) ∈ Sd−11 ×(R>0 × Sd−11 )N :
∑N
j=1ξj < t
})
,
where ν is the measure defined in (4.25). Transforming the integral in (4.25) via (4.1) and
(2.25), and then using the fact that Φα(ξ,w,z) and Φ0(ξ,w,z) are uniformly bounded by 1,
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we see that (5.5) is bounded from above by
vol(Bd−11 )N
∫
ξ1+...+ξN<t
ξ1,...,ξN>0
dξ1 · · · dξN = vol(Bd−11 )N
tN
N !
.(5.6)
The lemma follows from the fact that this expression tends to zero as N → ∞, for any fixed
t > 0. 
Given any D ⊂ T1(Rd) = Rd × Sd−11 and δ > 0, we write ∂δD and NδD for the δ-
neighborhoods of ∂D and D, respectively, viz.:
∂δD =
{
(p,v) ∈ Rd × Sd−11 : ∃(p1,v1) ∈ ∂D : ‖p1 − p‖+ ϕ(v1,v) < δ
}
.(5.7)
NδD = D ∪ ∂δD =
{
(p,v) ∈ Rd × Sd−11 : ∃(p1,v1) ∈ D : ‖p1 − p‖+ ϕ(v1,v) < δ
}
.(5.8)
Lemma 5.3. Let D ⊂ T1(Rd) and t ∈ adm(D). Then
lim
δ→0
volSd−11
({
Ŝ1 ∈ Sd−11 : (tŜ1, Ŝ1) ∈ ∂δD
})
= 0.(5.9)
Proof. By assumption the set M =
{
Ŝ1 ∈ Sd−11 : (tŜ1, Ŝ1) ∈ ∂D
}
has volume zero; hence
for any given ε > 0 there is an open set U ⊂ Sd−11 with M ⊂ U and volSd−11 (U) < ε. Then
C = {(tŜ1, Ŝ1) : Ŝ1 ∈ Sd−11 \U} is a compact subset of T1(Rd), disjoint from ∂D. Since
∂D is closed, there is some δ0 > 0 such that ‖p1 − p2‖ + ϕ(v1,v2) > δ0 for all (p1,v1) ∈ C,
(p2,v2) ∈ ∂D. Hence for each δ ≤ δ0 the setMδ = {Ŝ1 ∈ Sd−11 : (tŜ1, Ŝ1) ∈ ∂δD} is contained
in U , and volSd−11
(Mδ) ≤ volSd−11 (U) < ε. 
Lemma 5.4. Given any n ≥ 1, t ≥ 0 and ε > 0, there exists some δ > 0 such that, for every
measurable subset D ⊂ Rd × Sd−11 with
[
volRd × volSd−11
]
(D) ≤ δ,
[
(volRd)
n × volSd−11
]({
(S1, . . . ,Sn, Ŝn+1) ∈ Rnd × Sd−11 :
n∑
k=1
‖Sk‖ < t,
( n∑
k=1
Sk +
(
t−
n∑
k=1
‖Sk‖
)
Ŝn+1, Ŝn+1
)
∈ D
})
< ε.(5.10)
Proof. We may assume t > 0 since otherwise the left hand side of (5.10) is zero. Let us first
treat the case n = 1. Set
Ut = {(S1, Ŝ2) ∈ Bdt × Sd−11 : S1 /∈ R≥0Ŝ2}(5.11)
and let Θt be the map
Θt : Ut → Rd × Sd−11 ; (S1, Ŝ2) 7→
(
S1 + (t− ‖S1‖)Ŝ2, Ŝ2
)
.(5.12)
Then since Bdt × Sd−11 \Ut has measure zero, the left hand side of (5.10) equals vol
(
Θ−1t (D)
)
,
where we write vol := volRd × volSd−11 . But one verifies that Θt is a diffeomorphism from Ut
onto Bdt × Sd−11 . Hence vol ◦Θ−1t is a bounded measure on Rd × Sd−11 which is absolutely
continuous with respect to vol. This implies the desired claim (cf. [24, Thm. 6.11]).
In the remaining case n ≥ 2, the left hand side of (5.10) can be expressed as∫
(S1,...,Sn−1)∈R(n−1)d
Tn−1<t
vol
(
Θ−1t−Tn−1
(
D −
n−1∑
j=1
Sj
))
dvolRd(S1) · · · dvolRd(Sn−1),(5.13)
where D − q := {(p − q,v) : (p,v) ∈ D} (also recall Tn−1 :=
∑n−1
j=1 ‖Sj‖). Hence it suffices
to prove that for any given ε1 > 0 we can choose δ > 0 so small that for every measurable
subset D ⊂ Rd×Sd−11 with vol(D) ≤ δ and for every t′ ∈ (0, t], we have vol
(
Θ−1t′ (D)
)
< ε1. To
prove this, for t′ so small that vol(Ut′) < ε1 we use the a priori bound vol
(
Θ−1t′ (D)
) ≤ vol(Ut′);
the remaining t′-interval can then be treated using the above discussion of vol ◦Θ−1t , together
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with the relation Θ−1t′ = Lt′/t ◦ Θ−1t ◦ Lt/t′ where Lx : Rd × Sd−11 → Rd × Sd−11 is the map
(p,v) 7→ (xp,v). 
Given any n ∈ ZM≥0 and subsets D′1, . . . ,D′M ⊂ T1(Rd), we set n = max(n1, . . . , nM ) and
An(D′1, . . . ,D′M ) :=
{
(S1, . . . ,Sn+1) : Ξnj(tj) ∈ D′j , Tnj ≤ tj < Tnj+1 (j = 1, . . . ,M)
}
,
(5.14)
a subset of R(n+1)d.
Lemma 5.5. Let D1, . . . ,DM and t1, . . . , tM be as in Theorem 5.1, and assume furthermore
that each set Dj is bounded. Then for each n ∈ ZM≥0 and ε > 0, there exists a choice of subsets
D′j,D′′j ⊂ T1(Rd) with D′j ⊂ Dj ⊂ D′′j (j = 1, . . . ,M), such that the following holds:
(i) There is some δ > 0 such that NδD′j ⊂ Dj and NδDj ⊂ D′′j .
(ii) µ
(n+1)
α,β,λ(An(D′′1 , . . . ,D′′M ))− ε < µ(n+1)α,β,λ(An(D1, . . . ,DM )) < µ(n+1)α,β,λ(An(D′1, . . . ,D′M )) + ε.
(iii) Both An(D′1, . . . ,D′M ) and An(D′′1 , . . . ,D′′M ) have boundaries of Lebesgue measure zero.
Proof. Given any δ > 0 we let F1 be the family of all cubes of the form C = δm + [0, δ]d
with m ∈ Zd, and fix F2 to be a finite family of closed subsets D ⊂ Sd−11 with diameter < δ
(with respect to the metric ϕ) and boundary of measure zero, such that ∪D∈F2D = Sd−11 .
Let F be the family of all sets B = C × D ⊂ T1(Rd) with C ∈ F1 and D ∈ F2. Now for
each j ∈ {1, . . . ,M} we define D′j as the union of all B ∈ F with NδB ⊂ Dj ; and define
D′′j as the union of all B ∈ F with B ∩ NδDj 6= ∅. Note that both these unions are finite,
since Dj is bounded, and (i) holds by construction. Also note that Dj \ D′j ⊂ ∂(d+2)δDj and
D′′j \ Dj ⊂ ∂(d+2)δDj .
We now prove that (ii) holds provided that δ is sufficiently small. Every (S1, . . . ,Sn+1) ∈
An(D1, . . . ,DM ) \ An(D′1, . . . ,D′M ) satisfies Ξnj(tj) ∈ Dj \ D′j for some j, and hence, using
also Remark 4.5 repeatedly,
µ
(n+1)
α,β,λ
(
An(D1, . . . ,DM ) \ An(D′1, . . . ,D′M )
)
≤
M∑
j=1
µ
(nj+1)
α,β,λ
({
(S1, . . . ,Snj+1) ∈ R(nj+1)d : Ξnj (tj) ∈ ∂(d+2)δDj , Tnj ≤ tj
})
.(5.15)
For any j ∈ {1, . . . ,M}, if nj = 0 then (via (4.69)) the jth term in the above sum equals
λ
({
Ŝ1 ∈ Sd−11 : (tjŜ1, Ŝ1) ∈ ∂(d+2)δDj
})
,(5.16)
which tends to zero as δ → 0 by Lemma 5.3. On the other hand if nj ≥ 1, then the jth term
in (5.15) equals µ
(nj+1)
α,β,λ
(
̟−1(M)) where ̟ is the projection
̟ : Rnjd × (Rd \ {0})→ Rnjd × Sd−11 ; (S1, . . . ,Sn+1) 7→ (S1, . . . ,Sn, Ŝn+1),(5.17)
andM is the same set as in the left hand side of (5.10), with nj, tj and ∂(d+2)δDj in place of
n, t, D. Now µ(nj+1)α,β,λ ◦̟−1 is a Borel probability measure on Rnjd × Sd−11 which is absolutely
continuous with respect to (volRd)
n × volSd−11 . Also[
volRd × volSd−11
](
∂(d+2)δDj
)→ 0 as δ → 0,(5.18)
since Dj is bounded and has boundary of measure zero. Hence by Lemma 5.4,
µ
(nj+1)
α,β,λ
(
̟−1(M))→ 0 as δ → 0.(5.19)
In conclusion we see that for δ sufficiently small, the sum in (5.15) must be < ε, so that the
second inequality in (ii) holds. Similarly, using D′′j \ Dj ⊂ ∂(d+2)δDj , one proves that also the
first inequality in (ii) must hold for δ sufficiently small.
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The property (iii) is proved in a similar way, making use the fact that each set D′j and
D′′j is a finite union of sets B ∈ F , and that, by construction, each such set B satisfies
volSd−11
({
Ŝ1 ∈ Sd−11 : (tŜ1, Ŝ1) ∈ ∂B
})
= 0 and
[
volRd × volSd−11
](
∂B
)
= 0. 
5.2. Proof of Theorem 5.1.
5.2.1. Convergence. Note that both sides of (5.3) remain unchanged if we replace Dj with
{(q,v) ∈ Dj : ‖q‖ < tj + 1} for each j = 1, . . . ,M . Hence from now on we may assume
without loss of generality that each set Dj is bounded. Writing vk = vk(q0 + ρβ(v0),v0; ρ),
sk = sk(q0 + ρβ(v0),v0; ρ) and Tn = Tn(q0 + ρβ(v0),v0; ρ) := ρ
d−1∑n
k=1 ‖sk‖, the left hand
side of (5.3) may be expressed as limρ→0
∑
n∈ZM≥0 λ(Sn,ρ), where
Sn,ρ =
{
v0 ∈ Sd−11 :
(
ρd−1q0 + ρ
dβ(v0) +
nj∑
k=1
ρd−1sk + (tj − Tnj )vnj ,vnj
)
∈ Dj,
Tnj ≤ tj < Tnj+1 (j = 1, . . . ,M)
}
.(5.20)
The right hand side of (5.3) is, by definition,
Pα,β,λ
(
Ξ(t1) ∈ D1, . . . ,Ξ(tM ) ∈ DM
)
=
∑
n∈ZM≥0
µ
(n+1)
α,β,λ(An(D1, . . . ,DM )).(5.21)
By Lemma 5.2, for any given ε > 0 there is a finite subset S ⊂ ZM≥0 such that
∑
n∈ZM≥0\S λ(Sn,ρ) <
ε holds for all sufficiently small ρ > 0. Hence to prove (5.3), and also deduce that the sum in
(5.21) is indeed convergent, it suffices to prove that for every fixed n ∈ ZM≥0, we have
lim
ρ→0
λ(Sn,ρ) = µ(n+1)α,β,λ(An(D1, . . . ,DM )).(5.22)
To prove (5.22), let ε > 0 be given. Take D′j,D′′j ⊂ T1(Rd) and δ > 0 so that all the claims
in Lemma 5.5 hold. By Lemma 5.5 (i), if ρ > 0 is so small that ‖ρd−1q0 + ρdβ(v0)‖ < δ for
all v0 ∈ Sd−11 , then{
v0 ∈ Sd−11 : (s1, . . . , sn+1) ∈ ρ−(d−1)An(D′1, . . . ,D′M )
}
⊂ Sn,ρ ⊂
{
v0 ∈ Sd−11 : (s1, . . . , sn+1) ∈ ρ−(d−1)An(D′′1 , . . . ,D′′M )
}
.(5.23)
Hence by Theorem 4.4, using also Lemma 5.5 (ii) and (iii), we have
lim sup
ρ→0
λ(Sn,ρ) ≤ µ(n+1)α,β,λ(An(D′′1 , . . . ,D′′M )) < µ(n+1)α,β,λ(An(D1, . . . ,DM )) + ε;(5.24)
lim inf
ρ→0
λ(Sn,ρ) ≥ µ(n+1)α,β,λ(An(D′1, . . . ,D′M )) > µ(n+1)α,β,λ(An(D1, . . . ,DM ))− ε.(5.25)
Since this is true for each ε > 0 we have now proved (5.22).
5.2.2. Uniformity. We now turn to the statement about uniformity in (5.3). By similar ar-
guments as above one proves that the right hand side of (5.3) is continuous as a function of
(t1, . . . , tM ) at each point of adm(D1) × . . . × adm(DM ). Hence the desired statement about
uniform convergence for (t1, . . . , tM ) in compact subsets of adm(D1) × . . . × adm(DM ) will
follow if we can prove that
(5.26) lim
ρ→0
λ
({
v0 ∈ Sd−11 :
(
ρd−1q(ρ−(d−1)tj(ρ)),v(ρ−(d−1)tj(ρ))
) ∈ Dj, j = 1, . . . ,M})
= Pα,β,λ
(
Ξ(t1) ∈ D1, . . . ,Ξ(tM ) ∈ DM
)
.
holds for any functions tj(ρ) from R>0 to R≥0 satisfying tj = limρ→0 tj(ρ) ∈ adm(Dj). By
Lemma 5.2, we see that it suffices to prove that (5.22) holds for any fixed n ∈ ZM≥0 and with
Sn,ρ redefined using (5.20) with each “tj” replaced by “tj(ρ)”.
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To this end, let us define Eρ to be the set of those v0 ∈ Sd−11 for which there is some j such
that exactly one of the two numbers tj(ρ), tj lies in
[
Tnj , Tnj+1
)
. The point of this is that if
we keep ρ > 0 so small that ‖ρd−1q0+ρdβ(v0)‖+ |tj(ρ)− tj | < δ for all j and v0, then for our
redefined Sn,ρ the inclusions in (5.23) can only fail for vectors v0 ∈ Eρ. Now limρ→0 λ(Eρ) = 0,
as we see by applying Theorem 4.4 to the sets
Aδ := ∪Mj=1 ∪k∈{nj ,nj+1}\{0}
{
(S1, . . . ,Sn+1) ∈ R(n+1)d : Tk ∈ (tj − δ, tj + δ)
}
(5.27)
for δ = 11 ,
1
2 ,
1
3 , . . .. (Indeed, note that limδ→0 µ
(n+1)
α,β,λ(Aδ) = 0, since µ(n+1)α,β,λ is bounded and
absolutely continuous with respect to (vol
Rd)
n+1.) Using these observations, the proof of
(5.22) carries over to the present situation. This completes the proof of Theorem 5.1. 
5.3. A counterexample. We now give an example to show that the condition tj ∈ adm(Dj)
in the statement of Theorem 5.1 (or Theorem 1.2) cannot be disposed with. Suppose M = 1,
t1 > 0 and D1 = Bdt1 × Sd−11 . Then as in the above proof we have∑
n≥1
λ(S(n),ρ)→
∑
n≥1
µ
(n+1)
α,β,λ(A(n)(D1)) as ρ→ 0.(5.28)
However, in general we have
λ(S(0),ρ) 6→ µ(1)α,β,λ(A(0)(D1)) as ρ→ 0.(5.29)
Indeed, there are many choices of q0, β and λ such that ρ
d−1q0 + ρdβ(v0) + t1v0 ∈ Bdt1 holds
for all sufficiently small ρ > 0 and all v0 in the support of λ, and in this case we have
λ(S(0),ρ) = λ
({
v0 ∈ Sd−11 : (ρd−1q0 + ρdβ(v0) + t1v0,v0) ∈ D1, ‖s1‖ > ρ−(d+1)t1
})
(5.30)
= λ
({
v0 ∈ Sd−11 : ρd−1τ1(q0 + ρβ(v0),v0; ρ) > t1
})→ ∫ ∞
t1
Φα,β(ξ) dξ,
where α = −q0M−10 , cf. [19, Cor. 4.2]. This limit is in general non-zero. On the other hand we
have A(0)(D1) = ∅ since (t1Ŝ1, Ŝ1) /∈ D1 for all Ŝ1 ∈ Sd−11 , and this proves (5.29). Combining
(5.28) and (5.29) we see that the limit relation (5.3) fails for our M = 1, D1, t1 and many
choices of q0,β, λ.
Note that we may take β ≡ 0 above, i.e. there are many choices of q0 and λ such that
ρd−1q0 + t1v0 ∈ Bdt1 holds for all sufficiently small ρ > 0 and all v0 in the support of λ; thus
the above example applies in particular to the situation in Theorem 1.2.
5.4. Macroscopic initial conditions. Finally we discuss the proof of Theorem 1.4, again
in the setting of a general scattering map. (The statement of the theorem remains the same.
In the definition of the limiting stochastic process we use µ
(n)
Λ from (4.75).)
The basic strategy of the proof is to mimic the proof of Theorem 5.1 given in sections
5.1–5.2, using Theorem 4.5 in place of Theorem 4.4. We will here only point out the main
differences.
Both Lemma 5.3 and Lemma 5.4 can in the present case be replaced by the much simpler
Lemma 5.6. Given any n ≥ 0, t ≥ 0 and ε > 0, there exists some δ > 0 such that, for every
measurable subset D ⊂ Rd × Sd−11 with
[
volRd × volSd−11
]
(D) ≤ δ,
[
(vol
Rd)
n × volSd−11
]({
(Q0,S1, . . . ,Sn, Ŝn+1) ∈ Rd × Rnd × Sd−11 :
n∑
k=1
‖Sk‖ ≤ t,
(
Q0 +
n∑
k=1
Sk + (t−
n∑
k=1
‖Sk‖)Ŝn+1, Ŝn+1
)
∈ D
})
< ε.(5.31)
Proof. By Fubini’s Theorem the left hand side is equal to
[
volRd × volSd−11
]
(D) times a finite
constant which only depends on n and t. 
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We replace the definition (5.14) by
An(D′1, . . . ,D′M ) :=
{
(Q0,S1, . . . ,Sn+1) : Ξnj (tj) ∈ D′j, Tnj ≤ tj < Tnj+1 (j = 1, . . . ,M)
}
,
(5.32)
a subset of Rd × R(n+1)d. (Recall that Ξn(t) is now given by (1.28).)
Now Lemma 5.5 and the discussion in Section 5.2 carries over with only few and obvious
changes. By a simple approximation argument we may assume from the start that Λ has
compact support; using this we may then also assume without loss of generality that each set
Dj is bounded, as before. The proof of the convergence (Sec. 5.2.1) takes a somewhat simpler
shape in the present case, since (5.20) is now replaced by the exact identity
Sn,ρ =
{
(Q0,V 0) ∈ T1(ρd−1Kρ) : (Q0,S1, . . . ,Sn+1) ∈ An(D1, . . . ,DM )
}
,(5.33)
with Sk = Sk(Q0,V 0; ρ).
6. A continuous-time Markov process
As mentioned in Section 1.3, the operator Lt describing the dynamics of a particle cloud in
the Boltzmann-Grad limit does not form a semigroup, and thus the stochastic process Ξ(t) is
not Markovian. To overcome this difficulty, we set
X := {(Q,V ,T ,V +) ∈ T1(Rd)× R≥0 × Sd−11 : ϕ(V ,V +) > BΘ}(6.1)
and extend phase space by the map
R : T1(ρd−1Kρ)→ X , (Q,V ) 7→ (Q,V ,T ,V +),(6.2)
where
(6.3) T = T (Q,V ) = ‖S1(Q,V ; ρ)‖
represents the free path length until the next scatterer, and V + = V +(Q,V ) is the velocity
after the collision.
For random initial data (Q0,V 0), distributed as before with respect to an absolutely con-
tinuous probability measure Λ, the dynamics in this extended phase space is again described,
in the limit ρ → 0, by a stochastic process Ξ̂ (cf. Theorem 6.1 below) which is Markovian
(Proposition 6.3).
6.1. Transcription of Theorem 1.4. Set
X (n) = {(Q0,v0, ξ1, . . . , ξn,vn) ∈ T1(Rd)× (R≥0 × Sd−11 )n(6.4)
: ϕ(vj−1,vj) > BΘ, j = 1, . . . , n
}
(thus X (1) = X ) and define the volume measure σn on X (n) by
dσn(Q0,v0, ξ1, . . . , ξn,vn) = dvolRd(Q0) dvolSd−11
(v0) dξ1 · · · dξn dvolSd−11 (vn).(6.5)
Given a probability density f ∈ L1(X , σ1) we define for every n ≥ 1 the probability measure
ν
(n)
f on X (n) by
(6.6) ν
(n)
f (A) :=
∫
A
f(Q0,v0, ξ1,v1)
n−1∏
j=1
p
0,β+vj−1
(vj , ξj+1,vj+1) dσn(Q0,v0, ξ1, . . . , ξn,vn),
for any Borel subset A ⊂ X (n). We will use the shorthand notation Tn = ξ1+ . . .+ ξn. Let us
define
(6.7) Ξ̂n(t) :=
(
Q0 +
n∑
j=1
ξjvj−1 + (t− Tn)vn,vn, Tn+1 − t,vn+1
)
.
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The stochastic process Ξ̂(t) is now characterized via the probability
(6.8) Pf
(
Ξ̂(t1) ∈ D1, . . . , Ξ̂(tM ) ∈ DM
)
:=
∑
n∈ZM≥0
P
(n)
f
(
Ξ̂(t1) ∈ D1, . . . , Ξ̂(tM ) ∈ DM and Tn1 ≤ t1 < Tn1+1, . . . , TnM ≤ tM < TnM+1
)
,
where Dj ⊂ X are Borel subsets, and
(6.9) P
(n)
f
(
Ξ̂(t1) ∈ D1, . . . , Ξ̂(tM ) ∈ DM and Tn1 ≤ t1 < Tn1+1, . . . , TnM ≤ tM < TnM+1
)
:= ν
(n+1)
f
({
(Q0,v0, ξ1,v1 . . . , ξn+1,vn+1) : Ξ̂nj(tj) ∈ Dj , Tnj ≤ tj (j = 1, . . . ,M)
})
,
with n := max(n1, . . . , nM ). Note that we have automatically tj ≤ Tnj+1 in the right hand
side of (6.9), by the definition of X , and the subset corresponding to tj = Tnj+1 of course has
measure zero with respect to ν
(n+1)
f .
The following theorem is an extension of Theorem 1.4. Set F̂t := R◦Ft : T1(ρd−1Kρ)→ X .
Theorem 6.1. Fix a lattice L and let Λ be a Borel probability measure on T1(Rd) which is
absolutely continuous with respect to Lebesgue measure. Then, for any t1, . . . , tM ∈ R≥0, and
any subsets D1, . . . ,DM ⊂ X with σ1(∂D1) = . . . = σ1(∂DM ) = 0,
(6.10) lim
ρ→0
Λ
({
(Q0,V 0) ∈ T1(ρd−1Kρ) : F̂t1(Q0,V 0) ∈ D1, . . . , F̂tM (Q0,V 0) ∈ DM
})
= Pf
(
Ξ̂(t1) ∈ D1, . . . , Ξ̂(tM ) ∈ DM
)
where
(6.11) f(Q,V , ξ,V +) = Λ
′(Q,V )p(V , ξ,V +),
for p(V , ξ,V +) as in Remark 2.4. The convergence is uniform for t1, . . . , tM in compact
subsets of R≥0.
Proof. This is analogous to the proof of Theorem 1.4, using in place of Theorem 4.5 the fact
that, for any subset A ⊂ X (n) with σn(∂A) = 0,
lim
ρ→0
Λ
({
(Q0,V 0) ∈ T1(ρd−1Kρ) :
(
Q0,V 0, ρ
d−1τ1(ρ1−dQ0,V 0; ρ),v1(ρ
1−dQ0,V 0; ρ), . . . ,
ρd−1τn(ρ1−dQ0,V 0; ρ),vn(ρ
1−dQ0,V 0; ρ)
) ∈ A})(6.12)
=
∫
A
p(v0, ξ1,v1)
n−1∏
j=1
p
0,β+vj−1
(vj, ξj+1,vj+1)Λ
′(Q0,v0) dσn(Q0,v0, ξ1, . . . , ξn,vn).
The proof of this statement is almost identical to that of Theorem 4.5, with Theorem 4.4
replaced by Theorem 4.1.
The second main ingredient of the proof of Theorem 6.1 is a substitute of Lemma 5.6, which
we formulate as follows. Given any n ≥ 0, t ≥ 0, ε > 0, there exists some δ > 0 such that, for
every measurable subset D ⊂ X with σ1(D) ≤ δ,
σn+1
({
(Q0,v0, ξ1, . . . , ξn+1,vn+1) ∈ X (n+1) : Ξ̂n(t) ∈ D, Tn ≤ t
})
< ε.(6.13)
To establish (6.13), note that the left hand side equals
tn
n!
volSd−11
(Ve1)nσ1(D).(6.14)

THE BOLTZMANN-GRAD LIMIT OF THE PERIODIC LORENTZ GAS 43
6.2. A semigroup of propagators. We write L1loc(X , σ1) for the space of measurable func-
tions f : X → R satisfying ∫C∣∣f ∣∣dσ1 < ∞ for any compact subset C ⊂ X . In order to show
that Ξ̂(t) is a Markov process, for each t ≥ 0 we introduce the operator
(6.15) Kt : L
1
loc(X , σ1)→ L1loc(X , σ1)
by the relation
(6.16)
∫
D
[Ktf ](Q,V , ξ,V +) dσ1(Q,V , ξ,V +) = Pf (Ξ̂(t) ∈ D)
for every f ∈ L1loc(X , σ1) and every bounded Borel subset D ⊂ X . The right hand side of
(6.16) is defined by extending the definition of Pf in (6.6), (6.8), (6.9) for f ∈ L1loc(X , σ1):
Note that for a given f ∈ L1loc(X , σ1), (6.6) defines ν(n)f as a signed Borel measure on any
bounded open subset of X (n), and then (6.8), (6.9) define D 7→ Pf(Ξ̂(t) ∈ D) as a signed Borel
measure on any bounded open subset of X . Since this signed measure is absolutely continuous
with respect to σ1, there exists a unique Ktf ∈ L1loc(X , σ1) such that (6.16) holds for each
bounded Borel subset D ⊂ X .
If f ∈ L1(X , σ1) then D 7→ Pf (Ξ̂(t) ∈ D) is in fact a signed Borel measure on all of X , of
total variation ≤ ‖f‖L1 . Hence the restriction of Kt to L1(X , σ1) maps into L1(X , σ1), and
gives a bounded linear operator on L1(X , σ1) of norm ≤ 1.
Note that Kt commutes with the translation operators {TR : R ∈ Rd},
(6.17) [TRf ](Q,V , ξ,V +) := f(Q−R,V , ξ,V +),
and with the rotation operators {RK : K ∈ O(d)},
(6.18) [RKf ](Q,V , ξ,V +) := f(QK,V K, ξ,V +K),
cf. Remark 4.2.
Proposition 6.2. Suppose that the flow Ft preserves the Liouville measure ν (cf. Remark 2.3).
Then the function f(Q,V , ξ,V +) = p(V , ξ,V +) satisfies
(6.19) Ktf = f
for all t ≥ 0.
Proof. Eq. (6.10) implies that for any bounded set D with boundary of Lebesgue measure zero,
(6.20) ν
({
(Q0,V 0) ∈ T1(ρd−1Kρ) : F̂t(Q0,V 0) ∈ D
})→ Pf(Ξ̂(t) ∈ D)
as ρ→ 0, with f as assumed above. The Ft-invariance of ν implies that the left hand side of
(6.20) equals
(6.21) ν
({
(Q0,V 0) ∈ T1(ρd−1Kρ) : (Q0,V 0,T (Q0,V 0),V +(Q0,V 0)) ∈ D
})
,
for all t ≥ 0, and hence
(6.22) Pf
(
Ξ̂(t) ∈ D) = Pf(Ξ̂(0) ∈ D) = ν(1)f (D) = ∫D f(Q,V , ξ,V +) dσ1(Q,V , ξ,V +).
Hence by (6.16), Ktf = f ∈ L1loc(X , σ1). 
Using (6.16) we can write, more explicitly,
(6.23) Kt =
∞∑
n=0
K
(n)
t ,
where
(6.24)
∫
D
[K
(n)
t f ](Q,vn, ξn+1,vn+1) dvolRd(Q) dvolSd−11
(vn) dξn+1 dvolSd−11
(vn+1)
= ν
(n+1)
f
({
(Q0,v0, ξ1,v1 . . . , ξn+1,vn+1) : Ξ̂n(t) ∈ D, Tn ≤ t
})
.
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So in the case n = 0,
(6.25) [K
(0)
t f ](Q,v0, ξ,v1) = f
(
Q− tv0,v0, ξ + t,v1
)
,
and for n ≥ 1,
(6.26) [K
(n)
t f ](Q,vn, ξ,vn+1) =
∫
Tn≤t
f
(
Q−
( n∑
j=1
ξjvj−1 + (t− Tn)vn
)
,v0, ξ1,v1
)
×
n∏
j=1
p
0,β+vj−1
(vj , ξj+1,vj+1) dvolSd−11
(v0) dξ1 · · · dvolSd−11 (vn−1) dξn
with the shorthand ξn+1 := ξ + t − Tn. We remark that when restricting Kt and K(n)t
to L1(X , σ1), the right hand side of (6.26) can be estimated from above as in the proof of
Lemma 5.2, yielding ∥∥K(n)t ∥∥L1 ≤ tn−1 vol(Bd−11 )n−1(n− 1)! for n ≥ 1,(6.27)
and hence the sum (6.23) is uniformly operator convergent on L1(X , σ1).
The following proposition implies Ξ̂(t) is Markovian.
Proposition 6.3. The family {Kt : t ≥ 0} forms a semigroup on L1loc(X , σ1), and a contrac-
tion semigroup on L1(X , σ1).
Proof. Note that, for f ∈ L1loc(X , σ1), 0 ≤ s ≤ t, 0 ≤ m < n,
[K
(n−m)
t−s K
(m)
s f ](Q,vn, ξ,vn+1) =
∫
Tn≤t
Tm≤s<Tm+1
f
(
Q−
( n∑
j=1
ξjvj−1 + (t− Tn)vn
)
,v0, ξ1,v1
)
×
n∏
j=1
p
0,β+vj−1
(vj, ξj+1,vj+1) dvolSd−11
(v0) dξ1 · · · dvolSd−11 (vn−1) dξn,(6.28)
and for m = n > 0,
(6.29) [K
(0)
t−sK
(n)
s f ](Q,vn, ξ,vn+1) =
∫
Tn≤s
f
(
Q−
( n∑
j=1
ξjvj−1 + (t− Tn)vn
)
,v0, ξ1,v1
)
×
n∏
j=1
p
0,β+vj−1
(vj , ξj+1,vj+1) dvolSd−11
(v0) dξ1 · · · dvolSd−11 (vn−1) dξn.
Therefore
(6.30)
n∑
m=0
K
(n−m)
t−s K
(m)
s = K
(n)
t
and thus
(6.31) Kt−sKs =
∞∑
m,n=0
K
(m)
t−sK
(n)
s =
∞∑
n=0
n∑
m=0
K
(n−m)
t−s K
(m)
s = Kt.
This proves the semigroup property.
We now consider the action restricted to L1(X , σ1). Since we have already noted that
‖Kt‖L1 ≤ 1 for all t, it only remains to prove that for any given f ∈ L1(X , σ1) the map
R≥0 ∋ t 7→ Ktf ∈ L1(X , σ1) is continuous. In view of (6.23) and (6.27) it suffices to prove
that the map t 7→ K(n)t f is continuous, for each n ≥ 0. This is clear for n = 0, thus we now
assume n ≥ 1. Given any s ≥ 0 and h > 0 we split the integral (6.26) for t = s+ h as
K
(n)
s+hf = I1 + I2,(6.32)
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where I1 corresponds to ξ1 < h and I2 corresponds to ξ1 > h. Repeated use of Remark 4.4
gives
‖I1‖L1 ≤
∫
X∩{ξ<h}
∣∣f(Q,V , ξ,V +)∣∣ dσ1(Q,V , ξ,V +).(6.33)
Furthermore, (6.28) with m = 0 gives I2 = K
(n)
s [K
(0)
h f ], and hence∥∥K(n)s+hf −K(n)s f∥∥ ≤ ‖I1‖+ ∥∥K(n)s ([K(0)h f ]− f)∥∥ ≤ ‖I1‖+ ∥∥[K(0)h f ]− f∥∥→ 0(6.34)
as h→ 0+, uniformly with respect to s ≥ 0. This proves the desired continuity. 
6.3. The Fokker-Planck-Kolmogorov equation. We will now derive the Fokker-Planck-
Kolmogorov equation of the Markov process Ξ̂(t).
We introduce convenient spaces of continuous functions on X and R≥0×X as follows. Recall
the definition of J(v1,v2) in Remark 2.5; we consider J as a function X → R>0 by letting
J(Q,V , ξ,V +) := J(V ,V +). We also write Q = (Q1, . . . , Qd) ∈ Rd. Now set
‖f‖J := supX |f |/J (for f : X → R);
CJ(X ) :=
{
f ∈ C(X ) : ‖f‖J <∞
}
;
C1J(X ) :=
{
f ∈ CJ(X ) : ∂Q1f, ∂Q2f, . . . , ∂Qdf, ∂ξf ∈ CJ(X )
}
;(6.35)
CJ(R≥0 × X ) :=
{
f ∈ C(R≥0 × X ) : supt∈[0,T ]‖f(t, ·)‖J <∞, ∀T > 0
}
;
C1J(R≥0 × X ) :=
{
f ∈ CJ(R≥0 × X ) : ∂tf, ∂Q1f, ∂Q2f, . . . , ∂Qdf, ∂ξf
∈ CJ(R≥0 × X )
}
.
If d = 2 then we impose from now on the following extra assumption on the scattering map:
ϑ′1(ϕ) 6= ϑ′2(ϕ) for (Lebesgue-)almost every ϕ ∈ (−π2 , π2 ),(6.36)
where ϑ1, ϑ2 are defined via (2.21). This assumption is always fulfilled in the case when the
flow Ft preserves the Liouville measure (cf. Remark 2.3).
Theorem 6.4. For any f0 ∈ C1J(X ), the function f(t,Q,V , ξ,V +) := Ktf0(Q,V , ξ,V +)
belongs to C1J(R≥0×X ) and is the unique solution in C1J(R≥0×X ) of the differential equation
(6.37)
[
∂t + V · ∇Q − ∂ξ
]
f(t,Q,V , ξ,V +)
=
∫
Sd−11
f(t,Q,v0, 0,V )p0,β+v0
(V , ξ,V +) dvolSd−11
(v0)
with f(0,Q,V , ξ,V +) ≡ f0(Q,V , ξ,V +).
Remark 6.1. The equation (6.37) can also be expressed as
∂tf(t,Q,V , ξ,V +) = [Zf(t, ·)](Q,V , ξ,V +)(6.38)
where the operator Z (acting on functions on X ) is defined by
[Zg](Q,V , ξ,V +) =
[
∂ξ − V · ∇Q
]
g(Q,V , ξ,V +)(6.39)
+
∫
Sd−11
g(Q,v0, 0,V )p0,β+v0
(V , ξ,V +) dvolSd−11
(v0).
Thus on a formal level we have Kt = e
tZ .
To prepare for the proof of Theorem 6.4 we first establish a series of lemmas. For any
v ∈ Sd−11 and δ > 0 we write Nδ(v) for the closed δ-neighborhood of v in Sd−11 , i.e.
Nδ(v) = {w ∈ Sd−11 : ϕ(w,v) ≤ δ}.(6.40)
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Given n ≥ 1 and vn ∈ Sd−11 we write
V [n]vn :=
{
(v0, . . . ,vn−1) ∈ (Sd−11 )n : ϕ(vj ,vj+1) > BΘ, j = 0, . . . , n− 1
}
.(6.41)
The point of this is that the integrand in (6.26) vanishes for all (v0, . . . ,vn−1) outside V [n]vn .
Lemma 6.5. Given n ≥ 1, ε > 0 and v0n,v0n+1 ∈ Sd−11 with ϕ(v0n,v0n+1) > BΘ, there
exist some δ > 0 and a compact subset D ⊂ ∩vn∈Nδ(v0n)V
[n]
vn such that for all vn ∈ Nδ(v0n),
vn+1 ∈ Nδ(v0n+1), the following holds:
(i) ϕ(vn,vn+1) > BΘ;
(ii)
∫
V [n]vn\D
n∏
j=0
J(vj,vj+1) dvolSd−11
(v0) · · · dvolSd−11 (vn−1) < ε;
(iii) if d = 2 then β−e1(vj+1K(vj))⊥ 6= (β+vj−1(vj)K(vj))⊥ for all j ∈ {1, . . . , n} and all
(v0, . . . ,vn−1) ∈ D.
Proof of Lemma 6.5 if d ≥ 3. Note ∫Vv J(v′,v) dvolSd−11 (v′) = vol(Bd−11 ) (cf. (2.25)–(2.28));
thus the integral in (ii) with D = ∅ is absolutely convergent. Note also that if K ∈ SO(d) is
any rotation with vnK = v
0
n, the left hand side in (ii) can be rewritten as
J(vn,vn+1)
∫
V [n]
v0n
\DK
(n−2∏
j=0
J(vj,vj+1)
)
J(vn−1,v0n) dvolSd−11 (v0) · · · dvolSd−11 (vn−1).(6.42)
Now we may fix a compact subset D ⊂ V [n]
v0n
such that (ii) holds when vn = v
0
n and vn+1 =
v0n+1, and then by continuity we may choose δ > 0 so small that (i) and (ii) hold for all
vn ∈ Nδ(v0n), vn+1 ∈ Nδ(v0n+1). 
Proof of Lemma 6.5 if d = 2. First take δ and D as in the previous proof; it then suffices to
show that we can make (iii) hold by removing an open subset of arbitrarily small (voln
S11
−)volume
from D and possibly shrinking δ.
First consider j = n in (iii); to deal with this case it suffices to prove
lim
δ→0
volS11
(⋃
(vn,vn+1)∈Nδ(v0n)×Nδ(v0n+1)
Svn,vn+1
)
= 0,(6.43)
where
Svn,vn+1 :=
{
vn−1 ∈ Vvn : β−e1(vn+1K(vn))⊥ = (β+vn−1(vn)K(vn))⊥
}
.(6.44)
Set Kθ :=
(
cos θ sin θ
− sin θ cos θ
)
; then (6.43) will follow if we can prove
lim
δ→0
volS11
(⋃
|θ|≤δ
(⋃
vn+1∈N2δ(v0n+1)
Sv0n,vn+1
)
Kθ
)
= 0.(6.45)
Here the inner union equals (cf. Remark 4.1){
vn−1 ∈ Vv0n : Θ1(e1,−β+vn−1K(v0n)(e1)Re1) ∈ N2δ(v
0
n+1K(v
0
n))
}
,(6.46)
where Re1 =
(
1 0
0 −1
)
is the reflection in the line Re1. Since (6.46) is a closed subset of Vv0n for
every δ > 0, it suffices to prove that the volume of (6.46) tends to zero as δ → 0; and since
Θ1(e1, ·) is a C1 diffeomorphism, this will follow if we can show
lim
δ→0
volS11
({
V ∈ Ve1 : β+V (e1) ∈ Nδ(W )
})
= 0, ∀W ∈ Sd−11 .(6.47)
But for V = −(cosϕ)e1 + (sinϕ)e2 with |ϕ| < π −BΘ we have, by a computation,
β+V (e1) = (cos ν(ϕ))e1 + (sin ν(ϕ))e2 with ν(ϕ) = ϑ2(ϑ
−1
1 (ϕ))− ϕ,(6.48)
where ϑ−11 and ϑ2 are as in Remark 2.3 and Remark 2.5 (thus the function ν(ϕ) is C
1 for all
|ϕ| < π −BΘ). Now, by (6.36), the set {ν ′(ϕ) = 0} has Lebesgue measure zero. This implies
(6.47), and hence also (6.43).
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Next, to deal with the case j = n− 1 (thus n ≥ 2) in (iii), it suffices to prove
lim
δ→0
vol2
S11
(⋃
vn∈Nδ(v0n)
Svn
)
= 0,(6.49)
where
Svn :=
{
(vn−2,vn−1) ∈ V [2]vn : β−e1(vnK(vn−1))⊥ = (β+vn−2(vn−1)K(vn−1))⊥
}
.(6.50)
However, (6.49) follows from the fact that Sv0n is a closed subset of V
[2]
v0n
with vol2
S11
(V [2]
v0n
) = 0,
using rotational invariance in a similar way as in (6.45).
Finally, the case j ≤ n− 2 is easy, since
vol3
S11
({
(vj−1,vj ,vj+1) ∈ (S11)3 : (vj−1,vj) ∈ Svj+1
})
= 0,(6.51)
with Svj+1 defined in analogy with (6.50). 
Lemma 6.6. If f0 ∈ CJ(X ) then the function f(t,Q,V , ξ,V +) := Ktf0(Q,V , ξ,V +) belongs
to CJ(R≥0 × X ).
Proof. From (6.26) we obtain, using Remarks 2.5, 4.3 and the fact that 0 ≤ Φ0 ≤ 1,∣∣[K(n)t f0](Q,vn, ξ,vn+1)∣∣ ≤ ‖f0‖J tnn!
∫
V [n]vn
n∏
j=0
J(vj ,vj+1) dvolSd−11
(v0) · · · dvolSd−11 (vn−1)
= ‖f0‖J t
n
n!
vol(Bd−11 )nJ(vn,vn+1), ∀n ≥ 1.(6.52)
From (6.25) we see that the same bound is also true for n = 0. It follows that the sum
[Ktf0](Q,vn, ξ,vn+1) =
∑∞
n=0[K
(n)
t f0](Q,vn, ξ,vn+1) is uniformly absolutely convergent for
t and (vn,vn+1) in compacta (and Q, ξ unrestricted), and we have ‖Ktf0‖J ≤ et vol(Bd−11 )‖f0‖J
for each t ≥ 0. It now only remains to prove that f is continuous on R≥0 × X , and for this
it suffices to prove that each function K
(n)
t f0 is continuous on R≥0 × X . The case n = 0 is
trivial, thus from now on we fix some n ≥ 1.
Let (t0,Q0,v0n, ξ
0,v0n+1) ∈ R≥0 × X and ε > 0 be given. Let δ > 0 and D ⊂ V [n]v0n be as
in Lemma 6.5, with ‖f0‖−1J n!(t0+1)n ε in the place of ε. By (6.26) and the bounds leading to
(6.52) we then get that, for all (t,Q,vn, ξ,vn+1) ∈ R≥0×X with t ≤ t0+1, vn ∈ Nδ(v0n) and
vn+1 ∈ Nδ(v0n+1), the value of [K(n)t f0](Q,vn, ξ,vn+1) differs by at most ε from
K
(n)
D,tf0(Q,vn, ξ,vn+1) :=
∫
Tn≤t
∫
D
f0
(
Q− ( n∑
j=1
ξjvj−1 + (t− Tn)vn
)
,v0, ξ1,v1
)
×
n∏
j=1
p
0,β+vj−1
(vj , ξj+1,vj+1) dvolSd−11
(v0) · · · dvolSd−11 (vn−1) dξ1 · · · dξn.(6.53)
By Remark 4.1 (using Lemma 6.5 (iii) if d = 2), the integrand in (6.53) depends jointly continu-
ously on all the variables (ξ1, ξ2, . . . , ξn) ∈ (R≥0)n, (v0, . . . ,vn−1) ∈ D and (t,Q,vn, ξ,vn+1) ∈
R≥0 × X , so long as Tn ≤ t, vn ∈ Nδ(v0n) and vn+1 ∈ Nδ(v0n+1). Hence since the domain of
integration in (6.53) is compact, we have for all (t,Q,vn, ξ,vn+1) ∈ R≥0×X sufficiently near
(t0,Q0,v0n, ξ
0,v0n+1):∣∣K(n)D,tf0(Q,vn, ξ,vn+1)−K(n)D,t0f0(Q0,v0n, ξ0,v0n+1)∣∣ < ε,(6.54)
and thus ∣∣∣[K(n)t f0](Q,vn, ξ,vn+1)− [K(n)t0 f0](Q0,v0n, ξ0,v0n+1)∣∣∣ < 3ε.(6.55)
Hence [K
(n)
t f0](Q,vn, ξ,vn+1) is indeed continuous, since ε > 0 was arbitrary. 
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Lemma 6.7. If f0 ∈ C1J(X ) and f(t,Q,V , ξ,V +) := Ktf0(Q,V , ξ,V +), then the derivatives
∂Qjf (j = 1, . . . , d) and ∂ξf all exist and belong to CJ(R≥0 × X ).
Proof. We start by considering ∂ξK
(n)
t f0. First assume n ≥ 2. To differentiate (6.26) with
respect to ξ we first move the integral over ξ1 to the innermost position; this integral will
then appear as
∫ t−T2,n
0 · · · dξ1 where T2,n :=
∑n
j=2 ξj, and it may be differentiated with respect
to ξ by using the differentiability assumption on f0 and the fact that p0,β+vn−1
(vn, ·,vn+1)
depends continuously on its second argument (except when d = 2 and β−e1(vn+1K(vn))⊥ =
(β+vn−1(vn)K(vn))⊥). Hence we obtain, at least formally:
[∂ξK
(n)
t f0](Q,vn, ξ,vn+1)
=
∫
V [n]vn
∫
ξ2,...,ξn≥0
T2,n≤t
f0
(
Q−
n∑
j=2
ξjvj−1 − (t− T2,n)vn,v0, 0,v1
) n−1∏
j=1
p
0,β+vj−1
(vj, ξj+1,vj+1)
×p
0,β+vn−1
(vn, ξ + t− T2,n,vn+1) dξ2 . . . dξn dvolSd−11 (v0) · · · dvolSd−11 (vn−1)
−
∫
V [n]vn
∫
ξ2,...,ξn≥0
T2,n≤t
f0
(
Q− (t− T2,n)v0 −
n∑
j=2
ξjvj−1,v0, t− T2,n,v1
) n−1∏
j=1
p
0,β+vj−1
(vj , ξj+1,vj+1)
×p
0,β+vn−1
(vn, ξ,vn+1) dξ2 . . . dξn dvolSd−11
(v0) · · · dvolSd−11 (vn−1)(6.56)
+
∫
V [n]vn
∫
ξ1,...,ξn≥0
Tn≤t
[
(vn − v0) · ∇Qf0 + ∂ξf0
](
Q−
( n∑
j=1
ξjvj−1 + (t− Tn)vn
)
,v0, ξ1,v1
)
×
n∏
j=1
p
0,β+vj−1
(vj, ξj+1,vj+1) dξ1 . . . dξn dvolSd−11
(v0) · · · dvolSd−11 (vn−1).
Here ∂ξf0 and all components of ∇Qf0 lie in CJ(X ), since f0 ∈ C1J(X ); hence as in Lemma 6.6
one shows that the right hand side of (6.56) is a continuous function of (t,Q,vn, ξ,vn+1) ∈
R≥0 × X . Now to validate the formula (6.56) it suffices to prove that (6.56) holds true after
integration with respect to ξ over an arbitrary finite interval [a, b] ⊂ R≥0, and this is easily
verified using Fubini’s theorem. The case n ≥ 1 is very similar, and the case n = 0 is trivial.
From (6.56) and its analogues for n = 1, 0, one obtains a pointwise bound on ∂ξK
(n)
t f similar
to (6.52), involving ‖f‖J , ‖∂ξf‖J and ‖∂Qjf‖J for j = 1, . . . , d. This bound immediately
implies that ∂ξf =
∑∞
n=0 ∂ξK
(n)
t f0, with uniform absolute convergence on compact subsets of
X , and ∂ξf ∈ CJ(R≥0 × X ), as desired.
The proof of ∂Qjf ∈ CJ(R≥0×X ) follows the same steps but with simpler formulas; in fact
∂QjK
(n)
t f0 = K
(n)
t ∂Qjf0 holds for each n ≥ 0. 
Lemma 6.8. If f0 ∈ C1J(X ) and f(t,Q,V , ξ,V +) := Ktf0(Q,V , ξ,V +), then also ∂tf exists
and belongs to CJ(R≥0 × X ), and the equation (6.37) holds throughout R≥0 × X .
Proof. Fix any point (t,Q,V , ξ,V +) ∈ R≥0 × X . Using Kt+h = KhKt and the bound (6.52)
(with h in place of t) added over all n ≥ 2, we get as h→ 0+:
f(t+ h,Q,V , ξ,V +) =
∞∑
n=0
[K
(n)
h Ktf0](Q,V , ξ,V +)(6.57)
= f(t,Q− hV ,V , ξ + h,V +) +
∫ h
0
∫
Vv0
f
(
t,Q− (ξ1v0 + (h− ξ1)V ),v0, ξ1,V
)
× p
0,β+v0
(V , ξ + h− ξ1,V +) dvolSd−11 (v0) dξ1 +O(h
2).
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Using f(t, ·) ∈ C1J(X ) (cf. Lemma 6.7), and treating the integral term with a continuity
argument as in the proof of Lemma 6.6, we get (cf. (6.39))
= f(t,Q,V , ξ,V +) + h[Zf(t, ·)](Q,V , ξ,V +) + o(h).(6.58)
A similar argument shows that the function [Zf(t, ·)](Q,V , ξ,V +) lies in CJ(R≥0×X ). Let-
ting h → 0+ in (6.58) we conclude that the right derivative ∂+t f(t,Q,V , ξ,V +) exists and
equals [Zf(t, ·)](Q,V , ξ,V +). Since the latter function is continuous, the relation now follows
for the two-sided derivative, i.e. (6.38) (⇔ (6.37)) holds, and ∂tf ∈ CJ(R≥0 × X ). 
Lemma 6.9. Let {fh}h>0 be a family of functions in CJ(X ) satisfying lim suph→0 ‖fh‖J <∞
and fh(Q,V , ξ,V +) → 0 as h → 0, uniformly over (Q,V , ξ,V +) in compact subsets of X .
Then for each (Q,V , ξ,V +) ∈ X we have [Ktfh](Q,V , ξ,V +)→ 0 as h→ 0, uniformly over
t in compact subsets of R≥0.
Proof. Take C, h0 > 0 so that ‖fh‖J ≤ C for all h ∈ (0, h0]. Given some (Q,V , ξ,V +) ∈ X
and T > 0, η > 0, ε > 0, after possibly shrinking h0 we may assume that
∣∣fh(Q′,V ′, ξ′,V ′+)∣∣ <
εJ(V ′,V ′+) for all h ∈ (0, h0] and all (Q′,V ′, ξ′,V ′+) ∈ X with ‖Q′−Q‖ ≤ T , ξ′ ≤ ξ+T and
V ′ ∈ Vη
V ′+
(cf. (3.1)). Then for each n ≥ 1, t ∈ [0, T ] and h ∈ (0, h0], by mimicking (6.52) but
splitting the integral over V [n]V according to the two cases v0 ∈ Vηv1 and v0 /∈ Vηv1 , we obtain
(with C1 := vol(Bd−11 ))∣∣[K(n)t fh](Q,V , ξ,V +)∣∣ ≤ Cn1 tnn!
{
ε+
C
C1
∫
Ve1\Vηe1
J(v0,e1) dvolSd−11
(v0)
}
J(V ,V +).(6.59)
This bound also holds for n = 0 (without the
∫
Ve1\Vηe1
-term), so long as η < ϕ(V ,V +)−BΘ.
The expression within the brackets in (6.59) can be made arbitrarily small by taking ε and η
to be sufficiently small. Now the desired conclusion follows by adding (6.59) over n ≥ 0. 
Lemma 6.10. We have KtZf0 = ZKtf0, for all f0 ∈ C1J(X ) and t ≥ 0.
Proof. Let f0 ∈ C1J(X ) be given. Then by Lemma 6.8 (cf. (6.38)) we have [∂tKtf0](Q,V , ξ,V +) ≡
[ZKtf0](Q,V , ξ,V +), and this function belongs to CJ(R≥0 × X ). Hence
h−1[Khf0 − f0](Q,V , ξ,V +) = h−1
∫ h
0
[ZKtf0](Q,V , ξ,V +) dt(6.60)
for all h > 0 and all (Q,V , ξ,V +) ∈ X , and this expression tends to [Zf0](Q,V , ξ,V +) as
h → 0+, uniformly over (Q,V , ξ,V +) in compact subsets of X . Using (6.60) we also get
sup0<h≤1
∥∥h−1[Khf0 − f0]∥∥J ≤ sup0<t≤1∥∥ZKtf0∥∥J <∞. Hence by Lemma 6.9 we have
lim
h→0+
h−1[Kt[Khf0 − f0]](Q,V , ξ,V +) = [KtZf0](Q,V , ξ,V +),(6.61)
for every (t,Q,V , ξ,V +) ∈ R≥0 × X . Using KtKhf0 = Kt+hf0 and (6.38) this implies
[KtZf0](Q,V , ξ,V +) = [∂
+
t Ktf0](Q,V , ξ,V +) = [ZKtf0](Q,V , ξ,V +).(6.62)

Proof of Theorem 6.4. By Lemma 6.7 and Lemma 6.8, it only remains to prove the unique-
ness. Thus assume that f ∈ C1J(R≥0 × X ) satisfies (6.37); we then need to prove that
f(t,Q,V , ξ,V +) = [Ktf(0, ·)](Q,V , ξ,V +) for all (t,Q,V , ξ,V +) ∈ R≥0 × X .
Fix an arbitrary point (Q,V , ξ,V +) ∈ X and some a > 0, and set
F (s) = [Ka−sf(s, ·)](Q,V , ξ,V +) for s ∈ [0, a].
Then F (s) is continuous, by Lemma 6.9. We will prove that the right derivative D+F (s)
vanishes for each s ∈ (0, a). This will conclude the proof, since it implies F (0) = F (a), which
is the desired relation at (t,Q,V , ξ,V +) = (a,Q,V , ξ,V +).
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Thus fix s ∈ (0, a). By Lemma 6.8 applied with f0 = f(s, ·) we have
lim
h→0+
[
Ka−s−h −Ka−s
][
f(s, ·)](Q,V , ξ,V +)
h
= −[ZKa−sf(s, ·)](Q,V , ξ,V +).(6.63)
Next, using the identity
f(s+ h,Q′,V ′, ξ′,V ′+)− f(s,Q′,V ′, ξ′,V ′+)
h
=
1
h
∫ s+h
s
∂tf(t,Q
′,V ′, ξ′,V ′+) dt(6.64)
and ∂tf ∈ CJ(R≥0×X ) we see that h−1[f(s+h, ·)−f(s, ·)] has uniformly bounded ‖·‖J -norm
for h ∈ (0, a − s], and approaches ∂sf(s, ·) uniformly on compact subsets of X as h → 0+.
Hence, using Lemma 6.9 and the fact that the function R≥0 ∋ b 7→ [Kb∂sf(s, ·)](Q,V , ξ,V +)
is continuous (cf. Lemma 6.6), we obtain, at our fixed point (Q,V , ξ,V +) ∈ X :
lim
h→0+
Ka−s−h
[
f(s+ h, ·) − f(s, ·)](Q,V , ξ,V +)
h
=
[
Ka−s∂sf(s, ·)
]
(Q,V , ξ,V +).(6.65)
But we are assuming that f satisfies (6.38); thus [∂sf ](s, ·) ≡ Zf(s, ·). Hence, when adding
(6.63) and (6.65) and using Lemma 6.10, we obtain D+F (s) = 0, as desired. 
Remark 6.2. Proposition 6.2 and Theorem 6.4 imply that if the flow Ft preserves the Liouville
measure, then
(6.66) − ∂ξ p(V , ξ,V +) =
∫
Sd−11
J(v0,V ) p0,β+v0
(V , ξ,V +) dvolSd−11
(v0),
since p(v0, 0,V ) = J(v0,V ). Using (2.23) and (2.27) this equation can be reformulated as
−∂ξΦα(ξ,w,z) =
∫
{0}×Bd−11
Φ0
(
ξ,w,z′) dz′(6.67)
for α /∈ Qd. For an alternative proof of this equation working directly from the definition of
Φα, see [19, (8.32), (8.37)] and note Φ0(ξ,w,z
′) = Φ0(ξ,z′,w).
Remark 6.3. Given any f0 ∈ L1(T1(Rd)) we define f0 ∈ L1(X , σ1) by f0(Q,V , ξ,V +) =
f0(Q,V )p(V , ξ,V +). We then have the relation
(6.68) [Ltf0](Q,V ) =
∫ ∞
0
∫
Sd−11
[Ktf0](Q,V , ξ,V +) dvolSd−11
(V +) dξ,
where Lt is the propagator of the original stochastic process Ξ(t), cf. Section 1.3. If we
furthermore impose that f0 is bounded continuous, with bounded continuous derivatives ∂Qjf0
for j = 1, . . . , d, then f0 satisfies the assumption of Theorem 6.4, so that Ktf0 satisfies the
Fokker-Planck-Kolmogorov equation, (6.37).
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