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ABSTRACT. - We extend A. Bonnet’s results about the solutions of the global Mumford-Shah problem 
(see Bonnet (1996)) by replacing his connected assumption by more natural flatness assumptions. 
0 Elsevier, Paris 
RBsuMB. - Nous Ctendons les rCsultats d’A. Bonnet sur les solutions du problkme de Mumford-Shah 
global (voir Bonnet (1996)) en remplaqant son hypothkse de connexitC par des hypoth&ses de platitude plus 
naturelles. 0 Elsevier, Paris 
1. Introduction 
In 1985, Mumford and Shah [ 151 proposed the following minimization problem as a method 
for segmenting digital images, that is, finding the edges of the objects in a digital image. 
Given a bounded open subset of the plane lR* (the frame of the picture) and a bounded function 
g : fi -+ R (the picture itself described in terms of gray-levels), we minimize the following 
quantity: 
J(u,K)=?-I1(K)+ 
s 
lVu1*dC2+ 
s 
IU -g[*dC* 
n n 
over all closed subsets K of J2 and all functions u which are C’ on Q\K. (C2 is the usual 
Lebesgue measure in the plane whereas X1 is the Hausdorff 1 -dimensional measure as defined 
in [9] for example.) 
A minimizing (u, K), which we will call a solution of the MS problem, should give a good 
approximation of g by the ‘piecewise’ smooth function U, and K should be a good representation 
of the edges of the objects in the picture. 
As is always the case in this kind of minimization problem, the first question is about the 
existence of minimizers while the second one is about the ‘regularity’ of such minimizers. 
The existence question has been settled by De Giorgi, Carrier0 and Leaci [ 1 l] using the SBV 
function theory of Ambrosio, and by Dal Maso, Morel and Solimini [14] using a constructive 
approximation scheme. 
So, what can be said about the regularity question? At first glance, there is nothing very new 
to say about the function u once it is known to exist. With the set K fixed, it is the solution of a 
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well-known Neumann type minimization problem, which ensures that u is of class C2-’ if g is 
only L* and u is of class C2+P as soon as g is of class CP. 
In fact, the main regularity problem concerns the set K. So far the existence result of [ 141 
gives only that K is a closed subset of 52 with finite length (i.e., of finite X’ -measure), whereas 
the existence result of [I I] gives that K is rectifiable, which means that almost all of K (in the 
RI-sense) can be covered by a countable union of C’ curves. It could still well happen that K 
is some countable family of curves accumulating at many places, which is not what we would 
expect from a nice set of edges in a picture. . . 
In the seminal paper 1151, Mumford and Shah conjectured that a minimizing K should consist 
of a finite number of smooth arcs meeting only into what they a call a ‘triple junction’, that is, 
three smooth arcs meeting with 2n/3 angles. Of course, we could always add to a minimizing K 
a closed set of 1 -measure 0 so that this conjecture can be true only when K has been reduced to 
the essential. This means that u cannot be extended smoothly to an open subset of D larger than 
Q\K. 
Since then, it has been proved that such a set K is uniformly rectifiable [8] and that it is a C’~’ 
curve IFI’ -almost everywhere [6,1,2,4]. 
However, we still do not know whether there is only a finite number of curves, so that the 
Mumford-Shah conjecture is still an open problem. This paper is an attempt to go one step 
further towards the settling of this problem. It should be seen as a sequel of A. Bonnet’s paper 
[4]. Many techniques presented here are new but the general framework is very much the same 
as in [4]. 
Let me now describe A. Bonnet’s blow-up method for studying the regularity properties of a 
minimizing K at a point xa. 
Suppose xc is 0, and for a scaling factor r > 0 consider the set K, = rK and the function 
u,(x) = r’/2u(x/r). It is easy to see that if (u, K) is a solution of the MS problem then (u,, K,.) 
minimizes 
J,(v,L)=ti’(L)+ ]Vu12dL2+$ ]u-g,J2dL2 
s s 
rsz rn 
among the closed subsets L of rQ and the functions u E C’ (rQ \L). 
As r goes to infinity, up to subsequences, Bonnet proves that (u,, K,) tends (in a sense very 
close to the sense described in Section 5 below) to some couple (Us, K,) which is a solution of 
the following problem, which we will call the global MS problem. 
If K is a closed subset of R2 of zero Lebesgue measure, write W(R2\K) for the set of 
functions u lying in the Sobolev space W,:,?(iR2\K) such that Vu belongs to L&$X2). Notice 
that K is of Lebesgue measure zero, so that the function Vu is defined Lebesgue almost 
everywhere on R2. 
DEFINITION I. - We say that a couple (u, K) is a solution ofthe global MS problem if: 
- K is a closedsubset of IR2, L’(K) = 0 and u E W(lR2\K), 
- ,for any couple (u, L) such that 
l L is a closed subset ofR2, l’(L) = 0 and u E W(R2\L), 
l there exists an open ball B such that K \B = L\B, u and v agree on IR2\(B U L) and 
such that two points of IR’\(B U K) which are in two distinct connected components 
of lR2\K remain in two distinct components of IR2\L (such couples will be called 
admissible competitors for (u, K) and a ball B satisjjkg the description given above 
will be called a comparison ballfor (u, K) and (v, L)). 
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We have that for any comparison ball B, 
‘Ft’(Kn2B)+ 
s 
]Vu]2d62 < ‘H’(L n2B) + 
s 
]Vu12 d12. 
2R\K 2B\L 
The main result of Bonnet concerning the solutions of this problem is: 
THEOREM 2 (Bonnet [4], Theorem 4.1). - If (u, K) is a solution of the global MS problem 
and K is connected then one of the,following holds: 
- K is empty and u is constant, 
- K is a straight line and u is piecewise constant, 
- K is a propeller (three half-lines meeting in one point with 2x13 angles) and u is piecewise 
constant, 
- K is a half-line and u = C f mr’i2 cos(B/2) in a suitable polar coordinate system, 
where C is a real constant. 
The main consequence of this theorem is that the Mumford-Shah conjecture is true under the 
additional hypothesis that we are looking at a solution (u, K) of the MS problem where K is 
known to have only finitely many connected components. 
Our main concern here is to get rid of the hypothesis connected in this theorem because this 
stronger result would imply that the Mumford-Shah conjecture is true. It ought to be noted that 
Bonnet’s proof of his theorem relies very strongly on this connectedness assumption and on a 
monotonicity formula which is a direct consequence of this assumption. 
The main results of this paper are a representation formula (see Section 3) which might be 
useful in itself, and the results of the final section where we give Bonnet-type results with the 
connectedness hypothesis replaced by some flatness hypotheses. 
I wish to thank Guy David for his constant support and for introducing me to this subject and 
Helen Joyce for her valuable English language advice. 
2. Preliminaries and known results 
Notations and conventions: 
- We will identify @ and Iw2 in the natural way and Iw will often be considered as a subset of 
@. 
- 3-1’ is the 1 -dimensional Hausdorff measure in the plane Iw2 = Cc. If E is a Bore1 subset of 
@, ‘Ft’ ]E is the restriction of the measure ‘7-f’ to the set E. 
- ,Cc? is the Lebesgue measure on the plane or, equivalently, the 2-dimensional Hausdorff 
measure. 
- fe f dp is the mean value of the function ,f with respect to the measure p on the set B. 
- d(x, y) and d(x, E) are the (Euclidean) distance between x and y and the distance from x 
to the set E, respectively. 
- B will always be a ball which, unless otherwise specified, may be open or closed. For a 
positive h, hB will be the ball concentric with B, with diameter h diam B. 
- A couple (x, t) E Cx 10, +co[ will often be identified with the ball B = B(x, t). 
It should be clear that if (u, K) is a solution of the global MS problem then just modifying K 
by adding a closed set of length 0 will create another solution of the problem. We do not want 
to study such solutions as the sets K constructed that way could be very badly behaved. This is 
why we introduce the notion of a reduced solution. 
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DEFINITION 3. - 
- If (u, K) is a solution of the global MS problem, it will be said to be a reduced solution if 
for any closed subset L of K, it is notpossible tofind an extension of u lying in W(R*\L). 
- We set MSG to be the set of reduced solutions of the global MSproblem. Note that we will 
also say that a subset K is in MS4 tfthere exists a function u such that (u, K) E MSG. 
Given a solution (u, K) it is always possible to find a reduced solution (v, L) such that L C K 
and u is an extension of u. (See [8].) 
Unless otherwise stated, (u, K) will always denote a reduced solution of the global MS 
problem. 
We begin by stating basic and not so basic well-known results that will be useful in the 
understanding of the problem. 
LEMMA 4 (Invariances). - 
- If s :C -+ C, s(z) = az + b or s(z) = a? + b and (u, K) E MSG, then (u,, K,T) = 
((a)‘/*u OS-’ , s(K)) belongs to MSG. 
- If (u, K) E MSG and Sz is a connected component of lI%*\K, then modifying u on J2 by 
adding a constant or changing sign gives another element of MSG. 
LEMMA 5 (Euler-Lagrange, [ 141, Lemma 2.9). - Zf (u, K) E MS6 then for any function 
I$ E W(R2\K) with bounded support, 
s (Vu, V$) dC* = 0. 
Observe that this implies that if B is an open ball centered on K such that K II B is a simple C* 
curve cutting B into two connected components, then u is C1 up to the boundary on each side of 
the curve and au/an = 0. Observe that this lemma also implies that u is a harmonic function on 
@\ K and the function 
which will be needed in what follows is holomorphic on @\ K and admits an anti-derivative on 
Q1\ K. Indeed, if y is a smooth Jordan curve in @\ K, then 
(6) s U(z) dz = 0. 
Let us show how to obtain this equality. Let w be the interior of y and n be the exterior normal 
to y. Let 4 be a smooth function with compact support whose value is 1 in a neighbourhood of 
y and 0 in a neighbourhood of K and @ be a smooth function with compact support in w such 
that + = 1 - 4 in w. We have by Stokes theorem and Lemma 5: 
s ‘S s 
U(z)dz=t (Vu,n)dX’ =i @(Vu,n)dX’ 
Y Y Y 
= -1 ‘/u(V$.n)dTit+i div(@Vu)dC2 
s 
Y w 
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=1 
s 
(V@, Vu) dfZ2 + i 
s 
$Au dC2 = -i 
J 
(V+, Vu) dC2 
w w I@ 
= 0. 
Observe that Eq. (6) gives us a way to reconstruct the function u (up to constants) from the 
function U by taking the real part of an anti-derivative of U. 
The last two basic estimates are of crucial importance. The first one is easily obtained by 
comparing (u, K) in a ball with the modification of (u, K) obtained by setting u = 0 in the 
ball and removing the part of K in the ball and replacing it by the boundary circle. The second 
estimate is much more difficult to obtain. 
LEMMA 7 (Energy estimate, [ 141, Lemma 2.5). - Zf (u, K) E MS6 then for any bull B of 
radius r > 0, we have 
W’(f3-l B) + 
s 
]Vu12dC2 < 2nr. 
B\K 
LEMMA 8 (Ahlfors-regularity, [ 141, Lemma 0.7). - There exists a constant Co > 1 such that, 
for any K E MS4 and for any ball of radius r > 0 centered on K, we have 
‘Ft’(KnB)>Cg’r. 
We are now finished with the statements of the basic lemmas. Let us now describe the David- 
Semmes uniform rectifiability theorem and David’s almost-everywhere regularity theorem. 
These will be some of the key tools in what follows. 
Recall (see [7]) that a closed set E of Iw2 is said to be Ahlfors-regular with constant Co > 1 if 
for any ball B of radius r > 0 centered on E, 
Ci’r <‘H’(Ef’ B)<Cor. 
Putting, for a number 1 < S < 2 and for any (x, t) E K x IO, +a[ 
ws(x, t) = t
B(.r.r)\K 
the energy estimate Lemma 7 gives that for any (x, t) E K x JO, +cQ[, 
w2(x, t) < 37, 
whereas for S < 2 the energy estimate and the Ahlfors-regularity give the following Carleson 
type estimate (see [S]): 
There exists a (universal) constant C such thatfor any ball B of radius r > 0 centered on K, we 
have 
(9) 
ss 
wg(x, t)dtiI(x): < Cr. 
0 BnK 
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THEOREM 10 (David and Semmes [S]). - There exists a constant Cl > 1 such thatfor any 
K E MSB there exists an Ahlfors-regular curve r with constant Cl such that K c r. 
In the language of [7], this means that K is uniformly rectifiable with constant Cl. This has 
consequences for the way the set is approximated by straight lines at any scale. This is expressed 
in terms of P. Jones’ /I functions as follows. For t P 0 and x E K, define the number 
B(x. t) = inf d(y, D> 
D 
sup -------, 
yEKnB(x,t) t 
where the inf is taken on all lines of Iw*. 
P Jones’ theorem [ 121 states that if K is uniformly rectifiable with constant Cl , then: 
There exists a constant C depending only on Cl such that,for any ball B ofradius r > 0 centered 
on K, we have r 
ss /l(x, ~)*d’If’(x)~ < Cr. 
0 BnK 
We can observe that the two Carleson measure estimates (9) and (11) imply that for a given 
E > 0, any ball B centered on K contains a sub-ball B’ centered on K of comparable diameter 
which satisfies 
wl(B’) <E and B(B’) <E. 
A proof if this fact can be found in [8], Corollary 4.18. The estimate on w1 is much better than 
what we could have obtained by simply using the Hijlder inequality and the energy estimate: we 
have that WI (B) is small for many balls whereas we know that WI (B) < nwz(B) < 2n2 for any 
ball B. 
We can now cite the following local (difficult) regularity result which we will use in Section 6 
and which gives, by the preceding observation, an almost everywhere regularity result on the 
set K. 
THEOREM 12 (David [6], Theorem 4.8, Theorem 10.7). - There exists a constant EO > 0 such 
thatfor any (u, K) E MSG andfor any (x, t) E K x IO, +oo[ : 
- Zf~1(~,1)<~gundB(x,t)<sothenforsorne~~[~t,t], Kf~~(n,~)isasimpleC*curve 
lying in B(x, t”, except for its extremities. 
- I f  WI (x, t) < ~0, and if there exists a propeller PO centered at x such that for all y E 
K fl B(x. t), d(y, PO) < cot; thenforsome t”~ [it, t], K n B(x, I) is a simple C’+a spider 
with center in B(x, At), lying in B(x, I) exceptfor its extremities. 
A propeller, as we already saw it, is a union of three half-lines meeting at one point (the center) 
with angles 2x/3, the unit propeller (in C) is the union of the three compact intervals linking 0 to 
the cubed roots of unity. A simple C’+cy spider is the image of the unit propeller by an injective 
function which is CIfU on each of the closed branches with tangents at the central point in the 
propeller configuration. 
Actually, David’s result above has not been written for solutions of the global MS problem 
but only for solutions of the original MS problem. The only difficulty then is that somewhere 
in the proof of this theorem there could exist a comparison between (u, K) and a newly 
defined competitor which is not legitimate in the global case. (Recall that we defined admissible 
competitors for (u, K), and that there was a topological condition involved.) 
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Fig. I. I f  01 and the width of the shaded region are both small enough and if K is contained in the shaded 
region, then K is a smooth arc or a spider. 
Fortunately, as the curious reader may check, this phenomenon appears only once in the proof 
of the above theorem: this is at the one place where Lemma 3.19 of [6] is used. What saves the 
day is the meaning of this lemma: in our case, it roughly says that if there are some holes in K 
(so that the comparison made there is legitimate) and if wt is small, then the jump of the function 
u across K has to be large which enables the author to use his Theorem 4.6 to get the conclusion. 
When the use of this lemma is not legitimate, that is when the two sides of K are not in the same 
connected component of C\K, we may observe that the jump of the function u can be as large 
as we would like it to be, because then we can use Lemma 4 to modify the function IA on two 
distinct connected components of R2\ K. 
3. A representation formula 
The aim of this section is to prove a representation formula linking the gradient of the function 
u to the set K. The first consequence of this formula is that, up to the easy transformations we 
described in the preceding section, u is uniquely determined by the set K. We will see in the next 
section that this formula can be used to treat the case where K is contained in a single line, and 
we will use it to derive a crucial monotonicity formula in Section 7. 
If u is a harmonic function on some open subset Sz of IR2, we define the function 
JJ=~-i~=~$!. 
z 
We observe that U is holomorphic on C2 c C because u is harmonic, 
THEOREM 13. - If(u, K) E MSG, we haveforany z E @\K, 
The proof is divided in two parts. In the first part, we derive from a variation of the domain 
a Euler-Lagrange equation, which turns out to be a distributional 3 equation for the distribution 
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U2. The second part is devoted to solving this equation and, as we shall see, Theorem 10 gives 
the final argument. 
As K is rectifiable, it is possible to find a measurable function r : K -+ S’ c @ that associates 
to almost every point x E K an (approximate) tangent vector to K at x: such vectors are known to 
exist for almost all x. Furthermore, if X : Iw2 -+ W2 is a smooth vector field with compact support 
and $I is the flow associated with X which is the identity outside a large ball B, it is known (see 
[161) that 
z ,zoK1(II’IW W) = / (dX.t, t) d7-I’. 
KrlB 
Stated in complex form, it means that if C#I : C + C is a smooth function with compact support 
and @[ is the flow associated to 4, we have, for any sufficiently large ball B: 
Notice that by the Energy estimate, Lemma 7, U2 belongs to Z&(C), so that it defines a 
distribution on @. We can see d’H’ (K and f2d’?f1 1~ as defining distributions on @ as well. We 
have then the following lemma. 
LEMMA 14. - In the distribution sense over @, 
Proo$ - Take 4 : Cc --+ @ a smooth function with compact support and let $t be the associated 
flow. 
Now set uy = u o $r-‘. We have: 
Set 
then Ar is the Jacobian of @, and we obtain: 
Now, by a straightforward change of variables, if B is a large enough ball, we have: 
(15) 
whereas 
s Ii!& I2 dC2 = si 
B B 
d 
Au= 1, A =2Re? 
ztEo f a2 ’ 
when t = 0, 
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and 
so that 
2Re(lZ4j2$$ -U2~)A~-22/U12Re$$ 
4 
Differentiating equation (15), we get 
d 
-I s dt t=o 
IUt12dC2= -2Re 
s 
,a4 2 U %dL: . 
B B 
Now. we observe that 
d 
-I (S dt t=o 
]Ut]2dzC2+7?(+r(Kr-M)) 
B 
because for some large ball B and for any t in a neighbourhood of 0, (ut, K,) is an admissible 
competitor for (u, K). We then have, for any smooth function 4 with compact support, 
so that applying this identity to $ and to i@ we get 
which is the identity we were looking for. q 
It is well known that the fundamental solution of the 8 equation is p.v.& (see for example [3]), 
so that, formally solving the equation of Lemma 14, we should have, in the distribution sense: 
where H is some entire function. The fact is that p.v.5 * dX’ ]K is not clearly defined as a 
distribution, mainly because neither of the two convoluted distributions is of compact support. 
The usual trick in this case is to use a smooth cut-off function 4 which equals 1 in some ball 
B(0, r) and to set: 
p.v.l * d3-I’IK := 
x2= 
The first term in this sum is a well defined distribution because r#~ p.v.5 has compact support 
while the second term is a bounded function because of the Ahlfors-regularity of K. Indeed, for 
w E C. we have: 
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(17) 
s Il-4(Z--UI)ldtil,K<C s dti’ (z) )z--12 ’ ___ Iz - WI2 
K\B(w.r) 
s d?f’ (z) 
j=O 
Iz - WI2 
Kn(B(ru,2J+‘r)\B(w,2ir) 
m 2j+l, 
~cc,j,z (by the Ahlfors-regularity of K) 
j=O 
It is easily checked that the definition of p.v.--& * d7-t’ I K does not depend on the cut-off function 
4 and that the solutions of the equation of Lemma I4 are given by formula (16). 
We have then the following proposition. 
PROPOSITION 18. - 
- In the distribution sense, 
W2=f2d~'IK -p.v.$* d'FI'h 
- ForanywE@\K, 
U2(w) = -2 s dI+ (z) (z-- 
K 
Proo$ - The second point is clearly a consequence of the first one. To prove the first one, we 
must show that the entire function H of formula (16) is zero. 
Let B be a ball in @. We have, for any w E C\K, 
H(w) =W*(w) + ; 
s 
dFf’(z) 1 
~ 
(z - wp + z s 
d7i’ (z) 
Kn2B 
K\2B k - WI2 ’ 
so that, setting 
Fu(w)=k ~ 
s 
d’F1’ (z) 
Kn2B (z - wJ2 
and using the computation (17), we get for any w E B\ K, 
IH(w)I G w42G4 + pB(w,I + &. 
Now, remark that 1 H 1 ‘i2 is a subharmonic function on C because H is entire, so that if we is any 
point of @ and B is any ball centered on wg, we have: 
(19) [H(wo)/“~ 6 c 
f 
IW”2dC2 
B 
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(20) 
(21) 
(22) 
6 (dia;Bj,,2 + C f I~d1’2dL2 
B 
C 
’ (diam B)ri2 
+ C f ]FB]“2d(w, K)“4d(w, K)-“4dlC2 B 
114 3/4 
< 
(dia:B) t/2 ’ ’ (f ]FB12d(w, K)dC2 B 1 (f d(w, K)-‘13 dL2 B i 
(23) 
C 
’ (diam B)t/2 ’ 
Therefore H(wu) = 0 and H = 0. Note that for (20), we used the Energy estimate of Lemma 7, 
for (22), we used Holder’s inequality and for (23) we used the following facts: 
- K is known to be uniformly rectifiable and hence satisfies the USFE (Usual Square 
Functions Estimates, see [7], Definition 1.2.35 and Theorem 1.2.41), namely that for any 
ball B, 
s 
]FB12(W)d(w, K)dC2(w) < CdiamB, 
B 
- K is Ahlfors-regular hence for any ball B, 
if 
3 
d(w, K)-‘13 dL’(w> 6 &. 
B 
4. The flat and star-flat cases 
We are now ready to prove the following propositions which give a first flavour of the main 
proposition of Section 7.2. 
First we need a lemma about the regularity of u up to the set K. We shall also use it in Sec- 
tion 7. 
LEMMA 24. - If (u, K) E MSG and 52 c R2\K is a cone with angle < 2n then u extends to 
a continuous function on 5. This function is C’ in a neighbourhood of any point x E aR which 
has a neighbourhood V such that V n K = kl or al2 n K f? V is a segment. 
Proo$ - Let us look at the case where 52 is a half-plane. The first part of the lemma is a 
consequence of Lemma 7 coupled with the argument of the Morrey imbedding theorem (see for 
example [IO]) which implies that there exists an absolute constant C such that for any zi and 
22 Ei7, 
lu(zd - dz2)j < ClZl - z2P2. 
The second part is a well known boundary regularity result for the Dirichlet problem with mixed 
Neumann and Dirichlet boundary conditions. 
In the case where 52 is a cone, one has only to check the continuity of u at the vertex: this can 
be handled by straightening the angle by a conformal map, we can use the same kind of argument 
as before and then go back to the angle: this does not introduce any discontinuity if the angle is 
<2X. 0 
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PROPOSITION 25. - I f  K E MS6 and K is contained in a line, then K is either empty, or 
the whole line or a half-line. 
Proo$ - Suppose that K is contained in a line, say II& and let us observe that K cannot 
be the union of two disjoint half-lines: indeed, if this were possible we could take K to be 
] - co, - 1] U [ 1, co[ because of the invariances of the problem. A simple computation using 
Theorem 13 shows that 
U2(w) = 
1 
7r(w2 - 1)’ 
This implies that 
w2(0, R) = ; 
s 
]Vu]2dC2+0 asR-+oo. 
WI, RI 
We can now use David’s theorem to infer that K has to be the whole line. Note, by the way, that it 
is possible to show directly and easily that K is not a minimizer. David’s theorem is really much 
too powerful for this simple example. 
In order to get the conclusion it remains to show that the set of holes in K, namely R\ K, is 
connected. Indeed, if IW\K is an interval, it cannot be bounded unless it is empty because of the 
previous observation: this leads to the fact that K is the whole line or it is empty or a half-line. 
Let us suppose EX\ K is not connected. By David’s theorem, we can find a nontrivial compact 
interval I contained in K whose extremities are in the closure of R\ K, 
Now, we observe that by Lemma 24, the function u can be extended to a continuous function 
U+ on the closed upper plane. Moreover, the function u + is differentiable on the interior of I, 
and for any v E Int(l), 
(24) 
s 
dx 
~ 
(x - VI2 
> 0. 
R\K 
We used the fact that for any w E @\Y& 
s dX”(z) =. Iw (z -w>2 . 
Now we have by Theorem 13 that on Iw\ K, U2 is real negative valued, so that on this set, U 
satisfies 
U(z) = --U(Z). 
By the analytic continuation principle, the same equality holds on c\ K; integrating, we get that 
u(z) + u(Z) is constant on @\K, so that u+ is constant on W\ K and in particular u has the same 
value on both ends of I. Rolle’s theorem and inequality (24) yield the contradiction. •I 
Remark 27. - The formula of Theorem 13 gives us that if K is a half-line, say II@, then 
U”(w) = $-& 
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so that taking a determination of fi on @\lR+ and integrating we get that 
u(w) = c f 
i 1 Re (6)’ 
which is the value of u appearing in the statement of Bonnet’s theorem. This is not a surprise: 
the computation of the factor m was already done by a curvature computation (see [ 151). 
PROPOSITION 28. - I f  K E MSG and if there exists an integer p > 2 and a closed subset 
Ko offrw+ such that 
P-1 
K= Uek%KKo 
k=O 
(such a set K is said to be a star-flat set), then K is either empty, or a line or a propeller: 
Let us just sketch the proof of this proposition, as the argument is very close to the one given 
for the previous proposition. 
In this case, a simple computation gives that for any w E C\ K, 
so that 
is positive on the interior of any interval contained in Ko whenever 3-1’(IW+\Ko) # 0. This 
implies, just as in the previous proof that Ko is either of the form [wu, +oo[ or of the form 
[0, wo] U [WI, +co[ . A direct computation shows that once again, 
wz(O, R) = f s IVu12 d12 -+ 0 as R -+ 00. 
R(0. R) 
Anticipating a little (see Remark 38), this shows that K can only be a line or a propeller. q 
Remark 29. - We strongly relied on the fact that Ko C JR+ when we said that U2 is positive 
on the interior of Ko. We will see later that our result remains true in a broader setting. However, 
this will use a more refined argument than this simple positivity remark. Notice also that the 
proof of the previous proposition works also when K is the union of two star-flat sets associated 
with Ko and KI = R+. This is because the contribution of the star-flat set associated to K1 in the 
integral defining U2 is zero. 
5. Bonnet’s compactness theorem 
We would like to introduce a notion of convergence in the set MSG very similar to the one 
used by Bonnet in [4]. Our task will be made easier by the fact that in the global case we are 
dealing with harmonic and holomorphic functions. 
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DEFINITION 30. -If K, is a sequence of closed subsets of C and K is a closed subset of C, 
we will say that K, tends to K locally in the Hausdorff sense if one of the following holds: 
- If K = 0, ,for any closed ball b C R2, there exists a number ng such that for any n 2 nB, 
K, I-’ B = 0. 
- I f  K # 0, for any open ball B such that K n B # 0, there exists a number ng such thatfor 
any n 3 ng, K, f? j # 0, moreover K,I II j -+ K fl8 in the Hausdoflsense. 
!f  (url3 K,) is a sequence in MSG, K is a closed subset of lR2 of locally$nite 7-1’ -measure, 
and u is a harmonic real valuedfunction defined on R2\K, we will say that (u,, K,) tends to 
(u, K) if K, tends to K locally in the Hausdo#sense and U, -+ U un@mly on any compact 
subset ofC:\K. 
We have 
THEOREM 31 (Bonnet [4], Theorem 2.2). - rf (u,. K,) E MS6 and (u,, K,) + (u, K) in 
the sense defined above then (u, K) E MSG. Moreover; there exists a subsequence (uk , Kk) such 
thatfor any ball B, 
s ]Z4k12dL2 + s ]U12dC2 and ‘?f’(KkflB)-+ti’(KnB). 
B B 
Here is a rough idea of the proof: if B is a fixed closed ball centered on K, we have the 
inequalities: 
s 
]U12 dC2 < liminf 
J 
]U, I2 dC2. and ‘H’(K n S) < liminf%‘(K, n B). 
B B 
The first is simply Fatou’s lemma whereas the second (which is false for general sequences of 
closed sets) is due to the Dal Maso, Morel, Solimini’s Concentration Property which is satisfied 
with a universal constant by any K E MSG. (See [ 141, Definition 0.9 and Lemma 0.10.) 
Now suppose that (u, K) is not in MSG, then by definition there are a comparison ball B and 
an admissible competitor (u, L) for (u, K) with strictly less energy inside 2B than has (u, K). 
Now we just have to modify (u, L) a bit so that it becomes an admissible competitor for (u,, K,) 
provided rz is large enough. The inequalities then show that (II, L)‘s energy in 2B is strictly less 
than that of (u,,, Kn) and this is a contradiction. The reader should have a look at [4] to see 
how the modification of (u, L) works, and notice that it is possible to show that the modified L 
constructed in this way satisfies the topological condition we imposed on a closed set to be an 
admissible competitor for K,, (see [ 131 for more on this). 
Now if one of the two above inequalities was strict for some ball B, we are able to do the same 
construction, but using (u, K) instead of (u, L). Doing so, we can get an admissible competitor 
for (u,, K,) which strictly decreases the energy in the ball 2 B. This is still a contradiction. 
THEOREM 32 (Bonnet [4], Theorem 2.3). - From any sequence (u,, K,I) E MSG one can 
extract a converging subsequence in the sense defined above. 
This is easy with the detinition of convergence we gave, classical compactness theorems and 
some use of the Cantor diagonal process. Blaschke’s selection theorem ensures that we can find a 
subsequence K, which tends to some closed set K locally in the Hausdorff sense (see [9]), now 
Lemma 7 insures that on a compact subset of C\K, IA,, is uniformly bounded, so that Montel’s 
property enables us to find a subsequence of U,, converging on each compact subset of C\ K to a 
holomorphic function. This function is the derivative of a holomorphic function on C\ K because 
each & satisfies this property by Lemma 5 and the subsequent remark. 
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DEFINITION 33. - If(u, K) E MSG and x0 E K, we will call an element (v, L) oj’M,SG a 
blow-up of (u, K) at x0 if there exists a sequence of homotheties h, of center x0 und ratio r,, 
tending to CC such thut 
We will say that (tl, L) is cl blow-down of (u. K) at x0 ifthe sume condition as above is sutisjied 
with ratios tending to 0. 
Remurk 34. -With this definition and with the previous theorems, at least one blow-up and 
one blow-down always exist at each point xn E K. It is important to notice that the possibility of 
having many different blow-up and blow-down has not been ruled out. 
6. High and low energy points 
According to Bonnet’s Theorem 2, the main problem we must handle is the disconnectedness 
of the set K. However, according to David’s Theorem 12, there are situations where we are 
able to draw conclusions about the local connectedness of the set K. We try here to give some 
characterization of the points of K which can break the connectedness. We will see that this set of 
points enjoys the nice property of being stable under the notion of convergence we described in 
Section 5, as well as the natural but important fact that if there is at most one such “connectedness 
breaker” then the set K is connected. This is the key notion that will enable us to go from a 
rigid situation such as the one described in Section 4 to a softer situation by using compactness 
arguments as in Section 8. 
6.1. An e-regularity result 
PROPOSITION 35. - There exist constants FI > 0 und 0 < n < 1 such that if K E MSG then 
for uny x E K, one ofthe,following holds: 
- there exists u radius t > 0 such thut w~(x, t) c ~1, in which cuse: 
l K n B(x. qt) is u nice curve or spider und 
0 lim supI+t) cc~(.r, I) = 0. 
- ,fi~rnny t r 0, w2(.r. I) 3 cl. 
Proof - Let us tirst remark that: 
Remark 36. - It is known that if u is locally constant on C\ K (which is equivalent to U’ = 0) 
then K is empty, or a line, or a propeller. 
This implies: 
PROPOSITION 37. - There exists an absolute constant 0 < no < 1 such that 4fU’ = 0 in some 
ball B centered on K, then K n no B = L n no B where L is a line or a propeller (perhaps not 
centered on the center of B). 
ProofI - Because of the length minimizing property of K inside B, K f’ B is made up of line 
segments which meet in propeller-like configurations: it should readily be seen that the centers 
of two of these propellers cannot be too close. However, here is an argument close in spirit to 
those that will be used very soon: let us suppose that the proposition is false: we are then able 
to find a sequence (u,,, K,,) E MSG such that ZJ,: = 0 in some ball B,, and there are at least to 
distinct points in K,, n i B,, that are centers of propellers. Let us translate and rescale so that these 
points are - 1 and + 1 in @. Up to a subsequence, the resealed sequence tends to (u, K) E MSG’, 
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- 1 and + 1 belong to K and the density of K at these points is at least i because of Theorem 
31. But U2 = 0 on C\K so that K is either a line, a half-line or a propeller and this is the 
contradiction. q 
Proposition 35 is essentially a restatement of David’s Theorem 12 combined with the same 
compactness technique described above. Suppose the result is false so that there exists a sequence 
(u,, K,) E MSG, a point x, and a radius tn such that w~(u,~, x,,, t,,) < l/n and the conclusion 
does not hold. Resealing, we can suppose that x, = 0 and tn = 1 and we can suppose that 
(u,, K,) -+ (u, K). Now we can observe that 
o.Q(u,O, 1)= 
I 
lVu[* dC2 = 0. 
B(i). I) 
so that, by Proposition 37, in the ball noB, K is a line or a propeller. If K is a line or if the 
center of the propeller is at distance more than no/20 then K fl B’ is a line segment where 
B’ = B(x, n0/40), so that for large values of n, K, is arbitrarily near a line and w’(u,, B’) is 
arbitrarily small, David’s theorem then implies that K, is a smooth curve in a neighbourhood of 
x and this is a contradiction. 
If the center x,, of the propeller is at distance less than n0/20, we will have that in the ball 
B’ = B(x,, 3qu/20), for large values of n, K, is arbitrarily near a propeller and w’ (u,, B’) is 
arbitrarily small. David’s theorem then implies that K, is a nice spider in a neighbourhood of x 
and this is a contradiction. 
Now we only have to remark that if K n B(x, at) is a smooth curve or a smooth spider 
then lims~p,,~‘~(x, t) = 0. Indeed, in these cases, we know that Vu is a bounded function 
in K f’ B(x, nt/2). [3 
Remark 38. - The previous proposition coupled with Bonnet’s Theorem 2 shows that if a 
blow-down of (u, K) at some point is empty or a line or a propeller, then K is itself empty or a 
line or a propeller and u is locally constant. 
DEFINITION 39. - Jf x satisfies the,first of the alternatives of Proposition 35, we will say that 
x is a low energy point of K, whereas if it satisfies the second alternative we will say that that x 
is a high energy point of K. 
We set L to be the .set qf low energy points of K and H to be the set of high energy points qf 
K. 
Clearly, we have that H is a closed subset of K and that, after changing the value of E’ to a 
smaller value, there exists a constant C > 0 such that for any x E K, 
sup{t > 0, w~(x, t) <q} < Cd(x, H). 
Remark that a differentiation argument gives that ‘H’ (H) = 0. This is also contained in the almost 
everywhere regularity theorems for K. 
The set H behaves well with the notion of convergence we introduced in Section 5. This is the 
meaning of the following proposition. 
PROPOSITION 40. - !f a sequence K, E MSG tends to K and if x E H,, for all n then x E H. 
More generally, if H,, -+ Ho0 locally in the Hausdorfsense, then Ho0 c H. 
Prooj - Suppose that x E H,\H. Then there exists t > 0 such that w~(u, x, t) < &‘/lo. As 
w~(u~,x, t) + ol(u,x, t), we have that for sufficiently large n, w2(un,x, t) < ~‘/10. Now, we 
TOME78- 1999%N”4 
FLATNESSANDFINITENESSINTHEMUMFORD-SHAHPROBLEM 447 
can find an n and a point x, E H,, such that Ix -x,1 < t/10, so that w~(u,,, x,,, t/2) < ~1, hence 
x, 4 H,, and this is a contradiction. q 
We will use the next two propositions in Section 7. .We state them here only to illustrate the 
strength of the compactness theorem when applied with the set H in mind. 
PROPOSITION 41. - If K E MSG and H ,is not empty then H cannot be invariant by a 
nontrivial translation. 
Proof - If there was such a K, then, looking at a blow-down l? of K, Proposition 40 gives 
that the corresponding I’? contains a line. However, we have that 7-1’ (H) = 0 and this is a 
contradiction. q 
PROPOSITION 42. - There exists a finite set A of angles which are rational multiples of n 
such that if cr $ A and K E MS4 then either H contains at most one point, or H is not invariant 
under a rotation by CY. 
Proof - Suppose first that we are given an angle a! which is an irrational multiple of n and 
K E MSG such that H contains at least two points and H is invariant under a rotation by o: 
the orbit, under the rotation by (.y, of one of these two points has to be dense in a circle. As H is 
closed, H contains this circle and this is not possible since ‘H’ (H) = 0. To show the proposition, 
it now suffices to show that it is not possible to find a sequence IX, of angles going to 0 and a 
sequence K, E MSG such that H,, is invariant by a rotation of angle on and H,, contains at least 
two points. Suppose there is one such sequence. Renormalize in order to have the center of the 
rotation at 0 and one point of H, at 1. We can suppose that K, -+ K and H,, + Ho0 c H locally 
in the Hausdorff sense. We have that H, contains a sequence of points on the unit circle which 
become denser and denser as n goes to infinity so that, in the limit, H, and hence H contains 
the full unit circle. This is a contradiction. q 
6.2. The configuration of high energy points and the standard conclusion 
It should be clear that if K satisfies the conclusion of Theorem 2 then the set H contains at 
most one point. We begin by proving the converse, namely: 
PROPOSITION 43. - [f K E MSG and if H contains at most one point then K is empty, or a 
line, or a propeller or a half-line. 
Proof - We first show that K can only have a finite number of connected components and that 
none of them can be bounded. We are then able to reduce to Bonnet’s Theorem 2. 
Let us consider the set G of simple arclength parameterizations of subsets of K, that is, the 
set of couples (I, y) such that I is an interval (neither empty nor reduced to a point) of Iw and 
y is an injective Lipschitz function from I into K c @ such that l~‘l = 1 a.e. on I. As we may 
suppose that K is not empty, and because of the fact that there exists at least one point of K in 
a neighbourhood of which K is a smooth simple curve (recall David’s Theorem 12), 6 is not 
empty. 
We can now consider the following order relation on 6 defined by (la, ~0) < (It, ~1) if lo c It 
and yt is an extension of yn. This is an inductive order and Zorn’s lemma allows us to consider 
the non-empty set !&,, of maximal elements of 6. 
For each (1, v) E G,,,, we have that I = R or I = [a, +oo[ or I =I---co, a] for some a E IR, 
moreover, in these two last cases, ~(a) E H. 
Indeed, suppose I has a finite end a, because y is 1 -Lipschitz, the limit x0 = lim,,, y(t) 
exists and belongs to K because K is closed. 
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If a $ I, xu $ y(Z) because this would mean that K contains a closed simple loop. This is 
not possible as we know that @\K does not have any bounded connected component (see [4], 
Lemma 4.8). The maximality of (I, v) is violated by putting I = Z U {a) and extending y to f 
by setting y(a) = x0. We conclude that a E 1. 
Now, if v(a) +! H, it is in L and this would contradict maximality as we know that in some 
neighbourhood of any point of L, K is a nice simple curve or simple spider and this allows to 
extend I and y without destroying the injectivity condition. 
As H contains at most one point, the nonexistence of closed loops contained in K shows that 
an interval Z cannot have two finite ends. 
This shows that if H is empty, then any connected component K of K is such that for any ball 
B centered on K, 
(44) 
liminf@(~ nrB) > 2 
/ . 
We have then, because of Lemma 7 (observe that 2n c 6.5!), that K has at most three connected 
components. 
Fixing a point xn on K, we have that any blow-down of K at xn is connected and not empty. 
Bonnet’s Theorem 2 gives that such a blow-down is either a line, a propeller or a half-line. 
In the first two cases, we can apply David’s Theorem 12 to a very large ball B(x, t) such that 
w2 (x. I) -C E and K fl B(x, t) is very close to a line or a propeller, to get that K has only one 
connected component. Bonnet’s Theorem 2 gives the conclusion. 
In the last case, let us observe that the fact that a blow-down is a half-line means that K cannot 
have an unbounded component satisfying inequality (44). This is because of Theorem 3 1. 
In the case where H contains a single point, say x0, we have that all but one connected 
component of K satisfy inequality (44), so that K has at most 4 connected components, all 
of which are unbounded. 
Looking at a blow-down of K at xn, which has to be a half-line because it is connected and 
has at least one high energy point, gives that K cannot have a component satisfying inequality 
(44): K has only one connected component and K has to be a half-line. •I 
We end this section by a proposition based on a forthcoming paper of A. Bonnet and G. David 
[51. We have already seen that if a blow-down of a set K E J!~SG is either a line or a propeller 
then the set itself is a line or a propeller. It happens (and it is one result of the aforementioned 
forthcoming paper) that the same phenomenon is true if the blow-down is a half-line: in this case 
the set itself has to be a half-line. 
PROPOSITION 45. - rf’K E MSG and H is bounded then H contains ut most one point and 
K is either emptv, a line, u propeller or a half-line. 
Proqf - If H is bounded and contains at least one point, we may suppose that 0 E H c B(0, I), 
the previous argument gives that any bounded connected component of K intersects with B(0, 1). 
Now if we take a blow-down of K at 0, it is connected and has at least one high energy point, 
so that by Bonnet’s theorem it is a half-line. This implies that K is itself a half-line and that H 
contains exactly one point. 0 
7. The almost everywhere flat case 
We are now ready to extend the two propositions of Section 4 and thus describe the situation 
when we know that K is made up of line segments. We will use compactness in the next section 
to relax this strong flatness hypothesis to a quantified uniform rectifiability hypothesis. 
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PROPOSITION 46. - I f  K E MSS and ifthere exists afamily V of lines such that ‘H1(K\ U 
23) = 0 and for any D E 23, 7-l’ (D fI K) > 0, then K is either empty, a line, or a propellel; or a 
half-line. 
.The proof is in two steps: in the first step, we observe that the flatness hypothesis implies the 
existence of many symmetries for the set H which allows us to describe the set K very precisely. 
K has to be made of two star-flat sets with the same center and angle, as described in Proposition 
28. As was noted in the proof of this proposition, we cannot use the same argument in this case, 
mainly because we cannot ensure that the function U2 is strictly positive on K. However, as we 
will see in the second step, a Bonnet type monotonicity formula holds and this will enable us to 
conclude the result. 
7.1. Flatness and symmetries 
We know by David’s Theorem 12 and the preceding remarks that for 8’ -almost all x E K, 
there exists a neighbourhood of x where K is a C2 curve. Let us look at such an X; the curvature 
of the curve at x can only be zero for if it was positive, it would be positive in a neighbourhood 
of n and we would not be able to cover almost all of K with only a countable number of lines. 
It means that this C’ curve is a segment that we call IX; by possibly taking a shorter interval, 
one can suppose that I, is an open segment. Taking the union Z of all such segments, we get an 
open subset of K which covers almost all of K (that is 7-t’ (K \Z) = 0 ). Now, we claim that K \Z 
is a closed subset of @ and that U2 is a holomorphic function on C\(K\Z). This is because of 
Theorem 13 which implies that U2 extends holomorphically across each segment contained in 
K. Indeed, if I = [WO. WI] is such a segment, we have 
s d??‘(z) 1 d7-t’ (z) ~ -- ___ K\, (2 - WI2 2lT s , (z - w>2 
I s d?Y’(z) 1 IWI - WOI =-- ~-- 2rr (z - WI2 2n (Wl - w)(wo - w)’ 
K\I 
which is clearly holomorphic across I. 
Moreover, consider one of the segment and the line D E V which contains it, if r E S’ 
is the direction of D and SD is the orthogonal symmetry with axis D, we have that for any 
w E @\(K\Z) such that SD(W) E @\(K\Z), 
(47) t’iP(w) = S2U2(S~(W)). 
This is due to the fact that au/an = 0 on such a segment because of Lemma 5. It implies that 
the equality is true on the segment, and the analytic continuation principle implies that this is 
true on the whole connected domain of definition of the equality. (Remark that UDED sg (K \Z) 
cannot disconnect @ as its Xl-measure is zero because it is a countable union of 3-1’-null sets.) 
Now this equality is valid for fZ2-almost all w E Q: and this implies that the set H is invariant 
with respect to any symmetry SD with D E D. 
If there were 2 parallel lines or 3 lines in D not meeting at a single point it would imply 
(by composing the symmetries with respect to those lines) that H is invariant with respect to 
a nontrivial translation. We have seen in Proposition 41 that this is not possible. Therefore, we 
have that all the lines D E ZJ go through a single point which can be taken as 0. 
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If we suppose now that H contains at least two distinct points, by composing two symmetries 
with axes DO and Dt we get a rotation with angle 2( D-1 ). Proposition 42 states that this angle 
can only take a finite number of values, all of them being rational multiples of n. 
We have now that K is contained in a finite number of lines, all of them meeting at 0. 
More generally, let us consider D’, the set of lines D such that for any w belonging to a 
nontrivial segment in D, r being the direction of D, Eq. (47) is satisfied. Observe that V c 23’ 
and that the argument we have just given for lines in D works in exactly the same way for lines 
in VD/. 
Let us now take a couple (Do, 01) of lines in V’ with minimal angle. This angle has to be of the 
form r/p with p an integer 3 2. (Note that we can restrict ourselves to looking only at unoriented 
line angles with values between 0 and n/2, because the problem is invariant under similarities 
and anti-similarities.) Indeed, observe first that the set D’ is invariant under any symmetry with 
axis in D’, we can then look at the successive images under the rotation of angle (II = (Dzj) 
of the small arc of circle (with length an) delimited by the two lines Do and D1 . These arcs are 
delimited by lines in 2)’ and by minimality, two of these arcs are either essentially disjoint or 
equal, Their union is the whole unit circle so that there are only a finite even number 2p of them 
(the set of arcs is invariant under the symmetry of axis Do). Now observe that 2posr = 2n to get 
the claim on the angle. 
Moreover, we have that any line satisfying (47) is of type e 
2kiE 
p DO or e2kf D1 since these 
lines satisfy (47) and if there was another one, it would be strictly between two of them thus 
contradicting the minimality of the angle. 
Now, let us suppose that Do = R and Dt = e:R. Setting Ko = K I- R+ and e% K1 = 
K I? e $ R+, it is easy to see, because of the invariance with respect to the symmetries SD, that 
P-l p-1 
K = u e2k$ K. ” u e(2k+1)7 K,. 
k=O k=O 
The aim of the next section is to show that it is not possible to have this situation when H 
contains more than 2 points. 
7.2. The 2-star flat case 
PROPOSITION 48. - Let K E MSG and suppose that there exists a positive integer p and 
two closed subsets ojX+, Ko and KI such that 
/‘-I P-1 
K = u e2k:Ko” u e(2k+l)FKl; 
k=O k=O 
then K is either empo, or a line, or a propellel; or a half-line. 
Remark 49. - In Section 4, we called a closed set which can be written as 
P-l 
U e2kFKo, 
k=O 
TOME78-1999-No4 
FLATNESS AND FINITENESS IN THE MUMFORD-SHAH PROBLEM 451 
with Kt) c Iw+, a star set. The full star associated with it is 
We call a closed set which can be written as 
p-l P-1 
U 
2k” e p KoU U e(2k+l)E I’ Kl, 
k=O k=O 
with KO c Iw+ and K t c Iw+, a 2-star set. 
Prooj: - Let us suppose K is of the given form and that H contains at least two distinct points 
(which is equivalent to the fact that K is not one of the figures of the conclusion because of 
Proposition 43). 
We have that p > 2 because of Proposition 25 and we note that neither KO nor K] can be lR+ 
or empty because of Proposition 28 and Remark 29. The same proposition gives that Ko # KI 
We can now give a more precise description of the structure of the sets Ko and KI . 
Observe first that a blow-down at 0 of such a set K cannot be one of our usual candidates: 
it cannot be a line or a propeller because that would mean that K itself is one of these (see 
Remark 38); it cannot be a half-line because a blow-down at 0 should keep the symmetries u and 
K have, which a half-line doesn’t have. 
Observe also that each low energy point of K belongs to the interior of a segment contained 
in K, whereas each high energy point of K (except 0) is an end of such a segment. Indeed, a 
compactness argument using Proposition 25 gives that there exists a number E > 0 such that if u 
and b are two high energy points on the same branch of the star, a being closest to zero, we have 
If this were not the case, we could find sequences a,, b, belonging to one branch of K such that 
la, - b, I < A la, I. Resealing, we can suppose that a, = 1 and 6, = 2 and we observe that, up to 
a subsequence, the sets K, tend locally in the Hausdorff sense to a subset of R. (The center of 
the star escapes to infinity.) We are then able to get a set in MSG contained in a line and having 
2 distinct high energy points: this is a contradiction. 
We claim now that on every branch of the star there is an unbounded sequence of high energy 
points: this is because any blow-down at 0 must have high energy points on every branch of the 
star because it is not allowed to be a line nor a propeller. 
We then have segments and holes between segments alternating up to infinity: the last step 
before starting the real interesting work is to show that in fact a hole following a segment 
must have roughly the same size as the segment. This is still true because of the compactness 
property: if we were able to hnd a sequence of segments with the following hole becoming 
larger and larger when compared to the segment, by resealing, we would find a 2-star set in 
the limit with one of the stars bounded: we have seen this is not possible (see Fig. 2). The 
other situation is impossible as well because we would get in the limit a 2-star set with a least 
one star having half-lines as end segments, thus contradicting the unboundedness of the set of 
high energy points on each branch of the star. Just as in the proof of Proposition 25, using the 
symmetry property of U’, we get that the function u is constant on JR+\Ko and is constant on 
e? (R+\KI). 
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Fig. 2. These two situations cannot arise because there is a blow-down of the set which is either a 2-star 
with an empty branch or a 2-star with a full branch. 
If we look at a blow-down of K at 0, we know that the resulting set, which we call I?, is still 
made up of geometric segments and holes alternating but this time the holes are accumulating at 
0 (see figure): in this case the constant values of G in holes associated to each branch are all equal 
and we can take them to be 0. Remark to get this conclusion that on the closed cone delimited 
by pS+ and e’FIW+, U is continuous up to the boundary and in particular is continuous at 0 by 
Lemma 24. 
A consequence of this choice for U is that 11 is odd with respect to the symmetries of axes DO 
and DI. 
We are now ready to use and prove a monotonicity formula on the same style as the one used 
in [4] (see Fig. 3). 
PROPOSITION 50. - If I? is ofthe vpe describedabove then: 
- the,function 
R t+ +O. R) = $ 
s 
IVG(‘dl* 
B(0. R) 
is nondecreasing on euch interval qflw+\(l?~ n f?j ); 
- the function 
R t+ ~(0. R) = f 
s 
IVi#dL’ 
B(0. R) 
is nondecreasing on each interval of I?” n I? 1. 
Taking this proposition for granted, let us finish now the proof of Proposition 46. 
If we take a blow-down I? of l? at 0, which is still of the same type (see Fig. 3), then, because 
of the last proposition, if ii is a function associated with j?, we have that 
R H ~(0, R) = ; 
I 
)Vu)*dG’ 
B(i). R) 
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- - - K. 
/ I \ 
I 
I 
Fig. 3. A 2-star flat set, each branch of which is made up of a geometric sequence of segments and holes 
accumulating at 0 and at co. In a neighbourhood of RI, awz(O, R) is nondecreasing; in a neighbourhood 
of R2, w2(0. R) is nondecreasing. 
is a constant function. That same proposition applied to K then shows that Ku n T?I = IIt+ so 
that K(I = Kt = IWf and G2 = 0. As K is a blow-down of K, this implies that a2 = 0 so that K 
is either a line or a propeller (see Remark 36). As K is a blow-down of K, this implies that K 
itself is a line or a propeller (see Remark 38 ). q 
We end this section with the proof of Proposition 50. First let us work with K, ~1, . . . instead 
ofK,l?..... 
For-n=1 or2,wehavethatonPS+\(aK(jUaKt), 
&(; f ,V~,idfZ2)=$+ 1 IVu12dlFI’-n 1 ,Vu,‘dL2). 
B(O,R) dB(0.R) B(O,R) 
Observe that we have only to prove that. in each case, the right hand side of this equality is 
nonnegative. because a Ku U a K1 is accumulating only at 0 and 
RH 
s 
IVu12dL’ 
B(0. R) 
is continuous on IW+. 
In the first case, IZ = 2 and R belongs to an interval of rW+\(Ko n KI). We shall give the same 
argument used in [4]. Let us suppose that R 4 Ko, the case when R $ KI being exactly the same. 
Let us observe that R being in KI or not, if A(R) is the arc with center 0, radius R, length % R, 
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and linking Re -in/P to R&a/P, then 
U= 
f 
ud3-I’ =O. 
A(R) 
This is because u is odd with respect to the symmetry of axis Iw 
Let us write S(R) for the sector corresponding to A(R). 
Then we have that 
R 
s 
]Vu12d7$ - 2 
s 
IVu12 dC2 
A(R) S(R) 
(51) = R 
s 
IVul’dlFt’ - 2 
s 
u:dE’ 
A(R) A(R) 
(52) 
(53) 
(54) 3 0. 
For (51), we used the fact that u(au/an) = 0 on both edges of the sector and Stokes theorem. 
For (52) we used Cauchy’s inequality and for (54) we used Wirtinger’s inequality just as in [4], 
noting that the function u is continuous on A(R) and that the length of A(R) is less than rr R. 
We can now use the symmetry of the function u to get the desired inequality on the whole ball. 
In the second case, we cannot do the same thing, mainly because we cannot directly get a good 
enough control on the mean value of u on arcs. But it is time to use the representation formula. 
Recall that we have 
s 
d7t’ (z) ~ 
K’ (z - WI2 ’ 
where K“ is the complementary set of K in the star, that is, 
P-’ /?-I 
K” = U e2k?(R+\K()) U U e(2k+‘)?(&j.W+\Kl). 
k =o k=O 
Suppose now that R E Ko n K’ , then we have that 
R 
.I 
]Vu12d’FI’ = ; 
si I 
g 2dH1+~‘(K’nB(0,R)). 
ilR(O. R) i)B(O. R) 
This is because a simple residue computation gives that 
1 
s 
1 
ii 
U2(w)w2 d’H’(w) = T 
1 s 
U2(w)wdw = T-l’(K” c-7 B(0, R)), 
i3B(O. R) tiB(0.R) 
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and because 
Re f 
( s 
&@)w2d@(w)) =R 1 l;~‘dtit -R 1 l$$i2dH1. 
aB(0.R) aB(0.R) aB(0.R) 
We have now that 
R 
.I 
lVu/*d’Ft’ - 
s 
lVu1*dL2 
iJ B(0. R) B(0.R) 
2 
4 I R 
; ‘d7?+2pR- 
( 
Tf’(KfIB(O,R))+ /- ,Vu,2dL2) 
i)B(O,R) B(O,R) 
3 0. 
This last inequality is a consequence of the minimizing property of the elements of MSG. To 
see this, we can just compare (u, K) with (u, L) where L is obtained from K by replacing the 
part of K in the ball B(0, R) by the full star of length 2pR and u is the solution of the mixed 
Neumann-Dirichlet minimisation problem in B(0, R)\L, with boundary value u on aB(O, R). It 
is not difficult to show that 
s 1 2 lVv12 dL2 < - R si I $ d?-t’. 
B(0.R) aB(0.R) 
8. Compactness and nearly flat cases 
We are now ready to prove the main theorems of this paper. There will always be two versions 
of a theorem, one which is global, with global hypotheses and global conclusions, the other, 
which is merely a corollary of the global one. which states local results under local assumptions. 
It is important to understand that if we want the local results to be true for the classical MS 
problem, there is some extra work to do. Indeed, these local results will be deduced from 
the corresponding global theorem by a compactness argument. However, as the method works 
essentially by counting the number of high energy points, it may happen that for a solution of 
the classical MS problem, there are many small, smooth and closed connected components of K 
lying around a high energy point. These do not carry any high energy points and therefore cannot 
be counted that way. We need some special argument here to be able to say that such a situation 
is impossible in the classical MS problem. 
This situation cannot arise in the global MS problem, as we have already seen in the proof of 
Proposition 43. 
If the reader wants more local smoothness results, he should compare the conclusions of 
Corollaries 58 and 60 with the hypothesis of [4], Proposition 5.3 and Theorem 6.1. 
We first need a definition. 
DEFINITION 55. - Let M > 0 and 0 > 0. Let E be an Ahlfors-regular subset of IF!?. 
- We will say that E satisfies the (M, Q)-BPLG condition iffor any ball B centered on E, 
there e.uists an M-Lipschitz graph r~ such that 
(56) ‘FI’(BnEnrg)>t)diamB. 
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- rf’ Bo is an open ball centered on E, then we will say that E satis$es the (M, O)-BPLG 
condition with respect to Bo, iffor any ball B centered on E such that 2B c Bo there exists 
an M-Lipschitz graph r~ such that (56) is fuljilled. 
A stronger version of the David-Semmes Theorem 10 (see [S]) states that if K E MSG, then 
there are universal constants M > 0 and 8 > 0 such that K satisfies the (M, 8)-BPLG condition. 
It is known that for a fixed couple (M, B), the class of the Ahlfors-regular sets satisfying 
the (M, 8)-BPLG condition is closed under translations, rotations, dilations, and limits in the 
Hausdorff local sense just as our class of sets MSG is. 
We have 
PROPOSITION 57. - For each 0 > 0, there exists a constant Me > 0 such that if K E MS6 
and K satisjies the (MO, #)-BPLG condition then K is either empq, or a line, or a propellee or 
a ha(f-line. 
Proo$ - As always, we argue by contradiction: let 0 > 0 be fixed. Suppose there exists a 
sequence K, E MS&T, satisfying the (l/n, 0)-BPLG condition and such that the corresponding 
H, contains more than 2 distinct points. We can always rescale so that 0 and 1 belong to H,, and 
up to a subsequence we may suppose that K,, -+ K locally in the Hausdorff sense. It should 
be clear that this set K has at least 2 points of high energy and satisfies the hypotheses of 
Proposition 46. This is a contradiction. 
To see that K satisfies the hypotheses of Proposition 46, it suffices to remark that K satisfies 
the (1 /n, H)-BPLG condition for all integer n because this condition is kept under taking limits 
in the Hausdorff sense. This implies, by the same arguments as the ones used in the proof of the 
closedness of the BPLG condition with respect to Hausdorff limits, that K satisfies the (0, Q)- 
BPLG condition which is stronger than the hypotheses of Proposition 46. q 
Here is the associated local corollary. 
COROLLARY 58. - For each 8 > 0, there exists a constant 1 > ~0 z- 0 such that ifK E MS6 
and Bo is u ball with center x0 E K such that K satisfies the (MO, t?)-BPLG condition with 
respect to Bo, then: 
(i) ifx E Bn n K then all the blow-ups oj’K at x are lines or all of them are propellers or all 
of them are half-lines. 
(ii) ~0 BO f’ H contains at most one point. 
(iii) ~0 Bo I? K = ‘10 BO I’T K,~, where ,qXO is the connected component of K containing x0. 
ProojI -For (i), it is clear that any blow-up of K at any point x E K n Bo satisfies the 
hypotheses of Proposition 57, so that it has to be a line, a propeller or a half-line. The argument 
of 141, Proposition 5.2 and Lemma 4.6 based on the different densities of these figures at x gives 
the conclusion. 
For (ii), let us suppose that for each integer n there exists K, E MSG and a ball B, such 
that K,* satisfies the (Me, B)-BPLG condition with respect to B, but H,, n A 8, contains at least 
two distinct points. Renormalize so that these two points are 0 and 1. Up to a subsequence, K, 
converges to K E MSS and 0 and 1 are high energy points for K. The contradiction is that K 
satisfies the hypotheses of the previous theorem. 
For (iii), set rg to be the radius of Bo. We first observe that, just as in the proof of Propo- 
sition 43, and because of (ii), there is no connected component of K contained in v@Bo: more 
precisely, for each 0 < p < 1, if K is a connected component of K intersecting p y Bo and K 
does not contain the only possible high energy point of K in 90 Bo, then K intersects i3( y Bu) at 
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least twice, so that 
7-qKn’ilBo) ,z(f(I -g,,. 
whereas if K is the connected component of K intersecting /.L !$- Bu which contains the only possi- 
ble high energy point of K in 70 Bu (if there is one) then K intersects a( y Bu) at least once, so that 
7-qKrqBO) 3 *(p -d>,,. 
Let us first show that there is a universal constant 1 > ~0 > 0 such that if K E MSG, x E H, 
r z 0 and K satisfies the (MO, 0)-BPLG condition with respect to B(x. r) then if K.~ is the 
connected component of K containing x then 
K n B(x, pow) = ktr f-3 B(x, wow). 
If this is not true, by resealing we can construct a sequence K, E MS6 such that 0 E H,,, K, 
satisfies the (Me, 8)-BPLG condition with respect to $B(O, l), B(0, 1) intersects at least two 
connected components of K, and, up to a subsequence, we may suppose that K, -+ K E MSG 
and H, --+ Ho0 c H. 
On the one hand, K satisfies the (MO, 19)-BPLG condition, thus K is either a line, or a 
propeller, or a half-line. It is a half-line because 0 E Hoe. 
On the other hand, as B(0, 1) intersects at least two connected components of each K,*, we 
have that for any R > 1, 
lim sup 
3-t’(K, n B(O, RI) > 3 
n--tea R-l ” 
so that, for any R > 1, ‘H’(K n B(0, R)) 3 3(R - 1). This is a contradiction. 
Now suppose that the conclusion of (iii) does not hold. As before, we are able to find a se- 
quence K, E MSG such that K, satisfies an (MB, 8)-BPLG condition with respect to $B(O, l), 
B(0, 1) intersects at least two connected components of K, and H, rl po&B(O, 1) = 63. 
On the one hand, this implies that for any R > 1, 
lim sup 
7-t’ (K, n B(0. R)) > 4 
n i DC) R-l ” 
so that, for any R > 1, ‘7f’(K n B(0, R)) 3 4(R - 1). 
On the other hand, K satisfies the (MQ, 8)-BPLG condition hence K is either a line, or a 
propeller or a half-line. This a contradiction. c 
Using the same method, we can give slightly more general results where we do not ask for the 
set K itself to satisfy the BPLG condition but rather we ask that K not to be that far away from 
a BPLG set. However, these are based on the result in the forthcoming paper of A. Bonnet and 
G. David [ 5 1 which we already alluded to before Proposition 45. 
THEOREM 59. - For any C > 0 and 8 > 0, there exist A4 > 0 and E > 0 such thatfor any 
K E MSG, if there exists a C-Ah&m regular set r satisfying an (M. O)-BPLG condition, a 
number d > 0 such that for any x E K, 
d(x,r) <d+&d(x,O), 
then K is a either empty, or a line, or a propeller or a half-line. 
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Fig. 4. Corollary 60 implies that if K f’ B is contained in the shaded region, which is supposed to be 
sufficiently thin, then K is either a smooth arc, or a smooth spider, or a crack-tip near the center of the ball. 
(Compare with Fig. 1.) 
Proo$ - Let us remark first that it is enough to prove the theorem for those K E MSG such that 
0 E H. Indeed, if H is empty, we are done and if H is not empty and K satisfies the hypotheses 
we can always translate K in order to get 0 E H thus getting a set which satisfies the same 
hypotheses. 
Let C > 0 and Q > 0 be two constants. We first observe that by the argument of Proposition 57, 
there exists a number M > 0 such that whenever K E MSG and K is contained in a C-Ahlfors- 
regular set r satisfying the (M, 8)-BPLG condition, then K is either empty, or a line, or a 
half-line, or a propeller. If H is not empty such a K is a half-line. 
We first look at the case d = 0. Suppose that the conclusion is not true, so that we are able 
to find a sequence K, E MSG and a sequence r, of C-Ahlfors-regular sets satisfying the 
(M. B)-BPLG condition, such that K,, has at least 2 high energy points, which, after suitable 
renormalization, can be taken as 0 and 1, and such that for any x E K,, d(x, r,) < A d(x. 0). 
The reader may have guessed that we can suppose that K, + K E MSG and r,* -+ r locally 
in the Hausdorff sense so that K c r, r is a C-Ahlfors regular set satisfying the (M, H)-BPLG 
condition and K has at least 2 high energy points. This is again the contradiction. 
The case d > 0 uses the same argument as the proof of Proposition 45. If we look at a blow- 
down at 0 of a set K satisfying the hypotheses with d > 0, we get a set satisfying the hypotheses 
with d = 0. It is a half-line. This implies that K itself is a half-line. q 
Here is the associated local corollary. 
COROLLARY 60. - For any C > 0 and 8 > 0, there exist M > 0 and q > 0 such thatfor any 
K E M&Y, for any ball B centered on K, if there exists a C-Ahlfors-regular set r sati#ng an 
(M, Q)-BPLG condition with respect to 2B such thatfor any x E K (7 B, 
d(x, r) < 17 diam B, 
then 
(i) H n 17 B contains at most one point, 
(ii) q B intersects exactly one connected component of K, 
(iii) i B intersects only a finite number of connected components of K. 
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Pro06 - For (i), we use once more the method already presented in the previous proofs. Let us 
suppose that (i) is false so that after suitable renormalization we are able to construct a sequence 
K,, E A4Ss and a sequence r,? such that K, has two distinct high energy points at 0 and 1, and 
such that for any x E B(0, ;) n K,*, d(x, c2) < 1. If K, --+ K and r,, --f r, K and r satisfy 
the hypothesis of Theorem 59 and K has got two distinct high energy points. This is still our 
contradiction. 
(ii) is exactly the same as (iii) in the proof of Corollary 58 and (iii) follows from the fact that 
if we take a ten times smaller q than the one we found in (i), we get that the hypothesis we used 
to establish (i) is true for every x E K f’ $, B. From this, we conclude that there are no more than 
100/q connected components of K intersecting i B. 0 
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