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Abstract: This paper studies the parameter estimation issues of a block-oriented nonlinear system that is bilinear in the
parameters, i.e., the bilinear-in-parameter system. Using the model decomposition technique, the bilinear-in-parameter model
is decomposed into two fictitious submodels: one containing the unknown parameters in the non-linear block and the other con-
taining the unknown parameters in the linear dynamic one and the noise model. Then a gradient-based iterative algorithm is
proposed to estimate all the unknown parameters by formulating and minimizing two criterion functions. The stochastic gradi-
ent algorithms is provided for comparison. The simulation results indicate that the proposed iterative algorithm can give higher
parameter estimation accuracy than the stochastic gradient algorithms.
1 Introduction
Parameter estimation plays a major role in signal processing [1, 2],
control system design [3–6]. The bilinear-in-parameter model can
be used to describe the block-oriented nonlinear system, such as
Hammerstein systems [7], Wiener systems [8, 9] and their com-
binations [10]. Much effort has been devoted to the parameter
estimation for above block-oriented nonlinear systems [11, 12]. For
example, a three-stage recursive least squares scheme was derived
to estimate Hammerstein systems, which consist of the interac-
tion of a static nonlinear function and a linear dynamic subsys-
tem [13]; a two-experiment method was proposed to identify Wiener
systems with a sine signal using the measured input-output data
acquired from two separate experiments [14]; introducing the aux-
iliary model based identification idea, a modified multi-innovation
gradient algorithm for Wiener-Hammerstein systems with unknown
orders linear subsystems and backlash was developed based on the
key-term separation principle [15].
Parameter estimation methods can be applied to many areas
[16–19]. Parameter estimation algorithms can be utilized to obtain
parameter estimates by fitting the measurable information to a befit-
ting model structure in an optimal way [20]. Various parameter
estimation algorithms such as recursive methods [21, 22], itera-
tive methods [23, 24] and multi-innovation methods [25, 26] were
presented to identify the systems in complex industrial processes.
Recently, employing the hierarchical identification principle, Li
and Liu proposed an auxiliary model based least squares iterative
algorithm and a filtering based least squares iterative algorithm for
bilinear systems [27, 28]; about the decomposition based identifi-
cation, Xu and Ding discussed the parameter estimation algorithms
for multi-frequency signals based on the gradient search and the
hierarchical identification principle [29].
The bilinear-in-parameter systems have been widely applied to
various areas, such as digital filter synthesis, active noise control
and neural networks since they can approximate the block-oriented
nonlinear systems and behave similarly to linear models to some
extent [30, 31]. Wang et al. transformed a multi-input multi-output
Hammerstein system into a bilinear-in-parameter model, and pro-
posed a hierarchical extended stochastic gradient algorithm [32]; a
hierarchical least squares approach has been proposed for a class
of bilinear-in-parameter systems [33]. Another algorithm of iden-
tifying bilinear-in-parameter systems is the over-parameterization
method [34]. However, the resulting over-parameterization model
exists the cross-product terms of the parameters, leading to
many redundant parameter estimates and heavy computational bur-
den [35].
The iterative methods are usually used to estimate the parameters
of linear and nonlinear systems in which the information vector con-
tains unknown variables. The decomposition technique can convert
a system into several subsystems with small dimensions [36–38].
On the basis of the work in [39], this paper discusses the parame-
ter estimation methods for bilinear-in-parameter systems by using
the recursive idea and the iterative technique. Different from the
work in [39], in order to avoid the redundant estimates caused by
the over-parameterization method, we use the model decomposi-
tion technique to construct the two identification models. The main
contributions of this paper are as follows.
• By using the negative gradient search and the multi-innovation
identification theory, a decomposition based generalized extended
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stochastic gradient algorithm and a decomposition based multi-
innovation generalized extended stochastic gradient algorithm are
presented for the bilinear-in-parameter system.
• By using a fixed data batch with a finite length, a decomposition
based generalized extended gradient iterative algorithm is derived
for generating more accurate parameter estimates than the stochastic
gradient algorithms.
• By using the model decomposition technique, the original system
is decomposed into two subsystems, and the proposed parameter
estimation algorithms do not involve the over-parameterization of
the parameters, and avoid estimating redundant parameters.
The outlines of this paper are organized as follows. Section 2
derives the identification models of the bilinear-in-parameter sys-
tem with colored noise. For comparison, Section 3 presents two
stochastic gradient algorithms. The decomposition based general-
ized extended gradient iterative algorithm is derived in Section 4.
Section 5 offers an example to illustrate the effectiveness of the pro-
posed algorithm. Finally, some concluding remarks are offered in
Section 6.
2 The identification model for
bilinear-in-parameter systems
First of all, let us introduce some notation. “A =: X” or “X :=
A” stands for “A is defined as X"; the symbol I (In) represents
an identity matrix of appropriate size (n× n); 1n stands for an
n-dimensional column vector whose elements are all 1, 1m×n
represents a matrix of size m× n whose elements are all 1; the
superscript T denotes the matrix/vector transpose; λmax[X] denotes
the maximum eigenvalue of symmetric square matrix X; the norm
of a matrix X is defined by ‖X‖2 := tr[XXT].
Consider the following bilinear-in-parameter system,
y(t) = aTF (t)b+ w(t), (1)
F (t) = [f(u(t− 1)),f(u(t− 2)), · · · ,f(u(t− n))], (2)
f(u(t)) = [f1(u(t)), f2(u(t)), · · · , fm(u(t))]T, (3)
where y(t) ∈ R is the system output, F (t) ∈ Rm×n is com-
posed of available measurement data, u(t) ∈ R is the system input,
f(u(t)) ∈ Rm is the known nonlinear basis function, which may be
polynomials or trigonometric functions, a := [a1, a2, · · · , am]T ∈
Rm and b := [b1, b2, · · · , bn]T ∈ Rn are the unknown parameter
vectors to be estimated.
Remark 1. For the bilinear-in-parameter system with colored noise,
the disturbance with zero mean w(t) ∈ R includes three special
cases: 1) w(t) := 1
C(z)
v(t) is an autoregressive (AR) process [40];
2) w(t) := D(z)v(t) is a moving average (MA) process [41]; 3)
w(t) :=
D(z)
C(z)
v(t) is an autoregressive moving average (ARMA)
process [42], v(t) ∈ R is a random white noise with zero mean and
variance σ2, C(z) and D(z) are polynomials in the unit backward
shift operator z−1 (z−1y(t) = y(t− 1)).
Without loss of generality, assume that the orders m, n, nc
and nd are predetermined, and y(t) = 0, u(t) = 0, w(t) = 0 and
v(t) = 0 for t ≤ 0. This paper considers the iterative algorithms for
the bilinear-in-parameter system with ARMA noise. Then, Equation
(1) can be written as
y(t) = aTF (t)b+
D(z)
C(z)
v(t), (4)
C(z) = 1 + c1z
−1 + c2z−2 + · · ·+ cncz−nc ,
D(z) = 1 + d1z
−1 + d2z−2 + · · ·+ dndz−nd .
In order to avoid estimating the redundant parameters, we use
the model decomposition to express the system output as a linear
combination of the system parameters.
Define the system parameter vectors ρ and ϑ, the information
vectors φ1(t), φ2(t), ϕ(t) and ψ(t) and the intermediate variable
ξ(t) as
ρ := [c1, c2, · · · , cnc , d1, d2, · · · , dnd ]T ∈ Rnc+nd , (5)
ϑ :=

b
ρ

∈ Rn+nc+nd ,
φ1(t) := F (t)b ∈ Rm, φ2(t) := F T(t)a ∈ Rn,
ϕ(t) := [−w(t− 1),−w(t− 2), · · · ,−w(t− nc),
v(t− 1), v(t− 2), · · · , v(t− nd)]T ∈ Rnc+nd , (6)
ψ(t) :=

φ2(t)
ϕ(t)

∈ Rn+nc+nd ,
ξ(t) := y(t)−ϕT(t)ρ ∈ R. (7)
From (5) and (6), we have
w(t) =
D(z)
C(z)
v(t)
= [1− C(z)]w(t) +D(z)v(t)
=−
ncX
i=1
ciw(t− i) +
ndX
i=1
div(t− i) + v(t)
=ϕT(t)ρ+ v(t). (8)
From the above definitions, Equations (4) can be equivalently
written as
y(t) = aTF (t)b+ w(t)
= φT1(t)a+ w(t) (9)
= φT1(t)a+ϕ
T(t)ρ+ v(t) (10)
= φT2(t)b+ϕ
T(t)ρ+ v(t)
=ψT(t)ϑ+ v(t). (11)
From (7) and (10), we have
ξ(t) = φT1(t)a+ v(t). (12)
Equations (11)–(12) form the identification models for the bilinear-
in-parameter system in (4) based on the decomposition. Considering
the identifiability of the bilinear-in-parameter system in (4), two
identification schemes are discussed: one is the recursive parame-
ter estimation method and the other is iterative parameter estimation
method. In this paper, we use the recursive index t, e.g., θˆ(t) as
the parameter estimate for the stochastic gradient algorithm, and the
iterative index with subscript k, e.g., θˆk to denote the parameter
estimate for the gradient-based iterative algorithm.
3 The stochastic gradient algorithms
For the purpose of showing the effectiveness of the proposed
algorithm, we derive a stochastic gradient algorithm as the basic
algorithm in this section. According to the parameter identification
models in (11)–(12), we define two gradient criterion functions:
J1(a) :=
1
2
[ξ(t)− φT1(t)a]2,
J2(ϑ) :=
1
2
[y(t)−ψT(t)ϑ]2.
Using the negative search and minimizing the criterion functions
J1(a) and J2(ϑ) give
aˆ(t) = aˆ(t− 1)− 1
r1(t)
grad[J1(a(t− 1))]
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= aˆ(t− 1) + φ1(t)
r1(t)
[ξ(t)− φT1(t)aˆ(t− 1)]
= aˆ(t− 1) + φ1(t)
r1(t)
×[y(t)−ϕT(t)ρ− φT1(t)aˆ(t− 1)], (13)
r1(t) = r1(t− 1) + ‖φ1(t)‖2, r1(0) = 1, (14)
ϑˆ(t) = ϑˆ(t− 1)− 1
r2(t)
grad[J2(ϑ(t− 1))]
= ϑˆ(t− 1) + ψ(t)
r2(t)
[y(t)−ψT(t)ϑˆ(t− 1)], (15)
r2(t) = r2(t− 1) + ‖ψ(t)‖2, r2(0) = 1, (16)
where 1/r1(t) and 1/r2(t) are the step-sizes i.e., the convergence
factors. Since the right-hand sides of (13)–(16) contain the unknown
parameter vectors a, b and ρ and the unmeasurable noise terms
w(t− i) and v(t− i), the above algorithm is impossible to imple-
ment. The solution is to replace a, b and ρ with their preceding
estimates aˆ(t− 1), bˆ(t− 1) and ρˆ(t− 1), and to replace w(t− i)
and v(t− i) with their current estimates wˆ(t− i) and vˆ(t− i), and
use them to define the information vectors φˆ1(t), φˆ2(t) and ψˆ(t)
and the parameter estimation vector ϑˆ(t) as
φˆ1(t) := F (t)bˆ(t− 1) ∈ Rm, φˆ2(t) := F T(t)aˆ(t− 1) ∈ Rn,
ψˆ(t) :=

φˆ2(t)
ϕˆ(t)

∈ Rn+nc+nd , ϑˆ(t) :=

bˆ(t)
ρˆ(t)

∈ Rn+nc+nd .
Replacing the parameter vectors a and ρ and the information vectors
φ1(t) and ϕ(t) in (8) and (9) with their estimates aˆ(t), ρˆ(t), φˆ1(t)
and ϕˆ(t), the estimates wˆ(t) and vˆ(t) can be computed through
wˆ(t) := y(t)− φˆT1(t)aˆ(t),
vˆ(t) := wˆ(t)− ϕˆT(t)ρˆ(t).
According to the above derivation, we yield the following the
decomposition based generalized extended stochastic gradient (D-
GESG) algorithm:
a¯(t) = aˆ(t− 1) + φˆ1(t)
r1(t)
×[y(t)− φˆT1(t)aˆ(t− 1)− ϕˆT(t)ρˆ(t− 1)], (17)
r1(t) = r1(t− 1) + ‖φˆ1(t)‖2, r1(0) = 1, (18)
ϑˆ(t) = ϑˆ(t− 1) + ψˆ(t)
r2(t)
[y(t)− ψˆT(t)ϑˆ(t− 1)], (19)
r2(t) = r2(t− 1) + ‖ψˆ(t)‖2, r2(0) = 1, (20)
φˆ1(t) = F (t)bˆ(t− 1), φˆ2(t) = F T(t)aˆ(t− 1), (21)
ϕˆ(t) = [−wˆ(t− 1),−wˆ(t− 2), · · · ,−wˆ(t− nc),
vˆ(t− 1), vˆ(t− 2), · · · , vˆ(t− nd)]T, (22)
wˆ(t) = y(t)− φˆT1(t)aˆ(t), (23)
vˆ(t) = wˆ(t)− ϕˆT(t)ρˆ(t). (24)
Remark 2. The bilinear-in-parameter system y(t) = aTF (t)b+
w(t) contains the product term of the parameter vectors a and b. To
have identifiability, we adopt the normalization constraint on a for
the system in (4) [43]. Assume that ‖a‖ = 1, and the first nonzero
element of the parameter vector a is positive, i.e., a1 > 0. Then we
have
aˆ(t) = sgn[a¯1(t)]
a¯(t)
‖a¯(t)‖ , (25)
where sgn[a¯1(t)] denotes the sign of a¯1(t).
Remark 3. The D-GESG algorithm can be on-line implemented.
The initial values are taken to be aˆ(0) = 1m/
√
m (to guarantee that
‖aˆ(0)‖ = 1), ϑˆ(0) = 1n+nc+nd/p0, wˆ(t− i) = 1/p0 and vˆ(t−
i) = 1/p0, i = 1, 2, · · · ,max[nc, nd], where p0 is a large number,
e.g., p0 = 106.
In order to improve the parameter estimation accuracy of the D-
GESG algorithm, we study another stochastic gradient algorithm
for bilinear-in-parameter systems by using the multi-innovation
theory [44]. Let n1 := m+ nc + nd, n2 := n+ nc + nd, n0 :=
m+ n+ nc + nd and p represents the innovation length. Consider
p data from j = t− p+ 1 to j = t to define the stacked output vec-
tor Y (p, t) and the stacked information matrices Φ1(p, t), Ψ(p, t)
and Φn(p, t) as
Y (p, t) := [y(t), y(t− 1), · · · , y(t− p+ 1)]T ∈ Rp,
Φ1(p, t) := [φ1(t),φ1(t− 1), · · · ,φ1(t− p+ 1)]
= [F (t)b,F (t− 1)b, · · · ,F (t− p+ 1)b] ∈ Rm×p,
Ψ(p, t) := [ψ(t), · · · ,ψ(t− p+ 1)]
=

F T(t)a · · · F T(t− p+ 1)a
ϕ(t) · · · ϕ(t− p+ 1)

∈ Rn2×p,
Φn(p, t) := [ϕ(t),ϕ(t− 1), · · · ,ϕ(t− p+ 1)] ∈ R(nc+nd)×p.
From (17) and (19), define two scalar innovations
e1(t) := y(t)− φˆT1(t)aˆ(t− 1)− ϕˆT(t)ρˆ(t− 1)
= ξˆ(t)− φˆT1(t)aˆ(t− 1),
e2(t) := y(t)− ψˆT(t)ϑˆ(t− 1).
Then, we expend e1(t) and e2(t) into two innovation vectors
E1(p, t) and E2(p, t) as
E1(p, t) := [e1(t), e1(t− 1), · · · , e1(t− p+ 1)]T ∈ Rp
=
266664
ξˆ(t)− φˆT1(t)aˆ(t− 1)
ξˆ(t− 1)− φˆT1(t− 1)aˆ(t− 2)
.
.
.
ξˆ(t− p+ 1)− φˆT1(t− p+ 1)aˆ(t− p)
377775 , (26)
E2(p, t) := [e2(t), e2(t− 1), · · · , e2(t− p+ 1)]T ∈ Rp
=
266664
y(t)− ψˆT(t)ϑˆ(t− 1)
y(t− 1)− ψˆT(t− 1)ϑˆ(t− 2)
.
.
.
y(t− p+ 1)− ψˆT(t− p+ 1)ϑˆ(t− p)
377775 . (27)
Normally, one thinks that the estimates aˆ(t− 1), ρˆ(t− 1) and
ϑˆ(t− 1) at time (t− 1) are closer to the true values a, ρ and ϑ
than the estimates aˆ(t− i), ρˆ(t− i) and ϑˆ(t− i) at time (t− i)
(i ≥ 2). Here, replacing the terms aˆ(t− i), ρˆ(t− i) and ϑˆ(t− i)
(i ≥ 2)with aˆ(t− 1), ρˆ(t− 1) and ϑˆ(t− 1) in (26)–(27),E1(p, t)
and E2(p, t) can be reasonably taken as
E1(p, t) :=
266664
ξˆ(t)− φˆT1(t)aˆ(t− 1)
ξˆ(t− 1)− φˆT1(t− 1)aˆ(t− 1)
.
.
.
ξˆ(t− p+ 1)− φˆT1(t− p+ 1)aˆ(t− 1)
377775 ∈ Rp
= Y (p, t)− ΦˆT1(p, t)aˆ(t− 1)− ΦˆTn(p, t)ρˆ(t− 1),
E2(p, t) :=
266664
y(t)− ψˆT(t)ϑˆ(t− 1)
y(t− 1)− ψˆT(t− 1)ϑˆ(t− 1)
.
.
.
y(t− p+ 1)− ψˆT(t− p+ 1)ϑˆ(t− 1)
377775 ∈ Rp
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= Y (p, t)− ΨˆT(p, t)ϑˆ(t− 1).
From the above definitions, we can obtain the following decomposi-
tion based multi-innovation generalized extended stochastic gradient
(D-MI-GESG) algorithm:
a¯(t) = aˆ(t− 1) + Φˆ1(p, t)
r1(t)
E1(p, t), (28)
E1(p, t) = Y (p, t)− ΦˆT1(p, t)aˆ(t− 1)− ΦˆTn(p, t)ρˆ(t− 1),(29)
r1(t) = r1(t− 1) + ‖Φˆ1(p, t)‖2, (30)
ϑˆ(t) = ϑˆ(t− 1) + Ψˆ(p, t)
r2(t)
E2(p, t), (31)
E2(p, t) = Y (p, t)− ΨˆT(p, t)ϑˆ(t− 1), (32)
r2(t) = r2(t− 1) + ‖Ψˆ(p, t)‖2, (33)
Y (p, t) = [y(t), y(t− 1), · · · , y(t− p+ 1)]T, (34)
Φˆ1(p, t) = [F (t)bˆ(t− 1), · · · ,F (t− p+ 1)bˆ(t− 1)], (35)
Ψˆ(p, t) := [ψˆ(t), · · · , ψˆ(t− p+ 1)], (36)
Φˆn(p, t) = [ϕˆ(t), ϕˆ(t− 1), · · · , ϕˆ(t− p+ 1)], (37)
ϕˆ(t) = [−wˆ(t− 1),−wˆ(t− 2), · · · ,−wˆ(t− nc),
vˆ(t− 1), vˆ(t− 2), · · · , vˆ(t− nd)]T, (38)
φˆ1(t) = F (t)bˆ(t− 1), (39)
ψˆ(t) :=

F T(t)aˆ(t− 1)
ϕˆ(t)

, (40)
wˆ(t) = y(t)− φˆT1(t)aˆ(t), (41)
vˆ(t) = wˆ(t)− ϕˆT(t)ρˆ(t), (42)
ϑˆ(t) = [bˆT(t)ρˆT(t)]T, (43)
aˆ(t) = sgn[a¯1(t)]
a¯(t)
‖a¯(t)‖ . (44)
The procedures for implementing the D-MI-GESG algorithm in
(28)–(44) are as follows.
1. Let t = 1, choose an innovation length p, and set the initial val-
ues aˆ(0) = 1m/
√
m, ϑˆ(0) = 1n+nc+nd/p0, w(t− i) = 1/p0,
v(t− i) = 1/p0, i = 1, 2, · · · ,max[nc + nd], p0 = 106 and give
the nonlinear basis function fi(∗).
2. Collect the measured data y(t), F (t) and Y (p, t), and construct
the information estimation vectors φˆ1(t) and ψˆ(t) using (39) and
(40).
3. Compute r1(t) and r2(t) using (30) and (33).
4. Construct Φˆ1(p, t), Ψˆ(p, t) and Φˆn(p, t) using (35), (36) and
(37).
5. Compute the information vectors E1(p, t) and E2(p, t) using
(29) and (32).
6. Update the parameter estimates aˆ(t) and ϑˆ(t) using (28) and (31)
and normalize aˆ(t) using (44).
7. Compute wˆ(t) using (41) and vˆ(t) using (42).
8. Increase t by 1, and go to Step 2.
Remark 4. When the innovation length p = 1, we can obtain the D-
GESG algorithm. Obviously, the D-MI-GESG algorithm has higher
computational load than the D-GESG algorithm.
Remark 5. By introducing the innovation length p, the D-MI-GESG
algorithm uses not only the current data information {u(t), y(t)}
and the innovations ej(t), j = 1, 2, but also the past data informa-
tion {u(t− i), y(t− i), i = 1, 2, · · · , p− 1} at each recursion and
hence has higher parameter estimation accuracy than the D-GESG
algorithm.
4 The gradient-based iterative algorithms
The D-GESG algorithm and the D-MI-GESG algorithm can esti-
mate all the unknown parameters, but they use only the measured
data {u(i), y(i), i = 1, 2, · · · , t}. In other words, their weakness is
that the algorithms do not make full use of all the system data infor-
mation. This section develops a gradient-based iterative algorithm
for the bilinear-in-parameter system in (4) based on the model
decomposition technique.
Use the newest l data and define the stacked output vector Y (t)
and the stacked information matrices Φ1(t), Ψ(t) and Φn(t) as
Y (t) := [y(t), y(t− 1), · · · , y(t− l + 1)]T ∈ Rl, (45)
Φ1(t) := [φ1(t), · · · ,φ1(t− l + 1)]
= [F (t)b, · · · ,F (t− l + 1)b] ∈ Rm×l, (46)
Ψ(t) := [ψ(t), · · · ,ψ(t− l + 1)]
=

F T(t)a · · · F T(t− l + 1)a
ϕ(t) · · · ϕ(t− l + 1)

∈ Rn2×l, (47)
Φn(t) := [ϕ(t), · · · ,ϕ(t− l + 1)] ∈ R(nc+nd)×l. (48)
Define two criterion functions:
J3(a) :=
1
2
‖Y (t)−ΦTn(t)ρ−ΦT1(t)a‖2, (49)
J4(ϑ) :=
1
2
‖Y (t)− ΨT(t)ϑ‖2. (50)
Let k = 1, 2, 3, · · · be an iterative variable, and aˆk(t), ϑˆk(t) be
the iterative estimates of a and ϑ. For the optimization problems
in (49)–(50), minimizing J3(a) and J4(ϑ) and using the negative
gradient search lead to the iterative estimates of a and ϑ:
aˆk(t) = aˆk−1(t)− µ1,k(t)grad[J3(aˆk−1(t))]
= aˆk−1(t) + µ1,k(t)Φ1(t)
×[Y (t)−ΦTn(t)ρˆk−1(t)−ΦT1(t)aˆk−1(t)], (51)
ϑˆk(t) = ϑˆk−1(t)− µ2,k(t)grad[J4(ϑˆk−1(t))]
= ϑˆk−1(t) + µ2,k(t)Ψ1(t)
×[Y (t)− ΨT(t)ϑˆk−1(t)], (52)
where µ1,k(t) > 0 and µ2,k(t) > 0 are the iterative step-sizes i.e.,
the convergence factors to be discussed later. Because Equations
(51)–(52) contain the unknown a, b, w(t− i) and v(t− i), the
approach here is based on the iterative principle and the hierarchi-
cal technique. Define the stacked information estimation ϕˆk(t) and
the stacked information estimation matrices Φˆ1,k(t), Φˆn,k(t) and
Ψˆk(t) as
ϕˆk(t) := [−wˆk−1(t− 1),−wˆk−1(t− 2), · · · ,−wˆk−1(t− nc),
vˆk−1(t− 1), vˆk−1(t− 2), · · · , vˆk−1(t− nd)]T,
Φˆ1,k(t) := [φˆ1,k(t), · · · , φˆ1,k(t− l + 1)]
= [F (t)bˆk−1(t), · · · ,F (t− l + 1)bˆk−1(t)],
Φˆn,k(t) := [ϕˆk(t), ϕˆk(t− 1), · · · , ϕˆk(t− l + 1)],
Ψˆk(t) := [ψˆ(t), · · · , ψˆ(t− l + 1)]
=

F T(t)aˆk−1(t) · · · F T(t− l + 1)aˆk−1(t)
ϕˆk(t) · · · ϕˆk(t− l + 1)

.
From (8), we have w(t− i) = y(t− i)− φT1(t− i)a. Replacing
φ1(t− i) and a with φˆ1,k(t− i) and aˆk(t) , the estimate wˆk(t−
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i) of w(t− i) can be computed by
wˆk(t− i) = y(t− i)− φˆ
T
1,k(t− i)aˆk(t).
Similarly, Equation (9) can be equivalently written as v(t− i) =
w(t− i)−ϕT(t− i)ρ. Replacing ϕ(t− i) and ρ with ϕˆk(t− i)
and ρˆk(t) gives the estimate vˆk(t− i) of v(t− i) as
vˆk(t− i) = wˆk(t− i)− ϕˆTk(t− i)ρˆk(t).
ReplacingΦ1(t) andΦn(t) in (51) with their estimates Φˆ1,k(t) and
Φˆn,k(t), and replacingΨ(t) in (52) with its estimate Ψˆk(t), we have
aˆk(t) = aˆk−1(t) + µ1,k(t)Φˆ1,k(t)
×[Y (t)− ΦˆTn,k(t)ρˆk−1(t)− Φˆ
T
1,k(t)aˆk−1(t)]
= [Im − µ1,k(t)Φˆ1,k(t)Φˆ
T
1,k(t)]aˆk−1(t)
+µ1,k(t)Φˆ1,k(t)[Y (t)− Φˆ
T
n,k(t)ρˆk−1(t)], (53)
ϑˆk(t) = ϑˆk−1(t) + µ2,k(t)Ψˆk(t)
×[Y (t)− ΨˆTk(t)ϑˆk−1(t)]
= [In1 − µ2,k(t)Ψˆk(t)Ψˆ
T
k(t)]ϑˆk−1(t)
+µ2,k(t)Ψˆk(t)Y (t). (54)
The above equations can be seen as discrete-time systems. In
order to guarantee the convergence of aˆk(t) and ϑˆk(t), the
symmetric matrices [Im − µ1,k(t)Φˆ1,k(t)Φˆ
T
1,k(t)] and [In1 −
µ2,k(t)Ψˆk(t)Ψˆ
T
k(t)] have all eigenvalues inside the unit circle. One
conservative way is to choose of µ1,k(t) and µ2,k(t) to satisfy
µ1,k(t)≤ 2λ−1max[Φˆ1,k(t)Φˆ
T
1,k(t)],
µ2,k(t)≤ 2λ−1max[Ψˆk(t)Ψˆ
T
k(t)].
Computing the maximum eigenvalue of a square matrix requires
heavier computational costs than computing its trace. The maximum
eigenvalue of a positive definite matrix is always smaller than its
trace. In order to reduce computational burden, an alternative way of
µ1,k(t) and µ2,k(t) is to take
µ1,k(t)≤ 2‖Φˆ1,k(t)‖−2,
µ2,k(t)≤ 2‖Ψˆk(t)‖−2.
Thus, the decomposition based generalized extended gradient iter-
ative (D-GEGI) algorithm for computing the parameter estimation
vectors aˆk(t) and ϑˆk(t) is summarized as
a¯k(t) = aˆk−1(t) + µ1,k(t)Φˆ1,k(t)[Y (t)
−ΦˆTn,k(t)ρˆk−1(t)− Φˆ
T
1,k(t)aˆk−1(t)], (55)
ϑˆk(t) = ϑˆk−1(t) + µ2,k(t)Ψˆk(t)
×[Y (t)− ΨˆTk(t)ϑˆk−1(t)], (56)
Y (t) = [y(t), y(t− 1), · · · , y(t− l + 1)]T, (57)
ϕˆk(t) = [−wˆk−1(t− 1), · · · ,−wˆk−1(t− nc), (58)
vˆk−1(t− 1), · · · , vˆk−1(t− nd)]T, (59)
Φˆ1,k(t) = [φˆ1,k(t), · · · , φˆ1,k(t− l + 1)]
= [F (t)bˆk−1(t), · · · ,F (t− l + 1)bˆk−1(t)], (60)
Φˆn,k(t) = [ϕˆk(t), ϕˆk(t− 1), · · · , ϕˆk(t− l + 1)], (61)
Ψˆk(t) = [ψˆk(t), ψˆk(t− 1), · · · , ψˆk(t− l + 1)], (62)
wˆk(t− i) = y(t− i)− φˆ
T
1,k(t− i)aˆk(t), (63)
vˆk(t− i) = wˆk(t− i)− ϕˆTk(t− i)ρˆk(t), (64)
µ1,k(t)≤ 2‖Φˆ1,k(L)‖−2, (65)
µ2,k(t)≤ 2‖Ψˆk(L)‖−2, (66)
ϑˆk(t) = [bˆ1,k(t), · · · , bˆn,k(t), cˆ1,k(t), · · · , cˆnc,k(t),
dˆ1,k(t), · · · , dˆnd,k(t)]T, (67)
aˆk(t) = sgn[a¯1,k(t)]
a¯k(t)
‖a¯k(t)‖
. (68)
The D-GEGI algorithm can improve the parameter estimation
accuracy by taking full advantage of all the collected measurements.
Although the algorithm requires large computational efforts, this
increased computation is still tolerable and affordable for modern
computers. Here, if we set l = L and t = L in (45)–(48) (L: the
data length), then
Y (L) := [y(L), y(L− 1), · · · , y(1)]T ∈ RL, (69)
Φ1(L) := [φ1(L),φ1(L− 1), · · · ,φ1(1)]
= [F (L)b,F (L− 1)b, · · · ,F (1)b] ∈ Rm×L, (70)
Ψ(L) := [ψ(L), · · · ,ψ(1)]
=

F T(L)a · · · F T(1)a
ϕ(L) · · · ϕ(1)

∈ Rn1×L, (71)
Φn(L) := [ϕ(L),ϕ(L− 1), · · · ,ϕ(1)] ∈ R(nc+nd)×L. (72)
They contain all the measured data available {u(i), y(i) : i = 1, · · · , L}.
Define two criterion functions:
J5(a) :=
1
2
‖Y (L)−ΦTn(L)ρ−ΦT1(L)a‖2,
J6(ϑ) :=
1
2
‖Y (L)− ΨT(L)ϑ‖2.
Similarly, minimizing the quadratic criterion functions J5(a) and
J6(ϑ) yields the following D-GEGI algorithm:
a¯k = aˆk−1 + µ1,kΦˆ1,k(L)
×[Y (L)− ΦˆTn,k(L)ρˆk−1 − Φˆ
T
1,k(L)aˆk−1], (73)
ϑˆk = ϑˆk−1 + µ2,kΨˆk(L)[Y (L)− Ψˆ
T
k(L)ϑˆk−1], (74)
Y (L) = [y(L), y(L− 1), · · · , y(1)]T, (75)
ϕˆk(t) = [−wˆk−1(t− 1), · · · ,−wˆk−1(t− nc), (76)
vˆk−1(t− 1), · · · , vˆk−1(t− nd)]T, (77)
Φˆ1,k(L) = [φˆ1,k(L), φˆ1,k(L− 1), · · · , φˆ1,k(1)]
= [F (L)bˆk−1,F (L− 1)bˆk−1, · · · ,F (1)bˆk−1],(78)
Φˆn,k(L) = [ϕˆk(L), ϕˆk(L− 1), · · · , ϕˆk(1)], (79)
Ψˆk(L) = [ψˆk(L), · · · , ψˆk(1)]
=

F T(L)aˆk−1 · · · F T(1)aˆk−1
ϕˆk(L) · · · ϕˆk(1)

, (80)
wˆk(t) = y(t)− φˆ
T
1,k(t)aˆk, (81)
vˆk(t) = wˆk(t)− ϕˆTk(t)ρˆk, (82)
µ1,k ≤ 2‖Φˆ1,k(L)‖−2, (83)
µ2,k ≤ 2‖Ψˆk(L)‖−2, (84)
ϑˆk = [bˆ1,k, · · · , bˆn,k, cˆ1,k, · · · , cˆnc,k,
dˆ1,k, · · · , dˆnd,k]T, (85)
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aˆk = sgn[a¯1,k]
a¯k
‖a¯k‖
. (86)
To summarize, we list the steps involved in the D-GEGI algorithm
to estimate a and ϑ as k increases:
1. Set the data length L and collect the input-output data u(t) and
y(t), t = 1, 2, · · · , L. Form F (t) by (2) and Y (L) by (75).
2. Let k = 1, and give a small positive number ε and the non-
linear basis function fi(∗). Set the initial values: aˆ0 = 1m/
√
m,
ϑˆ0 = 1n+nc+nd/p0, p0 = 10
6
, wˆ0(t) and vˆ0(t) are two random
numbers.
3. Form ϕˆk(t) using (76), Φˆn,k(t) using (79), Φˆ1,k(t) using (78)
and Ψˆk(t) using (80).
4. Select a large µ1,k according to (83) and update the parameter
estimation vector aˆk using (73) and normalize aˆk using (86).
5. Select a large µ2,k satisfying (84) and update the parameter
estimation vector ϑˆk using (74).
6. Compute wˆk(t) and vˆk(t) using (81)–(82).
7. If ‖aˆk − aˆk−1‖+ ‖ϑˆk − ϑˆk−1‖ > ε, increase k by 1 and go
to Step 3, otherwise, obtain the parameter estimation vectors aˆk and
ϑˆk.
Compared with the D-GESG and the D-MI-GESG algorithms, the
D-GEGI algorithm refreshes the parameter estimates aˆk and ϑˆk by
using a fixed data batch with a finite length L and is able to take
sufficient advantage of all the measured data at each iteration so that
the parameter estimation accuracy can be greatly improved.
The computational complexity of the algorithm is evaluated by
the number of multiplications and additions. One multiplication or
one addition is called a flop, which means floating-point opera-
tion. The sum of the flops implies the computational complexity
of the algorithm. The computational efficiency of the D-GESG
algorithm, the D-MI-GESG algorithm and the D-GEGI algorithm
are given in Tables 1–3 (n1 = m+ nc + nd, n2 = n+ nc + nd,
n0 = m+ n+ nc + nd).
Obviously, the D-GESG algorithm requires small computational
cost than the D-MI-GESG algorithm at each recursive step. In
Section 5, we will give the comparison of the computational load
for the D-MI-GESG algorithm and the D-GEGI algorithm.
5 Example
Consider the Hammerstein finite impulse response system shown
in Figure 1, the nonlinear function g(∗) is a linear combina-
tion of known basis functions g(u(t)) := [g1(u(t)), g2(u(t)), · · · ,
gm(u(t))]
T ∈ Rm and coefficients (a1, a2, · · · , am):
u¯(t) = g(u(t)) = a1g1(u(t)) + a2g2(u(t)) + · · ·+ amgm(u(t)),
the linear dynamic block is a finite impulse response with a coeffi-
cient (b1, b2, · · · , bn):
B(z) = b1z
−1 + b2z−2 + · · ·+ bnz−n.
Define the information matrix
G(t) := [g(u(t− 1)), g(u(t− 2)), · · · , g(u(t− n))] ∈ Rm×n.
From Figure 1, we have
y(t) =B(z)u¯(t) +
D(z)
C(z)
v(t)
= b1u¯(t− 1) + · · ·+ bnu¯(t− n) + D(z)
C(z)
v(t)
= [aTg(u(t− 1)), · · · ,aTg(u(t− n))]b+ D(z)
C(z)
v(t)
= aTG(t)b+
D(z)
C(z)
v(t),
G(t) =

u(t− 1) u(t− 2) u(t− 3) u(t− 4)
u2(t− 1) u2(t− 2) u2(t− 3) u2(t− 4)

,
C(z) = 1 + c1z
−1 = 1 + 0.20z−1,
D(z) = 1 + d1z
−1 = 1 + 0.23z−1,
a= [a1, a2]
T = [0.30,
√
0.91]T,
b= [b1, b2, b3, b4]
T = [0.54, 1.25, 1.5, 1.5]T,
θ = [0.30,
√
0.91, 0.54, 1.25, 1.5, 1.5, 0.20, 0.23]T.
Thus, the Hammerstein finite impulse response system in Figure 1 is
transformed into a bilinear-in-parameter model like in (4).
- g(∗) - B(z) - i+ -?
D(z)
C(z)
-
u¯(t)
v(t)
u(t) x(t) y(t)
Fig. 1: The Hammerstein nonlinear finite impulse response system
In simulation, the input {u(t)} is taken as an uncorrelated
stochastic signal sequence with zero mean and unit variance, {v(t)}
as a white noise sequence with zero mean and variance σ2.
Apply the D-MI-GESG algorithm in (28)–(44) and the D-GEGI
algorithm in (73)–(86) to estimate the parameters of this system with
L = 3000. The D-MI-GESG parameter estimates and their errors
are shown in Table 4 with p = 1, 2 and 3, the parameter estimation
errors δt := ‖θˆ(t)− θ‖/‖θ‖ versus t are shown in Figure 2. When
p = 3, the parameter estimation errors δt versus t with different
σ2 = 0.202, 2.002, 4.002 are given in Figures 3. For comparison,
we use the D-GEGI algorithm to estimate the unknown parame-
ters, Table 5 gives the parameter estimates and their errors δk :=
‖θˆk − θ‖/‖θ‖ under different noise levels and Figure 4 shows the
parameter estimation errors δk versus k.
0 500 1000 1500 2000 2500 3000
0.2
0.25
0.3
0.35
0.4
0.45
0.5
0.55
   t
δ t D−GESG (D−MI−GESG, p=1)
D−MI−GESG, p=2
D−MI−GESG, p=3
Fig. 2: The D-MI-GESG estimation errors δt versus t with σ2 =
0.202
From Tables 1–3, we can see that the computational efficien-
cies of the D-GESG, D-MI-GESG and D-GEGI algorithms are N1
flops, N2 flops and N3 flops at each step. In this example, the total
flops of the D-GESG, D-MI-GESG and D-GEGI algorithms in run-
ning process are Σ1 := N1t = 282000, Σ2 := N2t = 726000 and
Σ3 := N3k = 30000800.
From the results of this simulation example, the following con-
clusions can be drawn.
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Table 1 The computational efficiency of the D-GESG algorithm
Variables Expressions Multiplications Additions
aˆ(t) aˆ(t) = aˆ(t− 1) + φˆ1(t)
r1(t)
e1(t) ∈ Rm 2m m
e1(t) = y(t)− φˆT1(t)aˆ(t− 1)− ϕˆT(t)ρˆ(t− 1) ∈ R m+ nc + nd m+ nc + nd
r1(t) = r1(t− 1) + ‖φˆ1(t)‖2 ∈ R m m
φˆ1(t) = F (t)bˆ(t− 1) ∈ Rm mn m(n− 1)
ϑˆ(t) ϑˆ = ϑˆ(t− 1) + ψˆ(t)
r2(t)
e2(t) ∈ Rn+nc+nd 2(n+ nc + nd) n+ nc + nd
e2(t) = y(t)− ψˆT(t)ϑˆ(t− 1) ∈ R n+ nc + nd n+ nc + nd
r2(t) = r2(t− 1) + ‖ψˆ(t)‖2 ∈ R n+ nc + nd n+ nc + nd
φˆ2(t) = F
T(t)aˆ(t− 1) ∈ Rn mn n(m− 1)
vˆ(t) vˆ(t) = wˆ(t)− ϕˆT(t)ρˆ ∈ R nc + nd nc + nd
wˆ(t) wˆ(t) = y(t)− φˆT1(t)aˆ ∈ R m m
Total flops N1 := 6n0 + 2n1 + 4mn+ 3(nc + nd)
Table 2 The computational efficiency of the D-MI-GESG algorithm
Variables Expressions Multiplications Additions
aˆ(t) aˆ(t) = aˆ(t− 1) + Φˆ1(p,t)
r1(t)
E1(p, t) ∈ Rm m(p+ 1) mp
E1(p, t) = Y (p, t)− ΦˆT1(p, t)aˆ(t− 1)− Φˆ
T
n(p, t)ρˆ(t− 1) ∈ Rp (m+ nc + nd)p (m+ nc + nd)p
r1(t) = r1(t− 1) + ‖Φˆ1(p, t)‖2 ∈ R mp mp
Φˆ1(p, t) = [F (t)bˆ(t− 1), · · · ,F (t− p+ 1)bˆ(t− 1)] ∈ Rm×p mnp m(n− 1)p
ϑˆ(t) ϑˆ = ϑˆ(t− 1) + Ψˆ (p,t)
r2(t)
E2(p, t) ∈ Rn+nc+nd (n+ nc + nd)(p+ 1) (n+ nc + nd)p
E2(p, t) = Y (p, t)− ΨˆT(p, t)ϑˆ(t− 1) ∈ Rp (n+ nc + nd)p (n+ nc + nd)p
r2(t) = r2(t− 1) + ‖Ψˆ(p, t)‖2 ∈ R (n+ nc + nd)p (n+ nc + nd)p
Ψˆ(p, t) =
24 F T(t)aˆ(t− 1) · · · F T(t− p+ 1)aˆ(t− 1)
ϕˆ(t) · · · ϕˆ(t− p+ 1)
35 ∈ Rn2×p mnp n(m− 1)p
vˆ(t) vˆ(t) = wˆ(t)− ϕˆT(t)ρˆ ∈ R (nc + nd)p (nc + nd)p
wˆ(t) wˆ(t) = y(t)− φˆT1(t)aˆ ∈ R mp mp
Total flops N2 := 4n1p+ 6n2p+ 4mnp+ 4mp+ n0 − np
Table 3 The computational efficiency of the D-GEGI algorithm
Variables Expressions Multiplications Additions
aˆk aˆk = aˆk−1 + µ1,kΦˆ1,k(L)E1,k ∈ Rm mL+m mL
µ1,k µ1,k ≤ 2‖Φˆ1,k(L)‖−2 ∈ R mL+ 1 mL− 1
E1,k E1,k := Y (L)− ΦˆTn,k(L)ρˆk−1 − Φˆ
T
1,k(L)aˆk−1 ∈ RL (m+ nc + nd)L (m+ nc + nd)L
ϑˆk ϑˆk = ϑˆk−1 + µ2,kΨˆk(L)E2,k ∈ Rn+nc+nd (n+ nc + nd)L+ n+ nc + nd (n+ nc + nd)L
µ2,k µ2,k ≤ 2‖Ψˆk(L)‖−2 ∈ R (n+ nc + nd)L+ 1 (n+ nc + nd)L− 1
E2,k E2,k := Y (L)− ΨˆTk(L)ϑˆk−1 ∈ RL (n+ nc + nd)L (n+ nc + nd)L
φˆ1,k(t) φˆ1,k(t) = F (t)bˆk−1 ∈ Rm 2mnL 2(n− 1)mL
φˆ2,k(t) φˆ2,k(t) = F
T(t)aˆk−1 ∈ Rn mnL (m− 1)nL
vˆk(t) vˆk(t) = wˆk(t)− ϕˆTk(t)ρˆk ∈ R (nc + nd)L (nc + nd)L
wˆk(t) wˆk(t) = y(t)− φˆT1,k(t)aˆk ∈ R mL mL
Total flops N3 := (4n1 + 6n2 + 6mn+ 2m− n)L+ n0
• The D-GESG algorithm has high estimation errors. Based on
the multi-innovation theory, the D-MI-GESG algorithm make the
parameter estimation errors become smaller when innovation length
p increases. Moreover, the parameter estimation errors given by the
D-MI-GESG algorithm become smaller as t increases.
• The parameter estimation accuracy of the proposed D-GEGI
algorithm becomes higher with the increasing of iteration k and the
parameter estimates are close to their true values.
• For the same data length and noise levels, it is obviously that
parameter estimation accuracy of the D-GEGI algorithm is higher
than that by the corresponding D-MI-GESG algorithm for bilinear-
in-parameter systems. The results show that a lower noise level
leads to a higher parameter estimation accuracy by both algorithms.
The D-GEGI algorithm has the higher computational effort than the
D-MI-GESG algorithm.
6 Conclusions
This paper considers the parameter estimation problems for bilinear-
in-parameter systems by means of the negative gradient search.
Based on the the model decomposition technique, we derive the
D-GESG algorithm, the D-MI-GESG algorithm and the D-GEGI
algorithm. The D-GEGI algorithm can generate more accurate
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Table 4 The D-MI-GESG estimates and errors (σ2 = 0.202)
p t a1 a2 b1 b2 b3 b4 c1 d1 δt(%)
1 (D-GESG) 100 0.08767 0.99615 0.52315 0.56623 1.65401 0.72225 -0.56227 0.01155 48.78112
200 0.10277 0.99471 0.52408 0.65344 1.61509 0.81650 -0.50942 -0.07412 44.47296
500 0.12137 0.99261 0.55131 0.72590 1.60439 0.89792 -0.49487 -0.11099 41.47031
1000 0.12539 0.99211 0.56476 0.77897 1.59724 0.95942 -0.48259 -0.13627 39.40240
2000 0.13437 0.99093 0.57783 0.83560 1.59293 1.02212 -0.47389 -0.15697 37.42139
3000 0.13943 0.99023 0.58384 0.86443 1.58762 1.05408 -0.46778 -0.16765 36.42892
2 100 0.32342 0.94626 0.47977 0.94839 2.41918 0.84035 0.31580 -0.28117 47.06989
200 0.32637 0.94524 0.42969 0.97905 2.29287 0.97741 0.35584 -0.30189 41.70560
500 0.30556 0.95217 0.43551 1.01274 2.17058 1.08537 0.41366 -0.33790 37.67442
1000 0.29945 0.95411 0.42411 1.01616 2.07946 1.15818 0.45340 -0.35728 35.33572
2000 0.29188 0.95645 0.42359 1.02837 2.00459 1.22956 0.49189 -0.37220 33.55210
3000 0.28994 0.95704 0.42007 1.03286 1.96435 1.26480 0.51319 -0.37559 32.72269
3 100 0.35312 0.93558 0.41925 0.90247 2.47060 0.87967 0.17868 -0.31087 48.59226
200 0.32311 0.94636 0.35763 0.88653 2.23649 1.08311 0.22184 -0.27721 39.12418
500 0.28842 0.95750 0.39645 0.90394 2.02294 1.24272 0.28025 -0.24232 30.87087
1000 0.26929 0.96306 0.39055 0.87510 1.86225 1.33737 0.30436 -0.19563 26.26261
2000 0.25766 0.96623 0.40118 0.87291 1.74563 1.42816 0.29937 -0.12015 22.02908
3000 0.25311 0.96744 0.40424 0.86685 1.68222 1.46337 0.28337 -0.06714 19.98415
True values 0.30000 0.95394 0.54000 1.25000 1.50000 1.5000 0.20000 0.23000
Table 5 The D-GEGI estimates and errors
σ2 k a1 a2 b1 b2 b3 b4 c1 d1 δk (%)
0.202 1 0.06399 0.99795 2.08017 2.63747 2.85895 2.85109 -0.12012 -0.00261 104.88295
2 0.11902 0.99289 1.59114 2.15611 2.37300 2.36138 0.03553 0.25148 68.48643
5 0.32034 0.94730 0.87561 1.49035 1.74024 1.74505 0.43594 0.03200 22.38965
10 0.40419 0.91468 0.63494 1.32614 1.62037 1.63392 0.28494 0.23162 9.07650
50 0.30104 0.95361 0.53403 1.24323 1.50986 1.51145 0.25965 0.25768 0.73961
100 0.29620 0.95513 0.53733 1.24044 1.50176 1.50201 0.25721 0.26011 0.48144
2.002 1 0.06000 0.99820 2.06420 2.59927 2.87529 2.86543 -0.12202 -0.02169 104.52494
2 0.11184 0.99373 1.67939 2.22121 2.49648 2.48243 -0.03191 0.22781 75.94932
5 0.31126 0.95032 0.98593 1.56345 1.86171 1.85374 0.25581 -0.00939 28.91678
10 0.40721 0.91334 0.68172 1.31271 1.64216 1.64042 0.11105 0.13963 12.17191
20 0.32055 0.94723 0.55667 1.20384 1.52231 1.50766 0.09908 0.16467 6.86752
100 0.24763 0.96885 0.54389 1.15762 1.43809 1.40469 0.16203 0.27270 6.57269
4.002 1 0.05558 0.99845 2.04646 2.55682 2.89345 2.88137 -0.12413 -0.04289 104.16434
2 0.10346 0.99463 1.80822 2.32320 2.66128 2.64595 -0.12561 0.18221 86.57320
5 0.32559 0.94551 1.26325 1.79136 2.13437 2.11111 0.05631 -0.01560 47.74720
10 0.51978 0.85430 0.90771 1.46213 1.81849 1.79063 -0.03798 0.07431 26.90482
20 0.41038 0.91192 0.67509 1.24668 1.60224 1.55800 -0.01410 0.11914 13.46115
100 0.21365 0.97691 0.53874 1.08350 1.41699 1.34172 0.15949 0.35027 10.59357
True values 0.30000 0.95394 0.54000 1.25000 1.50000 1.5000 0.20000 0.23000
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Fig. 3: The D-MI-GESG estimation errors δt versus t with different
σ2
parameter estimates than the D-GESG and the D-MI-GESG algo-
rithms by exploiting all the measured input-output data at each iter-
ation. The proposed algorithms have the advantage of not involving
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Fig. 4: The D-GEGI estimation errors δk versus k with different σ2
the over-parameterization of the parameters and decrease the compu-
tation load. The proposed approaches in the paper can combine other
mathematical tools [45–47] and statistical strategies [48–51] to study
IET Research Journals, pp. 1–9
8 c© The Institution of Engineering and Technology 2015
the performances of some parameter estimation algorithms and can
be applied to other multivariable systems with different structures
and disturbance noises and other literature [52–55].
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