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En teledetection, les cartes de contours peuvent servir, entre autres choses, a la restitution 
geometrique, a la recherche d'elements lineaires, ainsi qu'a la segmentation. La creation de ces 
cartes est faite relativement tot dans la chaine de traitements d'une image. Pour assurer la qualite 
des operations subsequentes, il faut veiller a obtenir une carte de contours precise. Notre 
problematique est de savoir s'il est possible de diminuer la perte de temps liee au choix 
d'algorithme et de parametre en corrigeant automatiquement la carte de contours. 
Nous concentrerons done nos efforts sur le developpement d'une methode de 
detection/restauration de contours adaptative. Notre methode s'inspire d'une technique de 
prediction des performances d'algorithmes de bas niveau. Elle consiste a integrer un traitement 
par reseau de neurones a une methode « classique » de detection de contours. Plus precisement, 
nous proposons de combiner la carte de performances avec la carte de gradient pour permettre 
des decisions plus exactes. La presente etude a permis de developper un logiciel comprenant un 
reseau de neurones entraine pour predire la presence de contours. Ce reseau de neurones permet 
d'ameliorer les decisions de detecteurs de contours, en reduisant le nombre de pixels de fausses 
alarmes et de contours manques. 
La premiere etape de ce travail consiste en une methode devaluation de performance pour les 
cartes de contours. Une fois ce choix effectue, il devient possible de comparer les cartes entre 
elles. II est done plus aise de determiner, pour chaque image, la meilleure detection de contours. 
La revue de la litterature realisee simultanement a permis de faire un choix d'un groupe 
d'indicateurs prometteurs pour la restauration de contours. Ces derniers ont servi a la calibration 
et a l'entrainement d'un reseau de neurones pour modeliser les contours. Par la suite, l'information 
fournie par ce reseau a ete combinee par multiplication arithmetique avec les cartes d'amplitudes 
de detecteurs « classiques » afin de fournir de nouvelles cartes d'amplitude du gradient. Le 
seuillage de ces contours donne des cartes de contours « optimisees ». 
Sur les images aeroportees du jeu de donnees South Florida, la mediane des mesures-F de la pour 
l'algorithme de Sobel passe de 51,3 % avant la fusion a 56,4 % apres. La mediane des mesures-F 
pour l'algorithme de Kirsch ameliore est de 56,3 % et celle de Frei-Chen ameliore est de 56,3 %. 
Pour ralgorithme de Sobel avec seuillage adaptatif, la mesure-F mediane est de 52,3 % avant 
fusion et de 57,2 % apres fusion. En guise de comparaison, la mesure-F mediane pour le 
detecteur de Moon, mathematiquement optimal pour contours de type « rampe », est de 53,3 % et 
celle de l'algorithme de Canny, est de 61,1 %. L'applicabilite de notre algorithme se limite aux 
images qui, apres filtrage, ont un rapport signal sur bruit superieur ou egal a 20. 
Sur les photos au sol du jeu de donnees de South Florida, les resultats sont comparables a ceux 
obtenus sur les images aeroportees. Par contre, sur le jeu de donnees de Berkeley, les resultats 
n'ont pas ete concluants. Sur une imagette IKONOS du campus de l'Universite de Sherbrooke, 
pour l'algorithme de Sobel, la mesure-F est de 45,7 % ±0,9 % avant la fusion et de 50,8 % apres. 
Sur une imagette IKONOS de l'Agence Spatiale Canadienne, pour ralgorithme de Sobel avec 
seuillage adaptatif, la mesure-F est de 35,4 % ±0,9 % avant la fusion et de 42,2 % apres. Sur cette 
meme image, l'algorithme de Argyle (Canny sans post-traitement) a une mesure-F de 
35,1 % ±0,9 % avant fusion et de 39,5 % apres. 
Nos travaux ont permis d'ameliorer la banque d'indicateurs de Chalmond, rendant possible le 
pretraitement avant le seuillage de la carte de gradient. A chaque etape, nous proposons un choix 
de parametres permettant d'utiliser efficacement la methode proposee. Les contours corriges sont 
plus fins, plus complets et mieux localises que les contours originaux. Une etude de sensibilite a 
ete effectuee et permet de mieux comprendre la contribution de chaque indicateur. L'efficacite de 
l'outil developpe est comparable a celle d'autres methodes de detection de contours et en fait un 
choix interessant pour la detection de contours. Les differences de qualite observees entre notre 
methode et celle de Canny semble etre dues a l'utilisation, ou non, de post-traitements. 
Grace au logiciel developpe, il est possible de reutiliser la methodologie; cette derniere a permis 
d'operationnaliser la methode proposee. La possibilite de reutiliser le filtre, sans reentrainement 
est interessante. La simplicite du parametrage lors de l'utilisation est aussi un avantage. Ces deux 
facteurs repondent a un besoin de reduire le temps d'utilisation du logiciel. 
Mots-cles: detection de signal adaptative, caracterisation des performances, reseaux de 
neurones, imagerie panchromatique, analyse de contours. 
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La disponibilite croissante des images de teledetection et la diversification des types de donnees 
disponibles contribuent au raffinement des methodes employees dans les applications telles que 
l'agriculture de precision et le suivi du developpement urbain. Ces images ne sont pas toujours 
directement utilisables. II faut d'abord determiner quelles images utiliser et en extraire 
rinformation utile, sous forme, par exemple, d'une carte thematique. Bien qu'un humain puisse 
preparer une telle carte, le temps de preparation est eleve et la qualite du resultat est variable. 
L'automatisation partielle du processus de creation cartographique est done interessante. 
La carte est preparee a l'aide d'un systeme d'information geographique (SIG), un logiciel 
permettant de gerer et traiter rinformation geographique. Pour faciliter lew developpement 
informatique, les SIG sont separes en plusieurs modules specialises, correspondant aux etapes de 
la preparation d'une carte. 
Dans une telle approche modulaire, les images peuvent etre d'abord mosai'quees, corrigees 
radiometriquement et geometriquement. Leur contenu est ensuite classifie pour determiner 
l'occupation du sol. Lorsque le contenu de l'image est simple, cette classification peut etre 
effectuee directement, en employant, par exemple, un algorithme de classification par maximum 
de vraisemblance (Duda et al, 2000). Le plus souvent, il est necessaire d'utiliser des methodes de 
classification plus complexes. Ces methodes exigent la decomposition prealable de l'image en 
primitives, comme des segments ou des contours. Les segments sont des regions ou entites 
homogenes. Les contours sont des courbes indiquant la presence de discontinuites englobant ces 
regions homogenes. Les proprietes de chaque primitive sont ensuite mesurees pour permettre 
d'appliquer un algorithme de classification, par exemple un systeme expert de 
classification (Voirin, 2004). 
Sur certaines images, la segmentation par region a de la difficulte a localiser precisement les 
frontieres. L'emploi d'une technique de segmentation par contour conjointement a la 
segmentation par region est alors indique. Parmi les domaines d'application pouvant beneficier 
d'une telle segmentation hybride, notons la segmentation d'images petrographiques (Zhoua et al, 
2004), la classification contextuelle agricole et urbaine (Stuckens et al, 2000), la segmentation de 
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brulis (Zhang et at, 2005) et, en medecine, la segmentation d'images acquise par resonance 
magnetique (Jimenez-Alaniz et at, 2006). 
Le traitement peut aussi etre axe exclusivement sur la localisation des frontieres entre les objets, 
ou sur la localisation d'objets filiformes. Les primitives de types contours sont alors employees 
seules. La demarche consiste alors a decider, pour chaque pixel, si ce dernier est un contour ou 
s'il n'en est pas un. En imagerie medicale, cette facon de faire est parfois utilisee pour 
l'extraction (Sofka et Stewart, 2003; Mendoca et Campilho, 2006) et le recalage (Laliberte et at, 
2003; Lalonde et at, 2000) de vaisseaux sanguins de la retine. 
En teledetection, la detection de contours est utilisee pour plusieurs taches reliees a la 
planification du developpement urbain, telles que : le reperage de points caracteristiques avant le 
recalage d'images (Klepko, 1997; Thepaut et at, 2000), la detection automatique des 
routes (Yuille et Coughlan, 2000) ou des changements au niveau du bati (Phalke et Couloigner, 
2004). La presente etude s'interesse a l'extraction de telles primitives. 
La localisation des discontinuites dans l'image presente plusieurs defis, particulierement quand 
elles sont diffuses dans l'espace ou quand le contraste de leurs niveaux de gris est faible. Les 
nouvelles images de teledetection ont un contenu complexe, plus riche en details que celles a 
moyenne resolution. II est done necessaire d'avoir de nouveaux outils de traitement adaptes a la 
nouvelle generation d'images de teledetection. D'un point de vue theorique, les facteurs de succes 
de la detection de contours sur de telles images gagneraient a etre mieux compris. Etant donne 
que chaque type d'image possede des proprietes particulieres, il est difficile de concevoir un 
algorithme de detection de contours bien adapte a plusieurs contextes. 
Les detecteurs « classiques », bases sur la variation des niveaux de gris, sont deja specifiques aux 
contours; ils confondent peu l'arriere-plan et les contours. lis conviennent aux images a moyenne 
et haute resolution. Cependant, ils ne sont pas adaptes au contexte actuel en teledetection; les 
images a tres haute resolution spatiale contiennent plus de texture a l'interieur des regions 
d'interets et la prevalence des pixels delimitant les regions d'interet est faible. L'operationalisation 
des detecteurs sur de telles images passe par une optimisation pour les rendre plus precis, ce qui 
consiste a reduire le nombre de faux contours detectes, qui tend a etre eleve par rapport au 
nombre de contours detectes correctement. 
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Tout au long de l'histoire du traitement d'images numeriques, plusieurs detecteurs de contours ont 
ete concus. lis se distinguent par differentes proprietes mathematiques et algorithmiques (Ziou et 
Tabbone, 1998). Chaque detecteur possede son propre modele pouvant expliquer les structures de 
l'image qu'il peut detecter et la deterioration de sa reponse lorsque l'image est bruitee. Par 
exemple, le detecteur de Canny (1986) est concu pour repondre de facon optimale a un contour 
en « marche d'escalier, » tout en etant peu affecte par le bruit blanc gaussien. Bien que plusieurs 
concepteurs d'algorithmes fournissent une description du modele theorique et de la demarche 
utilisee pour concevoir leur detecteur, cette description est parfois omise. 
Encore aujourd'hui, le nombre d'algorithmes de detection de contours disponibles continue 
d'augmenter. II devient difficile de determiner quel algorithme convient le mieux pour traiter les 
images destinees a une application donnee. Quand les proprietes d'un detecteur sont peu ou pas 
connues, ou quand il faut traiter une image dont on connait mal les caracteristiques, une question 
emerge naturellement: « pour cette image, est-ce que ce detecteur est le plus liable parmi ceux 
disponibles ? » 
Devant la variete de detecteurs disponibles, il est souvent difficile de faire un choix. Dans les cas 
ambigus, le choix du detecteur est fonction de 1'experience passee sur des images semblables. 
Bien qu'il se base sur son experience, l'usager risque de proceder par tatonnement, d'essayer 
plusieurs detecteurs avant de fixer son choix. II peut arriver que l'usager choisisse un detecteur 
mal adapte a l'image. Dans ce cas, bien qu'il prenne le temps d'ajuster au mieux les parametres, le 
resultat obtenu ne peut jamais etre le meilleur. L'usager pourrait aussi decider d'utiliser les memes 
parametres pour toutes les images. Cela peut empecher d'obtenir des resultats optimaux. 
Pour assurer la qualite des operations subsequentes, il faut veiller a obtenir une carte de contours 
precise. L'estimation des performances attendues pourrait, dans certains cas, aider a justifier 
l'achat de nouvelles images, si la precision attendue ne correspond pas aux besoins de 
l'application visee. II nous apparait aussi utile d'aj outer de l'intelligence aux SIG en les rendant 
capables de guider l'utilisateur lors du choix et de l'utilisation des algorithmes pouvant traiter 
efficacement une image. Pour ce faire, il existe trois families d'approches : 
- caracteriser l'algorithme a posteriori pour son l'optimisation (evaluer les performances); 
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- caracteriser l'algorithme a priori pour faciliter le choix des traitements (predire les 
performances); 
— corriger le resultat d'un detecteur de contours classique en s'inspirant des deux premieres 
families d'approches. 
devaluation experimentale des performances de detecteurs peut servir de base au choix 
d'algorithmes. Ces evaluations sont des etudes de l'effet du choix de parametres sur la qualite du 
resultat fourai par un detecteur donne. Une telle etude est habituellement faite sur plusieurs 
images. Les resultats sont souvent presentes sous forme d'une courbe resumant la relation entre la 
sensibilite du detecteur et sa specificite (ou sa precision). Dans une approche basee sur 
Intelligence artificielle, les connaissances sur l'appariement d'images et d'algorithmes pourraient 
etre integrees dans un systeme a base de cas ou de regies (Vasconcelos et ah, 2002). 
La prediction des performances peut etre utilisee dans les cas ou revaluation est difficile a 
realiser. Les performances de detecteurs de contours sont alors estimees via une approche 
numerique. Une telle estimation se base sur le contenu de chaque image a traiter. Ainsi, elle prend 
en compte des variations locales pour guider le choix du detecteur a utiliser. II s'agit alors 
d'utiliser l'apprentissage statistique pour entrainer un operateur estimant la probabilite qu'il y ait 
vraiment un contour quand un detecteur donne determine qu'il y en a un, ainsi que la probabilite 
qu'il n'y ait pas de contour lorsque le detecteur determine qu'il n'y en a pas (Chalmond et ah, 
2001). 
La prediction des performances peut etre une facon de demontrer a l'usager si 1'algorithme choisi 
a ou non la capacite de resoudre son probleme. Ainsi, les pertes de temps dues a un choix 
d'algorithme par essai et erreur pourront etre evitees. De plus, la creation de cartes de confiance 
peut convaincre les usagers de la fiabilite des algorithmes qu'ils utilisent deja. Dans un contexte 
ou le choix de la meilleure methode depend de la disponibilite et de la qualite des donnees, un tel 
outil d'aide a la decision est souhaitable. De plus, bien connaitre les performances des 
algorithmes peut contribuer a identifier leurs faiblesses, ce qui permettrait aux chercheurs de 
cibler leurs recherches sur ces aspects en particulier. 
La presente recherche se propose d'etudier la faisabilite de la troisieme approche, soit d'utiliser un 
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banc de filtres inspire de la prediction des performances pour ameliorer la qualite de cartes de 
contours. Notre demarche est de concevoir, developper et valider un tel algorithme, base sur 
l'utilisation d'un reseau de neurones. 
1.1 Retrospective du probleme 
Au cours des 40 dernieres annees, beaucoup d'algorithmes de detection de contours ont fait l'objet 
d'articles dans les periodiques de vision par ordinateur. Beaucoup de progres ont ete realises 
depuis le travail de Roberts (1963). 
La methodologie de 1'evaluation des performances des algorithmes de detection de contours a ete 
etudiee dans la litterature. Pour une retrospective, voir (Heath et al, 1997). Cependant, ces 
techniques formelles de mesure ne sont pas encore systematiquement utilisees. Les chercheurs 
ont souvent limite leurs evaluations au calcul d'indicateurs empiriques, a des analyses theoriques 
ou a des essais sur des images synthetiques contenant divers niveaux de bruit. Ces methodologies 
permettent de caracteriser les proprietes geometriques de contours et la sensibilite des detecteurs 
aux variations du niveau de bruit (Kanungo et al, 1995). Bien que ces methodes permettent de 
concevoir des detecteurs de contours et de demontrer leur stabilite, elles ne peuvent suffire a 
verifier objectivement les performances d'un detecteur dans des conditions reelles. Souvent, le 
resultat d'un algorithme sur une image reelle est presente a la fin d'un article, pour permettre au 
lecteur d'en faire 1'evaluation subjective. 
Pour evaluer plus objectivement le resultat d'un algorithme sur une image reelle, il est possible 
d'utiliser une image de verite-terrain des contours. II existe depuis une trentaine d'annees des 
methodes permettant d'utiliser une telle image pour evaluer un detecteur, comme dans les travaux 
de Abdou et Pratt (1979). Ces methodes sont longtemps restees peu utilisees, ceci etant du au fait 
que la creation manuelle d'une carte de contours est une tache difficile. 
Pour remedier a cette difficulte, des jeux de donnees des images de verite-terrain ont ete rendus 
publics, pour faire 1'evaluation d'algorithmes de segmentation par region et de detection de 
contours (Heath et al, 1997; Bowyer et al, 2001; Martin et al. 2001; Grigorescu et al, 2003). 
Ces ressources permettent une evaluation plus complete des algorithmes. Cependant, vu la grande 
variete possible des conditions d'acquisition d'images, une question demeure : « quelles seront les 
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performances de ces algorithmes sur les images que l'usager veut analyser ? » Chalmond et 
al. (2002) ont apporte des elements de reponse a ce probleme en montrant visuellement la 
capacite d'une banque d'indicateurs a identifier les zones d'ambigiiite et predire la performance du 
detecteur Sobel sur une image aerienne infrarouge. 
Pour demeurer a jour lors de l'apparition de nouveaux types d'images et de nouveaux algorithmes, 
un outil informatique capable d'apprentissage pourrait etre une solution conviviale. Cet outil 
devrait pouvoir guider l'utilisateur lors du processus de creation d'une carte, soit au moment du 
choix des donnees d'entree et d'algorithmes de bas niveau, soit pour corriger partiellement le 
resultat d'un algorithme de bas niveau. 
1.2 Problem atique 
Le detecteur de Canny est repute etre celui qui donne «les meilleurs resultats ». Un utilisateur 
pourrait vouloir utiliser un filtre de Canny bien parametre. Or, il faut prendre garde a ce type 
d'approche. Heath et al. (1997) ont compare les performances de plusieurs detecteurs de contours, 
lis ont confirme que, lorsque les parametres du detecteurs de Canny sont adaptes a chaque image, 
ce dernier donne les meilleurs resultats parmi les filtres qu'ils ont etudies. Cependant, ce meme 
detecteur a donne les pires resultats lorsqu'il etait utilise avec les memes parametres pour toutes 
les images. 
II est done important, pour l'utilisateur recherchant la meilleure performance, d'investir du temps 
dans le parametrage de la detection de contours. Or, le temps etant souvent limite, un utilisateur 
presse apprecierait etre guide. 
Lors de 1'evaluation des performances d'un algorithme, les chercheurs s'assurent: 
- qu'il soit suffisamment sensible pour detecter les contours et 
- qu'il soit suffisamment speciflque pour ne pas reagir quand il n'y en a pas (Canny, 1986). 
Cela constitue une evaluation fidele du test. Cependant, a moins que les classes a separer soient 
equiprobables, cette information ne decrit pas les performances sur de vraies donnees. 
Les contours etant generalement minces et espaces les uns des autres, leur prevalence est peu 
elevee. Autrement dit, des regions sans contours occupent la majeure partie de l'image. II est 
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possible, dans ces conditions, qu'un detecteur suppose, a tort, que plusieurs pixels contiennent des 
contours alors qu'en realite, ces pixels appartiennent a des regions homogenes, sans contours. 
Malgre les nombreuses erreurs du detecteur, le nombre de faux contours sera quand meme 
largement inferieur a celui des pixels sans contours identifies correctement. Ainsi, ralgorithme 
sera considere comme etant specifique. Dans ce scenario, pour souligner le fait que le nombre de 
pixels de faux contours est eleve par rapport au nombre pixels de vrais contours, ralgorithme sera 
qualifie d'imprecis. 
Le degre de confiance qu'un usager accorde a une carte de contours depend de la fiabilite des 
decisions utilisees pour la creer. Les decisions positives doivent correspondre a de vrais contours 
de l'image et les decisions negatives, a des zones sans contours. L'estimation de ces deux 
proprietes complementaires se nomme prediction des performances. En se basant sur les 
proprietes du voisinage d'un contour, il est possible, jusqu'a un certain point, de quantifier 
1'influence : 
- de la structure et du type des contours; 
- de leur contraste et leur dispersion; 
- des proprietes de l'image telles que le niveau de bruit et la texture. 
II deviendrait alors possible d'etudier les ecarts de performances attendues entre des images, des 
algorithmes, ou les regions d'une image. Notre problematique est de savoir s'il est possible de 
diminuer cette perte de temps associee au choix d'algorithme et de parametres, en corrigeant 
automatiquement la carte. Nous esperons que cette these amene les utilisateurs a s'interesser un 
peu plus au choix de parametres et les chercheurs a s'interesser aux methodologies devaluation. 
1.3 Objectifs de recherche 
Cette these vise a mettre au point un algorithme/filtre d'amelioration de carte de contours. Ce 
dernier utilisera une banque d'indicateurs de « prediction des performances » pour filtrer/attenuer 
les fausses alarmes avant le seuillage d'une carte de contours. Dans la presente approche, nous 
ajoutons un filtrage supplemental avant l'etape de seuillage. 
La presente etude a done pour objectifs specifiques : 
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- de concevoir un procede visant a utiliser un reseau de neurones pour ameliorer les decisions de 
detecteurs de contours, en reduisant le nombre de pixels de fausses alarmes et de contours 
manques; 
- de developper un logiciel permettant d'appliquer ce procede d'amelioration contours; 
- de comparer l'efficacite de l'outil developpe a celle d'autres methodes de detection de contours; 
- de montrer le potentiel de la methode proposee pour ameliorer la qualite des detecteurs de 
contours sur des images de teledetection et sur des images numeriques en general; 
- de mieux comprendre les facteurs de succes de la restauration de contours. 
1.4 Hypotheses de recherche 
Les hypotheses de recherche sont: 
- la banque d'indicateurs de Chalmond, ou une banque d'indicateurs derives de ces derniers, 
permet de cartographier la presence ou l'absence de contours; 
- les cartes de presence de contours permettent d'effectuer un traitement pouvant corriger les 
resultats fournis par un detecteur de contours conventionnel; 
- le traitement obtenu est robuste au bruit; 
- ce traitement est applicable a plusieurs types d'images; 
- tous les indicateurs utilises contribuent a l'indice de presence de contours. lis sont tous 
necessaires pour assurer la qualite du resultat. 
1.5 Delimitation de l'etude 
Au niveau de la chaine de traitements, notre contribution porte sur la segmentation par detection 
de contours. Ce travail permet le raffinement d'une carte de contours utilisable par les algorithmes 
de classification qui doivent suivre. Nous ne tentons pas de predire les performances des 
operations de recalage et de filtrage pouvant preceder la segmentation. 
Au sein de la detection de contours, trois etapes peuvent etre considerees : le pretraitement de 
l'image en niveau de gris, le seuillage et les post-traitements de l'image binaire. Notre methode ne 
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concerae ni le seuillage, ni le post-traitement. Elle est plutot un pretraitement, un filtrage 
supplemental de la carte de contours flous avant le seuillage. 
Etant donne la rarete des jeux d'images avec realite du terrain pour les contours, nous n'avons 
touche que les domaines de bati non dense sur des images IKONOS, des photographies aeriennes 
d'une base militaire et de la reconnaissance au sol d'objets tires de la vie quotidienne. 
1.6 Plan de la these 
Cette these est composee de sept chapitres. Apres l'introduction, il est important de preparer 
convenablement cette recherche, comprendre les concepts impliques dans la presente etude, 
mieux cibler la problematique et faciliter la comprehension des etapes methodologique. Pour 
cela, le deuxieme chapitre sera consacre a une revue de la litterature portant sur la detection de 
contours et la caracterisation des performances. 
Le troisieme chapitre decrit les donnees employees et explique les etapes methodologiques de la 
these. Les resultats experimentaux sont ensuite presentes dans le quatrieme chapitre. 
L'interpretation est faite au cinquieme chapitre. La discussion, qui occupe le chapitre six, situe les 
resultats dans un contexte plus large. Une conclusion et des recommendations viennent ensuite 
clore la these. 
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2. Cadre theorique 
Dans ce chapitre, nous passerons en revue les concepts sur lesquels s'appuie la presente 
recherche. D'abord, pour la detection de contours, nous presentons des definitions, un historique, 
ainsi que les principales etapes de mise en oeuvre generalement employees. Nous traiterons 
ensuite de la caracterisation des performances. Pour ce faire, une section sera dediee aux 
techniques devaluation, et une autre, a la prediction des performances. Des documents 
supplementaires sont repertories dans l'Annexe 1. Le chapitre se termine avec la description des 
considerations et prototypes de selection d'images ayant menes a la realisation de cette these. 
2.1 Detection de contours 
La detection de contours peut etre utilisee comme etape preliminaire a ridentification des objets 
d'une scene et des relations spatiales entre ces objets. Un contour est une variation brusque des 
niveaux de gris, de la couleur ou de la texture de l'image. Les contours peuvent etre situees a la 
frontiere entre un objet et le fond de l'image ou entre deux objets qui se chevauchent. lis peuvent 
aussi etre causes par d'autres facteurs tels que l'ombre, des changements brusques dans 
l'orientation d'une surface, des changements dans les proprietes de reflectance, ou des variations 
d'illumination (Manjunath et Chellapa, 1993; Elder et Zucker, 1998; Nalwa et Binford, 1986). 
Ces changements d'intensite sont une source riche d'information. Mathematiquement, des points 
dont la nime derivee dans une direction donnee est une fonction de Dirac sont des discontinues 
d'ordre n. Les contours forment une representation simplifiee des objets, se limitant a l'essentiel, 
sans dormer de details. La localisation des contours permet de determiner la bordure des objets et 
de separer ces objets en zones ayant des proprietes photometriques ou geometriques 
significativement distinctes. Ces contours peuvent etre, par exemple, le pourtour d'une ville, la 
lisiere d'une foret, le rebord d'une excavation. 
La representation informatique de l'image etant une grille, il faut separer les contours en 
fragments orientes, d'une longueur d'un pixel. Ces elements de contours sont appelles 
edgels (Nalwa et Binford, 1986; Martin et al, 2004). Sur l'image, les pixels de contours utiles a 
l'interpretation sont regroupes en structures lineaires d'un ou deux pixels de large. Nous appellons 
courbe un groupe de pixels de contours connexes. Le terme trait designe un petit segment 
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rectiligne de contour. Les contours sont souvent separes en quatre types : marche/rampe, ligne, 
toit Qtjonction/coin. 
Les contour de type « marches » (step edge, en anglais) sont les plus communs. lis se retrouvent 
entre deux objets ayant des niveaux de gris constants, mais differents Tun de l'autre. De profil, 
leur fonction d'intensite fait penser a une marche d'escalier. Ce sont des discontinuites d'ordre un. 
La majorite des algorithmes de detection de contours sont adaptes a ce type de contours. Si la 
demarcation est un plan incline plutot que parfaitement vertical, la discontinuite est parfois 
appelee contour de type « rampe ». Un tel contour peut etre decrit par deux parametres, la 
hauteur h et la pente 8 (Pratt, 1991). Un detecteur devrait identifier un contour avec une largeur 
d'un pixel, au centre de la rampe (Parker, 1997). 
Pour produire un contour de type « ligne », un objet photographie doit etre de resolution plus fine 
ou egale a celle du capteur. Son etendue se reduit pratiquement a la seule dimension de la 
longueur. Cela cree une courbe d'une largeur d'un ou deux pixels. Ce sont des discontinuites 
d'ordre zero. Les contours de type « lignes » peuvent avoir plusieurs causes physiques, comme 
des egratignures ou du texte imprime. Le contraste par rapport au voisinage permet de localiser 
un contour de type « ligne ». Si le contour est clair, il est appele contour de type « crete » et s'il 
est sombre, contour de type « vallee ». Les contours de type « ligne » sont souvent trop etroits 
pour etre detectes efficacement par les detecteurs de contours de type « marches » (Canny, 1986). 
Ces derniers sont portes a marquer faussement deux contours de type « marche », un de chaque 
cote du vrai contour de type «ligne »(Ziou et Tabbone, 1998). Les contours de type « toit», 
moins etudies par les chercheurs, sont des discontinuites d'ordre deux (Nalwa et Binford, 1986). 
Les points de rencontre de plusieurs contours sont parfois appelles jonctions ou coins. Les 
detecteurs de coins peuvent servir a determiner les points « interessants » d'une image, utilisables 
pour la mise en correspondance avec d'autres images au contenu semblable (Lowe, 2004). II y a 
des applications, notamment, en stereoscopie, en reconstruction et en determination de la 
structure a partir du mouvement (Forsyth et Ponce, 2003). II existe plusieurs modeles de coins : 
en « L », en « T », en « V », en « X », en « Y », etc. (Ziou et Tabbone, 1998). Plusieurs detecteurs 
de contours echouent a ces endroits, ou l'amplitude du gradient est plus faible et l'orientation, plus 
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difficile a estimer (Rothwell et al, 1994). Selon le contexte, le mot contour, employe seul, 
designe un contour de type « marche » ou bien un contour en general, peu importe son type. 
Bien que les details d'un objet soient riches en information, il est souvent utile de ne tracer que 
les frontieres entre les objets. On appelle profit, ou encore silhouette, une courbe fermee, de 
largeur d'un pixel, representant la limite entre un objet et le reste de l'image. La bordure est 
considered comme faisant partie de l'objet, contrairement a l'ombre ou la surbrillance (Sun 
Microsystems, 2001). C'est une bordure interieure si la ligne est superposee a l'objet. Sinon, c'est 
une bordure exterieure. Le mot anglais "contour''' peut vouloir dire contour ferme, qu'il 
corresponde ou non a une frontiere d'objet. On rencontre aussi "closed contour". 
Les contours ne sont cependant pas toujours fermes. Dans ce cas, ils sont composes defragments 
de contours (Wang et al, 2005). Ils peuvent etre des courbes ouvertes s i : 
- le constraste estime entre deux regions est faible et fluctue autour du seuil de detection de 
l'algorithme (Canny, 1986; Salotti et al, 1996), 
- un objet est forme de contours de type « lignes » (soit il est mince par rapport a la resolution 
du capteur, soit il contient beaucoup de details de texture, appeles hachures), 
- une partie d'un objet cache une autre partie du meme objet, 
- une partie de la frontiere entre deux objets est rendue floue par l'ombre ou la lumiere (Martin 
et al, 2004). 
Apres la detection de contours, ces lignes sont a l'etat d'ebauche. Dans une carte de contours, si 
les frontieres des objets sont fragmentees, ou si la carte contient de petits faux contours dus au 
bruit, la segmentation est dite incomplete. Les contours doivent alors etre nettoyes, amincis et 
completes. Une fois les defauts corriges, la carte devient une segmentation complete de l'image, 
par contours. Comme cette segmentation definit un partitionnement de l'image, elle est la 
representation duale d'une segmentation par region. Dans ce contexte, on peut appeler element 
d'arete un pixel situe a la frontiere de deux regions differentes selon une propriete donnee, 
particulierement si ces regions sont deux surfaces geometriques distinctes. 
Une carte de contours est la representation graphique des variations brusques des niveaux de gris 
ou de la texture d'une image. Cette representation peut prendre plusieurs formes. La plus simple 
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consiste a marquer comme contours tous les pixels de l'image dans lequelle la variation des 
niveaux de gris est grande. Cela conduit souvent a des contours larges de deux pixels. Une 
technique complementaire consiste a amincir systematiquement les contours a un pixel de large, 
localisant ainsi le cote des contours ou l'intensite varie le plus. 
Une derniere representation ressemble beaucoup aux ebauches d'icones preparees pour les 
interfaces graphiques. Ces ebauches sont constituees de lignes noires, pour assurer un affichage 
satisfaisant sur une grande gamme de couleurs de fond et de textures. Leur style est simplifie, 
facilitant ainsi Interpretation du dessin. Les lignes sont limitees aux caracteristiques principales 
de l'objet represents, notamment sa bordure interieure. Ces lignes ont une largeur d'un pixel. Pour 
creer un effet de relief, de la surbrillance blanche est ajoutee. L'ombre noire est fournie par 
l'ebauche du graphique (Sun Microsystems, 2001). Cela ressemble a la convention utilisee par 
Yitzhaky et Peli (2003) pour encoder les contours : ils marquent systematiquement le cote sombre 
des contours en noir et le cote clair des contours en blanc, sur un fond gris. Une telle carte de 
contours contient une information equivalente a la phase du gradient. 
II est important de se rappeler qu'un contour theorique est de largeur nulle. Si les objets se 
terminaient aux frontieres des pixels, ces contours theoriques passeraient entre les pixels. 
Cependant, il y aura toujours du flou ou du bruit dans Timage. Cette incertitude sur 
l'emplacement exact des contours est due a plusieurs facteurs : 
- l'emplacement physique des objets n'est pas dicte par la grille de l'image; 
- le capteur parfait n'existe pas; 
- les scenes photographiees ont toutes une profondeur; 
- la penombre diffuse borde l'ombre (Elder et Zucker, 1998). 
Le reste de cette section decrit plus en detail les etapes importantes de revolution historique des 
detecteurs de contours. Les sections 2.1.1 et 2.1.2 decrivent les fondements theoriques des 
techniques basees sur les derivees premiere et seconde. Dans la section 2.1.3, des techniques 
d'appariement de formes sont decrites. La section 2.1.4 complete les precedentes en decrivant des 
techniques diverses, plus recentes. La section 2.1.5 decrit plus en details la theorie, en situant la 
detection de contours au sein d'une chaine complete de traitements de l'image. 
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2.1.1 Detection basee sur la derivee premiere 
Un des detecteurs de contours ayant le plus marque le debut de l'ere de la recherche en vision 
numerique est la croix de Roberts (1963). Son calcul commence par la determination du gradient, 
via la convolution de l'image avec deux noyaux de dimension 2x2 (Figure 2.1). II existe ensuite 
deux facons de completer le calcul. La premiere utilise l'amplitude du gradient, c'est-a-dire la 
racine de la somme des carres de ses composantes. La deuxieme utilise une approximation : la 
somme des valeurs absolues des deux composantes du gradient. Dans les deux cas, les contours 
sont obtenus par un seuillage sur l'amplitude calculee. 
L'operateur de Roberts est interessant pour sa rapidite de calcul, due a la petite taille des noyaux 
utilises et a l'approximation de l'amplitude du gradient. Ce detecteur produit des contours fins, 
mais est sensible au bruit. Puisque les fenetres coulissantes utilisees sont de taille paire, leur 
centre est entre 4 pixels. Le resultat est generalement decale d'un demi pixel vers le haut et vers la 
gauche. La position des contours detectes est done systematiquement biaisee. 
1 0 
.0 - 1 . 
0 - 1 
1 0 
Figure 2.1 - Filtres de Roberts 
En 1970, Prewitt (Figure 2.2) et Sobel (Figure 2.3) ont chacun propose des filtres horizontaux et 
verticaux de dimension 3x3 (Umbaugh, 1998). Le filtre de Sobel dormant plus de poids aux 
pixels centraux, il est possible qu'il favorise la bonne localisation des contours, au prix d'une 
moins bonne elimination des discontinuites. Pour estimer le gradient de l'image, les filtres de 
Prewitt ou de Sobel sont convolues avec cette derniere. Les contours sont ensuite marques par un 
seuillage sur l'amplitude du gradient. L'utilisation d'un noyau de dimension impaire a l'avantage 
de ne pas decaler la position des contours. Les trois coefficients de chaque cote des masques 
calculent en quelque sorte l'intensite moyenne du signal de part et d'autre du pixel central: le 
bruit est ainsi legerement reduit, au prix d'une augmentation de l'incertitude sur la position. 
II est possible d'elargir les filtres de Prewitt et Sobel a des tallies de 5x5, 7x7, 9x9... Ces 
detecteurs permettent de controler le degre de filtrage Le positionement des contours est 
cependant affecte par la taille des plateaux rectangulaires entourant le pixel central. En presence 
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de contours bruites, ces detecteurs par « difference de boites » marquent plusieurs maximums 
locaux qu'il est difficile de separer (Canny, 1986; Umbaugh, 1998). 
Les detecteurs decrits plus haut considerent les contours comme des maximums dans la derivee 
premiere d'un signal. Si la reponse de l'operateur le long d'un contour varie de part et d'autre du 



































Figure 2.3 - Filtres de Sobel 
Bien que certaines innovations soient comparees au detecteur de Sobel, la majorite des 
innovations sont comparees au detecteur de Canny. Ce dernier est probablement le detecteur de 
contours le plus connu. Canny (1986) propose trois criteres pour caracteriser les performances 
d'un detecteur de contours : 
1) Bonne detection. II devrait y avoir une faible probabilite de ne pas identifier un vrai 
contour, ainsi qu'une faible probabilite de marquer faussement un endroit sans contour. 
Comme ces deux probabilites sont des fonctions decroissantes monotones du rapport 
signal sur bruit du signal de sortie, ce critere equivaut a maximiser le rapport signal sur 
bruit. 
2) Bonne localisation. Les points marques comme contours par l'operateur devraient etre 
aussipres que possible du centre du vrai contour. 
3) Une seule reponse par contour. Cela est implicite dans le premier critere; en effet, quand 
il y a deux reponses au meme contour, Vune d'elles doit etre consideree fausse. 
Cependant, la formulation mathematique du premier critere ne capture pas I'exigence 
d'un contour unique et cette exigence est rendue explicite. 
Traduit de : Canny (1986) 
Selon l'auteur, le filtre pour isoler les contours de type « marche » de maniere « optimale » peut 
etre approxime par la derivee premiere d'une gaussienne. Marr et Hildreth (1980) affirment aussi 
que le filtre gaussien est optimal, car il offre a la fois une bonne localisation spatiale et 
frequentielle. Ce filtre avait ete propose plus tot par Argyle (1971). Canny propose un detecteur 
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qui elimine d'abord les pixels ayant une valeur inferieure a celle de leurs voisins dans la direction 
du gradient. Apres cette suppresion des non-maximums, il suggere l'utilisation d'un seuillage 
double. Le premier seuillage consiste a eliminer les pixels dont ramplitude du gradient est 
inferieure a une certaine valeur. Le deuxieme seuillage concerne les courbes. Quand l'amplitude 
du gradient de chacun des pixels d'une courbe est inferieure a un deuxieme seuil, defini comme la 
moitie du premier seuil, ce groupe de pixels est elimine. 
D'autres criteres d'optimalite sont possible, selon le modele de contours ou de bruit considere. Le 
probleme est souvent traite a une dimension (ID), puis etendu a deux dimensions (2D) par 
symmetrie de revolution (Forsyth et Ponce, 2003). Le calcul de la derivee est souvent fait apres 
convolution par ce filtre isotrope. Un tel critere est la capacite a separer les contours 
rapproches (Nalwa et Binford, 1986). 
Un autre critere d'optimalite est le rapport signal sur bruit « discriminant» qui considere toute 
reponse hors-centre comme du bruit (Ben-Arie et Rao, 1993). Cela revient a reduire le bruit tout 
en minimisant la difference entre l'image originale et l'image filtree. Le filtre exponentiel est 
optimal pour cette tache. II est defini par l'equation : 
g(x) = 0,5<rexp(-o-|x|) (2.1) 
ou a est la dispersion et x est la distance radiale. Le type de contours ainsi detecte a d'abord ete 
nomme contour de type «rampe», pour le distinguer des contours de type «marche» 
«parfaits»(Petrou et Kittler, 1991). Cet operateur produirait de bonnes decisions, bien 
localisees (Moon et al, 2002). II permettrait aussi de conserver au maximum la resolution 
spatiale d'une image radar quand la reduction du bruit de chatoiement exige l'utilisation d'un 
noyau de convolution assez large pour englober plus d'un contour (FJ0rtoft et ah, 1998). 
2.1.2 Detection basee sur la derivee seconde 
Le laplacien V2 d'un signal 2D est defini par l'equation : 
^=fl+fl (2-2) 
ox oy 
II a la particularite de changer de signe algebrique en presence d'un contour. Ses passages par 
zero suivent des courbes fermees (Ziou et Tabbone, 1998). Le masque de convolution du 
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laplacien est donne dans la Figure 2.4. Comme le laplacien n'est pas directionnel, il y a 
diminution du rapport signal sur bruit, particulierement au voisinage des jonctions (Smith et 
Brady, 1995; Rothwell etal, 1994). 
0 - 1 0 
- 1 4 - 1 
0 - 1 0 
Figure 2.4 - Masque laplacien 
D'apres Marr et Hildreth (1980), ainsi que Kass et al. (1988), un detecteur plus robuste au bruit 
est obtenu en definissant les contours comme etant les passages par zero du laplacien d'un signal 
filtre par une gaussienne 
Ga*V2I (2.3) 
ou Ga est un filtre gaussien, * est l'operateur de convolution et / est l'image originale. Une autre 
approche a la detection des contours est l'utilisation d'une approximation du laplacien de la 
gaussienne, soit la difference de gaussiennes ayant leur parametre a dans un rapport de 1,6 (Marr 
et Hildreth, 1980). 
En presence de bruit, le laplacien du gaussien marque plus de points de contours que les 
detecteurs bases sur 1'amplitude du gradient (Ziou et Tabbone, 1998). Si l'echelle de la detection 
est fine, c'est-a-dire si le lissage gaussien est leger, beaucoup de contours sont 
marques (Lindeburg, 1996). 
Selon l'application visee, un tel resultat peut ne pas etre directement utilisable, particulierement si 
les contours detectes sont tres denses. L'operation peut alors etre interpreted comme une premiere 
etape d'elimination de pixels sans contour. La carte des contours peut etre raffinee par un 
detecteur base sur le gradient. Son utilisation peut alors etre limitee aux pixels n'ayant pas ete 
rejetes auparavent. Ce type d'approche est parfois appele classification par rejet de formes, pour 
la differencier de la reconnaissance de formes traditionnelle (Baker et Nayar, 1996). II serait 
possible, pour faire un parallele avec la medecine, de parler de test de depistage de formes. 
Poggio (1982) a suggere, et Haralick (1984) a developpe, un detecteur base sur la derivee 
seconde, orientee dans la direction du gradient: 
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-^cos2{e) + —^—sm{e)cos(e)+-^sm{9) (2.4) 
dx1 dxdy dy 
ou x est position horizontale, y est la position verticale et 6 est la direction du gradient. Freeman 
et Adelson (1991) ont eventuellement demontre formellement que les derivees d'une image dans 
une direction quelconque peuvent etre calculees par une somme ponderee de derivees 
directionelles dans des directions particulieres. 
2.1.3 Appariement de formes 
Les approches decrites plus haut tentent de localiser les contours via les derivees de l'image. Une 
autre approche de detection de contours est l'appariement de formes. Elle consiste a comparer une 
partie d'image a la forme d'un contour ideal, parametre selon divers criteres tels que son 
orientation, la difference d'intensite, la largeur... Hueckel (1973, 1974) decrit un contour comme 
une fonction a six parametres, definie sur un domaine circulaire d'un rayon de V 20 pixels 
compris dans un voisinage de 9x9. Le profil d'intensite de la pastille d'image est projete dans le 
sous-espace de contours de type marche et de type ligne defini par la fonction. Les parametres 
sont ajustes pour minimiser l'erreur quadratique entre l'image et la fonction. La partie du signal 
qui reste est assimilee au bruit. Si le bruit domine le signal de contours, l'operateur signale l'echec 
de la reconnaissance. Sinon, un contour est reconnu avec les parametres qui lui sont associes. 
Kirsch, en 1971, et Robinson, en 1977, ont defini chacun huit filtres de taille 3x3 pour decrire la 
forme de contours de type « marche »(Umbaugh, 1998). Ces filtres correspondent aux huit 
directions d'une boussole (N, NE, E, SE, S, SO, O, NO). L'ensemble de filtres peut etre produit 
en prenant un filtre de depart et en effectuant la rotation de ses coefficients par multiples de 
45° (Figure 2.5). L'amplitude des contours est donnee par la valeur maximale obtenue en 
convoluant les huit masques avec l'image. La phase est donnee par l'orientation du masque ayant 
donne la valeur maximale (Klette et Zamperoni, 1994). Frei et Chen (1977) decomposent aussi le 
signal en fonctions de base : quatre fonctions pour les contours de type « marches » (Figure 2.6), 
quatre fonctions pour les contours de type « ligne » (Figure 2.7), une fonction pour la moyenne 
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Figure 2.5 - Filtres de Kirsch a 0° et 45° 
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Figure 2.6 - Filtres « contours » de Frei et Chen 
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Figure 2.8 - Filtre « moyenne » de Frei et Chen 
2.1.4 Techniques diverses 
La detection de contours peut etre effectuee selon Venergie locale dans le domaine frequenciel. 
L'energie est calculee a partir de la convolution de l'image par des couples de filtres en 
quadrature. Ces filtres symetriques et anti-symetriques, obtenus par le calcul de la transformee 
d'Hilbert, permettant d'extraire des informations complementaires sur les contours, sans 
necessairement aboutir a des dedoublements comme ceux qui pourraient etre rencontres lors de la 
combinaison des resultats d'un detecteur de marches et d'un detecteur de lignes (Ziou et Tabbone, 
1998). Ces approches seraient particulierement efficaces lorsque combinees a des indicateurs de 
texture (Martin et al, 2004; Konishi et al, 2003). 
Plusieurs detecteurs de contours precedent en combinant des detections obtenues a differentes 
20 
echelles, dans le but d'identifier les contours qui demeurent quand le niveau de details de l'image 
varie (Rosenfeld, 1970; Bergholm, 1987). La plupart du temps, ces detecteurs multi-echelles se 
basent sur une serie d'images, plus ou moins filtrees par une gaussienne. La derivee 
premiere (Canny, 1986; Lindeburg, 1996), le laplacien (Marr et Hildreth, 1980), ou son 
approximation par une difference de gaussiennes (Lowe, 2004), sont utilises pour identifier les 
discontinuites significatives. Ensuite, un seuillage adaptatif peut etre fait, par exemple en 
comparant ramplitude du gradient avec la somme de la moyenne et de l'ecart-type des variations 
du voisinage d'un pixel (Salotti et ah, 1996). De leur cote, Elder et Zucker (1998) proposent un 
critere pour determiner l'echelle minimale pour la derivee seconde dans la direction du gradient, 
dans le but de limiter a 5 % de l'image les erreurs de detection dues au bruit du capteur. 
Un contour actif est un modele minimisant une fonction d'energie definie sur le domaine de 
l'image. Quand cette fonction est bien choisie, le modele sera attire par les contours. Un contour 
actif recherche la meilleure solution dans un voisinage spatial, favorisant ainsi la bonne 
localisation des contours. C'est done un outil qui permet de faire converger une courbe 
approximative vers une meilleure solution. II peut etre autonome ou guide interactivement, 
notamment par le choix de points initiaux appropries (Kass et ah, 1988). Certains snakes 
geometriques, par exemple ceux bases sur les courbes de niveaux, sont robustes au bruit et 
peuvent done etre utilises sur des images radar. II est alors possible de detecter plusieurs types 
d'entites, notamment les bateaux et les littoraux (Lesage et Gagnon, 2000). 
Smith et Brady (1995) utilisent l'inverse du nombre de pixels d'intensite semblable a celle du 
pixel au centre d'une pastille; ils peuvent ainsi detecter les contours et les coins, avec une bonne 
capacite de localisation. Leur calcul est fait a l'interieur d'un masque 7x7, sur une pastille de 
rayon V 10 . 
D'autres techniques de detection de contours ont ete etudiees, notamment les methodes par 
reseaux de neurones (Manjunath et Chellapa, 1993), la recherche de l'orientation qui maximise la 
difference entre la distribution des pixels dans les deux moities d'un masque circulaire (Ruzon et 
Tomasi, 2001), la descente du gradient dans un espace combinant la grille spatiale et l'intensite 
des pixels (Comaniciu et Meer, 2002), l'apprentissage d'un modele de contours (Konishi et al, 
2003). 
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2.1.5 Base theorique 
Ce qui se degage de l'historique presente plus haut, c'est que les techniques de detection de 
contours les plus utilisees se basent sur la derivee premiere de l'image. Les diverses methodes de 
cette approche de detection de contours ont des etapes en commun. L'obtention d'une carte de 
contours necessite toujours plusieurs etapes, les principales etant la differentiation et le seuillage 
de l'image. Le plus souvent, un filtrage precede ces deux operations. Une fois les contours 
identifies, certains detecteurs plus sophistiques peuvent aussi amincir et parfois rallonger les 
contours afm d'obtenir des courbes fermees. Enfin, pour sauver du temps, certains detecteurs 
choisissent de ne pas traiter les zones homogenes de l'image, ces zones ayant une faible 
probability de contenir des contours. 
2.1.5.A Delimitation de la region d'interet 
II serait inutile d'appliquer un detecteur a une zone exempte de contours. II est done souhaitable 
de verifier sommairement si la region d'interet peut en contenir. Un operateur visant a eliminer les 
zones non pertinentes est appele rejeteur de formes. Son role peut etre compare a celui d'un test 
de depistage medical. 
Pour des raisons d'efficacite algorithmique, il n'est pas demande au rejeteur d'eliminer toutes les 
zones sans contours. II lui serait facile d'eliminer, par exemple, les zones de l'image ou l'intensite 
est stationnaire. Le rejeteur doit minimiser le nombre de fausses eliminations, laissant au 
detecteur la responsabilite de classifier les zones complexes. Suite a ce pretraitement, il ne restera 
que les zones meritant d'etre etudiees. Dans certains cas, la taille de ces zones sera petite par 
rapport a celle de l'image. Ainsi, la charge de travail du detecteur sera moins grande. II pourra 
alors focaliser ses ressources sur les decisions plus difficiles (Baker et Nayar, 1996). Le rejet de 
formes ne doit pas etre confondu avec l'elimination de formes, qui est un modele de creation de 
classifieur robuste au manque de donnees (Globerson et Roweis, 2006). 
Un detecteur de contours donne peut ne pas etre compatible aux conditions de l'image entiere. 
Cibler les zones ou il est apte a prendre des decisions correctes est un moyen de reduire le 
nombre de detecteurs a essayer avant de parvenir a une carte de contours satisfaisante. Cela 
permet aussi d'assurer une meilleure fiabilite au resultat final. II ne serait pas approprie 
d'appliquer a une zone importante de l'image un detecteur qui a souvent tort quand il n'y voit pas 
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de contours. II ne faudrait pas non plus se fier aux resultats d'un detecteur si, dans une region 
donnee, les contours tels qu'il les voit ne correspondent pas a de vrais contours. L'identification et 
l'elimination de zones mal adaptees a un detecteur peut se faire apres la prediction des 
performances du detecteur sur l'image. Nous decrirons la theorie de la prediction des 
performances dans la section 2.3. 
2.1.5.B Filtrage 
En vision numerique, le mot bruit designe une information, contenue dans l'image, que nous ne 
voulons pas utiliser, ou que nous ne savons pas utiliser (Forsyth et Ponce, 2003). En vue de 
mesurer les caracteristiques pertinentes, telles que ramplitude du gradient de l'intensite, pour 
detecter les contours, il faut s'assurer que des effets non pertinents ne degradent pas les mesures. 
Si un algorithme tente nai'vement de situer les discontinuites d'intensite sur une image 
moyennement ou fortement bruitee, il identifiera a tort beaucoup de faux contours dus au bruit. II 
est done necessaire de commencer par reduire le niveau de bruit contenu dans l'image (Torre et 
Poggio, 1984). Ainsi, les pixels bruites isoles influenceront peu l'image lissee. Cependant, comme 
le filtrage rend generalement l'image plus floue, il y a un compromis a faire entre la preservation 
de 1'information et l'elimination du bruit (Moon et al, 2002; Canny, 1986). 
Pour une performance optimale, il est necessaire d'employer un filtre adapte au type de bruit 
contenu dans l'image. La plus simple facon de determiner le type de bruit et d'obtenir une 
estimation des parametres du bruit est d'etudier les proprietes d'une zone homogene de 
l'image (Meer et al, 1990). Les modeles de bruit les plus employes en teledetection sont le bruit 
additif gaussien pour les images optiques et le bruit multiplicatif gamma pour les images radar. 
La detection des contours dans une image radar peut etre faite en prenant le rapport de la 
moyenne des valeurs dans les deux zones de part et d'autre d'un pixel central (Borghys et al., 
2002; Touzi et al, 1988). Selon l'application, il peut etre approprie d'eliminer les contours 
complexes dus aux textures fines (Martin et al, 2004; Konishi et al, 2003). 
Quand un filtre, par exemple le filtre gaussien, effectue un moyennage local de l'image, le resultat 
est une version plus ou moins floue de l'image. Ainsi, un pixel bruite a peu d'effets sur l'image 
lissee. La taille du filtre affecte le resultat de l'algorithme. Un petit filtre produira des contours 
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bien localises, mais bruites. Un grand filtre eliminera bien le bruit, mais rendra difficile la 
localisation precise des contours (Canny, 1986). 
2.1.5.C Estimation de l'amplitude et de la phase du gradient de l'intensite 
Un contour peut etre oriente dans plusieurs directions. Les detecteurs de contours emploient 
plusieurs masques orientes pour detecter les contours. Le gradient de l'image, V / , est defini 
comme un vecteur compose de la derivee partielle de l'image dans deux directions orthogonales : 
v«*ME-%) a5) 
Une image reelle n'est pas une fonction lisse continue; c'est plutot une fonction discrete, plus ou 
moins bruitee. La plupart des algorithmes utilisent un masque de convolution pour traiter 
rapidement l'image. Le gradient est done approxime par une difference finie (Forsyth et Ponce, 
2003). La convolution employee pour faire ce calcul peut inclure un filtrage, pour annuler les 
effets non pertinents. En effet, deux filtres, wl et w2, appliques en sequence a une image / 
peuvent etre remplaces par un seul filtre cumulatif w„el, defini comme la convolution des deux 
filtres individuels : 
(I*wl)*w2=I*(wl*w2)=I*wnet (2.6) 
ou w„et=wl*w2 (Duda et al, 2001). II est done commun de rencontrer un seul filtre pour 
effectuer le filtrage et le calcul du gradient. 
Certaines contraintes permettent de mieux definir cette convolution. D'abord, la reponse du 
detecteur doit etre nulle pour les regions homogenes (Canny, 1986). II faut done que : 
0 = 2 X (2.7) 
i.j 
ou KtJ sont les coefficients du masque de convolution. 
De plus, afin d'eviter les debordements dc capacite, l'intensite maximale de la reponse doit etre 
egale a la valeur maximale permise par le type de donnee de l'image. Pour cela, la somme des 
coefficients positifs du masque et la somme des coefficients negatifs du masque, doivent toutes 




Une fois le gradient calcule, son amplitude p(x, y) est definie par : 
(2.8) 
Sa phase, autrement son orientation ou sa direction, est donnee par : 
e ( ^ ) = a r c , a n ( f ^ § f ) (2.10) 
Connaissant l'amplitude et la phase pour un pixel et ses voisins, il est possible, au besoin, de faire 
une interpolation pour estimer la position exacte de l'element de contour a l'interieur du pixel 
central (Rothwell et al, 1994). 
II existe d'autres facons d'estimer l'amplitude et la phase du gradient. Par exemple, l'amplitude 
peut etre estimee par le nombre de pixels ayant des niveaux de gris suffisamment differents de 
celui du pixel central d'un voisinage (Smith et Brady, 1995). Les operateurs « compas » precedent 
autrement pour estimer l'amplitude et la phase du gradient. lis utilisent plusieurs masques, 
generalement 4 ou 8, pour calculer la derivee partielle dans plusieurs directions autour du pixel 
central. Le plus grand resultat est considere comme 1'amplitude du gradient. La direction l'ayant 
produit est consideree comme la phase (Canny, 1986). 
Le poids des lignes dans la carte d'amplitude du gradient peut creer une impression de relief. Sur 
cette carte, les zones floues donnent une impression d'eloignement et les lignes plus marquees, 
une impression de proximite. Bien que la variation de l'etalement des contours puisse etre causee 
par une difference de profondeur dans la scene, elle peut aussi etre due a des effets d'ombre ou de 
penombre (Elder et Zucker, 1998). 
Le rehaussement de contour est un traitement d'image visant a faciliter l'interpretation visuelle 
d'une image en augmentant le contraste entre les contours et le fond de l'image (Parker, 1997). 




Une fois la derivee calculee, l'etape suivante est d'appliquer un seuil, pour decider ou les resultats 
suggerent la presence de contours. Le resultat du seuillage est une classification binaire dans 
laquelle chaque pixel est etiquete comme contour ou non-contour. Les pixels ou ramplitude du 
gradient depasse un certain seuil sont etiquettes « contours ». Tous les autres sont considered 
comme des pixels non-contours. 
Le choix du seuil est problematique. Si le seuil est trop bas, une carte de contours peut contenir 
les contours des objets interessants de l'image, mais contenir aussi un grand nombre de contours 
de texture qui ne sont pas relies a la forme des objets. Si, pour eliminer la texture, le seuil est trop 
eleve, une carte de contours peut aussi contenir des contours incomplets. La qualite de 
l'identification d'objets depend de ces facteurs (Ghosh et Petkov, 2005). 
II est difficile de determiner un seuil generique qui fonctionne convenablement sur toutes les 
images. La distribution de ramplitude du gradient peut etre modelisee, par exemple par une 
distribution de Weibull (Ravid et Levabib, 1992; Lalonde et at, 2001), ou une mixture de deux 
Gaussiennes (Xu et at, 2006). Bien qu'aucune technique ne soit universellement acceptee, si une 
bonne strategic de selection de seuil existe, elle implique probablement l'ecart-type de l'amplitude 
du gradient. C'est du moins ce que croient Voorhees et Poggio, tel que mentionne par Hancock et 
Kittler(1991). 
Elder et Zucker (1998) croient que le seuil doit etre choisi en fonction du niveau de bruit. Pour un 
meme degre de lissage, le seuil doit etre plus eleve quand le niveau de bruit est plus eleve. Le 
niveau de bruit peut etre estime automatiquement selon les zones homogenes de l'image (Meer et 
al, 1990). 
Le resultat du seuillage est une premiere forme de la carte de contours. Cette ebauche, grossiere 
et encore imparfaite est appelee a etre retravaillee. Les details restent a affiner : il faut appliquer 
un post-traitement pour eliminer les faux contours dus au bruit, amincir les contours principaux et 
restaurer les contours incomplets. Les deux paragraphes qui suivent expliquent ces techniques de 
restauration de contours, l'amincissement et la fermeture. 
2.1.5.E Amincissement 
Apres le seuillage, la carte de contours peut etre bonifiee par un nettoyage. Pour supprimer les 
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faux contours dus au bruit, une technique souvent utilisee est de supprimer tous les segments de 
contours constitues d'un nombre de pixels inferieurs a une limite arbitraire. Par la suite, si les 
contours restants ont plus d'un pixel de large, ils peuvent etre amincis. 
Pour amincir les contours, il est possible d'utiliser la technique de suppression des non-
maximums (Canny, 1986). Cette technique consiste a conserver seulement les pixels de contours 
pour lesquels ramplitude du gradient correspond a un maximum dans la direction du gradient. 
Comme un pixel a huit voisins, il y a quatre axes de directions possibles. 
Pour des raisons d'efficacite informatique, la suppression des non-maximums peut etre effectuee 
avant le seuillage. Le resultat intermediaire est alors appele toile des contours (Hancock et 
Kittler, 1991). 
D'autres techniques ont ete developpees pour l'amincissement des contours. Ces techniques 
tiennent compte du contenu du voisinage des elements de contours. Par exemple, Stentiford et 
Mortimer (1983) utilisent des masques d'appariement de forme. Smith (1995) base plutot son 
calcul sur le nombre de pixels de contours dans ce voisinage. Grigorescu et al. (2003) proposent 
d'attenuer la reponse centrale d'un detecteur de contours en fonction de sa reponse hors de sa 
surface de support. Cette technique, inspiree de la biologie, se nomme inhibition non classique 
d'unite sensorielle. 
2.1.5.F Fermeture 
Pour la reconnaissance de formes, il n'est pas forcement necessaire que les contours soient 
complets (Moon et al, 2002). Cependant, il est fortement souhaitable qu'ils soient le plus complet 
possible. Etant donne les imperfection des algorithmes actuels de detection d'elements de 
contours, il existe un interet pour le developpement d'algorithmes de restauration de contours, 
notamment la fermeture de contours (Chalmond et al, 2001). 
Les pixels de contours forment generalement des lignes continues. Si un contour est significatif, 
il comporte au moins une section qui se demarque bien de son entourage. II comporte peut-etre 
aussi une ou plusieurs sections moins claires. Un gradient de grande intensite suggere la presence 
d'un contour et un gradient de faible intensite, l'absence de contour. Ces deux etats sont plausibles 
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quand un pixel a une valeur intermediate. En effet, il existe une plage de valeurs pour laquelle 
certains pixels sont des contours et d'autres ne le sont pas. 
La fermeture de contours, parfois appelee arrimage, liaison, remplissage de breches ou suivi de 
lignes, vise a regrouper, completer et rendre spatialement continues les sections ou fragments 
appartenant a un meme contour. Dans le cas de frontieres fermees, le terme extraction de 
frontieres est aussi approprie (Wang et al, 2005). 
Le seuillage par hysteresis (Canny, 1986) permet de recuperer les sections de contours moins 
contrastees, sans etiqueter faussement trop de pixels de bruit. Un de ses buts est d'augmenter la 
connectivite de la carte de contours (Hancock et Kittler, 1991). Le seuillage se base sur l'idee que 
les pixels de contours isoles sont plus souvent des faux positifs que les pixels connectes (Nalwa 
etBinford, 1986). 
Tout d'abord, un seuil eleve permet de trouver les parties de contours les mieux marquees. A 
partir de ces amorces, le trace des contours peut etre allonge. Les pixels voisins des contours dans 
la direction du gradient sont inspectes. Si leur amplitude est superieure a un seuil moins eleve, ils 
sont classes comme de nouveaux pixels de contour. Cette etape de relaxation est repetee 
recursivement sur les nouveaux contours, jusqu'a convergence. Canny utilise un rapport de 2 
entre les deux seuils. Un rapport base sur la prevalence a priori des contours peut aussi etre 
utilise (Hancock et Kittler, 1991). 
Le seuillage par hysteresis tend a diminuer la fragmentation des contours. Cependant, la presence 
de bruit pres des vrais contours peut conduire a la formation de plusieurs branches courtes, 
connectees aux vrais contours qui necessitent un nettoyage supplementaire (Sappa, 2006). 
Un modele bayesien peut aussi etre employe pour faire le groupement de traits. Cela est rendu 
possible par l'estimation de la probabilite de trois evenements pouvant interrompre un trait: une 
courbure douce, un coin, ou une interruption causee par une occlusion, de l'ombre ou une perte de 
contraste. Ces evenements sont decrits en termes de distance entre les traits, d'angle entre les 
traits, de difference d'intensites moyennes et de differences de contrastes (Elder et Goldberg, 
2002). Le modele a ete teste sur la determination des bordures exactes de lacs dans des images 
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panchromatiques IKONOS et sur la recherche de frontieres de regions de peau humaine dans des 
images naturelles (Elder et al, 2003). 
Le groupement de contours peut se baser sur des statistiques ecologistes des indices de 
formes (lois de la Gestalt) : proximite, continuity, similarity de brillance et contraste (Wang et al, 
2005; Mahamud et al, 2003; Elder et Goldberg, 2002). La fermeture peut aussi etre faite par 
dilatation morphologique adaptative (Jiang, 2000). Pour les applications industrielles, la 
fermeture de contours peut etre effectuee par un circuit electronique dedie (Hajjar et Chen, 1999). 
L'amincissement et la fermeture constituent ensemble l'etape de restauration des contours. Cette 
etape est la derniere operation de bas niveau dans la chaine de traitements. Elle a pour resultat un 
plan sommaire mettant en evidence les aspects principaux d'une scene. Cette esquisse n'est 
composee que de courbes, sans ombre ou effet artistique de relief. La detection des contours est 
alors complete. Bien que la detection de contours ne soit qu'une etape dans la chaine de 
traitements, elle peut parfois suffire a decrire le contenu de l'image, si cette derniere n'est 
composee que d'objets lineaires. Cependant, de facon generate, il est necessaire de pousser plus 
loin l'analyse de la scene. 
2.1.5.G Representations intermediaires et de haut niveau 
La carte de contours n'est qu'une representation de bas niveau basee sur les pixels. Pour en 
faciliter l'interpretation, elle est souvent convertie en une representation intermediate. Cette 
derniere peut etre composee de primitives comme les lignes, les cercles, les ellipses, les contours 
de differents types a differentes echelles, ainsi que les lineaments. Le terme lineament designe les 
lignes brutes, elementaires, caracteristique d'une forme, reperables sur des photos, aeriennes ou 
terrestres, ainsi que sur des images satellites. Cette structuration facilite la conversion a une 
representation de haut niveau basee sur les objets (Xue et Wu, 2005). 
Ainsi, les courbes issues de la detection de contours servent a passer au niveau du croquis. Le 
croquis est un dessin forme de grands traits servant a donner des points de repere. C'est une 
representation grossiere de la scene, qui doit etre corrigee en regroupant les primitives en objets 
significatifs. Une region de l'image delimitee par un contour de configuration reconnaissable est 
appelee une forme. Si la scene contient, par exemple, des batiments, le regroupement de lignes 
pourrait donner des boites rectangulaires. L'emplacement, l'organisation et les relations entre les 
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objets constituent la topologie de la scene (Rothwell et al., 1994). Apres l'analyse de la topologie, 
il est possible de produire un schema, c'est-a-dire une description reduite aux traits essentiels. 
Lorsqu'une seule image est utilisee pour estimer la profondeur, le resultat, qui ne peut etre 
presente que sous Tangle de visee original, est nornme croquis a 2,5D, pour le distinguer d'un 
resultat obtenu avec un couple stereo d'images. II est interessant de noter que, jusqu'a ce stade de 
traitement, la seule information utilisee dans l'analyse d'images concerne les contours. A moins 
d'indication contraire, les erreurs commises au depart sont propagees jusqu'a cette representation 
intermediate (Kass et al, 1988). 
Le groupement perceptuel est l'operation consistant a extraire des relations significatives dans 
l'image, sans connaissance du contenu de l'image, et a faire le groupement d'entites dans le but 
d'obtenir des structures significatives de haut niveau. Les premieres recherches en groupement 
perceptuel datent des annees 1920 et ont ete faites par les psychologistes de l'ecole Gestalt. Les 
principes de groupement hierarchiques qu'ils ont proposes englobent des concepts comme la 
proximite, la similarity, la continuity, la fermeture et la symetrie (Sappa, 2006). A cette etape du 
traitement, seules les caracteristiques pertinentes de l'objet sont retenues en vue de le modeliser 
avant sa classification. La classification, non decrite ici par souci de concision, permet d'obtenir 
une carte d'occupation du sol. 
2.2 Theorie de revaluation des performances 
Les performances d'un algorithme peuvent etre etudiees selon deux aspects, soit Xoptimisation et 
la caracterisation. L'optimisation des performances est faite lors du developpement d'un 
algorithme ou lors d'un choix iteratif des parametres d'execution d'un algorithme. Par exemple, la 
demarche de creation d'un detecteur de contours optimal, comme celui de Canny (1986). 
Le concept de caracterisation des performances decoule du probleme qu'il n'est pas 
necessairement evident de choisir la demarche la mieux adaptee pour resoudre un probleme de 
vision artificielle. II s'interesse a la question de savoir quelle technique utiliser et quand l'utiliser. 
Selon Clark et Courtney (2000), tant que ce probleme n'est pas resolu, la vision demeure surtout 
un domaine de recherche. La caracterisation des performances comporte deux volets: 
Vevaluation et la prediction. 
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Vevaluation des performances est faite en examinant a posteriori le resultat d'un algorithme. Par 
exemple, les etudes faites par Bowyer et al. (2001). La prediction des performances consiste a 
evaluer la capacite d'un algorithme a fournir des resultats corrects sur une image donnee. 
Afm de pouvoir determiner si un traitement ameliore la qualite d'une detection de contours, il est 
essentiel de pouvoir mesurer la qualite de cette detection avant et apres le traitement. Ainsi, 
devaluation empirique d'algorithmes prend de plus en plus sa place comme domaine d'etude en 
vision numerique. Une evaluation favorable aide a convaincre les utilisateurs de la maturite d'un 
algorithme. La methodologie de comparaison est en elle-meme un probleme de recherche, 
meritant une etude serieuse. Le plus souvent, il est difficile de faire une etude theorique pour 
evaluer si un algorithme excelle sur une metrique de performances donnee (Hoover et al., 1996). 
Un protocole devaluation d'algorithmes graphiques devrait comprendre trois elements : une 
methodologie d'acquisition de verite-terrain, une definition de correspondance et une metrique de 
performance. La metrique devrait etre quantitative, normative, objective, et, autant possible, 
compatible avec revaluation humaine (WenYin et Dori, 1999; Hoover et al., 1996). Le 
developpement de methodes devaluation des performances pour les algorithmes de vision 
numerique peut exiger un effort considerable, particulierement lors de la creation de jeux 
d'images jumeles a des verites-terrain. L'exploration des espaces de parametres peut aussi 
demander un temps de calcul considerable (Bowyer et al., 2001). 
Aucun algorithme de vision par ordinateur n'est parfait. En particulier, les algorithmes de 
segmentation par region peuvent commettre des erreurs de sous-segmentation, en combinant a 
tort des objets distincts. lis peuvent aussi sursegmenter, en scindant a tort des objets de base en 
parties. Quant aux algorithmes de detection de contours, ils ont aussi leurs modes de defaillance. 
lis peuvent produire un surplus de contours qui empeche d'identifier les contours pertinents ou 
d'interpreter l'image. Ils peuvent aussi omettre des contours essentiels a l'interpretation (Suetens 
etal, 1992). 
Les algorithmes les plus performants ne sont pas necessairement les plus connus ou les plus 
recents. II est souhaitable d'avoir des methodes pour valider les performances des algorithmes de 
vision, pour comparer ces performances entre elles. Si les suppositions faites par un algorithme 
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sophistique s'averent fausses dans un contexte donne, il est possible que ces performances soient 
moins bonnes que celles d'un algorithme plus simple (Bowyer et al, 2001). 
La presente section decrit plusieurs techniques de mesure utilisees pour 1'evaluation des 
performances d'un detecteur : le taux de rendement, la figure de merite de Pratt, le taux de fausse 
alarme, le taux de rappel et le taux de precision. La presentation est completee par une 
description de particularites reliees a 1'evaluation des performances de detection de contours. 
L'oeil humain est souvent considere comme le meilleur juge pour evaluer une interpretation 
automatisee du contenu d'une scene. Ainsi, la plus simple methode devaluation des performances 
est de comparer des exemples d'images provenant de differents detecteurs (Chalmond et al, 
2001). 
La plupart du temps, une description subjective accompagne les exemples (Vinken et al, 2000; 
Heath et al, 1997; Salotti et al, 1996). Cependant, si une telle evaluation est faite sans un 
protocole experimental rigoureux, la precision d'une telle evaluation peut etre mise en doute. De 
facon generate, il est recommende d'utiliser une methode quantitative devaluation, basee sur 
l'utilisation d'une verite-terrain. 
Soit une image matricielle indiquant la presence ou l'absence d'un signal, par exemple les 
contours. Lors de 1'evaluation d'une telle carte-image, chaque pixel est compare a une verite-
terrain et categorise comme vrai positif(VP), vrai negatif(VN), faux positif(FP), ou faux 
negatif (FN). Ces quantites permettent de determiner si un traitement ameliore la qualite d'une 
detection de contours, en mesurant la qualite de cette detection avant et apres le traitement. 
Generalement en teledetection, la classification est la derniere etape dans la production d'une 
carte d'occupation du sol. Pour optimiser une classification, il est necessaire de maximiser le 
rendement, pourcentage d'identifications correctes sur l'ensemble des classes contenues dans 
l'image. Dans le cas d'une classification binaire, ce rendement est defini par : 
{VP+VN)/{VN + FP+FN + VP) (2.11) 
Maximiser le rendement revient a maximiser la somme : 
VP + VN (2.12) 
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D'autres mesures sont utilisees pour evaluer les classifications, par exemple le coefficient 
Kappa (Carletta, 1995). Cependant, ce dernier ne semble pas utilise par la communaute 
scientifique pour la determination de la presence ou de l'absence d'un signal comme les contours. 
Son emploi rendrait difficile la comparaison avec d'autres etudes. 
2.2.1 Utilisation d'une verite-terrain 
Dans la litterature, il est rapporte que 1'evaluation des performances d'algorithmes de vision 
numerique manque souvent de rigueur. Souvent on compare des images traitees a partir de 
differents detecteurs sans expliquer le choix de seuil utilise pour chacune. II est alors difficile de 
juger si les images comparees correspondent aux meilleures images possibles pour chaque 
detecteur etudie. Les algorithmes de detection de contours sont souvent evalues sans image reelle. 
Dans un contexte operationnel, il est essentiel d'evaluer la fiabilite et les niveaux de performance 
d'un procede. L'adoption des technologies de vision numerique par l'industrie necessite 
1'evaluation des performances attendues de ces technologies (Courtney, 2000). De nombreux 
auteurs sont de plus en plus conscients de l'importance d'une bonne evaluation des 
performances (Klette et al., 2000). 
Cette evaluation peut etre theorique ou experimentale. devaluation theorique est une analyse 
mathematique accompagnant la description d'un algorithme dans un document scientifique. Ce 
type de demarche s'appuie sur un modele de contours et de bruit presumement contenus dans les 
images. Les detecteurs ainsi obtenus sont souvent optimaux par rapport au modele choisi (Canny, 
1986; Petrou et Kittler, 1991; Sarkar et Boyer, 1991; Fjortoft et al, 1998; Moon et al, 2002). 
Cependant, l'elegance conceptuelle et la sophistication mathematique des algorithmes ne sont pas 
necessairement gages de performance d'un algorithme. 
Dans la presente section, nous nous interesserons aux evaluations experimentales, basees sur 
l'analyse a posteriori d'images de contours. Ces evaluations peuvent etre divisees en deux 
categories selon qu'elles utilisent ou non une verite-terrain. 
Plusieurs methodes devaluation experimentale sans verite-terrain existent. La plus simple 
consiste a fournir des exemples d'images provenant de differents detecteurs a l'utilisateur. La 
plupart du temps, une description subjective accompagne les exemples (Vincken et al, 2000). 
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L'utilisateur est alors laisse a lui-meme. II doit faire une evaluation visuelle des exemples pour 
juger des differences et decider s'il est d'accord avec les conclusions. 
Ces evaluations subjectives peuvent etre formalisees (Bowyer et al, 2001). Heath et al. (1997) 
ont cree une telle banque d'images et Font utilisee pour demonter leur methode devaluation. Elle 
consiste a presenter plusieurs cartes de contours a des sujets humains. Ces derniers doivent alors 
evaluer la qualite des cartes. Une carte de contours est jugee utile si elle permet d'identifier un 
objet situe au centre de l'image. L'analyse statistique des resultats permet ensuite de comparer 
entre elles les performances des algorithmes. La tache etudiee par Heath et al. (1997) est la 
reconnaissance d'objets. Comme les resultats ont ete faits sur une tache de reconnaissance 
d'objets, les resultats sont seulement directement signifiants a cette tache. Cette tache est le but a 
long terme de la vision numerique. 
L'utilisation d'une banque d'images commune facilite la comparaison des performances 
d'algorithmes (Clark et Courtney, 2000). Une telle evaluation est interessante, car, par definition, 
les resultats sont en accord avec revaluation visuelle des cartes de contours. Dans un autre 
exemple sans verite-terrain, Cho et al. (1997) utilisent une technique inspiree de 1'appariement de 
formes et du reechantillonnage pour evaluer les performances de cartes de contours. 
Determiner avec precision le positionnement de contours flous est un probleme difficile (Elder et 
Zucker, 1996). Par exemple, un lissage prononce est necessaire pour detecter les contours 
d'ombre sans fragmentation. Cependant, un tel lissage affecte le positionnement des 
contours (Lindeberg, 1996). Ainsi, les methodes sans verite-terrain ne permettent pas d'identifier 
avec certitude un contour decale de sa vraie position (Heath et al, 1997). Ainsi, malgre 
l'existence de plusieurs techniques devaluation sans verite-terrain, plusieurs auteurs, notamment 
Salotti et al. (1998), croient qu'une verite-terrain preparee par un operateur humain est la 
meilleure carte de contours disponible. 
Impliquer l'humain dans un processus validation base sur des images reelles ne permet pas 
seulement de mesurer les effets du bruit sur la sortie d'un detecteur. Lors de la creation d'une 
verite-terrain, l'humain determine la finesse requise pour l'interpretation. devaluation 
subsequente permet de s'assurer que les contours candidats trouves par un detecteur 
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correspondent aux contours utiles a l'interpretation de l'image. En d'autres termes, il devient alors 
possible de mesurer les faiblesses semantiques d'un detecteur (Florack, 2000). 
Les exigences de l'utilisateur final induisent des criteres subjectifs de qualite. Ces criteres peuvent 
etres valides par un observateur humain qui effectuerait une visualisation d'images en temps reel 
dans des conditions controlees. Une telle evaluation visuelle pourrait etre faite tant pour les 
resultats intermediaires que les resultats finaux (Haralick et al, 1994). La detection de contours 
est une tache subjective. Deux humains qui traitent la meme image avec la meme intention 
peuvent ne pas voir les memes edgels dans l'image. Bien qu'une telle demarche soit utilisable 
dans un contexte de recherche et developpement, son execution demande beaucoup de 
temps (Heath et al, 1997). 
Cette lourdeur rend interessant le developpement de methodes automatiques pour evaluer 
sommairement les resultats intermediaires. Lors du developpement, on peut imaginer que ces 
methodes simplifient 1'optimisation d'algorithme. Elles pourraient faciliter le choix de parametres. 
Les methodes devaluation de performance basees sur des verite-terrain viennent en partie 
combler ce besoin (Bowyer et al, 2001; Kanungo, 1995; Martin et al, 2004). 
Les cartes avec le meilleur score ne sont pas necessairement les plus plaisantes 
visuellement (Konishi, 2003). Cependant, une verite-terrain permet de considerer la richesse et la 
diversite du contenu des images naturelles, ainsi que les besoins de l'application finale. Elle 
permet d'integrer l'expertise de l'humain d'intervenir dans le processus d'entrainement et 
d'evaluation. Une verite-terrain preparee par un humain est necessairement subjective, mais c'est 
surement, a ce jour, le meilleur etalon disponible. Les verites-terrain doivent etre preparees avec 
soin, car il est essentiel qu'elles contiennent beaucoup moins de « bruit» que les algorithmes 
devant etre evalues (Min et al, 2004). 
Les resultats obtenus par Martin et al (2004) montrent que la localisation des contours par les 
humains est encore meilleure que celle obtenue par des algorithmes de detection de contours. Des 
variations sont observees quand deux sujets decrivent la meme partie d'une scene avec des 
niveaux de details differents. Pour ce qui est des petites erreurs de localisation sur l'emplacement 
des contours, il est possible d'adapter une mesure de performance pour qu'elle puisse les tolerer. 
Martin et al. (2004), ainsi que Bowyer et al. (1999) ont demontre independemment que les 
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verites-terrain de contours sont generalement coherentes entre elles. Avec un zoom de 2X ou 3X 
et un peu d'entrainement, pratiquement tous les contours peuvent etre traces a la precision spatiale 
d'un pixel (Martin, 2002). Cependant, une bonne verite-terrain ne garantit pas, a elle seule, la 
qualite de 1'evaluation (Swonger, 1997). 
Les methodes devaluation avec verite-terrain ne sont pas necessairement simples a mettre en 
oeuvre. Determiner la vraie position des contours dans une scene naturelle peut sembler tres 
difficile. Selon Heath et al. (1997), les limites de ces methodes sont leur dependance a une verite-
terrain. Ainsi, elles dependent d'images synthetiques ou d'images simples pour lesquelles il est 
relativement aise de specifier la verite-terrain. Ces images ne capturent pas la complexite des 
vraies scenes; ainsi, aucune de ces methodes ne mesure les performances des detecteurs de 
contours dans des conditions realistes. C'est pourquoi plusieurs chercheurs emploient des images 
synthetiques et la verite-terrain correspondante pour evaluer leurs algorithmes. Des 
methodologies elaborees peuvent etre mises au point, par exemple, pour analyser l'effet de la 
presence de bruit sur les resultats d'un algorithme (Kanungo et al, 1995). 
Cependant, comme les images synthetiques n'ont pas les memes proprietes statistiques que les 
images naturelles, la limite de leur applicability, voire leur pertinence, est souvent mise en 
doute (Bowyer et Phillips, 1998). Ainsi, les evaluations sont souvent completers par des 
exemples subjectifs sur des images naturelles sans verite-terrain. 
2.2.2 Methode de mise en correspondance 
II faut definir une methode pour mettre en correspondance les pixels detectes et ceux de la 
verite-terrain. II est souhaitable dans cette optique de garder en tete les trois objectifs proposes 
par Canny (1986) pour la detection de contours : 
- le taux eleve de detection (rappel, R = VP/(VP+FN)); 
- le bon positionnement; 
- la detection unique (precision, P = VP/(VP+FP)). 
La methode la plus simple est de comparer un a un les pixels detectes avec la verite-terrain, pour 
determiner le nombre de VP, FP et FN. Une telle approche n'est pas acceptable, parce qu'elle ne 
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tolere aucune erreur de positionnement. Ce faisant, elle penalise beaucoup les cartes de contours 
produisant des frontieres utilisables, mais legerement decalees spatialement. Ces frontieres 
decalees etant considerees a tort comme des FP, les cartes qui les contiennent obtiennent des 
evaluations inferieures a celles de cartes semblables qui contiendraient des contours fragmented 
au lieu de decales. 
II faut aussi considerer le fait que la verite-terrain elle-meme peut contenir de legeres erreurs de 
positionnement. Ainsi, il est necessaire de tolerer une legere erreur de positionnement, tout en 
penalisant les detections multiples (Konishi et al, 2003). 
Selon la methode de Salotti et al. (1996), un contour detecte correctement est un pixel marque 
dans la verite-terrain avec, dans la fenetre 3x3 centree sur lui, au moins un pixel detecte qui lui 
correspond. Un contour manquant est un pixel marque dans la verite-terrain, sans contour detecte 
dans la fenetre 3x3 centree sur lui. Un faux contour est un pixel marque par le detecteur, sans 
veritable contour dans la fenetre 3x3 centree sur lui. II est facile de deduire qu'un non-contour est 
un pixel qui n'est ni un contour detecte correctement, ni un contour manquant, ni un faux contour. 
L'utilisation d'une fenetre de taille 3x3 definit implicitement une distance de tolerance de V 2 . 
Ces definitions permettent de compiler une matrice de confusion. Les auteurs s'en servaient pour 
estimer les erreurs de detection avec les quantites (1 - precision) et (1 - rappel). La methode 
induit cependant un biais du aux appariements multiples. 
Martin et al. (2002) utilisent une distance de tolerance de deux pixels. lis inspectent done une 
partie des pixels dans une fenetre 5x5. lis regardent la mesure-F de chaque detecteur en fonction 
de la distance toleree. La qualite assignee augmente avec la distance et les lignes sont paralleles. 
lis en echantillonent sur des voisinages 3x3, 5x5 et 7x7. La complexity de leur methode 
d'appariement ne nous parait pas justifiee, particulierement apres les essais effectues par 
Bowyer (2000), qui a observe tres peu de differences entre diverses methodes d'appariement. 
2.2.3 Methodes quantitatives devaluation avec verite-terrain 
La methodologie devaluation doit etre adaptatee a l'application etudiee. En vision numerique, 
l'entropie conditionelle, le coefficient d'information de Chernoff et le coefficient de 
Bhattacharyya sont parfois utilises pour etudier la complementarite de sources de donnees. 
L'information de Chernoff est optimale pour determiner si un pixel est, ou n'est pas, un element 
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de contours. La distance de Bhattacharyya est optimale pour distinguer un pixel de contour d'un 
pixel d'arriere-plan (Yuille et Coughlan, 2000). Ces deux taches etant semblables, il n'est pas 
surprenant que Konishi et al. (2003) optiennent des resultats comparables suite a Tune ou l'autre 
des mesures. Cependant, ces mesures sont utilisees lors du developpement d'un detecteur. 
En plus d'utiliser simplement un indice quantitatif, il est aussi important d'echantillonner l'espace 
parametrique du detecteur evalue. Cela permet d'etudier le comportement du detecteur et 
d'identifier la meilleure performance qu'il est capable de fournir sur une image donnee. Bowyer 
et al. (2001) insistent pour que les chercheurs emploient plus souvent cette demarche. Pour ce 
faire, ils est necessaire de disposer de verites-terrain sur plusieurs images reelles. 
II est possible d'utiliser le test de Krukall-Wallis pour tester la significativite statistique des 
differences de performance entre plusieurs algorithmes (Nair et al, 1995). L'analyse de la 
variance peut aussi etre utilisee pour determiner si les differences de moyennes entre les 
detecteurs sont significatives (Heath et al, 1997; Borra et Sarkar, 1997). Lorsque que deux 
algorithmes sont compares, un test des signes base sur l'hypothese d'une distribution binomiale 
peut etre utilise (Min et al, 2004). 
Lors de revaluation de la detection de contours, la qualite des decisions est plus souvent 
quantifiee, directement ou indirectement, avec le risque bayesien. Ce dernier est defini comme 
une moyenne ponderee des FN et des FP (Konishi et al, 2003). Dans la litterature, un indice, 
ainsi que deux types de courbes semblent etre plus souvent utilisees pour minimiser le risque de 
Bayes. Ce sont la figure de merite de Pratt, les courbes de ROC (^'receiver operating 
characteristic", fonction d'efficacite de l'observateur) et les courbes de precision-rappel. 
L'utilisation de courbes permet de prendre en compte l'influence du seuil dans la methode 
devaluation, en dormant une mesure des performances pour chaque valeur possible du parametre 
de seuillage. 
2.2.3.A Figure de merite de Pratt 
La figure de merite de Pratt (Abdou et Pratt, 1979) est un indice souvent utilise pour evaluer et 
comparer les detections de contours, notamment pour comparer la degradation de leurs 




=max(P(G),P(A)) S J ^ ' (2M) 
ou : 
- P(G) est le nombre de pixels de contours dans l'image de verites-terrain; 
- P(A) est le nombre de pixels de contours trouves par le detecteur de contours; 
- max(x, y) est la fonction maximum, x + y+| x — y | ; 
- P est une constante (adaptee au type d'image) pour penaliser les contours decales; 
- d est la distance entre un contour presume et le contour reel le plus pres. 
L'evaluation penalisant les pixels selon la distance, elle ne fait pas intervenir les concepts binaires 
de « faux positifs » ou de « faux negatifs », sauf pour les deux cas non interessants P = 0, ou 
l'erreur de positionnement est toujours pardonnee et p = +oo, ou aucune erreur de positionnement 
n'est toleree. 
Quand la valeur P n'est pas nulle, l'indice est, en theorie, calcule sur un support infini. Pour tous 
les pixels detectes, il faut determiner la distance euclidienne au pixel de verite-terrain le plus pres. 
En pratique, pour eviter des temps de calculs prohibitifs, une approximation par des masques de 
Chamfer peut etre utilisee (Rothwell et al, 1994). 
La division par max(P(G), P(A)) permet de penaliser les contours trop larges ou manquants. Les 
contours trops larges sont generalement moins penalises que les contours manquants. Cela est 
souhaitable quand il existe des techniques pour amincir les contours. Une analyse theorique de la 
figure de merite de Pratt est donnee dans 1'Annexe 2. 
2.2.3.B Courbes de ROC 
Bowyer et al. (2001) ont utilise des courbes de ROC (receiver operating characteristic, fonction 
d'efficacite de l'observateur), calculees a l'aide de verites-terrain, pour comparer le resultat de 
differents detecteurs. Yitzhaky et Peli (2003) ont aussi utilise les courbes de ROC, avec des 
estimations de la verite-terrain. Les axes de ces courbes sont le taux de reussite et le taux de 
fausse alarme. Le taux de reussite (ou sensibilite, rappel) est un pourcentage exprimant le rapport 
entre le nombre d'objets pertinents retrouves et le nombre total d'objets pertinents (Baeza-Yates et 
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Ribeiro-Neto, 1999). C'est done la probability qu'un algorithme A detecte un signal (A = 1) quand 
un signal est present (G = 1). 
P{A=l\G = l)=VP/{VP + FN) (2.15) 
En evaluation des performances, la notion de sensibilite est intimement liee au choix des 
parametres. Si les parametres sont choisis pour rendre le detecteur tres sensible, il aura tendance a 
trouver beaucoup de pixels de contour potentiels qui sont en fait attribuables au bruit. Si le 
detecteur n'est pas assez sensible, il peut manquer des contours valides (Umbaugh, 1998). 
Le taux de fausse alarme (ou taux de dechet, taux de chute, "fallout ratio") est la probabilite 
qu'un algorithme donne une reponse positive en l'absence de signal. II est defini par : 
FP/{VN + FP) . (2.16) 
II correspond a la proportion de pixels d'arriere-plan faussement identifies comme des contours. 
Les detecteurs peuvent aussi etre compares selon l'aire sous la courbe. L'optimisation des 
parametres guidee par une courbe de ROC se fait en variant les parametres de 1'algorithme pour 
mettre des points sur la courbe. L'optimum est identifie en trouvant un point sur la courbe qui 
maximise le rappel et minimise le taux de fausse alarme. 
Cependant, il n'est pas evident que les courbes ROC soient l'outil le plus approprie pour evaluer 
la detection de frontieres (Grigorescu et ah, 2003; Martin et al, 2004). En effet, il y a un 
probleme avec l'utilisation du taux de fausse alarme, ou de son complement, la specificite, definie 
comme la probabilite qu'un algorithme ne detecte pas de signal (A = 0) quand il n'y a pas de 
signal (G = 0), 
P(A=0\G=0)=VN/{VN+FP). (2.17) 
Ces deux quantites dependent de la taille des pixels. Si la limite de resolution d'une image est 
augmentee d'un facteur n , le nombre de pixels augmente en n2. Le nombre de VN croit done en 
0(n2) . Cependant, puisque les frontieres sont des lignes de largeur nulle, le nombre de VP (et de 
FP) croit en 0 ( H ) . Ainsi, le taux de fausse alarme varie selon la resolution de l'image, ce qui 
complique souvent les comparaisons entre differents types d'images. 
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2.2.3.C Courbes de precision-rappel 
Les courbes de precision-rappel sont le deuxieme type de courbe pouvant etre utilise pour 
minimiser le risque bayesien. Elles sont beaucoup utilisees dans le domaine de la recherche 
documentaire. Dans ce contexte, le taux de precision est la proportion de documents pertinents 
retrouves par une requete. Une requete a un taux de precision de 1 si tous les documents qu'elle 
retourne sont pertinents. Le taux de rappel est la proportion des documents pertinents dans une 
base de donnees qui sont retrouves par une requete. Une requete a un rappel de 1 si elle retourne 
l'ensemble des documents pertinents (Baeza-Yates et Ribeiro-Neto, 1999). 
Dans le contexte du traitement de signal, pour eviter une propagation d'erreur hors controle, il 
faut utiliser des donnees suffisamment fiables (Brogaard et Olafsdottir, 1997). Les courbes de 
precision-rappel permettent de capturer le compromis entre la proportion de vrai signal requis 
pour permettre le succes d'une operation de plus haut niveau et la proportion de bruit 
tolerable (Martin, 2002), le « meilleur » detecteur de contour etant celui qui permet a l'application 
de haut niveau subsequente de performer le mieux (Shin et al, 2001). 
Haralick (1984) a utilise la precision et le rappel pour evaluer son detecteur de contours base sur 
la derivee seconde orientee dans la direction du gradient. Sofka et Stewart (2003) ont aussi utilise 
des courbes de precision/rappel pour evaluer les performances d'un detecteur de micro-
anevrismes de la retine. L'utilisation de la specificite a ete evitee, car elle requiert de definir des 
cibles non-micro-anevrisme, dont la selection a etejugee tres arbitraire et subjective. La precision 
et le rappel peuvent aussi etre appeles, respectivement, taux de veracite et taux d'identification. 
En recherche documentaire, la proportion de vrai signal detecte est quantified par le taux de 
rappel: 
R=VP/{VP+FN) (2.18) 
Le silence est defini par : 
S=l-R=FN/{VP+FN) (2.19) 
La proportion de signal detecte correspondant au vrai signal, nominee taux de precision, est 
definie par: 
P = VP/{VP+FP) (2.20) 
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Le bruit est defini comme : 
B=\-P=FP/{VP+FP) (2.21) 
Le compromis entre la quantite de signal (fort taux de rappel) et la qualite du signal (fort taux de 
precision) est donne par la mesure-F. Cette derniere est definie comme une moyenne harmonique 
ponderee entre P et R : 
F 1 
" aP-' + il-ajR-1- ( 2"2 2 ) 
La mesure-F maximale sur la courbe donne le seuil optimal pour un a donne, choisi en fonction 
des operations de plus haut niveau. Pour minimiser le risque bayesien, en prenant un cout nul 
pour les bonnes decisions et un cout egal pour les deux types d'erreurs, il est possible d'employer 
la methodologie de la mesure-F avec a- •, 0 , ce qui donne : 
p ^ 2 P R _ 2 _ 2VP 
«=o.5
 p + R p - i + R - i 2 V P + F P + F N ' ( 2 ' 2 3 ) 
Chaque point sur la courbe precision-rappel correspond a un seuil different du detecteur de 
contours. Pour determiner ces points, il est necessaire de definir la maniere dont la precision et le 
rappel seront mesures. Pour chaque niveau de seuillage, la carte-image obtenue doit etre 
comparee a une verite-terrain, afin de determiner le nombre de VP, FP et FN, qui permettront de 
calculer la precision, le rappel et, finalement, la mesure-F. 
2.3 Theorie de la prediction des performances 
Avant d'appliquer un algorithme sur une image, nous ne savons pas s'il est le mieux adapte au 
contenu de cette image. Par ailleurs, les resultats de l'etude de Heath et al. (1997) suggerent que, 
pour un type d'image donne, le detecteur de contours le mieux adapte peut varier d'une image a 
l'autre. La mise au point de techniques pour faciliter le choix d'algorithme ou d'image faciliterait 
surement l'adoption des techniques de vision numerique hors des milieux de recherche et 
developpement (Clark et Courtney, 2000). 
L'estimation des performances d'un detecteur de contours permettrait d'estimer si, 
vraisemblablement, son resultat pourra satisfaire aux exigences des etapes ulterieures de 
traitement. Dans une chaine de traitement avec une approche ascendante, la modelisation des 
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erreurs permet de les corriger avant d'arriver a une representation intermediate. Un detecteur 
adaptatif pourrait ajuster son comportment selon les proprietes du voisinage d'un pixel traite. 
Selon Ziou et Tabbone (1998), pour definir un detecteur de contours, il est insuffisant de definir 
une marche a suivre pour le lissage, la derivation et l'etiquettage. II faut, en plus, dormer une 
strategie de choix d'echelle, ainsi qu'une description des contextes dans lesquels le detecteur peut 
etre utilise. II faut done une methode de selection d'algorithme, soit au niveau de l'image ou du 
pixel. Salotti et al. (1996) proposent de choisir un detecteur selon les prevalences des differents 
types de contours presents dans l'image. 
II y a longtemps que les chercheurs reflechissent au probleme de prediction des performances, 
notamment dans le contexte d'algorithmes de segmentation par region (Rosenfeld, 1979). En 
principe, la prediction des performances permet aussi de choisir le detecteur de contours le mieux 
adapte a une image. Elle permet d'assister l'usager en l'aidant a mieux comprendre les 
consequences d'un choix d'algorithme. De plus, au lieu de s'interesser a la performance globale 
d'un test, il est possible de s'interesser aux pixels qui composent l'image. 
La prediction des performances est deja utilisee pour choisir une technique de restauration qui 
minimise l'erreur de la reconnaissance optique des caracteres (Cannon et al, 2003). Elle est aussi 
utilisee pour determiner un seuil inferieur sur la probabilite ^identification correcte de cibles 
militaires dans des images radar. La prediction est basee sur l'hypothese que les erreurs dues a la 
localisation, a l'encombrement et au recouvrement entre les objets suivent une distribution 
uniforme. Selon Boshra et Bhanu(1999), l'utilisation de cette hypothese rend souvent la 
prediction trop optimiste. Dans les faits, les erreurs ne sont pas distributes uniformement. Leur 
distribution peut varier d'un jeu de donnees a un autre. L'estimation de ces distributions pourrait 
avoir comme base une prediction contextuelle des performances sur les etapes de traitement 
precedant celle de l'identification des cibles. 
Mathematiquement, la prediction des performances correspond a l'estimation, pour chaque pixel, 
du Coefficient de Predictivite d'un test Positif (CPP) et du Coefficient de Predictivite d'un test 
Negatif (CPN). Le CPP est defini par : 
CPP = VP/(VP+FP) (2.25) 
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et le CPN, par : 
CPN = VN/(VN+FN) (2.26) 
Ainsi, le calcul du CPP a partir d'une matrice de confusion est le meme que celui de la precision 
utilisee en evaluation des performances. Quand un algorithme est applique a chaque site s d'une 
image, l'image resultante, notee A, peut etre combine aux predictions de performances pour 
calculer la confiance C(s), selon la relation suivante : 
c(s)=\CPN(s), si A(s)=0 [
 ' \CPP(s), si A(s)=l (2-27) 
Chalmond et al. (2001) ont propose une banque d'indicateurs capables de predire la performance 
du detecteur de Sobel sur une image aerienne infrarouge. lis entrainent leurs indicateurs de 
performances sur les indices : filtres de Gabor, entropie de second ordre et rapport signal sur 
bruit. 
L'entrainement supervise d'un operateur pouvant predire les performances necessite des donnees 
d'entrainement sous forme d'une realite du terrain partielle, ou complete. Faute d'utiliser une 
image de realite du terrain, Chalmond et al. (2001) ont classe des pixels dans les classes 
« non-contour, » « incertain » et « contour » selon que la valeur de l'amplitude du gradient de 
Sobel etait presque nulle, pres du seuil, ou pres du niveau de saturation. La validation des cartes 
de performances peut se faire par une evaluation visuelle subjective (Chalmond et al, 2001). 
Chalmond et al. (2001) refusent d'utiliser une verite-terrain sous pretexte que les contours 
specifies pourraient ne pas etre coherents avec le contexte. Cependant, leur facon de choisir des 
exemples d'entrainement en utilisant la carte d'amplitude du gradient de Sobel fait de cette 
derniere une verite-terrain implicite. 
En effectuant des seuillages prudents sur cette carte, ils parviennent a identifier des pixels ou la 
probabilite d'avoir un contour est tres grande; pour rentrainement, ces pixels sont consideres 
comme des VPs. Ils peuvent aussi identifier des pixels ou la probabilite de trouver un contour est 
tres petite; pour l'entrainement, ces pixels sont consideres VNs. Sans realite du terrain, les pixels 
restants sont dans une zone grise; Chalmond et al. (2001) n'ont pas cru possible de differencier 
les ensembles de points FNs et FPs. 
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Ainsi, Chalmond et al. (2001) regroupent les deux types d'erreurs (FN et FP) dans une meme 
classe. Dans leur experience, cette classe comprend surtout des contours isoles ou des contour a 
l'extremite de contours. lis proposent ensuite de modeliser la predictivite positive du detecteur de 
Sobel en comparant la classe « erreur » avec la classe VP et de modeliser sa predictivite negative 
en comparant la classe « erreur» avec la classe VN. Une telle simplification du probleme 
empeche de faire la distinction entre la validite intrinseque de l'algorithme de Sobel et sa validite 
predictive. 
2.4 Selection d'images 
Nous avons passe en revue les concepts de contours, evaluation des performances et prediction 
des performances. La synthese de ces elements, ainsi que le souci de pouvoir creer des cartes de 
contours appropriees aux applications subsequentes, conduisent a une reflexion sur la selection 
d'images. 
Le choix du «meilleur» detecteur de contours depend de l'image considered (Bowyer et al, 
1999). Pour ce faire, il est necessaire de s'assurer que les algorithmes utilises soient bien adaptes 
a l'image traitee. Aj outer a un systeme d'information geographique la capacite de conseiller 
l'usager a l'aide d'un module utilisant des techniques d'intelligence artificielle est une avenue 
prometteuse d'apres les travaux de Vasconcelos et al. (2002). Ainsi avons-nous d'abord pense 
resoudre le probleme en developpant un systeme a base de connaissances, base sur des regies et 
sur des cas d'utilisation jumeles et des evaluations des performances. Un tel systeme aurait ete 
capable d'expliquer ses choix d'images a l'utilisateur. Cependant, chaque ajout de regies au 
systeme necessite la participation d'un expert thematicien. De plus, la mise en place d'une telle 
approche aurait necessite un systeme operationnel de mise a jour de cartes avec un historique 
d'utilisation suffisamment vaste pour permettre l'extraction eventuelle de nouvelles regies de 
selections ainsi que la prise de decision basee sur les cas rencontres dans le passe. 
N'ayant pas de telles donnees, il s'est avere necessaire de considerer une facon de faire basee sur 
la vision numerique, qui ne permet pas d'expliquer ses choix d'images, mais necessite peu 
d'intervention humaine (Rousseau, 2003). Ainsi, nous avons developpe un premier prototype 
logiciel (Figure 2.9) capable d'utiliser un reseau de neurones pour apprendre des fonctions de 
prediction contextuelle des performances (Rousseau et al, 2003; Rousseau, 2004). L'idee 
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premiere etait cTavoir un banc d'essai pour evaluer les possibilites et les limites de la prediction 
des performances pour effectuer un choix d'image et/ou d'algorithme. 
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Figure 2.9 : Logiciel PerfPredict 
Un des premiers constats fait etait la faiblesse de la resolution spatiale du resultat. Cela rend 
difficile le developpement d'une strategie de choix d'image et/ou d'algorithme. Les causes 
probables sont la taille des fenetres utilisees pour faire le calcul des indicateurs, ainsi que 
l'apprentissage demande au reseau, qui doit modeliser une information dependant a la fois le type 
de contours dans une image et la reponse d'un detecteur particulier a ce type de contours. 
Malgre cela, le prototype permet de corriger partiellement une image contenant beaucoup de 
fausses alarmes suite a un mauvais choix de seuil, en considerant comme arriere-plan les pixels 
de contours pour lesquels la confiance est estimee a moins de 50 % (Figure 2.10). 
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Figure 2.10 - Reduction de FP sur l'image « baseball» 
(a) Algorithme de Prewitt (F = 26,1 % ±0,7 %), 
(b) Algorithme de Prewitt corrige (F = 28,2 %). 
Cependant, deux defauts nuisent a la mise en application de cette approche. Premierement, la 
creation d'un detecteur de contours adaptatif, base sur la maximisation des performances 
predites, necessite la comparaison de plusieurs detecteurs. En pratique, la mise en place de cette 
approche est difficile. En effet, elle necessite Tentrainement de plusieurs reseaux de neurones, 
chacun specifique au jumelage d'un type d'image avec un detecteur de contours. De plus, 
l'utilisation d'un systeme base sur cette approche necessite, pour chaque choix d'algorithme et 
pour chaque detecteur de contours considere, d'appliquer un reseau de neurones different a 
l'image etudiee. Autre difficulte rencontree, la communication avec la librairie JavaNNS necessite 
l'utilisation de fichiers en format texte pour representer les donnees, ce qui engendre un temps 
d'attente prohibitif, particulierement lors de l'encodage. II n'est done pas evident de justifier le 
systeme selon des gains de temps a l'utilisation, en particulier s'il y a beaucoup d'images d'entrees 
a comparer. 
Deuxiemement, l'utilisation du logiciel pour entrainer des reseaux de neurones sur differents 
detecteurs de contours laisse croire qu'il n'est pas possible, avec les indicateurs etudies, d'obtenir 
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des cartes de prediction des performances significativement differentes pour differents detecteurs 
de contours. Malgre ces deux limitations, l'outil prototype demontrait quand meme une utilite 
certaine. Si un outil est suffisamment puissant pour identifier les zones d'ambigui'te et predire la 
performance de detecteurs de contours, pourquoi ne pas s'en servir pour detecter les contours ou 
corriger un detecteur de contours? II faudrait verifier la possibilite d'utiliser l'outil pour detecter 
les contours, tel que suggere par Chalmond et Graffigne (1999), ou pour restaurer des contours. 
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3. Methodologie 
Le logiciel developpe dans le cadre de cette these se rapproche des travaux : 
- de Konishi et al. (2003), en ce qui concerne l'utilisation de verite-terrain pour l'entrainement, 
- de Martin et al. (2004), pour le choix d'utiliser la mesure-F, ainsi que 
- de Chalmond et al. (2001) pour le choix d'indicateurs. 
Par contre, il est oriente vers la restauration de contours au lieu de leur detection. Dans ce 
chapitre, la methodologie generate est suivie d'une description des donnees utilisees. 
3.1 Methodologie generate 
Les etapes de notre travail sont: 
- choix d'une methode devaluation; 
- determination de cartes de base; 
- choix d'indicateurs de presence de contours; 
- entrainement supervise; 
- fusion de l'indice et des cartes de base; 
- caracterisation de la robustesse au bruit; 
- validation des resultats; 
- analyse de sensibilite de la methode developpee. 
La methodologie fait l'objet de la Figure 3.1. Les cases numerotees concernent des manipulations. 
La redaction de ce protocole experimental repond a l'objectif initial de la these, celui de 
concevoir une methode d'amelioration des decisions de detecteurs de contours. 
L'approche implementee dans le logiciel commence par l'utilisation des indicateurs de Chalmond 
pour entrainer un reseau de neurones reagissant a la presence de contours. L'information fournie 
par ce reseau est combinee a une carte de contours classique en vue d'en ameliorer la qualite, 
notamment en reduisant les fausses alarmes. Le resultat de cette fusion est seuille pour obtenir 
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une carte de contours optimisee. La Figure 3.2 donne une vue algorithmique du calcul utilisee 
pour restaurer les contours. 
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Figure 3.2 - Methodologie du calcul de contours ameliores base sur l'indice de presence de 
contours 
3.1.1 Developpement d'outils devaluation 
Selon Salotti et al. (1996), l'utilisation d'un jeu de donnees base sur des images naturelles permet 
une evaluation basee sur le plus realiste des modele de contours, soit les contours eux-memes. 
Selon eux, l'expertise humaine est l'outil le plus sophistique pour creer des verite-terrains de 
contours. 
Voici la methode de mise en correspondance utilisee dans le present travail. En principe, il y a 
peu de difference entre les diverses methodes d'appariement possibles (Bowyer, 2000). Dans cet 
esprit, nous avons opte pour une methode plus simple que celle utilisee par Martin et al. (2002). 
Les pixels detectes sont examines un a un pour voir s'ils correspondent a un pixel de verite-terrain 
situe a une distance inferieure ou egale a deux pixels. Dans le cas d'une reponse positive, le pixel 
detecte et le pixel de la verite-terrain sont consideres comme correspondants. lis sont elimines 
pour le reste du processus d'appariement. Si un pixel detecte correspond a plus d'un pixel de la 
verite-terrain, celui qui est le moins eloigne est choisi. Un pixel detecte peut quand meme 
correspondre a plusieurs pixels de la verite-terrain, auquel cas les pixels de verite-terrain 
concernes ne seront elimines pour la distance consideree que s'ils correspondent a plusieurs 
pixels de contours detectes. L'algorithme detaille est donne dans 1'Annexe 3. A la fin du procede, 
le resultat est le nombre de pixels vrais positifs, faux negatif et faux positifs (VP, FN et FP) pour 
la carte de contours consideree. 
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II faut aussi considerer le probleme du choix d'une quantite pour resumer la matrice de confusion 
en une seule quantite. Plusieurs techniques de mesure ont ete considerees, notamment le 
rendement et la mesure-F. 
Le rendement n'est pas une facon appropriee d'optimiser la performance d'un detecteur de 
contours. Quand une classe occupe a elle seule la majeure partie de l'image, le rendement peut 
etre eleve seulement a cause du hasard (Graham et Bull, 1998). 
Les contours ont un faible taux de prevalence P(G) (G pour "ground-truth", verite-terrain), 
compris entre 5 % et 15 %. Ainsi, une image contient beaucoup plus de vrais negatifs que de 
vrais positifs. Dans un tel contexte, maximiser le rendement favorise les vrais negatifs. Sauf pour 
un petit seuil, ou la quantite de FP sera tres grande, le rendement choisi sera de l'ordre de : 
1-P(A)«90% (2.13) 
ou P(A) est la proportion de pixels de contours detectes par un algorithme A. Le rendement de 
presque tous les seuils etant du meme ordre, il peut etre difficile de determiner le meilleur seuil. II 
y a un risque eleve de choisir un seuil trop grand. 
Le resultat serait une image avec un faible P(A), done de faibles VP et FP. Tres peu de pixels 
seraient identifies comme contours. Ce phenomene est illustre dans l'Annexe 4. Bien qu'une telle 
image contienne peu de FP, le nombre eleve de FN la rend inutilisable. Suite a des essais sur des 
images, il apparait que les outils conventionnels devaluation de classification ne conviennent pas 
a 1'evaluation de detecteurs de contours. II est done necessaire d'utiliser un critere autre que le 
rendement pour evaluer les cartes de contours. 
La mesure-F offre quelques avantages interessants (Nakache et Metais, 2005). Tout d'abord, 
lorsque la precision est egale au rappel, on obtient: 
precision = rappel = mesure-F (2.24) 
Ensuite la moyenne harmonique baisse fortement lorsque l'un de ces parametres est bas. Elle est 
majoree lorsque les deux parametres sont proches tout en etant eleves. Ainsi, les algorithmes qui 
degradent la precision ou le rappel au detriment de l'autre quantite sont penalises. Dans le cas 
a = 0,5, on tend a trouver le maximum quand FP ~ FN. La mesure-F maximale est done proche 
du point d'equilibre. Contrairement a la specificite, la precision n'est pas assujettie au probleme 
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de taille des pixels, car elle est normalised par le nombre de VP au lieu du nombre de VN. D'une 
certaine maniere, comme la precision et le rappel sont normalises par VP, la mesure-F s'ajuste 
automatiquement a la prevalence des contours; il n'y a pas d'effet relie au debalancement entre 
VN et VP. De plus, la courbe de mesure-F est habituellement unimodale, justifiant un peu plus 
l'emploi de la mesure-F maximale comme descripteur de la performance (Martin, 2002). 
Ainsi, notre choix de technique de mesure s'est arrete sur la mesure-F. Afin de mieux valider les 
resultats obtenus, un intervalle de confiance est calcule pour la mesure-F. La methode utilisee est 
celle de Samsa, telle que rapportee par Graham et Bull (1998). Dans notre notation, l'intervalle de 
confiance pour a = 0,05 est 
F ± 1 . 9 6 V F ( 1 - F ) / ( G ) (3.4) 
ou F est la mesure-F et G est le nombre de pixels de contours dans la verite-terrain. Ce calcul de 
est simple, car la methode de Samsa suppose que FP = FN. Les intervalles obtenus sont larges 
compares a ceux provenant d'autres methodes, ce qui permet une comparaison plus conservatrice. 
3.1.2 Creation de cartes de contours 
Avant de faire la restauration de contours, il faut determiner la meilleure carte de contours 
capable d'etre produite par un algorithme pour une image donnee. Ainsi, si la methode de 
restauration de contours permet d'ameliorer davantage la carte, l'efficacite de cette procedure s'en 
trouvera demontree plus rigoureusement. 
II est necessaire de refaire l'echantillonage sur chaque image. En effet, l'utilisation de parametres 
fixes peut carrement inverser les conclusions : dans 1'experience de Heath et al. (1997), 
l'algorithme de Canny est celui qui performe le mieux avec des parametres adaptes a chaque 
image, mais qui a les moins bonnes performances lorsqu'il est utilise avec des parametres fixes. 
La recherche de la meilleure carte de contours se fait en parcourant l'espace parametrique de 
chaque detecteur et en selectionnant, dans cet espace, la carte maximisant le critere de 
performance choisi. Plusieurs methodes d'echantillonage ont ete proposees dans la litterature, par 
exemple par Bowyer et al. (2001), Shin et al. (2001) et Min et al. (2004). 
Pour que cette exploration soit informatiquement realisable, nous avons favorise le choix de 
detecteurs possedant un nombre restreint de parametres. Les detecteurs consideres dans la 
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presente etude ayant, au plus, deux parametres, il a ete convenu d'explorer completement les 
espaces parametriques au lieu de les echantilloner. Le choix d'algorithmes a aussi ete guide par le 
souci d'utiliser une variete de detecteurs, tous presentes dans des articles evalues par des pairs. 
Les algorithmes choisis sont ceux de Sobel, Canny, Argyle, Kirsch, Moon, ainsi que Frei-Chen. 
L'algorithme de Sobel est interessant pour sa simplicite, mais il donne des contours larges. II 
produit des FPs en presence de bruit ou de texture et a de la difficulte a extraire les lignes fines. 
Nous l'avons utilise, dans un premier temps, avec un seuillage simple de l'amplitude du gradient, 
ensuite avec un seuillage adaptatif base sur l'ecart a la moyenne dans une fenetre coulissante de 
17x17. 
L'algorithme de Canny (1986) est populaire car il donne des contours fins, peu bruites. Son 
parametrage est plus complique que celui de Sobel, car il demande le choix d'un parametre de 
lissage et de deux seuils. Pour ce detecteur, nous convenons d'effectuer le seuillage double avec 
des valeurs dont l'une vaut le double de l'autre, tel que suggere dans la publication d'origine. II 
nous faut aussi determiner les masques pour le lissage. Nous utilisons plusieurs tailles de 
fenetres: Ne{3,5,7,9...} . Par souci de simplicite numerique, nous avons choisi d'attribuer a 
chaque filtre un parametre a = (N-l)/6. Ainsi, par exemple, pour le cas N = 3, nous utilisons 
CT = 1/3. La precision induite par ce choix est comparable a celle des choix d'autres auteurs, par 
exemple (Rothwell, 1994). 
Nous avons nomme « detecteur de Argyle » le detecteur defini par un filtrage gaussien suivi d'un 
seuillage simple de ramplitude du gradient. Cet operateur, suggere dans (Argyle, 1971), equivaut 
a un detecteur de Canny sans post-traitement. 
Les detecteurs de Kirsch, de Moon, ainsi que de Frei-Chen sont moins utilises en pratique que les 
detecteurs cites plus haut. lis sont mathematiquement differents des deux premiers detecteurs et 
permettent de valider nos resultats sur une plus grande variete d'algorithmes. 
Le detecteur de contours « boussole » de Kirsch procede en convoluant l'image originale avec 
chacun des huit masques correspondant aux huits orientations possibles d'un modele de contour 
sur un voisinage 3x3. Pour chaque pixel, un indice de presence de contour est defini comme la 
reponse maximale sur les huit images de convolution. Ce detecteur produit des cartes semblables 
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a celles produites par le detecteur de Sobel, avec legerement moins de fausses alarmes et une 
tendance a produire des contours plus fins. 
Le detecteur de contours de Moon est un filtrage exponentiel suivi d'un seuillage sur l'amplitude 
du gradient. Notre implementation applique un filtre exponentiel sur l'image et procede ensuite a 
un seuillage simple du gradient de Roberts (differences finies definies sur les diagonales d'une 
fenetre 2x2). Pour le filtrage, nous utilisons des masques dont la largeur est un nombre impair de 
pixels, variant deN = 3 a N = 1 5 . 
Selon la librairie d'analyse d'images utilisee, le detecteur de Frei-Chen n'est pas toujours defini 
exactement de la meme maniere. Nous en avons releve plusieurs. L'implementation que nous 
utilisons est un seuillage sur un indice de presence de contours, defini par : 
^ I * 2 ^ 2 + ( I * £ 2 ) 2 + ( 7 * E 3 ) 2 + ( J*E 4 ) 2 (3.5) 
ou * est l'operateur de convolution, I est l'image originate, et Ei, E2, E3, et E4 sont les masques 
« contours » de Frei-Chen. 
II n'existe pas actuellement de methode permettant de trouver les parametres optimaux sans 
utiliser de verite-terrain. Lors de son eventuelle mise au point, une telle methode gagnerait a etre 
integree a un algorithme de detection de contours. Pour choisir les seuils, nous avons explore 
completement l'espace parametrique de chaque algorithme. Cette methode evite au moins de 
biaiser les resultats en faveur d'un des algorithmes. (Heath et al., 1997). 
3.1.3 Choix d'indicateurs 
Pour mettre au point l'indice de presence de contours, nous combinons plusieurs indicateurs. Pour 
bien caracteriser les contours, cet indice doit pouvoir differencier les frontieres des objets, de la 
texture et du bruit. Dans un premier temps, nous avons tente d'utiliser les indices suggeres par 
Chalmond et al. (2001). Rappelons qu'il s'agit d'un filtre de Gabor symetrique a l'echelle 0 = 2 
selon quatre directions {cpt, k = 1, 2, 3, 4} = {0, nil, nIA, -it/A), de l'entropie de deuxieme ordre 
sur une fenetre d'une largeur de 7 pixels et d'une estimation du rapport signal sur bruit a partir 
d'une fenetre d'une largeur de 7 pixels. Le choix de ces indicateurs decoule du souci de decrire les 
contours d'intensite de type « marches »(maximum de la derivee premiere), les contours de 
texture et la qualite du signal. 
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Les filtres de Gabor sont utiles pour trouver les frontieres entre les regions de differente intensite 
ou differente texture, a differentes echelles (Manjunath et Chellappa, 1993; Dunn et al, 1995). 
En plus d'etre sensibles aux contours, ils sont robustes aux variations d'illumination. lis peuvent 
etre utilises comme indices de texture pour la recherche d'images (Manjunath et al, 2000). Ils 
peuvent identifier des structures fines, et sont utilises notamment, pour faire une restauration 
d'images d'empreintes digitales (Yang et al, 2003). Les filtres symetriques sont sensibles aux 
contours de type « ligne » et les filtres antisymetriques, aux contours de type « marche ». 
L'entropie renseigne sur l'heterogeneite locale. Elle est faible sur une zone homogene, mais plus 
elevee sur contour de type « marche » ou de type « rampe ». Une zone tres heterogene contient 
probablement de la texture et ne devrait pas etre classified comme « contours ». 
Bien que l'hypothese d'un bruit additif non-correle soit souvent faite, rien ne garantit que le bruit 
soit completement independant du signal, notamment dans le cas ou un eclairement non-uniforme 
sature le signal. Pour obtenir une caracterisation optimale du signal, une estimation de la 
variation locale du rapport signal sur bruit peut etre benefique. 
La complexity des donnees correspond de facon approximative au rapport signal sur bruit de 
l'image (Suetens et al, 1992). Une image simple a un fort contraste et est localement homogene. 
Plus le rapport signal sur bruit est bas, plus il est necessaire de lisser l'image et moins le 
positionnement des contours est precis (Ziou et Tabbone, 1998). S'il y a beaucoup de bruit, le 
pixel a peut-etre avantage a etre classe comme texture au lieu de contours (Walessa et Datcu, 
2000). 
Pour completer la banque de filtres, nous proposons l'essai de plusieurs echelles. L'examen visuel 
des images aeroportees et de leurs verites-terrain permet d'identifier plusieurs contours d'intensite 
de type « lignes ». Pour mieux caracteriser ces motifs, il nous parait pertinent d'utiliser un filtre 
de Gabor antisymetrique, comme Font fait Konishi et al. (2003). 
3.1.4 Calibration et entratnement de reseaux de neurones 
La regression logistique utilisee dans l'article original de Chalmond et al. (2001) est un moyen 
utile pour decrire la relation entre un ou plusieurs elements de risques et une consequence 
pouvant prendre deux valeurs. Par exemple, la relation entre l'age, le sexe et le taux de mortalite. 
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Chaque coefficient de regression decrit l'importance de la contribution de chaque element. 
Cependant, la complexity d'un tel modele etant limitee a un coefficient par variable, il n'est pas 
possible de decrire les interactions entre les variables en utilisant la regression logistique. 
Pour la presente etude, nous voulions utiliser un algorithme d'apprentissage n'ayant pas cette 
restriction. Ainsi, pour evaluer les capacites d'une combinaison d'indicateurs a detecter les 
contours, nous avons choisi d'utiliser un reseau de neurones. Ce dernier peut etre considere 
comme une generalisation de la regression logistique, avec une architecture plus elaboree. 
Comme il n'est pas evident d'extraire d'une telle architecture une description de l'effet des 
indicateurs sur la variable independante, l'emploi du reseau de neurones sera accompagne d'une 
analyse de sensibilite. 
Pour effectuer l'entrainement du reseau, les indicateurs considered sont presentes a l'entree du 
reseau. La sortie desiree correspond a la verite-terrain des contours. Bien que les reseaux de 
neurones ne garantissent pas de trouver la solution optimale, ils permettent d'arriver facilement a 
une solution satisfaisante. 
L'architecture choisie ici est celle du Perceptron Multicouches, avec des synapses lineaires en 
entree et tangente hyperbolique en sortie (LeCun et al, 1998). L'apprentissage est fait avec 
l'algorithme de retropropagation stochastique. Le lecteur interesse a la theorie des reseaux de 
neurones peut consulter un des nombreux bons ouvrages sur le sujet, par exemple (Haykin, 
1999). Nous n'expliquons ici que notre utilisation de cet outil. 
Les parametres de taux d'apprentissage rj et la constante d'inertie /u sont fixes aux valeurs 
arbitraires de r\ = 0,1 et ju - 0,1. Notre souci est d'atteindre des minimums locaux suffisamment 
petits, en accelerant un peu la vitesse de convergence, tout en conservant une stabilite dans la 
courbe de performance. Un reseau est considere comme ayant converge quand le taux absolu de 
changement de l'erreur moyenne quadratique par epoque est suffisamment petite, c'est-a-dire 
0,01 % pour cette experience. 
Pour accelerer la convergence lors de l'entrainement, les recommendations de LeCun et al. (1998) 
ont ete suivies : 
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- utiliser l'apprentissage stochastique, c'est-a-dire mettre a jour les poids du reseau apres la 
presentation de chaque exemple; 
- faire varier aleatoirement l'ordre de presentation des exemples; 
- utiliser une fonction sigmoi'de de forme tangente hyperbolique; 
- choisir des valeurs-cibles correspondants aux maximums de la derivee seconde de la 
sigmoi'de, soit±l. 
Les donnees d'entramement sont separees en trois groupes : 
- unjeu d'entrainement; 
- unjeu de validation; 
- unjeu detest. 
La difference entre entre les resultats attendus et les resultats obtenus s'appelle Yerreur. L'erreur 
sur le jeu d'entrainement est mesuree a chaque iteration d'entramement et sert a ajuster les poids 
du reseau. L'erreur jeu de validation est elle aussi mesuree a chaque iteration. Quand le reseau a 
converge, la configuration ayant la plus petite erreur de validation est conservee, pour eviter qu'il 
n'y ait surapprentissage. Le jeu de test est consistitue des images non-presentees au reseau lors de 
l'entrainement. Ces images seront utilisees pour 1'evaluation de la methode. Elles permettront, 
lors de la prochaine etape de 1'experimentation, d'estimer la capacite du reseau a generalises 
Nous avons utilise « peu » de donnees pour l'entrainement et reserve la majorite des donnees pour 
les tests. Ce choix de partitionnement des donnees a ete fait en considerant que, dans les faits, il 
est difficile d'obtenir une verite-terrain de contours pour l'entrainement. Ainsi, pour effectuer le 
partitionnement des donnees, la moitie des pixels d'une image sont employes pour definir le jeu 
d'entrainement. L'autre moitie sert pour le jeu de validation. Ainsi, une image entiere est utilisee 
pour parametrer le reseau. Par la suite, toutes les autres images peuvent etre employees pour des 
tests. 
Lors de tout entrainement d'un reseau de neurone, il est necessaire d'eviter le phenomene de 
surapprentissage. Si un reseau est entraine pendant un trop grand nombre d'epoques sur 
l'ensemble de donnees d'entrainement, ses performances sur cet ensemble de donnees seront 
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excellentes. Cependant, il sera trop specialise par rapport aux specificites de cet ensemble et au 
bruit qu'il contient. Dans une telle situation, le reseau aura peu de pouvoir de prediction sur les 
ensembles de donnees de validation et de test. Pour avoir un reseau qui generalise bien, il faut 
arreter l'apprentissage quand 1'erreur sur les donnees de validation est minimale. 
Plusieurs strategies sont utilisables pour eviter ce surapprentissage, notamment la selection de 
modele d'architecture de reseau, l'ajout de bruit, la decroissance de poids, l'apprentissage 
bayesien, la combinaison de reseaux et l'arret hatif (Haykin, 1999; Sarle, 2002). Nous utiliserons 
l'arret hatif, pour sa simplicite et le petit nombre de repetitions d'entrainements qu'il necessite. 
Pour appliquer la technique de l'arret hatif, l'apprentissage par retropropagation du gradient est 
effectue selon la technique usuelle. Apres chaque epoque, 1'erreur sur les donnees de validation 
est mesuree. Le reseau est entraine jusqu'a convergence de 1'erreur sur les donnees 
d'entrainement. Bien que d'autres criteres d'arret soient possibles, Prechelt (1998) rapporte 
qu'aucun n'a d'avantage significatif sur les autres. Apres l'entrainement, c'est le reseau tel qu'il 
etait a l'iteration donnant 1'erreur de validation minimale qui est conserve. II est necessaire 
d'utiliser «beaucoup» de neurones caches pour eviter les minimums locaux et le sous-
apprentissage (Sarle, 2002). La Figure 3.3 presente l'architecture du reseau. 
Reseau de neurones 
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Figure 3.3 -Architecture du reseau de neurones 
3.1.5 Restauration de cartes de contours 
Avec cette etape, nous proposons de combiner rinformation obtenue par reseau de neurones avec 
rinformation « classique » sur les contours, plus precisement ramplitude du gradient. Nous 
cherchons une methode simple pour reduire le nombre de fausses alarmes dues a la texture tout 
en conservant les bordure des objets. Deux articles scientifiques ont retenu notre attention. 
Rosenfeld (1970) s'est interesse a la detection de contours par difference de moyenne mobile. II a 
observe qu'en multipliant les images de contours a differentes echelles, le resultat etait de 
meilleure qualite qu'aux echelles individuelles. Le produit est eleve seulement quand tous ses 
facteurs sont eleves. Cela a deux effets principaux, selon qu'une petite fenetre ou une grande 
fenetre est consideree. 
Dans le cas d'une petite fenetre de lissage, quand un point est decale par rapport a un contour 
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quelconque, le resultat n'a pas une valeur elevee. Dans le produit, ce facteur limite l'effet de flou 
du aux fenetres plus grandes. Dans le cas d'une grande fenetre de lissage, quand un point n'est pas 
rapproche spatialement d'un contour principal, le resultat n'a pas une valeur elevee. Dans le 
produit, ce facteur limite l'effet de faux contours du aux fenetres plus petites. Ainsi, puisque ces 
deux types d'erreurs sont evitees, les contours obtenus sont localises plus precisement qu'aux 
echelles grossieres et il y a moins de bruit qu'aux echelles fines. 
Bao et al. (2005) se sont interesses a la detection de contours basee sur le produit des reponses de 
la derivee premiere d'une gaussienne a deux echelles. Les cartes de contours sont obtenues par un 
seuillage simple. La technique est evaluee analytiquement dans le cadre des deux criteres de 
Canny juges les plus utiles; le produit de ces deux criteres a une valeur plus elevee pour la 
multiplication d'echelles que pour une echelle unique. Une evaluation empirique est aussi 
effectuee, d'abord sur une image synthetique, ensuite sur deux images terrestres. Les avantages 
observes sont les memes que dans le cas de Rosenfeld. 
Ainsi, a l'instar de Rosenfeld (1970) et Bao et al. (2005), nous optons pour combiner nos cartes 
de contours en prenant la multiplication pixel par pixel des deux images. Pour appliquer la 
methode au detecteur de Sobel, de Kirsch ou de Moon, la multiplication est faite avant le 
seuillage simple (Figure 3.2, precedemment). Dans le cas de l'algorithme de Sobel, d'autres essais 
sont faits avec un seuillage adaptatif base sur l'ecart a la moyenne dans une fenetre coulissante de 
17x17. Pour appliquer la methode au detecteur de Canny, la multiplication pixel par pixel avec la 
sortie du reseau de neurones est effectuee avant l'etape de la suppression des non-maximums. 
Pour cette phase de validation, nous utilisons les dix imagettes aeroportees. 
3.1.6 Caracterisation de la robustesse au bruit 
Aucune methode n'est optimale dans toutes les conditions d'utilisation. II est done necessaire de 
connaitre la degradation des performances de la methode developpee en presence de bruit. 
Determiner la vraie position des contours dans une scene naturelle peut sembler tres difficile. 
C'est pourquoi plusieurs chercheurs emploient des images synthetiques et la verite-terrain 
correspondante pour evaluer leurs algorithmes. Plusieurs chercheurs optent pour l'utilisation 
d'une telle demarche, meme si les resultats obtenus ne refletent pas necessairement le 
comportement des detecteurs de contours sur des images naturelles. 
61 
Le contenu des images synthetiques parfaitement controle facilite la mise en place d'un protocole 
experimental pour etudier, par exemple, la sensibilite des detecteurs de contours au niveau de 
bruit (Kanungo et al, 1995). La qualite de resultats obtenus sera evalue avec la mesure-F, mais 
aussi avec la figure de merite d'Abdou et Pratt (1979), qui est souvent utilisee pour estimer 
l'exactitude des detecteurs sur les contours dans les images bruitees. La valeur choisie pour la 
constante penalisant les contours decales est p = 10 (Gagnon et Jouan, 1997). 
Nous utilisons aussi la mesure-F, comme pour les autres manipulations; cela permet de verifier 
partiellement que l'optimisation par la figure de merite de Pratt donne des resultats coherents avec 
l'optimisation par la mesure-F. 
Le detecteur le plus prometteur, utilise avec et sans restauration, est considere. Pour chaque cas, 
le seuillage dormant la meilleure figure de merite de Pratt est determine experimentalement. Cette 
operation est repetee sur des images synthetiques avec des rapports signal sur bruit variant entre 1 
et 100. 
Un essai est aussi effectue, sur les detecteurs de contours les plus prometteurs, pour la 
restauration d'images reelles bruitees, en ajoutant du bruit gaussien additif d'ecart-type 25 a deux 
des images aeroportees, avant de leur appliquer la procedure de restauration. 
3.1.7 Comparaison avec d'autres jeux de donnees 
Pour assurer une meilleure validation de la methode developpee, il est souhaitable d'appliquer la 
technique developpee a un autre domaine d'application et de comparer les resultats obtenus. Tout 
d'abord, il faut verifier la capacite de la methode a donner d'aussi bons resultats sur d'autres 
domaines d'application. Pour ce faire, nous appliquons la methode de restauration a plusieurs 
images du jeu de photos d'objets urbains et domestiques. L'algorithme de detection de contours 
initiale utilise est celui ayant donne les meilleurs resultats sur les images aeroportees. La 
validation est ensuite completee en appliquant aussi la methode a des images du jeu de donnees 
de segmentation/classification de Berkeley. 
Ensuite, pour verifier l'applicabilite de la methode developpee a l'imagerie satellite, tous les 
detecteurs de contours ayant demontre une amelioration sur les donnees aeroportees sont testes 
sur deux parties de scenes IKONOS. 
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3.1.8 Analyse de sensibilite 
Une fois la methode developpee et validee, une question prend de l'importance, celle de savoir 
pourquoi la methode reussie ou pas a fournir des resultats. Afin d'apporter des elements de 
reponse, une analyse de sensibilite est indiquee. Dans un premier temps, il s'agit de produire les 
indicateurs individuellement et d'etudier leur capacite a detecter les contours, en evaluant la 
mesure-F maximale que chacun peut produire sur une image. Nous saurons ainsi si chacun des 
indicateurs est un bon filtre de detection. II faut ensuite etudier la contribution de chacun des 
indicateurs au sein du reseau de neurone. Cela permet de determiner s'il est necessaire d'utiliser 
tous les signaux. 
Pour l'etude de la capacite des indicateurs a detecter les contours, quelques ajustements sont 
necessaires, afin de s'assurer d'avoir une seule bande de signal, avec de grandes valeurs 
numeriques en presence de contours. Dans le cas de l'indicateur de Gabor, l'energie isotrope a ete 
utilisee comme estimateur de presence de contours. L'entropie a pu etre utilisee sans 
modification. II a ete necessaire d'inverser le signe du rapport signal a bruit, car une faible valeur 
de cet indicateur indique une forte probabilite de trouver un contour. Les indicateurs ont ete 
utilises, avec et sans fusion, pour detecter les contours sur l'image IKONOS du campus. 
Par la suite, pour etudier rinfluence des intrants sur le reseau de neurones, chaque combinaison 
de signaux en entree sera inhibee, a tour de role, d'un facteur variant de 0 a 100%. Ces resultats 
permettront de determiner la combinaison d'indicateurs sur laquelle le reseau a appris et de se 
faire une idee de la robustesse du reseau a une perturbation du signal en entree. 
3.2 Ensembles de donnees 
L'entrainement et 1'evaluation d'un detecteur de contours base sur une approche statistique 
necessitent l'utilisation de verite-terrain. Selon Heath et al. (1997), specifier une verite-terrain de 
contours est tres difficile, car les images naturelles contiennent beaucoup de details. Ainsi, nous 
avons priorise la reutilisation de jeux de donnees. La disponibilite limitee de telles interpretations 
a ete un facteur determinant dans le choix final. 
Nous avons acquis le jeu de donnees mis au point par l'equipe de travail de Bowyer (2000) 
comprend des photos noir et blanc d'objets de la vie quotidienne et des photos aeriennes d'une 
base militaire. Ces donnees ont ete utilisees pour entrainer et tester le reseau de neurones. 
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Ensuite, pour mieux tester la stabilite du detecteur, nous utilisons aussi une image synthetique 
contenant un contour vertical unique. Une etude de faisabilite est aussi faite sur un jeu de donnees 
de segmentation d'images au sol (Martin et ah, 2001). Pour completer la validation de 
l'applicabilite de notre methode, nous avons prepare des verites-terrains de contours pour deux 
imagettes tirees de scenes IKONOS panchromatiques. Toutes les images de ces jeux de donnees 
ont un niveau de quantification de 8 bits/pixels. 
3.2.1 Photos aeriennes et au sol 
Ce jeu de donnees comporte une serie de 10 imagettes tirees de photos aeriennes d'une base 
militaire, ainsi qu'une serie de 50 images d'objets au sol, tires de la vie quotidienne (Figure 3.4). 
Ces images ont ete preparees a l'Universite de South Florida. Elles furent acquises par Bowyer et 
al. (2001) pour etudier 1'evaluation de detections de contours par des humains. Ces derniers ont 
elimine quelques images contenant des objets difficilement identifiables. Les images restantes 
contiennent des objets naturels et des objets fabriques. Certains de ces objets sont tres textures, 
d'autres le sont moins. 
(a) (b) 
Figure 3.4 - Exemples d'images du jeu de donnees de South Florida 
(a) four a micro-ondes, (b) verite-terrain associee 
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(c) (d) 
Figure 3.4 - Exemples d'images du jeu de donnees de South Florida (suite) 
(c) ecole, (d) verite-terrain associee. 
Les photos ont ete prises avec une camera 35 mm sur film couleur avec une lentille de 50 mm. 
Les photos ont ete scannees sur PhotoCD par un laboratoire commercial. Elles ont ete extraites 
du CD en format 768x512, 24 bits/pixel. Elles ont ete converties en tons de gris selon 0,299r + 
0,587g + 0,114Z>, ou r est le niveau de rouge, g le niveau de vert et b le niveau de bleu. 
Les images ont ete rognees a un format d'environ 512x512. Finalement, le contraste et la 
brillance ont ete ajustes pour bien paraitre sur un ecran d'ordinateur. La taille moyenne et la 
representativite de ce jeu de donnees le rendent interessant pour determiner les indicateurs les 
plus prometteurs pour notre systeme. 
Les contours associes aux images ont une largeur d'un seul pixel. Les contours flous n'etant pas 
inclus dans l'interpretation, la localisation des contours est precise (Konishi et al, 2003). Bien 
que Bowyer et al. (2001) ne tiennent pas compte des zones texturees dans leur evaluations, nous 
choisissons de les considerer comme pixels d'arriere-plan, pour lesquels les detecteurs de 
contours ne devraient pas reagir. C'est aussi ce qu'ont fait Konishi et al. (2003). Suivant cette 
convention, les images aeroportees contiennent de 3,5 % a 6,3 % de pixels etiquettes « contour » 
et les images au sol en contiennent de 0,9 % a 7,6 %. 
Hormis le bruit du aux limites de la precision numerique, nous faisons rhypothese que les images 
sont contaminees par un bruit additif gaussien de moyenne nulle, du au capteur. L'estimation 
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automatisee de la variance de ce bruit peut etre faite avec la methode de Meer et al. (1990). Nous 
avons adapte l'algorithme pour qu'il prenne en compte les images rectangulaires. Nous 
definissons le rapport signal sur bruit d'une image comme : 
^™ "image &image'"bruit \?-*-) 
Dans le jeu de donnees de South Florida, les images aeriennes ont toutes un rapport signal sur 
bruit inferieur a 15. Dans les images d'objets au sol, 8 ont un rapport signal a bruit faible, compris 
entre 5 et 15. Un rapport signal a bruit eleve, compris entre 15 et 30, a ete mesure sur 19 images. 
Les 20 dernieres images contiennent des zones parfaitement homogenes. 
3.2.2 Images artiflcielles 
Pour reprendre une experience classique d'Abdou et Pratt (1979) visant a comparer les 
performances de detecteurs de contours, nous avons cree une image artificielle de 512x512 dont 
la moitie gauche est une region uniforme de niveau de gris 145 et la moitie de droite, 110. Ces 
valeurs ont ete choisies afin d'eviter la saturation apres l'ajout de bruit. Lors de lew etude sur le 
filtrage du chatoiement, Gagnon et Jouan (1997) utilisent plutot les valeurs 200 et 50. Dans ce 
contexte, nous definissons le rapport signal sur bruit, SNR, par : 
SNR = (/Z/CT)2 (3.2) 
ou h est la hauteur du contour et a est l'ecart-type du bruit. Du bruit gaussien a ete additionne aux 
images afin d'obtenir des rapports signal sur bruit de 1, 5, 10, 20, 50 et 100, ces valeurs etant 
choisies pour faciliter la comparaison avec les publications anterieures (Figure 3.5). Pour ce faire, 
le filtre de « dispersion RVB » a ete applique avec, respectivement, les valeurs 0,27; 0,12; 0,09; 
0,06; 0,04 et 0,03 pour le parametre « gris ». Les images artiflcielles seront utilisees pour evaluer 
l'effet du niveau de bruit sur la methode developpee. 
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Figure 3.5 - Image artificielle, SNR = 5 
3.2.3 Images de Berkeley 
Ce jeu de donnees, comprenant 200 images d'entrainement et 100 images de tests, a ete mis au 
point par Martin et al. (2001). Ce sont des photographies de scenes naturelles prises au sol dans 
les bandes visibles. Elles proviennent de la base de donnees de Corel et sont de dimension 
481x321. Chaque image contient au moins un objet identifiable et a ete segmentee par plusieurs 
humains pour creer une verite-terrain composee. Ces differentes segmentations sont hautement 
coherentes entre elles. 
Selon Martin (2002), le passage au noir et blanc n'affecte pas significativement la capacite de 
sujets humains a separer les images en regions coherentes. Nous avons simplifie le probleme en 
fusionnant les trois bandes selon l'espace de couleur du National Television System 
Committee (NTSC), defini par : 
Y = 0,299r + 0,587g +0,1146 (3.3) 
ou Y est la luminance, r le niveau de rouge, g le niveau de vert et b le niveau de bleu, creant ainsi 
des images panchromatiques en noir et blanc (Konishi et al, 2003). 
Les verites-terrain associees aux images de Berkeley contiennent des traits definissant les limites 
d'objets de haut-niveau. Ces objets sont composes de plusieurs segments de bas-niveau. Les 
details des objets sont tres souvent ignores, ce qui n'est pas le cas pour les images de South 
Florida. Le jeu de donnees de Berkeley contient done une interpretation implicite des objets de 
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l'image. II decrit le resultat de groupements de segments en objets de haut-niveau de la scene. Les 
elements qu'il decrit sont plus pres de la classification que de la detection de contours. 
Dans le jeu de donnees de Berkeley, la caracterisation du bruit selon la methode de Meer et 
al. (1990) a permis d'identifier deux families d'images bruitees. La premiere est composee 
d'images tres bruitees, qui contiennent du sable granuleux ou de l'herbe texturee en gros plan. La 
seconde est composee d'images moyennement bruitees, avec une bonne separation entre les zones 
de signal et les zones de bruit. Ces images ont ete acquises sous l'eau, avec un faible eclairement. 
Le bruit du au capteur et a la faible dynamique des niveaux de gris y est clairement visible. 
Trois images « difficiles a traiter» ont ete choisies dans ce jeu de donnees (Figure 3.6). La 
premiere est un banc de corail (12084). Sa verite-terrain ignore de petits objets fortement 
contrastes. Elle contient 7,5 % de pixels etiquettes « contour » par au moins un interprete. La 
deuxieme image, un amenagement paysager (86016), contient une texture granuleuse. Sa verite-
terrain indique la presence de sillons sur le sol. Elle contient 10,3 % de pixels etiquettes 
« contour » par au moins un interprete. La troisieme image est une photo de pyramides (260058). 
Les contours des nuages y sont decrits comme contours, mais pas la texture du sable. Cette image 
contient 5,8 % de pixels etiquettes« contours» par au moins un interprete. 
Figure 3.6 - Images du jeu de donnees de Berkeley 






t tfWnl . « \>^ > 
(e) (f) 
Figure 3.6 - Images du jeu de donnees de Berkeley (suite) 
(c) amenagement paysager, (d) verite-terrain associee, 
(e) pyramides, (f) verite-terrain associee. 
3.2.4 Images IKONOS 
Nous avions a notre disposition deux scenes IKONOS, une de Sherbrooke (Quebec, Canada), 
l'autre de Saint-Hubert (Quebec, Canada). Elles sont presentees dans les Figures 3.7 et 3.8. Pour 
la premiere, nous avons reutilise une imagette couvrant le campus principal de l'Universite de 
Sherbrooke (Amani, 2006). Pour la seconde, nous avons selectionne le site de l'Agence spatiale 
canadienne (512x512). Ces zones contiennent du bati espace. 
Nous avons realise une verite-terrain des contours pour chacune des images. Les contours 
saillants ont ete retenus. lis correspondent aux batiments, aux routes principales et aux ombres. 
Comme pour le jeu de donnees de South Florida, les contours flous ou de petite taille relies a la 
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vegetation ont ete ignores. L'image de l'Agence spatiale canadienne contient 5,2 % de pixels de 
contours; celle de l'Universite de Sherbrooke en contient 3,8 %. Ces pourcentages sont 
comparables a ceux rencontres dans le jeu de donnees de South Florida. 
(a) 
Figure 3.7 - Image IKONOS de l'Universite de Sherbrooke 
(a) image originale. 
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(b) 
Figure 3.7 - Image IKONOS de l'Universite de Sherbrooke (suite) 
(b) verite-terrain associee. 
Figure 3.8 - Agence Spaticale Canadienne, image IKONOS et verite-terrain associee. 
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3.3 Conclusion partielle 
Les donnees utilisees pour tester notre algorithme sont tres variees. La pertinence de cet 
algorithme est assuree par l'utilisation, des le depart, de photos aeriennes et terrestres pour 
l'entrainement supervise. Les images artificielles de contours permettent ensuite de mieux etudier 
les proprietes du modele implements et de confirmer la pertinence d'utiliser la mesure-F comme 
outil d'optimisation. Les images du jeu de donnees de Berkeley, par la difference dans la facon 
dont leur verite-terrain est definie, permettent d'evaluer les limites de notre methode. Finalement, 
les imagettes IKONOS permettent de valider l'applicabilite de la methode a des donnees 
satellites. 
La methode proposee permet d'utiliser un detecteur de contours classique, tout en tenant compte 
de la texture presente dans l'image. Cette approche est motivee par le desir de compenser les 
faiblesses de chaque approche : la sensibilite aux details pour les methodes classiques, et la 
difficulte a bien localiser les contours pour les methodes utilisant la texture. Pour mieux 
quantifier le gain de performance que la nouvelle approche peut apporter, ses resultats sont 
compares aux meilleures cartes de contours obtenues avec les methodes classiques. II faut en 
effet verifier si les efforts d'un utilisateur final seraient mieux investis dans l'utilisation de la 
nouvelle methode que dans le peaufmage des parametres d'une methode classique. 
Les methodes classiques selectionnees pour creer les cartes de gradient de contours initiales ont 
ete developpees selon des paradigmes mathematiques differents. Elles incluent notamment les 
methodes les plus utilisees en detection de contours. Collectivement, elles forment une bonne 
base pour evaluer la qualite de la methode proposee. 
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4. Presentation des resultats 
Le developpement d'un logiciel pour Amelioration de contours par l'emploi de reseaux de 
neurones est un resultat concret repondant au deuxieme objectif de cette these (Figure 4.1). II est 
decrit plus en detail dans l'Annexe 5. Ce chapitre decrit les ajustements necessaires pour mettre 
au point un tel reseau de neurones, pour ensuite presenter en detail plusieurs aspects des 
performances obtenues lors de son utilisation. 
Figure 4.1 - Saisie d'ecran du logiciel PerfAmel 
4.1 Mise au point du reseau de neurones 
Suite a un premier entrainement avec les parametres originaux de Chalmond (Gabor symetrique 
a = 2, entropie N = 7, SNR N = 7, voir la Figure 4.2), les resultats n'etaient pas significatifs. Les 
images en sortie etaient bruitees et leur contraste etait tres faible, comme si le reseau ne voyait 
qu'une classe sur toute l'image (Figure 4.3). 
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Figure 4.2 - Indicateurs de Chalmond 
(a) Gabor symetrique, a = 2,(p- +n/4, (b) Gabor sym&rique, a = 2,q> = +n/4, 
(c) Entropie N = 3, (d) Entropie N = 5. 
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(e) (0 
Figure 4.2 - Indicateurs de Chalmond (suite) 
(e) Signal sur bruit N = 7, (f) Signal sur bruit N = 11. 
Figure 4.3 - Indice de presence de contours (faible contraste et bruit) 
Les reseaux sont entraines pour detecter les contours. Vu le petit nombre de pixels VP 
comparativement aux pixels VN, il s'est avere necessaire d'ajuster la composition des jeux 
d'entrainement pour eviter que les exemples VN dominent la fonction apprise. Tous les pixels VP 
de l'image sont utilises pour rentrainement. Un echantillonnage aleatoire de pixels VN est choisi 
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au debut de l'entrainement. Les pixels VN situes a une distance inferieure ou egale a 2 pixels d'un 
VP ne sont pas utilises. Les meilleurs resultats sont obtenus en prenant deux fois plus de pixels 
que le nombre de pixels VP. Lors d'une iteration d'entrainement, autant de pixels VP que VN sont 
presentes au reseau; pour ce faire, les pixels VP sont utilises deux fois. 
Apres cet ajustement des jeux d'entrainement, le reseau identifiait les contours sur l'image. Ces 
contours paraissaient larges sur les cartes de performances. Avec une realite au sol, nous pouvons 
nous permettre d'etre plus severe sur le positionnement exact des contours. 
Apres examen visuel des images d'indicateurs, il apparait souhaitable d'utiliser N = 3 comme 
echelle pour l'entropie. Cette echelle donne des contours de texture plus fins. Nous avons juge 
souhaitable d'ajouter un filtre de Gabor antisymetrique, pour faciliter le rehaussement de lignes. 
Les resultats obtenus avec la nouvelle combinaison d'indicateurs (Gabor symetrique et 
antisymetrique a = 2, entropie N = 3, SNR N = 7) ont alors l'apparence de cartes de 
contours (Figure 4.4). Selon les tests effectues, utiliser un nombre de neurones caches egal au 
nombre d'entrees du reseau, permet de limiter l'erreur due au modele; en utiliser plus n'ameliore 
pas la qualite des resultats. 
Toutes les images produisent des resultats comparables. Cependant, il a ete remarque qu'un 
reseau de neurones entraine sur l'image « Airfield » du jeu de photos aeriennes donnait des 
resultats legerement superieurs a ceux des autres images du meme groupe. 
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Figure 4.4 - Indice de presence de contours 
Meme apres optimisation de l'entrainement, les images generees par le reseau de neurones ne sont 
pas directement utilisables comme carte de contours. Pour obtenir des cartes utilisables, il est 
necessaire de combiner les cartes creees par reseau de neurones avec des cartes classiques. 
4.2 Restauration de cartes de contours 
Dans cette section, nous decrivons les resultats obtenus lors des tentatives d'amelioration des 
detecteurs de Sobel, Kirsch, Moon, et Canny sur des images aeriennes. La Figure 4.5 donne, a 
titre d'exemple, une image d'amplitude du gradient de Kirsch, avant et apres multiplication par 
l'indice de presence de contours. Grace a legalisation d'histogramme appliquee pour faciliter 
Interpretation visuelle, un effet d'amincissement est facilement observe sur la deuxieme image. 
La Figure 4.6 donne les deux memes images, apres un seuillage global maximisant la mesure-F. 
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(b) 
Figure 4.5 - Fusion de contours (niveaux de gris egalises) 









Les cartes obtenues par reseau de neurones ont ete multipliees par celles obtenues par l'amplitude 
du gradient de Sobel. Les resultats obtenus ont une mesure-F systematiquement plus elevee que 
celle obtenue avec la methode classique et le pourcentage d'amelioration median est de 6,2 %. Le 
Tableau 1 presente ces resultats, accompagnes des resultats des detecteurs de Moon et Canny afin 
de faciliter la comparaison. 














46,7 % ±0,8 % 
59,9 % ±0,8 % 
43,7 % ±0,7 % 
47,2 % ±0,7 % 
50,7% ±1,0% 
53,4 % ±0,8 % 
55,7 % ±0,8 % 














































Les resultats de Sobel et ceux de Sobel fusionnes sont tous deux ameliores par l'utilisation d'un 
seuillage adaptatif. La Figure 4.7 montre l'application, sur l'image « ecole », de l'algorithme de 
Sobel restaure, avec un seuillage global et avec un seuillage adaptatif. Compare a l'algorithme 
classique avec seuillage adaptatif, l'algorithme restaure avec seuillage adaptatif conserve son 
avantage. L'application de la methode de fusion a l'algorithme de type boussole de Kirsch et a 
l'algorithme de Frei-Chen donne aussi une amelioration (Tableau 2). Les pourcentages medians 
d'amelioration sont de 5,4% pour le detecteurs de Sobel adaptatif, 6.0 % pour Kirsch et 6,4 % 
pour Frei-Chen. 
L'application de la methode de fusion a l'algorithme de Moon donne des resultats equivalents a ce 
dernier. Les meilleurs resultats sont obtenus avec un filtre de dimension 3x3, bien adapte au 
faible niveau de bruit des images etudiees. Lors de l'application au detecteur de Canny, les 




Figure 4.7 - Strategies de seuillage 
(a) Contours de Sobel, seuillage global, (b) Contours de Sobel, seuillage adaptatif. 
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AA,A % ±0,8 % 
49,0 % ±0,8 % 
60,2 % ±0,8 % 
45,3 % ±0,7 % 
50,7 % ±0,7 % 
54,0% ±1,0% 
53,8 % ±0,8 % 
57,2% ±0,8% 


























47,2 % ±0,8 % 
60,2 % ±0,8 % 
43,7 % ±0,7 % 
47,4 % ±0,7 % 
50,7% ±1,0% 
53,6 % ±0,8 % 
55,1 %±0,8% 


























46,4 % ±0,8 % 
59,9 % ±0,8 % 
43,1% ±0,7% 
47,0 % ±0,7 % 
50,4% ±1,0% 
53,3 % ±0,8 % 
55,6 % ±0,8 % 
























4.3 Robustesse au bruit 
La Figure 4.8 juxtapose la courbe de sensibilite au bruit du detecteur de Sobel avec celle du 
detecteur de Sobel avec fusion. Cette comparaison est faite avec la mesure-F et repetee avec la 
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Figure 4.8 - Sensibilite au bruit 
(a) Mesure-F, (b) Figure de merite de Pratt (P = 10) 
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Des essais ont ete effectues sur des images bruitees, avec les algorithmes les plus prometteurs, 
ceux de Sobel, Moon, Argyle et Canny. Dans un premier temps, nous avons ajoute du bruit 
gaussien additif d'ecart-type 25 a l'image « Baseball ». Les resultats de la methode de restauration 
sont presenter dans le Tableau 3. Dans un autre test, du bruit gaussien additif d'ecart-type o= 25 a 
ete ajoute a l'image « Airfield ». Un reseau de neurones a ete entraine sur cette image. L'image 
« baseball» bruitee a ete traitee avec ce reseau et l'algorithme de Moon. Le meme reseau de 
neurones a ete utilise avec ralgorithme de Sobel pour traiter l'image «Baseball» non-
bruitee (Tableau 4). 
Afin de caracteriser la fa9on dont le niveau de filtrage optimal est influence par le niveau bruit, 
plusieurs resultats ont ete rassembles dans la Figure 4.9. Les resultats de l'algorithme de Canny et 
de Argyle y sont compares, avec ou sans fusion, pour une plage de largeurs de fenetre variant de 
N = 1 a N = 15 pixels. 












46,0 % ±0,8 % 
45,6 % ±0,8 % 
47,5 % ±0,8 % 
46,6 % ±0,8 % 
44,7 % ±0,8 % 
43,0 % ±0,8 % 
57,6 % ±0,8 % 
60,6 % ±0,7 % 












Ajout de bruit 
Ajout de bruit 
Ajout de bruit 
Ajout de bruit 
Amincissement 
Amincissement 
Ajout de faux contours 
Ajout de faux contours 
Ajout de faux contours 
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Tableau 4 - Mesure-F apres entrainement sur image bruitee 
Algorithme 
Moon 9x9 (image baseball bruitee) 
Moon 13x13 (image baseball bruitee) 
Sobel (image baseball non bruitee) 
Original 
47,6 % ±0,8 % 
44,7 % ±0,8 % 
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Figure 4.9 - Effet du lissage 
(a) image « baseball», (b) image « baseball» et bruit gaussien d'ecart-type 25. 
4.4 Comparaison avec d'autres jeux de donnees 
Pour la validation sur les images au sol, les tests sont effectues avec le detecteur qui a donne les 
meilleurs resultats sur les images aeroportees. II s'agit du detecteur de Sobel. Le reseau de 
neurones entraine sur les images aeroportees a ete reutilise. Les resultats sont presenters pour le 
seuillage global (Tableau 5) et le seuillage adaptatif (Tableau 6). 
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44,8 % ±0,7 % 
57,1% ±0,8% 








47,3 % ±0,9 % 
52,7% ±1,0% 
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52,6 % ±0,9 % 
56,6 % ±0,7 % 
54,4 % ±0,8 % 
51,8% ±1,1% 




53,5 % ±0,9 % 
56,4% ±1,0% 




























Sur le jeu de donnees de Berkeley, les images «rehaussees» ont souvent une mesure-F 
legerement inferieure a celle de l'image originale, meme pour un reseau entraine sur une image 
avant d'etre appliquee sur celle-ci. 
L'image « 260058/pyramides » obtient une mesure-F de 22,7 % pour l'algorithme de Sobel. 
Cependant, apres une tentative de restauration, la meilleure mesure atteignable n'est que de 
19,0%. 
Pour l'image de « 12084/fond marin» de Berkeley, la difference de mesure-F entre les cartes 
classiques et les cartes fusionnees est toujours inferieure a 0,8 %, autant pour l'algorithme de 
Sobel que celui de Moon, avec une largeur de fenetre variant deN = 3 a N = 1 5 pixels. 
Dans le cas de l'image « 86016/amenagement paysager », tous les algorithme retrouvent le cercle 
central, mais aucun ne retrouve les sillons. La mesure-F est passee de 18,5 % a 18,0 % pour 
Sobel avec seuillage global et de 17,7 % a 18,9 % avec seuillage adaptatif. Afin de caracteriser 
les performances de la restauration sur une image tres bruitee, l'experience sur la taille de fenetres 
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Figure 4.10 - Effet du lissage, image « amenagement paysager » 
Sur les images IKONOS, vu le plus petit nombre d'images, nous avons teste tous les algorithmes 
qui ont pu etre ameliores sur le jeu aeroporte. Pour ces images du campus de Sherbrooke et de 
l'Agence spatiale canadienne, les resultats obtenus en utilisant le reseau de neurones entraine sur 
les images aeroportees sont fournis dans le Tableau 7. Les meilleurs resultats sont montres dans 
les Figures 4.11 et4.12. 








45,7 % ±0,9 % 
45,7 % ±0,9 % 
43,7 % ±0,9 % 
44,7 % ±0,9 % 
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35,4 % ±0,9 % 
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31,6% ±0,9% 















^ • • " ' P ' ' - ; 
* * » *
 ;i
 j — 
- •• " Jf,'-' •'•;,\r-fl'' I F ' - ' -'-/ri ••• 
-= T ^ 
W ' 





 -&i i i ; 
•[ i : pit! 
/ 
= • 'S^r. i-J ^y ^ 
Figure 4.11 - Fusion sur l'image du campus (avant et apres), detecteur de Sobel classique 
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Figure 4.12 - Fusion sur l'image de l'Agence (avant et apres), detecteur de Sobel adaptatif 
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4.5 Analyse de sensibilite 
La qualite des contours obtenus par un detecteur « classique » est amelioree par la fusion. 
Cependant, quand les indicateurs sont utilises comme des detecteurs de contours (Tableau 8), ils 
performent moins bien que le detecteur de Sobel (45,7 % ±0,9%). 
Tableau 8- Indicateurs employes seuls pour detecter les contours 
Detecteur 
Entropie 
Rapport signal sur bruit 
Filtre de Gabor 
Employe sen I 
43,5 % ±0,9 % 
38,9 % ±0,9 % 
16,8% ±0,7% 
Fusion 
43,2 % (NS) 
43,2 % 
38,6 % 
Pour determiner comment les indicateurs influencent la reponse du reseau de neurone, chaque 
combinaison d'indicateurs a ete mise a zero (Tableau 9). Les resultats obtenues avec 
combinaisons d'indicateurs qui contiennent le filtre de Gabor ne sont pas significativement 
differents de ceux obtenus avec le reseau complet. 











50,8 % ±0,9 % 
50,9 % (NS) 
50,8 % (NS) 




45,7 % ±0,9 % 
Pour tester la robustesse du reseau, les signaux d'entree ont ete partiellement attenues. Sur la 
Figure 4.11, les deux courbes qui contiennent l'entropie sont legerement plus elevees que les 
autres. Lorsque l'indicateur de Gabor est attenue, une deterioration est obscrvee. A 50 % 
d'attenuation des indicateurs Gabor et Entropie, la diminution de la mesure-F n'est encore que de 
0,67 %. Peu importe la combinaison d'indicateurs attenuee, il est possible d'attenuer le signal 
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Figure 4.13 - Effet de l'attenuation du signal, image du campus 
4.6 Conclusion partielle 
L'application de notre protocole methodologique a permis de developper et valider l'outil de 
restauration de contours. Apres la mise au point du reseau de neurones, la restauration a ete 
validee sur les donnees aeroportees. Les performances de la restauration en presence de bruit a 
ensuite ete mesuree. Par la suite, les tests ont ete repetes sur des images au sol et des imagettes 
IKONOS. Une analyse de sensibilite au niveau de signal en entree a aussi ete faite. Dans le 
prochain chapitre, une interpretation de ces resultats sera faite. 
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5. Interpretation des resultats 
Les sections suivantes permettent de constater si les hypotheses de recherche sont confirmees ou 
infirmees. Elles seront l'occasion d'expliquer les observations faites lors de rentrainement du 
reseau de neurones, d'interpreter les comportements attendus et observes lors de la restauration de 
contours, de commenter la facon dont la methode etudiee reagit au bruit, de comparer les effets 
de la methode sur divers types de donnees et, finalement, d'analyser l'effet de chaque indicateur 
sur l'indice de presence de contours. 
5.1 Mise au point du reseau de neurones 
Initialement, le reseau de neurones a ete entraine avec les indicateurs originaux de Chalmond, 
calcules sur un nombre egal d'exemples de « non-contours » et de « contours ». Tous les pixels de 
contours sont choisis, avec un echantillonage aleatoire de pixels « non-contours ». Les images 
obtenues contenaient presqu'exclusivement des niveaux de gris eleves, indiquant une decision en 
faveur de la classe « contours ». Le contraste des images de sortie etait faible. Meme si la 
proportion entre les deux classes d'exemples etait equilibree, le reseau ne parvenait pas a les 
separer. Apparemment, le nombre d'exemples utilises etait insuffisant. 
II semblerait que la classe « non-contours » contienne plus de variabilite que l'autre classe. Sa 
modelisation necessite un plus grand nombre d'exemples. Pour la suite des essais, le nombre de 
pixels non-contours choisi a ete double. Afin de conserver la parite entre l'influence des deux 
classes sur l'entrainement, le taux d'apprentissage associe aux pixels appartenant a la classe 
« contours » a ete double. 
Les cartes obtenues suite a cet entrainement contenaient des contours larges. Les contours larges 
observes peuvent etre dus au fait que l'ensemble des indicateurs utilises sont flous, car calcules 
sur une « grande » fenetre. En reduisant la surface de support pour au moins un des indicateurs, 
les contours calcules retrecissent. 
Comparativement aux resultats obtenus sur l'ensemble des images, ceux obtenus en effectuant 
l'entrainement sur l'image « airfield » sont de qualite legerement superieure. Cette image contient 
beaucoup de contours anisotropes et saillants de type « ligne ». La grande majorite des contours 
qui y sont visibles sont represented dans la verite-terrain. 
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Ce n'est pas le cas de toutes les autres images, ou les contours isotropes ou flous, difficiles a 
definir manuellement, sont souvent ignores. Les images aeroportees du jeu de donnees de South 
Florida ont ete acquises principalement dans le but de faire la cartographie automatique du bati. 
Les contours de luminance contenus dans ces images ne forment pas necessairement des 
frontieres fermee. De plus, les frontieres fermees ne correspondent pas toutes forcement a des 
objets pertinents a l'application finale. Ces differents niveaux d'evaluation creent des ambiguites 
dans la verite-terrain associee a chaque image, notamment a cause de l'omission des contours de 
la cime des arbres. L'ajout d'images d'entrainement n'eliminerait pas une telle ambiguite, qui est 
due a la nature meme de l'application consideree. II faudrait plutot mieux definir le probleme a 
resoudre au depart. 
Bien que les cartes obtenues aient l'aspect de cartes de contours, cette interpretation est 
trompeuse. En effet, les elements lineaires fonces qui y sont presents correspondent aux 
voisinages de contours et non aux contours eux-memes. Ainsi, chaque contour est represente par 
trois lignes : une ligne foncee, une ligne pale (un peu large) et une autre ligne foncee. Les cartes 
obtenus permettent de separer les contours de leurs voisinages. 
L'image contient aussi des regions pales et des regions foncees (Figure 5.1). Les regions pales 
correspondent a des zones homogenes de l'image, identifiees a tort comme des pixels de contours. 
Les regions foncees correspondent a des zones texturees de l'image. Dans ces zones texturees, 
l'image panchromatique originale varie tres rapidement. Un detecteur base sur l'amplitude du 
gradient y verrait, a tort, des contours. Ainsi, contrairement aux detecteurs bases sur la derivee 
premiere, notre reseau de neurones reagit plus faiblement en presence de texture que sur un fond 
homogene. 
Les cartes obtenues par reseau de neurones ont un aspect complementaire aux images d'amplitude 
du gradient (voir Chapitre 4, Figures 4.4 et 4.5a). Elles inhibent le signal autour des contours, 
ainsi que dans plusieurs zones texturees. Le reseau entraine selon notre methodologie permet de 
generer des images d'une qualite suffisante pour satisfaire les exigences de la suite de la 
demarche. 
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Figure 5.1 - Zone homogene (pale) et zone texturee (fonce) 
Le nombre d'exemples d'entrainement contenus dans une image est suffisant pour limiter l'erreur 
d'estimation, a condition de prendre en compte la variability intrinseque a chaque classe en 
utilisant deux fois plus d'exemples « non-contours » que d'exemples « contours ». La localisation 
spatiale des elements presents dans l'image finale semble limitee par les dimensions de la plus 
petite fenetre employee lors du calcul des indicateurs. 
La premiere hypothese que cette recherche voulait verifier est que la banque d'indicateurs de 
Chalmond, ou une banque d'indicateurs derives de ces derniers, permet de cartographier la 
presence ou l'absence de contours. Le resultat de l'experience menee n'est pas utilisable a titre de 
detection de contours. Cependant, il contient une information qui complete celle contenue dans 
les cartes calculees avec un detecteur base sur l'amplitude du gradient. Ainsi, nous considerons 
que Thypothese a ete partiellement confirmee. 
A cette etape de l'experimentation, il est possible de fixer le choix de la structure du reseau et de 
la condition d'arret, ainsi que la methode de selection des donnees d'entrainement. Ces choix 
faits a l'avance peuvent simplifier l'utilisation de la methode proposee par un non-expert. Dans la 
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section qui suit, nous verifions si la complementarite entre les deux types de cartes rend possible 
un pretraitement pouvant corriger une carte de contours flous avant le seuillage. 
5.2 Restauration de cartes de contours 
Les cartes de gradient et les images de contours sont representees par des entiers en 8 bits. En 
principe, le resultat de la multiplication pixel a pixel utilisee pour faire la fusion devrait etre code 
sur 16 bits, mais il est renormalise en 8 bits. Les pixels de l'image fusionee auront une valeur 
inferieure ou egale a celle des pixels correspondants dans la carte de gradient. Cette valeur sera 
aussi inferieure ou egale a celle des pixels correspondants dans les images originales. Dans les 
faits, le niveau de gris moyen de l'image diminue. En general, les niveaux de gris des pixels de 
contours devraient diminuer peu et ceux des pixels d'arriere-plan devraient diminuer beaucoup. 
Ainsi, en principe, dans l'image fusionee, le contraste entre les contours et leur voisinage est 
rehausse. 
Decrivons les consequences esperees de la fusion sur les quatre types de pixels, soit VP, FP, FN et 
VN. Nous aborderons le cas d'un voisinage homogene et celui d'un voisinage texture. Pour 
faciliter la comprehension de cette analyse, il peut etre utile de se referer aux Figures 4.4 et 4.5a, 
dans le Chapitre 4, qui montrent une carte issue du reseau de neurones, une carte de gradient et 
une carte fusionnee. 
5.2.1 Effets attendus 
Dans une zone homogene, les VP ont une valeur elevee dans la carte de gradient, tout comme 
dans l'image issue du reseau de neurones. Dans la carte finale, ils devraient avoir une valeur 
elevee et demeurer des VP. Ils peuvent cependant devenir des FN si leur valeur est proche du 
seuil. 
Dans une zone homogene, les FP sont causes par la presence de contours trop larges dans la carte 
de gradient. Les valeurs de chaque cote des contours etant faibles dans la carte issue du reseau de 
neurones, la valeurs de ces pixels dans la carte finale sera plus faible que celle dans la carte de 
gradient. Plusieurs de ces pixels deviendront des VN dans la carte finale, ce qui amincira les 
contours. Un exemple de pixels VP et FP en zone homogene est le contour entre un batiment et 
son ombre. Ces contours sont amincis par la fusion. 
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Dans une zone homogene, sur la carte de gradient, les valeurs des pixels de FN sont legerement 
sous le seuil. Cela est duaun choix de seuil eleve. Un tel choix de seuil peut avoir ete fait pour 
empecher la formation excessive de FP les zones les plus texturees de l'image. Les pixels de FN 
correspondent a de « vrais contours ». Dans la carte issue du reseau de neurones, ils devraient 
avoir une valeur elevee. Ainsi, dans la carte finale, la valeur assignee aux pixels FN devrait etre 
relativement elevee, ce qui peut permettre de restaurer, au moins partiellement, les contours. C'est 
ce qui se passe, par exemple, avec la limite du stationnement dans le coin superieur gauche de 
l'image « ecole » (Figures 4.5 et 4.6, Chapitre 4). 
Dans une zone homogene, les pixels VN ont une faible valeur dans la carte de gradient. S'ils sont 
situes pres d'un vrai contour, ils ont aussi une faible valeur dans la carte issue du reseau de 
neurone. La valeur resultante dans la carte finale est tres faible. Ces surfaces, par exemple des 
zones degagees sur les toits de batiments, devraient conserver leur etat de VN dans la carte finale. 
Si les pixels VN sont situes loin des vrais contours, ils ont une valeur elevee dans la carte issue 
du reseau de neurones. Dans la carte finale, leur valeur est inferieure, mais proche, de celle 
qu'elle avait dans la carte de gradient. Ils devraient conserver leur etat de VN dans l'image finale, 
mais causent parfois des FP. Un exemple de ce phenomene est l'apparition sur l'image restauree 
d'arbres au sol, abscents des verite-terrain et des cartes de contours basees sur le gradient. 
Dans une carte de contours ideale, les contours sont minces et l'arriere-plan ne contient pas de 
bruit. En pratique, dans les zones homogenes, une carte de gradient contient des contours trop 
larges et peu de fausses alarmes dans l'arriere-plan. Suite a la fusion, un effet d'amincissement est 
facilement observe sur les contours. Cependant, quelques fausses alarmes sont ajoutees dans 
l'arriere-plan. 
Dans une carte de contours ideale, les contours sont minces et l'arriere-plan est peu ou pas 
contamine par du bruit. Cependant, en pratique, dans les zones texturees, les niveaux de gris des 
pixels d'une carte de gradient varient tres rapidement spatialement. Plusieurs des maximums 
locaux qui y sont presents ne correspondent pas a des contours. Leur elimination par filtrage du 
gradient est associee a une perte de details et de precision de localisation des contours. Le 
probleme est d'autant plus grave si les elements de texture sont d'une dimension proche de celle 
96 
des elements utiles a l'interpretation. Sur de tels voisinages, une methode de seuillage du gradient 
n'est pas satisfaisante pour identifier les contours. 
Ayant decrit d'une facon generate les effets attendus de la restauration, il est souhaitable de voir, 
en pratique, a quel degre ces effets sont presents sur les images traitees. Dans la suite de cette 
section, nous decrivons les particularites des resultats obtenus lors des tentatives d'amelioration 
des detecteurs de Sobel, Kirsch, Moon, Canny sur des images aeriennes. 
5.2.2 Sobel global 
Quand les cartes obtenues par reseau de neurones ont ete multipliees par celles obtenues par 
l'amplitude du gradient de Sobel, les resultats obtenus ont une mesure-F systematiquement plus 
elevee que celle obtenue avec la methode classique (Tableau 1). Les cartes corrigees contiennent 
des contours mieux localises, plus fins que les contours de Sobel. Elles contiennent beaucoup 
moins de fausses alarmes dues au bruit et un peu plus de fausses alarmes dues a la detection de 
details visuellement significatifs, mais absents de la verite-terrain. Plusieurs contours sont 
allonges. Quelques contours deja fragmentes dans la carte de Sobel sont parfois fragmentes un 
peu plus par l'effet d'amincissement, ce qui diminue la mesure-F. Les elements conserves dans 
l'image sont plus souvent des contours que des elements parasites. 
L'image « airfield » ayant ete utilisee pour faire l'entrainement du reseau, son taux d'amelioration 
de 7,7 % est biaise. Les autres images montrent quand meme des ameliorations variant de 3,8 % a 
7,5 %. Toutes les images sont ameliorees. La moyenne des pourcentages d'amelioration sur les 
neuf images est de 5,7 %, l'ecart-type de cet echantillon est de 1,4 %. 
Le test des signes permet de verifier si Amelioration observee est vraiment significative. Soit 
l'hypothese nulle est qu'il n'y a pas de vraie difference dans la performance moyenne entre un 
algorithme de base et un nouvel algorithme. Sous cette hypothese nulle, chaque algorithme a une 
probabilite de 0,5 d'avoir une plus grande mesure-F pour un essai donne. Le nombre d'essais pour 
lesquels un algorithme genere une mesure-F plus grande que l'autre devrait suivre une 
distribution binomiale (Min et al, 2004). En general, sous rhypothese nulle, le nouvel algorithme 
devrait avoir une plus grande mesure-F pour quatre ou cinq des neuf essais. Tout resultat hors de 
l'intervalle de trois a six supporte une difference significative au niveau a = 0,05 entre les 
performances de l'algorithme de base et du nouvel algorithme. Selon ce raisonnement, quand 
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neuf essais sur neuf montrent une amelioration, comme c'est le cas pour 1'algorithme de Sobel 
fusionne compare a 1'algorithme de Sobel classique, l'amelioration est significative. 
5.2.3 Sobel adaptatif 
La fusion proposee plus haut permet d'ameliorer la qualite finale d'une carte de contours de 
Sobel. Un autre moyen simple d'ameliorer une telle carte est de remplacer le seuillage global par 
un seuillage adaptatif. La carte obtenue par seuillage adaptatif contient des contours plus fins que 
celle obtenue par seuillage global. Elle contient aussi plus de details, par exemple les objets sur 
les toits. 
Nous comparerons maintenant les performances du detecteur adaptatif avec celles du detecteur 
global et du detecteur adaptatif avec fusion. L'efficacite du detecteur adaptatif avec fusion sera 
ensuite confronted a celle du detecteur global avec fusion. Dans chacun de ces trois cas, la 
distribution de l'ampleur des effets observes sera resumee et la determination de la significativite 
de ces effets sera faite. 
Premierement, etudions la difference entre 1'algorithme de Sobel avec seuillage global et celui 
avec seuillage adaptatif. La moyenne des pourcentages d'amelioration sur les dix images est de 
1,5 %, l'ecart-type de cet echantillon est de 1,2 %. Le pourcentage d'amelioration varie de 0,3 % 
pour l'image « building », jusqu'a 3,5 % pour l'image « largebuilding ». Cependant, la mesure-F 
de l'image « woods » est deterioree de 2,0 %. Elle contient plusieurs details, des arbres, qui ne 
sont pas identifies comme contours dans la verite-terrain, mais qui le sont dans la carte adaptative 
finale. 
L'amelioration entre 1'algorithme de Sobel avec seuillage global et avec seuillage adaptatif est-
elle significative? Sous l'hypothese nulle, le nouvel algorithme devrait avoir une plus grande 
mesure-F pour cinq des dix essais. Tout resultat hors de l'intervalle de trois a sept supporte une 
difference significative au niveau a = 0,05 entre les performances de 1'algorithme de base et du 
nouvel algorithme. Etant donne que neuf essais sur dix montrent une amelioration, la difference 
entre 1'algorithme de Sobel avec seuillage et celui avec seuillage adaptatif est significative. 
Deuxiemement, etudions la difference, pour un algorithme de Sobel avec seuillage adaptatif, 
entre ne pas utiliser la fusion et utiliser la fusion. L'image « airfield » montre une amelioration de 
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7,8 %, mais ce resultat est biaise car l'image a ete utilisee pour entrainer le reseau de neurones. La 
moyenne des pourcentages d'amelioration sur les neuf autres images est de 5,6 %, l'ecart-type de 
cet echantillon est de 1,2 %. Le pourcentage d'amelioration varie de 4,0 % pour l'image 
« largebuilding », jusqu'a 7,9 % pour l'image « series ». 
Pour un algorithme de Sobel avec seuillage adaptatif, l'amelioration entre la non-utilisation de la 
fusion et l'utilisation de la fusion est-elle significative? Sous l'hypothese nulle, le nouvel 
algorithme devrait avoir une plus grande mesure-F pour quatre ou cinq des neuf essais. Tout 
resultat hors de l'intervalle de trois a six supporte une difference significative au niveau a = 0,05 
entre les performances de l'algorithme de base et du nouvel algorithme. Etant donne que neuf 
essais sur neuf montrent une amelioration, la difference entre l'algorithme adaptatif sans fusion et 
l'algorithme adaptatif avec fusion est significative. 
Troisiemement, etudions la difference, pour un algorithme de Sobel avec fusion, entre le seuillage 
global et le seuillage adaptatif et fusion. L'image « airfield » montre une amelioration de 3,1 %, 
mais ce resultat est biaise car l'image a ete utilisee pour entrainer le reseau de neurones. La 
moyenne des pourcentages d'amelioration sur les neuf autres images est de 1,2 %; l'ecart-type de 
cet echantillon est de 0,8 %. Le pourcentage d'amelioration varie de 0,6 % pour l'image 
« building », jusqu'a 2,2 % pour l'image « series ». Cependant, la mesure-F de l'image « woods » 
est deterioree de 0,3 %. 
Pour un algorithme de Sobel avec fusion, l'amelioration entre seuillage global et seuillage 
adaptatif est-elle significative? Sous l'hypothese nulle, le nouvel algorithme devrait avoir une 
plus grande mesure-F pour quatre ou cinq des neuf essais. Tout resultat hors de l'intervalle de 
trois a six supporte une difference significative au niveau a = 0,05 entre les performances de 
l'algorithme de base et du nouvel algorithme. Etant donne que huit essais sur neuf montrent une 
amelioration, la difference est significative. 
En resume, tous les cas considered comportent une amelioration significative. Les effets de la 
fusion et du changement de seuillage sont independants. L'amelioration de mesure-F qu'ils 
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Figure 5.2 - Restauration de l'algorithme de Sobel 
5.2.4 Kirsch 
Visuellement, l'algorithme de Kirsch donne des resultats legerement moins brakes que 
1'algorithme de Sobel. Quantitativement, la moyenne des pourcentages d'amelioration sur les dix 
images est de 0,1 %, l'ecart-type de cet echantillon est de 0,3 %. Seules les images « school » et 
« woods » sont deteriorees. Ainsi, la difference est significative au niveau a = 0,05; sur les 
images aeriennes, Talgorithme de Kirsch est mieux que l'algorithme de Sobel. 
L'ajout de la fusion au detecteur de type boussole de Kirsch permet d'observer les memes effets 
que dans le cas du detecteur de Sobel avec seuillage global. L'image « airfield » ayant ete utilisee 
pour faire l'entrainement du reseau, son taux d'amelioration de 6,6 % est biaise. Les autres images 
montrent quand meme des ameliorations variant de 3,2 % pour l'image « building » a 7,3 % pour 
l'image « series ». La moyenne des pourcentages d'amelioration sur les neuf images est de 5,4 %, 
l'ecart-type de cet echantillon est de 1,4%. Toutes les images sont ameliorees. La difference 
observee est done significative au niveau a = 0,05. 
La fusion etant utilisee, est-il plus avantageux de se baser sur une carte de gradient de Sobel ou 
de Kirsch? L'image « airfield » montre une amelioration de 0,9 %, mais ce resultat est biaise car 
l'image a ete utilisee pour entrainer le reseau de neurones. La moyenne des pourcentages 
d'amelioration sur les neuf autres images est de 0,3 %, recart-type de cet echantillon est de 0,5 %. 
Seules les images « homes » et « series » sont deteriorees. Ainsi, la difference est significative au 
niveau a = 0,05; si la fusion est utilisee, il est preferable d'utiliser une carte de gradient Sobel 
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plutot qu'une carte de Kirsch. La Figure 5.3 resume les comparaisons entre 1'algorithme de Sobel 





















Figure 5.3 - Restauration de 1'algorithme de Kirsch 
5.2.5 Frei-Chen 
Les contours determines par 1'algorithme de Frei-Chen sont larges et bruites. Sur huit des dix 
images, la mesure-F est plus elevee pour 1'algorithme de Sobel que pour 1'algorithme de Frei-
Chen. Sur les images « building » et « series », la mesure-F est la meme. Ainsi, la difference est 
significative au niveau a = 0,05. La moyenne de l'amelioration sur les dix images est de 0,2 %, 
avec un ecart-type d'echantillon de 0,2 %. 
Lors de l'ajout de la fusion au detecteur de Frei-Chen, les memes effets sont observes que dans le 
cas du detecteur de Sobel avec seuillage global. L'image « airfield » ayant ete utilisee pour faire 
l'entrainement du reseau, son taux d'amelioration de 7,6 % est biaise. Les autres images montrent 
quand meme des ameliorations variant de 4,2 % pour l'image « building » a 7,6 % pour l'image 
« series ». La moyenne des pourcentages d'amelioration sur les neuf images est de 5,9 %, l'ecart-
type de cet echantillon est de 1,3 %. Toutes les images sont ameliorees. La difference observee 
est done significative au niveau a = 0,05. 
Quand la fusion est utilisee, vaut-il mieux qu'elle se base sur le gradient de Sobel ou sur celui de 
Frei-Chen? Sur l'image « airfield », qui est biaisee, 1'algorithme de Sobel a une mesure-F 0,1 % 
plus elevee que celui de Frei-Chen. Sur les autres images, la moyenne des changements, en 
passant de Frei-Chen a Sobel, est de 0,1 %, avec un ecart-type sur l'echantillon de 0,3 %. Sur 
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quatre images, la mesure-F de l'algorithme de Sobel est superieure a celle de l'algorithme de Frei-
Chen. Sur quatre autres images, elle est inferieure. Sur l'image « woods », les deux algorithmes 
obtiennent la meme mesure-F. Ainsi, il n'y a pas de difference significative entre les deux 























Figure 5.4 - Restauration de l'algorithme de Frei-Chen 
5.2.6 Moon 
Notre methode appliquee a des cartes non-bruitees de gradient de 1'algorithme de Moon a peu ou 
pas d'effet, selon l'echelle etudiee. L'application de la methode de fusion a l'algorithme de Moon 
donne des resultats equivalents a ce dernier. Les resultats obtenus sont marginalement inferieurs 
ou superieurs a ceux de l'algorithme de Moon original. Pour toutes les images, les meilleurs 
resultats sont obtenues avec un filtre de dimension 3x3, plutot que 5x5 ou 7x7. Cela est du au 
faible niveau de bruit des images etudiees. 
Sur les algorithmes de Sobel, Kirsch et Frei-Chen, notre methode corrige le positionnement des 
contours, tout en les amincissant. Or, les contours detectes par l'algorithme de Moon sont deja 
bien positioned et minces. Le filtrage exponentiel utilise par l'algorithme donne une forte 
ponderation au pixel central, ajoutant ainsi moins de flou a l'image qu'un filtrage gaussien. Cela 
favorise la localisation precise des contours dans l'image. L'effet de reduction du bruit et de 
retrecissement des contours par l'algorithme de Moon est semblable a ce qui se passe avec notre 
methode. Cette derniere ne permet pas d'en ameliorer les resultats. 
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II faut souligner un fait hautement significatif: sur toutes les images, autant pour les algorithmes 
de Sobel global, Sobel adaptatif, Kirsch et Frei-Chen, toutes les cartes apres fusion ont une 
mesure-F superieure a la meilleure carte obtenue sur cette image avec le detecteur de Moon. 
5.2.7 Canny 
Aucune amelioration n'a pu etre apportee a la performance du detecteur de Canny, sauf pour le 
cas biaise de 1'algorithme de Sobel adaptatif avec fusion sur l'image « airfield». La legere 
degradation observee lors de la modification de 1'algorithme de Canny peut etre due aux 
differences de positionnement entre la methode de Canny et la notre. L'examen visuel des cartes 
montre que les maximums sont legerement decales lorsqu'on passe de la carte de Canny a la carte 
de Canny modifiee. Les contours modifies sont legerement aleatoires (Figure 5.5). 
Les contours sont aussi plus larges que ceux de Canny. Cet effet pourrait etre cause par la 
quantification appliquee par notre approche, a la fin de la fusion. Cette quantification reduit le 
nombre de valeurs possibles dans l'image fusionnee comparativement aux images sources. Ainsi, 
il y a une perte de contraste. Cela rend peut etre plus difficile de faire la difference entre un 
element de frontiere et un element pres d'une frontiere. 
Dans certains cas, les contours sont fragmentes. Cette framentation se produit lors de 
l'amincissement par supression des non-maximums. L'absence d'ajustement de la phase du 
gradient et la proportion fixe entre les deux seuils d'hysteresis pourraient etre responsables de cet 
effet. Des solutions possibles sont l'elimination de petits contours parasites et l'augmentation du 
rapport entre les deux seuils. 
Sur l'image « baseball », peu importe la taille de la fenetre, les resultats obtenus avec 1'algorithme 
de Canny sont toujours superieurs a ceux obtenus par 1'algorithme de Argyle. Les resultats de 
Canny semblent peu sensibles au niveau de lissage employe. Dans le cas du detecteur de Argyle 
l'application d'un filtrage a l'image deteriore le resultat. La mesure-F est plus elevee sans lissage; 
elle prend alors une valeur de 50,4 % ±0,8 %. Cependant, si la restauration est employee, le 
meilleur resultat est obtenu avec un lissage effectue avec une fenetre d'une largeur de cinq pixels. 





Figure 5.5 - Deterioration de la mesure-F apres La fusion (algorithme de Canny) 
(a) Canny avant fusion (N=ll, F = 62,6%) 
(b) Canny apres fusion (N=ll, F = 55,6%) 
D'une fa9on generate, l'algorithme l'algorithme de Canny, l'algorithme de Moon et notre methode 
ont des effets semblables. Grace aux post-traitements qu'il utilise, le detecteur de Canny performe 
mieux que notre methode. 
5.2.8 Synthese 
Les resultats obtenus permettent de degager quelques generalites. L'effet de restauration s'obtient 
avec un gradient de Sobel, Kirsch ou Frei-Chen. Les resultats obtenus avec Sobel sont 
significativement superieurs a ceux obtenus avec Kirsch. Quand les resultats de Sobel sont 
compares a ceux de Frei-Chen, il n'y a pas de difference significative. Considerant ces resultats et 
la simplicite de 1'algorithme de Sobel, notre recommandation est d'utiliser ce dernier, plutot que 
les deux autres, pour traiter des images aeroportees. 
Dans la section ci-dessus, nous avons compare les performances de notre outil avec celles de 
detecteurs tires de la litterature. Ainsi, nous avons atteint le troisieme objectif de la presente 
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these, qui est de comparer l'efficacite de l'outil developpe a celle d'autres methodes de detection 
de contours. 
La deuxieme hypothese etudiee dans cette these etait qu'une carte de presence de contours permet 
d'effectuer un traitement qui peut corriger les resultats fournis par un detecteur de contours 
conventionnel. Cette hypothese a ete verifiee. Le choix de l'operateur de fusion, ainsi que celui du 
type et de l'echelle des indicateurs donne des resultats sufiisamment satisfaisants pour decider 
d'utiliser la methode sans modification de ces parametres. 
II est important de se rappeler que notre methode, lorsqu'elle est utilisee pour rehausser 
l'algorithme de Sobel, permet d'obtenir une mesure-F superieure a celle obtenue avec l'algorithme 
de Moon, avec ou sans fusion. Ceci est surprenant lorsqu'on considere que le detecteur de Moon 
est mathematiquement optimal pour la detection de contours de type « rampe ». Un tel resultat 
pourrait s'expliquer par le fait que les contours naturels ne correspondent pas exactement au 
modele « rampe » et que le type de contours detecte par la methode de fusion est plus pres des 
contours naturels. 
5.3 Robustesse au bruit 
Des courbes de sensibilite au bruit ont ete tracees pour l'algorithme de Sobel sans fusion et avec 
fusion. La mesure-F et la figure de merite de Pratt (P = 10) ont toutes deux ete employees. Les 
courbes ont toutes le meme aspect general: quand le rapport signal sur bruit est faible (SNR = 1), 
leur valeur est proche de 0,0. Quand la proportion de signal augmente, la mesure de qualite 
augmente jusqu'a une valeur plateau. Pour l'algorithme de Sobel avec fusion, la courbe tracee 
selon la mesure-F est presqu'identique a celle tracee selon la figure de merite de Pratt. Dans ces 
deux cas, le plateau a une valeur proche de 1,0. 
Pour l'algorithme de Sobel sans fusion, la courbe de mesure-F forme son plateau a 0,80 et la 
courbe de figure de merite, a 0,60. Bien que revaluation numerique differe selon le critere 
employe, il faut souligner que l'optimisation selon les deux criteres mene a un choix quasi-
identique de parametres de seuillage de l'amplitude du gradient. Cela est facilement explique en 
se referant a la definition des deux criteres : chacun atteint sa valeur maximale lorsque le nombre 
de pixels FP est proche du nombre de pixels FN. Ainsi, en principe, le choix d'utiliser la mesure-F 
devrait mener aux memes conclusions que celui d'utiliser la figure de merite de Pratt. 
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La comparaison des courbes de sensibilite suggere que l'emploi de la fusion est justifie quand le 
rapport signal sur bruit est superieur ou egal a SNR = 20. Si le rapport signal a bruit avant la 
differentiation est inferieur a 20, les performances sont degradees. Celles de notre detecteur sont 
plus affectees que celles du detecteur de Sobel. 
Sur l'image « baseball » bruitee, les algorithmes de Sobel et de Moon avec un niveau moyen de 
lissage (7x7, 9x9, 11x11) produisent des contours bruites. Bien que la fusion parvienne a 
rallonger et amincir les contours, le bruit residuel dans l'amplitude du gradient estime est amplifie 
par la fusion, ce qui deteriore la mesure-F. Pour l'algorithme de Moon avec un fort lissage 
(fenetre de taille 13x13 et 15x15), l'estimation de l'amplitude du gradient est bien debruitee. Les 
contours ont pu etre restaures et le resultat final a ces echelles est meilleur que celui de 
l'algorithme de Moon employe seul. Les differences de mesure-F sont significatives a a = 0,05. 
Pour l'algorithme de Canny, il n'a pas ete possible de restaurer de contours sur l'image bruitee. En 
particulier, avec la fenetre 15x15, les contours elargis par le lissage gaussien sont plus larges que 
l'inhibition de signal de la methode, ce qui cree de faux contours. 
Quand le reseau est entraine sur une image bruitee, l'efficacite de la restauration est reduit. Un 
effet d'amincissement des contours est quand meme observe pour les algorithmes de Moon 13x13 
employe sur une image bruitee et de Sobel employe sur une image non-bruitee. Cependant, 
d'apres les intervalles de confiance de Samsa sur la mesure-F, les differences observees ne sont 
pas significatives a a = 0,05. 
Les resultats obtenus avec l'algorithme de Canny sont toujours superieurs a ceux obtenus par 
l'algorithme de Argyle, peu importe le niveau de bruit affectant l'image. Sur l'image « baseball » 
sans bruit, les resultats de Canny semblent peu sensibles au niveau de lissage employe. Dans le 
cas de Argyle, l'application d'un filtrage a l'image deteriore le resultat. 
Sur l'image originale, le detecteur de Argyle sans restauration performe mieux sans lissage, avec 
dans ce cas une mesure-F de 50,4 % ±0,8 %. Si la restauration est employee, le meilleur resultat 
est obtenu avec une largeur de fenetre de cinq pixels, avec une mesure-F de 50,5 % ±0,8 %. 
Pour l'image bruitee, l'application d'un filtre est necessaire pour tous les algorithmes. 
L'algorithme de Argyle original performe mieux sur une fenetre d'une largeur de cinq pixel, a 
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47,0 % ±0,8 % de mesure-F. Avec restauration, la meilleure mesure-F est de 47,5 % ±0,8 % et est 
obtenue avec une fenetre de lissage de sept pixels de largeur. II n'y a pas de difference de mesure-
F significative entre le meilleur resultat obtenu avec le detecteur de Argyle employe seul et le 
detecteur de Argyle « restaure ». II semble que la technique de restauration requiert un peu plus 
de lissage pour bien performer. 
Ainsi, pour rehausser une image bruitee, il est possible d'utiliser le meme reseau de neurones que 
sur une image non-bruitee. II faut cependant utiliser une carte de gradient lissee. L'algorithme de 
Moon, avec une taille de fenetre adaptee au niveau de bruit, convient a la creation d'une telle 
carte. Notre methode parvient a ameliorer les performances des contours de Moon, mais pas ceux 
d'un contour de Argyle. Cela est peut-etre du au fait que le filtrage exponentiel affecte moins le 
positionnement des contours que le filtrage gaussien. 
La troisieme hypothese etudiee dans cette these etait que la restauration de contours peut etre 
effectuee sur des images bruitees. Notre methode peut effectivement restaurer les contours sur 
une image bruitee; l'hypothese est done verifiee. Cependant, il faut que l'image soit suffisamment 
debruitee par l'algorithme de filtrage precedant la restauration. Un reseau de neurones entraine 
sur une image bruitee parvient quand meme a restaurer les contours, mais le resultat est de moins 
bonne qualite que celui obtenu avec un reseau entraine sur une image non-bruitee. Une strategic 
de lissage avantageuse est la suivante : 
- estimer le rapport signal a bruit de l'image (Meer et al, 1990). 
- Si le rapport est superieur ou egal a 20, utiliser le detecteur de Sobel avec fusion. 
- Sinon, utiliser un filtrage exponentiel pour augmenter le rapport signal a bruit a 20 ou plus 
avant d'effectuer la fusion. 
5.4 Comparaison avec d'autres jeux de donnees 
Sur les photos terrestres, selon les intervalles de Samsa, toutes les differences observees sont 
significatives a a = 0,05, sauf pour l'image « cone » avec seuillage adaptatif, dont la mesure-F n'a 
pas ete modifiee par la restauration. Dans l'image « 202/alligator», il y a une degradation 
significative. Pourtant, dans les images « Cone » et « 202/alligator », l'effet d'amelioration de la 
localisation et de restauration de contours est present, comme dans les autres images. Cependant, 
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la mesure-F est legerement degradee. Cela peut s'expliquer par le fait que la vegetation, qui 
compose la majorite de ces images, est presque entierement ignoree dans la verite-terrain. 
Lors d'utilisation du seuillage global, les images terrestres montrent des ameliorations variant de 
2,3 % pour l'image « 61/tomate » a 9,8 % pour l'image « 101/fer a repasser ». La moyenne des 
pourcentages d'amelioration sur les images testees est de 5,4 %, l'ecart-type de cet echantillon est 
de 3,2 %. Sur les 22 images, deux seulement ne sont pas ameliorees. La difference observee est 
done significative au niveau a - 0,05. 
Avec le seuillage global, les images terrestres montrent des ameliorations variant de 1,5 % pour 
l'image « police » a 1,5 % pour l'image « airplane ». Sur les 12 images, seule l'image « cone » 
n'est pas amelioree. La difference observee est done significative au niveau a = 0,05. La moyenne 
des pourcentages d'amelioration sur les images testees est de 4,6 %; l'ecart-type de cet echantillon 
est de 2,2 %. 
Les tests effectues sur le jeu de donnees de Berkeley se sont montres non concluants, avec ou 
sans seuillage adaptatif. Beaucoup de details sont omis dans les verites-terrain associees a ces 
images. 
Les rares ameliorations sont parfois dues a une elimination de fausses alarmes aux bordures de 
l'image, la ou un algorithme ne prend pas de decision a cause de la taille de la fenetre de 
convolution qu'il utilise. C'est le cas du detecteur de Argyle sur l'image « 86016/amenagement 
paysager », la meilleure mesure-F, soit 25,9 %, est atteinte avec une fenetre de largeur 9. Dans le 
cas du meme algorithme avec restauration, la meilleure mesure-F est atteinte avec une fenetre de 
largeur 13. Elle vaut 27,6 %. Bien que cela ne prouve pas qu'il y ait restauration, cet exemple est 
une confirmation supplementaire de la tendance selon laquelle la methode de restauration requiert 
plus de lissage qu'une detection de contours conventionelle. 
Sur les deux images IKONOS, les algorithmes de Sobel global, Sobel adaptatif, Kirsch, Frei-
Chen et Argyle ont tous donne des ameliorations significatives lors de la fusion. Ces resultats 
sont semblables a ceux obtenus sur les images aeroportees. 
Tous les jeux de donnees sur lesquels une restauration a pu etre faite - images aeroportees, 
terrestres et Ikonos - ont pu etre restaures en utilisant le reseau de neurones entraine sur une 
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image aeroportee. Ainsi, non seulement la quatrieme hypothese - que la restauration peut etre 
appliquee a plusieurs types d'images - a ete verifiee, mais les resultats suggerent, en plus, qu'un 
meme reseau de neurones peut convenir a plusieurs types de donnees. Cela laisse croire qu'il 
existe des similarites dans les contours de ces types d'images 
5.5 Analyse de sensibilite 
Les sections precedentes ont explique dans quelle mesure le reseau de neurones contribue a 
ameliorer les performances d'un filtre classique. Pour mieux comprendre les causes de cette 
amelioration, il importe de distinguer l'effet de chaque indicateur sur la reponse du reseau. 
L'entropie est le meilleur detecteur de contours parmi les indicateurs etudier. Cependant, elle 
n'apporte qu'une faible amelioration a la qualite du resultat. C'est plutot le filtre de Gabor qui 
domine le reseau, malgre sa faible capacite a identifier les limites de region aux echelles etudiees. 
Le filtre de Gabor est sensible aux elements de texture; il permet d'ameliorer la detection de 
contours basee sur le gradient des niveaux de gris. Quand l'indicateur de Gabor n'est pas attenue, 
le reseau n'est pas affecte. 
Malgre le fait que l'indicateur SNR soit un detecteur dormant un resultat individuel meilleur que 
le filtre de Gabor, la presence du SNR dans le reseau deteriore les performances de facon non-
significative. 
5.6 Conclusion partielle 
Un reseau de neurones entraine sur des indicateurs inspires de ceux de Chalmond, meme s'il ne 
permet pas de detecter les contours, peut fournir une information complementaire au gradient de 
l'intensite. Cette information, lorsqu'elle est combinee au gradient, permet d'allonger et amincir 
les contours. La qualite de la carte obtenue est comparable a celle obtenue avec d'autres methodes 
de pointe, comme l'algorithme de Argyle - une approximation du detecteur optimal de contours 
de type «marche»- et l'algorithme de Moon, qui est optimal pour les contours de type 
« rampe ». En presence de bruit, la methode proposed necessite l'utilisation d'une carte de 
gradient convenablement filtree. La methode developpee fonctionne sur le domaine d'image sur 
lequel elle a ete entrainee. En plus, il a ete montre qu'un reseau de neurones entraine sur les 
images aeriennes permet de traiter les images satellites et terrestres. C'est surtout a cause du filtre 
de Gabor que la methode parvient a differencier la texture des limites de regions. 
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6. Discussion des resultats 
Cette section decrira plus en details de quelles manieres la methodologie proposee est reellement 
plus utile qu'une methode classique. Dans le cas de l'apprentissage automatique, les performances 
de ralgorithme sont influencees par le choix des indicateurs et par la technique d'entrainement. 
devaluation est influences par la verite-terrain sur laquelle est base son calcul. 
Au dela de l'atteinte des objectifs fixes au depart, il est important de reflechir sur la position de 
cette these face aux autres travaux recents, de situer la qualite de nos resultats par rapport a ceux 
d'autres algorithmes. 
II faut dormer un sens a cette these en repertoriant les nouveautes et l'originalite : determiner 
d'eventuelles repercussions theoriques ou pratiques, nommer les avantages de notre methode, 
s'interesser a la portee de la these en rapport a la problematique. C'est l'occasion de presenter les 
limites, la generalisation possible des travaux et de faire l'inventaire de nouvelles questions de 
recherche. 
6.1 Simplicity d'utilisation et economie de temps 
Apres une detection de contours effectue avec un detecteur classique, les contours detectes ne 
sont pas necessairement des frontieres de regions; ils sont generalement discontinus et peuvent 
contenir beaucoup de fausses alarmes. Les frontieres de regions doivent etre des courbes fermees. 
Pour obtenir de telles courbes, il est done necessaire d'appliquer des post-traitements, comme le 
suivi de contours, le remplissage de breches, le lissage et l'amincissement. Cependant, ces 
operations exigent beaucoup de temps de traitement. Un moyen de reduire ce temps est d'utiliser 
une technique de segmentation hybride (Fan et al, 2001). II est aussi possible de trouver des 
frontieres plus completes et plus fines, reduisant ainsi la complexite de la fermeture a effectuer. 
C'est ce que fait notre methode. 
Les premiers avantages se situent au niveau de la simplicite d'utilisation. La methode proposee 
n'a pas trop de reglages internes compliques; le parametrage se limite au choix d'un seuil. 
Quand un nouveau type d'image est disponible, le systeme doit apprendre a modeliser sa 
sensibilite aux caracteristiques connues. Pour ce faire, il suffit de lui fournir une image source 
jumelee a sa realite du terrain. Le systeme s'en sert pour apprendre de lui-meme. Apres coup, il 
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peut ameliorer les performances de n'importe quelle image du nouveau type, sans utiliser de 
realite du terrain. Cet entrainement n'etant necessaire qu'une fois sur un nouveau type d'image, il 
en resulte un gain de temps sur chaque utilisation subsequente de la methode. 
L'amelioration visuelle et quantitative apportee par la methode devrait permettre a l'utilisateur 
final de fixer plus facilement le seuil de la detection de contours. II pourrait s'en suivre un gain de 
temps significatif. 
6.2 Adaptation de contours 
En reconnaissance de formes, il est important de ne pas pretendre qu'un arriere-plan texture 
contient des contours. Pour eviter cette erreur, le traitement est souvent divise en deux etapes : la 
creation d'une ebauche de carte de contours et son adaptation pour obtenir une carte detaillee. 
Pour creer une ebauche de carte, un detecteur specifique aux contours est employe. Cette etape ne 
reagit pas a la texture, tout en identifiant les contours saillants. Ces contours sont souvent 
incomplets. Une deuxieme detection, plus sensible, est alors utilisee pour completer les contours. 
Pour mettre en place ces deux etapes, Phalke (2005) utilise deux algorithmes distincts, alors que 
Canny (1986) utilise un seuillage adaptatif. 
Notre methode se distingue par l'utilisation d'un seuillage global, comme dans les methodes 
classiques de detection de contours. En principe, le parametre de seuil devait permettre de 
sacrifier de la specificite pour gagner de la sensibilite. 
En pratique, lorsque notre methode est appliquee a une image d'amplitude de gradient, cette 
derniere devient un peu moins specifique aux contours, mais beaucoup plus sensible. Ce sont les 
conditions ideales pour completer une ebauche de carte de contours. La fusion de notre indice de 
presence de contours avec la carte d'amplitude du gradient, effectuee avant le seuillage, est done 
un pretraitement utile. 
Recemment, Venkatesh et al. (2006) ont effectue l'adaptation de contours par reseau de neurones 
en employant l'approche des contours actifs. La chaine de points de controle d'un contour actif est 
initialisee et mise a jour a l'aide de la sortie d'un algorithme de detection de contours applique a 
l'image. L'entrainement du reseau de neurones converge meme si les contours ont une petite 
amplitude du gradient ou s'ils sont fragmentes. Cependant, lorsque le contour initial est eloigne 
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de la frontiere reelle, il est necessaire de pretraiter l'image de luminance en lui appliquant un 
filtrage gaussien. L'obligation d'utiliser une telle operation de « bas niveau » dans un algorithme 
de niveau intermediare est, selon les auteurs eux-memes, une limitation de l'algorithme. 
6.3 Comparaison des effets observes a d'autres detecteurs 
Sur les photos aeriennes de South Florida, les essais effectues suggerent que la methode 
developpee permet de maintenir ou d'ameliorer la performance de 1'algorithme de Moon, mais 
qu'elle ne permet pas d'ameliorer l'algorithme de Canny. Bien que les performances obtenues 
soient inferieures a celles de l'algorithme de Canny, il demeure interessant de se pencher sur les 
caracteristiques des contours issus de la methode decrite ici. Suite a l'entrainement, le reseau de 
neurones acquiert la propriete d'inhiber le signal en bordure des contours de l'image. Ceci permet 
de mieux localiser le signal, un peu comme avec la suppression des non-maximums de Canny. 
Certains contours sont allonges, comme avec le seuillage par hysteresis. Le reseau de neurones 
inhibe aussi le signal dans plusieurs zones texturees ou bruitees. 
II y a aussi une ressemblance entre nos images et celles obtenues par Chalmond et al. (2001). La 
carte de predictivite positive de Chalmond montre des contours fins et la carte de predictivite 
negative de Chalmond reagit a toutes les discontinuites de l'image. II est possible de reconnaitre 
des tendances semblables dans nos images, ou la reponse aux contours est fine avec une 
inhibition de la reponse laterale et ou la reponse a plusieurs discontinuites de texture est elle aussi 
inhibee. 
Konishi et al. (2003) observent des resultats semblables aux notres lorsqu'ils ajoutent un stade de 
groupement spatial a leur methode statistique de detection de contours. Des proprietes similaires 
a l'hysteresis et la suppression des non-maximums emergent naturellement du processus 
d'apprentissage. Le groupement ameliore significativement la qualite visuelle de nos resultats de 
detection de contours. Mais, paradoxalement, il ne donne qu'une petite amelioration au critere de 
performance. D'un autre cote, l'amincissement des contours n'est pas aussi efficace que la 
suppression des non-maximums employee par le detecteur de Canny. lis attribuent cet effet a la 
quantification employee dans leur approche, qui peut creer des pixels voisins ayant des intensites 
de contours identiques. II se peut qu'un phenomene semblable affecte la qualite de nos resultats. 
Sur les Figures 4.9 et 4.10, notre methode est appliquee au filtre de Argyle a plusieurs echelles. 
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Les echelles intermediaires y sont les plus efficaces; un lissage insuffisant cree des fausses 
alarmes, alors qu'un lissage excessif deteriore la localisation. Konishi et al. (1999), lorsqu'ils 
employaient une echelle unique, ont, eux aussi, obtenu des detections plus efficaces avec les 
echelles intermediaires. 
Nous avons obtenus les meilleurs resultats en reduisant le plus possible la taille des fenetres de 
calcul. Martin (2002), Konishi et al. (1999) ainsi que d'Elder et Zucker(1998) atteignent eux 
aussi leurs meilleures cartes de contours lorsqu'ils utilisent la plus petite taille de fenetre possible. 
Nos echelles optimales sont ( o"Gabor=2 , N*n t=3 , ^ S N R = ^ )• Ces resultats chevauchent l'echelle 
optimale attribue au jeu de donnees de South Florida par Konishi et al. (1999), soit crSF= > ou 
NS¥= v , tout en se distinguant de l'echelle qu'ils attribuent au jeu de donnees de Sowerby, soit 
°"sow=4 ou ^sow=>fo • Chalmond et al. (2001) recommandent l'emploi de fenetres de calcul 
d'une largeur Ncha lmond>v pour traiter une image aerienne infrarouge. 
Les resultats que nous avons obtenus sur le jeu de donnees de Berkeley n'etaient pas concluants. 
Le fait que Martin (2002) trouve des N ^^=1?) e* ^Texture=33 laisse croire que des resultats 
plus probants pourraient etre obtenus en elargissant les fenetres utilisees dans le calcul des 
indicateurs. 
Nos meilleurs resultats sont obtenus avec une banque d'indicateurs d'une etendue de 2,6 octaves. 
Les indicateurs n'etaient pas tous utiles a la meme echelle. Les resultats de Konishi et al. (1999), 
comme les notres, montrent que le mode multi-echelle est meilleur pour differencier les contours 
de texture des vraies frontieres des objets. Leurs meilleurs resultats en mode multi-echelles 
utilisent une banque d'indicateurs d'une etendue de 2,0 octaves ( cr^ulti=( \ 1, l J ). 
6.4 Consequences et limites dues aux choix methodologiques 
Les choix methodologiques ont necessairement des consequences. Les paragraphes qui suivent en 
dressent un portrait general. L'exactitude de nos resultats pouvant etre influencee par plusieurs 
facteurs, il est important d'en dresser un portrait. Nous nous interesserons done aux effets du 
choix des indicateurs, de l'entrainement, de la methode de validation, de la verite-terrain et du 
type d'images. 
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6.4.1 Choix des indicateurs 
Conformement aux suppositions de Chalmond et al. (2001), il nous a ete possible de trouver des 
indicateurs meilleurs que ceux utilises dans leurs travaux. Conformement a l'opinion de Witten et 
Frank (1999), prendre la peine de faire un choix adequat d'indicateurs etait necessaire pour rendre 
possible l'apprentissage du reseau de neurones au coeur de l'application developpee. 
En utilisant Talgorithme de Sobel comme modele pour le comportement de ce meme algorithme, 
Chalmond et al. (2001) biaisent leurs resultats. II en va de meme pour la nature des contours 
etudies, qui, dans ce contexte, sont tous de type « marche ». II est alors approprie d'utiliser 
seulement des filtres de Gabor symetriques. Cependant, nos verites-terrain contiennent aussi des 
contours de type « ligne ». II fallait s'attendre a constater une amelioration de la qualite de nos 
resultats lors de l'utilisation de filtres asymetriques conjointement aux filtres 
symetriques (Manjunath et Chellapa, 1993). Konishi etal. (1999) ont, eux aussi, utilise des paires 
de filtres avec succes. 
Les criteres de Chalmond et al. (2001) ont ete developpes pour predire les performances 
d'algorithmes de bas-niveau, en particulier celles du detecteur de contours de Sobel. Avec de 
legeres modifications a la banque d'indicateurs, nous sommes parvenu a rehausser une carte de 
contours. Les cartes de Sobel ainsi rehaussees ont une mesure-F superieure a celle du detecteur 
de Moon, optimal pour les contours de type « rampe ». 
6.4.2 Entrainement 
L'utilisateur final d'une application a des exigences pratiques particulieres. Un algorithme ne 
saurait pretendre pouvoir lire les pensees d'un usager. Cependant, l'emploi de l'apprentissage 
automatique permet, dans une certaine mesure, de s'adapter aux preferences d'un usager. Lors de 
l'entrainement, l'utilisateur peut, via les exemples d'entrainement, specifier le type de contours 
qu'il souhaite detecter. 
En procedant de la sorte, nous nous affranchissons de l'emploi d'un modele theorique de 
contours - nous ne prenons pas pour acquis que les contours sont de type « marche » ou de type 
« ligne ». Ainsi, en principe, l'algorithme tel que concu detecte tous les contours specifies par la 
verite-terrain et rien d'autre. 
Un des avantages majeurs de ces methodes, comme le disent Konishi et al. (2003) et Chalmond 
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et al. (2001), est que, apres un premier entrainement supervise, leur utilisation requiert peu ou pas 
de parametrage. Dans le present travail, nous avons constate que lorsqu'une telle methode est 
combinee avec une methode classique de detection de contours, un nombre restreint de pixels 
d'entrainement suffit pour atteindre des resultats superieurs a ceux obtenus avec la methode 
classique employee seule. 
Nous utilisons un classifieur de type perceptron multicouche, entraine avec arret hatif. Chalmond 
et al. (2001) utilisent une regression logistique et Konishi et al. (2003) emploient une methode de 
seuillage multiple d'histogrammes multidimensionnels. Cette diversite entre les methodes laisse 
croire que le choix des indicateurs a plus d'importance que le type de classifieur utilise. 
Pour faire notre entrainement, nous n'utilisons pas tous les pixels de l'image. Cela verifie 
l'hypothese de Chalmond et al. (2001) selon laquelle il n'est pas necessaire de repertorier tous les 
contextes possibles pour entrainer 1'algorithme, mais qu'il suffit d'avoir suffisamment d'exemples 
pour modeliser avec fiabilite la relation entre le contexte local et la sortie de 1'algorithme (zones 
de contours et d'arriere-plan). 
6.4.3 Verite-terrain 
Dans le present travail, deux des trente deux images, « 202/alligator » et « cone », n'ont pas pu 
etre ameliorees significativement. On y decele des contours dues a la vegetation, mais abscents 
de la verite-terrain. Notre methode ne parvient pas a eliminer completement la texture d'arriere-
plan causee par la vegetation. Konishi et al. (1999) ont aussi rencontre cette difficulte et ont 
remarque que les differences de performance entre les images est etroitement liee a la proportion 
de vegetation qu'elles contiennent. 
Ces derniers ont nomme « pommes pourries » les images pour lesquelles la carte de contours est 
de qualite significativement inferieure a celle de l'ensemble des images. Dans le cadre de leurs 
travaux, une mauvaise correspondence entre les cartes de contours et leur verite-terrain a ete 
observee pour cinq des cent trois images. Heath (1996) avait elimine une image parmi les trente 
huit choisies pour sa these. 
Ces trois echantilonnages ne sont pas significativement differents. Pour un echantillon de cent 
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trois elements, tout taux de « pommes pourries » entre 2,5 % et 11 % n'est pas significativement 
different des taux obtenus dans le travail de Konishi, de Heath ou dans le present travail. 
6.4.4 Type d'images 
Visuellement, notre methode performe mieux que les algorithmes classiques lorsque l'arriere-plan 
est encombre. La mesure-F vient confirmer cette observation. De leur cote, Konishi et al. (2003) 
constatent aussi une amelioration dans les zones texturees. lis donnent une mesure quantitative 
des avantages apportes par les raffinements de leur algorithme en utilisant l'information de 
Chernoff et la distance de Bhattacharyya. 
Nous pouvons reutiliser notre methode telle quelle sur plusieurs types d'images. Le reseau 
entraine sur les images aeriennes de South Florida performe bien sur les images IKONOS et sur 
les images terrestres. Comme nous, Konishi et al. (2003) font une telle reutilisation entre les jeux 
de donnees de Sowerby et South Florida. lis font remarquer qu'un tel comportement implique que 
la detection statistique de contours est robuste aux erreurs dans la verite-terrain, dans la mesure 
ou il aurait ete impossible d'atteindre un tel niveau d'adaptation si les statistiques des contours 
etaient tres sensibles aux criteres de verite-terrain plutot differents utilises dans leurs deux jeux de 
donnees. Chalmond et al. (2001) ont entraine leur detecteur sur une image aerienne infrarouge et 
l'ont reutilise sut une image optique. 
6.5 Conclusion partielle 
II nous importait de savoir s'il est possible, en corrigeant automatiquement la carte, de diminuer 
la perte de temps associee au choix d'algorithme et de parametres. II est raisonnable de croire que 
les images « difficiles a traiter » induisent des pertes de temps plus importantes. 
Selon Yuille et Coughlan (2000), ce niveau de difficulte peut etre estime en utilisant la theorie de 
1'information pour prendre en compte les evenements rares. Le parametre d'ordre ainsi determine 
quantifie la difficulte de plusieurs taches de vision numerique, telles qu'identifier les elements de 
contours parmi des elements d'arriere-plan. 
D'apres leur modele, la qualite des indicateurs utilises determine une borne inferieure sur la 
prevalence des contours detectables. Notre methode peut etre vue comme un pretraitement 
permettant d'adapter la carte de gradient au contenu local de l'image. Ainsi, moins les contours 
sont abondants dans une image, plus il serait souhaitable d'utiliser notre methode. 
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7. Conclusion et recommandations 
Apres avoir compare la presente etude aux travaux recents, il importe maintenant de mettre de 
l'avant les contributions de la recherche effectuee, de faire mention de ses limitations et de 
recommandations adaptees, puis de terminer en proposant des perspectives de recherche. 
7.1 Recherche effectuee 
Dans leur article sur la prediction des performances de detecteurs de contours, Chalmond et 
al. (2001) n'abordent pas le probleme de savoir comment exploiter les cartes de performance. Ces 
cartes seront utilisees conjointement avec une methode de reconnaissance de formes, soit pour 
faire le rejet initial de formes par prediction des performances, soit pour faire de la confirmation 
de formes, tel que suggere par Phalke (2005). Dans une telle demarche, une detection 
preliminaire est faite par un detecteur « classique »; elle est ensuite completee par un traitement 
additionnel. Le present travail s'inscrit dans ce dernier type d'approche. 
Chalmond et al. (2001) s'interrogent sur comment combiner une carte de performances a d'autres 
types de donnees. En reponse a ce questionnement, nous proposons de combiner la carte de 
performances avec la carte de gradient pour permettre des decisions plus exactes. 
Devant la variete de detecteurs disponibles, il est souvent difficile de faire un choix. Bien que 
l'utilisateur base ce choix sur son experience, l'usager risque de proceder par tatonnement, 
d'essayer plusieurs detecteurs avant de fixer son choix. II peut aussi arriver que l'usager choisisse 
un detecteur qui n'est pas celui qui est le mieux adapte a l'image, et perde du temps a ajuster les 
parametres pour obtenir une carte de contours qui ne peut pas etre la meilleure. Notre 
problematique est de savoir s'il est possible de diminuer cette perte de temps en corrigeant 
automatiquement la carte. 
La presente etude a permis de developper un logiciel comprenant un reseau de neurones entraine 
pour predire la presence de contours. Ce reseau de neurones permet d'ameliorer les decisions de 
detecteurs de contours, en reduisant le nombre de pixels de fausses alarmes et de contours 
manques. L'efficacite cet outil est comparable a celle d'autres methodes et en fait un choix 
interessant pour la detection de contours. Grace au logiciel developpe, il est possible de reutiliser 
la methodologie; cette derniere a permis d'operationnaliser la methode proposee. 
Nos travaux ont permis d'ameliorer la banque d'indicateurs de Chalmond, rendant possible le 
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pretraitement avant le seuillage de la carte de gradient. Cette restauration, effectuee au niveau de 
la carte en niveaux de gris plutot que sur la carte binaire, permet d'obtenir des resultats de 
meilleure qualite que ceux fournis par un detecteur de contours conventionnel. 
Lorsqu'employe conjointement a un filtrage exponentiel, ce detecteur est robuste au bruit et 
permet une meilleure localisation spatiale qu'un filtrage exponentiel employe seul. La methode 
developpee permet, lorsqu'elle est utilisee pour restaurer une carte de Sobel, d'obtenir un resultat 
de qualite entre le detecteur optimal pour les contours de type « rampe » et celui de Canny. Les 
contours corriges sont plus fins, plus complets et mieux localises que les contours originaux. Le 
choix d'un detecteur de contours pour traiter une image peut done etre considere valide. 
La possibility de reutiliser le filtre, sans reentrainement est interessante. La simplicite du 
parametrage lors de l'utilisation est aussi un avantage. Ces deux facteurs repondent a un besoin de 
reduire le temps d'utilisation du logiciel. 
Bien que nous considerions la presente methodologie comme utile et assez generate, nous ne 
voulons pas pretendre qu'elle capture toutes les nuances possibles du probleme de detection de 
contours. Son utilite pour une application donnee devra etre determinee au cas par cas, comme 
pour n'importe quelle autre methode. 
7.2 Limitations et recommandations 
Les differences de qualite observees entre notre methode et celle de Canny semblent etre dues a 
l'utilisation, ou non, de post-traitements. Notre methode propose un seuillage brut de l'image de 
gradient, alors que l'implementation de Canny emploie un seuillage a hysteresis. Un post-
traitement adapte aux particularites de notre methode aurait avantage a etre mis au point. Cette 
operation pourrait prendre la diminution de l'etendue des valeurs numeriques des pixels suite a la 
fusion par multiplication. 
Etant donne la rarete des jeux d'images avec verite-terrain pour les contours, nous n'avons touche 
que les domaines de bati non dense sur image IKONOS, de la photographie aerienne d'une base 
militaire et de la reconnaissance au sol d'objets tires de la vie quotidienne. L'evaluation eventuelle 
de notre methode sur d'autres domaines necessitera la creation de nouvelles de verites-terrain. 
II parait interessant d'appliquer notre methode neuronale a la restauration locale de contours, 
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guidee, par exemple, par un operateur humain. Cela eviterait le probleme d'ajout sporadique de 
bruit observe lorsque notre methode est appliquee a l'image entiere. Un plugiciel pourrait, etre 
bati pour reutiliser notre methodologie, par exemple dans l'application de traitement d'images 
« GIMP ». Le developpement de cet outil permettrait d'effectuer des retouches contextuelles. 
7.3 Perspectives 
Nous esperons que ce travail contribue a stimuler l'interet pour le developpement d'algorithmes 
relies a la preparation, ou la restauration d'une detection de contours. Pour le volet 
« preparation », il pourrait etre interessant, notamment, de developper un algorithme de rejet de 
formes, ou de depistages de contours qui permettrait, grace a une methodologie inspiree des 
biostatistiques, d'eliminer certaines zones d'une image exemptes de contours. Un volet «post-
traitement» pourrait aussi etre ajoute; l'utilisation d'un algorithme d'amincissement adapte aux 
contours sinueux parait interessante. Pour remplacer la suppression des non-maximums de 
l'algorithme de Canny, il est peut-etre avantageux d'employer un algorithme de ligne des partage 
des eaux (Roerdink et Meijster, 2001) ou l'amincissement de Stentiford et Mortimer (1983). 
Le volet « restauration » correspond au developpement eventuel d'une methodologie permettant 
d'elargir la portee du present travail. Une telle etude devrait utiliser des techniques de selection 
d'indicateurs pour evaluer la pertinence d'une grande variete d'indicateurs de contours. Les 
travaux de Konishi et al. (2003) peuvent servir d'inspiration pour une telle recherche. La 
recherche sur la detection de contours de bas-niveau peut aussi etre poussee plus loin en etudiant, 
par exemple, la fusion des deux meilleurs filtres « classiques » utilises dans cette etude, soit le 
filtre exponentiel (Moon et al, 2002) et le filtre gaussien (Argyle, 1971; Canny, 1986). II serait 
aussi interessant d'evaluer l'influence des indicateurs de texture de Haralick et al. (1973), les 
derivees d'ordre 1 a 4 des filtres gaussiens (Iverson et Zucker, 1995), les moments 
statistiques (Auclair-Fortier, 1999; Petrou et al, 2006), ainsi que les indices de Frei et 
Chen (1977). Differents classifieurs pourraient ensuite etre compares, notamment la methode des 
k plus proches voisins ou un arbre de decision. Les resultats pourraient probablement etre 
optimises par l'utilisation d'un meta-algorithme tel que le bagging, le stacking ou le boosting. 
Pour ce qui est de la validation, nous recommandons une analyse de sensibilite pour determiner 
les effets des variations dans la verite-terrain. 
119 
8. References 
Abdou, I.E., and Pratt, W.K. (1979-05) Quantitative Design and Evaluation of 
Enhancement/Thresholding Edge Detectors. Proceedings of the IEEE, vol. 67, n° 5, p. 753-763. 
Altman, D.G., and Bland, J.M. (1994-06-11) Diagnostic tests. 1: Sensitivity and specificity. 
BMJ (British Medical Journal), vol. 308, n° 6943, p. 1552. 
Altman, D.G., and Bland, J.M. (1994-07-09) Diagnostic tests 2: Predictive values. BMJ (British 
Medical Journal), vol. 309, n° 6947, p. 102. 
Amani, M. (2006) Detection et exploitation d'ombre de bati sur les images de tres haute 
resolution spatiale (IKONOS) : application au milieu urbain (Sherbrooke). These de doctorat, 
Universite de Sherbrooke, Sherbrooke, 134 p. 
Argyle, E. (1971-02) Techniques for Edge Detection. Proceedings of the IEEE, p. 285-287. 
Auclair-Fortier, M.-F. (1999) Extraction de caracteristiques : contours multispectraux, contours 
de textures et routes. Memoire de maitrise, departement de mathematiques et informatique, 
Universite de Sherbrooke, Sherbrooke, 85 p. 
Baeza-Yates, R., and Ribeiro-Neto, B. (1999) Modern information retrieval. ACM Press, 
New York. 513 p. 
Baker, S., and Nayar, S.K. (1996) Pattern Rejection. In Proceedings of Computer Vision and 
Pattern Recognition, San Francisco. 
Bao, P., Zhang, L., and Wu, X. (2005-09) Canny Edge Detection Enhancement by Scale 
Multiplication. IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 27, n° 9, p. 
1485-1490. 
Ben-Arie, J., and Rao, K.R. (1993) A Novel Approach for Template Matching by Nonorthogonal 
Image Expansion. IEEE Transactions on Circuits and Systems for Video Technology, vol. 3, n° 1, 
p. 71-84. 
Bergholm, F. (1987-06) Edge focusing. IEEE Transactions on Pattern Analysis and Machine 
Intelligence, vol. 9, p. 726-741. 
Borghys, D., Lacroix, V, and Perneel, C. (2002) Edge and Line detection in polarimetric SAR 
images. In Proceedings of International Conference on Pattern Recognition, p. 921-924. 
Borra, S. and Sarkar, S. (1997-11) A Framework for Performance Characterization of 
Intermediate Level Grouping Modules. IEEE Transactions on Pattern Analysis and Machine 
Intelligence, vol. 19, n° 11, p. 1306-1312. 
Boshra, M., and Bhanu, B. (1999-06) Performance Prediction and Validation for Object 
Recognition. In IEEE Conference on Computer Vision and Pattern Recognition, Fort Collins, 
Colorado, p. 380-386. <http://citeseer.ist.psu.edu/boshra99performance.html> (Consulte le 
2007-08-08) 
Bowyer, K.W. (2000) Experiences with Empirical Evaluation of Computer Algorithms, p. 3-16, 
in Klette, R., Stiehl, H.S., Viergever, M., and Vincken, K.L. (red.) Performance Characterization 
in Computer Vision. Kluwer, Netherlands, 315 p. 
120 
Bowyer, K., Kranenburg, C , and Dougherty, S. (1999) Edge Detector Evaluation Using 
Empirical ROC Curves. In Proceedings of IEEE Computer Society Conference on Computer 
Vision and Pattern Recognition, 23-25 June. vol. 1, p. 354-359. 
Bowyer, K., Kranenburg, C , and Dougherty, S. (2001) Edge Detector Evaluation Using 
Empirical ROC Curves. Computer Vision and Image Understanding, vol. 84, p. 77-103. 
Bowyer, K.W., Phillips, P.J. (1998-06), Overview of Work in Empirical Evaluation of Computer 
Vision Algorithms, in Bowyer, K.W., Phillips, P.J. (eds.) Empirical Evaluation Techniques in 
Computer Vision. Wiley-IEEE Computer Society Press, 262 p. 
Brogaard, S., and Olafsdottir, R. (1997-10) Ground-truths or Ground-lies? Environmental 
sampling for remote sensing application exemplified by vegetation cover data. Lund Electronic 
Reports in Physical Geography, n° 1, Department of Physical Geography, Lund University, 
Sweden. 
Cannon, M., Fugate, M., Hush, D.R., and Scovel, C. (2003-05) Selecting a restoration technique 
to minimize OCR error. IEEE Transactions on Neural Networks, vol. 14, n° 3, p. 478-490. 
Canny, J. (1986-11) A Computational Approach to Edge Detection. IEEE Transactions on Pattern 
Analysis and Machine Intelligence, vol. 8, n° 6, p. 679-698. 
Carletta, J. (1995) Assessing agreement on classification tasks: the kappa statistic. Computational 
Linguistics, vol. 30, n° 11, 6 p. 
Chalmond, B., and Graffigne, C. (1999) A note on contextual performance prediction for image 
analysis algorithms, Technical Report 2000-30, CMLA, Ecole Normale Superieure, Cachan, 
France, 20 p. <http://www.cmla.ens-cachan.fr/~chalmond/> (Consulte le 2008-01-28) 
Chalmond, B., Graffigne, C , Prenat, M., and Roux, M. (2001) Contextual Performance 
Prediction for Low-Level Image Analysis Algorithms. IEEE Transactions on Image Processing, 
vol. 10, n° 7, p. 1039-1046. 
Cho, K., Meer, P., and Cabrera J. (1997) Performance Assessment Through Bootstrap. IEEE 
Transactions on Pattern Analysis and Machine Intelligence, vol. 19, n° 11, p. 1185-1198. 
<http://citeseer.ist.psu.edu/article/cho95performance.html> (Consulte le 2007-08-06) 
Clark, A.F., and Courtney, P. (2000) Databases for Performance Characterization, p. 29-40, in 
Klette, R., Stiehl, H.S., Viergever, M., and Vincken, K.L. (red.) Performance Characterization in 
Computer Vision. Kluwer, Netherlands, 315 p. 
Comaniciu, D., and Meer, P. (2002-05) Mean Shift: A Robust Approach Towards Feature Space 
Analysis. IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 24, n° 5, 18 p. 
Courtney, P. (2000) Evaluation and Validation of Computer Vision Algorithms : A perspective 
from a Vision Company, p. 17-28, in Klette, R., Stiehl, H.S., Viergever, M., and Vincken, 
K.L. (red.) Performance Characterization in Computer Vision. Kluwer, Netherlands, 315 p. 
Duda, R.O., Hart, P.E., and Stork, D.G. (2000) Pattern Classification. Second Edition. John Wiley 
& Sons, New York. 654 p. 
Dunn, D., Higgins, W.E., Wakeley, J. (1995) Texture Segmentation Using 2-D Gabor Elementary 
Functions. IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 16, n° 2, p. 
121 
130-149. 
Elder, J.H. and Zucker, S.W. (1996) Space Scale Localization, Blur, and Contour-Based Image 
Coding. In Proceedings of IEEE Computer Society Conference on Computer Vision and Pattern 
Recognition, p. 27. 
Elder, J.H. and Zucker, S.W. (1998-07) Local Scale Control for Edge Detection and Blur 
Estimation. IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 20, n° 7, p. 
699-716. 
Elder, J.H., and Goldberg, R.M. (2002) Ecological statistics of Gestalt laws for the perceptual 
organization of contours. Journal of Vision, vol. 2 n° 4, p. 324-353, 
<http://journalofvision.org/2/4/5/> (Consulte le 2007-07-30) 
Elder, J.H., Krupnik, A., and Johnston, L.A. (2003-06) Contour Grouping with Prior Models. 
IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 25, n° 6, p. 661-674. 
Fan, J., Yau, D. K. Y., Elmagarmid, A. K., Aref, W. G. (2001) Automatic Image Segmentation by 
Integrating Color-Edge Extraction and Seeded Region Growing. IEEE Trans, on Image 
Processing, Vol. 10, No. 10, October 2001. 
Fjortoft, R., Lopes, A., Marthon, P., and Cubero-Castan, E. (1998) An Optimal Multiedge 
Detector for SAR Image Segmentation. IEEE Transactions on Geoscience and Remote Sensing, 
vol. 36, n° 3, p. 793-802. 
Florack, L. (2000) Motion Extraction: An Approach Based On Duality and Gauge Theory, p. 
69-80, in Klette, R., Stiehl, H.S., Viergever, M., and Vincken, K.L. (red.) Performance 
Characterization in Computer Vision. Kluwer, Netherlands, 315 p. 
Forsyth, D.A., and Ponce, J. (2003) Computer Vision : A Modern Approach. Prentice-Hall, 693 p. 
Freeman, W.T., and Adelson, E.H. (1991-09) The Design and Use of Steerable Filters. IEEE 
Transactions on Pattern Analysis and Machine Intelligence, vol. 13, n° 9, p. 891-906. 
Frei, W., and Chen, C.-C. (1977) Fast Boundary Detection: A Generalization and a New 
Algorithm. IEEE Transactions on Computers, vol. C-26, n° 10, p. 988-998. 
Gagnon, L., and Jouan, A. (1997) Speckle filtering of SAR images - A comparative study 
between complex-wavelet-based and standard filters. In Proceedings of SPIE Annual Meeting: 
Wavelet Applications in Signal and Image Processing V (SPIE #3169), San Diego. 
Ghosh, A., and Petkov, N. (2005-11) Robustness of Shape Descriptors to Incomplete Contour 
Representations. IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 27, n° 11, 
p. 1793-1804. 
Globerson, A., and Roweis, S. (2006) Nightmare at Test Time: Robust Learning by Feature 
Deletion. In Proceedings of 23rd International Conference on Machine Learning, p. 353-360. 
Graham P., and Bull, B. (1998) Approximate standard errors and confidence intervals for indices 
of positive and negative agreement. Journal of Clinical Epidemiology, vol. 51, n° 9, p. 763-771. 
Grigorescu, C, Petkov, N., and Westenberg, M.A. (2003-07) Contour detection based on non-
classical receptive field inhibition. IEEE Transactions on Image Processing, vol. 12, n° 7, p. 
122 
729-739. 
Hajjar, A., and Chen, T. (1999-01) A VLSI Architecture for Real-Time Edge Linking. IEEE 
Transactions on Pattern Analysis and Machine Intelligence, vol. 21, n° 1, p. 89-94. 
Hancock, E.R., and Kittler, J. (1991) Adaptive Estimation of Hysteresis Thresholds. In 
Proceedings of IEEE Computer Vision and Pattern Recognition Conference, p. 196-201. 
Haralick, R.M., Shanmugam, K., and Dinstein, I. (1973) Textural features for image 
classification. IEEE Transactions on Systems, Man, and Cybertinetics, vol. 3, n° 6, p. 610-621. 
Haralick, R.M. (1984-01) Digital Step Edges from Zero Crossing of Second Directional 
Derivatives. IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 6, n° 1, p. 
58-68. 
Haralick, R., Cinque, L., Guerra, C, Levialdi, S., Weng, J., Huang, T.S., Meer, P., Shirai, Y., 
Draper, B.A., and Beveridge, J.R. (1994) Dialogue: Performance characterization in computer 
vision. CVGIP: Image Understanding, vol. 60, p. 245-265. 
Haykin, S. (1999) Neural Networks. A Comprehensive Foundation. 2nd edition. Pearson 
Education, India, 823 p. 
Heath, M.D. (1996) A Robust Visual Method for Assessing the Relative Performance of Edge 
Detection Algorithms. Master's thesis, University of South Florida. 132 p. 
Heath, M.D., Sarkar, S., Sanocki, T., and Bowyer, K.W. (1997) A Robust Visual Method for 
Assessing the Relative Performance of Edge-Detection Algorithms. IEEE Transactions on Pattern 
Analysis and Machine Intelligence, vol. 19, n° 12, p. 1338-1359. 
Hoover, A., Jean-Baptiste, G., Jiang, X.Y., Flynn, P.J., Bunke, H., Goldgof, D.B., Bowyer, K., 
Eggert, D.W., Fitzgibbon, A., and Fisher, R.B. (1996-07) An experimental comparison of range 
image segmentation algorithms. IEEE Transactions on Pattern Analysis and Machine 
Intelligence, vol. 18, n° 7, p. 673-689. 
Hueckel, M.H. (1973-10) A Local Visual Operator Which Recognizes Edges and Lines. Journal 
of the Association for Computing Machinery, vol. 20, n° 4, p. 634-647. 
Hueckel , M.H. (1974-04) Erratum: « A Local Visual Operator Which Recognizes Edges and 
Lines ». Journal of the ACM, vol. 21, n° 2. 
Iverson, L.A., and Zucker, S.W. (1995-10) Logical/linear operators for image curves. IEEE 
Transactions on Pattern Analysis and Machine Intelligence, vol. 17, n° 10, p. 982-996. 
Jiang, X. (2000-11) An Adaptive Contour Closure Algorithm and Its Experimental Evaluation. 
IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 22, n° 11, p. 1252-1265. 
Jimenez-Alaniz, J.R., Medina-Banuelos, V, and Yahnez-Suarez, O. (2006-01) Data-Driven Brain 
MRI Segmentation Supported on Edge Confidence and A Priori Tissue Information. IEEE 
Transactions on Medical Imaging, vol. 25, n° 1, p. 74-83. 
Kanungo, T., Jaisimha, M.Y., Palmer, J., and Haralick, R.M. (1995-12) A Methodology for 
Quantitative Performance Evaluation of Detection Algorithms. IEEE Transactions on Image 
Processing, vol. 4, n° 12, p. 1667-1674. 
123 
Kass, M., Witkin, A., and Terzopoulos, D. (1988) Snakes: Active Contour Models. International 
Journal of Computer Vision, p. 321 -331. 
Klepko, R. (1997) Automated Edge Detection for RADARSAT Images. In Proceedings of 
Geomatics in the Era of RADARSAT symposium. 
Klette, R., Stiehl, H.S., Viergever, M., and Vincken, K.L. (red.) Performance Characterization in 
Computer Vision. Kluwer, Netherlands, 315 p. 
Klette, R. and Zamperoni, P. (1996) Handbook of image processing operators. Wiley, 300 p. 
Konishi, S.M., Yuille, A.L., Coughlan, J. and Zhu, S.C. (1999-06) Fundamental Bounds on Edge 
Detection: An Information Theoretic Evaluation of Different Edge Cues. In Proceedings of 
Computer Vision and Pattern Recognition. Fort Collins, Colorado. 
Konishi, S., Yuille, A.L., Coughlan, J.M., and Zhu, S.C. (2003-01) Statistical Edge Detection: 
Learning and Evaluating Edge Cues. IEEE Transactions on Pattern Analysis and machine 
Intelligence, vol. 25, n° 1, p. 57-74. 
Laliberte, F., Gagnon, L., Sheng, Y. (2003-05) Registration and Fusion of Retinal Images: An 
Evaluation Study. IEEE Transactions on Medical Imaging, vol. 22, n° 5, p. 661-673. 
Lalonde, M., Gagnon, L., and Boucher, M.-C. (2001) Automatic visual quality assessment in 
optical fundus images. In Proceedings of Vision Interface, Ottawa. 
LeCun, Y, Bottou, L., Orr, G.B., and Miiller, K.-R. (1998) Efficient backprop. Neural 
Networks—Tricks of the Trade, Springer Lecture Notes in Computer Sciences 1524, p. 5-50, [En 
ligne]. <http://citeseer.ist.psu.edu/lecun98efficient.html> (Page consultee le 2006-12-20) 
Lesage, F. and Gagnon, L. (2000) Experimenting Level Set-Based Snakes for Contour 
Segmentation in Radar Imagery. In Proceedings of SPIE Aerosense: Visual Information 
Processing IX (SPIE #4041), Orlando. 
Lindeburg, T. (1996) Edge detection and ridge detection with automatic scale selection. Technical 
report ISRN KTH/NA/P {96/06 {SE, May 1996, Revised August 1998. Int. J. of Computer Vision, 
vol. 30, n° 2, 1998. Shortened version in Proc. CVPR'96, San Francisco, June 1996. 48 p. 
Lowe, D.G. (2004) Distinctive image features from scale-invariant keypoints. International 
Journal of Computer Vision, vol. 60, n° 2, p. 91-110. 
Mahamud, S., Williams, L.R., Thornber, K.K. and Xu, K. (2003-04) Segmentation of Multiple 
Salient Closed Contours from Real Images. IEEE Transactions on Pattern Analysis and Machine 
Intelligence, vol. 25, n° 4, p. 433-444. 
Manjunath, B.S., and Chellapa, R. (1993-01) A Unified Approach to Boundary Perception: 
Edges, Textures, and Illusory Contours. IEEE Transactions on Neural Networks, vol. 4, n° 1, p. 
96-107. 
Manjunath, B.S., Wu, P., Newsam, S., and Shin, H.D. (2000) A texture descriptor for browsing 
and similarity retrieval. Signal Processing: Image Communication. 10 p. 
Marr, D., and Hildreth, E. (1980) Theory of Edge Detection. Proceedings of the Royal Society of 
London B, vol. 207, p. 187-217. 
124 
Martin, D. (2002) An Empirical Approach to Grouping and Segmentation, Ph.D. Dissertation, UC 
Berkeley, December 2002, 134 p. 
Martin, D.R, Fowlkes, C.C., and Malik, J. (2002-12) Learning to Detect Natural Image 
Boundaries Using Brightness and Texture. In Proceedings of NIPS, Vancouver. 
Martin, D., Fowlkes, C , Tal, D., and Malik, J. (2001) A Database of Human Segmented Natural 
Images and Its Application to Evaluating Segmentation Algorithms and Measuring Ecological 
Statistics. In Proceedings of International Conference on Computer Vision. 
<http://www.cs.berkeley.edu/projects/vision/bsds> (Consulte le 2007-08-03) 
Martin, D.R., Fowlkes, C.C., and Malik, J. (2004-01) Learning to Detect Natural Image 
Boundaries Using Local Brightness, Color, and Texture Cues. IEEE Transactions on Pattern 
Analysis and Machine Intelligence, vol. 26, n° 1, p. 1-20. 
Meer, P., Jolion, J.-M., and Rosenfeld, A. (1990-02) A Fast Parallel Algorithm for Blind 
Estimation of Noise Variance. IEEE Transactions on Pattern Analysis and Machine Intelligence, 
vol. 12, n° 2, p. 216-223. 
Mendoca, A.M., and Campilho, A. (2006-09) Segmentation of Retinal Blood Vessels by 
Combining the Detection of Centerlines and Morphological Reconstruction. IEEE Transactions 
on Medical Imaging, vol. 25, n° 9, p. 1200-1213. 
Min, J., Powell, M., and Bowyer, K.W. (2004-02) Automated Performance Evaluation of Range 
Image Segmentation Algorithms. IEEE Transactions on Systems, Man, and Cybernetics—Part B: 
Cybernetics, vol. 34, n° 1, p. 263-271. 
Moon, H., Chellappa, R., and Rosenfeld, A. (2002) Optimal Edge-Based Shape Detection. IEEE 
Transactions on Image Processing, vol. 11, n° 11, p. 1209-1226. 
Nair, D., Mitiche, A., and Aggarwal, J.K. (1995-10-23-1995-10-26) On Comparing the 
Performance of Object Recognition Systems. In Proceedings of IEEE International Conference 
on Image Processing, vol. 2, p. 631-634. 
Nakache, D., et Metais, E. (2005-05-24—2005-05-27) Evaluation: nouvelle approche avec juges. 
p. 555-570, in Compte rendu dTNFORSID 2005, Grenoble. 
Nalwa, VS., and Binford, T.O. (1986-11) On Detecting Edges. IEEE Transactions on Pattern 
Analysis and Machine Intelligence, vol. 8, n° 6, p. 699-714. 
Parker, J.R. (1997) Algorithms for Image Processing and Computer Vision. Wiley, 417 p. 
Petrou, M., and Kittler, J. (1991-05) Optimal Edge Detectors for Ramp Edges. IEEE Transactions 
on Pattern Analysis and Machine Intelligence, vol. 13, n° 5. p. 483-491. 
Petrou, M., Kovalev, V.A., and Reichenbach, J.R. (2006-10) Three-Dimensional Nonlinear 
Invisible Boundary Detection. IEEE Transaction on Image Processing, vol. 15, n° 10, p. 
3020-3032. 
Phalke, S., and Couloigner, I., (2004). Change Detection of Man made Objects using GIS data & 
Remotely-Sensed Imagery. In Proceedings of the 24th EARSeL Symposium: New Strategies for 
European Remote Sensing, Dubrovnik, Croatia, May 25-27, p. 191-198. 
125 
Poggio, T. (1982-05) Visual Algorithms. MIT AI Memo n° 683, 28 p. 
Pratt, W.K. (1991) Digital image processing, 2nd ed. Wiley, New York, 698 p. 
Prechelt, L. (1998) Early Stopping - but when? p. 55-69, in Orr, G.B., and Muller, K.-R(Eds.) 
Neural Networks: Tricks of the trade, Lecture Notes in Computer Science 1524, Springer Verlag, 
Heidelberg, 432 p. 
Ravid, R., and Levabib, N. (1992-06) Maximum-likelihood CFAR for Weibull background. IEE 
Proceedings-F, vol. 139, n° 3, p. 256-264. 
Roberts, L. (1963-05-22) Machine Perception of Three-Dimensional Solids. Lincoln Laboratory 
Technical Report #315. <http://www.lroberts.us/files/mach-per-3D-solids.html> (Consulte le 
2007-10-09) 
Roerdink, J.B.T.M., and Meijster, A. (2001) The Watershed Transform: Definitions, Algorithms 
and Parallelization Strategies , Fundamenta Informaticae, vol. 41, p. 187-228. 
Rosenfeld, A. (1970-05) A Nonlinear Edge Detection Technique. Proceedings of the IEEE, p. 
814-817. 
Rothwell, C, Mundy, J., Hoffman, W. and Nguyen, V.-D. (1994-12) Driving Vision by Topology. 
Technical Report n° 2444, INRIA. 
<http://citeseer.ist.psu.edu/article/rothwell94driving.html> (Page consultee le 2006-20-12) 
Rousseau, K. (2003-04) Selection semi-automatisee images-algorithmes appliquee a la 
cartographie - Phase I : Evaluation de l'approche par intelligence artificielle versus vision 
artificielle et apprentissage - Rapport d'etape. Montreal, CRIM. 47 p. [CRIM-03/04-01] 
Rousseau, K. (2004) PerfPredict v. 1.0 User Manual. Montreal, CRIM. 22 p. [CRIM-04/03-04] 
Rousseau, K., Benie, G. et Gagnon, L. (2003-10-14—2003-10-17) Prediction des performances 
pour la detection de contours en teledetection. In Actes du 25e Symposium canadien sur la 
teledetection (SCT) & ll e Congres de l'Association quebecoise de teledetection (AQT). 
Montreal, Quebec, Canada. 
Ruzon, M.A., and Tomasi ,C.(2001-11) Edge, Junction, and Corner Detection Using Color 
Distributions. IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 23, n° 11, p. 
1281-1295. 
Salotti, M., Bellet, F., and Garbay, C. (1996-04) Evaluation of Edge Detectors: Critics and 
Proposal. In Proceedings of Workshop on Performance Characterization Vision Algorithms, 
Cambridge, U.K. 
Sappa, A.D. (2006-02)Unsupervised Contour Closure Algorithm for Range Image Edge-Based 
Segmentation. IEEE Transactions on Image Processing, vol. 15, n° 2, p. 377-384. 
Sarkar, S., and Boyer, K.L. (1991-11) On optimal infinite impulse response edge detection filters. 
IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 13, n° 2, p. 1154-1171. 
Sarle, W.S. (2002-05-17) Neural Network FAQ, [En ligne]. 
<ftp://ftp.sas.com/pub/neural/FAQ.html> (Site consulte le 2008-01-29) 
Shin, M.C., Goldgof, D.B., Bowyer, K.W., and Nikiforou, S. (2001-08) Comparison of Edge 
126 
Detection Algorithms Using a Structure from Motion Task . IEEE Transactions on Systems, Man, 
and Cybernetics—Part B: Cybernetics, vol. 31, n° 4, p. 589 -601. 
Smith, S.M. (1995) Edge Thinning Used in the SUSAN Edge Detector. Technical Report 
TR95SMS5, Oxford University, 4 p. 
Smith, S.M., and Brady, J.M. (1995) SUSAN - A New Approach to Low Level Image 
Processing. Technical Report TR95SMSlc, Oxford University, 59 p. Also in (1997-05) 
International Journal of Computer Vision, vol. 23, n° 1, p.45-78. 
Sofka, M., and Stewart, C.V. (2003-05) Retinal Vessel Centerline Extraction Using Multiscale 
Matched Filters, Confidence and Edge Measures. IEEE Transactrions on Medical Imaging, vol. 
25, n° 12, p. 1531-1546. 
Stentiford, F.W.M. and Mortimer, R.G. (1983-01) Some new heuristics for thinning binary 
handprinted characters for OCR. IEEE Trans on Systems, Man, and Cybernetics, vol. 13, n° 1, p. 
81-84. 
Stuckens, J., Coppin, P. R., and Bauer, M. E.(2000) Integrating Contextual Information with per-
Pixel Classification for Improved Land Cover Classification . Remote sensing of environment, 
vol. 71, p. 282-296. 
Suetens, P., Fua, P., and Hanson, AJ . (1992-03) Computational Strategies for Object Recognition. 
ACM Computing Surveys, vol. 24, n° 1, p. 5-61. 
Sun Microsystems (2001) Java™ Look and Feel Design Guidelines. 2nd edition, Addison-Wesley, 
449 p. 
Swonger, C.W.R. (1997-10) Machine Vision, The Automated Extraction of Information from 
Images, <http://scx2.com/fourth_level_machine.htm> Consulte le 1999-02-03. 
Thepaut, O., Kpalma, K., Ronsin, J. (2000)Automatic registration of ERS and SPOT multisensor 
images in a data fusion context. Forest Ecology and Management, vol. 128, p. 93-100. 
Torre, V, and Poggio, T. (1984-08) On Edge Detection. MIT AI Memo 768. 
Touzi, R., Lopes, A., and Bousquet, P. (1988-11) A Statistical and Geometrical Edge Detector for 
SAR Images. IEEE Transactions on Geoscience and Remote Sensing, vol. 26, n° 6, p. 764-773. 
Umbaugh, S.E. (1998) Computer Vision and Image Processing : a practical approach using 
CVIPtools. Prentice-Hall, Upper Saddle, New Jersey. ISBN 0-13-264599-8. 504 p. 
Vasconcelos, M.J.P., Goncalves, A., Carry, F.X., Paul, J.U., and Barros, F. (2002 ) A working 
prototype of a dynamic geographical information system. International Journal of Geographical 
Information Science, vol. 16, n° 1, p. 69-91. 
Venkatesh, Y.V, Raja, S.K., and Ramya, N. (2006-04) Multiple Contour Extraction From 
Graylevel Images Using an Artificial Neural Network. IEEE Transactions on Image Processing, 
vol. 15, n° 4, p. 892-899. 
Vincken, K.L., Koster, A.S.E., Graff, CN.de , and Viergever, M.A. (2000) Model-Based 
Evaluation of Image Segmentation Methods, p. 299-311, in Klette, R., Stiehl, H.S., Viergever, 
M., and Vincken, K.L. (red.) Performance Characterization in Computer Vision. Kluwer, 
127 
Netherlands, 315 p. 
Voirin, Y. (2004) Elaboration d'un systeme a base de regies pour 1'identification des zones 
perturbees en milieu forestier. These de doctorat, Departement de Geographie et Teledetection, 
Faculte des Lettres et Sciences Humaines, 170 p. 
Walessa, M., and Datcu, M. (2000-09) Model-Based Despeckeling and Information Extraction 
from SAR Images. IEEE Transactions on Geoscience and Remote Sensing, vol. 38, n° 5, p. 
2258-2269. 
Wang, S., Kubota, T, Siskind, J.M., and Wang, J. (2005-04) Salient Closed Boundary Extraction 
with Ratio Contour . IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 27, n° 
4, p. 546-561. 
WenYin, L. and Dori, D. (1999) Principles of Constructing a Performance Evaluation Protocol 
for Graphics Recognition algorithms, p. 97-106, in Performance Characterization and Evaluation 
of Computer Vision Algorithms, Kluwer. 
Witten, I.H., and Frank, E. (1999-10-11) Data Mining: Practical Machine Learning Tools and 
Techniques with Java Implementations. Morgan Haufmann. 416 p. 
Xu, W, Jenkin, M., and Lesperance, Y. (2006) A Multi-Channel Algorithm for Edge Detection 
Under Varying Lighting. In Proceedings of Computer Vision and Pattern Recognition, p. 
1885-1892. 
Xue, X. and Wu, X. (2005-10) Directly Operable Image Representation of Multiscale Primal 
Sketch. IEEE Transactions on Multimedia, vol. 7, n° 5, p. 805-816. 
Yang, J., Liu, L., Jiang, T., and Fan, Y (2003) A modified Gabor filter design method for 
fingerprint image enhancement. Pattern Recognition Letters. 
Yitzhaky, Y, and Peli, E. (2003-08) A Method for Objective Edge Detection Evaluation and 
Detector Parameter Selection. IEEE Transactions on Pattern Analysis and Machine Intelligence, 
vol. 25, n° 8, p. 1027-1033. 
Yuille, A.L., and Coughlan, J.M. (2000-02) Fundamental Limits of Bayesian Inference: Order 
Parameters and Phase Transitions for Road Tracking . IEEE Transactions on Pattern Analysis and 
Machine Intelligence, vol. 22, n° 2, p. 160-173. 
Zhang, Q., Pavlica, G., Chena, W, Frasera, R., Leblanca, S., and Cihlara, J. (2005) A semi-
automatic segmentation procedure for feature extraction in remotely sensed imagery. Computers 
& Geosciences, vol. 31, p. 289-296. 
Zhoua, Y, Starkeyb, J., Mansinhab, L. (2004) Segmentation of petrographic images by 
integrating edge detection and region growing. Computers & Geosciences, vol. 30, p. 817-831. 
Ziou, D. and Tabbone, S. (1998) Edge Detection Techniques An Overview. International Journal 
of Pattern Recognition and Image Analysis, vol. 8, n° 4, p. 537-559. 
128 
Annexe 1 - Bibliographie thematique 
Cet annexe donne une liste de documents pertinents a la these, mais non-cites dans le texte. lis 
sont presentes ici pour apporter un complement a la revue de litterature. II s'agit de manuels de 
reference, ainsi que d'autres documents sur la detection de contours, sur revaluation des 
performances et sur les indicateurs de presence de contours. 
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Annexe 2 - Analyse theorique de la figure de merite de Pratt 
Procedons maintenant a une breve analyse theorique de la figure de merite de Pratt, dans le but de 
comparer son comportement a celui des autres methodes d'evalutation, comme la mesure-F. 
^ P(A) -
Mpratt=
max(P(G),P(A)) J} ~l+£d* (A2-1) 
Le minimum theorique A7Pratt=e est atteint quand tous les pixels detectes sont eloignes de vrais 
pixels de contours. 
Etudions maintenant le maximum theorique. Quand p - 0, les erreurs de positionnement ne sont 
pas penalisees. La valeur de l'indice ne depend que de P(A) et P(G). Elle est maximale et vaut 1 
quand P(A)=P(G). L'indice n'est pas informatif, car les contours detectes peuvent etre situes 
n'importe ou. 
Quand P >0, la distance penalise. Le cas p = +QO correspond a la situation ou seul un 
positionnement parfait est accepte. MPmtt vaut alors min(Precision, Rappel), ou min(x, y) est la 
fonction minimum, x + y —\x—y\ , ou \z\ est la fonction valeur absolue. La figure de merite 
atteint done sa valeur maximale au point d'inflexion de la courbe precision-rappel. 
Pour les valeurs reelles positives de P, la normalisation par max(P(G), P(A)) entraine trois cas 
differents de l'indice : P(A) < P(G), P(A) > P(G) et P(A) « P(G). 
Quand P(A) < P(G) le maximum theorique est atteint quand certains pixels de la verite-terrain ne 
sont pas detectes, mais que tous les pixel detectes sont situes a une distance nulle d'un vrai pixel. 
C'est la situation ou la precision (VP/(VP+FP)) est egale a 1, mais ou le rappel (VP/(VP+FN)) est 
inferieur a 1. Peu de bruit, beaucoup de silence. 
Quand P(A)>P(G), le maximum theorique est atteint quand tous les vrais pixels P(G) sont 
detectes et bien positionnes, mais qu'il existe des fausses alarmes. Dans ce cas, le rappel vaut 1 et 
la precision est inferieure a 1. Peu de silence, beaucoup de bruit. 
Quand P(A) ~ P(G), le maximum theorique est atteint quand les contours detectes sont bien 
positionnes. II y aura alors « peu de bruit» et « peu de silence. » C'est dans ce cas seulement que 
la precision et le rappel peuvent tous deux etre pres de 1. En principe, cela permet a l'indice 
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d'atteindre la vraie valeur maximale, pour laquelle la precision et le rappel ont la meme grande 
valeur. La valeur exacte du maximum, entre 0 et 1, depend de la valeur de P choisie. 
L'analyse de la figure de merite de Pratt suggere que, en principe, cet indice choisira comme 
maximum un point pres du point d'inflection de la courbe precision-rappel et que le parametre p 
joue un role semblable a la limite de distance utilisee dans le calcul de la mesure-F. 
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Annexe 3 - Algorithme d'appariement de contours 
Cet annexe decrit l'algorithme que nous avons utilise pour mettre en correspondance deux cartes 
de contours avec une distance d'erreur toleree de 2 pixels. La strategie employee est de jumeler 
les pixels detectes avec un pixel de verite-terrain qui soit le plus rapproche possible. 
L'algorithme decrit est plus rapide que l'algorithme d'affectation de Munkres1. Selon les tests 







SOIT PA=N0MBRE DE PIXELS A=l 
SOIT PG=N0MBRE DE PIXELS G=l 
SOIT ACC(G)=LISTE D'ACCUMULATEURS ASSOCIES A CHAQUE PIXEL G=l 
SOIT TP=0; 
POUR TOUTE POSITION P AVEC A(P)=1 { 
SI(G(P)=1) ALORS { 
A(P)=0, G(P)=0, TP++ 
> 
} 
POUR DISTANCE D = 1, SQRT(2), 2 { 
POUR TOUTE POSITION P AVEC A(P)=1 { 
A(P)=0; 
SOIT N = NOMBRE DE G=l A DISTANCE D DE P; 
POUR TOUTE POSITION Q A DISTANCE D DE P AVEC G(Q)=1 { 
ACC(G(Q)) += 1/N 
} 
POUR TOUT PIXEL G(P)=1 AVEC ACC(G(P))>1 { 
G(P)=0, TP++ } } 
SOMME = 0; 




SOIT TN=NBRE_PIXELS - TP - FP - FN 
RETOURNE (TN, FP, FN, TP); 
1 Ahuja, R., Magnanti, T., Orlin, J. (1993) Network Flows, Prentice Hall. 
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Annexe 4 - Rendement et mesure-F 
L'image «Ecole» du jeu de donnees aeriennes de South Florida contient 5,5 % de 
contours (Figure A4.1). Pour le detecteur de Kirsch, le rendement optimal est de 95,7 % (Figures 
A4.2 et A4.3). II est obtenu au seuil £, = 68. Les contours sont incomplets et la mesure-F vaut 47,6 
%. La meilleure mesure-F est de 55,1 %. Elle est atteinte au seuil ^ = 50. Les contours sont alors 
plus complets. 
(a) (b) 
Figure A4.1 - (a) Image « ecole » du jeu de donnees aeriennes de South Florida 
(b) Verite-terrain de contours 
(a) (b) 
Figure A4.2 - (a) Contours de Kirsch maximisant le rendement 
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Figure A4.3 - (a) Rendement en fonction du seuil 
(b) Mesure-F en fonction du seuil 
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Annexe 5 - Utilisation du logiciel PerfAmel 
Cette annexe explique comment utiliser le programme PerfAmel. Au demarrage, la premiere 
etape est d'ouvrir une image. Apres ce choix, un dialogue vous demandera de selectionner un 
algorithme de detection de contours a appliquer a l'image (Figure A5.1). 
Bie Affichage 
^ Open Image 
Importer les pararnetres 
Exporter las pararaitres 
Enlevar teus les pararaetra s 
Iris Train Gfily 
MsSptit-Sampte 
fri s Asymptotic v 
DCmD&mo 
Simple Network Demo 
• Consols BeanShell 
1 ; Preferences: 
Quitter 















Figure A5.1 - Ouverture d'une image et choix d'un algorithme 
Le logiciel calcule alors l'image d'amplitude de gradient de contours et la sauvegarde sous le nom 
raw.tif dans le repertoire de travail. Ensuite, le logiciel fait une recherche exhaustive pour 
determiner les parametres permettant d'optimiser les performances en fonction de la verite-terrain 
associee a l'image (Figure A5.2). La meilleure carte de contours est alors affichee et sauvegardee 
sous le nom bin. tif. 
Figure A5.2 - Recherche exhaustive de parametres 
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Pour l'etape de restauration, le logiciel commence par calculer les indicateurs qui serviront 
d'intrants au reseau de neurones. Ensuite, il vous demande alors si vous souhaitez entrainer un 
nouveau reseau ou reutiliser un reseau existant (Figure A5.3). Le logiciel precede ensuite 
automatiquement a l'entrainement ou au chargement d'un reseau. La carte d'indice de presence de 
contours est alors calculee et elle est multipliee avec la carte brute de l'algorithme classique. 
L'image obtenue est sauvegardee sous le nom amel.tif. Une recherche exhautive est faite pour 
determiner les meilleurs parametres pour la restauration. Le resultat est affiche et sauvegarde sous 
le nom de cleaned. tif. 
Would you like to open an existing network or train a new network? 
I Open 
0 Annular 
Figure A5.3 - Selection d'un reseau de neurones 
