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Abstract
In order to advance the performance of molecule based electronic devices
a detailed and fundamental knowledge about the underlying physical as-
pects is mandatory. It is well known that the performance of any organic
electronic device is influenced by the physics at the interfaces between dif-
ferent molecules or molecule and substrate. Tracing down these phenomena
towards the single molecular scale could highly improve the understanding
and broaden the insight into the physics involving interfaces with organic
compounds.
In this manner, the present thesis is concerned with the nature of condensed
single molecules studied by means of tuning fork based scanning tunneling-
and atomic force microscopy in ultra-high-vacuum and at low temperature.
The appealing local character of scanning probe based investigation tools is
very well suited for investigations at the sub-nanometer scale. Particularly,
the various spectroscopic operation modes directly enable to extract present
interaction forces, to visualize molecular frontier orbitals, or to study local
work function - or electrostatic potential variations. In order to apply these
techniques towards single molecules on a surface, in a first step different
spectroscopy data acquisition modes were compared with respect to the var-
ious experimental challenges that need to be regarded during long term high
data density measurements.
In a second step, the elasticity of a single molecule on a metal surface was
analyzed via three dimensional force spectroscopy data. By observing a
vertical elastic lifting process of certain functional side groups by the scan-
ning tip, a controlled manipulation process based on the rotation of single
molecules could be established. Similarly, the electronic properties of s single
molecule on two different substrates were addressed by scanning tunneling-
as well as three dimensional local Kelvin probe bias spectroscopy. By com-
paring the adsorption on a strongly interacting metal surface with that on
an intervening epitaxial NaCl bilayer, due to which the molecule electronic
structure is only weakly perturbed, the influences of charge transfer became
directly visible. Supported by first principles calculations, it was shown, that
even adsorption asymmetries concerning the second substrate layer below the
molecule affect the distribution of charge.
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Introduction
‘A computer wanted!’
This could have been a job offer from the 19th century, searching for a math
specialist. However, the history of computers as we know them today even
goes back to the ancient world. With its origin in the latin word ‘com-
putare’, meaning to compute something, it refers to mechanical or electrical
utilities (hardware) for arithmetic operations. Probably, one could regard the
Abakus as the first ‘computer’, which goes back to the indo-chinese culture
around 1000 BC. Ever since, innumerable other examples from specialized
mechanical to fully automatized machines based on punched paper cards,
were introduced.
The modern computer science was starting with the development of fully
programmable devices. A pioneer concept for this development was given
by the ‘turing machine’ introduced by A. Turing 1936. This hypothetical
device is capable of formalizing algorithms and computation, and is still up
to date to explain the functions of the central processing units in modern
computers. The first real prototypes then go back to Conrad Zuse with his
Z series. The Z3 presented in 1941 was the first working electromechanical
computer with binary- and floating point arithmetic.
In the following decades, the exponentially increasing development of sci-
ence and technology, and their mutual influence, led to innumerable break
throughs in technology, and gradually all features seen in modern comput-
ers, were added. One of the milestones is given by the transistor effect,
presented by W. B. Schockley, J. Bardeen and W. Brattain, who were re-
warded with the Nobel Prize in 1956 for their striking invention. Transistors
started to replace the amplifier tubes which have been the technological base
of computers until then. Allowing the drastic reduction of size without losing
operational power then finally quickened the development of personal com-
puters for private usage starting in the 1950th. With the ongoing progress in
microcontroller and integrated circuit development in the following decades,
the computers’ hardware became smaller and smaller, as well as faster and
faster. Nowadays equipped with displays, and many other interfaces, com-
puters continuously developed into a mass product deeply incorporated into
our present world.
While the basic concept remained since its early steps, the sizes, capacity
iii
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and computational power of computers mainly scale with the amount and
sizes of the plugged transistors, which is according to ‘Moore’s law’ [1]. To-
day, we are almost at the limit of present technologies with transistor sizes
down to the 100 nm regime [2]. The continuous size reductions are accom-
panied by several technological and fundamental challenges, and drastically
increasing costs in the required equipment to build them [2]. The search
of reasonable alternatives gave birth to modern nanotechnology and the at-
tempts of bottom-up approaches for electronic devices. In this concern, the
visionary talk of R. Feynman in 1960 named ‘There is plenty of room at the
bottom!’ [3] is still inspiring many scientists around the world.
Molecules are the smallest fully controllable units by which bits of informa-
tion can be carried, while maintaining a rich variety of functionalities, and
thus the fast increasing interdisciplinary research field of molecular nanotech-
nology developed. The sub-field molecular electronics [4–6] is based on the
ultimate goal to use single molecules in electronic devices within a bottom-up
approach. While the first evidence about charge transport through organic
materials by means of conductance measurements was presented by B. Mann
and H. Kuhn in 1971 [7], the concept goes back to the theoretical visionary
work from A. Aviram and M. Rattner, who suggested a single molecular rec-
tifier already in 1974 [8]. However, as simple the idea sounds, as complicated
it is to realize. In order to pass current through single molecular devices, to
measure voltage drops, or to explore them for storage technology, they al-
ways need to be in contact with a conducting electrode, which causes one of
the main challenges in the field [9, 10], associated with the central question:
How does charge move through single molecules?
An experimental break through in the technological accessibility of sin-
gle molecular units was finally given with the inventions of the scanning
tunneling- (STM) [11] and atomic force microscope (AFM) [12] in the 1980ths.
Allowing for ultimate spatial resolution in the sub-nanometer range [13–16]
single molecules can now be studied with high accuracy and precision, con-
cerning topographical and structural [17, 18], as well as functional proper-
ties, like molecular conductance [19, 20], molecular diffusion barriers [21],
or vibronic excitation. Furthermore, numerous examples of molecules as
functional devices like molecular switches [22, 23], or other molecular ma-
chines [24] have been presented.
The present thesis is concerned with mechanical and electronic properties of
single molecules on surfaces by means of STM and AFM utilizing a tuning
fork [25] sensor at low temperature and organizes as follows: Part 1 deals with
investigative tools. Starting with a brief review about tuning fork based to-
pographic and spectroscopic operation modes in Chap. 1, the first part of the
thesis aims at methodological work on multidimenional spectroscopy meth-
ods, which is subject to Chap. 2. Ruling out possible measurement artifacts,
two different data acquisition techniques are compared for all available spec-
troscopy modes. Finally, the equipment and sample preparation methods
iv
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will be presented in Chap. 3. A main focus lies on the handling of molecules,
which can be accompanied by various experimental challenges.
Part two then is subject to on-surface investigations. First, several theoret-
ical concepts in Chap. 4 will be summarized, while pointing out the mutual
influence of molecules and surfaces with respect to the characteristic local
adsorption geometry. Focusing on the well established and thoroughly in-
vestigated porphyrins and phtalocyanines [26], Chap. 5 will be subject to
atomic scale elastic properties of single porphyrin molecules. A control-
lable directed rotational manipulation process could be established, which
is supposed to be fully driven by the present interaction forces. Finally, in
Chap 6 the influence of the adsorption interactions on the electronic proper-
ties of a single copper phtalocyanine will be investigated by comparing the
adsorption on two different substrates, a strongly interacting metal surface
(Cu(111)), and on an intervening thin insulating bilayer of NaCl. By look-
ing at the local adsorption geometries and molecular resonances mapped by
scanning tunneling spectroscopy it was confirmed, that the electron transfer
on the metal strongly modifies the local density of states above the molecule,
besides lowering its symmetry. Furthermore, Kelvin probe local bias spec-
troscopy measurements proved that the symmetry is even further decreased
due to inequivalent adsorption sites in the subsurface layer of the Cu(111)
substrate.
v

Part I
Investigative Tools
1

Chapter 1
Tuning Fork Based Scanning
Probe Microscopy
The remarkable inventions of the scanning tunneling- (STM) [11] and atomic
force microscope (AFM) [12] by Binnig, Rohrer, Quate and Gerber in 1982
and 1986 respectively, facilitated the ultimate entry into the tiny nanoworld.
Since then, both techniques evolved into invaluable tools for surface science
investigations [15,16]. They allow for atomic-scale topographic characteriza-
tions [13,14], as well as for the probing of various physical properties like the
sample electronic structure [27, 28], potential energy landscape [29, 30], or
local work function variations [31,32]. Finally, they also made the visionary
idea of controlling matter on the atomic scale by means of manipulation be-
come true [33,34]I. Nowadays, applications range from inorganic surfaces to
biological sample systems, and most probably nobody would have expected
that for instance an AFM will even be sent to Mars in order to be part in
revealing its geologic history and biological potential [37].
The common basis of scanning probe methods relies in the scanning principle,
in which a physical probe (atomically sharp tip) is brought into the close
proximity of a surface and mechanically moved across it by means of an
incremental scan, driven by piezoelectric actuators, as shown in Fig. 1.1. This
makes them essentially different from other microscopes as it necessitates to
consider interactions within a near field approximation. Hence, the resolution
is not limited by optical diffraction effects (Abbe’s law) but scales with the
probe’s size which in turn is the reason for the availability of spatial resolution
at the atomic scale.
The operation of an STM relies in the detection of a quantum mechanical
tunneling current between a tip and conductive sample, used also for dis-
IBoth methods are also able to probe magnetic properties by means of spin-polarized
STM (SP-STM) [35], magnetic force microscopy (MFM) [16] or magnetic exchange force
microscopy (MexFM) [36]. However, these sub branches will be disregarded for the fol-
lowing discussion as no magnetic properties have been subject to this thesis.
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Figure 1.1: Scheme of a qPlus tuning fork sensor scanning across a sample surface.
One of the two tuning fork prongs is fixed while the other one serves as the force
sensor with a tip mounted at its free end. It can either be operated by STM,
AFM or simultaneous STM/AFM modes by employing different feedback circuits
as introduced in Sec. 1.3.1.
tance control. On the other hand, the key parameter in AFM is given by
the tip-sample interaction force, or in dynamic operation modes by the force
gradient. Thus, complementary information is available compared to STM,
particularly also insulating surfaces can be accessed. All measurements pre-
sented in the framework of the thesis have been recorded with a quartz based
tuning fork in the so called qPlus configuration suggested by Giessibl [see
Sec. 1.3] [25,38]. A schematic drawing is shown in Fig. 1.1. With this sensor
type, the simultaneous operation of scanning probe microscopes with STM
and AFM became possible in a straightforward manner [39]. Characteris-
tically, one of the two tuning fork prongs is fixed to a substrate, while the
scanning tip is mounted on the other one, which then acts as force sensor
and STM tip at the same time. In order to probe a surface various operation
modes are available [see Secs. 1.3.1, 1.3.2, and 1.3.3]. However, before going
into detail about these, the physical background of the quantum mechan-
ical tunneling current and the tip-sample interaction forces will be briefly
reviewed in the next two sections.
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Figure 1.2: The tunneling current. (a,b) Schematic energy diagrams illustrating
the flow direction of the tunneling current It between tip and sample in case of
aligned Fermi levels (a), and a positive applied bias voltage Ubias. Evac defines the
vacuum level, ΦT and ΦS the work functions, ρT and ρS the densities of states,
and EF,T and EF,S the Fermi energies of tip (T) and sample (S). (c, d) The one
dimensional tunneling effect. From the classical point of view (c) a particle with
energy E < V0 will be totally reflected by the barrier. In contrast, in quantum
mechanics (d) particles are described by wave functions Ψ with a certain finite
probability of tunneling through the barrier.
1.1 The Tunneling Current
When an atomically sharp metallic tip and a sample are brought into close
proximity to each other (≈ 10Å), their wave functions ΨT amd ΨS begin
to overlap. As a result, the quantum mechanical tunneling effect leads to a
certain probability for electrons to overcome the tip-sample-barrier, as it is
shown in Fig. 1.2 (a). By applying a bias voltage Ubias of typically 0V to
3V, the respective Fermi levels EF,T and EF,S shift against each other [see
Fig. 1.2 (b)], defining a preferred tunneling direction which depends on the
polarity. Hence, a net tunneling current It starts to flow which exponentially
depends on the tip-sample-distance z. If the tip bias with respect to the
sample is positive electrons tunnel from occupied tip states into unoccupied
sample states. On the other hand, for negative biases they tunnel from
occupied sample states into unoccupied tip states. At this point, it should
be mentioned, that in the experimental setup used the bias voltage is always
applied to the tip.
The most elementary theory of the tunneling current assumes the tip-sample
separation as one dimensional piece-wise constant barrier of the height V0
[41], like depicted in Fig. 1.2 (c) and (d). From the classical point of view
particles of the massm and energy E can only traverse the barrier, if E > V0.
Otherwise, they will be reflected as the particle shown in (c). However, in
5
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Figure 1.3: STM images dominated by (a) the sample topography, and (b)
electronic effects. In (a) the step devolution on the Cu(111) surface is shown. In
contrast, the wave patterns visible in (b) can be attributed to the Shockley type
surface state on Cu(111) [see Sec. 3.3]. The protrusions refer to certain orbitals
of single Cu-phtalocyanine [40] molecules [Chap. 6]. Parameters: (a): Ubias =
−500mV, It = 35 pA, (b): Ubias = −20mV, It = 30 pA.
quantum mechanics, which is based on the wave particle dualism, they are
described by their wave functions Ψ which have to satisfy the Schrödinger
equation. Experimentally, this leads to a finite probability of finding par-
ticles with E < V0 beyond the barrier, which have tunneled through it
[Fig. 1.2 (d)].
The expression of the tunneling current relies on the transmission coefficient
T which determines the tunneling probability. It is defined by the ratio of
the transmitted jt and incident ji current densities via [41]:
T =
jt
ji
=
1
1 + (k2 + κ2)2/(2kκ sinh(κz))2
κz>>1
=
16k2κ2
(k2 + κ2)2
e−2κz, (1.1)
where k2 = 2m/h¯2E, and κ =
√
2m(V0 − E)/h¯. The approximation of
κz >> 1 refers to a strongly attenuating barrier. The one dimensional ap-
proach clearly illustrates the tunneling current’s sensitivity on the barrier
width (independent of its exact shape), and its strongly exponential depen-
dence on the tip-sample separation. This in turn ensures that mainly the
front most tip atom is involved into the imaging process of STM, being reason
for the high obtainable resolution.
Eq. 1.1 serves for a description of topographic effects only, like for instance
in Fig. 1.3 (a). On the other hand, if the image is as well influenced by
electronic effects, like the wave patterns in Fig. 1.3 (b) [see also Sec. 3.3],
a three-dimensional treatment is needed for an explanation. An example is
given by the approach presented by Bardeen in 1961 [42], which is subject
to the next section.
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Figure 1.4: (a) Scheme of the tunneling process in accordance to Bardeen. For
large separations, tip and sample can be described by their free potentials. Only for
small z a weak coupling occurs due to the perturbation of the tip. (b) Tip model
of the Tersoff-Hamann model.
1.1.1 Tunneling Hamilton Formalism
By employing first order time dependent perturbation theory (Fermi’s
Golden Rule) in accordance to Bardeen [42], the tunneling current can be
expressed within a 3D geometry. In contrast to his original theory in which
he regarded the tip-sample system as two unperturbed only weak interacting
sub-systems, the following derivation is based on a scriptum of Blügel [43],
and accounts for a perturbation already in the first place. The Schrödinger
equations of the initially separated tip- and sample systems [see Fig. 1.4 (a)]
are given by
(
− h¯
2
2m
∆+ VT
)
ΨTν = E
S
ν Ψ
T
ν , (1.2)(
− h¯
2
2m
∆+ VS
)
ΨSµ = E
S
µΨ
S
µ , (1.3)
where VS and VT are the potentials and ΨSµ and Ψ
T
ν the initially unperturbed
wave functions of tip and sample, respectively. Upon the approach of tip
and sample with an applied bias voltage, the potentials start to modify due
to the perturbation of the tip, as shown in Fig. 1.4 (b). By applying a
time dependence VT (t) = e
ηt
h¯ VT and setting η > 0 for the tip potential one
obtains:
ih¯
∂
∂t
Ψµ =
(
− h¯
2
2m
∆+ VS + e
ηt
h¯ VT
)
Ψµ. (1.4)
Initially (t→ −∞), all electrons occupy sample eigenstates ΨSµ(~r) while later
the tip perturbation leads to the additional occupation of tip states ΨTν (~r).
By inserting the Ansatz:
Ψ(~r, t) = aµ(t)Ψ
S
µ (~r) e
−
i
h¯
ESµ t +
∑
ν
cν(t)Ψ
T
ν (~r) e
−
i
h¯
ETν t, (1.5)
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into Eq. 1.4 and iteratively solving the obtained system of equations in the
time dependent perturbation approach with first order approximation yields
in an expression for the transition rate of electrons which passed from ΨSµ
into ΨTν :
ωµν(t) =
d
dt
|cν(t)|2 = 2η
(ESµ − ETν )2 + η2
e
2ηt
h¯
1
h¯
∣∣〈ΨTν |VT |ΨSµ〉∣∣2 . (1.6)
Employing the delta distribution in the limit of η → 0 finally leads to:
ωµν =
2π
h¯
δ(ETν − ESµ ) |Mµν |2 , with (1.7)
Mµν =
〈
ΨTν |VT |ΨSµ
〉
. (1.8)
The delta function δ(ETν − ESµ ) ensures energy conservation (only elastic
tunneling), and the tunneling matrix element Mµν is Fermi’s Golden Rule
for the perturbation VT . It can be rewritten as a surface integral:
Mµν = − h¯
2
2m
∫
A
d~S ·
(
ΨT∗ν ~∇ΨSµ −ΨSµ ~∇ΨT∗ν
)
, (1.9)
which only depends on the wave functions of tip and sample at any chosen
interface A separating tip and sample within the vacuum barrier region.
Finally, the tunneling current as it is proportional to eωµν can be derived by
regarding all possible transitions from occupied sample states to unoccupied
tip states and vice versa, resulting in:
I =
4πe2
h¯
Ubiasρ
T (ETF )ρ
S(ESF ) |M |2 . (1.10)
ρS and ρT denote the density of states (DOS) of tip and sample and EF the
Fermi energy. In this manner, only a model for the tip structure is required
to deduce the tunneling current, which however is not trivial at all, as its
exact shape in experiment is usually unknown.
For mathematical reasons, most models start from strong simplifications
like assuming a pure elastic one-electron tunneling process, e. g. the Tersoff-
Hamann model, which will be described in the next section. In that way,
interactions leading to the origination of phonons, plasmons or other losses
[Inelastic Tunneling, see Sec. 1.3.3] are not considered at all [15]. More real-
istic models, accounting for high temperatures, large bias voltages or more
complex sample systems like adsorbed organic molecules, quickly become
mathematically highly demanding [15, 44–47]. Up to now, no complete the-
ory capable of a description of all phenomena is available [43].
1.1.2 Description of the Tunneling Tip
Tersoff and Hamann [48,49] have been the first to apply the transfer Hamil-
tonian approach to STM. They used the most basic model by assuming the
8
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tip as a sphere of radius R and assumed its wave function as a s-orbital
isotropically propagating in all directions [see Fig. 1.4]. In addition, it is
required that tip and sample stay in vacuum and are composed of the same
material exhibiting identical work functions. Another simplification, which
was not regarded within the original approach, replaces the tip by a single
atom. But, it leads to the same result [43].
According to Bardeen the wave functions of tip and sample both need to
satisfy the vacuum Schrödinger equation at the interface A[
∆− κ2]Ψ = 0, (1.11)
whereas κ2 = 2mΦ
h¯2
is the minimum inverse decay length of the wave func-
tions and Φ the effective local potential barrier height, proportional to the
effective local work function. The rather complicated solution for the tip
wave function is given by the spherical modified Bessel function of second
type:
ΨTν (~r − ~R) ∝
e−κ|~r−~R|
κ
∣∣∣~r − ~R∣∣∣ ,
∣∣∣~r − ~R∣∣∣ 6= 0. (1.12)
To calculate the tunneling current Eq. 1.12 is inserted into Eq. 1.9. Using
the Green function of the Schrödinger equation (κk0(κ |~r − ~r′|)) yields in:
Mµν(~R) ∝ 2πh¯
2
κm
ΨSµ(~R), (1.13)
and if regarding only small bias voltages and a structureless DOS of the tip
(ρT = const.) finally leads to
I(~R,Ubias) ∝ 16π
3h¯3e
κ2m2
Ubiasρ
TρSloc(
~R,ESF ). (1.14)
Thus, Eq. 1.14 comprises the influence of the electronic sample structure,
and the strongly exponential distance dependence, which becomes visible if
regarding that the sample wave function ΨS(~R) ≈ e−κz is exponentially de-
creasing into vacuum. Despite its strong simplifications the Tersoff-Hamann
model works well for many cases and is justifiable if keeping in mind that
the front most tip atom gives the strongest contribution to the tunneling
current. In this manner, the majority of STM images are to a first approach
interpreted on the basis of this model.
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Figure 1.5: Force contributions and the influence of the AFM tip. (a) Dominating
force contributions at different tip-sample separations. (b) For long-range forces the
whole mesoscopic tip has to be taken into account while for short-range interaction
only the front-most atoms play a role.
1.2 Interaction Forces
The close proximity of tip and sample can not only lead to a tunneling
current, but furthermore causes several different interaction forces, which
are often neglected for the interpretation of pure STM images. Their sum,
the total interaction force, is subject to AFM and detected by means of a
force sensor, which is most often constructed by a flexible cantilever beam
on which the scanning tip is mounted. In case of a qPlus [25,38] tuning fork
for instance, as shown in Fig. 1.1, it is the free prong that acts as cantilever.
Generally, atomic force microscopes come up with numerous possible opera-
tion modes customized for different application fields [16,39,50,51]. The main
distinction concerns, whether the force sensor is operated in a static man-
ner, or dynamically, meaning that it is always deliberately vibrated above
the surface close to or at resonance. At small tip-sample-separations z the
interaction forces cause a slight bending of the force sensor which is exploited
within the static modes [16]. On the other hand, changes in the oscillation
properties, like the amplitude, frequency or phase, are subject to dynamic
modes. The following introduction will be restricted to non-contact AFM
(nc-AFM) in the dynamic frequency modulated mode (FM) [52]. Commonly
used in ultra-high-vacuum (UHV) for high resolution investigations of nanos-
tructures, this technique was also used throughout the whole thesis.
All forces that contribute in AFM are of electromagnetic origin. For differ-
ent tip-sample distances, different interactions dominate, which is depicted in
Fig. 1.5 (a)II. Generally, they can be separated into long range (lr) [electro-
static long range Fel,lr, and van der Waals (vdW) FvdW] and short range (sr)
[electrostatic short range Fel,sr, chemical Fchem, Pauli- and ion-ion repulsion
Frep] forces. For a description of the long-range interactions (Flr) with ranges
IICapillary forces are neglected because they are not present in an UHV environment.
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Figure 1.6: Origin of the CPD. (a) Two separated materials (tip and sample)
with work functions Φ1 and Φ2 and Fermi energies EF1 and EF2. (b) Establishing
of an electrical connection causes a CPD, and hence an electrical force Fel. (c)
Compensation of the field by applying Ubias = Udc = −UCPD.
of several tenth of nm the whole mesoscopic tip needs to be taken into ac-
count while short-range forces (Fsr) exhibit stronger distance dependencies
with decay lengths of a few Å. Hence, only the front most tip atoms play a
role [see Fig. 1.5 (b)]. The total interaction force FTS is given by
FTS = Flr + Fsr = Fel,lr + FvdW + Fel,sr + Frep, (1.15)
and each contribution will be further described in the following section.
1.2.1 Force Contributions
Electrostatic Interactions
Differences in the work function of the electrically connected tip and sample
cause a contact potential difference (CPD). Its origin is illustrated in Fig. 1.6
by using the example of two initially separated metallic materials with work
functions Φ1 and Φ2 and Fermi energies EF1 and EF2 (a). Establishing
an electrical connection (b) provokes that electrons flow from material 2 to
1 until EF1 = EF2, while the local vacuum level is lowered by eUCPD =
(Φ1 − Φ2) = ∆Φ. Hence, an electric field Fel,lr builds up, which gives rise
to a long range electrostatic force, similar to a charged capacitor. By
applying an appropriate bias voltage Ubias=-UCPD the electric field, and
corresponding force, become compensated (c). This is subject to a sub field
of AFM, Kelvin Probe Force Microscopy (KPFM), or local bias spectroscopy
[see Sec. 1.3.2].
If an insulating tip and sample are to be regarded instead, long-range elec-
trostatic forces can arise due to localized charges, or the polarizability of tip
and sample [16]. On the other hand, if the tip is insulating, while the sam-
ple is conductive (or vice versa), electrostatic forces can be caused by image
charges provoked by localized surface charges [53]. All these electrostatic
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long range interaction forces are subject to the Coulomb law. Mathemati-
cally, the tip-sample geometry can be described as plate capacitor with the
capacitance C = C(z), which depends on the tip-sample distance z, and on
the tip structure. If the latter is assumed as a truncated cone which ends in
a half sphere with radius R [54], the electrostatic force is given by
Fel =
1
2
∂C
∂z
(Ubias − UCPD)2 = −πǫ0R
2
z2
(Ubias − UCPD)2, (1.16)
where Ubias refers to the applied bias voltage between tip and sample, and
UCPD to the contact potential difference, needed to compensate the electric
field across the sample surface.
If the tip-sample distance becomes smaller than the surface lattice spacing,
variations of the CPD down to the atomic level can be detected [31,32,55–58].
This is referred to as local contact potential difference (LCPD), and hence at-
tributed towards changes in the local work function, which will be subject to
Sec. 4.2. Its origin was controversially discussed [see [59] and the references
therein]. Altogether, the physical origin of LCPD variations are subject to
short range electrostatic forces Fel,sr, which can arise for instance from
local surface dipoles, inhomogeneous charge (re-) distributions, or polariza-
tion effects [60, 61], but also from chemical interactions [57]. Within the
multiscale approach presented by A. Sadeghi et al. [62–64], LCPD variations
are treated by looking at the electrostatic long range force Fel,lr between
the mesoscopic tip and the sample, which acts on the tip apex. Atomic
scale variations can then be directly connected to dipole moments induced
in the tip apex via localized charge variations across the surface. It should
be noted that both, the CPD and LCPD strongly depend on the geometrical
and chemical composition of the tip apex, and for quantitative analysis an
adequate calibration is necessary [59].
Van der Waals Interactions
Long range van der Waals (vdW) interactions are always present in AFM
and thus the most dominant force contribution. They originate from fluctua-
tions of dipole-dipole interactions. Mostly, they can be related to dispersion
forces which arise if statistical charge fluctuations within the atomic shells
temporarily lead to electric dipole moments within an atom. This in turn
can induce a dipole moment in a second atom close by. Consequently, the
two start to attract each other.
The vdW-force between two atoms can be described by a F ∝ z−7 law for
small tip-sample separations, whereas it reduces to F ∝ z−8 for distances
beyond z≈ 5 nm [16, 65]. The relation for the extended macroscopic tip-
sample geometry can be derived by integration over the interactions between
all contributing atoms. For this purpose, Hamaker suggested the assumption
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of pairwise additive and non retarded forces [66]III and regarded the tip as
sphere with radius R which resulted in
FvdW = −HR
6z2
. (1.17)
H denotes the so called Hamaker constant (10−19 J), and z the tip-sample
distance. The strength of vdW-interactions scales with the tip radius R. The
smaller it is, the smaller their impact.
Chemical Forces and Repulsion
For tip-sample distances z ≤ 1 nm the electronic orbitals of tip and sample
significantly start to overlap, and chemical interactions become important.
By slowly decreasing z first directed covalent bonds begin to form between
the front most tip atoms and surface leading to attractive chemical forces,
because the bond formation reduces the total energy. For stronger orbital
overlaps through a further decreased z the Pauli principle leads to Pauli
repulsion and the missing electron shielding of the charged ion cores to
ion-ion-repulsion.
Mathematically Fsr can be described by the empirical Lennard-Jones (LJ)
potential [67]
VLJ(z) = E0
((z0
z
)12
−
(
2
z0
z
)6)
, (1.18)
where E0 is the binding energy and z0 the equilibrium distance. The term
≈ z−6 is related to attractive interactions; the one ≈ z−12 to repulsive ones.
An equivalent alternative model potential is given by the Morse potential
[68], which was originally meant to describe the potential energy for a two
atomic molecule:
VM (z) = D0(e
−2a(z−z0) − 2e−a(z−z0)), (1.19)
where z0 is the equilibrium distance (lowest potential energy), a a charac-
teristic constant and D0 the energy minimum for z = z0.
1.2.2 Dynamic Operation and Spatial Resolution
The trajectory of the oscillating movement of a dynamically operated force
sensor can be described by
z(t) = Aoscsin(ωt+ φ) = Aoscsin(2πf0t+ φ), (1.20)
whereas Aosc is the oscillation amplitude, φ the phase between actual ampli-
tude and excitation signal, and ω = 2πf0 refers to the oscillation frequency,
IIIActually, influences of third atoms within the continuum can not be excluded. Ap-
plying the Lifshitz theory circumvents this problem but is mathematically much more
elaborate. However, both approaches result in the same distance dependence.
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Figure 1.7: Interaction forces in AFM and the influence of the oscillation ampli-
tude (a) Plots of the short- and long-range forces described by the LJ- and vdW-
force laws and their sum describing the total interaction force in AFM. (b) The
total interaction force for different oscillation amplitudes, according to Eq. 1.25.
which in the FM operation mode [52] is always carried out at the resonance
frequency f0. While a detailed introduction is given in Sec. 1.3.1, here we
only need to know, that two of the dynamic properties, Aosc, and φ, are
externally controlled. In this manner, the interaction forces are detected via
the shift ∆f of the resonance frequency f0 in the interaction free case, and f ,
the resonance frequency of the force sensor being close to the surface, which
is already affected by Fts:
∆f = f − f0 = 1
2π
(√
k
m
−
√
k + 〈kts〉
m
)
. (1.21)
k refers to the spring constant of the force sensor, m to its mass, and 〈kts〉 to
a spring constant attributed towards Fts. The origin of the frequency shift
∆f will be discussed in the following section.
Atomic resolution in AFM arises if Fts varies at the atomic scale and thus
is dominated by short-ranged force contributions. Frequently, it can be
explained by bond formations through attractive chemical forces that are
formed and ruptured upon the force sensor oscillation, like for instance for
the prototype Si(111)-(7x7) surface [14, 69]. On the other hand, for insulat-
ing surfaces like ionic crystals short-range electrostatic interactions lead to
atomic contrast which arise by the alternating charges of neighboring atoms
which interact with a tip of a certain polarization (or a tip with a certain
charge at its apex) [70]. However, obtaining high resolution is generally
more difficult compared to STM which is due to the general impact of the
long-range contributions and a non-monotonic force-distance relation [see
Sec. 1.3.1].
The interplay of short- and long-range forces is illustrated in Fig. 1.7 (a)
by assuming that the total interaction force is solely comprised by the sum
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of long-range vdW interactions (blue) and short-range forces (green). The
smaller the impact of vdW forces, the more the total interaction force equals
the Lennard-Jones potential and hence, is dominated by the short-range
force contributions responsible for high resolution. As already mentioned,
practically the impact of vdW interactions can be reduced by working with
atomically sharp tips (small R).
Another important aspect concerns the choice of oscillation amplitude needs
to be taken into account. Because the tip is oscillated perpendicular to
the surface, at different z(t) of its trajectory different force contributions
dominate, and short-range interactions only play a role at the lower turning
point, which is a rather small fraction of the oscillation period. The smaller
the amplitude the higher the measurement sensitivity towards short-range
forces. This is illustrated in Fig. 1.7 (b), where the total interaction forces is
plotted for three different amplitudes by using Eq. 1.25 which will be derived
in the next section.
1.2.3 Origin of the Frequency Shift
In order to rule out the influence of the total interaction force Fts on the
measured frequency shift, a closer look towards the description of the motion
of the force sensor becomes necessary. Within the theory of elasticity it can
be described by a damped harmonic oscillator [71]:
mz¨ = −kz + Fts(z), (1.22)
where m is the effective mass, and z = z0 + Aoscsin(ωt) harmonic trajec-
tory of the vertical tip position. The fact that Aosc is always kept constant
allows the assumption that the internal friction of the force sensor is fully
compensated by the energy introduced by the excitation.
In case of small amplitudes (small compared to the characteristic decay
length of the respective force, Aosc < 100 pm) the tip-sample interaction
disturbs the cantilever motion over the whole oscillation cycle, and Eq. 1.22
can be solved by a linear expansion. The result gives a simple connection
between ∆f and the force gradient ∂F
∂z
:
∆f
f
= − 1
2k
∂F
∂z
. (1.23)
For larger amplitudes (Aosc > 100 pm), the harmonic potential of the
cantilever is only disturbed when the tip moves through the lower turning
point of the oscillation. Substituting z = z0 + Aoscsin(ωt) into Eq. 1.22,
multiplying by sin(ωt) and integrating over one oscillation cycle T = 2π
ω
results in a relation between ∆f and the force:
πAosc
(
k
ω
− ωm
)
=
∫ 2pi
ω
0
sin(ωt)Fts(z0 +Aoscsin(ωt))dt. (1.24)
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A simplification is gained by applying the approximation of ∆f << f0 and
by rewriting Eq. 1.24 for n oscillation cycles:
Ak
∆f
f0
=
1
2πn
∫ 2πn
0
cos(θ)Fts(z(t))dθ, (1.25)
where θ = 2ωt refers to the phase. This result was first derived by Giessibl,
but in a mathematically more difficult way based on a perturbation approach
[72].
By modeling Fts with linear combinations of the different force contributions
and inserting it into Eq. 1.25 leads to analytic expressions for ∆f(z,A)
[73]. On this basis, the so called normalized ∆f ∝ A−
3
2
osc was introduced,
being helpful for a comparison of AFM measurements recorded with different
tips and/or Aosc. Its role is similar to that of the tunneling impedance in
STM on metals [39]. Nevertheless, the main utilization of Eq. 1.25 is given
by its application in the reverse way which is subject to Dynamic Force
Spectroscopy [see Sec. 1.3.2].
1.2.4 Energy Dissipation in nc-AFM
At small tip-sample separations non-conservative dissipative forces might
contribute as well. To keep the oscillation amplitude constant in this case
an increased excitation amplitude Aexc is needed which serves as a measure
for the dissipated energy Ediss [74]:
∆Ediss = πk
A2osc
Q
(
Aexc
Aexc,0
− 1
)
. (1.26)
Here, Q is the quality factor of the force sensor, and ECL,0 = πk
A2osc
Q
the
energy stored in the cantilever motion in the interaction free case.
Contrast in the Aexc channel can be particularly expected for low symme-
try and/or low coordination tip- sample configurations, and even occurs at
the atomic scale [14, 75]. While a good overview about different underlying
mechanisms of dissipation is given in [76, 77], here only two main mech-
anisms are distinguished, velocity- and hysteresis dependent damping. It
should be mentioned that the non ideal behavior of the instrument or in-
adequate choice of feedback parameters especially at high scan speeds can
also lead to an increased Aexc which are subsumed under the phenomena of
apparent damping [78].
In case of velocity dependent damping the cantilever’s equation of mo-
tion is extended by a term containing a dissipation/friction force proportional
to the tip velocity. Mainly two origins have been proposed: the Joule- and
the Brownian dissipation. The first one is mediated by long-range electrical
fields [79], while the latter relies on fluctuations of atomic positions coupled
by short-range forces.
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On the other hand, non velocity dependent, but hysteresis dependent
damping is related to tip-sample interaction energies that are bistable in
a finite range of displacements. That way, force jumps occur at different
positions in the for- and backward motion of the tip. If induced by adhesion
forces they show up in a stronger tensile force needed for the contact break-
ing of a „ jump-to-contact“ than for its formation [80,81]. On the other hand,
atomic instabilities cause damping by local rearrangements of one or a few
low coordinated tip or sample atoms, before multi atom adhesive contacts
are formed at further decreased z [82, 83]. Anyhow, it might be difficult to
distinguish these for instance from thermal activations. Note furthermore,
that the distinction of velocity- and hysteresis dependent damping mecha-
nism starts to smear out at finite temperatures.
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1.3 Operation with a qPlus Tuning Fork Sensor
Probably never would J. Shore, the inventor of the tuning fork, have been
able to foresee that surface science physicists would start to use them in order
to image atoms [14] or single chemical bonds within molecules [18]. Being
a musician in the eighteenth century, he invented a tool for the purpose of
tuning his lute, and just for fun, and due to the similar shape, he named
it pitch fork at first. Physically, a tuning fork is an acoustic resonator with
the shape of a two prong fork. The main characteristic concerns the fact
that vibration of a tuning fork leads to a resonance at a specific constant
very pure tone (pitch), which depends on the lengths of the prongs. In the
ground oscillation mode, both oscillate in a mirrored fashion, so that the
center of mass stays at rest and all forces become compensated inside the
material by which the prongs are connected. Still today, metal tuning forks
with f = 440Hz define the standard pitch by which music instruments are
tuned and almost every music conductor owns one.
Even more popular, however, might be the tiny quartz made tuning forks
widely incorporated into electric devices like watches. Working as time keep-
ers, they were invented in 1927 by W. Marrison and J. W. Horton. Thanks
to the piezo electrical effect of quartz, by which mechanical stress can be
transformed into electrical charge separation and vice versa, they can be
driven fully electrically by applying small oscillation voltages to the metal
electrodes contacted to the tuning fork surfaces.
When it comes to SPM methods, the first utilization of a tuning fork based
sensor goes back to Günther et al. [84], who applied it in a scanning near field
microscope. However, the type of tuning fork sensor relevant for the present
thesis, is given by the qPlus sensor, which was developed by Giessibl [25,38].
Here, one pong is fixed towards a substrate, which was depicted in Fig. 1.1,
in principle resulting in a piezoresistive cantilever with tip [85].
While the most commonly used force sensors are given by micromachined
silicon cantilevers, qPlus tuning forks [25, 38] gain successively increasing
popularity, which is due to several reasons. A major advantage is given by
the fact that the sensor actuation needed for dynamic operation, as well as
the signal read out can be accomplished in a pure electric manner, while
only two electrical contacts are needed. This makes the integration into
SPM, particularly for low temperature environments, quite simple [39, 86].
Also, the high frequency stability with temperature and time is an important
issue. Furthermore, they posses a comparably high stiffness of 1800Nm−1IV.
Because the measurement stability for dynamic AFM operation scales with
the stiffness and oscillation amplitude of the sensor [39], qPlus tuning forks
IVThe stiffness of conventional Si based cantilevers accounts to ksi ≈
10Nm−1to50Nm−1. A second alternative probing sensor, also on quartz basis, in-
troduced by Specs Zurich GmbH, is the Kolibri sensor [87, 88], where even stiffnesses of
kkolibri ≈ 540 kNm
−1 are reached.
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enable the operation at amplitudes down below the 1 nm scale. This highly
increases the measurement sensitivity towards short-range interaction forces,
for which Aosc should be ideally tuned to the same magnitude as the decay
length of the short-range forces κsr ≤ 1 nm, which was discussed in Sec. 1.2.1.
For conventional Si based cantilevers, small oscillation amplitude operation
can only be carried out by using multimodal modes, featuring the actuation
of higher harmonics [89–95], which is technically more elaborate.
The possibility of ultra small amplitude operation is also the reason, why
by means of a qPlus force sensor the obtainable spatial resolution could
be pushed forward to imaging single chemical bonds within molecules [18].
Here, the contrast mainly arises due to short-range Pauli interaction forces
[96]. These only dominate the measured frequency shift, if operating with
nanometer scale oscillation amplitudes, while approaching the tip as close as
possible before a multi-atom contact is formed [96].
Concerning the simultaneous STM and AFM operation, which can actually
be tuned by any force sensor, a main advantage of tuning forks concerns,
the fact, that principally tips of any material can be glued to the free prong.
In contrast to conventional Si based cantilevers, this allows for purely con-
ductive tips. Furthermore, the use of small amplitudes is advantageous for
the current detection, because the vertical oscillation of the force sensor
causes an oscillation of the distance dependent tunneling current as well [see
Sec. 1.3.1].
1.3.1 Topography and Feedback Operation
By scanning the tuning fork laterally above the sample surface, topographic
images are recorded, and in case of conductive samples, both It and ∆f .
can be measured at the same time. For this purpose, three different options
are available, which are illustrated in Fig. 1.8: the constant current- (a),
constant frequency shift- (b), and constant height (c) mode. In contrast
to conventional STM the measured tunneling current for an oscillating tip,
which is important upon simultaneous operation, is given by [39]
〈It(z,Aosc)〉 ≈ I(z, 0)√
4πκtAosc
. (1.27)
If necessary, the absolute tunneling current can then be extracted a posteriori
by applying the algorithms described in [97]. The experimental setup of the
feedback operation for a tuning fork based SPM are depicted in Fig. 1.9, and
will be described in the following sections.
Constant Current Mode
The elements necessary for feedback operation via a constant current It in
Fig. 1.9 are highlighted in green. The actual current is converted into a
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surface
Figure 1.8: Scheme of the three simultaneous topographic operation modes avail-
able with a tuning fork. (a) The constant current mode which is related to STM
feedback operation, (b) the constant frequency shift mode, related to AFM, and (c)
the constant height mode, also available in single STM and AFM measurements.
voltage, preamplified, and then forwarded to a feedback circuit which is
designed to maintain a constant It by regulating the tip-sample distance
with respect to its exponential distance dependence. The output signal is
passed through a high-voltage amplifier and returned to the z- electrode of
the piezo electric drive which adjusts the tip-sample distance accordingly.
The resulting contour maps z(x, y), also denoted as „topography signal“, are
usually not only determined by the surface arrangement, but rather reflect a
constant current map where also specific local sample and tip properties con-
tribute. Within the Tersoff-Hamann model [see Sec. 1.1.2] constant current
maps can be interpreted as maps of constant local density of states (LDOS)
at the Fermi level.
Constant Frequency Shift Mode
The parts needed for constant ∆f feedback operation are displayed in blue
(right side). At each scanning point the actual Aosc, f and Φ are mea-
sured. In order to keep the force sensor oscillation always at resonance with
constant amplitude, a phase locked loop (PLL) is utilized (self excitation
mechanism). Therein, the signal being proportional to the actual amplitude
is phase shifted by π/2 to ensure resonance. Furthermore, the amplitude
feedback circuit provides the enhancement factor V needed to keep the am-
plitude constant. Both are amplified, and returned to the free prong, whereas
∆f serves for distance control. It is regulated to a certain set-point by ad-
justing the tip-sample distance. Also in AFM a bias voltage can be applied
between tip and sample e. g. in order to compensate CPD differences or
electrostatic forces due to localized charges.
At a first glance the distance regulation units in STM and AFM seem to
be similar. But, in AFM there are more technical obstacles to overcome
because contrary to the rapid exponential decrease of It with distance the
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Figure 1.9: Scheme of a qPlus tuning fork sensor scanning over a sample surface
and the corresponding feedback circuits utilized for the different operation modes.
Left side: STM feedback operation. Right side: FM-AFM operation. Simultaneous
recording of both signals possible.
F (z) relation is non-monotonic. It is attractive for larger distances and
becomes repulsive for smaller ones. This makes stable feedback operation
more difficult, and necessitates to restrict the range of probed z- values to a
monotonic detail of the entire curveV.
Similar to the constant current mode the topography maps∆f(x, y) = const.
do not directly reflect the surface topography, but rather a snapshot of the
complex interplay between the different contributing interaction forces. The
actual ratio of the different forces is influenced by the actual tip apex con-
ditions as well as by the magnitude of the oscillation amplitude [93, 98, 99]
[see also Sec. 1.2.2]. With Eq. 1.25 constant frequency shift maps can be
interpreted as maps of constant total interaction force.
Constant Height Mode
By using the constant height mode both distance regulating feedback circuits
are switched off completely, whereas amplitude control remains active. The
variations in It and ∆f are recorded as a function of the probe position at
a certain constant height above the surface. The absence of a feedback loop
can facilitate much faster scan speeds compared to the Constant Current or
Constant Frequency Shift mode, so that image distortions due to piezoelectric
creep or thermal and electronic drift become reduced. Furthermore, the
influence to most low frequency disturbances is decreased. However, tip
VAdditionally, (i) AFM features an enhanced probability of so called „ jump-to-contacts“
of the tip due to the flexible cantilever which is attracted by interaction forces (e. g. van-
der-Waals). Finally, (ii) high resolution imaging can be perturbed by the unavoidable non
site- specific long- range force contributions which are always present [see Sec. 1.2.1].
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crashes are very likely and in order to avoid them, the surface should be
thoroughly investigated with the Constant Current mode before.
Comparison of the Different Operation Modes
The advantages and disadvantages of the different operation modes are de-
scribed in [100]. Presupposing that ultra-high resolution is desired, the dis-
advantage of the constant ∆f - mode lies in the non trivial force-distance re-
lation. For intramolecular resolution down to single chemical bonds within
a molecule, the repulsive interaction force regime needs to be employed,
which leads to several experimental problems regarding stable feedback op-
eration [100]. In this manner, the constant It mode can be advantageous.
This is due to the tunneling current’s monotonic distance dependence for all
separations.
However, since constant current operation probes a convolution of topog-
raphy and the sample LDOS, the simultaneously recorded ∆f might be
altered by non-topography related LDOS changesVI. Therefore, simultane-
ously recorded ∆f maps never correspond to constant height maps, and
therefore should be interpreted with care and cross-checked with constant
height- or spectroscopic measurements of the same surface area.
In conclusion, the Constant Height Mode is preferable in terms of data inter-
pretation. However, for the imaging of three dimensional objects like C60 [96]
images with the Constant Current Mode can lead to an increased lateral area
in which atomic contrast within the molecule can be observed. [see. Fig. 1
in [100]].
1.3.2 Spectroscopy
No matter which operation mode used, topographic images always reflect
a convolution of topography with electronic sample properties and/or the
total interaction force, as it was described in the last section. Accordingly,
extraction of quantitative information about the respective properties can
be rather challenging. On the other hand, a direct and unambiguous investi-
gation of the electronic surface structure, or its potential energy landscape,
can be obtained in a straightforward manner by spectroscopic operation.
Within a spectroscopic measurement the tunneling current and/or frequency
shift are recorded either as a function of the tip-sample distanceVII, or the
applied bias voltageVIII. Therefore, the tip is first stopped at a certain lateral
VIThe same would occur within the constant ∆f mode where a topography map is
connected to a map of constant Fts.
VIIMeasured relative tip-sample distance due to the cantilever displacement minus an a
posteriori determined constant.
VIIIFor completeness, it has to be noted that also a mode recording z(Ubias) is available,
which however was not relevant for this thesis.
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Figure 1.10: Spectroscopy operation modes by tuning fork based AFM/STM:
(a) local barrier height- (I(z)) (b) scanning tunneling- (I(U)), (c) dynamic force-
(∆f(z)), and (d) local bias- spectroscopy (∆f(U)).
position above the surface and stabilized. Subsequently, the distance regu-
lation feedback circuit is switched off for recording the spectra, while the
amplitude feedback remains active. The four available modes I(z), ∆f(z),
I(U), and ∆f(U) are illustrated in Fig. 1.10, and will be separately intro-
duced in the following.
Local Barrier Height Spectroscopy
It(z) spectroscopy is also referred to as Local Barrier Height Spectroscopy.
Typical curves are depicted in Fig. 1.10 (a). They clearly reflect the expo-
nential dependence of It. Within the one dimensional treatment in Sec. 1.1
the tunneling current in accordance to Eq. 1.1 is given by
It ∝ e−κz, whereas κ ∝ φ. (1.28)
In this manner, it is a measure for the apparent barrier height φ, which in
turn is related to the effective local tip-sample work function Φ, and which
can be extracted by logarithmic fitting [101]. Actually, the accurateness of
the method suffers from this simple approach, because the actual tip-sample
geometry is much more complicated [44, 102, 103], and the AFM provides
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a more reliable and exact method given by Kelvin Probe Force Microscopy
(KPFM) or local bias spectroscopy [31, 104, 105]. On the other hand, It(z)
recorded at different positions above the surface can be used to investigate
the local conductance and LDOS as a function of the tip-sample distance
z [96].
Scanning Tunneling Spectroscopy
In Scanning Tunneling Spectroscopy (STS) [15,16,27,43] the tunneling cur-
rent It is recorded as a function of the bias voltage Ubias. The two spectra
in Fig. 1.10 (b) show that |It| exponentially scales with |Ubias|. But how to
interpret such data?
Founded on the Tersoff-Hamann model [Sec. 1.1.2] Feenstra et al. [106] re-
lated the differential conduction (dI/dU) to the sample LDOS. He regarded
the case of varying Ubias at constant z and then integrated across the energy
interval [0; eV ], yielding in:
dI
dU
∝ ρS(~R,ESF + eUbias). (1.29)
A closer look at the dark green curve in Fig. 1.10 (b) now reveals two small
shoulders, which already indicate changes in the sample LDOS within the
I(U) spectrum. A remarkable application of this LDOS dependence in STS
is the ability to visualize molecular resonances [see also Sec. 4.5.2].
Technically, for obtaining the differential conductance, I(U) has to be nu-
merically differentiated. Thereby, the signal-to-noise ratio can be increased
by averaging over few curves recorded at the same place (x,y,z), or in pure
STM, where the tuning fork is not oscillated the Lock-In technique might be
applied [22, 107–109]. Often, the dI/dU(U)- signal is also normalized with
It/Ubias for a better comparability of experimental data.
Especially for larger bias voltages, the simple model reaches its limit fast
since the tunneling barrier itself is voltage dependent [15]. An extended
interpretation is e. g. given by the semiclassical approximation named after
G. Wentzel, H. A. Kramers and L. Brillouin (WKB) [110]. Therein, the
introduction of a transmission coefficient provides that instead of ρS( ~rT )
the DOS at the surface ρS(0) can be considered while at the same time
accounting for the voltage dependence.
Up to now, only elastic tunneling processes have been regarded. However,
the tunneling current can also contain an inelastic fraction of electrons, which
can be investigated by calculating the second derivative d2I/dU2 of the I(U)
spectra [111, 112]. A typical inelastic tunneling (IET) process is illustrated
in Fig. 1.11, and is also often referred to as inelastic scattering of electrons
at the vibrational modes of the surface/adsorbate. The schematic energy
diagram in Fig. 1.11 (b) shows how electrons with energy h¯ω
e
can excite vi-
brational states upon injection into the adsorbate, before they flow into the
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Figure 1.11: Inelastic tunneling (IET). (a) Scheme of an inelastic tunneling pro-
cess. (b) Energy diagram, including vibrational states of the adsorbate. (c) A
typical I(U) curve. Starting from V ≥ h¯ω
e
an additional channel for inelastic pro-
cesses opens, that leads to steps in the corresponding dI
dU
curves.
substrate. A typical associated I(U) spectrum can be found in Fig. 1.11 (c).
Vibrational states of (molecular) adsorbates show up as steps in the corre-
sponding dI/dU - maps.
Dynamic Force Spectroscopy
In Dynamic Force Spectroscopy (DFS) the frequency shift is recorded as a
function of the tip-sample distance which allows to study interaction forces at
specific atomic sites [113,114] and moreover awards the AFM the possibility
of determining the chemical identity of surface atoms [94, 114, 115]. How-
ever, in order to extract the interaction forces from measured ∆f(z)- curves
Eq. 1.25 needs to be inverted as already mentioned in the last section. Ac-
tually, this is not straightforward and a full analytically inversion algorithm
is not known. But, there are many different approaches utilizing either nu-
merical procedures or calculating analytically but only after applying certain
approximations first (e. g. shrinking the range for Aosc) [116–120]. Nowa-
days, the most widely used approach is the numerical one presented by Sader
and Jarvis [120] which is valid for all amplitudes and exhibits an error of less
than 5%.
Their derivation starts with a Laplace transformation of the interaction force
F which enables an exact inversion of Eq. 1.25:
F (z) = L
{
kAosc
T (λAosc)
L−1
[
∆f(z)
f0
]}
. (1.30)
T (x) = I1 exp(−x) denotes the modified Bessel function of first order. By
approximating T (x) by
T (x) ≈ x
2
(
1 +
1
8
√
x+
√
π
2
x
3
2
)
(1.31)
the interaction force can be calculated as a function of the measured fre-
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quency shift:
Fts(z) = 2k
∫
∞
z



1 + A
1
2
osc
8
√
π(t− z)

Ω(t)− A
3
2
osc√
2(t− z)
dΩ(t)
dt

 dt, (1.32)
with Ω(z) = ∆ω(z)
ω0
. Accordingly, the potential energy Uts(z) is then found
to be
Uts(z) = 2k
∫
∞
z
Ω(t)

(t− z) + A
1
2
osc
4
√
t− z
π
+
A
3
2
osc√
2(t− z)

 dt. (1.33)
To apply these equations and extract the interaction forces for a measured
∆f(z)- curve, all tip-sample distances starting from close to the surface up
to distances where the tip is not affected by interactions any more (≈ 10 nm)
need to be recorded.
By assuming only small or respectively large amplitudes Eq. 1.32 can be
simplified:
Fts,small(z) = 2k
∫
∞
z
Ω(t)dt, (1.34)
Fts,large(z) = 2k
∫
∞
z
dΩ(t)
dt
1√
t− z dt. (1.35)
These equations directly correspond to those previously presented by Al-
brecht et al. [52] for the small amplitude case (Aosc < 100 pm) and to those
from Dürig [116] for larger ones (Aosc > 100 pm).
Two typical DFS curves at different sites are shown in Fig. 1.10 (c). For a
detailed investigation of the short-range forces which is often desired, a vdW
force subtraction can be accomplished [116]. Nevertheless, a main difficulty is
given by the fact, that usually neither the exact tip shape and - composition
nor the exact tip-sample separation are known. Thus, models need to be
assumed, which strongly influence the obtained results.
Bias Spectroscopy
The last spectroscopic operation mode concerns the recording of ∆f as a
function of the applied bias voltage Ubias, and hence, is sensitive towards the
electrostatic forces, as was already mentioned in Sec. 1.2.1. Two options are
available: KPFM in which the applied bias voltage is varied in order to fulfill
Ubias = UCPD dynamically at each scanning point by means of additional feed
back operation [16, 121], or local bias spectroscopy, where ∆f is statically
probed at a certain position (x,y,z). While the static spectroscopy method
does not offer the same speed than KPFM, advantages concern simple data
acquisition as well as a more straightforward data interpretation.
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The following discussion is limited to bias spectroscopy, as all measurements
of this thesis concerned with electrostatic interactions were recorded with
this method. Typical ∆f(U) curves are depicted in Fig. 1.10 (d). They
feature a parabolic shape which is distance dependent: with decreasing tip-
sample distance the parabolas shift laterally and vertically, and furthermore
become steeper, which is due to the onset of short-range electrostatic forces.
The angular points of the parabolas with maximal ∆f correspond to UCPD
or ULCPD, respectively, and thus provide access towards (local) work function
variations [for the concept of the local work function see Sec. 4.2] via:
qUCPD = −eUCPD = Φt − Φs, (1.36)
qULCPD = −eULCPD = Φt,local − Φs,local, (1.37)
where Φt and Φs [Φt,local and Φs,local] are the [local] work functions of tip and
sample. In order to be able to extract absolute values, the tip-work function
needs to be calibrated prior to the measurement. Otherwise, only work
function differences across the sample surface are accessible (∆U(L)CPD).
For a concrete case, it is essential, whether the tip or sample is grounded.
If, like for the measurements presented in this thesis, the tip is biased (see
Fig. 1.6), one has to substitute q=+e in Eq. 1.37 The sensitivity that can
be achieved within a bias spectroscopy measurement goes down to the char-
acterization of single atoms and molecules [23, 31, 122], and recently, even
changes within single molecules could be monitored [32,105].
1.3.3 Manipulation
The first experimental evidence of atomic manipulation was presented by
Eigler and Schweizer at IBM in 1990 . They individually manipulated Xe
atoms laterally [see Fig. 1.12 (a)] on the Ni(110) surface by using a STM at
low temperature [123]. One year later, again at IBM, also vertical manipula-
tion [124] and the reversible transfer of single atoms between the STM tip and
a metal surface [125] were demonstrated [Fig. 1.12 (b)]. Up to now, numerous
STM based studies were presented [33,126–129], also for molecules [130,131].
Also, several suggestions for technologically interesting devices have been
made [125, 132–134]. However, since STM probes the LDOS information
about forces involved into manipulation were rare [135], and quantitative
analysis was eluded until the presentation of AFM based manipulation [34].
Similar to STM, lateral (2003) [136] and vertical (2005) [137] techniques are
available, and both have been established for molecules as well [138–140].
Particularly, manipulation techniques were also presented for room tempera-
ture AFM, based on the interchange of atoms [99,141]. One of the milestones
in AFM manipulation concerns the possibility of quantitative force determi-
nation during manipulation [21, 94] as it was already suggested in 1991 by
Stroscio and Eigler. By using a qPlus force sensor, Ternes et al. [21] mea-
sured the distance dependent force causing a lateral motion of an adsorbate,
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(STM)
(b) vertical modes
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Figure 1.12: Scheme of different manipulation techniques in STM and AFM. (a)
Lateral manipulation by pushing (1), pulling (2), and sliding (3, only STM). Below
the schematic line profiles corresponding to the different manipulation modes are
shown. (b) Vertical manipulation, and possible techniques to induce the movement.
being comprised by a lateral and vertical component. With decreasing tip-
sample distance the lateral force exerted by the tip remains constant while
only the vertical component increases.
Which manipulation technique is particularly efficient in a certain case
strongly depends on the utilized sample. For low index crystalline metal
surfaces with their low diffusion barriers lateral modes become possible in a
straightforward manner. In contrast, due to the stronger directed covalent
bonds, on semiconductors mostly inelastic tunneling (IET) processes were
performed [142]. Finally, for insulating surfaces difficulties arise due the
rather small adsorption energies, so that only little experimental evidence
is available [34]. An exception is given for thin insulating films on a metal
surface [see Sec. 3.3], where several IET based processes have been reported,
thanks to the increased life times of adsorbate states [28, 134, 143–145] [see
also Sec. 4.5.2].
Lateral manipulation
To induce a lateral manipulation, the tip is scanned across the adsorbate
on the surface. Starting from a certain tip-sample threshold distance, the
tip-sample interaction upon scanning becomes large enough to induce a lat-
eral movement of the adsorbate along symmetric adsorption site directions.
Three different modes are available (1) pushing (repulsive interaction), (2)
pulling (attractive interaction), and (3) sliding [146] [see Fig. 1.12 (a)]. For
the third one, the adsorbate follows the tip during the entire lateral move-
ment. Its utilization is mainly restricted to STM operation, whereas in AFM
it is only efficient at ultra-small amplitudes (≈ 1Å). Thus is due to the os-
cillation of the tip which in case of larger amplitudes passes through the long
range interaction regime in each oscillation cycle [34]. Alternatively, lateral
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movements can also be induced by IET. For instance, the injection of elec-
trons into the centre of a molecule leads to lateral movement into random
directions, while directed movement is achieved for injection of electrons into
off-center areas [147].
Vertical manipulation
Vertical manipulation involves the reversible transfer from the adsorbate
between tip and sample [see Fig. 1.12 (b)]. It can be realized by electric
fields, inelastic tunneling processes, the tip-adsorbate interaction force, or via
a mechanical contact between tip and adsorbate. An understanding can be
gained by looking at the double-potential-well model: The potential for the
tip above an adsorbate at a certain tip-sample distance exhibits two minima
configurations, corresponding to two stable positions of the adsorbate either
at the tip apex or on the surface, which are separated by a barrier. By
applying for instance an electrical field the potential becomes modified such
that the barrier between the two wells is reduced leading to an easy transfer
between the tip adsorption site and that on the sample.
29
Chapter 1: TF SPM
30
Chapter 2
Multidimensional Spectroscopy
Operation
In fact, spectroscopic investigations are not limited to 1D measurements
at certain single specific sites as introduced in Sec. 1.3.2, but may also be
utilized to probe complete surface details along predefined lines or even ar-
eas above the surface. The result are then two- (2D) or three-dimensional
(3D) data sets, whereas the present discussion will focus on 3D datasets, as
they present the most dense possibility of data collection. The recorded
data might be arranged into a 3D data cuboid, exemplarily depicted in
Fig. 2.1 (c) for the case of DFS. However, in accordance to the four spec-
troscopic operation modes introduced before, such a cuboid can contain
It(x, y, z), ∆f(x, y, z), It(x, y, U), or ∆f(x, y, U) data. This can be studied
along any two-dimensional cut or for each single curve. While the recording
of 3D spectroscopy data is technically rather challenging, as will be outlined
in the Sec. 2.3, the obtained data enables thoroughgoing investigations in
real space. In this manner, plenty of valuable physical information can be
deduced, which will be subject of the next section.
2.1 Advantages of 3D Spectroscopy
In contrast to single curves, a 3D data set probes a whole surface area, so
that the information available by the four spectroscopic operation modes
can be mapped with lateral and vertical sub nanometer resolution. This
enables deep insights into the sample system, exceeding that obtained from
the evaluation of single curves by far.
In case of 3D dynamic force spectroscopy (DFS) dataset of ∆f(x, y, z)
[21,29,148–151] for instance, in a first step, 3D cuboids of the corresponding
interaction forces Fts(x, y, z) [Eq. 1.32] and of the potential energy Uts(x, y, z)
[Eq. 1.33] can be extracted. Thus, the whole surface potential energy land-
scape becomes probed, which provides important information about crystal
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Figure 2.1: 3D data acquisition modes by using the example of 3D DFS: (a)
grid-mode, (b) layer-mode, and (c) the resulting 3D data cuboid, containing all
the rearranged data points.
growth, surface catalysis or also diffusion [30,148]. Additionally, by differen-
tiating constant height potential energy maps U(x, y, z = const.) in lateral
directions, also the lateral force components become accessible [21,152,153]I.
So, in case of 3D data it will be generally distinguished between the vertical-
(Fver(x, y, z)) and lateral force (Flat(x, y, z)). Altogether, the force spec-
troscopy method awards the AFM with the possibility to chemically rec-
ognize surface atoms [94, 114, 155], and finally, by means of a tuning fork
sensor, atomic scale characterizations of single molecules [18, 156], or their
elastic properties can be probed [96,157].
Similarly, by recording 3D It(x, y, z) data, the distance dependence of the
tunneling current across the surface can be studied. This enables thorough-
going investigations about the local conductance and LDOS near the Fermi
level [96]. For instance, by studying constant height maps of the tunneling
current above C60 adsorbed on Cu(111) the influence of the metal sample
on the electronic structure of the molecule, mediated by charge transfer [see
Sec. 4.5] could be revealed [100]. As will be discussed in Sec. 3.2, particu-
larly for tuning forks in the old setup, and if ∆f(x, y, z) and It(x, y, z) are
to be recorded simultaneously, applied bias voltages in the µV regime are
mandatory in order to avoid cross talk between the two channels. However,
the comparison of both data then enables for simultaneous determination
of the chemical structure together with the spatial electron density near the
Fermi level, which might give complementary physical information about the
system under investigation.
On the other hand, when it comes to the recording of I(x,y,U), the LDOS of
the sample is probed as a function of the bias voltage, giving deep insights
about the electronic surface structure, also with sub nanometer resolution.
This is of particular interest for molecular studies, as the frontier molecular
orbitals can be directly visualized, e. g. if the latter are deposited on thin in-
IThe calculation of lateral force components should be usually afflicted by a certain
error caused by the fact that the cantilever oscillation occurs perpendicular to the surface.
As an alternative it can be also deduced by exciting the torsional modes of a cantilever [154]
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sulating films on a metal surface [28,144,145]. Here, it is sufficient to record
a 1D spectrum to figure out the molecular resonances, before recording con-
stant height images at these particular bias voltages, instead of acquiring
a full 3D data set. In contrast to STS which is sensitive towards the elec-
tronic structure near the Fermi level, by means of ∆f(x, y, U) maps, the
total electron density becomes probed. Such data sets recorded above single
molecules can be used to reveal local electrostatic potential variations, which
for instance can be related towards the inner distribution of charge within a
molecule [32, 105].
2.2 Data Acquisition Methods
Principally, two different acquisition methods are used, which work for all
four spectroscopic techniques. They are depicted in Fig. 2.1 by using the
example of a ∆f(x, y, z) data set. In the grid-mode [Fig. 2.1 (a)] [21, 29,
105], first a 2D (x, y)-grid is predefined above the surface. Subsequently,
a 1D spectroscopic curve It(z) [It(U)] and/or ∆f(z) [∆f(U)]) is recorded
at each grid point. In contrast, when using the layer-mode [Fig. 2.1 (b)]
[30, 158], a series of constant-height imagesII is recorded above the surface,
decreasing/increasing z after each image. Regardless of the method chosen,
the results are three dimensional data cuboids containing the tunneling
current and/or frequency shift as a function of the tip-sample separation or
applied bias voltage [see Fig. 2.1 (c)].
For the recording of ∆f and/or It as a function of the tip-sample distance
z, the acquisition time, which scales with the density of the recorded data,
can be considerably reduced. For It(x, y, z) the recording can be stopped as
soon as the tunneling regime is left. For ∆f(x, y, z) on the other hand, all
distances up to experimentally ≈ 10 nm are necessary in order to be able to
extract the interaction forces and potential energy. Here, the site specific
data recording can be stopped at a tip-sample separation z where no atomic
contrast/tunneling current is detected anymore. The remaining distance
range containing the site independent long-range interaction regime zlr is
then recorded within one single curve ∆f(zlr)/It(zlr) which is afterwords
connected at each (x,y)- position of the site dependent data cuboid(s)III.
In contrast, for the recording of It(x, y, U) and ∆f(x, y, U) the acquisition
time can only be tuned by choosing an appropriate bias interval. However,
as already mentioned in case of STS this can be achieved by determining
the bias voltages of interest within 1D spectra, while for the recording of
∆f(x, y, U)-data cuboids the voltage interval can be considerably shrinked
by only regarding voltages close to the ULCPD, which can as well be estimated
IIThere are also cases, where a weak distance feedback is maintained [30]
IIIFor technical reasons, like the question of matching the two curves after the measure-
ment, a small overlap in z between short and long range data is always desired.
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from a 1D spectrum. Note, that for its determination the voltage interval
ideally should be symmetrically distributed around ULCPD which is impor-
tant for the extraction of the angular point right after the measurement,
which is obtained via a polynomial fit, and given by the maximum of the
parabola. Note, that if the bias dependence is to be recorded, an additional
weak distance dependence needs to be taken into account. For STS spectra
the constant height set point needs to be chosen such that it corresponds to
the tunneling regime. If only small bias voltage intervals are of interest, one
can approach much closer, as if several volts need to be probed, because oth-
erwise tip-crashes become rather likely due to the strong electric fields. On
the other hand for the case of probing ∆f(x, y, U) the distance dependence
is even more crucial. The closer the tip, the higher the sensitivity towards
the short-range electrostatic forces, and thus, the sensitivity towards small
charge variations and local dipole moments. To visualize the electrostatic
properties and - potential variations, LCPD maps can be extraceted from
such data sets. Therefore, the angular point of the recorded parabola is
extracted at each grid point and plotted over the whole grid.
2.3 Experimental Challenges
It is easy to imagine that the time needed to record a 3D spectroscopic data
set drastically scales with the data density. The higher the desired resolution,
the more data points are needed. In this manner, despite the possibilities
used to shrink the measurement time, like discussed, data acquisition of up to
30 h were reported [30, 105]. On such time scales the measurements become
constrained by several experimental difficulties which need to be thoroughly
regarded in order to be able to successfully accomplish a measurement [159,
160].
Drift/creep and Piezo Nonlinearities
First of all, in a long term measurement thermal and electronic drift, as well
as piezo creep and nonlinearities become limiting factors even if working at
low temperature where most of the 3D spectroscopic data presented so far
have been collected. Depending on the acquisition technique used, different
methods have been proposed to overcome these, which will be explained by
using the example of the collection of 3D ∆f(x, y, z) data.
In the layer-mode, drift and/or creep influences show up as lateral shifts of
the contrast between the different layers. A commonly used post-processing
method was advocated by Albers et al [30,161,162]. They acquired a 3D DFS
data set on the basal plane of graphite by successively collecting images with
slow feedback working at 5 K, so that thermal drift was strongly reduced.
Before proceeding with the extraction of the interaction force and potential
energy, lateral shifts of the observed atomic corrugation between different
34
2.3 Experimental Challenges
(b) postprocessing
alignment
(a) atom tracked
tip positioning
1 2
(c) tip sample deformtations/relaxations
tip
sample
potassium
bromine
Figure 2.2: Reduction of drift and creep (a) in the grid- mode by atom tracking,
and (b) in the layer-mode by applying a post processing alignment procedure. (c)
Illustration of the tip-sample deformations/relaxations. Schematic drawing of an
AFM model tip covered with an asymmetric cluster of sample material. At small
tip-sample separations the tip apex can relax in z-direction as well as sideways.
layers were removed by first aligning characteristic features in successive
layers. Subsequently, only that part which overlaps for all layers was kept
for further data analysis [Fig. 2.2 (a)].
For data recorded using the grid-mode a different approach was employed
by Kawai et al. [163], which relies on the atom-tracking-technique [see
Fig. 2.2 (b)] [164–166]. They recorded a virtual drift free 3D DFS data
set above NaCl(001) at room temperature. Before each single curve, (x, y, z)
drifts were corrected by atom tracked tip positioning above a reference atom
close to the predefined grid.
The Tip Apex
Contrast in STM and AFM is strongly dependent on the tip apex structure
and chemical composition. There are more and less stable configuration, but
actually, a particular configuration should not change at all (tip change) dur-
ing an entire spectroscopy measurement. Thorough theoretical data analysis
often requests to assume a tip model, so that supporting calculations about
short range forces or of the LDOS become tip structure dependent as well.
While metal tip apices can never be fully controlled, recent work pointed
out that the possibility to obtain well defined tip apices by functionalizing
them with small molecules or atoms [18, 28, 105]. Hereby, the choice of the
molecule or atom triggers the tip’s sensitivity to certain sample properties:
for instance, carbon monoxide (CO) results in enhanced spatial resolution
particularly for high resolution imaging [18], while xenon (Xe) increases the
sensitivity towards the LDOS.
Tip Asymmetries and Elastic Tip-Sample Deformations
Especially at very small tip-sample separations the interaction forces can
lead to overall relaxations of strongly interacting tip and/or surface atoms,
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which in turn cause overall elastic deformations. The relaxations are only in
special situations dominated by one single pair, e. g. in case of protruding
dangling bonds at the tip apex and on semiconductor surfaces [115,152]. In
case of soft samples like ionic crystals, which are presumably terminated by
an asymmetric cluster of sample material [Fig. 2.2 (c)], and hence very soft,
deformations most likely take place at the apex. [155,163].
In general, in the presence of asymmetric tip apices or tip-sample deforma-
tions/relaxations the overall shape of the observed atomic contrast is dis-
torted. It depends on the magnitude of the asymmetry and on the strength
of the interaction forces leading to the deformations, meaning that it in-
creases with decreasing tip-sample separation. Two phenomena are distin-
guishable. First, the shape of the maxima/minima extracted from z = const
or ∆f = const slices close to the sample is distorted such that originally
round and symmetric maxima and minima become oval close to the sample
surface. In addition, the (x, y)-positions of the maxima or minima at different
layers can be shifted laterally against each other [114,138,148,155,163,167],
whereas the cluster asymmetry leads to a preferred deformation direction
[Fig. 2.2 (c)]. This has a similar appearance as for the case of repeated im-
age recording at the same place in the presence of uncompensated drift or
creep.
The strongest impact of deformations can be expected for ∆f(x, y, z) be-
cause the probed z-regime usually contains repulsive interactions at closest
recorded distance, while for It(x, y, U) and ∆f(x, y, U) the distance regime
usually stays in the attractive interaction regime. Furthermore, again the
tip structure plays a dominant role. Principally, deformation influences are
possible in these data sets as well.
2.4 Comparison of Grid- and Layer-Mode
It appears, that for data sets acquired in the layer-mode a difficulty in the
interpretation of observed lateral pattern shifts might arise. Taking into
account the above described possible appearances of drift/creep and defor-
mation/relaxation influences, one finds that indeed both phenomena can give
rise to lateral displacements of the observed patterns in subsequent layers.
Thus, the assignment within a particular data set might be difficult.
Particularly, the post processing drift/creep alignment procedure used for
data sets recorded with the layer-mode is based on the alignment of lateral
pattern shifts. In this manner, it might be quite likely that shifts which
are to be attributed to deformations are accidentally corrected as well. This
in turn might afflict the data interpretation. In contrast, within the grid-
mode, the data sets are already recorded in a drift free manner which is due
to the utilization of the atom tracking function. Therefore, lateral pattern
shifts can be distinctively assigned to deformations/relaxations.
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Figure 2.3: Constant height-maps ∆f(z = const) of the grid- and layer-mode
data, computed at different z. For each data set, both the raw- and aligned- data
cuboids are shown. z = 0 corresponds to the closest recorded tip-sample separation.
With decreasing z, the patterns shift laterally, and become furthermore distorted
for certain layers. The crosses in the images at z = 78 nm mark the (x, y)-position
at which the 1D curves in Fig. 2.6 were extracted. Grid-mode parameters: T =
77K, f0 = 26.4 kHz, Q = 13481, Aosc = 500 pm, k = 1800Nm−1. Layer-mode
parameters: T = 4.8K, f0 = 24.8 kHz, Q = 9936, Aosc = 1.15 nm,k=1800Nm−1.
This observation motivates to study the general impact of deformations on
3D spectroscopic data sets, which was done by using the example of 3D
DFS measurements of ∆f(x, y, z) above the KBr(001) surface. Two data
sets have been recorded: the first one was recorded with the grid mode at
a microscope temperature of 77K, resulting in a data cuboid consisting of
61 × 61 × 256 data points covering a 1 × 1 × nm2 surface area. For the
second one, the layer-mode was utilized at 4.8K, resulting in 128× 128× 61
data points above a 1.2×1.2×nm2 area above the surface. For both modes,
atom tracked tip positioning was utilized either between each two subsequent
∆f(z)- curves or z = const images. This salvages a difference compared to
the layer-mode acquisition procedure explained in the previous section. The
correct working of the atom tracking based layer-mode method, however, is
only ensured if the total drift/creep induced lateral shift during one image
(appr. 3.5 minutes) is much smaller than the typical size of two adjacent
maxima/minima. After estimating the drift/creep rate by recording a series
of images at a tip-sample distance where no significant deformations are
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expected, we had to decrease the microscope temperature down to 4.8K to
fulfill the requirement.
In this manner, two virtual drift free 3D data sets are available, which fa-
cilitates to deduce the influence of deformations on 3D spectroscopic data
for both acquisition methods by evaluating the ∆f(x, y, z)-, Fver(x, y, z)-,
Uts(x, y, z), and Flat(x, y, z) data cuboids. Furthermore, the consequences
on the data interpretation by accidentally correcting deformation induced
pattern shift with the post processing drift correction method were inves-
tigated. For this purpose, the two drift-free data sets were ‘deformation’-
corrected with the post processing alignment procedure on purpose. For the
resulting slightly smaller deformation corrected data cuboids, the force and
potential energy extractions were carried out as well, and the results were
compared to those extracted from the original data.
2.4.1 Frequency Shift Maps
Figure 2.3 shows a series of six constant-height maps of ∆f(z = const) gen-
erated from the data cuboids of the grid-mode dataset at several tip-sample
separations z. The upper row shows the original data, while in the lower row
the data cuboids remaining after post processing alignment are displayed to-
gether with the original data in order to make their location within the latter
visible. The influences of overall deformations and of generated atomic re-
laxations during the measurement become clearly visible. With decreasing
z the atomic corrugation between adjacent layers shifts against each other.
Furthermore, the shape of the contours in several layers is strongly distorted,
as for instance in the image recorded at z = 58 nm. These observations are
in good agreement to the expectations of such distortions for ionic crystals.
The data recorded with the layer-mode, shown in Fig. 2.3, feature a sim-
ilar appearance. Again, the overall deformations manifest as lateral shifts
between adjacent layers as well as in strong distortions of the observed pat-
terns. The impact is much stronger than for the grid-mode data, as can be
seen for instance in the image recorded at z = 98 nm. The lateral pattern
shifts within the two data sets are compared in Fig. 2.4 by means of the
respective x(z)- and y(z)- trajectories of the tip when approaching towards
the sample surface. They reflect the strength and direction of the present
deformations and relaxations.
Due to features like the oval shapes of the distorted patterns in several hor-
izontal slices, which introduce some uncertainty, the maxima in different
(x, y)- cuts could not be perfectly aligned one below the other. However, for
a consistent approach, their centers, which are the locations of most negative
frequency shift, were determined, and used for the alignment. Altogether,
the strength of deformations concerning the lateral pattern shift as well as
the distortions observed for the layer-mode data exceeds that seen in the
grid-mode data by far.
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Figure 2.4: Tip trajectory x(z) and y(z) of the tip for approaching the sample
surface for (a) the grid-mode, and (b) the layer-mode dataset [Fig. 2.3]. The
indications (1)-(6) marked in the respective curves refer to the extracted constant-
height maps (a-f) of the datasets shown in Fig. 2.3.
2.4.2 Interaction Force and Potential Energy
For a further investigation of the influence of deformations before and after
the post processing alignment, Fver(x, y, z)-, Uts(x, y, z)- and Flat(x, y, z)-
maps of both the raw and the aligned dataset need to be quantitatively
compared. Starting with the grid-mode data presented in Fig. 2.5 (a-f), the
patterns of the vertical interaction force maps Fver in (a) and (d) exemplar-
ily extracted for z = 43 nm dramatically differ from each other. In order
to clarify these observations, 1D curves extracted at the pattern center of
the raw and aligned data are shown in Fig. 2.6 (a). They reveal, that the
post processing alignment has increased the magnitude of Fver(z) at short
distances. A similar phenomena was observed in the potential energy maps
[Fig. 2.5 (b) and (e)]. Therefore, the patterns in the aligned data set ap-
pear less noisy, and hence, at first sight more appealing compared to the
raw data. But, by looking at the corresponding 1D curves [Fig. 2.6 (b)], it
becomes visible, that the alignment has also led to a larger magnitude of
Uts(z).
Generally, the alignment procedure reduces the lateral shifts of the contrast,
so that maxima and also minima positions stay constant for any z. This
leads to the larger magnitude of attractive Fver(x, y, z) at small tip-sample
separations within the aligned data cuboid, as exemplarily shown in Fig. 2.6.
Consequently, also the contrast of Fver(x, y, z) as well as that of Uts(x, y, z)
(being the result of integrating in z-direction) becomes stronger. However,
the corrugation of the aligned Fver- and Uts-maps are strongly distorted
still, which is due to the fact that the alignment procedure suppresses the
physically deformation induced distortions of the atomic contrast.
The fact, that the alignment procedure has artificially increased the signal-
39
Chapter 2: Multidimensional Spectroscopy Operation
(a)
(d) (e)
(c)
(f)
U [eV]
-3.1
-3.45
F
ts
[nN]
-0.6
-1.8
(b)
x [nm]
U [eV]
-3.1
-3.45
F
ts
[nN]
-0.6
-1.8
z=43 pm z=27 pm
z=-43 pm z=27 pm
~1 nN
~1 nN
ra
w
d
a
ta
a
li
g
n
e
d
d
a
ta
vertical force potential energy lateral force
x
x
x x
x
x
160 pm
100 pm
100 pm200 pm
(g)
(k) (l)
(i)
(m)
F
ts
[nN]
-0.7
-1.1
F
ts
[nN]
-0.7
-1.1
U [eV]
-2.55
-2.7
U [eV]
-2.55
-2.7
(h)
~1 nN
~1 nN
z=103 pm
z=103 pm
z=59 pm
z=59 pm
ra
w
 d
a
ta
a
li
g
n
e
d
 d
a
ta
0.16 nm
0.24 nm
0.09 nm
0.08 nm
g
ri
d
-m
o
d
e
la
y
e
r-
m
o
d
e
Figure 2.5: Force and potential energy extractions of the grid- (a-f) and layer
mode data (g-m) of both the raw and artificially aligned data. Shown are constant
height maps of the vertical interaction force Fver(x, y, z) ((a), (c), (g), (k)), po-
tential energy Uts(x, y, z) ((b), (e), (h), (l)), and lateral force fields Flat(x, y, z),
superimposed on the corresponding pattern in the Uts(x, y, z)- maps ((c), (f), (i),
(m)). The crosses marked in the images taken from the grid mode data indicate
the (x, y)-positions at which the 1D-curves of Fig. 2.6 were extracted.
to-noise ratio of Uts(x, y, z), also strongly influences the calculated lateral
forces, indicated with arrows in Fig. 2.5 (c) and (f). Since the Uts(z = const)-
maps of the aligned data have a higher signal-to-noise ratio, the lateral force
40
2.4 Comparison of Grid- and Layer-Mode
raw data
aligned data
raw data
aligend data
(a) (b)
z [nm]
0.0
fr
e
q
u
e
n
c
y
 s
h
if
t 
 [
H
z
]
0.00.3 0.3
-16
-12
-8
-4
0.20.1
z [nm]
0.20.1
in
te
ra
c
ti
o
n
fo
rc
e
[n
N
]
-0.4
-2.0
-1.2
F
x
raw data
F
x
aligned data
F
y
raw data
F
y
aligned data
raw data
aligned data
(d)(c)
0.0 0.3
z [nm]
0.20.1
p
o
te
n
ti
a
l 
e
n
e
rg
y
  
[e
V
]
-3.8
-3.4
-3.0
-2.6
0.0 -0.1 0.2 0.3
4
-2
-0.0
2
z [nm]
la
te
ra
l 
fo
rc
e
in
[p
N
]
Figure 2.6: 1D curves of the grid mode data set, extracted above the atomic
site marked with crosses in Figs. 2.3 and 2.5. (a) ∆f(z), (b) Fver(z), (c) U(z),
(d) Fx(z) being the lateral force component in x-direction, and Fy(z) the one in
y-direction.
map extracted from the aligned data is also less noisy. However, it does not
match theoretical considerations from which the lateral force components are
expected to vanish at maxima and minima. The raw dataset features tiny
lateral force components even above maxima and minima which are likely due
to uncertainties in their precise location. After aligning these, components
become generally stronger and above the maxima and minima locations very
systematically zero, proving that the procedure was unable to fully remove
deformation effects. Furthermore, by comparing the lateral force of the raw
and aligned data at a certain site, it becomes visible that even the sign of
the lateral force component can change after aligning [Fig. 2.6 (d)].
The force and potential energy extractions for the layer-mode data are de-
picted in Fig. 2.5 (g-m). Analysis of these data leads to qualitatively sim-
ilar results compared to the grid-mode data. The patterns observed in
the interaction force maps [Figs. 2.5 (g) and (k)] strongly differ from each
other, while the potential energy and lateral force maps of the aligned data
[Fig. 2.5 (h) and (i)] are less noisy compared to those extracted from the
raw data [Fig. 2.5 (l) and (m)]. Also, the alignment procedure has increased
the absolute values of Fver- and Uts- maps at small z [not shown], and the
lateral force maps show the same peculiar behaviour than observed for the
grid-mode data.
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Figure 2.7: Influences of the oscillation amplitude. (a) Forward and backward
scans at the closest recorded tip-sample distance from a layer-mode 3D DFS data
set recorded with an oscillation amplitude of 500 pm. Left-right asymmetries like
those seen in friction force microscopy as well as scanning artifacts are visible.
(b) A tip terminated by an asymmetric cluster of sample material is approached
towards the surface. Deformations cause relaxations in x−, y− and z- directions.
The trajectory is time averaged over the oscillation cycle and hence never known
exactly.
2.4.3 Performance of Grid- and Layer-Mode
For a qualitative comparison of the performance of grid- and layer-mode
several aspects have to be taken into account:
Tip influences At the closest recorded tip- sample separations recorded
for the two data sets, the appearance of the maxima and minima
strongly differ from each other although principally the same phenom-
ena were observed. This can be seen for instance by comparing the
constant height maps of ∆f(x, y, z = 58 nm) for the grid-mode data
and ∆f(x, y, z = 98 nm) for the layer-mode data. The fact that they
were not recorded with the same tip leads to the conclusion that the
observed contrast distortions are strongly tip dependent. Furthermore,
since the lateral shift of the patterns over the recorded z range accounts
to 0.2 nm and 0.3nm for the grid- and layer data respectively, which
corresponds to about 12aKBr, the observed deformation induced shifts
not only involve the front most tip atom [167], but also further atoms
of a small cluster at the apex [155].
Energy dissipation While no site specific contrast in the energy dissipa-
tion maps Ediss was observed for the layer-mode data set, a weak atomic
corrugation at the closest distances is found for the grid-mode data [2.4-
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4.2 meV/cycle] (maps not shown). This finding is in good agreement
with the fact that Ets is sensitive to tip rearrangements [148,168] which
more often take place at higher temperature [113]. However, a more
detailed comparison of the dissipation phenomena of the two data set
is hindered, because they are too different from each other (acquired
with different Aosc, at different temperatures, and with different tips).
Oscillation amplitude Whereas a main advantage of tuning fork opera-
tion lies in the utilization of small oscillation amplitudes, those em-
ployed here are rather large (500pm for the grid-mode and 1.15 nm
for the layer-mode). Particularly, for the layer-mode data set the
reason lies in lateral instabilities at small z: These are due to infre-
quently formed contact junctions that are not ruptured during many
oscillations [163] provoked by stronger lateral and hence also adhesive
forces. This is illustrated in Fig. 2.7 (a) showing the closest recorded
forward- and backward-scan of a layer-mode data set recorded with
Aosc = 500 pm. Stick-slip like pattern distortions and streaks are vis-
ible associated with tip changes which are caused by strong lateral
deformations and jumps like those observed in contact-mode Friction
Force Microscopy [169]. These scanning artifacts can have additional
influences on Fver(x, y, z), Uts(x, y, z) and Flat(x, y, z).
The dependence of ∆f from Fver according to Eq. 1.25 furthermore
implies, that only the time-averaged tip-sample distance is measurable
via ∆f(z) at a finite amplitude [154]. Because the measured data are
time averaged [see Fig. 2.7 (b)], the instantaneous tip apex position as
a function of distance can never be exactly estimated. This prevents
the determination of the actual origin of deformations from frequency
shift maps. In principle, this finding also generally prevents the exact
compensation of interaction-induced deformations by post processing
methods.
Force and potential energy extraction The lateral pattern shifts plot-
ted as a function of z as shown in Fig. 2.4 indicate the magnitude of
the deformations induced upon approach. For the layer-mode data,
where the fast data acquisition direction is parallel to the surface,
those shifts evolve on a much slower timescale than for grid-mode data,
where the measurement first proceeds in z-direction at a certain point
(x, y). Accordingly, this leads to an inferior time correlation between
two neighboring data points in z upon the Fver(x, y, z) and Uts(x, y, z)
extractions.
For both acquisition methods, the influence of deformations appears via dis-
tortions of the patterns as well as a lateral shift of the pattern location
between adjacent constant height slices. Extracted vertical and lateral inter-
action force and potential energy fields are affected by the deformations as
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well. Generally, the actual shape of the distorted contrast is strongly tip de-
pendent, and the magnitude of observed deformations furthermore depends
on the oscillation amplitude.
The post processing alignment of lateral pattern shifts due to deformations
can produce strong artifacts. Moreover, due to the finite oscillation am-
plitude leading to a time-averaged ∆f - signal the shifts can never be fully
compensated. The same holds for the pattern distortions which are not re-
garded by this method at all. In this manner, if working with the layer-mode,
the actual origin of lateral pattern shifts needs to be carefully tested before
any alignment is performed. Alternatively, one can perform drift corrections
a priori by utilizing atom tracked tip positioning, like in the present case.
This method turned out to be much more reliable to target the influences
of long term drift and/or creep, even if the recording of data layer by layer
might be accomplishable faster. Nevertheless, due to the better time cor-
relation in z and due to the fact that the influences of deformations and
scanning artifacts for a certain amplitude are smaller within grid-mode op-
eration suggests the the grid-mode might to be preferred, at least for soft
samples.
2.5 Summary
In summary, the prospects and challenges of 3D spectroscopy, representing
the most dense data collection, were thoroughly discussed for the grid- and
layer- data acquisition modes. Influences of long term drift or creep can
be successfully ruled out by the utilization of atom tracked tip positioning,
so that long term data collection becomes possible even at room tempera-
ture [163]. On the other hand, influences due to tip-sample deformations and
relaxations cannot be fully circumvented, which originates from the averag-
ing effect mediated by the oscillation amplitude. Altogether, the influence
of deformations for a certain oscillation amplitude is stronger for layer-mode
data which is due to the lateral movement of the tip. Since furthermore the
time correlation in z direction for the latter is lower, the grid-mode might be
preferable, particularly for z dependent spectroscopy measurements, which
are usually to be probed up to the repulsive force interaction regime, so that
deformations might have a dominant role.
Concerning It(x, y, U) spectroscopy measurements, deformations become less
significant, as usually larger tip-sample separations are sufficient. Finally,
for ∆f(x, y, U) data, where the detection of short-range interaction forces is
desired in order to probe local electrostatic properties, again deformations
might become present, so that again the grid-mode might be preferable. This
means, that at each point of a predefined grid, one parabola ∆f(x, y, U) is
recorded.
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Experimental
The following chapter is dedicated to experimental issues. Besides the equip-
ment and sample preparation procedures used, a whole section will be ded-
icated towards the handling of molecules. Molecules designed for molecular
electronics applications, are often rather complex due to special functionl-
izations, so that several challenges can arise.
3.1 The UHV System
The UHV system utilized for all experiments, an OmicronI low temperature
(LT) ultra high vacuum (UHV) - AFM/STM, is depicted in Fig. 3.1 (a).
The UHV system mainly consists of two chambers, the preparation (P) and
analysis (A) chamber, both operating at a base pressure of 10× 10−10mbar
to 10× 10−11mbar.
The P-chamber exhibits several standard tools for surface preparation: an
ion bombardment gun operated with Ar+ ions, an evaporator with three
Knudsen cells for molecule depositions, a quartz crystal micro balance
(QMB) to monitor deposition rates, a quadrupole mass spectrometer (QMS),
which detects masses up to 300 u, an evaporator with three crucibles for
metal deposition, and a load lock used to introduce samples and force sen-
sors. The central manipulator used for transfers between the two chambers
is equipped with an electron-beam heating stage, and a cooling facility for ei-
ther liquid nitrogen, or helium operation, resulting in substrate temperatures
of TN2≈ 130K and THe2≈ 80K respectively.
One particular draw back of this substrate cooling possibility concerns the
fact, that upon the transfer into the microscope the samples need to be
manipulated with a wobble stick kept at room temperature. For this reason,
the effect of cooling with helium instead of nitrogen practically becomes
negligible. Moreover, the cooling temperatures accessible are in most case
IOmicron Nanotechnology GmbH (www.omicron.de), now belonging to Oxford Instru-
ments (www.oxford-intruments.com).
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Figure 3.1: (a) Omicron LT-STM/AFM. The microscope is placed in the A-
chamber. The P-chamber exhibits several units for sample preparation, marked by
numbers, and described in the main text: (1) Manipulator with heater and cooling
stage, (2) ion bombardment gun, (3) QMS, (4) QMB, (5) molecule evaporator, (6)
(not visible) load lock, (7) (not visible) metal evaporator, (8) cryostat. (b) View
into the sample stage of the microscope, provided by Omicron Nanotechnology
GmbH.
not sufficient for obtaining single molecules on insulating surfaces just after
deposition [see Chap. 6].
The A chamber incorporates a sample stock and the microscope, which is
illustrated separately in Fig. 3.1 (b). The sample is mounted overhead, and
the probe sensor (either a pure STM tip or a tuning fork sensor) can be
moved in all three dimensions. An eddy current damping system provides
vibration insulation. Bias voltages are always applied to the tip with respect
to the sample. For data acquisition the Nanonis SPM control systemII was
used, coming with an internal lock-in amplifier, an OC4 PLL (phase locked
loop SC4/RC4), and the AT4 unit for atom tracking [164]. Data processing
was performed with WSxM [170] and MatlabIII.
3.2 Characteristics of the Omicron qPlus Sensor
An image of a qPlus probe sensor from Omicron is depicted in Fig. 3.1 (a).
The set up is in accordance to the propositions by Giessibl [25] with one fixed
prong. The tuning forks exhibit a beam length of L ≈ 2.4mm, a thickness
of t ≈ 214 µm, and a width of w ≈ 130 µm. The calculated spring constant
IISPECS Zurich GmbH, www.specs-zurich.com.
IIIMathWorks, www.mathworks.de.
46
3.2 Characteristics of the Omicron qPlus Sensor
(c)
deflection
tunneling
current
(a)
IVC  UHV1
IVC2
seperate wire
cscold
(b)
isolation
cscnew
(d)
IVC  air1
IVC2
Figure 3.2: The qPlus force sensors (a) Omicron qPlus force sensor. (b)
Schematic of the gold electrodes and the contacting of a tuning fork. (c,d) Signal
read out and wiring in the old and Omicron qPlus sensors.
accounts to k = 1800Nm. Suggestions to experimentally determine the
actual spring constant are summarized in [171]. An etched tungsten tip is
glued to the free prong. For this reason the resonance frequency is typically
in the range of f0 = 15 kHzto30 kHz.
The full signal read out and tuning fork excitation is accomplished via two
contacts, which is illustrated in Fig. 3.1 (b). For the qPlus sensors from
Omicron, originally, the two tuning fork electrodes at the surfaces of the free
prong were used, whereas one of them was connected to the deflection am-
plifier while the other was used to detect the tunneling current, like depicted
in Fig. 3.2 (c). In this setup, however, the tunneling current travels through
the whole fork, which likely leads to an artificial signal within the deflection
channel, particularly if high tunneling currents are involved. The origin of
this signal is given by capacitive cross coupling mediated by the stray capaci-
tance Coldsc between the two channels. One possible origin concerns the speed
limits within the current- to- voltage (IVC) converters and was intensively
discussed in [172].
The cross coupling became considerably reduced in the new setup, which
is depicted in Fig. 3.2 (d). The electrode originally used for the tunneling
current detection becomes grounded and hence, serves as shielding between
tunneling current- and deflection channel. The tip is furthermore isolated
from the prong, and the tunneling current is detected via a separate wire
[172], so that one obtains Cnewsc << C
old
sc .
Most measurements of this thesis were recorded by a tuning fork in the old
setup. If simultaneously to the deflection recording tunneling currents were
detected, care had to be taken upon signal interpretation. In order to avoid
cross talk effects the bias voltage was always tuned to a few µV during
simultaneous spectroscopic operation. However, this is not possible for bias
spectroscopy measurements, where the bias needs to be ramped. Here, the
tunneling current was limited to about 100 pA to minimize the influences of
cross talk [see also appendix A]. For the measurements acquired with the
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Figure 3.3: Utilized surfaces. (a) KBr(001), (b) Cu(111), and (c) NaCl/Cu(111),
whereas NaCl areas are colored in green. Parameters: (a): ∆f = −2.2Hz, f0 =
26.4 kHz, Ubias≈ 0V, Aosc250 pm, (b): ∆f = 34Hz, f0 = 26.4 kHz, Ubias = −110V,
Aosc = 200 pm, (c) Ubias = 2V, It = 50 pA, inset: Ubias = −1.8V, It = 500 pA.
new setup, tunneling currents up to the range of It ≈ 1 nA can be detected
without any measurable coupling of the two signals, which is a considerable
improvement.
Another possible artificial contribution towards the frequency shift signal
is not attributed to the tuning fork wiring. It is caused by the so called
phantom force, which originates from a sample resistivity [173, 174], and is
particularly present on semiconducting surfaces.
In order to prepare the tip apex, the tip was repeatedly softly indented into
the Cu(111) surface vie z-spectroscopy curves, so that the tunneling current
detection saturated. Furthermore, the tip was treated with bias voltage
pulses of up to Ubias ± 10V. Consequently, it is assumed, that the apex is
covered by a small cluster of copper atoms.
3.3 Substrate Preparation
KBr(001)
Potassium bromide (KBr), grown in the (001)- direction, is an ionic crystal
with a cubic-face-centered (fcc) lattice with two atomic base, and a lat-
tice constant of a = 6.60Å [175]. Bulk KBr crystals were purchased from
MaTecKIV, cleaved in air with a razor blade, immediately introduced to the
UHV chamber, and heated up to T≈ 670K for several hours in order to re-
move contaminants like for instance water, and residual charges.
An atomically resolved image is shown in Fig. 3.3 (a). The contrast is fre-
quently explained by the contribution of short- range electrostatic interaction
forces. Accordingly, maxima in an nc-AFM image refer to only one species,
either K+ or Br−. Which of these appears bright depends on the charge
and chemical sensitivity of the tip [114].
IVMaTecK GmbH, www.mateck.de
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Cu(111)
Within the group of (semi-) noble metals, copper (Cu) (work function for
the (111) growth direction: ΦCu = 4.94 eV [176]) exhibits the strongest
reactivity. It crystallizes in a cubic face-centered lattice with one atomic
basis and lattice constant a = 3.61Å [175]. Crystals in the desired orien-
tation were purchased from MaTeck. Atomically clean surfaces were pre-
pared by several cycles of repeated Ar+- ion sputtering (p ≈ 3× 10−6mbar,
E = 0.8 keVto1.2 keV) and subsequent annealing (T ≈ 770K).
A constant frequency shift image is shown in Fig. 3.3 (b). Large scale STM
images at certain bias voltages recorded at low temperature, frequently fea-
ture the appearance of wave patterns on the substrate, which are attributed
towards the well known Shockley type surface state [126,177,178] exhibiting
a two-dimensional nearly free electron gas behavior.
Ag(111)
Silver (Ag) (work function Ag(111) ΦAg = 4.46 eV [179]) crystallizes in a
cubic face-centered lattice with one atomic basis, whereas the lattice constant
accounts to a = 4.09Å [175]. The crystals were purchased from MaTeck
as well, and preparation of Ag(111) was carried out similar to the case of
Cu(111), differing only by the annealing temperature of T≈ 720K.
NaCl on Cu(111)
Sodium chloride (NaCl) was deposited on the Cu(111) surface by thermal
evaporation. Heating the crucibles up to 758K corresponded to a deposi-
tion rate of 0.25Åmin−1 to which the samples were exposed for t≈ 8min.
If the substrate temperature (Tsa) during deposition stays at room tempera-
ture (RT) or slightly elevated temperatures the resulting films start to grow
with double layer islands, exhibiting a perfect rectangular shape along the
substrate [100]- directions and grow in the so called carpet mode, as can
be seen in Fig. 3.3 (c)V. The island diameter increases with the substrate
temperature during deposition and can range up to the micrometer range.
On top of the double layer islands, smaller rectangular islands are formed of
third and eventually also fourth ML [144]. An atomically resolved image of
a typical thin NaCl film is depicted in the inset of Fig. 3.3 (c).
VMonolayer islands can only be formed if deposition is carried out onto cooled sub-
strates.
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For details see the main text.
3.4 Molecules
3.4.1 Utilized Molecules
All molecules used in this thesis feature a strong aromatic character [see
Sec. 4.1]. Of particular interest to this thesis are the classes of the struc-
turally very similar porphyrins and phtalocyanines (phtalocyanine (Pc)),
which belong to the most intensely studied classes of organic compounds [26],
particularly within the field of organic based electronics. Both are pyrrole
based, and actually, the systematical chemical name of phtalocyanine is given
by tetrabenzotetraazaporphyrine. Furthermore appealing is the fact, that
the electronic properties are widely tunable by coordination of various met-
als into the core without modifications of the molecular bodies by additional
functional groups, so that the main structure can be sustained.
In the following each structure will be introduced. All have been deposited
by means of thermal evaporation from a Knudsen cell, whereas for the TTF-
dppz problems occurred [see Sec. 3.4.4]. The used sublimation temperatures
and rates are summarized in Tab. 3.1.
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Table 3.1: Sublimation temperatures and deposition rates of the utilized
molecules.
Molecule sublimation temp. deposition rate
TTF-dppz 446K 0.07Åmin−1
H2TBCPP 535K 0.2Åmin−1
CuPc 583K 0.29Åmin−1
C60 633K 0.22Åmin−1
TTF-dppz(CN)
The tetrathiavulvalene fused dipyridophenazine complex (TTF-dppz(CN))
[180], a Donor-Acceptor molecule, is depicted in Fig. 3.4.1 (a). It consists
of two subunits, the dipyridophenazine (dppz) core, which acts as an elec-
tron acceptor and the tetrathiafulvalene (TTF) core as an electron donor.
The molecule is functionalized with cyano phenyl (CN) end groups [see be-
low]. The lowest energy excited state of TTF-dppz(CN) corresponds to an
intramolecular charge transfer (CT) from the TTF to the dppz (HOMO-
LUMO excitation).
H2TBCPP
H2TBCPP is a free-base core porphyrin. Its chemical structure is depicted in
Fig. 3.4.1 (b). The base is functionalized with two meso-(3,5-dicyanophenyl)
[see below] and two meso-(3,5-di-tert-butylphenyl) groups which are marked
by a green and respectively red circle. The name porphyin originates from
the greek word for purple. Many members of the class occur in nature, like
for instance „heme“, which is part of hemoglobin, the red pigment in blood
cells, but also by chlorophyl, the centerpiece of photosynthesis. On this
basis, in combination with the utmost chemical and temperature stability,
the enormous effort done to investigate the properties of various porphyrin
based compounds on surfaces, as well as the trials to incorporate them into
organic based devices becomes understandable. For an overview the reader
is referred to [181].
When coming to molecular electronics, also some of the general fundamen-
tal questions were targeted by using pophyrin molecules. For instance, the
arrangement of molecules on insulating electronically decoupling surfaces,
were addressed by nc-AFM. On the ionic crystal KBr(001), the molecules
self assemble into molecular wires [182, 183] with the appealing property of
self-healing after destruction by the scanning tip [92]. Also the contacting
by metal electrodes was shown to be possible [184,185]. Finally, a porphyrin
based molecular switch was presented, based on the rotation of a side group
of the molecule [139].
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CuPc
CuPc, which due to its intense blue color is also called Monastral blue,
was first developed as a pigment in the 1930s [186]. Its chemical structure
(C32H18N8Cu) is depicted in Fig. 3.4.1 (c). The central Cu atom is sur-
rounded by four benzo pyrrole rings that are bridged by four N atoms yielding
in a D4h- symmetry. It exhibits p-type semiconducting behavior with a band
gap of Eg = 1.7 eV and an adsorption coefficient α = 10× 105 cm−1 [187].
The π- orbitals of CuPc are widely delocalized, and stick out of the molecular
plane. Consequently, strong molecule-surface interactions can be expected
particularly on metal substrates.
Remarkable success was gained for the integration of various phtalocyanines
(PC) into organic based devices [22, 188], many of them also have been re-
garded on surfaces [189]. Particularly for CuPc, numerous reports are avail-
able [134, 190–201]. Besides these SPM based investigations, however, also
their opto-electronic properties were targeted by incorporating them into var-
ious organic based devices [19] ranging from organic field effect transistors
(OFETS) [202,203] over organic light emitting diodes (OLEDS) [204,205] to
organic solar cells [206,207] [for the latter see also appendix A].
C60
C60, the so called buckyball structure is maybe the most famous fullerene
representative. Its spherical chemical structure is depicted in Fig. 3.4.1 (d).
It is highly sp2 hybridized, and a very stable compound as will be discussed
in Sec. 4.1. Its discovery [208] was even rewarded with the nobel prize in
1996.
CN Functionalization
Carbonitrile (CN) groups are frequently used for functionalization of
molecules for on-surface investigations. First of all, it allows for organometal-
lic complexation [209]. The associated strong dipole moment carboni-
trile group (CN) groups also strongly enhances the adsorption energies,
resulting in a higher stability of the adsorption site on insulating sur-
faces [183, 184, 210–212], as well as on metals for enhanced charge trans-
fer [213,214].
3.4.2 Deposition
Mostly, molecules are deposited by thermal evaporation from a Knudsen
cell in order to condensate them on a specific surface. Those molecule rel-
evant for molecular electronics applications are often rather complex, due
to various functionalizations in order to incorporate specific functionali-
ties. Since the sublimation temperatures roughly scale with the size and
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weight of the molecular compounds, unwanted fragmentation becomes more
likely [215].
This problem can possibly be avoided by applying an alternative deposition
method, the Molecular Spray Technique [216–218]. It is based on Elec-
tro Spray Ionization (ESI) [219] known to be the most gentle technique
to ionize large fragile molecules from solution. However, the experimental
setups and their handlings are in most cases much more complicated as for
thermal evaporation [220, 221]. The molecules are sprayed together with
solvents and thus either sufficient mass filters are needed, or it has to be
carefully proven for each studied system which morphology could be unam-
biguously attributed to the molecules under investigation.
Generally for an evaporation procedure, also the purity of the powder (ide-
ally > 99.5%) is of utmost importance. Already a very small percentage
of contaminants, for instance due to the solvent matrix, can lead to their
deposition instead of proper molecules. If not detected, such co-depositions
might evoke difficulties in the interpretation of the obtained surface mor-
phologies. In this manner, it is advantageous to purify the powders prior to
measurements [see Sec. 3.4.3].
The deposition process might be controlled by either a QMB or QMS. For
both cases there are pros and cons. A QMB does not exhibit mass selectivity,
and thus only detects that „something“ is evaporated with a certain rate.
It can not explore whether mainly impurities or only molecular fragments
might be sublimed. This can be circumvented by implementing a QMS. But,
depending on the filament current, this method in turn eventually more likely
can lead to fragmentation of the molecules upon ionization, which again can
tamper the analysis of the deposition process.
3.4.3 Sublimation Testing Unit
Only by its chemical structure it is not obvious whether a molecule can be
sublimed or not. For this reason a sublimation testing unit was built-up
for the purpose of testing the temperature stability of new (noncommercial)
molecules prior to SPM experiments. Its setup, depicted in Fig. 3.5, is similar
to the one described in [222].
The molecules are deposited from the bottom of a glass tube which can be
vacuumized (p < 10× 10−6mbar). Sublimed molecules are captured on a
cooling finger [see inset of Fig. 3.5] which exhibits connections for cooling
water if desired. The heating is carried out by either utilizing a water- or
metal bath (Roses metal: 50% bismuth, 25-28% lead, 22-25% tin, melting
point Tmelt = 367Kto371K).
For an analysis of the sublimation process, the sublimated molecules are
washed from the cooling finger by using an appropriate solvent, and ana-
lyzed with ESI and subsequent mass spectrometry in the Chemical Depart-
ment (Bruker ESI Esquire). For comparison, the initial molecules and the
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Figure 3.5: The sublimation testing unit. Molecules are sublimed in high-vacuum
conditions (p < 10× 10−6mbar) and are captured on a cooling finger (inset) for
subsequent analysis.
substance remaining at the bottom of the crucible can be analyzed as well. In
addition, the sublimation test-unit can be utilized to purify molecules from
contaminants by annealing for several hours slightly below the (expected)
sublimation temperature.
3.4.4 Chemical Stability of a DA Molecule
Unwanted fragmentation of molecules upon deposition by thermal sublima-
tion can give rise to a complicated puzzle for the experimentalist [223]. In
the following this will be illustrated by using the example of depositing TTF-
dppz(CN), which was introduced in Sec. 3.4.1.
Mass spectroscopy
The ESI mass spectrumVI of the initial TTF-dppz(CN) molecules is depicted
in Fig. 3.6 (a). The maximum peak corresponds tomTTF-dppz(CN) = 629 amu
proving that the method does not affect the molecular stability. Several ad-
ditional peaks at different masses are also present which are for instance at-
tributed to impurities within the powder. The spectra shown in Figs. 3.6 (b)
and (c) correspond to the sublimed molecules and those remaining at the
bottom of the crucible, respectively. Peaks corresponding to intact TTF-
dppz(CN) were never observed. Hence, TTF-dppz(CN) is not sublimable in
vacuum, even though it was proven to be temperature stable up to ≈ 453K
in a thermogravimetric analysis (TGA) in N2 environment (not shown).
VISpectras acquired in the Chemistry Department of the University of Basel, using a
Bruker Esquire 3000plus, www.bruker.com
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Figure 3.6: ESI-spectra of (a) the initial TTF-dppz(CN) molecule, with a mass
of mTTF-dppz(CN) = 629 amu, together with its chemical structure, and of (b)
the sublimated substance, and (d) the substance remaining in the crucible. The
chemical structures of the sub-units suggested for the various detected mass peaks
are shown below the spectra.
The assignment of molecular sub-units to the various detected masses only
on the basis of the ESI data can be to some extent arbitrary. It should be
mentioned, that for the analysis of the spectra peaks m < 200 amu were
omitted because they are difficult to distinguish from peaks arising due to
solvent molecules or other possible contaminants. The masses detected by
ESI and that of subsequently proposed molecular structures can vary from
each other due to various reasons. If measuring in the positive mode, like
done for this thesis, usually signals resulting from a protonation process
(M+H), or the reactants of a molecule with sodium (M+Na) or potassium
(M+Ka) become visible.
Suggestions for the various fragments evolving under sublimation are shown
below the two spectra of Fig. 3.6 (b) and (c). They have two peaks in
common, at m = 304 amu, and m = 585 amu. The first one is frequently
observed in ESI spectra and can be attributed to contaminations due to the
utilized spraying device. The second one, on the other hand, most probably
corresponds to a TTF-dppz(CN) sub-unit, where the legs partly splitted off,
like depicted below the spectra. This was supported by a comparative QMS
analysis. Thereby, TTF-dppz(CN) was stepwise annealed in a crucible in
UHV while recording residual spectra at several temperatures. In accordance
to the higher probability of unwanted fragmentation discussed in the last
section, only masses < 120 amu could be detected. The most distinct peaks
at m = 5 amuto53 amu and m = 86.87 amu (spectras not shown) can be
attributed to molecular legs without/with the sulfur atoms, and already
appear if annealing to Tanneal≈ 323K.
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Figure 3.7: Constant current STM images of TTF-dppz(CN) on Cu(111) (a-
c) and Ag(111) (d-f) after deposition and post-annealing. On Cu(111) ordered
structures, namely, a hexagonal network, molecular wires, a triangular shaped step
decoration, and crystallites are found. In contrast, on Ag(111) there are only
random clusters. Parameters: Cu(111): (a) initially: Ubias = 10mV, It = 35 pA;
(b) post-annealing at 373K: Ubias = 280mV, It = 40 pA; (c) post-annealing at
723K: Ubias = 700mV, It = 40 pA; Ag(111): (d) initially: Ubias = 250mV, It =
35 pA; (e) post-annealing at 373K: Ubias = 250mV, It = 35 pA; (f) post-annealing
at 473K: Ubias = 100mV, It = 35 pA.
Accordingly, also the other peaks at higher masses in the ESI spectra
(m = 546 amu, and m = 469 amu) might correspond to similar units. How-
ever, finding a sub-unit where the masses perfectly match for any of the
other detected peaks remains challenging. Some ‘almost’ fitting examples
are incorporated below the spectra as well, but they can not be clearly at-
tributed towards the detected peaks. Since the synthetization starts from
phenanthroline [180], also an eventual splitting within the dppz aromatic core
might occur. Nevertheless, since the molecule with partly splitted legs is de-
tected in the sublimated and remaining substrate, it might be still possible
to obtain this component which maintains its characteristic D-A properties
on a surface by means of thermal deposition.
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Thermal deposition
The deposition of TTF-dppz(CN) on the Cu(111) surface results in differ-
ent fragments, that arrange into disordered clusters [see Fig. 3.7 (a)]. To
separate them the sample was subsequently annealed to 373K. The result-
ing morphology shown in Fig. 3.7 (b), features four different highly ordered
structures: a hexagonal network, crystallites, small wires, and a triangular
shaped step decoration. Further annealing up to 723K [Fig. 3.7 (c)] reveals
that the crystallites disappear while the other three structures remain. The
relative ratio of network and wire structures on the surface remains constant
after annealing at 373K and 723K which was evaluated by comparing several
overview images.
Similar experiments on Ag(111) [see Fig. 3.7 (d-f)] did not result in any or-
dered structures after post-annealing. In contrast to Cu(111), the molecules
already start to desorb from the surface at an annealing temperature of
473K. Hence, Cu atoms, which at elevated substrate temperatures are avail-
able in increased number, could be involved in the built-up of at least one of
the assemblies [224].
For a deeper analysis, detailed images of each structure are depicted in
Fig. 3.8. A crystallite is shown in Fig. 3.8 (a). The high resolution in-
set suggests the built-up by a quadratic unit cell with a periodicity of
dcryst = 0.47 ± 0.01 nm, which is indicated by the model superimposed
on the right side of the high resolution inset image. Furthermore, a super-
structure like pattern on top of the crystallites is visible, indicated by black
lines in the model. It might arise due to a mismatch upon the built-up of
the crystallites.
The step edge decoration shown in Fig. 3.8 (b) consists of a two monolayer
high construction. Particularly, the first layer exhibits a high similarity com-
pared to the crystallites, also concerning the periodicity of the building units
estimated to dstepdec = 0.49±0.02 nm. For the second layer two possibilities
were observed both being visible Fig. 3.8 (b): either a straight ordering of
molecules, or the arrangement into a triangular shaped structure.
Figure 3.8 (c) shows the molecular wires. The periodicity of the building
blocks was estimated from several STM images to dwire = 1.15 ± 0.1 nm, if
assuming each protrusion as one molecule. In average, about 5 molecular
units build up a wire. In the same surface areas, always also small clusters
(named flakes, increasing number with increasing post-annealing tempera-
ture) and wire like structures composed by smaller building units were ob-
served indicating that several molecular sub-units are present in these areas.
The highly ordered hexagonal porous network, depicted in Fig. 3.8 (d), with
a periodicity of dnetwork = 0.83± 0.04 nm is the most remarkable structure.
It contains a substructure visible in the two closest recorded constant height
slices of a 3D combined ∆f/It(x, y, z) data set, showing a small detail of the
network structure around a pore, which is presented in Fig. 3.8 (e). The 3D
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Figure 3.8: Ordered structures on Cu(111) after post-annealing. (a) Crystal-
lites (b) Step decoration. (c) Wires. (d) Hexagonal porous network. (e) Closest
recorded constant height slices of a combined 3D DFS data set revealing the net-
work’s sub-structure. Parameters: (a) Ubias = −280mV, It = 30 pA; (b) Ubias =
280mV, It = 30 pA; inset: Ubias = −280mV, It = 30 pA; (c) Ubias = −800mV,
It = 34 pA; inset: Ubias = 600mV, It = 30 pA; (d) Ubias = −200mV, It = 30 pA;
(e) combined 3D DFS data set recorded in the grid- mode, closest recorded constant
height slices.
spectroscopy data set features areas where tip instabilities occurred (contrast
exaggerated). Therefore, it is not used for further analysis of the interaction
forces or potential energy landscape. Similar instabilities also repeatedly
occurred during imaging.
We assume that the network evolves under Cu atom coordination similar
to [224]. The fact that the dppz unit exhibit a well known metal-chelating
functionality, which is given by the diimine groups [180, 225, 226] suggests
that the molecules building up the network should contain these. All frag-
ments observed in the ESI spectra which contain diimine can be excluded
because they are too big to construct the network. Also, the dppz sub unit
does not build up the network evidenced by SPM experiments of dppz on
Cu(111) shown in Fig. 3.9 before (a) and after (b) post-annealing of the
sample at 373K. Three different periodic arrangements are visible, none of
them equals the network structure.
Another possible candidate, phenantroline [see the chemical structure in
Fig. 3.8 (e)] fits well in terms of its size and geometry, which is only a weak in-
dication. However, within the ESI mass spectra its mass of mphen = 182 amu
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Figure 3.9: Approximately 1ML of dppz on Cu(111) (a) directly after deposition,
and (b) after post-annealing at 373K dppz arranges in (three) hexagonal arrange-
ments, but none of them equals the network structure. Deposition of coverages
of less or more than 1ML (not shown) also did not result in the hexagonal net-
work found after post-annealing of TTF-dppz(CN) on Cu(111). Parameters: (a)
Ubias = 200mV, It = 40 pA; inset: Ubias = 800mV, It = 30 pA; (b) Ubias = 1V,
It = 55 pA; inset: Ubias = 1V, It = 25 pA.
was always neglected as it is smaller than 200 amu. Concerning the com-
parative quadrupole mass spectroscopy experiment it was also not detected
directly (mmax,QMS = 118 amu), but at least the sum of two smaller detected
peaks was matching mphen = 182 amu.
In case that the network would be composed by phenanthroline, the post-
annealing of the TTF-dppz(CN) fragments on Cu(111) would give rise to
another on-surface fragmentation by involving Cu atoms to which a catalytic
effect could be assigned. On this basis, also models for the other ordered
structures could be formulated. Nevertheless, the separation of the various
fragments on a metal surface was not possible, neither for post-annealing of
the samples nor for the deposition onto a cold substrate like for Fig. 3.7 (a)
where the substrate temperature was kept at T≈ 80K during the entire
deposition.
A different situation was obtained after the deposition of TTF-dppz(CN)
onto a cold NaCl/Cu(111) surface like described in Sec. 3.1. As depicted in
Fig. 3.10 (a) single molecular structures are attached to steps and kinks be-
tween the second and third monolayer of the NaCl islands [227]. A structural
similarity with TTF-dppz(CN) becomes apparent by comparing the image
with the chemical structure in the high resolution inset. The fact, that fur-
thermore the measured length of d = 1.2 nm is in good agreement with the
one of TTF-dppz(CN) from the dppz cor up to the onset of the flexible legs,
suggests, that the deposition on cold NaCl can indeed lead to a fragment sep-
aration. Accordingly, the observed molecules correspond to TTF-dppz(CN)
with partly missing legs still maintaining their D-A properties.
However, the determination of the exact unit remains rather difficult, since
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Figure 3.10: (a) Single TTF-dppz(CN) molecules with missing legs at kinks be-
tween the second and third monolayer of NaCl. (b) TTF-dppz(CN) on KBr(001)
deposited by the molecular spray technique at room temperature. The molecules
adsorb at step edges while the dots on the terraces are attributed to solvent
molecules. This is the only image recorded with a highly n-doped conductive
Si-cantilever made by a home-built AFM operating at room temperature [228].
Parameters: (a): Ubias = 1.5V, It = 25 pA; inset: Ubias = 1.2V, It = 25 pA; (b):
∆f = −20Hz, Aosc = 2 nm, f0 = 166.6 kHz, k = 30Nm−1, Ubias = −350mV.
according to the ESI spectra the splitting might occur at various positions.
For a clear assignment, high resolution imaging revealing the chemical bonds
inside the molecule would be mandatory each time prior to any other inves-
tigation, until a fragment with identical structure compared to those used
before, would be found. Furthermore, the sticking of the fragments on the
substrates is reduced compared to that for the initial molecules still contain-
ing the CN functionalization, which in turn makes the experimental use of
single molecules more difficult.
ESI deposition
In order to deposit the initial functionalized TTF-dppz(CN) molecules onto
a surface the molecular spray deposition techniqueVII was employed. The
detected mass spectrum shown in Fig. 3.6 (b) already indicates that this
method is capable of depositing the intact molecules. For the experiment
the molecules are sprayed together with an ethanol-toluene (1:1) solvent.
Especially on insulating surfaces the distinction between molecules and the
solvent on the surface might thus not be straightforward. To overcome this
potential problem, primary to the actual experiments with TTF-dppz(CN)
only solvent molecules were sprayed onto the KBr(001) surface resulting in
arbitrarily distributed small clusters all over the surface. Step edge decora-
tion was not observed at all.
This changes if TTF-dppz(CN) is included in the solution and sprayed under
the same conditions. In addition to the arbitrarily distributed clusters, the
VIIMolecular spray, www.molecularspray.co.uk
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steps become decorated, shown in Fig. 3.10 (b). Because step edge decoration
was only observed if solvent molecules and TTF-dppz(CN) were sprayed
together, it should be composed by intact TTF-dppz(CN). Higher resolution
images of this step decoration similar to Fig. 3.10 (a) are not available at the
moment, since the microscope attached to the chamber where the spray unit
is mounted operates at room temperature. Yet, we expect that the molecules
attach towards the steps through their CN functional groups similar as in
the case of [210].
3.5 Summary
The used equipment was presented, and sample preparation procedures de-
scribed. By using the example of TTF-dppz(CN) furthermore general chal-
lenges in the handling of large and/or complex molecules were targeted.
Here, unwanted fragmentation took place upon annealing within the cru-
cibles. Interestingly, the ordered structures were found on Cu(111) with
high reproducibility resulting in a time consuming puzzle. In order to avoid
such puzzles, the testing of the deposition of new noncommercial molecules
prior to SPM experiments is recommendable. However, a reliable deposi-
tion of intact TTF-dppz(CN) molecules is possible with the molecular spray
technique.
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Part II
Single Molecule Investigations
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Chapter 4
Mutual Influence of Molecules
and Surfaces Upon Adsorption
Innumerable molecules can be considered as interesting for organic based
electronic devices coming along with a similar high diversity of chemical
structures and associated properties. Hence, it is futile to give a comprehen-
sive picture of the underlying physics, particularly if the molecules are to be
regarded adsorbed on a surface. Yet, with a focus on aromatic molecules,
metal surfaces and thin insulating films on metals, several important mech-
anisms with regards towards the upcoming chapters will be issued.
For an understanding about the modifications due to the mutual influence be-
tween a molecule and a surface in close proximity towards each other, at first
one needs to know about the general characteristics of the initial molecule
and surface [Sec. 4.1 and 4.2, respectively]. If the two are then brought
together, the resulting interface is defined by the strength and nature of
the involved molecule-surface interactions, classified into physisorption and
chemisorption [Sec. 4.3]. For every molecule on every surface a characteristic
adsorption geometry is expected [Sec. 4.3], which is in turn a characteristic
observable of the present interactions. Besides, it governs the mechanical be-
havior [ Sec. 4.4] on the surface and furthermore, also the electronic interface
structure [Sec. 4.5].
4.1 Molecules in Gas Phase
The geometry of a molecule and its electronic structure are intimately con-
nected, which becomes clear by taking a closer look towards the complex
theory of chemical bonding and molecular orbital theory. While the follow-
ing discussion will be restricted to a phenomenological description of some
important concepts concerning the molecules of relevance in this thesis, a
detailed overview can be found in [229, 230]. Similar to the description of
short-range interaction forces in Sec. 1.2 a chemical bond results from an
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overlap of the wave functions of at least two atoms at separations in the
regime of a few Ångstrom, and can be described by the Morse potential [see
Eq. 1.19]. If the overlap of all atoms that participate to the bond, leads to
an overall attractive interaction, a molecule will be formed. The new molec-
ular orbitals (MO) can be calculated from linear combinations of the atomic
orbitals (LCAO) of the participating atoms. Subsequently, in accordance to
the Pauli principle, they are successively populated by maximal two elec-
trons per orbital, and by aspiring for the lowest energy conformation the
geometric arrangement is determined.
This should be illustrated by the relatively easy example of the H2 molecule.
By combining two single H atoms with their 1s wave functions Ψ1 and Ψ2,
the electron distribution is given by σ2 = (c1Ψ1)2 + (c2Ψ2)2 + 2c1Ψ1c2Ψ2,
differing from that of two single atoms by the last term. Because the coef-
ficients c1 and c2, defining the relative ratios of the atomic wave functions,
whereas
∑
i ci = 1, can be positive or negative, there are two MOs, which are
illustrated in Fig. 4.1 (a). Hence, for c1 = c2 > 0, the electron population
between the atom cores increases, and leads to a binding MO σ. On the
other hand, for c1 = −c2 the MO features a nodal plane, corresponding to a
reduced population between the cores, which results in an anti binding MO
σ∗. Hence, in the schematic energy diagram in Fig. 4.1 (b) the energy levels
of σ and σ∗ are located below and respectively above those of the single
atoms. A closer look furthermore reveals that the energetic lowering for σ is
less then the gain for σ∗, which is due to the repulsive energy between two
electrons that share the space within one MO.
Hybridization and Conjugation
By regarding bonds between different atoms, the complexity of the situation
considerably increases. By regarding organic compounds which are based on
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Figure 4.2: Concepts for chemical bonding. (a) Scheme of the 2s and the three
2p orbitals. (b) Concept of hybridization. (c) Distinction of σ- and π- type bonds.
carbon (C), three different orbital types play a role, 1s orbitals [Fig. 4.1 (a)],
2s orbitals [see Fig. 4.2 (a), upper row] and three types of 2p orbitals, 2px,
2py, and 2pz [Fig. 4.2 (a), lower row]. However, since the formation of chem-
ical bonds in molecules is mediated by valence electrons, one only needs to
consider the p- and 2s orbitals. It should be ruled out, that only orbitals with
equal symmetries with respect to all symmetry elements can be combined.
Hence, the construction of MOs might become a rather difficult task, par-
ticularly concerning the association of the constructed orbitals with certain
molecular bonds.
In this context, the concept of hybridization, illustrated in Fig. 4.2 (b), is
very helpful. The MOs are mixed in different amount and subsequently re-
arranged into a set of geometrically directed hybrid orbitals. The overlap
between 2p and 2s orbitals leads to a shift of the total electron distribution
which determines the shape of the hybrid orbitals. For a diagonal arrange-
ment resulting in a sp-hybrid orbitals one s and one p orbital are mixed.
Similarly, the mixing of one s and two (three) p orbitals leads to a trigonal
(tetraedical) alignment and sp2 (sp3) hybrid orbitals directed accordingly.
Particularly, sp2 hybridized carbon (C) systems feature an important char-
acteristic, that is conjugation. To define this property, one needs to dis-
tinguish between two different types of bonds which are defined by the way
in which the overlap between the different orbitals occurs, as it is illustrated
in Fig. 4.2 (c). Bonds that arise via a head-on overlap of the orbitals, so
that the electron distribution of the binding MOs is localized between the
contributing atoms, they are defined as σ- bonds (e. g. σss, or σsp). On the
other hand, the sidewise overlap of two orbitals above and below the molec-
ular plane, so that it becomes a nodal plane, are referred to as π bonds.
Conjugation is now defined by the availability of π bonds, being true for all
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Figure 4.3: Hückel theory and aromaticity. (a) Hückel calculated structure of
the π electrons of benzene. The H atoms in the chemical structure are omitted.
(b) Scheme of the electronic structure of a π- conjugated molecule with rigid atom
cores (usually omitted for reasons of simplicity) and delocalized electrons within
the π MOs.
molecules introduced in Sec. 3.4.1. In a carbon system, where the px-, and
py- orbitals of the initial atoms form sp2 hybrid orbitals, the remaining pz
orbitals can interact via πpp bonds, which will be discussed for example in
benzene in the next section. Even though single π- bonds are much weaker
than σ bonds, the additional availability in sp2 hybridized organic carbon (C)
based compounds gives rise to a highly increased chemical stability compared
to other compounds.
Hückel Theory and Aromaticity
For the determination of the MOs and electronic energy levels of conjugated
molecules, the semi-empirical quantum mechanical theory by Hückel gives
a straightforward approximation without the need of explicitly solving the
Schrödinger equation. The central assumption of this theory is given by a
general separation of the π- and σ- bonding stages, whereas the latter are
fully neglected. This is justified, because the energy gain in π type MOs is
less than for σ bonds. Accordingly, the former are always located at higher
energy and so the valence MOs determining the chemical reactivity of a
molecule normally feature π- type.
Assuming, that the initial pz- atomic orbitals are the MOs Ψn that inter-
act via π- bonding, the resulting π-MOs Ψ are given by the various linear
combinations
Ψ =
∑
n
cnΨn. (4.1)
Due to the spatial separation of the π- and σ- MOs, the energies of the π-
MOs can be approximated by using the quantum mechanical concept of a
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particle in a box [41], leading to
E = 2Eπcos(
kπ
n+ 1
), (4.2)
whereas n stands for the numbers of atoms in the molecule, and k can be
any positive integer between 1 and n.
According to the Hückel rule, a conjugated molecule with (4n+2) π- elec-
trons, n being any integer, is defined as an aromatic compound. For this
class of molecules, the additional energy gain mediated by π type interac-
tions is maximized. This is exemplary illustrated by using the example of
benzene in Fig. 4.3 (a), which is one of the most famous aromatic molecules.
Benzene features 4×1+2=6 π electrons, and hence six π MOs, that can be
derived within the Hückel theory: For the MO with lowest energy Ψ1 the
electron distribution is equal at all six atoms, and hence, the electrons are
fully delocalized, which is a main characteristic of conjugated systems. Ψ2
and Ψ3 (binding) as well as Ψ4 and Ψ5 (anti binding) are degenerate and fea-
ture one and two nodal planes, while the energetically highest anti bonding
orbital Ψ6 comes with three nodal planes.
A generalized energy scheme for an aromatic molecule is illustrated in
Fig. 4.3 (b). The ion cores are fixed at certain positions, while the π- elec-
trons located in the valence (frontier) MOs are fully delocalized. The most
important MOs are usually the highest occupied (HOMO) and lowest unoc-
cupied (LUMO) MO, whereas the difference between the vacuum level (VL)
and the LUMO is defined as the electron affinity (EA), and that between the
VL and HOMO as the ionization potential (IP). When molecules are to be
imaged by STM, again the HOMO and LUMO are the most important MOs,
because they are closest towards the Fermi level. For typical bias voltages
in the range of a few volts, MOs higher than the LUMO can usually not be
excited, and for those below the HOMO the tunneling probability is much
smaller than for the latter. A further characteristic of aromatic molecules
is given by a comparably small HOMO-LUMO gap (≈ 1.5 eVto3 eV [231]),
giving rise to intense adsorption bands in the visible. All molecules pre-
sented in Sec. 3.4.1 feature a high degree of aromaticity. Several benzene
rings dominate the chemical structures.
4.2 Surfaces of Inorganic Substrates
A surface or interface is defined as the border between two media, e. g.
bulk and vacuum. Due to the different spacial and hence also energetic
environment of the atoms in the surface layer, the atomic arrangement and
electronic structure of bulk and surface vary from each other. In some cases,
the modified energetic conditions even lead to surface reconstructions, which
will be fully neglected in the following as they did not play a role for the
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Figure 4.4: Single atom vs. solid metallic crystal terminated by a surface. (a)
Schematic potentials. At the surface, the periodic potential of the bulk decays
exponentially into vacuum. (b) Energy diagrams. The single atomic energy levels
split into bands. (c) Corresponding energy diagram for one unit cell.
surfaces used during the thesis. Detailed introductions into the physics of
surfaces are given in [232–234].
Bulk Crystals
Similar to the formation of a molecule, a solid crystal arises due to interac-
tions between initially free atoms. In Fig. 4.4 (a) the potentials of a single
atom and that of a bulk crystal terminated by an ideal surface are illustrated.
Inside the bulk it features a periodic curvature, which gives rise to a splitting
of the discrete energy levels of the single atoms into energy band structures,
separating energetically allowed from forbidden regions, which is depicted in
Fig. 4.4 (b). On the other hand, at the surface, the potential exponentially
decays into vacuum, whereas both curves ideally perfectly match each other
at the surface borderline. Due to the periodicity, and because in solid state
physics the bulk is usually assumed as infinitely large, the energy landscape
is fully characterized by regarding one unit cell, mostly within the reciprocal
space [see Fig.4.4 (c)].
The propagation of electrons inside the crystal is described by Bloch elec-
tron wave functions [175]. Each electron has to satisfy the one electron
Schrödinger equation [see Sec. 1.1], whereas for the periodic potential it holds
V (r + R) = V (r), with R being the lattice vector. According to the Bloch
theorem now the wave functions within the periodic potential are given by
the product of a plane wave and a function u ∝ eikR featuring the periodicity
of the lattice, meaning that
Ψ(r +R) = eikRΨ(r), (4.3)
k being the wave vector. The ground state of the N electrons is then con-
structed by successive filling of the energy levels up to the Fermi energy by
taking into account, that due to the Pauli principle the Fermi-Dirac distri-
bution becomes significant.
For insulators or semiconductors, the bands are either completely filled or
completely empty. The highest occupied band, the valence band is sepa-
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Figure 4.5: Formation of the surface dipole. (a) The electron density across a
surface ‘spills’ out into vacuum leading to a net dipole moment. (b) Schematic
energy diagram. Here, the local vacuum level (VLloc) needs to be distinguished
from the one at infinite separation from the surface (VLinf).
rated from the following unoccupied one, the conduction band, by an energy
gap. The reason for this gap lies in the respective bonding mechanisms and
electron configurations. Its size determines whether the solid is an semicon-
ductor or an insulator. Energy gaps as high as that no thermally activated
electrons can overcome it, correspond to insulators. In contrast, for a metal
a certain amount of bands is only partially filled, or the conduction band and
valence band energetically overlap. Accordingly, for insulators and semicon-
ductors, the Fermi energy, separating occupied states from empty ones is
located within the energy gap, while for a metal it lies within the conduction
band. This fact is the reason for the high electric and thermal conductivity
of metals, where electrons at the Fermi level can pick up infinitesimal small
amounts of energy enabling them to gain kinetic energy in an electric field.
Surface and Surface Dipole
A central assumption in the description of bulk solids is given by the approx-
imation of infinite size. But, what are the consequences of a surface, which
abruptly interrupts its periodicity?
The ideal surface in Fig. 4.4, actually oversimplifies the situation. There, it
is assumed that the periodic potential is cut at the surface without any mod-
ifications in its close proximity. But actually, the modified binding situation
for the surface atoms given by the sharp interrupt at the surface has in-
deed consequences for the surface structure. For instance, electronic surface
states located in the the energetically forbidden region of bulk states might
be present. They are described by Bloch waves with complex wave vectors
within the crystal followed by an exponential decay starting at the surface.
Historically, Schottky- and Tamm- surface states are distinguished [233]: for
the former a nearly free electron gas treatment is applied while the latter
are calculated within the tight binding model as linear combinations of the
atomic orbitals. One famous example is given by the Shottky type surface
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state on the Cu(111) surface described in relation to Fig. 1.3 and Sec. 3.3.
A second characteristic is directly related to the fact, that the electronic
charge distribution at the surface is ‘spilling’ out into vacuum with an ex-
ponential decay length, which is illustrated in Fig. 4.5 (a). This negative
electron charge is then neutralized within the first atomic rows of the bulk,
where a slight positive charged region remains. Even though for metals
this region only concerns the very first bulk layers, the charge redistribu-
tion causes a so called surface dipole layer region around the surface. The
effective dipole moment will then point from the out- to the inside of the
crystal, and its strength depends on the regarded crystal facet. Accordingly,
the work function, defined as the energy needed to bring an electron out of
the solid into vacuum, is increased, which is shown in the schematic energy
diagram of a real surface in Fig. 4.5 (b).
Local Work Function
The work function actually generally features a local character, and is sensi-
tive towards different crystal orientations, and lateral inhomogeneities across
the surface. For instance, for Cu the different work functions for different
common surface orientations range from 4.59 eV for the [100]- direction to
4.94 eV for the [111]-direction [176]. With its definition as the energy dif-
ference between the Fermi- and vacuum levels, the local character of the
work function necessarily goes back to the position of the vacuum level, be-
cause the Fermi level is a pure bulk property. By regarding the electron at a
position at rest just outside of the surface, it is still affected by the surface
potential. The electron now stays at the so called local vacuum level (VLloc),
which approximates towards the absolute vacuum level (VLabs) at infinite
separation from the surface, indicated in Fig. 4.5 (b).
Accordingly, one has to regard the local work function Φloc [235,236], whose
exact definition comprises bulk- and surface dependent terms:
Φlocal = −µ− ep
ǫ0
. (4.4)
Here, µ is the chemical potential, e the elementary charge, p the surface
dipole, and ǫ the dielectric constant. The chemical potential is related to
the chemical bonding and exchange correlations of the electrons within the
solid, while second one refers to the formation of the local surface dipole.
All local work function changes are of electrostatic origin, and are accessible
by KPFM or local bias spectroscopy [see Sec. 1.3.2]. Several studies about
work function changes for different facets across one surface [95], at steps
or kinks (Smucholski effect) [237], and defects or adsorbates [184, 238] have
been reported.
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4.3 Adsorption
Adsorption [232,233] concerns the accumulation of atoms/molecules (adsor-
bates) from the fluid or gas phase on a solid surface. Once a particle is con-
densed on the surface it might either re-evaporate (desorb) or diffuse along
it, which in turn can yield in adsorption at a specific site. All of these pro-
cesses require certain activation energies to be overcome. The corresponding
interface interactions are the same as those involved into chemical bonding
with the only difference, that one of the binding partners is a macroscopic
medium whose 2D surface is exposed to the microscopic atoms/molecules.
Depending on the nature of the forces two different processes are distin-
guished, physisorption and chemisorption.
Physisorption
Physisorption is mediated by vdW forces and only weakly perturbs the elec-
tronic structure of the adsorbate. Similar to the case of the AFM tip and
surface, the variation of forces with distance differs from that between two
single species which is due to the different dimensionalities [see Sec. 1.2.1].
For the case of a non-reactive physisorbed atom/molecule and a solid surface,
the vdW interaction potential can be modeled via the oscillation of a valence
electron executing a 1D harmonic motion. The according time-dependent
(non-retarded) interaction in this case is then reduced to an image-charge
attraction between the oscillating valence electrons and nuclei with their
image charges, resulting in a V ∝ z−3 relation [232].
A typical physisorption potential modeled by a Lennard-Jones potential is
depicted in Fig. 4.6 (a). It is characterized by a low binding energy (10meV
to 100meV for noble atoms on metallic surfaces) and large equilibrium sep-
aration (0.3 nm to 1 nm). Accordingly, the atoms/molecules are located at
relatively large distances from the surface and are usually highly mobile par-
allel to it. Typically, physisorption only occurs if stronger chemiesorption
interactions are not present. Furthermore, experimentally the high diffusion
rates related to the weak interaction potentials mostly require low tempera-
ture investigations in order to stabilize the adsorbates on the surface.
Chemisorption
In contrast, chemisorption is related to the formation of either new chemical
bonds between the adsorbate and the solid surface, for which essentially the
same rules as for chemical bonds apply, and/or by charge transfer between
adsorbate and molecule. Actually, the borderline between physisorption and
chemisorption is not clearly defined. Charge transfer does not only corre-
spond to chemisorptive processes, but can also very weakly be present under
physisorption [239]. However, the formation of new local directed bonds
between adsorbate and surface is clearly attributed to chemisorption.
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Figure 4.6: Physisorption vs. Chemisorption. (a) A typical potential curve of a
physisorption process, modeled by a Lennard-Jones potential. (b) The chemisorp-
tion process differs from physisorption in a smaller equilibrium separation z0 and
higher binding energy EB . It is traditionally modeled by a Morse potential. (c)
Combination of physisorption and chemisorption.
The strongest interactions can be expected for overlapping occupied and un-
occupied orbitals, i. e. electron transfer from the surface into the LUMO or
electron donation from the HOMO into empty substrate states. Chemisorp-
tion potentials are traditionally modeled by Morse potentials. A typical
curve is depicted in Fig. 4.6 (b). The main difference to physisorption is
given by a much shorter equilibrium separation (0.1nm to 0.3nm) and higher
binding energies up to a couple of eV.
Combined Adsorption Potential
Typically, an adsorption process requires to look at a combined physisorp-
tion and chemisorption potential, like depicted in Fig. 4.6 (c). The present
example describes combined physi- and chemisorption while more or less
sustaining the adsorbate chemical structure. In other cases, an adsorption
barrier might be present such that a a minimum energy is required for adsorp-
tion, or also activation barriers between the physisorption and chemisorption
wells. Furthermore, a chemisorptive process might even be accompanied by
the dissociation of the adsorbate upon adsorption.
Adsorption Geometry
The adsorption geometry of a molecule on a surface is a characteristic observ-
able reflecting the interaction forces at the interface. However, in contrast
to single atomic adsorbates, its prediction is rather subtle, because of their
extended sizes [240]. The schematic drawing in Fig. 4.7 illustrates the issue.
A main point is, that in contrast to a single atomic adsorbate, molecules
cover several substrate atoms, and so the corrugation potential is averaged
over the whole area as well. Consequently the adsorption landscape becomes
much more complex. Nevertheless, molecules prefer certain configurations
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Figure 4.7: Different adsorption conformation of CuPc. (a) Chemical structure
of CuPc and illustration of the differences for the the adsorption of large aromatic
molecules in contrast to single atoms. (b,c) CuPc on the structural very similar
Ag(111) (b) and Cu(111) (c) surfaces. Still, the contrast is very different, which can
be traced down to huge differences in the adsorption energies on the two surfaces.
Parameters: (b) Ubias = 100mV, It = 20 pA; (c) Ubias = −250mV, It = 30 pA.
above the substrate, which is related to the site dependence of the molecule-
surface interaction across the molecular structure. This leads to a second
characteristic: because molecules posses several internal degrees of freedom,
i. e. vibrational, conformational, and orientational degrees, conformational
changes may likely occur, and depending on its mechanical properties (e. g.
flexibility, elasticity) and the specific interaction with the underlying sub-
strate a molecule can adapt several different geometries [241]. For instance,
more flexible side groups of the molecule might be bended up- or downwards
upon adsorption.
This specific process can not be traced down to a simple rule, not even for
the same structure on different surfaces. The adsorption will be different
and even small modifications can yield in considerably different adsorption
geometries. To give an example, the adsorption of a Cu phtalocyanine on
different noble metal surfaces results in different conformations, as shown in
Fig. 4.7 for the Cu(111)- and Ag(111)- surface. Even though both surfaces
feature the same symmetry, the observed contrast on Ag(111) has fourfold
symmetry, while that on Cu(111) is reduced to twofold. Furthermore, the
molecular contrast on the Cu(111) surface is less sharp, indicating a stronger
hybridization. Both effects originate from the differences in the molecule
surface interactions, which are much stronger on Cu(111) [242]. The fact,
that different benzo-pyrrole rings are aligned above different local adsorption
sites causes differences in the local molecule-surface interactions for the dif-
ferent rings, and consequently on Cu(111) two out of four rings appear less
pronounced. A second example, which will be subject to the next chapter
concerns a free-base core porphyrin molecule. Strongly polar cyanophenyl
side groups provoke a conformational change upon adsorption on Cu(111).
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4.4 Mechanical Properties
Whether conformational changes in the molecular structure upon adsorp-
tion occur is also strongly depend on the molecular flexibility, which can be
investigated via the elasticity module defined by
E =
σ
ǫ
. (4.5)
Here, ǫ = δl
l
is the strain, while σ = F
A
refers to the stress upon deformation.
However, for complex geometries, the expression for the stress differs from
this simple definition, because the strain is then orientation dependent and
becomes a tensor.
Since the stress is related to the applied force F per unit area A, the molec-
ular elasticity can be investigated by studying the molecule’s response to
mechanical forces , and thus by means of AFM. The stress is then related to
a stiffness, k = −F/z which can be estimated via z dependent spectroscopy
curves of the frequency shift. Recently, multidimensional combined z depen-
dent spectroscopy data It(x, y, z)/∆f(x, y, z) were analyzed concerning the
atomic-scale mechanical properties of C60 molecules on Cu(111) [96]. Dif-
ferent slopes of vertical Fts(z)- curves in the repulsive regime at different
sites, for instance C atoms and hollow sites, could be directly attributed
to site dependent variations in the elastic atomic-scale stiffness between tip
and molecule. In the small amplitude limit (A < 100 pm) the stiffness and
frequency shift can be connected via the force gradient [see Sec. 1.3.2]
kts = −2k∆f
f0
. (4.6)
Here, k is the stiffness of the tip-molecule junction, which includes the re-
sponse to mechanical forces, and k the stiffness of the tuning fork.
The elastic properties of adsorbed molecules are crucial for the complete
field of molecular growth on surfaces. The adsorption energy and - confor-
mation govern for instance the diffusion barriers [21], and hence also the
types of available self-assemblies. Depending on the strength of intermolec-
ular and molecular surface interactions, molecules either grow in a layer-by-
layer- (Frank-van-der-Merwe), mixed- (Stranski Krastanov), or island growth
mode (Vollmer-Weber). In the first [last] case the molecule-surface interac-
tion is stronger [weaker] than the molecule-molecule interaction, while for the
mixed- mode the difference between the two interactions depends on which
layer of the assembly is considered.
A further important impact for the growth behavior with respect to the
elastic properties concerns the coverage of molecules. In close packed layers,
the molecule might be bent differently compared to low coverage configu-
rations in order to accommodate stress induced by the different unit cell
packaging. Accordingly, different assemblies may exhibit different elastic
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properties [243], which is subject to molecular flexible electronics, proposing
for instance flexible displays [244,245].
4.5 Interface Electronic Structure
The performance of any organic based (opto-) electronic device depends on
the electronic structure at the interface governing the charge carrier injection
barriers. For a detailed understanding about the mutual influence of the ad-
sorbate and surface, one has to take a closer look towards the interface energy
alignment. The following discussion will be restricted to metal-organic inter-
faces and the double barrier tunneling junctions relevant for the adsorption
of molecules on thin insulating films on metals.
4.5.1 Metal-Organic Interface
The central question for a metal-organic interface concerns the energetic po-
sitions of the molecular frontier orbitals HOMO and LUMO with respect to
the metal work function. Several experimental studies about molecules on
metal surfaces pointed out, that the simple Schottky-Mott rule of vacuum
alignment [see below] at the interface does not hold true in this case any-
more [246]. The reason lies in the formation of an interface dipole shifting
the relative positions of the vacuum levels [246, 247], which is illustrated in
Fig. 4.8 (a).
Upon adsorption, the molecule moves into the surface potential of the solid.
By attempting for a common VLloc with respect to the distance dependent
surface potential the energy levels will (partially) align. A complete align-
ment corresponds to the Shottky-Mott limit, and is indicated by the broken
lines in Fig. 4.8 (a). But usually, this does not correspond to the whole story.
Upon adsorption, an interface dipole forms, which is related to microscopic
charge rearrangements. This causes an abrupt shift of the surface potential
for the vacuum level at the interface, in the present example downwards. It
affects the local work function of the metal Φm, as well as the relative posi-
tion of the molecular levels with respect to EF,m. If it is directed towards the
molecule [surface], Φm tends to increase [decrease]. An increase [decrease] of
Φm in turn will lead to an improvement of the hole [electron] injection bar-
riers between the molecule and metal. That is, why the interface electronic
structure is so important for the performance of organic based devices. By
choosing appropriate metals and molecules or covering metal electrodes by
thin organic layers, the device performance can be directly tuned [248–250].
The interface dipole can have various physical origins [251,252]. Depending
on the specific molecule-surface interactions, several different processes have
to be considered, which are illustrated in Fig. 4.8 (b-f), and explained in the
following.
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Figure 4.8: Interface dipole originating from the adsorption of a molecule on
a surface. (a) Schematic energy diagram of the interface, including an interface
dipole ∆. (b)-(f) Possible physical origins. For details see the main text.
Chemical Interface Interactions
In the context of chemical interactions between molecules and conductive
surfaces, it is often distinguished between charge transfer phenomena [see
Fig. 4.8 (b)] and the formation of new covalent bonds [see Fig. 4.8 (c)]. While
for the first case the interaction can be still treated within a perturbation
approach, the second one necessitates to consider even stronger interactions.
However, similar as for the distinction between physi- and chemisorption,
the borderline is not perfectly sharp.
A charge transfer yields a partial equilibration of the chemical potentials
(Fermi levels) of metal surface and molecule. For a metal it holds µm = −Φm,
while for a molecule one can refer to the mid-gap position µmol ≈ IP+EA2 , in
accordance to the definition of the absolute Mulliken electronegativity [253]I.
If now µm < [>]µmol, charge transfer from [into] the molecule can be ex-
pected. The corresponding interface dipole moment contribution ∆CT is
then negative [positive] [254]. The energetic alignment in turn is accompa-
nied with a modification of the electronic structures of both. The metallic
states broaden the molecular levels and shift their relative positions with
respect to the Fermi level of the metal. Accordingly, the gap may become
partially filled, while for the metal the surface dipole region is affected. The
strength and direction completely depends on the system regarded.
In case of directed bond formation, surface and molecule can not be regarded
as weakly interacting subsystems anymore. Such a process can not be traced
down to a common simple rule, as the bond formation is strongly dependent
on the concrete geometries. However, such strong interactions were not
observed for any molecule investigated in this thesis.
IWhile this definition is sufficient for the following considerations, it should be at least
noted that a more precise definition can be found in [252], which is based on the so called
neutrality level
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Pillow Effect
The ppillow or push-back- effect, illustrated in Fig. 4.8 (d) is triggered by the
simple presence of the molecule close to the surface [246]. The molecule com-
presses the metal wave function at the surface and thus reduces the spilling
out and consequently also the local surface potential or work function. The
origin goes back to repulsive exchange (Pauli-) interactions [255].
It is not limited to metal, and occurs no matter whether the interac-
tions at the interface are triggered by physi- or chemisorption. Also, it
will generally lead to a decrease of the local metal work function up to
∆pillow ≈ 0.4 eVto0.6 eV [256].
Polarization
Polarization is in principle the counterpart of the pillow effect, and arises
from the influence of the surface potential on the electronic structure of
the molecule. One has to distinguish between originally unpolar- [see
Fig. 4.8 (e)], and polar molecules [see Fig. 4.8 (f)], as well as between
molecules which are unpolar, but undergo conformational changes upon ad-
sorption so, that dipole moments are induced.
In unpolar molecules, the electrical field mediated by the surface potential
leads to an induced dipole moment ~pdef, which is connected to the deforma-
tion polarization αdef via
~pdef = e~x = αdef ~E =
1
ǫ0
∑
i
e2i
miω2i
, (4.7)
where ~x denotes the displacement of the charges from their equilibrium po-
sitions due to the electric field ~E, and ei the charge, mi the mass and ωi the
vibration frequency of each molecule i II.
In contrast, the orientation of N polar molecules with permanent dipole
moment ~pmol is subject to an orientation polarization, which is connected
to the total dipole moment ~ppol = N~pmol. This alignment competes with
the thermal equal distribution, which however is small at low temperature.
Similar to the case of charge transfer no general trends for the consequences
of the interface structure can be drawn, because the effect strongly depends
on the special system.
Finally, multipoles can also be induced upon adsorption. Conformational
changes lead to different bending of certain functional groups, and hence
modified orbital overlaps which in turn might influence the electronic inter-
face structure [257]. Induced dipoles even vary within single molecules, due
to the site specific interactions, which will be discussed in Chap. 6.
IINote, that furthermore one might distinguish between the polarization of the electron
cloud, and the polarization of the ion cores.
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Figure 4.9: Scheme (a) and energy diagram (b) of a DBTJ. The electrons can
either tunnel through the two barriers directly (11) or be localized on the molecule
before passing the second barrier (2).
Total Interface Dipole
The total interface dipole is given by the sum of the above listed mechanisms:
∆ = ∆CT +∆pillow +∆pol, (4.8)
whereas ∆CT refers to chemical interactions, ∆pillow to the pillow effect, and
∆pol to polarization. While the pillow effect always leads to a decrease of
the local metal work function, the other two contribution can feature both
directions.
Charge being transferred across the interface will always stay in the first few
layers because of significant screening by its image charge potential [256],
which scales with the amount of charge. In case of strong screening, the Fermi
level of the interface will be pinned across the interface, and the pillow effect
will be screened as well. On the other hand if it is small, the pillow effect
becomes more significant [252]. This is particularly the case for physisorptive
systems.
4.5.2 Thin Insulating Films on Metals
The deposition of a thin insulating sodium chloride (NaCl) film of two to
three MLs leads to an effective lowering of the work function of the combined
system. In case of 2MLs on Cu(111), it accounts to 4 eV [258]. This lowering
is due to a mutual polarization, and is related to mechanisms leading to
charge redistributions at the interface. In contrast to a metal surface, where
mostly strong interactions are present, and the life time (∂t∂E ≥ h¯2 ) of
molecular resonances is in the range of τ ≈ 1 fs, on a thin film it increases
to τ ≈ 10 ps [28]. Accordingly, thin insulating layers serve for a sufficient
electronic decoupling [18,28,145], while STM operation remains possible.
An adsorbate on a thin insulating film on a metal corresponds to a dou-
ble barrier tunneling junction (DBTJ), which is schematically depicted in
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Fig. 4.9 (b). Tunneling electrons have to overcome two barriers, the vac-
uum barrier and that given by the insulator. Depending on the applied
bias voltage the electrons either tunnel through both barriers and the ad-
sorbate directly (1), or they are localized on the molecule before passing the
second barrier (2, resonant tunneling). While the first case corresponds to
‘topographic imaging’ of the molecular structure for the second case further
effects can dominate which were intensely studied by STM and AFM [145].
For instance, resonant inelastic tunneling (IET) [111] becomes very efficient
due to the long life times of the resonances. Furthermore, it is possible to
determine and control the charge state of adsorbates [see also Sec. 1.3.3].
Also, surfaces of constant LDOS of the molecular frontier orbitals [28, 259]
can be visualized by tuning the bias voltages to resonance peaks within 1D
STS spectra [see Sec. 6.3]. Finally, the coulomb barrier might be investi-
gated, which becomes visible as small shifts between the energies measured
by STS for a molecule on a thin insulating film, and that theoretically ex-
pected [143, 260, 261]. Finally, for NacL/Cu(111), an interface state can
be monitored, which is related to the Cu(111) surface state, surviving the
deposition on the thin film.
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Chapter 5
Mechanical Properties of
Single Molecules
The concrete geometry of a molecule on a surface, as discussed in Sec. 4.3 is
determined by the nature and strength of the molecule-surface interactions in
combination with the molecule’s flexibility, governing the complete mechani-
cal behavior of the molecule on the surface [see Sec. 4.4]. In this concern, the
local character of SPM based investigation tools offers a powerful technique
to investigate and quantify the elastic properties of single molecules on a
surface [96]. Several studies about molecular motion have been presented,
particularly also concerning rolling motion for which the molecular elasticity
is particularly important [262–267]. The present chapter deals with the me-
chanical properties of single porphyrin molecules investigated by means of
combined 3D tuning fork based ∆f/It(x, y, z) spectroscopy. On that basis,
a controlled manipulation process was established via the directed rotation
of single molecules. Results are published in [157].
5.1 Adsorption Geometry
In order to obtain single molecules on the Cu(111) surface, the H2TBCPP
compound was deposited onto a cool substrate (T ≈ −190K) like described
in Sec. 3.1. By looking at the STM image in Fig. 5.1 (a) one finds that the
individually adsorbed molecules are oriented along the [110]- or an equivalent
symmetry direction of the Cu(111) surface. The contrast of each molecule
is dominated by two brighter and two darker spots, which correspond to the
di-tert-butylphenyl, and dicyanophenyl groups, respectively. This shape is
known as the so called saddle-conformation which results from a conforma-
tional change upon adsorption [268], schematically illustrated in Fig. 5.1 (b).
The two dicyanophenyl-groups are slightly rotated out of the plane through
the molecular center, so that one CN group remains closer towards the sub-
strate compared to the other. Furthermore, the two whole dicyanophenyl
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Figure 5.1: H2TBCPPmolecule on Cu(111). (a) Constant current overview image
showing individually adsorbed porphyrin molecules oriented along three directions
of the substrate, exemplary marked by the white circles. (b) Scheme of the saddle-
conformation, from [157]. (c) High resolution of two enantiomers. Parameters:
(a) Ubias=50mV, It = 20 pA ; (c1) Ubias=5mV, It = 20 pA; (c2) Ubias=5mV, It =
20 pA.
groups are turned towards the butylphenyl groups by either clockwise or an-
ticlockwise rotation. Steric hindrance between the adjacent legs finally leads
to a bending of the pyrrole units up- and respectively downwards by 20◦
to 30◦. Accordingly, the C2v symmetry of the porphyrin molecules in the
gas phase becomes reduced to C2, and depending on the direction to where
the two CN groups turn, two enantiomers are available for each orientation
direction, exemplary shown in Fig. 5.1 (c).
The conformational change upon adsorption is probably essentially driven
by the two polar di-cyanophenyl groups. This is supported by two facts:
First, the saddle conformation is mainly caused by a rotation of these func-
tional groups upon adsorption, and secondly, similar free-base porphyrins,
only functionalized with di-tert-butylphenyl groups, do not adopt the saddle-
conformation [269].
5.2 Elastic Deformation
To gain more insight into the elastic properties of this molecule-surface sys-
tem in the saddle conformation, 3D combined It/∆f spectroscopy measure-
ments above single porphyrins were performed at a microscope temperature
of 4.8K. The applied bias voltage during the measurement was kept in the
micro volt range, and the oscillation amplitude was set to ≈ 40 pmto60 pm.
In this range, the frequency shift can still directly be approximated by the
force gradient [see Eq. 1.23]. For the data collection, the grid mode like
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Figure 5.2: 3D combined spectroscopy of a single porphyrin on Cu(111). The
data cuboids for the forward- and backward scan of ∆f(x, y, z) and respectively
It(x, y, z) are shown. z=0 refers to the closest recorded tip-sample separation.
Parameters: 3×3 nm with 68×68 points, Aosc = 50 pm, f0 = 25.4 kHz, Q=31190.
explained in Chap. 2 was utilized, and for each grid point, the approach and
retraction curves were recorded.
The resulting data cuboids with a size of 3.2 × 3.2 × 0.5 nm3 consist of
68×68×128 data points. For a first rough analysis, the approach (forward)
and retraction (backward) data curves of frequency shift ∆f(x, y, z) and
tunneling current It(x, y, z) data were transformed to constant height images
at different z. A selection is shown in Fig. 5.2. The image at closest recorded
distance is defined as z = 0. The colored contrast in each constant height
image was optimized separately, so that the scale bare shown below only
tells about trends, but not about quantitative numbers.
In the frequency shift channel the molecule generally appears at more nega-
tive∆f compared to the substrate. The fact that no atomic resolution within
the molecule was obtained indicates that the distance regime at which the
data set was recorded is still dominated by attractive interactions. Notably,
there are four distinct points at the periphery of the molecule that indeed
feature positive frequency shift. While for the forward scan direction only
the very last few layers are concerned, for the backward scan direction a
distance regime of z ≈ 100 pm is covered. The same phenomena is visible in
the tunneling current channel, manifesting in abrupt jumps to higher cur-
rents. Besides, the general appearance of the molecule close to the surface
closely resembles that of typical constant current image, like that shown in
Fig. 5.1 (d).
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Figure 5.3: Lifting process of the cyanophenyl groups. (a) Closest recorded
∆f =const and (b) It =const maps of the 3D spectroscopy data set. (c) Model of
the molecule featuring the same orientation. (d) The ∆f(z) and (e) It(z)-curves
at the CN locations feature a hysteresis related to a lifting process. (f) Schematic
drawing of the lifting process [157].
In order to shed more light on the observed ∆f/It- jumps, the clos-
est recorded layers of the backward scan direction data are depicted in
Figs. 5.3 (a) and (b), together with a schematic drawing of a porphyrin
adopting the same orientation in Fig. 5.3 (c). By comparing the distinct
locations one can see that the four features correspond the the four CN-
groups.
To now explain the abrupt jumps to positive frequency shift and higher
tunneling current at the CN locations as well as the hysteresis a closer look
towards the corresponding ∆f(z)/It(z)- curves is necessary, which are shown
in in Fig. 5.3 (d) and 5.3 (e), respectively. Both curves feature a hysteresis
loop close to z = 0 between the forward and backward scan with abrupt
jumps in It and ∆f , while further away from the surface they match each
other, which indicates that the hysteresis loops do not correspond to any
tip change. The overall shape of the ∆f(z) curves furthermore verifies the
assumption that the recorded distance regime is not dominated by repulsive
interactions, which correspond to frequency shifts close or even beyond the
lower turning point [see Sec. 1.3.2].
For a detailed analysis, three characteristic points within the curve shapes
being important for the discussion are marked by numbers. Starting far
away from the surface, both It and ∆f show a typical z- dependent behavior
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Figure 5.4: Statistical analysis of the lifting process for (a) z2−3 (a), and (b)
kmax,ts [157].
until position 1. Here, sudden jumps of It by ≈ 50 pA, and ∆f by ≈ 30Hz
occur, which can be attributed to the formation of a junction between the Cu
terminated tip [see Sec. 3.2] and the N atom of the targeted CN- group. Upon
retraction, the bond formation is strong enough to lift the CN- group (region
2-3), which is schematically illustrated in Fig. 5.3 (f) in the lower image.
Within this region the tunneling current slightly decreases, because the CN-
group is disconnected from the surface and lifted up [20]. At the same time,
the frequency shift increases in a discontinuous manner, suggesting a strong
tip-molecule interaction [270]. The jump back at position 3 (z ≈ 100 pm)
exactly to the initial curve shape means, that the molecule recovers its initial
state in the saddle conformation. This was also verified by subsequent STM
images of the molecule.
Since force extractions can only be carried out in continuous regions of the
entire curve, only the vertical force Fver required to form the bond between
the Cu tip apex and the N atom of the CN- group can be calculated. To do
so, a site-dependent long-range curve, recorded together with the data set
was connected to the site-dependent ∆f -curve (range: 10 nm), like described
in Chap. 2. Then, the integration was carried out up to point 1, account-
ing to Fbond = −180 pN. The corresponding stiffness of the tip-molecule
junction was estimated via Eq. 4.6 and accounts to kts ≈ 1.5Nm−1 [see
Sec. 4.4]. Hence, the bond arises due to a site-dependent force, which leads
to the coordination interaction. The observed positive values of ∆f are not
related to the repulsive interaction regime, but to an attractive short-range
interaction. It can be assumed that the abrupt jump of ∆f to positive values
results from drastic interaction potential modifications once the CN- group
is attached.
The vertical lifting process happens independently of the targeted N atoms
and is always reversible, meaning that the lifted side groups switch back to
the original adsorption geometry. This was confirmed by a statistical anal-
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ysis, which is shown in Fig. 5.4. For each event, the length of the hysteresis
loop z2−3, and the maximum ∆f were extracted. This was then used to
calculate the maximum tip-molecule stiffness kts, max shown in Fig. 5.4 (b).
Both histograms, the one for the distribution of z2−3 in Fig. 5.4 (a) and
that for kts, max in Fig. 5.4 (b) feature two pronounced peaks, marked by a
and b. These peaks correspond to two different lifting processes. For lifts
of CN- groups of type a, which initially have been closer towards the sur-
face, z2−3 is longer, while the calculated kts, max is smaller (a: z2−3 ≈ 50 pm,
kts,max ≈ 2.9Nm−1). The opposite applies for lifting groups of type b (b:
z2−3 ≈ 90 pm, kts,max ≈ 2Nm−1).
By functionalizing the tip with a molecule, the analysis of the elastic proper-
ties of the molecule can even be extended [271]. If scanning the surface with
such decorated tip, typical friction patterns are observed. They originate
from the chemical reactivity between Cu and a CN group at the tip-molecule
and molecule-surface site, and by the intrinsic stiffness of the molecule. Ac-
cordingly, the magnitude of the observed contrast is distance dependent,
which in turn is related to the fact that the molecular tip features more de-
grees of freedom because the molecule can deform upon tip approach. Such
measurements reveal the molecule-surface interactions, and can provide a
better understanding of the impact of the structure and chemical reactivity
of single molecules on nano-scale frictional properties, particularly concern-
ing molecular machines.
5.3 Directed Rotations
If the tip is approached slightly further compared to the separations that
induce a lifting of the di-cyanophenyl groups, the bond between the Cu tip
apex and the N atom of the CN group can become sufficiently strong to
induce a rotation of the molecule by 60◦, like depicted in Fig. 5.5 . Ex-
perimentally, it was found, that already a further approach of ≈ 20 pm is
sufficient. However, the exact lateral position of the tip is of utmost impor-
tance for the quality of the bond. If it is shifted laterally compared to the
location of the CN- group, the bond might already not be strong enough
anymore.
Hence, for a high reproducibility an accurate control of the tip-molecule junc-
tion is needed. To achieve so, an area of 100×100 pm2 was defined above the
location of an N atom of a CN group, which is depicted in Fig. 5.5 (a). Sub-
sequently, about 1 to 30 ∆f(z)/It(z)- curves were recorded within such an
area, until the lifting resulted in a rotation. In order to minimize lateral shifts
due to drift or creep, atom tracking above one of the di- tert-butylphenyl
groups was activated between each subsequent curves, similar to the case of
recording multidimensional spectroscopy data.
The rotation direction depends on the targeted CN- group, which is illus-
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(a)
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Figure 5.5: Directed rotation of single porphyrin molecules, from [157]. (a) Defin-
ing a small area to exactly match the CN- group, marked by the white square. (b)
Rotations induced above CN-groups marked in yellow lead to a clockwise movement,
while rotations induced above CN groups marked in green result in counterclockwise
movements. (c and d) Examples of a clockwise and counterclockwise rotation.
trated in Fig. 5.5 (b). For the two CN- groups marked by a yellow square,
a clockwise rotation is induced, while for the two groups of type b marked
in green the rotation proceeds in the anticlockwise direction. This is exem-
plarily shown in Fig. 5.5 (c) and (d), respectively. The same rules apply for
all adsorption directions and enantiomers, which was again confirmed by a
statistical analysis, for which 65 molecules were manipulated. A rotation was
readily induced for 47 cases corresponding to a success rate of 75%. Here,
the molecules fully recovered the saddle conformation afterwords. Only for a
few events the manipulation resulted in an unknown conformation (≈ 20%),
or unexpected tip terminations by the molecule were observed (5%).
More insights into the manipulation process can be gained by looking at
Figs. 5.6 (a) and (b), depicting a typical ∆f(z)- curve and the simultane-
ously recorded dissipated energy Ediss(z) corresponding to a clockwise ro-
tation event. Important points of the curve shapes are marked by roman
numbers, in order to not evoke confusion with the discussion of the pure
lifting process. Neither for ∆f(z) nor for Ediss significant features within
the approach curves are visible. In fact, both are very similar to those corre-
sponding to a pure lifting process. The main difference towards pure lifting
concerns the retraction curves. Here, the hysteresis between I and III pro-
ceeds over a much larger z- range with zI-III ≈ 200 pm. Between points I
and II, roughly corresponding to the z range of a lifting process, also the
curvatures still remain very similar. No features appear in the dissipation
curve, and ∆f increases in a discontinuous manner. This changes in the area
between points II and III, accentuated in gray. This is, where the rotation is
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Figure 5.6: Mechanism behind the directed rotation. (a) ∆f(z)- and (b) Ediss(z)-
curves corresponding to a rotation process. (c) Statistical analysis of the dissipation
of 47 rotations. (d) Schematic illustration of process behind an entire rotation. In
step I the tip is approached towards the surface. Step II corresponds to the lifting
process discussed before, which finally results in a rotation III, from [157].
finally induced. The gradient of ∆f becomes larger, leading to a faster still
discontinuous increase of ∆f , until in point III a jump back to the initial
curve shape is recorded. At the same time, the dissipation exhibits a pro-
nounced peak, until it also recovers to the background dissipation in III. This
peak in the backward dissipation signal is one of the main characteristics of
a successful rotation process. Since the variation in the recorded tunneling
current during the whole process remains rather small (in the present case
below ≈ 40 pA at a bias of Ubias = 300 µV), it can be concluded, that the ma-
nipulation is not current induced like in previous cases [24, 265], but rather
by the forces which lead to the lifting.
The mechanism behind a rotation is schematically illustrated in Fig. 5.6 (d).
In analogy to the lifting process, a tip-apex-molecule junction is formed
upon approach at recorded smallest tip-sample separations (first two images).
Upon retraction, first the di-cyanophenyl group is lifted up, also in analogy
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to the pure lifting (region I-II, third image). Because the bond is stronger
in the present case, the side group does not recover its initial geometry at
point II, but becomes further lifted upwards (region II-III, image 4). Upon
this further lift, the second CN- group is partly decoordinated from the
surface and laterally moved to a neighboring equivalent adsorption site. The
movement in turn gives rise to an unstable molecule-surface junction causing
stochastic changes of the tip-sample interaction [270,272]. This explains the
further gradual increase of ∆f in region II-III, as well as the distinct peak
in the dissipation signal in the same region.
A statistical analysis of the dissipation signal of all 47 successful manipula-
tion experiments, shown in the histogram in Fig. 5.6 (c) reveals two peaks
at ≈ 20meV/cycle and respectively ≈ 55meV/cycle. These two peaks again
correspond to the two different lifting processes of the CN- groups of type
a and b. However, a more thoroughgoing analysis of the dissipation signal
remains complicated, because it is influenced by the oscillation amplitude,
which can either decrease or increase the mechanical stability of the created
tip-molecule junction.
5.4 Summary
Even though only covering the attractive tip-sample interaction regime, 3D
combined spectroscopy measurements of It(z) and∆f(z) enabled for a chem-
ical recognition of specific functional groups and their exact location above
the surface. Furthermore, atomic scale elastic properties could be addressed,
and a partial lifting process of the dicyanophenyl groups revealed. The latter
relies on the interaction between the Cu terminated tip and the functional
groups leading to the formation of a tip-molecule junction. Even the small
differences in the tip-molecule stiffness between two adjacent CN legs within
one functional group, where one of the two groups remains closer towards the
substrate compared to the other, became visible. For the two distinct lifting
processes, two different tip-molecule stiffnesses and hysteresis loop lengths
could be detected, which is matching theoretical expectations. s between two
adjacent CN legs within one functional group, where one of the two groups
remains closer towards the substrate compared to the other, became visible.
For the two distinct lifting processes, two different tip-molecule stiffnesses
and hysteresis loop lengths could be detected, which is matching theoretical
expectations. If the molecule initially remains closer towards the surface, the
hysteresis length should become higher, while the accompanied tip-sample
stiffness should become smaller.
Finally, a new manipulation protocol to induce directed rotations was demon-
strated. In contrast to previous results the mechanism is purely dependent
on the pulling force between tip and molecule, and fully elastic. The results
emphasize the capability of SPM based spectroscopy measurements to clarify
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and quantify atomic-scale elastic properties even in combination with ma-
nipulation processes on surfaces. This is particularly useful for mechanically
driven manipulation processes, like for instance concerning force induced
chemical reactions at the atomic scale [273].
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Electronic Properties of Single
Molecules
The electronic properties of single molecular adsorbates play a decisive role
in many fundamental processes as for instance in catalysis [274], organic
photovoltaics [275], and particularly also in molecular electronics. As it was
intensively discussed in Chap. 4, the performance of organic based devices
is strongly dominated by the electronic structure at interfaces, for instance
between the molecules and metal electrodes [143, 246, 276]. The partial en-
ergy alignment and eventually occurring charge transfer significantly modify
the electronic structure of both the molecule and substrate. In organic mul-
tilayer configurations, this affects the intermolecular charge transfer within
the layer as well.
STM and AFM offer unique tools to visualize characteristic properties of
adsorbed molecules on the sub-nanometer scale, such as the local adsorption
geometry or the electronic structure of the frontier orbitals [STS] [28]. In
contrast to STM probing the LDOS at the Fermi level, AFM based local
bias spectroscopy is sensitive towards the total electron density. Thus, by
recording local bias spectroscopy data sets and generating LCPD maps, the
local electrostatic potential variations become accessible, which can be con-
nected towards charge (re-) distributions at the molecule-substrate interface.
Several recent reports about metal-molecule contacts focused on the bond
formation between molecules and metal atoms [134, 143, 277]. Furthermore,
the charge state of single adsorbates was determined, and molecular switches
based on charge state control were suggested [22, 31, 199, 200, 278]. In these
studies however, the molecules were decoupled from the underlying metallic
surface by thin insulating layers, so that the intrinsic electronic structure of
the molecules was only weakly perturbed by the presence of the substrate.
Accordingly, comparative density functional theory (DFT) calculations can
be carried out for the adsorbates in gas phase. However, if the molecules
are adsorbed on a semiconductor or metal where the molecule-surface in-
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Figure 6.1: CuPc and sample morphology of CuPc on Cu(111) and
NaCl(2ML)/Cu(111). (a) Individual CuPcs on Cu(111) aligned along three ori-
entation, marked by circles. Inset: Chemical structure of CuPc. (b) CuPc on
NaCl(2ML)/Cu(111). The molecules initially cluster at steps/kinks between sec-
ond and third ML so that a two step post deposition manipulation method needed
to be established (see main text). Parameters: (a): Ubias = −200mV, It = 30 pA,
(b): Ubias = −1.7V, It = 10 pA.
teractions become much stronger, this situation drastically changes. The
formation of new chemical bonds and/or charge transfer between adsorbate
and surface can induce stronger changes in the molecular arrangement, and
hence charge redistribution. Accessing these on the single-molecular level
could considerably improve the understanding about the metal-organic in-
terface and hence lead to improved devices.
The present chapter is concerned with the electronic properties of single
CuPc molecules on a metallic Cu(111) substrate, either directly, or on top of
a decoupling overlayer, namely a NaCl(001) bilayer. A comparison of these
strongly and weakly interacting substrates reveals structural distortions in-
duced by the adsorption. Furthermore, while the molecule’s electronic struc-
ture on the thin insulating film is known to be only weakly perturbed [28],
on Cu(111) it becomes strongly modified due to the strong adsorption in-
teractions, meaning that electrons are transferred from the metal to the
molecules. In fact, it is well known that metal PC’s frequently capture
charge from noble metal surfaces [242,279]. In case of CuPc on Cu(111), the
overall charge transfer from the substrate to the molecule accounts to about
two electrons [201, 280]. Comparing LCPD maps reveals the (re-) distribu-
tion of charge in these two systems. All experimental data were supported
by density functional theory (DFT) calculations which have been performed
and provided by Ali Sadeghi from the group of Prof. Goedecker at the Uni-
versity of Basel. For a deeper insight into the calculations the reader is
referred to [64].
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6.1 Sample Morphology
Figure 6.1 (a) shows, that the CuPc molecules already initially individu-
ally adsorb on the Cu(111) surface adopting a flat lying orientation along
the symmetry directions of the Cu(111) substrate, which are marked by
circles. On the other hand, the much higher mobility of molecules on
NaCl(2ML)/Cu(111) [see Fig. 6.1 (b)] complicates the adsorption process.
As a consequence of performing the deposition while cooling the manipula-
tor, as it was described in Chap. 3, no single molecules on free NaCl terraces
could be found [see also Sec. 3.4.4]. Due to their high mobility on this sub-
strate, they rather attach to steps or kinks between second and third ML
like at the left edge of the third monolayer NaCl island in the upper corner
in Fig. 6.1 (b), or completely diffuse towards the Cu(111) substrate, so that
a post-deposition manipulation procedure needed to be established in order
to obtain single molecules on the NaCl bilayer.
In step 1 the molecules are detached from the clusters. For this purpose, the
tip is scanned across the step edge where the clusters are attached. Mean-
while, the p-gain is repeatedly slightly exaggerated for small time periods
(≈ 1 s) in order to loosen single molecules from the clusters. Note, that the
feedback saturation can also easily lead to a local destruction of the thin
film third ML island, so that the respective adjustments need to be carefully
chosen. In any case, decoupled molecules remain very close to the cluster
and/or step [right side of the 3rd ML island].
For this reason, in step 2 they are laterally manipulated towards the free
terraces. To do so, the tip is positioned above a single loosened molecule.
Then, the feedback is switched off and the tip is approached to a certain
threshold distance (typically ≈ 200 pAto300 pA at ≈ 1Vto1.5V). From this
position, it is scanned laterally, whereas the molecule follows its movement
[see Sec. 1.3.3]. There is a quite high probability to pick up the molecules
during the manipulation process, which can be notably reduced by func-
tionalizing the tip with a molecule on purpose before [134]. In contrast to
previous manipulation experiments on thin films [22, 143], no IET process
was initiated.
6.2 Adsorption Geometry
As was discussed in Sec. 4.3 the local adsorption geometry is a distinct
indicator of the present molecule-surface interaction. Estimated from
the DFT calculations the interaction energy per molecule for CuPc on
NaCl(2ML)/Cu(111) accounts to ≈ 2 eV/molecule, while on Cu(111) it is
considerably higher, namely 6.58 eV/moleculeI. Due to the smooth border-
IDepending on the utilized functional the calculated adsorption energies might differ
from each other, as for instance for CuPc on Cu(111), where other authors reported about
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Figure 6.2: Adsorption geometry of individual CuPc on (a-c)
NaCl(2ML)/Cu(111), and (d-f) Cu(111). (a,d) Constant current STM im-
ages, (b,e) top views and (c,f) Atomitic positions integrated into a 2D horizontal
side view along the molecular axes through opposing pairs of benzo-pyrrole lobes,
emphasizing the non planar configurations. Parameters: (a): Ubias = −1.7V,
It = 4 pA, (d): Ubias = −200mV, It = 30 pA.
line between chemisorption and physisorption [see Sec. 4.3] the categorization
of a certain adsorption process is not always doubtless. However, in agree-
ment to [201, 242] the adsorption of CuPc on Cu(111) might be described
as a chemisorptive process, while the adsorption of aromatic molecules on
NaCl(2ML)/Cu(111) is commonly addressed as physisorption [28,145,259].
In Fig. 6.2 (a) an STM image of a single CuPc molecule adsorbed on
NaCl(2ML)/Cu(111) is shown. The contrast is dominated by the LUMO
resonance, which will be discussed in the next section. First of all note that
the fourfold symmetry of the molecule in gas phase is preserved, which is a
first indicates for rather weak molecule-surface interactions. The DFT cal-
culated adsorption geometry in the lowest energy configuration, shown in
Fig. 6.2 (b), reveals that in the energetically most favorable conformation
the central Cu atom is placed above a Cl− ion. Due to the coinciding fourfold
symmetry of the NaCl layers and the molecule, all four benzo-pyrrole rings
are located at equal adsorption sites. The separation between the surface
and a parallel plane through the central Cu atom accounts to ≈ 3.0Å, still
in the range for physisorption. Atomistic positions plotted perpendicular to
an axis along the molecule through two opposing benzo-pyrrole rings, and
integrated into a 2D horizontal side view, are shown in Fig. 6.2 (c). They
4.21 eV and 5.08 eV depending on the functional [280]. Also other computed properties
like the energy levels are strongly functional dependent [281].
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reveal, that all four rings are bent towards the substrate by almost 0.3Å.
The appearance of CuPc molecules adsorbed on the Cu(111) strongly dif-
fers from the first case: one pair of opposing benzo-pyrrole rings appears
brighter than the other, so that the symmetry of the molecule in the STM
in Fig. 6.2 (d) becomes reduced to twofold Dh2 symmetry. Such symmetry
reductions, frequently observed for metal Pc’s [189,193,282,283], are due to
the different symmetries of the molecule and substrate in combination with
strong molecule-surface interactions [see Sec. 4.3]. In our case, the sixfold-
and fourfold symmetries of the Cu(111) surface layer and CuPc, respectively,
are only compatible with a twofold symmetry of the combined system.
The DFT calculated adsorption geometry shown in Fig. 6.2 (e) reveals that
the central Cu atom in the lowest energy configuration in this case is placed
on a bridge position of the substrate, which is in accordance to [201]. The
axes along which the benzopyrrole rings proceed are again aligned with sym-
metry axes of the substrate, i.e. the 〈11¯0〉 and 〈11¯2〉 or equivalent directions.
The two rings aligned along the the [11¯0] direction are located above bridge
sites of the surface, which is denoted as B-direction. Accordingly, the per-
pendicular direction [11¯2], along which the other two rings lie above hollow
sites, is denoted as H-direction.
Two side views, generated in the same way as for the NaCl case along the H-
and B- direction are presented in Fig. 6.2 (f). Note, that the central Cu atom
is located significantly below the surrounding N atoms at a distance of 2.5Å
from the topmost surface layer. Moreover, peripheral H atoms are raised
above the benzol rings. The two rings along the B-direction mostly stay
in the horizontal plane through the central Cu atom, while those along the
H-direction are bent considerably more. Accordingly, this result also shows
that the two brighter maxima in Fig. 6.2 (b) correspond to the benzopyrrole
wings along the B-direction. Finally, one other notable asymmetry is given
by the fact, that the two local adsorption sites of the benzo-pyrrole rings
above substrate hollow-sites differ from each other. One is an hcp-, and the
other an fcc-hollow site.
6.3 Electronic Structure
The most important orbitals for STS measurements are given by the frontier
orbitals, as they are closest to the Fermi level. For CuPc in gas phase, the
HOMO and LUMO are given by the a1u and by the degenerate eg orbitals,
respectively, and are shown in Fig. 6.3 (a). Both degenerate eg orbitals
together, each located around one pair of opposing benzo-pyrrole rings, as
well as the a1u orbital, exhibit fourfold symmetry. Because CuPc features
an odd number of electrons, another important orbital concerns a singly
occupied molecular orbital (SOMO), given by the b1gup [200, 281], which is
more strongly localized around the molecular center. However, this orbital
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Figure 6.3: Electronic structure of CuPc investigated by STS. (a) DFT calcu-
lated LUMO and HOMO for the free molecule. (b,c) STS spectra recorded above
the central Cu atom of CuPc on Cu(111) (b) and NaCl(2ML)/Cu(111) (c). Typ-
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within the interval between HOMO and LUMO are show above. Parameters:
(b): LUMO: Ubias = −1.7V, It = 4 pA, GAP: Ubias = −500mV, It = 20 pA,
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was not resolved in the STS measurements shown here.
STS spectra were recorded above the central Cu atom of the molecule on
both substrates, advancing as described in Sec. 1.3.2. The spectrum for
CuPc on NaCl(2ML)/Cu(111) shown in Sec. 6.3 (b). Two molecular res-
onances derived from respective orbitals are clearly visible and can be at-
tributed towards the HOMO (≈ 2.3V) and the LUMO (≈ −1.4V), which
is in good agreement with [200]. Typical STM images, recorded at the bias
voltages corresponding to the resonances are shown above the spectra. The
fact, that the LUMO dominated image maintains the fourfold symmetry of
the molecule in gas phase indicates, the degeneration is not lifted upon ad-
sorption. This in turn suggests that the electronic structure becomes only
weakly perturbed here, as generally expected for organic molecules on thin
insulating films. Furthermore, an image corresponding to a bias voltage be-
tween the two resonances, so that the contrast is dominated by the charge
distribution close to the Fermi-level, is shown. In the latter, the molecular
core features a charge depletion area (small dark dot in the middle).
The actual situation changes if CuPc is adsorbed on Cu(111), which is shown
in Fig. 6.3 (c). Despite the short life times of molecular resonances on metal
surfaces, three peaks are visible. The occurring charge transfer furthermore
complicates the terminology of HOMO and LUMO, as in this case the com-
bined system needs to be regarded. Nevertheless, in good agreement with
previous photo electron spectroscopy (PES) [242], and SPM studies based on
Scanning Noise Spectroscopy (SNS) [201], three resonances are detected. In
the following, the assignment of molecular orbitals to these resonances will
be based on that for the free molecule. The first resonance at 1.5V can be
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associated with the new ‘HOMO’. Compared to the spectrum on NaCl, it is
shifted towards lower energy by ≈ 0.8V, again verifying that the ionization
energy and hence the binding energy is higher on Cu(111).
The second much broader peak at this bias polarity at 0.5V to 0.7V cor-
responds to the ‘LUMO’. The fact, that it is shifted across the Fermi level
tells, that this orbital becomes (partially) filled upon adsorption. In this
manner the degeneration of the original LUMO orbitals breaks down, and a
quadrupole moment is induced [242] as a consequence of the asymmetric ad-
sorption geometry. It is known, that the overall charge transfer from Cu(111)
to CuPc accounts to ≈ 2 electrons [201]. The last resonance, also appear-
ing at negative bias polarity, corresponds to a bias voltage of ≈ −1.2V. It
corresponds to the former ‘LUMO+1’.
Again, STM images recorded at the respective bias voltages are shown above
the spectra in Fig. 6.3. The image corresponding to the ‘HOMO’ reso-
nance appears more or less as structureless protrusion, which is in agreement
with [284]. The images recorded at a bias voltage between the resonances
attributed to ’HOMO’ and ‘LUMO’, as well as the one corresponding to the
F- ‘LUMO’ appear with twofold symmetry, and with a depression at the
location of the central Cu atom, but in this case less pronounced compared
to CuPc on NaCl(2ML)/Cu(111).
6.4 Local bias spectroscopy measurements
The strong molecule-substrate interactions of CuPc on Cu(111) and the re-
sulting charge transfer suggest, that the local electrostatic potential vari-
ation and distribution of charge inside the molecules are affected as well.
This is analyzed by means of 3D local bias spectroscopy measurements [see
Sec. 1.3.2] mapping the LCPD as a function of the lateral position above the
surface at constant height. The obtained sub-nanometer scale LCPD maps
can be directly connected towards the local dipole moments induced by the
local electric field between tip and molecule/surface [see Sec. 1.2.1], and thus
should give thorough information about the adsorption interactions.
Experiment
In Fig. 6.4 (a) the LCPD map of CuPc on NaCl(2ML)/Cu(111) is depicted.
Similar to the STM data, the fourfold symmetry of CuPc in the gas phase is
preserved. The contrast above the molecule is shifted to lower LCPD values
compared to the substrate, and the overall maximal shift
∆UNaCl,maxLCPD = (U
NaCl
LCPD − UCuPcLCPD)max ≈ 80mV.
On the other hand, the maximum contrast modulation between the benzo
pyrrole rings and center within the molecule
∆UNaCl,molLCPD = U
max
LCPD − UminLCPD ≈ 60mV,
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Figure 6.4: LCPD maps of CuPc on (a) NaCl(2ML)/Cu(111), and (b), extracted
from 3D local bias spectroscopy measurements. For (b) the red and blue line
indicate the H- and B- direction, to guide the eye. While the LCPD map measured
for CuPc on NaCl(2ML)/Cu(111), the fourfold symmetry is again preserved, on
the Cu(111) one finds, that not even twofold symmetry is visible. While the the
rings along the B-direction feature similar contrast, one of the H-direction rings
appears brighter than the other. Parameters: (a) 1.8×1.8 nm2 with 32×32 points,
recorded 80 pm below set point Ubias = −500mV/ It = 20 pA, Aosc = 70 pm, bias
interval: −400mV to 400mV by 128 points. (b) 2.4× 2.4 nm2 with 43× 43 points,
recorded 20 pm above set point Ubias = −150mV/ It = 30 pA, Aosc = 70 pm,
interval: Ubias = −300mVto500mV by 128 points;
with a pronounced peak above the central Cu atom, which appears at more
positive LCPD than the benzo-pyrrole rings. This is in analogy to the con-
trast of the constant current STM images recorded at a bias voltage within
the gap region, like depicted with the STS spectra in Fig. 6.3.
On the other hand, when CuPc is adsorbed on Cu(111), a completely differ-
ent LCPD map is found, shown in Fig. 6.4 (b). For the present data set,
the overall LCPD shift between molecule and substrate is smaller than for
CuPc on NaCl(2ML)/Cu(111), i.e. ∆UCu,maxLCPD ≈ 10mV. It should be noted,
that the tip could not be approached closer towards the surface for this mea-
surement, which is due to the fact that the old sensor type was used. Here,
the tunneling current was limited to max. ±100 pA in order to avoid cross
talk between the two signals. Still, small signal in the dissipation signal was
measured for CuPc on Cu(111), which will be discussed in appendix B.
Again, the benzo-pyrrole rings appear at more negative values compared
to the substrate, while the central Cu atom features more positive ULCPD,
but less pronounced as for the NaCl case. Hence, also the overall contrast
modulation within the molecule of ∆UCu,molLCPD = 2mVto3mV is found to be
much smaller than for the NaCl case. Moreover and more importantly, the
LCPD map neither preserves a clear four-fold nor two-fold symmetry. While
the two rings along the B-direction feature similar contrast (red line), one
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Figure 6.5: Comparison of the LCPD maps with DFT calculations via two di-
mensional cuts along the direction of opposing benzo-pyrrole lobes for NaCl (a-c)
and Cu(111) (d-f). a,d Definition of the scan directions for the line plots. b,e
Experimental LCPD lines extracted from the data shown in Fig. 6.4. (c,f) DFT
calculated difference L between the LCPD and the macroscopic CPD, see Methods.
d refers to the lateral distance from the central Cu atom.
of the rings along the H-direction features brighter contrast than the other
(blue line).
Because the maximum tunneling current for both measurements was in the
range of ≈ ±100 pA, it can be concluded that the tip-sample distance for the
recording of data on the thin insulating layer was slightly smaller than on the
metal surface, which makes quantitative comparison of the obtained values
difficult. Furthermore, different tips were used for the two experiments,
which influences the absolute measured numbers as well. Yet, a comparsion
of the overall curvature is possible and already reveals many details about
the present interactions.
Comparison with Theory
In order to support the experimental observations, ab initio calculations
of ULCPD were carried out, following the multiscale approach described in
[62]. The deviation of the LCPD from its macroscopic counterpart, the
CPD, i.e. UL = ULCPD − UCPD, was calculated as a function of the lateral
distance from the central Cu atom for lines across pairs of opposing benzo-
pyrrole rings [see Fig. 6.5 (a) and (d)]. This quantity can be compared to
the measured ULCPD, keeping in mind that the latter should still contain
long-range force contributions. Due to the fourfold symmetry of CuPc on
NaCl(2ML)/Cu(111), one direction only needs to be regarded, while for the
Cu(111) the calculations were carried out for the B- and H-direction.
101
Chapter 6: Electronic properties
The chosen line for CuPc on NaCl(2ML)/Cu(111) in Fig. 6.5 (a) proceeds
along the [110]- direction through the two rings. The ULCPD extracted
along this line as well as the corresponding calculated UL are qualita-
tively compared in Fig. 6.5 (b) and (c). The overall curvatures are in
good agreement: both curves feature a strong decrease of ULCPD/UL at
the locations of the benzo- pyrrole rings, while the central Cu atom ap-
pears pronounced and at much more positive values. However, the over-
all shift of ∆UNaCl,maxLCPD ≈ 80mV is much smaller than that calculated of
UNaCl,maxL ≈ 500mV, which is due to the averaging effect during the mea-
surement. Furthermore, L features two smaller spots just beside the central
Cu atom, which are not observed in the experimental data. It is not clear
whether some not excited electron distribution around the center is respon-
sible for these peaks in the calculated UL. However, one has to know, that
the tip-molecule distance applied for the calculations was set to 2Å, while
typical distances during SPM experiments are usually larger (≈ 5Åto10Å).
Yet, the overall curvatures of UL and ULCPD are in god agreement.
Line plots of ULCPD and UL(x) along the bridge- (red line) and hollow- (blue)
site directions for CuPc on Cu(111) are shown in Fig. 6.5 (e) and (f). Again,
the calculated UCu,maxL is notably higher than the experimentally accessed
values, but the curvatures of the measured ULCPD and calculated UL are very
similar. The benzo-pyrrole rings appear at more negative UL than the center,
but the modulation between core and rings is smaller than for CuPc on
NaCl(2ML)/Cu(111). Most notably, however, is that the difference between
the two lobes across the hollow sites is reproduced by the calculations.
Discussion
For both substrates, Cu(111), and NaCl(2ML)/Cu(111), ULCPD and UL
above the molecule shift to more negative values compared to the sub-
strates. The reason for this observation lies in their mutual influence be-
ing in close proximity towards each other as was discussed in Sec. 4.5. On
NaCl(2ML)/Cu(111) the negative shift might be explained by the occurrence
of the ‘pillow’-effect, which could be partially canceled by the charge transfer
on the Cu(111) substrate, where the total shift is much smaller.
Another similarity between the two systems concerns the fact that the central
Cu atom appears at more positive ULCPD/UL compared to the surrounding
benzo-pyrrole rings, even if this is much less pronounced on the Cu(111)
surface. A phenomenological explanation goes back to the arrangement of
the molecular orbitals of CuPc. In accordance to the STM data, featuring
a charge depletion area at the molecular center, and an accumulation area
at the ringsII. If the bias voltage is applied to the tip as it is in this thesis,
IIThe fact the LUMO image in Fig. 6.3 (a) does not show such darker spot at the core is
due to a further contribution of the SOMO orbital, which appears with a strong protrusion
at the molecular center [285]
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a more negative ULCPD corresponds to a more negative charge, which is
the case for the benzo-pyrrole rings. The reason, why this feature is less
pronounced on Cu(111) might be due to the fact, that here, the central Cu
atom is placed ≈ 0.2Å below the surrounding N and C atoms around the
core, while for NaCl it remains only ≈ 0.06Å below the respective plane.
Lastly, the differences within the ULCPD/UL contrast for CuPc on Cu(111)
concerning the two lobes aligned along H-direction (red line), will be con-
sidered. Again, for an explanation the specific adsorption geometry plays
a decisive role, which was presented in Sec. 6.2. It should be remembered,
that one benzo-pyrrole ring adsorbs above a fcc- while the other one is lo-
cated above an hcp- hollow site. This asymmetry seems to be reflected in
the ULCPD/UL contrast. The hcp site is characterized by featuring an atom
in the second substrate monolayer, while for the the fcc site, there is a hole.
This in turn seems to give rise to different molecule-substrate interactions
at the two positions, and hence to different induced dipole moments, and
different ULCPD/UL contrasts.
6.5 Switching the Adsorption Conformation
Since the bias spectroscopy measurements, and the I(U) signal were simul-
taneously recorded as well, it is worth to have a look at the second data
cuboids. Constant height images for selected applied bias voltages for the
two data sets are shown in Fig. 6.6. For both scan directions the contrast was
adjusted individually for each image in order to maximize the extractable
information.
While for the measurement above the NaCl(2ML)/Cu(111) shown in
Fig. 6.6 (a), for all bias voltages nominally the same contrast was observed,
within the data on Cu(111) shown in (b) a contrast transition is clearly vis-
ible for the forward and backward sweep directions. The images related to
an applied bias voltage of −500mV appear with the same contrast as the
one shown of Fig. 6.2 (d), which will be referred to as contrast 1 in the fol-
lowing. On the other hand, for a bias voltage of −300mV the contrast seems
to be reversed, and the pair of opposing benzo-pyrrole rings which initially
appeared brighter, now appears darker. This contrast is named contrast 2.
The transition on Cu(111) does not appear at a certain threshold voltage, but
rather smoothly evolves over the entire range of the sweeped bias voltages.
While for the forward sweep from ‘+’ to ‘-’, contrast 2 dominates for the
majority of images, the opposite sweep direction is dominated by contrast
1. Accordingly, the transition is also not symmetrical for the two sweep
directions. Furthermore, the contrast at the hollow site located benzo-pyrrole
rings remains always more noisy or fuzzy compared to that associated to
the bridge positioned rings. Note also, that for the present discussion, no
differences between the fcc-hollow-and hcp-hollow adsorption sites can be
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Figure 6.6: I(U) maps simultaneously acquired with the local bias spectroscopy
measurements for CuPc on (a) Cu(111) and on (b) NaCl(2ML)/Cu(111).
observed.
For a more thoroughgoing understanding of the contrast transition, 1D I(U)-
and numerically differentiated dI/dU- curves extracted above three charac-
teristic positions are shown in Fig. 6.7. At the hollow site location (a) two
phenomena can be observed: while for negative bias polarity the curves
match each other, a hysteresis behavior between −150mV and 110mV can
be observed, with two distinct jumps in the tunneling current of ≈ 10 pA in
the for- and backward sweep at different bias voltages, and as distinct states
in the corresponding dI/dU maps. This behavior is similar to charge state
switching of single molecules on thin insulating films on metals [199, 275].
Surprisingly, in the present case, the molecules are adsorbed on a metal,
where such charge state switching occurs on a much faster time scale. The
second characteristic observation for I(V) curves above benzo-pyrrole rings
located above hollow sites concerns a telegraph noise starting at the onset
of positive applied bias voltages > 0.2V, similar to [283].
The I(U) and dI/dU spectra above the molecular center shown in Fig. 6.7 (b)
both feature the same characteristics, but notably smaller. The interval of
the hysteresis reduces to ≈ −0.1Vto0.1V, and also the tunneling current
jumps reduce to ≈ 5 pA. In contrast, for the curves above a bridge positioned
benzopyrrole ring (c) both features disappear and the curvature resembles
metallic behavior, typical for molecules that are strongly bound to metal
substrates.
For an explanation of the contrast transition as well as of the observed hys-
teresis and telegraph, previous results on the same system need tobe recalled.
The adsorption conformation for CuPc on Cu(111) for higher coverages up to
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Figure 6.8: Frustrated rotation. (a,b) Images extracted from the data set shown
in Fig. 6.6, but with identical color coding. (b,c) Side views of the DFT calculated
adsorption geometries in the global minimum configuration and that turned by 7◦.
Again, the out of plane direction is rescaled by a factor of four.
1ML can differ from the global minimum configuration shown in Fig. 6.2 (d)
by an angle of ±7◦ [197]. Such slight modifications within close packed
monolayer assemblies can be understood in terms of the competing molecule-
surface- and intermolecular interactions. In a recent study by Schaffert et al.
it was furthermore shown that this configuration corresponds to a secondary
minimum for the adsorption geometry. Indeed, induced by a one-electron
inelastic tunneling process, already individual CuPc molecules on Cu(111)
undergo a frustrated rotation between the global- 0◦), and the secondary
minimum configuration ±7◦ with a yield of ≈ 5× 10−7 events/electron at
LT [201, 280]. As a consequence STM images of single CuPc molecules ap-
pear blurred, partially fuzzy, and with a telegraph noise mainly recorded
at benzo-pyrrole rings positioned above hollow sites at the bias polarity for
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Figure 6.9: Within the bias range corresponding to the hysteresis behavior, the
molecule can be switched between the two adsorption configuration induced by
changes in the bias voltage. Parameters: left: Ubias = −150mV, It = 20 pA, right:
Ubias = 50mV, It = 20 pA.
which electrons are injected into the molecules is a direct consequence of the
frustrated rotations. The fact, that the hysteresis as well as the telegraph
noise are mainly occurring above benzo pyrrole rings adsorbed above hol-
low site positions. This is again in agreement with [280], and related to the
asymmetric adsorption configuration, with stronger molecule-surface inter-
actions for the benzo-pyrrole rings adsorbed above hollow site positions. As
a consequence the response of injected electrons is stronger for these rings.
In this manner the telegraph noise observed here can be unambiguously
attributed to frustrated rotations of single molecules as well. In order to
understand the hysteresis and contrast transition, the two bias spectroscopy
images at 300mV, and −500mV are plotted with exactly the same color
coding in Fig. 6.8 (a) and (b). Compared to (a), which corresponds to the
global minimum configuration, the benzo-pyrrole rings above bridge posi-
tions in image in (b) seem to bent towards the substrate, while the other two
appear as if they become detached from it. To prove, whether this movement
corresponds to a frustrated rotation by ±7◦, the respective DFT calculated
top-view adsorption geometries in a side view for 0◦, and exemplarily for −7◦
are shown in Fig. 6.8 (c) and (d). Again, the out of plane direction is rescaled
by a factor of four. Indeed, upon rotation, the two benzo-pyrrole rings above
bridge positions move closer towards the substrate (c) and slightly tilt out
of plane. The rings above hollow site positions become tilted as well, but de-
tach from the surface (d). In this manner, the two contrasts in STM images
at different bias polarity as well as in the bias spectroscopy measurement can
be clearly attributed to the contrasts of the global and secondary minimum
configurations.
The hysteresis now corresponds to a bistable range where the two adsorption
configurations can be switched on purpose, as illustrated in Fig. 6.9. For
this, the same molecule was scanned with two different bias voltages within
the bistable range. Another possibility is to inject electrons into benzo-
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pyrrole rings above hollow sites. It was shown, that the switching can be
induced at these sites most efficiently which is due to the fact, that they
stay more closely at the surface [280]. The fact, that the switching can be
induced in controllable manner gives rise to a switching probability based
on a conformational change, and induced by an (single-electron) inelastic
process.
6.6 Summary
The present chapter was concerned with the electronic properties
of single CuPc molecules on two different substrates featuring weak
[NaCl(2ML)/Cu(111)] and respectively strong [Cu(111)] molecule-surface in-
teractions. Already a comparison of the characteristic adsorption geometries
and STS spectra revealed the influence of the strong interactions on the
Cu(111) surface. The observed symmetry reduction from fourfold to twofold
is accompanied by a charge transfer of two electrons from the metal into the
original LUMO of the molecule. The analysis of LCPD maps, and compar-
ison with DFT calculations, furthermore allowed to thoroughly address the
local electrostatic potential variations induced by the adsorption interactions
as well as the redistribution of charge. For both surfaces the molecule ap-
pears at more negative values compared to the substrate which can be related
to typical interface effects like the ‘pillow effect’. But, the charge transfer
on Cu(111) strongly affects the electronic structure. Probably mostly out-
standing is the very high sensitivity of the measured signals towards small
asymmetries in the local molecule-surface interactions, like the differences
between the two benzo-pyrrole rings adsorbed on a hcp- and fcc hollow site,
that are related to an asymmetry within the substrate subsurface layer.
Furthermore, the simultaneously recorded current maps were investigated. A
contrast transition between the contrasts of the two opposing pairs of benzo-
pyrrole rings on Cu(111) could be unambiguously related towards a frus-
trated rotation between the global minimum (0◦) and two equal secondary
minima at ±7◦. The fact, that this switching in the adsorption geometry
is bias voltage controlled establishes a controllable switching property based
on the adsorption conformational change.
The results clearly demonstrate the potential of three dimensional bias spec-
troscopy measurements in order to reveal charge transfer processes at the sin-
gle molecular level. It is envisioned, that even light induced charge transfer
processes might become accessible by this technique, which could strongly
help for a detailed understanding about transport mechanisms in organic
based heterojunction solar cells. This will be subject to appendix A.
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„Actio et Reactio.”
Sir Isaac Newton
In physics, forces are the basic mean by which materials and their proper-
ties are characterized. Presently, in the framework of the standard model
of physics all phenomena can be traced down to four basic interactions,
gravitation, electromagnetic forces, as well as weak-, and strong interaction.
Moreover, approaches beyond this model attempt to extend it into a uni-
fied field theory, or ‘theory of everything’ subsuming all physical phenomena
under one theory.
In a similar manner, on the tiny scale of molecules on surfaces, all phenomena
studied within this thesis can be ascribed to the adsorption interactions at
the interface, which are all of electromagnetic origin. Even the experimental
tools utilized, STM and AFM go back to interactions between a tip and
surface in close proximity towards each other, because the tunneling current
is a consequence of the overlap of the wave functions of tip and sample, while
the frequency shift is directly connected towards the interaction forces.
The performance of spectroscopic operation modes allowing for the probing
of vertical and lateral interaction forces, potential energy landscapes, local
work function variations, or the visualization molecular frontier orbitals was
thoroughly investigated. The influence of the finite oscillation amplitude as
far as the frequency shift is concerned, was ruled out, and the two main data
acquisition operation modes were compared with respect to possible measure-
ment artifacts in Chap. 2. Continuing with experimental issues, challenges in
relation to the handling of the utilized molecules were addressed, comparing
two different deposition methods, and several tools which help to control the
process [Chap. 3].
When it comes to the characteristics of condensed single molecules on sur-
faces, the major importance of the concrete local adsorption geometry as
a main characteristic observable of the interaction landscape was verified
in Chap. 4. By high-resolution topographic imaging, and local dynamic
force spectroscopy in Chap. 5 the atomic scale elastic properties of single
porphyrin molecules were revealed. Based on a lifting process, finally a di-
rected rotational manipulation process was established, which was proven
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to be fully force driven. Proceeding towards the electronic structure mod-
ification of molecules on adsorption by a combined STM-, AFM, and DFT
study in Chap. 6, the influence of the strengths of interactions could be ob-
served. If the molecules are physisorbed, the electronic structure becomes
only weakly perturbed. On the other hand, charge transfer on metal surfaces
can highly modify the appearance of the molecular orbitals. Mapped by 3D
local bias spectroscopy measurements, the electrostatic potential variations
and (re-) distribution of charge within the molecules as a consequence of the
adsorption interactions were analyzed by comparing extracted LCPD maps,
and supporting DFT calculations, following the multiscale approach [62],
in which the LCPD is directly connected towards induced local dipole mo-
ments. Mostly outstanding is probably, that even asymmetries in the local
adsorption interaction potential concerning the second substrate layer could
be made visible, and that the tunneling channel gave deep insight into the
inelastic tunneling induced switching of the adsorption geometry.
The presented results, show that SPM methods serve as unique investiga-
tion tools concerning fundamental questions related to molecules on surfaces.
Future studies might allow to quantify molecular conductance, the basic in-
teractions at the molecule-substrate interface, and the characteristic prop-
erties of the structures themselves. Due to the high obtainable resolution,
chemical reactions might be carried out on a surface in real time, and finally,
by the introduction of light, optically induced charge transfers within single
molecules might become accessible, and quantifiable. This last topic will be
targeted in appendix A dealing with light assisted local bias spectroscopy
measurements.
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Appendix A
Outlook: Towards Optically
Induced Charge Transfers
Several SPM based attempts have been demonstrated in order to investigate
the coupling of photons to matter. Two main approaches are possible: de-
tecting tip induced photon emission or studying the excited states of matter
after absorption of photons. With respect to opto-electronic applications
and their performance, the majority of questions is related to the mecha-
nisms behind charge carrier generation and -transport. In organic molecules
the absorption of photons leads to the generation of excitons by the transfer
of electrons into energetically higher levels. Charge transfers (CT), leading
to separated charges can then occur either on an intramolecular level within
fused donor-acceptor (D-A) molecules, or intermolecular between a donating
(D) and accepting (A) species. However, up to now no complete theory is
available.
The ability to directly observe CTs on the single (or two molecular) level
could highly improve the general understanding. Due to the weak nature
of bonding the optical response of a molecular crystal is usually dominated
by the optical response within each single molecule. Observing these phe-
nomena might become possible by SPM techniques [184] mediated by their
appealing local character, which exceeds that by other conventional opti-
cal methods by far. Yet, modifications by the interface electronic structure
between the molecules and the underlying substrates need to be taken into
account [see Sec. 4.5], which might cause significant differences compared
to the absorption behavior of molecules in gas phase, solution, or within
multilayer assemblies.
By means of STM, for instance, photon emission from the tunneling junc-
tion, induced by inelastic tunneling electrons [286], could be detected by
introducing an optic spectrometry setup into the microscope. With a simi-
lar method, also Fermi’s golden rule was visualized [287]. On the other hand,
by introducing light into the STM, photo induced currents and surface photo
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voltages (SPV) were investigated [288–290], and the coupling of photons to
single molecules could be addressed by exciting electrons in the STM tip,
which then tunneled into unoccupied energy levels of the molecules [275].
Other experiments in turn focused on photo catalytic reactions by photo
induced excitations of vibrational modes [291, 292], or on the conversion of
light into mechanical motion by photo izomerization [293–295].
In the AFM community, mainly the second approach was traced: light
induced SPVs were detected by means of KPFM [296, 297]. In this
manner, it became possible to study light induced electron transport at
molecule-substrate interfaces via changes of the local surface dipole mo-
ments [97,298,299], or differences in the optical response for slightly different
arrangements of molecular islands [300]. Furthermore, by utilizing tuning
fork sensors, a combined study of light assisted local bias spectroscopy and
STS allowed to investigate sub-surface nitrogen-vacancy centers of nano di-
amonds [301].
The present investigations aim at observing intermolecular charge transfers
between CuPc and C60 molecules, a commonly adopted combination for
heterojunction organic solar cells. To do so, a measurement procedure based
on one-dimensional bias spectroscopy has been employed. However, before
this procedure will be described, first, a few considerations about optical
excitations will be presented in the next section. Finally, the basic working
principle of heterojunction solar cells will be summarized, followed by a state-
of-the-art on the detection of the optically induced charge transfer in this
system together with propositions for improvements.
Optical Excitations
The interaction with electromagnetic fields is mediated by photons. To be
absorbed, their energies need to match the energetic difference between cer-
tain excited- (n) states and the ground state (m). While for organic materials
this leads to the generation of excitons, for metals or semi-conductors in prin-
ciple plasmons need to be regarded, which are however not relevant for the
present considerations, because all excitations have been carried out within
the visible regime of light (400 nm to 800 nm).
Absorption Spectrum
Which transitions can be excited within a molecule, is determined by Fermi’s
golden rule. On basis of the time-dependent perturbation approach the prob-
ability for an optical transition is proportional to the matrix element of the
transition dipole moment from state Ψn to Ψm:
Wnm ∝ |〈Ψn |~eE~p|Ψm〉| , (A.1)
138
HOMO
LUMO
vibronic
states
rotational
states
(a) (b)
C60
CuPc
400 500 600 700 800
wavelength [nm]
a
d
s
o
p
rt
io
n
 o
e
ff
ic
ie
n
t
[
]
1
0
cm
5
-1
2
3
1
4
Figure A.1: Optical spectras (a) Scheme of an optical spectrum of a molecule,
featuring electronic, vibronic, and rotational transitions. (b) Absorption coefficient
as a function of the wave length for CuPc and C60, figure from [302].
where eE is the unit vector in field direction. The elements of the transition
matrix strongly depend on the symmetry of the molecular states Ψn and Ψm,
which results in a much more complicated situation compared to optical
excitations of atoms. Those elements equal zero correspond to forbidden
transitions, and the lowest energy transition to a HOMO-LUMO excitation of
the molecule, which is the most important one for the present investigations.
Conjugated molecules feature rather small band gaps of ≈ 2 eV [231], which
makes them sensitive to light in the visible regime.
The total excitation energy E = hν = En − Em of an electron transition
within a molecule is generally comprised by three different terms
E = Erot + Evib + Eel, (A.2)
corresponding to electron (el), vibrational (vib) and rotational (rot) excita-
tion [230]. A typical spectrum is depicted in Fig. A.1 (a). Electrons that are
excited from the ground state Em to En can also enter any vibrational or
rotational level associated with the specific electron excitation level. Elec-
tron transitions can be already excited with light in the visible or UV regime,
while pure vibrational or rotational excitations require infrared or microwave
light. Suitable wavelengths for excitation experiments are deduced from ab-
sorption spectras. For the two molecules CuPc and C60 spectra showing the
absorption coefficient as a function of the wavelength on indium tin oxide
(ITO) substrates are presented in Fig. A.1 (b), adopted from [302].
Surface Photo Voltage
The photovoltaic effect gives rise to a light induced change of the equilibrium
potential distribution within a solid or molecule by charge transfer. If the
illumination induced charge carrier generation is followed by a net charge
redistribution close to the surface, the consequence is a surface photo voltage
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(USPV), which is defined by
USPV = U
illu
S − UdarkS . (A.3)
This effect is widely used in SPV spectroscopy to characterize semiconduc-
tors. A detailed overview is given for instance in [303]. The charge redis-
tribution also gives rise to a change in the CPD and LCPD, and thus, in
the local work function, which was intensely studied by the combination of
KPFM and SPV spectroscopy for various systems, as mentioned in the in-
troduction to this chapter. Due to the ultra-high resolution obtainable with
local bias spectroscopy [see Chap. 6] it might be even possible to detect light
induced charge redistribution within single molecules, or between a donor-
and acceptor- molecule.
Experimental
Light Source
The samples were illuminated from the outside of the microscope through
a UHV flange (quartz glass)I with an incident angle of ≈ 40◦ with respect
to the horizontal axis. It was tested, that the transmitted intensity for the
investigated wavelength was about 99%. A combined BioLED light source
from Mightex (BLS-XX04-U/S) was used and always operated in the con-
tinuous wave mode, with the maximum output intensity of 10mW. Four
different wave lengths are available, 590 nm, 530 nm, 470 nm, and 400 nm.
Taking into account the present geometry, only a fraction ≈20% of the in-
cident light will illuminate the sample crystal (round shaped with radius
r = 0.5 cm). With E = hc
λ
× nphoton then the number of photons can be
estimated to ≈ 10× 102 nm−2, depending on the wave length used.
Local Bias Spectroscopy under Illumination
The bias spectroscopy measurement protocol used to investigate optically
induced charge transfers is illustrated in Fig. A.2 (a). To rule out the charge
transfer within a molecule on the surface, both spectra above the molecule
(1) and above the surface (2) need to be recorded, and subtracted from each
other. However, if the molecules are regarded on a metal surface, interface
effects might become crucial [see Sec. 4.5], so that a simple subtraction is
not valid anymore.
To be able to unambiguously attribute an observed SPV to an optical ex-
citation, also the distance dependence of the LCPD [see Sec. 1.2.1], due to
to the long- and short- range electrostatic forces, needs to be taken into
account. For this reason, for each spatial location and wave length several
spectra are recorded at different tip-sample separations z within an interval
IThe transmission reached 90% for wavelengths between λ = 200 nmto1200 nm.
140
Δf(U)/I (U)t
hc/λi
-0.4 -0.2 0 0.2 0.4
U [V]
Δ
f 
[a
rb
it
ra
ry
 u
n
it
s
]
z
 d
e
c
re
a
s
in
g
(a) (b)
1
2 λ1
dark
ΔLCPD opt,1
x
x
ΔLCPD opt,2
λ2
x
x x
x
x
Figure A.2: Bias spectroscopy under illumination (a) Scheme of the procedure.
1D bias spectroscopy measurements are repeated at different tip-sample separations
above the molecule and above the surface. (b) Illustration of the distance depen-
dence of ULCPD and the SPV, by plotting schematic ∆f(U)- curves at different
heights above the molecule.
of z = 0.5 nmto1 nm. With decreasing z the parabolas shift laterally and
vertically which is schematically illustrated in Fig. A.2 (b). If optical excita-
tions take place, LCPD(z) will evolve differently for the recording in dark and
under illumination with different wave lengths. For the present example, the
spectra corresponding to an illumination with λ1 (green), and λ2 (red) shift
towards the same direction, but more than if recording the curves in dark,
while for large tip-sample distances, no light induced differences appear. Ac-
tually, the UCPD/ULCPD under different illumination conditions must not
necessarily shift in the same direction. If the bias is applied to the tip, a
shift to a more negative LCPD corresponds to more negative charge. The
best comparison of the various data at different wave lengths is obtained by
plotting the LCPD as a function of the corresponding frequency shift, which
is a measure for the tip-sample separation.
A last important issue concerns the fact, that the microscope temperature
of 4.8K starts to increase by 0.1K to 0.2K upon illumination in dependence
of the utilized wave length. This causes considerable drift, which can be
particularly problematic for the z direction. Anyhow, waiting for about
30-40 minutes between switching to a new wave length and recording the
spectra, and by activating atom tracked tip-positioning between each two
recorded curves, enables to rule out such drift related artifacts.
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Figure A.3: Heterojunction organic solar cell (a) Scheme of the architecture of
a heterojunction solar cell. (b) Corresponding energetic diagram, illustrating the
generation of excitons, and their dissociation at the heterojunction.
Heterojunction Organic Solar Cells
Over the last decades, tremendous effort has been taken to develop organic
solar cells mainly motivated by the perspectives of low cost large scale pro-
ductions compared to the conventional inorganic cells [231, 304]. In an or-
ganic heterojunction solar cell [231], depicted in Fig. A.3 (a), two thin molec-
ular layers are sandwiched between two metal electrodes, one being an elec-
tron donor, and the other an acceptor. A common combination is given
by CuPc and C60, which was also regarded here. Different geometries have
been tested in order to fulfill several competing requirements for the opti-
mization of the efficiencies. For instance, besides the bilayer cells like the
one shown in Fig. A.3 (a), also bulk heterojunctions where the donor and
acceptor layers become mixed, resulting in an increased D-A interface, were
investigated [231].
Charge Carrier Generation and Separation
In Fig. A.3 (b) a scheme of the charge carrier generation and separation
is illustrated by an energy diagram. The two molecular layers are repre-
sented by their HOMO and LUMO levels. Upon absorption of a photon
within the optically active layer, an electron will be transferred from the
HOMO to the LUMO (or even higher), generating a Frenkel type exciton
(tightly bound) [206]. These excitons can then diffuse, whereas the diffusion
lengths are typically only in the range of 0.4nm to 15 nm [305]. At the het-
erojunction interface, an electrical field builds up similar to a pn-junction,
which makes exciton dissociation energetically favorable if IPdonor-EAacceptor-
UCoulomb >0, resulting in a transition of the excited electron into the LUMO
level of an acceptor molecule. Afterwords, the electrons and holes diffuse
into opposite directions, which can be triggered by a concentration gradient
and furthermore tuned by applying an external electric field.
Construction of a Two Molecule Solar Cell
The easiest configuration of a solar cell made by two molecules between two
metal contacts accessible by SPM methods is to adsorb one of them on a
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Figure A.4: Tip functionalization by CuPc. (a) STM constant current image
before and (b) after picking up a CuPc molecule. The modified shape for the
molecules in the upper right corner is related to a frustrated rotation, like discussed
in Chap. 6. (c,d) Forward and backward scans of the corresponding ∆f(z) curves,
before, and after picking up the molecule. The bias voltage was tuned to ≈0V
for these two curves. (e) ∆f(U)- curve with a Cu tip on Cu, a CuPC tip on Cu
and a Cu tip on CuPc. Parameters: (a): Ubias = −30mV, It = 30 pA, (b):
Ubias = −30mV, It = 30 pA.
metal surface, while the probing tip is functionalized with the other. Still,
one has to keep in mind that measured ULCPD shifts in this geometry can
not directly be compared to macroscopic heterojunction cells. The fact, that
charge transfer takes place at the metal-molecule interfaces will strongly
contribute to the signals.
Observing, that CuPc molecules on Cu(111) easily jump towards the tip upon
the recording of ∆f(z) curves, suggested to functionalize the tip with the
latter. The process, illustrated in Fig. A.4, works as follows: After recording
a reference STM image, like in Fig. A.4 (a), the tip is positioned above a cer-
tain CuPc molecule, usually above the molecular center, whereas it is as well
possible to position it above one of the benzo-pyrrole rings. Subsequently,
∆f(z)/It(z) are recorded, while slowly approaching closer to the molecule
for each curve. The functionalization is then indicated by a hysteresis loop in
the backward scan, similar to the case of lifting atomic chains [20], which can
be seen in Fig. A.4 (c). This is as well confirmed by recording an STM image
above the same surface area in Fig. A.4 (b), where the molecule now is miss-
ing, and the contrast of the remaining molecules appears different. With the
molecule on the tip, the general shape of ∆f(z)/It(z)- curves changes, and
they always feature a double minimum, as can be seen in Fig. A.4 (d). The
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Figure A.5: Light assisted bias spectroscopy of a two molecule solar cell. (a)
STM constant current of a small island of C60 molecules on Cu(111). (b). 1D
height dependent bias spectroscopy measurement. Shown is the extracted LCPD
as a function of the frequency shift, which indicates the tip-sample distance. Inset:
Corresponding ∆f(z)- curve, needed to connect the frequency shift towards the
tip-sample distance. Parameters: (a): Ubias = −1.0V, It = 30 pA.
reproducibility of this process is almost 100%, whereas the specific contrast
of STM images with a functionalized tip remains individual, and strongly
depends on how exactly the CuPc molecule attaches to the tip. The max-
imum tunneling current flowing during the picking up process accounts to
≈500 pA.
Besides the modified curvatures of the ∆f(z)/It(z) curves the tip function-
alization also gives rise to a shift in the LCPD. For a further analysis of this
shift, ∆f(U)/I(U) curves were recorded with a Cu tip on the bare Cu(111)
surface, with a Cu tip above a CuPc molecule, and with a CuPc tip above the
Cu(111) surface, which are exemplarily shown in Figs. A.4 (e), whereas the
curves were adjusted in y-direction. As expected, compared to the LCPD
measured with a Cu tip on the bare Cu(111) surface, the two other parabolas
equally shift laterally in opposite directions which can be best seen in the
inset.
Illumination of the Cell
C60 on the Cu(111) surface is known to form two dimensional islands at
submonolayer coverage with five possible orientations of the molecules, which
start to grow from step edges [96, 157, 306], as shown in Fig. A.5 (a). The
geometry adopted for the illumination experiment was given by tracking the
previously CuPc functionalized tip above one C60 molecule within the island
during the entire measurement. In this manner, only spectra above the C60
molecule have been recorded, without any references recorded with a CuPc-
or Cu tip on Cu(111).
In total, ten ∆f(U)/I(U)- curves at different tip-sample distances have been
recorded in dark, and for each of the four available wavelengths. The ex-
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tracted LCPD plotted as a function of the corresponding frequency shift for
each wavelength and for dark are shown in Fig. A.5 (b). The crosses refer to
the raw data points, while the line is a polynomial ax2 + bx fitII, in accor-
dance to the quadratic dependence of the frequency shift on the bias voltage,
and assuming the small amplitude approximation of the force gradient for
the frequency shift.
With decreasing tip-sample distance, all curves shift to more negative LCPD.
However, no clear light induced SPV could be detected. However, one might
at least get the imagination that the different graphs start to split at closest
recorded tip-sample distance, so that one might expect a ULCPD shift at even
closer distances. For the tunneling current channel, also no light induced
photo current was detectable (not shown here).
Since the old tuning fork setup was used, the minimal tip-sample distance
was limited to a tunneling current of ≈ 100 pA in order to minimize cross
talk influences, as discussed in Sec. B. This is a major draw back for the
SPV detection. The closest recorded tip-sample separation corresponding
to −3.5Hz is only dominated by long range interactions, which becomes
apparent when looking at the ∆f(z) curve shown in the inset. By using the
new tuning fork setup the tip could be positioned considerably closer towards
the surface. On the other hand, even with the old tuning fork set-up LCPD
shifts of CuPc on Cu(111) could be detected, so that the fact that the old
setup was used can not hold as an explanation.
As evidenced from the LCPD maps shown in Fig. 6.4, the electrons are
mainly found at the location of the benzo -pyrrole rings. For this reason, the
exact attachment of the CuPc molecule at the tip might be crucial for the
measurement, which remains an uncontrollable parameter. Thus, it might
be advantageous to functionalize the tip with C60 instead, which features a
much higher symmetry. Another advantage of a tip functionalization with
the latter concerns, that the CuPc molecules already individually adsorb
on the Cu(111) surface, so that a real two molecular solar cell could be
constructed.
Additionally, the molecules might not become excited in this particular set-
up. While it was proven that the obtained intensities of ≈ 10× 102 nm−2
are sufficient to excite sub-surface nitrogen-vacancy centers of nano dia-
monds [301], they might not be high enough to excite single molecules
anymore, because the small size of a single molecule is accompanied with
reduced photon adsorption probabilities at a certain location within one sin-
gle molecule. This probability can furthermore become reduced by the close
proximity of the scanning tip, and probably the majority of photons is ab-
sorbed on the tip [275], or the molecule might experience local shadowing.
One particularly important point concerns the geometry chosen for the two-
molecule solar cell. The fact, that both molecules are adsorbed on a metal
IIActually, a and b themselves are distance dependent, which is neglected here.
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already leads to charge redistribution due to the organic-metal interfaces. For
both molecules the charge transfer occurs from the metal to the molecule,
so that the LUMOs become already partially occupied. Furthermore, the
lifetimes of electrons in excited states for the CuPc on the metallic tip, and
for the C60 on the metal surface are very short, and decay on the same time
scale. This generally affects the detection of excited states with difficulties,
but could be drastically improved by depositing one of the molecules on
a thin insulating film instead of directly putting it on the metal. In this
manner, it still interacts with the metal electrode, as tunneling through the
thin film is possible, but the life times of electrons in excited states increase
by ≈ 103. Furthermore, the influence of the surface on the molecule is
drastically reduced on a thin film [see Sec. 3.3].
Outlook
By using the simplest possible geometry the goal of observing the inter-
molecular charge transfer between C60 and CuPc could not yet be achieved
in this experiment. However, several improvements have been suggested,
that would highly increase the probability of observing such light induced
CT. By funtionalizing the tip with C60 and positioning CuPc on a free ter-
race of NaCl(2ML)/Cu(111), for instance the geometry of the device will be
notably improved. Secondly, one might think about using a light source with
higher intensity, for instance a tunable laser, or even a light source incorpo-
rated into UHV. If the CuPc molecules are deposited on the thin film, it will
be furthermore important to map the LCPD not only above the molecular
center, but also above the lobes, as the lobes are the main location for the
electrons as was evidenced by the charge distribution maps shown in the last
chapter.
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Figure B.1: Dissipation signal recorded for the bias spectroscopy data set of CuPc
on Cu(111), discussed in Chap. 6. (a-c) Three excitation maps at −500mV, 1mV,
and 300mV. (d-f) 1D curves extracted above a benzo pyrrole ring above a hollow
site, above a bridge site, and above the molecule’s center. All three feature a linear
dependence on the applied bias.
For the bias spectroscopy data of CuPc on Cu(111) presented in Chap. 6,
it is mandatory to check the simultaneously recorded dissipation signal.
While for the data recorded above CuPc on NaCl(2ML)/Cu(111), no dis-
sipation was detected (not shown), the data recorded on the Cu(111) surface
indeed features some non typical dissipation signal. This data set was still
recorded with the tuning fork in the old setup, which likely can be influ-
enced by cross talk related phenomena. In Fig. B.1(a-c) three images of
the dissipated energy per oscillation cycle [see Sec. 1.2.4] for three applied
bias voltages, −500mV, 1mV, and 300mV, are shown. While at an applied
bias voltage of 1mV principally no contrast related to the morphology of
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the molecule is observable in the excitation map, it becomes clearly visible
for the other two images. Particularly, the image recorded at 300mV fea-
tures negative dissipation above the molecule. By extracting 1D excitation
signal curves Ediss(U) curves above three characteristic positions above the
molecule, i. e. a benzo-pyrrole ring above a hollow site position, one above
a bridge site, and the center, furthermore a linear dependence of the exci-
tation on the applied bias becomes visible. These findings indicate that a
slight cross talk was apparent during the recording of this data set. How-
ever, on the other hand, the influences do not seem to play a role within
the frequency shift channel, and thus can be neglected for the discussion.
This is supported by the fact that the signal remains below 20mV, while
the background dissipation features a statistic modulation of ±10mV, and
secondly by the very good agreement of the LCPD maps with the support-
ing DFT calculations and that of the I(U) contrasts with the theoretical and
experimental observations in [201,280].
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