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Abstract 
Computer networks can be classified into two broad categories: wired networks and 
wireless networks, according to the hardware and software technologies used to 
interconnect the individual devices. Wired interconnection networks are hardware 
fabrics supporting communications between individual processors in high-
performance computing systems (e.g., multi-computer systems and cluster systems). 
On the other hand, due to the rapid development of wireless technologies, wireless 
networks have emerged and become an indispensable part for people’s lives. The 
integration of different wireless technologies is an effective approach to 
accommodate the increasing demand of the users to communicate with each other 
and access the Internet. 
This thesis aims to investigate the performance of wired interconnection 
networks and integrated wireless networks under the realistic working conditions. 
Traffic patterns have a significant impact on network performance. A number of 
recent measurement studies have convincingly demonstrated that the traffic 
generated by many real-world applications in communication networks exhibits 
bursty arrival nature and the message destinations are non-uniformly distributed. 
Analytical models for the performance evaluation of wired interconnection networks 
and integrated wireless networks have been widely reported. However, most of these 
models are developed under the simplified assumption of non-bursty Poisson process 
 iii 
with uniformly distributed message destinations. 
To fill this gap, this thesis first presents an analytical model to investigate the 
performance of wired interconnection networks in multi-computer systems. Secondly, 
the analytical models for wired interconnection networks in multi-cluster systems are 
developed. Finally, this thesis proposes analytical models to evaluate the end-to-end 
delay and throughput of integrated wireless local area networks and wireless mesh 
networks. These models are derived when the networks are subject to bursty traffic 
with non-uniformly distributed message destinations which can capture the 
burstiness of real-world network traffic in the both temporal domain and spatial 
domain. Extensive simulation experiments are conducted to validate the accuracy of 
the analytical models. The models are then used as practical and cost-effective tools 
to investigate the performance of heterogeneous wired or wireless networks under 
the traffic patterns exhibited by real-world applications.  
 
 
Keywords: interconnection networks, multi-computer systems, multi-cluster systems, 
integrated wireless networks, bursty traffic, non-uniform traffic, analytical modelling 
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Chapter 1 
Introduction 
Computer networks which have existed for more than thirty years facilitate 
communications among devices connected to the network. Computer networks can 
be classified into two broad categories: wired networks and wireless networks, 
according to the hardware and software technologies that are used to interconnect the 
individual devices in the network. The devices in the wired networks are connected 
by physical wires, including optical fiber, Ethernet, etc., and communicate with each 
other through the wired lines. On the other hand, the devices use radio waves or 
infrared signals as a transmission medium in wireless networks. 
1.1 Motivation 
Performance modelling and evaluation of heterogeneous wired or wireless networks 
have received considerable research attentions. Although the wired interconnection 
networks (INs) have attracted numerous research efforts, it is still required to develop 
innovative performance tools and methods to keep up with the rapid evolution and 
ever increasing complexity of high-performance computing (HPC) systems, e.g., 
multi-computer systems and multi-cluster systems. 
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A multi-computer system is composed of hundreds or thousands of processors, 
which exchange data and synchronise with each other by passing messages through a 
multi-hop IN [17]. Improvements in computational and communication technologies 
have made it economically feasible to conglomerate multiple clusters of commodity-
off-the-shelf (COTS) networked components, known as multi-cluster systems [58, 
95]. Due to the undeniable cost-effectiveness, multi-cluster systems have been 
gaining wide acceptance for solving many complex scientific, engineering, and 
commercial computation applications [1, 32]. Such systems are embracing the 
environment with the even greater heterogeneity of computation and communication 
capacities in individual clusters [115]. The underlying IN is one of the key 
components that dominate the performance of these systems [23]. 
On the other hand, due to the rapid development of wireless technologies, 
wireless networks have become an indispensable part for people’s lives. The 
technologies for wireless networks, such as cellular networks, Wi-Fi, WiMAX, 
wireless sensor networks (WSNs), wireless personal area networks (WPANs), 
wireless local area networks (WLANs), and wireless metropolitan area networks 
(WMANs) have evolved quickly and emerged with the success of wireless 
communications [112]. The integration of different wireless technologies becomes an 
effective approach to accommodate the increasing demand of the users to 
communicate with each other and access the Internet [4, 87]. 
A number of measurement studies have convincingly demonstrated that the 
traffic generated by many real-world applications in wired INs and wireless networks 
exhibits bursty nature [19, 100, 110, 111, 125] and the message destinations are non-
uniformly distributed over the network nodes [2, 15, 68, 93]. However, most existing 
studies of wired INs [5, 21, 56, 73, 91] and wireless networks [7, 50, 51, 76] are 
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based on the unrealistic assumption of non-bursty Poisson arrivals with uniformly 
distributed message destinations which are not suitable for evaluation and 
optimisation of network performance. Moreover, the existing performance studies of 
wired INs in multi-cluster systems have mainly focused on the homogeneous clusters 
and the evaluations are confined to a single cluster only [22, 59], which cannot 
capture the heterogeneity of computation and communication capacities in individual 
clusters.  
In addition, most of studies reported in the current literature [7, 8, 50, 51, 66, 
71, 76] have focused on the performance evaluation of a single wireless network. 
Although several models for integrated wireless networks have been presented [87], 
the quality-of-service (QoS) performance measures including delay and throughput 
are not addressed. Furthermore, there is hardly any model reported in the literature to 
handle the bursty traffic with non-uniformly distributed message destinations in 
integrated wireless networks. 
1.2 Research aims 
The central theme of this thesis is to develop innovative and cost-effective tools to 
evaluate the performance of wired INs and integrated wireless networks. 
The main aims of the research are outlined as follows: 

 to develop performance models for wired INs in multi-computer systems under 
the traffic patterns exhibited by real-world applications; 

 to propose analytical models for the performance evaluation of wired INs in 
heterogeneous multi-cluster systems under realistic traffic patterns; 

 to develop performance models to investigate the QoS performance measures 
including end-to-end delay and throughput in integrated wireless networks (e.g., 
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WLANs, WSNs, etc.) and wireless mesh networks (WMNs) under the traffic 
patterns exhibited by real-world applications; 

 to use these models as practical and cost-effective tools to evaluate and optimise 
the performance of wired INs and integrated wireless networks. 
1.3 Contributions 
The principal contributions of this thesis are: 

 New analytical models are developed to investigate the performance of wired 
INs in multi-computer systems in the presence of bursty traffic with non-
uniformly distributed message destinations which can capture the burstiness of 
real-world network traffic in the both temporal domain and spatial domain. 
These models and tools are validated through extensive simulation experiments 
of an actual system; 

 Original analytical models are proposed to evaluate the performance of wired 
INs in heterogeneous multi-cluster systems under bursty traffic with non-
uniformly distributed message destinations. The validity and accuracy of the 
model are demonstrated by comparing analytical results to those obtained 
through extensive simulation experiments; 

 New analytical models are developed to investigate the QoS performance 
measures, e.g., end-to-end delay and throughput, for integrated WLANs and 
WMNs in the presence of bursty traffic with non-uniformly distributed message 
destinations. Extensive simulation experiments are conducted to validate the 
accuracy of the analytical model; 

 The developed analytical models are used as practical and cost-effective tools to 
investigate the performance of wired INs and integrated wireless networks. 
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1.4 Thesis organisation 
The remainder of this thesis is organised as follows.  
Chapter 2 presents the background research and related work of wired INs 
and integrated wireless networks. The models which can characterise the nature of 
realistic network traffic exhibited by real-world applications are illustrated. The 
methodologies for the performance study of wired INs and wireless networks are 
discussed as well. 
Chapter 3 develops an analytical model to investigate the performance of 
wired INs in multi-computer systems in the presence of bursty traffic with non-
uniformly distributed message destinations. The model is then used to evaluate the 
impact of such a traffic pattern on network performance.  
Chapter 4 develops an analytical model to investigate the performance of 
wired INs in multi-cluster systems in the presence of bursty traffic with non-
uniformly distributed message destinations. By virtue of the analytical model, the 
effects of such a traffic pattern on the performance of INs in multi-cluster systems 
are investigated. 
Chapter 5 presents an analytical model for wired INs in heterogeneous 
multi-cluster systems in the presence of bursty traffic. The analytical results provide 
useful insights on the trade-off between the number of clusters and the size of each 
cluster in heterogeneous multi-cluster systems with the aim of maximising the 
performance of INs. 
Chapter 6 develops an analytical model to investigate the performance of 
integrated WLANs and WMNs in the presence of bursty traffic with non-uniformly 
distributed message destinations. The model is then used to obtain the maximum 
achievable throughput which reflects the capacity of wireless networks and to 
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evaluate the impact of this type of traffic on the performance of integrated wireless 
networks. 
Chapter 7 presents an analytical performance model to investigate the QoS 
measures including end-to-end delay and throughput in integrated WLANs and 
Internet-access mesh networks in the presence of bursty traffic. The model is then 
used to investigate the bottleneck problem in the hybrid wireless networks. 
Chapter 8 concludes the thesis and points out future directions of interest. 
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Chapter 2 
Background Research 
This chapter presents the background research and related work of wired INs and 
integrated wireless networks, and then describes the models characterising the nature 
of the realistic network traffic exhibited by real-world applications which are 
necessary for understanding and implementation of the models to be developed in the 
following chapters. Finally, the methodologies which will be used for the 
performance study on wired INs and integrated wireless networks are discussed. 
2.1 Interconnection networks 
An IN is the hardware fabrics supporting communications between individual 
processors in HPC systems [17, 23, 79]. A task in such systems is partitioned into 
smaller sub-tasks which are processed in a parallel scheme using multiple 
collaborating processors. The IN employs a variety of topologies that can be 
classified into two broad categories: direct networks and indirect networks.  
In direct networks, each node has a direct connection to some of the other 
nodes allowing for direct communications between processors. Examples of direct 
INs include mesh, hypercube, torus, star graph, etc. Fig. 2.1 shows the typical 
instances of direct INs which have been widely employed in recent practical multi-  
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Figure 2.1: The instances of direct INs: (a) 2 dimension mesh, (b) 4 dimension 
hypercube, (c) 2 dimension torus, and (d) star graph 
computer systems, including the Intel iPSC, Intel Delta, Intel Cavallino, Cosmic 
Cube, nCUBE, MIT Alewife, MIT J-Machine, MIT M-Machine, MIT Reliable 
Router, iWarp, Stanford FLASH, Cray T3D, Cray T3E, SGI Origin, SGI SPIDER, 
and Chaos Router [17]. 
In indirect networks, the nodes are connected to other nodes through multiple 
intermediate stages of switches. Examples of indirect networks include crossbar, 
multistage interconnection networks (MINs), fat-tree, etc. Fig. 2.2 shows the typical 
instances of indirect INs. Many experimental and commercial parallel machines have 
employed indirect INs, such as Cray X/Y-MP, DEC GIGA switch, Myrinet, NEC, 
Cenju-3, IBM RP3, IBM SP, Thinking Machine CM-5, Meiko CS-2, and Hitachi  
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Figure 2.2: The instances of indirect INs: (a) NM ×  crossbar, (b) 3 stage, 2×2 
Omega MINs, and (c) 16-node fat-tree 
SR2201 [17]. In particular, the fat-tree topology has raised in popularity for the 
underlying interconnects in cluster-based systems [23, 55]. 
2.2 Integrated wireless networks 
The recent development of wireless technologies enables access to the Internet at any 
place, at any time and in any form [10, 96, 117]. WMNs are a key technology to 
interoperate with heterogeneous wireless networks, e.g., Wi-Fi, WiMAX, WSNs, 
WPANs, and WLANs, in the hybrid environments and provide last-mile wireless 
broadband connectivity for the Internet access at a low cost [4, 9, 25, 46, 87, 97]. 
Mesh routers (MRs) and mesh clients (MCs) are the key components of WMNs. The 
WMN, in general, comprises two tiers: backhaul tier and access tier. The backhaul  
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Figure 2.3: The architecture of heterogeneous wireless networks  
tier contains MRs, which form a multi-hop ad hoc network and is able to be self-
organised, self-configured, and self-healed to robustly interoperate in heterogeneous 
environments in the access tier. The mobile or static users, including pocket PCs, 
PDAs, laptops, desktops, etc., in the access tier are MCs. MRs have minimal 
mobility with sophisticated processing capabilities and contain additional routing 
functions, compared to the conventional wireless routers, to support mesh 
networking in the backhaul tier. They perform the dual tasks of both forwarding 
packets as well as providing network access to MCs. MRs which are facilitated with 
the gateway functionality can be connected to the Internet; these special MRs are 
called gateways.   
Fig. 2.3 shows the architecture of integrated heterogeneous wireless networks 
with the WMN as the Web-In-the-Sky to provide the Internet access for a series of 
wireless networks. WMNs are becoming a major avenue for the next-generation 
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wireless networks since it possesses a variety of advantages including [4]: 1) a WMN 
can extend the coverage range of conventional single wireless networks and double 
the user density; 2) the modular chassis of WMNs simplifies the ability to scale; 3) 
the automated capabilities, such as dynamic self-organisation, quick deployment, and 
easy maintenance, simplify the deployment and operation; and 4) it is able to 
maintain the performance over multiple hops which can reduce costly connections to 
the optical cores. 
The performance of wired or wireless networks is greatly dependent on the 
network topology, the switching method in wired networks or the medium access 
control (MAC) scheme in wireless networks, the routing strategy, and the traffic 
pattern exhibited by real-world applications. The specifications of network topology, 
switching method or MAC scheme, and the routing strategy will be presented in the 
following chapters as appropriate. The traffic models characterising the workloads 
generated by many real-world applications will be presented in the forthcoming 
sections of this chapter. 
2.3 Traffic modelling 
The traffic pattern has a significant impact on network performance. Therefore, the 
performance study of wired or wireless networks must incorporate accurate models 
of the network traffic. Since the implementation of real applications is time 
consuming and costly, mathematical modelling of network traffic can be used instead 
to evaluate the network performance at an early stage of the design process [77]. The 
arrival process and destination distribution of messages are the key parameters to 
define the network traffic patterns. 
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Figure 2.4: Markov model for the two-state MMPP 
2.3.1 Modelling the bursty nature of message arrival 
processes 
The Markov-modulated Poisson process (MMPP) [31] is a doubly stochastic process 
with an arrival rate varying according to an irreducible continuous time Markov 
chain and has been widely applied to model the arrival process of bursty traffic due 
to the following reasons: 

 Numerous studies [31, 43, 107] have revealed that the MMPP has the ability of 
capturing the time-varying arrival rate and the important correlations among 
inter-arrival times;  

 MMPP is closed under the splitting and superposition operations [31] and thus 
the MMPP can be used to model the splitting and superposition in the wired or 
wireless networks;  

 The queueing-related results of MMPP have been widely studied [43-45, 70], 
which makes the solutions of modelling networks with the MMPP arrival 
process analytically tractable. 
In this thesis, a two-state MMPP is employed to model the message arrival 
process of the network traffic, as shown in Fig. 2.4, which has been widely used to 
model the bursty nature of message arrivals [70, 82, 119]. The MMPP is 
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characterised by the infinitesimal generator, Q , of the underlying Markov chain and 
rate matrix,  , as 
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where the element 1ϕ  is the transition rate from state 1 to 2 and 2ϕ  is the rate out of 
state 2 to 1. 1λ  and 2λ  are the mean arrival rate when the Markov chain is in state 1 
and 2, respectively. 
The mean arrival rate and the counting function, )(tN  (i.e., the number of 
message arrivals in time ],0( t ), of the MMPP play an important role in the 
determination of the arrival process at network channels in wired or wireless 
networks [44]. 
The mean, )]([ tNE , variance, )]([ tNVar , third centralised moment, )()3( tγ , 
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where the expressions for ijA  are given by 
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The mean arrival rate, λ , the index of dispersion for counts at time t , )(t℘ , 
and the limiting index of dispersion for counts, ℘, can be given by 
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The squared coefficient of variation (SCV), 2C , of the inter-arrival time and 
the one-step correlation coefficient, 1r , are often used to represent the degree of 
burstiness of message arrivals and the correlations between inter-arrival times [70]. 
2C  and 1r  of the MMPP can be given by 
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Figure 2.5: The hot-spot traffic behaviour  
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2.3.2 Modelling the non-uniform message destinations 
The most frequently used, simplest and most elegant destination distribution is the 
classical uniform destination distribution where messages generated by each node are 
sent to other network nodes with the equivalent probability. This destination 
distribution has been widely used for the performance study on wired or wireless 
networks [5, 7, 21, 50, 51, 56, 73, 76, 91]. Based on the observations of non-
uniformly distributed message destinations, extensions have been made to the 
uniform destination distribution. The hot-spot and locality are two typical examples 
of non-uniform message destination distributions and have attracted much research 
efforts [54, 85, 92, 102, 103, 121].  
With hot-spot model [93], a large number of nodes direct a fraction of their 
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generated messages to the hot-spot destination node, as shown in Fig. 2.5. This node 
often receives a larger amount of traffic than the other network nodes, which causes 
the higher traffic loads on network channels located closer to the hot-spot node. The 
hot-spot traffic may lead to extreme network congestion resulting in serious 
performance degradation due to the tree saturation phenomenon [106]. Hot-spot 
traffic behaviour may be exhibited in many applications such as global 
synchronisation, cache coherency protocols, etc. It can be produced directly by 
certain collective communication operations. 
The locality exists when the likelihood of communication to various nodes 
decrease with the distance, which implies that the mean inter-node distance with 
communication locality is smaller than that with the uniform destination distribution 
[23]. As a result, each message consumes fewer resources and thus reduces 
contention of network resources, e.g., network bandwidth. Sphere of locality [2] is 
widely used in modelling of the locality destination distribution, in which a processor 
is more likely to send messages to a small number of destinations within a so-called 
“sphere of locality”. Destinations outside the sphere are requested less frequently. 
2.4 Methodologies of performance study 
The study of network performance can be achieved by three ways: test-bed, 
simulation, and analytical modelling [17, 23]. The test-bed and simulation based 
approach may be time-consuming and costly, especially for large-scale systems. In 
contrast, analytical modelling can capture the essential features of the system, gain 
significant insights into the system performance, and offer a cost-effective and 
versatile tool that can be used to investigate the system performance under different 
design alternatives and various working conditions.  
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In particular, the analytical models can provide quantitative relations between 
input parameters and performance metrics to have a thorough investigation of the 
system performance over a complete parametric range [77]. Realising such detailed 
investigations through simulation may take months or years, depending on the 
machine deployed, while an efficient analytical model can provide a great reduction 
in the time required for such investigations. Most analytical models that are proposed 
to investigate the network performance use the results from the queueing theory, 
providing a relatively straightforward derivation for the expressions of performance 
metrics. 
2.5 Related work 
2.5.1 Performance studies of interconnection networks in 
multi-computer systems 
Most related analytical models [5, 21, 73, 91] on the performance of INs in multi-
computer systems reported in the literature are based on the assumptions that the 
message arrivals follow the non-bursty Poisson process and the message destinations 
are uniformly distributed over all network nodes. The authors [72] proposed an 
analytical model for the deterministic wormhole-switched torus networks. In 
deterministic routing, messages with the same source and destination addresses 
always take the same network route. Consequently, they cannot use alternative paths 
that may avoid blocking. Fully adaptive routing has been proposed to overcome this 
limitation by enabling messages to explore all available paths in the network. To 
capture the performance benefits of adaptive routing in INs, Ould-Khaoua [91] 
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developed a performance model for wormhole-switched uni-directional torus 
networks with Duato’s fully adaptive routing. In this model, the message arrivals are 
modelled by Poisson process and message destinations are uniformly distributed over 
the network nodes. Due to the advances of bi-directional technology in real systems 
[17], the authors [73] proposed an analytical model for adaptive wormhole routing in 
bi-directional torus networks. This model also considers the non-bursty message 
arrivals with uniformly distributed destinations. 
To capture the characteristics of realistic network traffic, most researches 
have to use simulation to evaluate the performance of INs under bursty traffic loads 
and/or non-uniformly distributed destinations. For instance, Pombortsis and Halatsis 
[94] studied the hot-spot phenomenon in shared memory parallel computers. 
Kotapati and Dandamudi [63] employed the simulation to study the buffer 
management issues in wormhole-switched torus networks. This model considered the 
effects of hot-spot traffic on network performance and proposed a hybrid buffer 
organisation scheme that combines both centralised and distributed methods to 
accommodate this type of traffic pattern. Orduna and Duato [90] studied a switching 
method that combines both wormhole switching and circuit switching in the parallel 
computing systems under bursty traffic. Shin and Pinkston [109] used the simulation 
experiments to investigate the routing algorithms for INs in multi-computer systems 
under bursty traffic with non-uniformly distributed message destinations. 
Several recent studies have explored to develop analytical models to handle 
the bursty traffic or the non-uniformly distributed message destinations, separately. 
For instance, performance models [82, 122] were developed to predict the message 
latency of INs in multi-computer systems taking the bursty nature of message 
arrivals into consideration. However, these models consider the uniform message 
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destination distributions. On the other hand, the authors [92, 102, 103] proposed 
performance models for INs in multi-computer systems considering the hot-spot 
destinations. These models make the assumption that the message arrivals follow the 
non-bursty Poisson process without capturing the impact of bursty traffic on network 
performance. However, there has not been any analytical model reported in the 
current literature to handle the bursty traffic and non-uniformly distributed message 
destinations simultaneously which can capture the bursty nature of realistic network 
traffic in the both temporal domain and spatial domain. 
2.5.2 Performance studies of interconnection networks in 
multi-cluster systems 
The performance studies of INs in multi-cluster systems have been reported in the 
literature. Abawajy [1] proposed an adaptive space-sharing scheduling policy for 
heterogeneous commodity-based cluster systems to minimise the impacts of 
heterogeneity and processor load variation on network performance of cluster 
systems. Lin, Chung, and Huang [69] proposed a routing algorithm in fat-tree based 
INs and developed a software simulator to evaluate the performance benefits of the 
proposed algorithm in the network. The authors [36] proposed a deterministic routing 
algorithm for fat-tree based INs and compared it with the adaptive routing under 
different traffic conditions. The simulation results showed that the deterministic 
routing can achieve a similar, and in some scenarios higher, level of performance 
than adaptive routing in fat-trees.  
Analytical models for the performance study of INs in multi-cluster systems 
are rarely found in the literature. Very recently, the authors [56] proposed an 
analytical model for the performance study of INs in multi-cluster systems. However, 
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the models assume that the network traffic follows the non-bursty Poisson process 
and the message destinations are uniformly distributed over the network nodes. A 
more comprehensive model [54] was developed to investigate the network 
performance in multi-cluster systems taking into consideration the communication 
locality which is a typical example of non-uniform destination distributions. 
However, this model makes the simplified assumption that message arrivals follow 
the non-bursty Poisson process. The authors [84] recently proposed an analytical 
model to capture the hot-spot phenomenon in fat-tree based INs in multi-cluster 
systems with the message arrivals modelled by non-bursty Poisson process. 
In addition, most existing researches are based on homogeneous cluster 
systems and the evaluations are confined to a single cluster [22, 59] with the 
exception of [14]. The authors in [14] investigated the performance of a cluster-based 
system taking the heterogeneity of processors into consideration. The analytical 
models on the performance of heterogeneous multi-cluster systems are generally rare 
in the literature, in particular when the network is subject to the bursty traffic. To the 
best of author’s knowledge, there is only one analytical model [24] to evaluate the 
network performance of multi-cluster systems taking the bursty traffic into account. 
However, in this model, each cluster is modelled by an infinite-buffer queueing 
system without considering the specific structure and network components in the 
cluster, e.g., network topology, message switching and routing scheme, etc. 
2.5.3 Performance studies of integrated wireless networks 
The performance modelling and evaluation of WLANs have received numerous 
attentions. Bianchi [7] presented an analytical model for IEEE 802.11 WLANs based 
on distributed coordination function (DCF) and derived the network throughput with 
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the assumption of homogeneous stations and ideal channels under saturated traffic 
conditions. The proposed analysis was able to apply to both packet transmission 
schemes (i.e., basic access and RTS/CTS access mechanisms) employed by DCF. 
Since the typical network conditions are non-saturated and heterogeneous, Malone, 
Duffy, and Leith [76] presented an extension work of Bianchi’s model to the 
heterogeneous stations with non-saturated traffic conditions. Although the IEEE 
802.11 has been widely used to deploy WLANs, it lacks of QoS support in the 
protocol. To support QoS in WLANs, the IEEE 802.11e has been standardised and 
received significant attentions recently. A performance model for WLANs based on 
IEEE 802.11e enhanced distributed channel access (EDCA) was presented in [51]. 
The model took into account the QoS support of EDCA and derived the packet delay 
and network throughput under the saturated traffic conditions. Hu, Min, and 
Woodward [50] proposed an analytical model for evaluating the throughput, packet 
delay, and loss probability of IEEE 802.11e-based WLANs under the non-saturated 
traffic conditions. However, all these studies are based on the simplified assumptions 
that the traffic generated by stations follows the non-bursty Poisson process. Very 
recently, the authors [80] proposed an analytical model for WLANs based on IEEE 
802.11e EDCA taking the bursty nature of realistic traffic patterns into account and 
investigated the performance benefits of transmission opportunity mechanism of 
EDCA under this type of traffic pattern. 
Analytical models for WMNs have also been widely reported in the literature. 
Cao, Ma, and Zhang [11] developed a model to analyse distributed mesh mode 
scheduler used in the IEEE 802.16 protocol. Bisnik and Abouzeid [8] developed an 
analytical model for end-to-end delay in WMNs using a random access MAC 
protocol like IEEE 802.11 DCF. The model was then applied to obtain the maximum 
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achieve throughput in WMNs. Liu and Liao [71] provided a framework to study the 
location-dependent throughput and delay of WMNs by considering the unidirectional 
traffic under the saturated condition. Le and Hossain [66] proposed a tandem 
queueing model for the performance analysis and engineering in WMNs. They also 
investigated the problem of QoS routing in multi-hop wireless networks by means of 
the developed analytical model. Huang, Wang, and Chang [52] investigated the 
trade-off among QoS, capacity, and coverage in a ring-based WMN. They further 
developed a PHY/MAC cross-layer analytical model to evaluate the delay, jitter, and 
throughput of the proposed WMNs. An analytical model based on the single node 
decomposition methodology was proposed in [128] to investigate the performance of 
WMNs. This model took into account the interference due to the neighbour 
transmissions. However, these models are mainly developed under the assumptions 
that the traffic generated by the stations follows the non-bursty Poisson process. 
Several studies resorted to simulations or analytical modelling to evaluate the 
performance of WMNs when the network is subject to bursty traffic. For instance, 
the authors [113] recently presented simulation results for the investigation of end-to-
end delay and throughput in WMNs in the presence of bursty traffic. Fallahi, Hossain, 
and Alfa [26] proposed a queueing analytical framework to study the trade-off 
between the energy saving and the QoS at the relay node in a energy-limited mesh 
networks under bursty traffic. 
Most of analytical models on the performance study are carried out in a single 
wireless network (e.g., WLANs) or WMNs only. Recently, the network selection 
problem [88], radio resource management [47], admission control [28], etc., in 
heterogeneous wireless networks have been addressed and reported in the literature. 
Niyato and Hossain [87] presented a bandwidth management and admission control 
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framework for the integration of WLANs with multi-hop infrastructure mesh 
networks based on the Game-Theoretic approach. However, these models cannot be 
used to investigate the QoS performance measures in the integrated wireless 
networks. The main problem in the current literature is the lack of researches 
regarding the delay and throughput analysis in such a hybrid wireless environment. 
Moreover, there is hardly any model reported to handle the bursty traffic with non-
uniformly distributed message destinations in integrated wireless networks. 
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Chapter 3 
A Performance Model for 
Interconnection Networks in Multi-
computer Systems under Bursty Traffic 
with Hot-spot Destinations 
A number of measurement studies [19, 93, 108, 111] have convincingly demonstrated 
that the traffic generated by many real-world applications in INs of multi-computer 
systems exhibits bursty nature and the message destinations are non-uniformly 
distributed over the network nodes. Such traffic patterns have significantly different 
theoretical properties from the traditional Poisson arrival process with uniformly 
distributed message destinations [62, 103]. Many analytical models for INs in multi-
computer systems have been widely reported [5, 16, 21, 41, 59, 60, 73, 91]. Most of 
these models are based on the simplified assumptions that the message arrivals 
follow non-bursty Poisson process and the message destinations are uniformly 
distributed over all network nodes. Several recent studies have explored to develop 
analytical models to handle the bursty message arrivals [64, 82, 122] or the non-
uniform message destination distributions [92, 102, 103], separately.  
However, there has not been any study reported in the current literature to 
handle the traffic burstiness in the both temporal domain (i.e., bursty message arrival 
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process) and spatial domain (i.e., non-uniform message destination distributions) 
simultaneously. With the aim of capturing the characteristics of realistic traffic 
patterns and obtaining a comprehensive understanding of the performance behaviour 
of INs in multi-computer systems, this chapter presents an analytical model to 
investigate the performance of INs in multi-computer systems in the presence of 
bursty traffic with hot-spot destinations. The traffic characteristics on network 
channels are determined in a hop-by-hop scheme with respect to the distance to the 
hot-spot node, due to the non-uniform distribution of traffic on network channels. 
Extensive simulation experiments are conduced to validate the accuracy of the model. 
The model is then applied to investigate the impact of bursty traffic with hot-spot 
destinations on the performance of INs in multi-computer systems. 
The rest of this chapter is organised as follows. Section 3.1 shows useful 
preliminaries including the topology of INs, the switching method and routing 
strategy for message flow control, and the hot-spot destination distributions. Section 
3.2 presents the assumptions and notations adopted in this chapter. Section 3.3 
derives the analytical performance model to investigate the performance of INs in 
multi-computer systems. Extensive simulation experiments are used to validate the 
accuracy of the analytical model in Section 3.4. Section 3.5 carries out performance 
analysis. Finally, Section 3.6 concludes this study.  
3.1 Preliminaries 
3.1.1 Interconnection networks in multi-computer systems 
Current multi-computer systems have widely employed torus as their underlying IN 
for low-latency and high-bandwidth inter-processor communications due to its  
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Figure 3.1: (a) A 2-dimensional torus network and (b) the node structure 
attractive properties including symmetry and regularity structure, constant node 
degree, modularity, and the ability to exploit communication locality found in many 
parallel applications [17]. A torus can be expanded simply by adding nodes and 
channels without any change to the existing node structure. 
A 2-dimensional torus consists of 2kN =  nodes in a regular grid structure 
with k  nodes in each dimension [23]. Each node can be identified by a 2-digit radix 
k  address ),( yx , 1,0 −≤≤ kyx , where x  represents the row number and y  
indicates the column number of the node. A node with the address ),( yx  is inter-
connected to nodes ),1( yx ±  modulo k  and nodes )1,( ±yx  modulo k . Fig. 3.1(a) 
depicts a 2-dimensional torus with 5 nodes in each dimension. In torus, wraparound 
channels are used to connect each node on the edge to the corresponding node on the 
opposite edge. 
Each node in torus consists of a processing element (PE) and a router, as 
shown in Fig. 3.1(b). The router has 5 inputs and 5 output channels. Each node is 
connected to its 4 neighboring nodes through 4 inputs and 4 output channels. The 
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remaining channels are used by the PE to inject/eject messages to/from the network, 
respectively. The input and output virtual channels are connected by a V5 -way 
crossbar switch, with V  being the number of virtual channels which shares the 
bandwidth of the physical channel with other virtual channels in a time-multiplexed 
fashion [16]. 
3.1.2 Switching methods 
The switching method determines the way messages visit intermediate nodes and 
deals with the allocation of channel and buffer resources to a message as it travels 
over the network. Packet switching and wormhole switching are two of the most 
important flow control mechanisms used in commercial routers [23]. With packet 
switching, each node waits until a packet has been completely received and then 
forwards the packet to the next node. The main disadvantage of this switching 
mechanism is its high latency. In contrast, wormhole switching overcomes the 
latency penalty of packet switching by dividing a message into a sequence of fixed-
size units, called flits, each of a few bytes for transmission and flow control. The 
channel and buffer need to be allocated to flits only rather than the whole packet. 
This mechanism has been popular and will be adopted in this study due to its low 
buffering requirements and, more importantly, it makes end-to-end latency 
insensitive to the message distance in the absence of blocking. Moreover, wormhole 
switching has been an attractive design alternative not only in contemporary 
network-based systems but also in the new network-on-chip (NoC) and system-on-
chip (SoC) architectures [77]. 
In this flow control mechanism, the header flit governs the path through the 
network and the remaining data flits follow it in a pipelined fashion. If the outgoing 
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channel is busy, the message is blocked in situ until the outgoing channel becomes 
available. A blocked message may occupy a fraction of network resources along its 
path. Consequently, deadlocks are possible unless a deadlock-free routing strategy is 
employed. The use of virtual channels on a physical channel can facilitate the 
development of deadlock-free routing and also improve the bandwidth utilisation of 
physical channels [16]. 
3.1.3 Routing strategies 
The routing algorithm specifies how a message selects its network path to cross from 
the source to the destination. Adaptive routing use information about network traffic 
and/or channel status to allow messages to be no longer restricted to travel along the 
same path but to be directed over all available channels from the source to the 
destination in order to avoid congested or faulty regions in the network. Duato’s fully 
adaptive routing algorithm [23] divides the virtual channels into two classes. At each 
routing step, a message can adaptively visit any available virtual channel from the 
first class. If all the virtual channels belonging to the first class are busy, it crosses a 
virtual channel from the second class using the deterministic routing. The virtual 
channels of the second class define a complete virtual deadlock-free sub-network 
built from the virtual channels of the first class. 
3.1.4 Non-uniform message destination distributions 
Hot-spot is able to capture the characteristics of non-uniformly distributed message 
destinations where a number of nodes direct a fraction of their messages to the hot-
spot node [93]. This node often receives a larger amount of traffic than the other 
network nodes, which causes the higher traffic loads on network channels located 
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closer to the hot-spot node. The hot-spot traffic may lead to paralysis of the hot-spot 
node and even the whole network [124]. Hot-spot traffic has attracted significant 
research efforts over the past few years due to the strong evidence of its existence 
and the great efforts on network performance [42, 74, 92, 103]. For example, 
messages routed through an IN with the same destination address (i.e., the network 
coordinator) may result in contention [108]. Moreover, global synchronization, 
where each node sends a synchronisation message to a specific node which 
coordinates the synchronisation activity of the system, is a typical situation that can 
produce hot-spots [93, 98].  
The hot-spot traffic model proposed in [93] is employed to generate non-
uniform distribution of message destinations in this chapter. Specifically, each 
message has the probability, δ , to be directed to the hot-spot node (i.e., hot-spot 
messages), and the probability, )1( δ− , of being evenly directed to all network nodes 
(i.e., regular messages). 
3.2 Assumptions and notations 
The model is based on the following assumptions [5, 16, 21, 41, 59, 60, 73, 81, 82, 
91, 92, 102, 103, 121, 122], where Assumptions (a) and (b) are distinguishing this 
study from the existing ones to model the bursty traffic with non-uniformly 
distributed destinations. A brief summary of key notations used in the derivation of 
the model is listed in Table 3.1. 
a) The arrivals of messages generated by the source node are bursty and follow a 
two-state sMMPP  (the subscript s denoting the traffic generated by the source 
node). The sMMPP  can be characterised by the infinitesimal generator, sQ , of 
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the underlying Markov chain and rate matrix, sΛ . sQ  and sΛ  can be given by 
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b) The destinations of messages are non-uniformly distributed over the network 
nodes and follow the hot-spot distribution depicted in Chapter 3.1.4; 
c) The message length is ω  flits. Each flit requires one-cycle transmission time to 
cross a physical channel; 
d) The physical channel is partitioned into V )2( >V  virtual channels. In Duato’s 
routing algorithm [23], the first class contains )2( −V  virtual channels, and the 
second class contains 2 virtual channels. 
Table 3.1: Key notations used in the derivation of the model in Chapter 3 
k, N number of nodes per dimension and the network size 
V total number of virtual channels per physical channel 
δ  hot-spot fraction, i.e., the probability that each generated message 
is sent to the hot-spot node 
ω  message length in flits 
T  mean network latency 
sW  mean waiting time at the source node 
V  mean degree of virtual channel multiplexing at a given physical 
channel 
Latency  mean message latency 
rη , rd  average number of hops that a regular message visits along each 
of the 2 dimensions and across the network 
rt , jht  network latency for a regular message and a j-hop hot-spot 
message 
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)(* sF
rt
, )(* sF
jht
 
Laplace-Stieltjes transforms of rt  and jht  
ht  mean network latency for hot-spot messages 
irb  blocking time experienced by a regular message at its i-th hop 
channel )1( rdi ≤≤  
jihb ,  blocking time for a j-hop hot-spot message at its i-th hop channel 
)1( ji ≤≤  
)(* sF
rb , 
)(* sF
jhb
 
Laplace-Stieltjes transforms of blocking time for a regular 
message and a j-hop hot-spot message 
jP  the probability that a message needs to make j  hops to reach its 
destination 
jN  the number of nodes located j  hops away from a given node 
jξ  the probability that a network channel is located at j  hops away 
from the hot-spot node 
jC  the number of channels located j  hops away from the hot-spot 
node 
jiPb ,  the probability that a message is blocked at its i-th hop channel 
located j  hops away from the hot-spot node 
jaP  the probability that all adaptive virtual channels at a physical 
channel located j  hops away from the hot-spot node are busy 
jdaP &  the probability that all adaptive and deterministic virtual channels 
of the physical channel are busy 
)(xf
rb , )(
* sF
rb  
the probability density function of the blocking time for a regular 
message and its Laplace-Stieltjes transform 
sQ , sΛ  parameter matrices of sMMPP  to model the traffic generated by 
the source node 
crQ , crΛ  parameter matrices of crMMPP  to model the regular traffic on 
network channels 
jchQ , jchΛ  parameter matrices of jchMMPP  to model the hot-spot traffic on 
network channels located j  hops away from the hot-spot node 
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jcQ , jcΛ  parameter matrices of the jcMMPP  to model the superposed 
traffic on network channels located j  hops away from the hot-
spot node 
vQ , vΛ  parameter matrices of the vMMPP to model the traffic arriving at 
an injection virtual channel 
jct  the service time at network channels located j  hops away from 
the hot-spot node 
jc

 the steady state vector of jcMMPP  
jvP ,  the probability that v  virtual channels at a given physical channel 
located j  hops away from the hot-spot node are busy 
jct , 
)2(
jct  
the first two moments of the service time on network channels 
located j  hops away from the hot-spot node 
)(* sF
jct
 
Laplace-Stieltjes transforms of jct  
jsW  the waiting time at the source node located j  hops away from the 
hot-spot node 
3.3 The analytical model 
The message latency consists of: a) the network latency, T , that is the time for a 
message to cross the network, and b) the delay experienced by a message at the 
source node, sW . In order to model the effect of virtual channel multiplexing, the 
latency has to be scaled by a factor, V , representing average degree of virtual 
channel multiplexing that takes place at a given physical channel [91]. Thus, the 
message latency can be written as 
 VWTLatency s )( +=  (3.2) 
Taking both the regular and hot-spot messages with their corresponding 
probabilities into account, the network latency can be given by 
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 hr ttT  )1( δδ +−=  (3.3) 
3.3.1 Network latency for regular messages  
The regular and hot-spot messages experience different network latencies due to the 
non-uniform traffic loads and diverse waiting time over different network channels 
with the locations respect to the hot-spot node. 
Since adaptive routing distributes the regular messages evenly across the 
network channels, the average number of hops that a regular message visits in a 
given dimension, rη  (the subscript r representing the regular messages), and across 
the network, rd , can be given by [17] 
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Due to the symmetry of the torus topology and the use of adaptive routing, 
the regular message is destined evenly across the network. Therefore, the network 
latency experienced by a regular message, rt , can be determined by the actual 
message transmission time and the delay due to blocking in the network. rt  can be 
written as 
 ∑
=
++=
r
i
d
i
rrr bdt
1
ω  (3.5) 
where irb  is the blocking time experienced by a regular message at its i-th hop 
channel )1( rdi ≤≤ . The blocking time, irb , can be determined by the probability, 
jiPb , , that a message is blocked at its i-th hop channel located at j  hops away from 
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the hot-spot node and the waiting time, jcW , for a regular message to acquire a 
deterministic virtual channel at the lowest dimension when blocking occurs. 
3.3.2 Network latency for hot-spot messages  
In the presence of the hot-spot traffic, the channels located closer to the hot-spot 
node receive higher traffic loads than those farther away. Based on the determination 
of the network latency for the regular message, the network latency, jht , experienced 
by a j-hop hot-spot message can be given by 
 ∑
=
++=
j
i
hh jij bjt
1
,
ω  (3.6) 
where jihb ,  is the blocking time for a j-hop hot-spot message at its i-th hop channel 
)1( ji ≤≤ . 
The probability, jP , that a message need make j  hops to reach its 
destination can be determined by  
 
1−
=
N
N
P jj  (3.7) 
where jN  is the number of nodes located at j  hops away from a given node in torus 
and can be given by [102] 
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Averaging over all the possible hops j  made by the hot-spot messages yields 
the network latency, ht , for the hot-spot messages as 
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=
=
max
j
d
j
hjh tPt
1
 (3.9) 
3.3.3 The blocking time on network channels for regular 
messages and hot-spot messages 
When the typical regular message has reached its i-th hop channel along its network 
path, this channel can be from 1 to maxd  hops away from the hot-spot node in torus, 
where 
  2/2 kdmax =  (3.10) 
Let jξ  denote the probability that a network channel is located at j  
)1( maxdj ≤≤  hops away from the hot-spot node. jξ  can be given by  
 
N
C j
j 4
=ξ  (3.11) 
where jC  is the number of channels located at j  hops away from the hot-spot node 
and can be found in [102]. Therefore, the blocking time, irb , experienced by a 
regular message can be written as 
 ∑
=
=
max
ji
d
j
cjijr WPbb
1
,
ξ  (3.12) 
A regular message is blocked at a network channel when all the adaptive 
virtual channels of the remaining dimensions to be visited, and also the deterministic 
virtual channels of the lowest dimension still to be crossed are busy [23]. Let jaP  
denote the probability that all adaptive virtual channels at a physical channel located 
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at j  hops away from the hot-spot node are busy and jdaP &  represent the probability 
that all adaptive and deterministic virtual channels of the physical channel are busy. 
In the two-dimensional torus, the probability that a message has both dimensions to 
cross is 2)/11( rη− , where rη/1  is the probability that a regular message terminates 
at the current dimension. Thus, the blocking probability for such a message can be 
given by jj adar PP &
2)/11( η− . The probability that a message has finished crossing 
one dimension and needs to visit the other one is )/1)(/11(2 rr ηη− . The blocking 
probability for such a message can be given by jdarr P &)/1)(/11(2 ηη− . Therefore, 
the blocking probability for a regular message, jiPb , , can be expressed as [103] 
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Let jvP , , )0( Vv ≤≤  and )1( maxdj ≤≤ , denote the probability that v  virtual 
channels at a given physical channel located at j  hops away from the hot-spot node 
are busy. The probabilities jaP  and jdaP &  can be given by [91] 
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Considering a j-hop hot-spot message reaching its i-th hop channel which is 
)1( +− ij  hops away from the hot-spot node. Let 1, +−ijiPb  represent the probability 
that the j-hop hot-spot message is blocked at its i-th hop channel and 1+−ijcW  denote 
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the waiting time experienced by a j-hop hot-spot message to acquire a deterministic 
virtual channel at the lowest dimension when blocking occurs. Therefore, the 
blocking time, jihb , , can be given by 
 1, 1, +−+−= ijji cijih WPbb  (3.16) 
where the blocking probability of the hot-spot message, 1, +−ijiPb , can be obtained 
by simply substituting j  by )1( +− ij  and rη  by 2/j  in the Eqs. (3.13)-(3.15). 
3.3.4 Traffic characteristics on network channels 
To obtain jvP , , )0( Vv ≤≤  and )1( maxdj ≤≤ , denoting the probability that v  
virtual channels at a given physical channel located j  hops away from the hot-spot 
node are busy, used in Eqs. (3.14) and (3.15), the traffic characteristics on network 
channels need to be identified firstly. Let us refer to the loads formed by the regular 
messages and hot-spot messages as the regular traffic and hot-spot traffic, 
respectively. The loads at network channels located at j  )1( maxdj ≤≤  hops away 
from the hot-spot node are composed of both the regular traffic and hot-spot traffic. 
Since adaptive routing distributes regular messages evenly on network 
channels, the arrival process of regular traffic at network channels exhibits similar 
statistical behaviours. Since each regular message visits, on average, rd  channels to 
reach its destination and each node has 4 output channels, the amount of traffic 
arriving at each network channel is, on average, rf  times of the traffic generated by 
a source node. rf  can be given by 
 )1(
44
)1( δδ −=−= rrr
d
N
dNf  (3.17) 
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Generally, rf  is not an integer value due to its determination from the 
network size, the properties of traffic generated by the source node, as well as the 
hot-spot fraction. Let rΖ  and rF  denote the integral and fractional parts of rf . 
Given that the superposition of multiple MMPPs is again an MMPP [31], let 
crMMPP  model the regular traffic arriving at a given network channel. crMMPP  can 
be determined by the superposition of rΖ  traffic flows modelled by sMMPP  and one 
traffic flow modelled by FMMPP , where FMMPP  represents the resulting traffic 
flow from the splitting of sMMPP  with the splitting probability rF . According to the 
principle of splitting an MMPP [31], the corresponding infinitesimal generator, FQ , 
and rate matrix, FΛ , of FMMPP  can be given by 
 
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By virtue of the method presented in [45], crMMPP  is chosen to match the 
following four statistical characteristics of the regular traffic on network channels:  
1) mean arrival rate;  
2) index of dispersion for counts at time t ;  
3) limiting index of dispersion;  
4) third centralised moment at time t .  
According to Eqs. (2.2)-(2.13), the above four statistical characteristics, Fλ , 
)(tF℘ , F℘ , and )()3( tFγ  of FMMPP  can be determined. The four statistical 
characteristics of the regular traffic on network channels generated by rΖ  sMMPP  
and one FMMPP  can be further obtained as follows [45] 
 Fsrcr Z λλλ +=  (3.19) 
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The infinitesimal generator, crQ , and rate matrix, crΛ , of crMMPP  can be 
determined by solving the following system of equations (i.e., Eqs. (3.24)-(3.27)) 
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where ),1()3( tZs  can be obtained based on Eq. (2.5) and τ  can be determined by 
successive substitution in the following equation 
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Eq. (3.27) can be re-written in the following form 
 ψϕϕλλ =−− ))(( 2121 ssss  (3.29) 
where ψ  is known. Using the method provided in [45], the infinitesimal generator, 
crQ , and rate matrix, crΛ , of crMMPP  can be derived as follows 
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The hot-spot traffic is non-uniformly distributed over network channels. In 
the presence of hot-spot traffic, the nodes located at j  )1( maxdj ≤≤  hops away 
from the hot-spot node can be depicted in Fig. 3.2. Therefore, the traffic 
characteristics on network channels with the same distance to the hot-spot node are 
identical. Given that there are jC  channels that are j  hops away from the hot-spot 
node and 


−= ∑ −
=
≥
1
0
j
i ij NNN  nodes located more than j  hops away from the 
hot-spot node. Therefore, the hot-spot traffic on network channels located at j  hops  
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Figure 3.2: Number of channels located at j  hops away from the hot-spot node and 
the number of nodes located at j  hops farther away from the hot-spot node 
away from the hot-spot node is jhf  times of that generated by a source node. jhf  
can be expressed as 
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Adopting the similar method used in the derivation of the regular traffic on 
network channels, we can easily obtain the infinitesimal generator, jchQ , and rate 
matrix, jchΛ , of jchMMPP , characterising the hot-spot traffic arriving at network 
channels located at j  hops away from the hot-spot node. The superposition of these 
two types of traffic yields the loads at network channels that are j  )1( maxdj ≤≤  
hops away from the hot-spot node, modelled by jcMMPP  with the infinitesimal 
generator, jcQ , and rate matrix, jcΛ . 
As adaptive routing distributes regular traffic evenly across the network 
channels and the torus topology is symmetrical, the service time experienced by a 
regular message on each channel is identical and is equal to its network latency, rt . 
However, the presence of hot-spot traffic causes the service time to vary from one 
network channel to another depending on the locations with respect to the hot-spot 
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node. Considering both regular and hot-spot traffic with their corresponding weights 
yields the service time at network channels located at j  )1( maxdj ≤≤  hops away 
from the hot-spot node, jct , as 
 j
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where jchλ  and jcλ  are the mean arrival rate of the hot-spot traffic and the 
superposed traffic on network channels located at j  hops away from the hot-spot 
node and can be identified based on Eq. (3.19). 
3.3.5 Message waiting time at network channels 
To determine the waiting time, jcW , experienced by a message to acquire a channel 
located at j  hops away from the hot-spot node, the physical channel can be treated 
as an MMPP/G/1 queueing system [31], where the arrival process is modelled by 
jcMMPP  and the service time is jct . Therefore, jcW  can be given by 
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where jct  and 
)2(
jct  represent the first two moments of the service time on network 
channels located at j  )1( maxdj ≤≤  hops away from the hot-spot node; these two 
quantities can be obtained from the Laplace-Stieltjes transform, )(* sF
jct
, of the 
service time on network channels [62]. Since the Laplace-Stieltjes transform of the 
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sum of independent random variables is equal to the product of their transforms. 
)(* sF
jct
 can be expressed as follows 
 )()()( *** sFsFsF
jh
j
j
r
j
jc t
c
ch
t
c
cr
t λ
λ
λ
λ
=  (3.39) 
where )(* sF
rt
 and )(* sF
jht
 denote the Laplace-Stieltjes transforms of the network 
latencies for regular messages and  j-hop hot-spot messages, respectively. Based on 
Eq. (3.39), )(* sF
rt
 can be given by  
 )()( *)(* sFesF
r
r
r b
ds
t
+−
=
ω
 (3.40) 
where )(* sF
rb  represents the Laplace-Stieltjes transform of the blocking time 
experienced by the regular messages on network channels. Similarly, )(* sF
jht
 can be 
written as  
 )()( *)(* sFesF
jhjh b
js
t
+−
=
ω
 (3.41) 
where )(* sF
jhb
 denotes the Laplace-Stieltjes transform of the blocking time for j-hop 
hot-spot messages on network channels. The traffic intensity is jj ccj t λρ = . 
jj cc eΛλ =ˆ  and 
T)1 ,1(=jce . jcpi  is the steady-state vector of the jcMMPP . The 
algorithm for computing the matrix g  can be found in [62]. 
Examining the expression of the blocking time experienced by a regular 
message on network channels, given by Eq. (3.12), we can find that it is infeasible to 
obtain the exact expression for its Laplace-Stieltjes transform, denoted by )(* sF
rb . 
Given that any distribution function can be approximated arbitrarily closely by a 
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series-parallel stage-type device [62]. For the analytical simplicity and versatility, the 
distribution of the message blocking time is approximated to an exponential 
distribution. Therefore, the probability density function of the blocking time for a 
regular message, )(xf
rb , and its Laplace-Stieltjes transform, )(* sF rb , can be written 
as 
 
x
b exf r
αα −=)(    )0( >α  (3.42) 
 
s
sF
rb +
=
α
α)(*  (3.43) 
where α  is selected to match the mean blocking time experienced by a regular 
message on network channels. α  can be given by 
 
∑
=
=
r
i
d
i r
b
1
1
α  (3.44) 
Similarly, the Laplace-Stieltjes transform of the blocking time experienced by a j-hop 
hot-spot message on network channels, )(* sF
jhb
, can be given by  
 
s
sF
jhb +
= β
β)(*  (3.45) 
where β  is chosen to match the mean blocking time experienced by a j-hop hot-spot 
message on network channels. 
3.3.6 Average degree of virtual channel multiplexing 
The probability, jvP , , that v  )0( Vv ≤≤  virtual channels at a given physical channel 
located at j  )1( maxdj ≤≤  hops away from the hot-spot node are busy can be 
determined using the probability that there are v  packets in an MMPP/G/1 queueing  
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Figure 3.3: Calculation of the probability of busy virtual channels in each physical 
channel 
system, as depicted in Fig. 3.3 [5]. Specifically, the probability that v  virtual 
channels are busy, 10 −≤≤ Vv , corresponds to the probability that there are v  
packets in the queueing system, while the probability that all virtual channels are 
busy is the sum of the probabilities that there are v , ∞≤≤ vV , packets in the 
queueing system. Therefore, jvP ,  can be given by [105] 
 



=
−≤≤−
=
Vv
Vv
P
jjj
jjj
c
v
c
c
v
jcc
jv
                          
10          )(
,
eRpi
eRRIpi
 (3.46) 
where the factor, jR , can be computed by solving the quadratic matrix equation  
 02 =++ jjjj j CRBRA  (3.47) 
with jcj ΛA = , jjj ccccj T/IΛQB −−= , and jccj T/IC = . cI  is the identity 
matrix of size 2. A simple iterative method can be used to solve the above equation as 
follows [105]: 
1)  Initialising jjj BAR −= ; 
2)  At each iteration step, 12 )( −+−= jjjjj BCRAR , until  
    
102 10−≤++ jjjj j CRBRA . 
With the joint probability jvP , , the average degree of virtual channel 
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multiplexing, V , can be derived according to the method presented in [16]. 
3.3.7 Waiting time at the source node 
Messages generated by each source node follow an sMMPP  and can enter 
the network through one of the V  injection virtual channels with the equivalent 
probability V/1 . Let vMMPP  denote the traffic arriving at an injection virtual 
channel at the source node. The infinitesimal generator, vQ , and rate matrix, vΛ , of 
vMMPP  can be determined from the splitting of sMMPP  with the splitting 
probability V/1 . A regular message injected from a source node located at j  
)1( maxdj ≤≤  hops away from the hot-spot node experiences a network latency of 
rt  given by Eq. (3.5), whereas a hot-spot message experiences the latency of jht  
given by Eq. (3.6). Taking both the regular and hot-spot messages with their 
appropriate probabilities into consideration yields the service time for a message 
originating from a source node located at j  hops away from the hot-spot node as  
 jj hrs ttt  )1( δδ +−=  (3.48) 
Based on Eq. (3.39), the Laplace-Stieltjes transform of the service time, jst , can be 
written as  
 )()()1()( *** sFsFsF
jhrjs ttt
δδ−=  (3.49) 
To determine the waiting time, jsW , experienced by a message at the source 
node that is located at j  hops away from the hot-spot node, the local queue is 
modelled as an MMPP/G/1 queueing system. The derivation of jsW  is similar to that 
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used for the determination of the waiting time, jcW , experienced by a message at 
network channels. Averaging over all possible values of j  )1( maxdj ≤≤  yields the 
mean waiting time at a given source node as 
 ∑
=
=
max
j
d
j
sjs WPW
1
 (3.50) 
3.4 Validation of the model 
The accuracy of the analytical model is validated by means of a discrete event-driven 
simulator, operating at the flit level. Each simulation experiment was run until the 
network reached its steady state, which means that a further increase in the 
simulation time does not change the statistical results by any significant amount. The 
network cycle time in the simulator is defined as the transmission time of a single flit 
to traverse from one node to another. The message latency is defined as the mean 
amount of time from the generation of a message until the last data flit reaches PE at 
the destination node. Messages generated by each source node are modelled by an 
sMMPP  with the infinitesimal generator, sQ , and rate matrix, sΛ . The message 
destinations are non-uniformly distributed over the network nodes and are dispatched 
according to the hot-spot fraction, δ . The generated message has the probability, δ , 
to be directed to the hot-spot node, and the probability, )1( δ− , of being evenly 
directed to all network nodes. 
For each simulation experiment, the batch means method [17] is used to 
collect the statistics of performance metrics, i.e., the total number of messages are 
split into many batches and statistics are accumulated for these batches. Let b  and s  
denote the number of batches and the size of each batch, respectively. Given a set of 
Chapter 3 Interconnection Networks in Multi-computer Systems $ 
 
 48
observations },,,{ 110 −⋅⋅⋅ bsXXX  from a single simulation run, where iX  
)10( −≤≤ bsi  is the message latency of the i-th message. The message latency, kL , 
accumulated for the k-th batch can be determined by 
 ∑−
=
+=
1
0
1 s
ksk X
s
L %
%
 (3.51) 
where 10 −≤≤ bk . Then the mean message latency can be obtained as the mean of 
the batch means as follows 
 ∑−
=
=
1
0
1 b
k
kLb
L  (3.52) 
In our simulation experiments, to make sure the simulation has reached the steady 
state, 8,000 messages were discarded for the warm-up phase. The message latency is 
gathered for a total number of 80,000 messages, where these messages are split into 
10 batches and the size of each batch is 8,000 messages. Following Eqs. (3.51) and 
(3.52), the mean message latency can be determined. Since each sample in the batch 
means method is an average over many of the original samples, the variance between 
batch means is greatly reduced, which in turn decreases the standard deviation of the 
measurement performance metrics. This leads to the better confidence in the 
performance results. 
Extensive simulation experiments have been performed to validate the model 
for various combinations of network sizes, message lengths, number of virtual 
channels per physical channel, different sMMPP  traffic inputs, and various hot-spot 
fractions. However, for the sake of specific illustration and without loss of generality, 
latency results are presented for the following cases: 
&
 Network size N  = 12×12 and 16×16 nodes;  
Chapter 3 Interconnection Networks in Multi-computer Systems ' 
 49 
0 0.0065 0.013 0.0195
0
400
800
1200
Traffic Rate (messages/cycle)
(a)
M
es
sa
ge
 
La
te
n
cy
 
(cy
cle
s)
 
 
Model, (  = 32
Model, (  = 64
Sim, (  = 32
Sim, (  = 64
0 0.013 0.026 0.039
0
400
800
1200
Traffic Rate (messages/cycle)
(b)
M
es
sa
ge
 
La
te
n
cy
 
(cy
cle
s)
 
 
Model, (  = 32
Model, (  = 64
Sim, ( = 32
Sim, ( = 64
 
0 0.0065 0.013 0.0195
0
400
800
1200
Traffic Rate (messages/cycle)
(c)
M
es
sa
ge
 
La
te
n
cy
 
(cy
cle
s)
 
 
Model, ( = 32
Model, ( = 64
Sim, (  = 32
Sim, (  = 64
0 0.0049 0.0098 0.0147
0
300
600
900
Traffic Rate (messages/cycle)
(d)
M
es
sa
ge
 
La
te
n
cy
 
(cy
cle
s)
 
 
Model, (  = 32
Model, (  = 64
Sim, (  = 32
Sim, (  = 64
 
Figure 3.4: Latency predicted by the model against simulation experience in the 
12×12 torus with: (a) V = 4, 1sϕ = 0.5, 2sϕ = 0.5, δ = 0.05, (b) V = 5, 1sϕ = 0.6, 
2sϕ = 0.2, δ = 0.05, (c) V = 6, 1sϕ = 0.8, 2sϕ = 0.4, δ = 0.1 and (d) V = 7, 1sϕ = 0.9, 
2sϕ = 0.7, δ = 0.1 
&
 Message length ω  = 32 and 64 flits;  
&
 Number of virtual channels is V = 4, 5, 6 and 7 per physical channel;  
&
 Parameters 1sϕ  and 2sϕ  in the infinitesimal generator sQ  of sMMPP  are set as 
follows: 



−
−
5.05.0
5.05.0
,    


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    and    
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−
−
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; 
&
 Hot spot fraction δ  = 0.05 and 0.1. 
The infinitesimal generator, sQ , of sMMPP  and the hot spot fraction, δ , 
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Figure 3.5: Latency predicted by the model against simulation experience in the 
16×16 torus with: (a) V = 4, 1sϕ = 0.8, 2sϕ = 0.6, δ = 0.05, (b) V = 5, 1sϕ = 0.6, 
2sϕ = 0.4, δ = 0.05, (c) V = 6, 1sϕ = 0.7, 2sϕ = 0.35, δ = 0.1 and (d) V = 7, 1sϕ = 0.9, 
2sϕ = 0.3, δ = 0.1 
represent different degrees of traffic burstiness in the temporal domain and spatial 
domain, respectively. Figs. 3.4 and 3.5 depict the performance results for the 
message latency predicted by the analytical model plotted against those obtained 
from the simulator as a function of the traffic rate in the 12×12 and 16×16 torus. In 
these figures, the horizontal axis represents the traffic rate, 1sλ , at which a node 
injects messages into the network when the sMMPP  is at state 1, while the vertical 
axis denotes the message latency. For the sake of clarity of the figures, the arrival 
rate, 2sλ , at state 2 is deliberately set to zero; otherwise three-dimensional graphs 
will be used to represent the results. These figures reveal that the message latency 
obtained from the analytical model closely match those obtained from the simulation. 
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Figure 3.6: Message latency predicted by the above model and the model under the 
Poisson assumption with ω = 64, V = 4, 1sϕ = 0.006, 2sϕ = 0.006, δ = 0.05 in (a) 
88 ×  and (b) 1616 ×  torus network 
The tractability and accuracy of the model make it a practical and cost-effective tool 
to gain insight into the performance of INs in multi-computer systems in the presence 
of bursty traffic with hot-spot destinations. 
3.5 Performance analysis 
Having validated the accuracy of the analytical model, we use it as a cost-effective 
tool to investigate the effects of bursty traffic with hot-spot destinations on the 
performance of INs in multi-computer systems. 
3.5.1 The impact of bursty traffic on network performance 
Fig. 3.6 shows the impact of bursty traffic on network performance through 
comparing the message latency as a function of the mean arrival rate when the 
network is subject to the bursty sMMPP  and non-bursty Poisson process, 
respectively. The mean arrival rate, sλ , of sMMPP  can be obtained by virtue of Eq. 
(2.11). As depicted in Fig. 3.6(a), the model based on the non-bursty Poisson process 
seriously underestimates the message latency when the network is subject to the 
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Figure 3.7: Message latency predicted by the above model with ω = 32, V = 4, 1sϕ = 
0.9, 2sϕ = 0.45 in (a) 88 ×  and (b) 1616 ×  torus network 
bursty sMMPP . In contrast, the derived analytical model manages to predict the 
increase in message latency and decrease in the maximum network throughput in the 
presence of bursty traffic. Moreover, such a phenomenon is more apparent when the 
traffic is under moderate and heavy loads. The same result can be found in the 
network with larger sizes as shown in Fig. 3.6(b). 
3.5.2 The impact of hot-spot destinations on network 
performance 
Fig. 3.7 shows the message latency in a torus with the network size of 8×8 
and 16×16, respectively, the degree of traffic burstiness imposed by the parameters of 
sMMPP  (i.e., 1sϕ = 0.9, 2sϕ = 0.45) and varying hot-spot fractions (i.e., δ = 0.05, 0.1, 
and 0.2). The analytical results obtained from the model demonstrate that the 
network with a larger size suffers the higher message latency. That is because the 
message distance increases as the network size rises. Moreover, the increase of the 
hot-spot fraction degrades the network performance since the network saturates at a 
lower traffic rate. That is because the hot-spot traffic can cause the higher traffic 
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loads on network channels located closer to the hot-spot node. As the hot-spot 
fraction increases, these channels become overloaded quickly. Moreover, under the 
same hot-spot fraction, the large-size network becomes saturated more rapidly since 
the number of nodes which send their generated hot-spot messages to the hot-spot 
destination node increases. 
These results emphasise the importance of using the more realistic traffic 
models than those developed under the non-bursty Poisson process with uniformly 
distributed message destinations to evaluate and optimise the network performance. 
Moreover, the bursty traffic with hot-spot destinations can deteriorate the network 
performance seriously, stressing the great need for the new network architectures that 
can efficiently support such a traffic pattern. 
3.6 Conclusions 
The traffic patterns in INs reveal the bursty nature in the both temporal domain and 
spatial domain. To capture the characteristics of realistic traffic patterns, this chapter 
has developed a new analytical performance model to investigate the performance of 
INs in multi-computer systems in the presence of bursty traffic with hot-spot 
destinations. The comparison between the analytical results with those obtained from 
extensive simulation experiments has shown that the analytical model possesses a 
good degree of accuracy for predicting the network performance under different 
design alternatives and various traffic conditions. The analytical results have shown 
that the network performance degrades considerably under this type of traffic pattern. 
Moreover, the results have stressed the importance of using the realistic traffic 
models to investigate and optimise the performance of INs in multi-computer 
systems.
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Chapter 4 
Performance Modelling of 
Interconnection Networks in Multi-
cluster Systems under Bursty Traffic 
with Communication Locality 
Analytical models for INs in cluster systems have been widely reported based on the 
simplified assumptions that the message arrivals follow the non-bursty Poisson 
process and message destinations are uniformly distributed over all network nodes [5, 
14, 21, 56, 73, 91]. However, the assumption of uniform destination distribution is 
not always realistic in practice and the communication locality, a typical example of 
non-uniform destination distributions, has been shown to be an important 
phenomenon exhibited by many applications in cluster-based systems [2, 61, 115]. A 
number of measurement studies [19, 111] have revealed that the traffic generated by 
many real-world applications exhibits a high degree of burstiness (i.e. time-varying 
arrival rates) and possesses correlations in the number of message arrivals. Therefore, 
the traditional models with the simplified assumptions cannot capture the 
characteristics of realistic network traffic. It is very important and timely to re-
evaluate the performance of networks in cluster systems under more realistic traffic 
models before practical implementations show their potential faults. To this end, this 
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chapter presents a new analytical model to investigate the performance of INs in 
multi-cluster systems in the presence of bursty traffic with communication locality. 
The validity of the model is demonstrated by comparing analytical results to those 
obtained through extensive simulation experiments of an actual system. The model is 
then used to evaluate the effects of bursty traffic with communication locality on the 
performance of INs in multi-cluster systems. 
The rest of this chapter is organised as follows. Section 4.1 shows 
preliminaries including the architecture of multi-cluster systems, the topology of m-
port n-tree, the switching method and routing strategy for message flow control, and 
the communication locality. The assumptions and notations adopted in this chapter 
are listed in Section 4.2. Section 4.3 derives the analytical model to investigate the 
performance of INs in multi-cluster systems. The results obtained from the analytical 
model are validated by extensive simulation experiments in Section 4.4. Section 4.5 
carries out performance analysis. Finally, Section 4.6 concludes this study. 
4.1 Preliminaries 
4.1.1 The architecture of the multi-cluster systems  
This chapter studies a multi-cluster system consisting of C clusters, each of which 
contains N  nodes (PNs) with their own local memories (LMs) in each cluster, as 
depicted in Fig. 4.1. Each cluster has two communication networks: an intrA-
Communication Network (ACN) used for the purpose of message passing between 
nodes within the same cluster and an intEr-Communication Network (ECN) used to 
transmit messages between clusters and manage the entire system [56]. The clusters 
are connected to each other by an Integrated Communication Network (ICN). The  
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Figure 4.1: The architecture of multi-cluster systems 
ECN and ICN are connected by a set of Concentrators/Dispatchers (C/Ds) [17], 
which are used to combine message traffic from/to one cluster to/from other clusters. 
Each communication network (i.e., ACN, ECN, and ICN) is constructed in the m-
port n-tree topology. The specification of m-port n-tree will be presented in Section 
4.1.2. It is worth noting that the ECN can be accessed directly by the node in each 
cluster without going through the ACN. 
The construction of ACN and ECN based on m-port n-tree is straightforward. 
In the ICN, each cluster can be viewed again as the node of the tree. Let )1( +cn  
denote the height of the tree in the ICN. Since there are C  clusters in the system, cn  
can be obtained by solving the equation cnmC )2/(2=  as 
 


−
−
=
1log
1log
2
2
m
C
nc  (4.1) 
4.1.2 Topology of m-port n-tree 
Fat-tree is an efficient network topology to provide high-performance and low-
latency infrastructure and has increased in popularity to construct the INs in cluster 
systems [37, 116]. The fat-tree topology and its variants are widely adopted in  
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Figure 4.2: Some instances of m-port n-tree topology: (a) 4-port 2-tree and (b) 8-port 
2-tree 
practice. For instance, owing to its simple physical implementation and high-
performance, the m-port n-tree, a typical example of fat-tree topologies, has been 
used to construct InfiniBand architecture (IBA) [127]. In addition, the m-port n-tree 
topology has full bisectional bandwidth and can offer a rich connectivity among 
nodes, making it possible to maintain paths between all source and destination nodes 
[36]. Fig. 4.2 depicts some instances of m-port n-tree topology. The m-port n-tree 
consists of N  nodes and S  switches (including the root switches) [69]. N  and S  
can be given by 
 
n
mN 


=
2
2  (4.2) 
 
1
2
)12(
−



−=
n
sw
m
nN  (4.3) 
In this topology, each network switch has m communication ports that are 
connected with other switches or nodes. The height of the tree is )1( +n . The 
switches (except for root switches) use half of the ports to connect with their 
descendants or nodes, and use the other half to connect with their ancestors. The root 
switches use all communication ports for the connection with their descendants or 
nodes.  
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A node in an m-port n-tree can be labelled as ),,,( 110 −npppPN L , where 
1}1)2/(,,1,0{}1,,1,0{ −−×−∈ nmmi LL . The switch in m-port n-tree can be labelled 
as >=<
−
lL ,210 nssssSW , where }1,,1,0{ −∈ nLl  is the level of the switch and 

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−∈−×−
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Let ksSW >< l,  represent the k-th port of >< l,sSW , where 
1,,1,0 −= mk L . For switches >< l,sSW  and >< ',' lsSW , ports ksSW >< l,  
and 
'
',' ksSW >< l  are connected by a channel if and only if 1+=′ XX , 
21110310 −+−− ′′′′′= nn ssssssss LLL YY , Zsk ′= , and )2/(2 msk n +=′ − . For switch 
>−< 1, nsSW , port knsSW >−< 1,  is connected to node ),,,( 110 −npppPN L  if 
and only if 210210 −− = nn pppsss LL  and 1−= npk . 
4.1.3 Switching method and routing strategy 
Owing to the attractive properties of wormhole switching in INs as specified in 
Section 3.1.2, we employ this switching method for the message flow control in this 
chapter. Due to the operation of wormhole switching, deadlock-free routing is 
required to avoid the deadlock occurrence in the network.  
In deterministic routing [23], a message traverses a fixed path between source 
and destination, which simplifies the implementation, avoids message deadlock, and 
guarantees an in-order delivery. Very recently, Gomez et al. [36] have shown that 
deterministic routing can achieve a similar, and in some scenarios higher, level of 
performance than adaptive routing in fat-trees. Therefore, a deterministic routing 
based on the Up*/Down* algorithm [104] is adopted. In this routing strategy, a  
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Figure 4.3: The deterministic routing in m-port n-tree topology 
message traverses an ascending phase to get to a nearest common ancestor (NCA), 
followed by a descending phase, as depicted in Fig. 4.3. It has been shown [56] that 
this routing algorithm is able to perform a balanced traffic distribution over the 
whole network. 
4.1.4 Non-uniform message destination distributions 
The communication locality, a typical example of non-uniform destination 
distributions, has been shown to be an important phenomenon exhibited by many 
applications in cluster-based systems [2, 61, 115]. The communication locality exists 
when the likelihood of communications to various nodes decrease with the distance, 
which implies that the mean inter-node distance with communication locality is 
smaller than that with the uniform destination distribution [23]. As a result, each 
message consumes fewer resources and thus reduces contention. Agarwal [2] showed 
that the communication locality exhibited by the application can significantly 
improve both network throughput and message latency in communication networks. 
Larkins et al. [65] recently employed a global address space view of distributed tree 
data structure to improve the locality in high-performance parallel applications and 
thus yield good system performance. 
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4.2 Assumptions and notations 
The model is based on the following assumptions. Assumptions (a) and (b) are used 
to generate the bursty traffic with communication locality, and the other assumptions 
are commonly accepted in the related studies [5, 14, 21, 54, 56, 73, 81, 82, 91, 120]. 
A brief summary of key notations used in the derivation of the model is listed in 
Table 4.1. 
a) The arrivals of messages generated by each source node are bursty and follow a 
two-state sMMPP  (the subscript s denoting the traffic generated by the source 
node). The sMMPP  can be characterised by the infinitesimal generator, sQ , of 
the underlying Markov chain and rate matrix, sΛ . sQ  and sΛ  can be given by 
 


−
−
=
22
11
ss
ss
s ϕϕ
ϕϕQ    and   


=
2
1
0
0
s
s
s λ
λ
Λ  (4.4) 
b) Messages generated from the source node can be sent to the ECN with the 
probability, ξ , and to the ACN with the probability, )1( ξ− . Let us refer to the 
messages sent to the ECN and the ACN as inter-cluster messages and intra-
cluster messages, respectively. Since inter-cluster messages are directed to a 
node in any other clusters with the equivalent probability, this probability is 
defined as the degree of inter-cluster locality, outη , i.e., ξη =out  [54]. Messages 
are directed to a node within the cluster with intra-cluster locality, inη ; 
c) Message length is equal to ω  flits. The length of each flit is fL  bytes. 
Table 4.1: Key notations used in the derivation of the model in Chapter 4 
Latency  mean message latency for the multi-cluster system 
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inLat  message latency for intra-cluster communication networks 
outLat  message latency for inter-cluster communication networks 
inη , outη  intra-cluster and inter-cluster locality 
ξ  the probability that a message generated from the source node is sent 
to the ECN 
jP  the probability of an inter-cluster message traversing j2  channels to 
reach its destination 
injP η,  the probability of an intra-cluster message traversing j2  channels to 
reach its destination 
ind , outd  the mean message distance for intra-cluster messages and inter-
cluster message 
sQ , sΛ  parameter matrices of sMMPP  to model the traffic generated by the 
source node 
cAQ , cAΛ  parameter matrices of cAMMPP  to model the traffic arriving at a 
given network channel in the ACN 
sAQ , sAΛ  parameter matrices of sAMMPP  to model the traffic arriving at an 
injection channel at the source node in the ACN 
cEMMPP  the traffic arriving at a given network channel in the ECN 
cIMMPP  the traffic arriving at a given network channel in the ICN 
inT , outT  mean network latency for intra-cluster communication networks and 
inter-cluster communication networks 
inW , outW  waiting time at the source in intra-cluster networks and inter-cluster 
networks 
cW , dW  the waiting time at the Concentrator and Dispatcher 
inτ , outτ  the mean time for the tail to reach the destination in intra-cluster 
communication networks and inter-cluster communication networks 
jT , qpT +  the network latency of a 2j-channel intra-cluster message and a 
)(2 qp + -channel inter-cluster message 
jkT , , qpkT +,  the service time experienced by the 2j-channel intra-cluster message 
and )(2 qp + -channel inter-cluster message on a channel at the stage 
k 
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A
cnt , 
E
cnt  
the time for a single flit to transmit on a node-to-switch (or switch-to-
node) connection in the ACN and ECN 
A
cst , 
E
cst , 
I
cst  
the time for a flit to transmit on a switch-to-switch connection in the 
ACN, ECN and ICN 
jkWb ,  the blocking time that a 2j-channel message acquires a channel at 
stage k  in intra-cluster networks 
qpkWb +,  the blocking time that a )(2 qp + -channel message acquires a 
channel at stage k  in inter-cluster networks 
jkPb ,  the probability that a 2j-channel intra-cluster message is blocked at 
stage k  
jkWc ,  the waiting time experienced by a 2j-channel intra-cluster message to 
acquire a channel when blocking occurs at stage k  
)(*
,
sF jk  Laplace-Stieltjes transform of message service time on network 
channels in ACN 
)(*
,
sW jk  Laplace-Stieltjes transform of the blocking time experienced by a 2j-
channel message on network channels at stage k  
4.3 The analytical model 
The mean message latency for the multi-cluster system can be obtained by the 
weighted sum of the message latency in intra-cluster communication networks (i.e., 
ACN), inLat , and inter-cluster communication networks (i.e., ECN and ICN), outLat , 
as follows 
 outin LatLatLatency ξξ +−= )1(  (4.5) 
In what follows, the traffic characteristics on network channels in the ACN, 
ECN, and ICN will first be determined, and then the message latency in intra-cluster 
and inter-cluster communication networks will be derived. 
4.3.1 Traffic characteristics on channels in intra-cluster and 
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inter-cluster communication networks 
The traffic pattern, in the presence of communication locality, mainly affects the 
average number of channels that a message need cross to reach its destination, 
commonly known as mean message distance. In an m-port n-tree, the probability of a 
message traversing j2  channels ( j  channels in ascending phase and j  channels in 
descending phase) to reach its destination is jP . Different choices of jP  could lead 
to different distributions of message destinations and, consequently, different mean 
message distances. As described in Assumption (b), inter-cluster messages are 
destined to a node in any other clusters with the equivalent probability. As shown in 
Fig. 4.2, the number of nodes at distance n2  is )1()2/( 1 −− mm n  in the m-port n-tree 
[69], therefore, jP  can be given by 
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 (4.6) 
Intra-cluster messages are destined to a node in each cluster with the same 
locality, inη . The model proposed by Agrawal [2] is adopted for the intra-cluster 
locality in this chapter. For a given node, message destinations are chosen randomly 
from Ninη  nodes centred at the source node. In particular, destinations chosen 
uniformly over all the nodes in the network correspond to 1=inη . With this locality 
model, the probability of an intra-cluster message traversing j2  channels to reach its 
destination with the communication locality, inη , can be derived based on Eq. (4.6) 
as follows:  
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where ),,( nminηα  is a normalising factor and is chosen such that 11 , =∑ =nj j inP η . 
Therefore,  
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The mean message distance for intra-cluster messages, ind , and inter-cluster 
messages, outd , can be obtained by averaging over all the possible values of j  as 
follows: 
 ∑
=
=
n
j
jin injPd
1
,
2 η  (4.8) 
 ∑
=
=
n
j
jout jPd
1
2  (4.9) 
Recall that messages generated from each source node has the probability, 
)1( ξ− , to be sent to the ACN with the mean message distance ind , given by Eq. 
(4.8). Since there are N  nodes in each cluster and the messages generated from these 
nodes are sent to nN4  channels in the network, the traffic arriving at a network 
channel in the ACN is Af  times of the traffic generated by a source node. Af  can be 
expressed as 
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In addition, messages generated by the source node have the probability, ξ , 
to be sent to the ECN in the source cluster and through the ICN to reach its 
destination in the ECN in the destination cluster with the mean message distance 
)(Eoutd  and )( Ioutd  in the ECN and ICN, respectively. )(Eoutd  and )( Ioutd  can be 
obtained by Eq. (4.9). Similarly, the traffic arriving at a network channel in the ECN 
and the ICN is Ef  and If  times, respectively, of the traffic generated by a source 
node. Based on Eq. (4.10), Ef  and If  can be expressed as 
 )(
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Eout
E d
nnN
dNNf ξξξ =+=  (4.11) 
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I d
n
N
Cn
dCNf ξξ ==  (4.12) 
where cn  is given by Eq. (4.1). 
Since the splitting and superposition of multiple MMPPs give rise to a new 
MMPP [31], let cAMMPP , cEMMPP , and cIMMPP  denote the traffic arriving at a 
given network channel in the ACN, ECN, and ICN, respectively. Based on Eqs. 
(3.17)-(3.34), the parameter matrices of cAMMPP , cEMMPP , and cIMMPP  can be 
easily obtained.  
4.3.2 Message latency in intra-cluster communication 
networks 
In this section, we will derive the message latency in intra-cluster communication 
networks (i.e., ACN), inLat , which consists of three parts: a) network latency, inT , 
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that is the time for a message to cross the network; b) the waiting time at the source 
node, inW ; and c) the time for the tail to reach the destination, inτ . Therefore, inLat  
can be expressed as  
 inininin WTLat τ++=  (4.13) 
The quantities, inT , inW , and inτ , will be derived in the subsequent sections. 
4.3.2.1 Network latency for intra-cluster messages 
Since an intra-cluster message may cross a different number of channels to reach its 
destination, we take into account the network latency of a 2j-channel message (i.e., a 
message need traverse j2  channels to reach its destination) as jT . For the sake of 
illustration, the network stages are numbered as follows: the network stage 
numbering is based on the location of switches between the source and destination. 
The numbering starts from the stage next to the source node (stage 0) and goes up as 
we get closer to the destination node (stage 1−K ). In an m-port n-tree, the number 
of stages to be crossed for a 2j-channel message is 12 −= jK . Since messages are 
transferred to the local nodes as soon as they arrive at their destinations, we first 
consider the service time experienced by a message at the final stage and then 
continue the analysis backward to the first stage. The service time of a channel 
experienced by a 2j-channel message at stage 1−K , jKT ,1− , can be found as 
 
A
cnjK tT ω=− ,1  (4.14) 
where ω  is the message length in flits and Acnt  is the time for a single flit to transmit 
on a node-to-switch (or switch-to-node) connection in the ACN and can be computed 
as  
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A
nf
A
n
A
cn Lt γθ += 5.0  (4.15) 
where Anθ  and Anγ  are the network latency and the transmission time of one byte 
(inverse of bandwidth) in the ACN. 
The service time at the internal stages k  )20( −≤≤ Kk  might be more, 
since a channel would be idle when the channels of subsequent stages are busy. The 
service time experienced by messages on network channels at the internal stages can 
be obtained by the sum of the actual message transmission time and the delay due to 
blocking at the subsequent stages. Thus, the service time experienced by the 2j-
channel message, jkT , , on a channel at the internal stages can be found as 
 ∑−
+=
+=
1
1
,,
K
k
j
A
csjk WbtT y
y
ω ,   20 −≤≤ Kk  (4.16) 
where Acst  is the time for a flit to transmit on a switch-to-switch connection in the 
ACN and jkWb ,  is the blocking time that a message acquires a channel at stage k . 
A
cst  can be calculated as  
 
A
nf
A
s
A
cs Lt γθ +=  (4.17) 
where Asθ  denotes the switch latency in the ACN. jkWb ,  can be determined by the 
probability that a message is blocked at this stage, jkPb , , and the waiting time 
experienced by the message to acquire a channel when blocking occurs, jkWc , . 
Therefore, jkWb ,  can be expressed as 
 jkjkjk WcPbWb ,,, =  (4.18) 
To compute jkPb , , let us first calculate the joint probability, baP ,  )10( ≤≤ a   
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Figure 4.4: Markov chain to compute the blocking probability at network channels 
and )2,1( =b , that the channel is idle or busy and the underlying Markov chain of 
cAMMPP , characterising the traffic on network channels in the ACN, is at the state 
b . baP ,  can be determined using a bi-variate Markov chain as shown in Fig. 4.4, 
where state ba,ℜ  corresponds to the case where the channel is idle )0( =a  or the 
channel is busy )1( =a , and the cAMMPP  is at state b . The transition rate out of 
state ba,ℜ  to ba ,1+ℜ  is bcAλ , where bcAλ  is the traffic rate on network channels in 
the ACN when cAMMPP  is at state b ; while the rate from ba ,1+ℜ  to ba,ℜ  is 
bcAjkT λ−,/1 . The reduction of bcAλ  is used to account for the arrival of messages 
while a channel is in this state [16]. The transition rates, bcAϕ , are given by the 
infinitesimal generator cAQ , while the arrival rates bcAλ  can be found from rate 
matrix cAΛ . According to Fig. 4.4, the model yields the following steady state 
equations 
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Solving the above system of equations yields the probability baP , . Therefore, the 
probability, jkPb , , can be given by 
 ∑
=
=
2
1
,1,
b
bjk PPb  (4.20) 
To determine the message waiting time, jkWc , , the network channel is treated as an 
MMPP/G/1 queueing system [31]. As the arrival process is modelled by cAMMPP  
and the service time is jkT , , jkWc ,  can be obtained based on Eqs. (3.37) and (3.38). 
Averaging over all possible nodes that can be destinations for a message in 
the ACN, the network latency for intra-cluster messages can be obtained as  
 ∑
=
=
n
j
jjin TPT in
1
,η  (4.21) 
where jT  is equal to the average service time of a message at stage 0, i.e., jj TT ,0= . 
4.3.2.2 Laplace-Stieltjes transform of the service time on network 
channels at stage k 
Based on the determination of the message waiting time in Eqs. (3.37) and (3.38), the 
calculation of jkWc ,  in Section 4.3.2.1 is driving the derivation of Laplace-Stieltjes 
transform of message service time on network channels in the ACN, )(*
,
sF jk . By 
virtue of Eq. (3.39), the Laplace-Stieltjes transform of jkT ,  can be expressed as 
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where )(*
,
sW jk  is the Laplace-Stieltjes transform of the blocking time experienced by 
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a 2j-channel message on network channels at stage k , jkWb , . Examining the 
expression of jkWb ,  in Eqs. (4.18)-(4.20), we can find that it is infeasible to find the 
exact expression for its Laplace transform. Based on Eqs. (3.43) and (3.45), the 
distribution of the message blocking time can be reasonably approximated by an 
exponential distribution and its Laplace-Stieltjes transform, )(*
,
sW jk , can be written 
as 
 
s
sW jk +
=
α
α)(*
,
 (4.23) 
where α  is selected to match the mean blocking time experienced by a message at 
network channels and can be found as 
 ∑ − +=
= 1
1 ,
1
K
k jWb

α  (4.24) 
4.3.2.3 Waiting time at the source node 
Recall that messages injected from the source node enter the ACN with the 
probability, )1( ξ− . Thus, the traffic arriving at an injection channel at the source 
node in the ACN, denoted by sAMMPP , is a fraction of that generated by a source 
node. The fraction, sAf , can be expressed as 
 ξ−= 1sAf  (4.25) 
According to Eq. (3.18), the infinitesimal generator, sAQ , and rate matrix, 
sAΛ , of sAMMPP  can be easily obtained. 
To determine the waiting time, inW , that a message experiences before 
entering the network, the injection channel at the source is treated as an MMPP/G/1 
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queueing system, where the arrival process is modelled by sAMMPP  and the service 
time is the network latency for an intra-cluster message given by Eq. (4.21). inW  can 
be obtained based on Eqs. (3.37) and (3.38). 
The time for the tail flit to reach the destination, inτ , in intra-cluster 
communication networks can be simply found as [56] 
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4.3.3 Message latency in inter-cluster communication 
networks 
Inter-cluster messages traverse p2  channels in the ECN ( p  channels in the source 
cluster and p  channels in the destination cluster) and q2  channels in the ICN to 
reach their destinations. Similarly to the intra-cluster messages, we take into account 
the network latency of a )(2 qp + -channel message in inter-cluster communication 
networks (i.e., ECN and ICN) as qpT + . The number of stages to be crossed for such 
a message is 1)(2 −+= qpK . Based on Eqs. (4.14) and (4.16), the service time of a 
channel experienced by a message at stage k , qpkT +, , in inter-cluster networks can 
be given by 
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where qpkWb +,  is the blocking time that a message acquires a channel at stage k  in 
inter-cluster networks, and Ecnt  is the time for a flit to transmit on a node-to-switch 
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(or switch-to-node) connection in the ECN and can be obtained based on Eq. (4.15). 
qpkWb +,  can be calculated similarly to that used in the determination of jkWb ,  in 
Eqs. (4.18)-(4.20). kcst  can be found according to the transmission time of each flit in 
the correspondence networks and can be expressed as 
 
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where Ecst  and 
I
cst  represent the time to transmit on a switch-to-switch connection in 
the ECN and the ICN, respectively, which can be determined by virtue of Eq. (4.17).  
Similarly to intra-cluster communication networks, the network latency 
experienced by a message in inter-cluster communication networks, outT , can be 
given by 
 ∑∑
= =
+=
n
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n
q
qpqpout
c
TPT
1 1
,
 (4.29) 
where qpT +  is equal to the service time of an inter-cluster message at stage 0, i.e., 
qpqp TT ,,0=+ ; qpP ,  is the probability of a )(2 qp + -channel message and 
qpqp PPP =,  ( pP  and qP  can be computed by Eq.(4.6)). 
Each inter-cluster message crosses a Concentrator (C) and a Dispatcher (D) 
during its network journey. The C/Ds are working as simple buffers and are used to 
combine traffic from/to one cluster to/from other clusters [17]. To determine the 
waiting time at these buffers, denoted by cW  and dW , the C/D is modelled as an 
MMPP/G/1 queueing system. The arrival traffic injected into this queue is cIMMPP  
and the service time is Icstω . To compute the waiting time experienced by a message 
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at the source in inter-cluster networks, outW , the local queue is modelled as an 
MMPP/G/1 queueing system. The quantities, cW , dW , and outW , can be determined 
based on Eqs. (3.37) and (3.38). Therefore, the latency experienced by a message in 
inter-cluster communication networks can be computed as follows: 
 outdcoutoutout WWWTLat τ++++=  (4.30) 
where outτ  is the average time for the tail flit to reach the destination in inter-cluster 
communication networks and can be derived based on Eq. (4.26). 
4.4 Validation of the model 
A discrete-event simulator has been developed in the Objective Modular Network 
Testbed in C++ (OMNeT++) simulation environment [89], operating at the flit level, 
to validate the accuracy of the analytical model. The message latency is defined as 
the amount of time from the generation of a message until the last flit reaches the 
destination. Each simulation experiment was run until the network reached its steady 
state and collected based on Eqs. (3.51) and (3.52). The arrivals of messages 
generated by the source node are modelled by sMMPP  with infinitesimal generator 
sQ  and rate matrix sΛ . The message destinations are non-uniformly distributed over 
the network nodes according to the intra-cluster and inter-cluster communication 
locality. 
Extensive simulation experiments have been performed to validate the 
accuracy of the analytical model for various combinations of cluster sizes, system 
sizes, switch sizes, message lengths, number of clusters, different sMMPP  traffic 
inputs, and various degrees of communication locality. However, for the sake of  
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Table 4.2: Network parameters for multi-cluster systems 
Network Bandwidth 
(per time unit) 
Network Latency 
(time units) 
Switch Latency 
(time units) 
Net.1 800 0.02 0.01 
Net.2 600 0.1 0.05 
 
specific illustration and without loss of generality, latency results are presented for 
the 16 cluster system with the 4-port 3-tree to construct the ACN, ECN, and ICN. 
The system parameters are set as follows: 
• Message length: 64=ω  and 128 flits; 
• Flit length: 512=fL  and 1024 bytes; 
• The configurations of each communication network in multi-cluster systems: 
ACN is configured by Net.1, ECN and ICN are configured by Net.2, where the 
configurations, i.e., Net.1 and Net.2, can be found in Table 4.2; 
• The infinitesimal generator, sQ , of sMMPP  are set as follows, representing 
different degrees of traffic burstiness 
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• The intra-cluster locality (i.e., 0.8 and 0.6 0.4, =inη ) and the inter-cluster locality 
(i.e., 0.9 and 0.7 0.5, == ξηout ) are set in the caption of the figures, representing 
different degrees of communication locality. 
Figs. 4.5 and 4.6 depict the performance results for the message latency 
predicted by the analytical model plotted against those provided by the simulator as a  
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Figure 4.5: Latency predicted by the model and simulation: (a) inη = 0.6, outη = 0.5, 
ω = 64, 1sϕ = 0.07, 2sϕ = 0.07, (b) inη = 0.6, outη = 0.5, ω = 128, 1sϕ = 0.008, 2sϕ = 
0.008, (c) inη = 0.8, outη = 0.9, ω = 64, 1sϕ = 0.06, 2sϕ = 0.04, (d) inη = 0.8, outη = 
0.9, ω = 128, 1sϕ = 0.09, 2sϕ = 0.03 
function of the traffic rate in multi-cluster systems. In these figures, the horizontal 
axis represents the traffic rate, 1sλ , at which a node injects messages into the 
network when the sMMPP  is at state 1, while the vertical axis denotes the mean 
message latency obtained from the model. For the sake of clarity of the figures, the 
arrival rate, 2sλ , at state 2 is deliberately set to zero; otherwise the three-dimensional 
graphs will be used to represent the results. These figures reveal that the message 
latency obtained from the analytical model closely match those obtained from the 
simulation. The tractability and accuracy of the analytical model make it a practical 
and cost-effective tool to gain insight into the performance of INs in multi-cluster 
systems in the presence of bursty traffic with communication locality. 
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Figure 4.6: Latency predicted by the model and simulation: (a) inη = 0.8, outη = 0.7, 
ω = 64, 1sϕ = 0.03, 2sϕ = 0.015, (b) inη = 0.8, outη = 0.7, ω = 128, 1sϕ = 0.08, 2sϕ = 
0.06, (c) inη = 0.4, outη = 0.5, ω = 64, 1sϕ = 0.04, 2sϕ = 0.01, (d) inη = 0.4, outη = 0.5, 
ω = 128, 1sϕ = 0.7, 2sϕ = 0.35 
4.5 Performance analysis 
Having validated the accuracy of the analytical model, in this section, the model will 
be used as a cost-effective tool to investigate the impact of bursty traffic with 
communication locality on the performance of INs in multi-cluster systems. Without 
loss of generality, we show a system with 32 clusters, and the ACN and ECN are 
constructed by an 8-port 3-tree topology and the ICN is constructed by an 8-port 2-
tree topology. The message length is 32 flits and each flit contains 512 bytes. Each 
communication network in multi-cluster systems is configured as follows: ACN is 
configured by Net.1, ECN and ICN are configured by Net.2, where the 
configurations of Net.1 and Net.2 can be found in Table 4.2. 
Chapter 4 Interconnection Networks in Multi-cluster Systems  
 77 
0 0.00022 0.00044 0.00066
0
200
400
600
Traffic Rate (messages/unit)
(a)
M
es
sa
ge
 
La
te
n
cy
 
(un
its
)
 
 

out = 0.4

out = 0.6

out = 0.8

out = uniform
0 0.00022 0.00044 0.00066
0
200
400
600
Traffic Rate (messages/unit)
(b)
M
es
sa
ge
 
La
te
n
cy
 
(un
its
)
 
 
in = 0.4
in = 0.6
in = 0.8
in = uniform
 
0 0.007 0.014 0.021
0
50
100
150
Traffic Rate (messages/unit)
(c)
M
es
sa
ge
 
La
te
n
cy
 
(un
its
)
 
 
in = 0.4
in = 0.6
in = 0.8
in = uniform
0 0.00013 0.00026 0.00039
0
150
300
450
Traffic Rate (messages/unit)
(d)
M
es
sa
ge
 
La
te
n
cy
 
(un
its
)
 
 
MMPP, Uniform
Poisson, Uniform
MMPP, Locality
Poisson, Locality
 
Figure 4.7: The impact of (a) inter-cluster locality, (b) (c) intra-cluster locality, and 
(d) bursty traffic on the performance of communication networks in multi-cluster 
systems 
4.5.1 The impact of communication locality on network 
performance 
In order to investigate the impact of communication locality on the 
performance of inter-cluster communication networks, Fig. 4.7(a) depicts the 
message latency when the inter-cluster locality, outη , is set to 0.4, 0.6, 0.8, and 
)1/()1( −− CNNC , where outη = )1/()1( −− CNNC  indicates the uniform 
destination distribution in inter-cluster communication networks, with the uniform 
destination distribution in the ACN. As can be seen from this figure, we can find that 
increasing the inter-cluster locality improves the overall system performance, since 
both the message latency decreases and the maximum network throughput goes up. 
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Similarly, in Fig. 4.7(b), we show the message latency in multi-cluster systems as the 
intra-cluster locality, inη , varies from 0.4 to 1, where inη = 1 represents the uniform 
destination distribution in intra-cluster communication networks, with the uniform 
destination distribution in inter-cluster communication networks. In this case, no 
significant impact appears on the overall system performance. To have a deeper 
understanding on the impact of intra-cluster locality, we investigate its effects on 
network performance in each individual cluster, as depicted in Fig. 4.7(c). As each 
individual cluster is homogeneous, the performance results shown in Fig. 4.7(c) can 
be obtained in any cluster. The same results appear as those shown in Fig. 4.7(a). We 
can conclude that the performance improvement in intra-cluster communication 
networks does not affect the overall system performance significantly, while the 
performance improvements in inter-cluster communication networks can directly 
affect the overall system performance. 
4.5.2 The impact of bursty traffic on network performance 
In order to quantitatively capture the impact of bursty traffic on system 
performance, in Fig. 4.7(d), we separately present the message latency when the 
network is subject to the bursty sMMPP  ( 1sϕ = 0.6, 2sϕ = 0.3) against the non-bursty 
Poisson process (i.e., the assumption made in the existing study [54]) as a function of 
the mean arrival rate with and without the communication locality ( 0.7 == outin ηη ), 
respectively. The results from the figure show that the model based on the Poisson 
assumption under-estimates the latency when the network is subject to the bursty 
traffic. Moreover, the bursty traffic can degrade the system performance seriously 
since both the message latency increases and the network saturates at a lower traffic 
rate. Our finding emphasises the importance of using realistic models to study and 
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optimise the performance of INs in multi-cluster systems. Furthermore, the use of 
communication locality can decrease the degrading effects of bursty traffic on the 
overall network performance in multi-cluster systems. 
4.6 Conclusions 
Driven by the importance and timeliness of evaluating and optimising system 
performance using the more realistic traffic loads, this chapter has presented a new 
analytical model to investigate the performance of INs in multi-cluster systems in the 
presence of bursty traffic with communication locality. Each communication network 
in the proposed system has been constructed as an m-port n-tree. Extensive 
simulation experiments have been conducted to validate the accuracy of the 
analytical model. The tractability and accuracy of the model make it a practical and 
cost-effective evaluation tool to gain insight into the performance of INs in multi-
cluster systems in the presence of bursty traffic with communication locality. The 
results have shown that the performance improvement in intra-cluster 
communication networks does not affect the overall system performance 
significantly, while the performance improvements in inter-cluster communication 
networks can directly affect the overall system performance. The analytical results 
have also revealed that the bursty traffic can degrade the network performance 
considerably. Moreover, the results have demonstrated that the communication 
locality can decrease the degrading effects of bursty traffic on network performance 
in multi-cluster systems. 
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Chapter 5 
An Analytical Model for Networks in 
Heterogeneous Multi-cluster Systems in 
the Presence of Bursty Traffic 
Multi-cluster systems are embracing the environment with the even greater 
heterogeneity of computation and communication capacities in individual clusters [1, 
115]. The underlying interconnection network (IN) is one of the key components that 
dominate the performance of heterogeneous multi-cluster systems [17]. Most 
existing analytical models on the performance study of INs have been limited to 
homogeneous cluster systems, and the evaluations are confined to a single cluster 
only [5, 16, 21, 41, 64, 74, 81, 92, 103, 122]. Many measurement studies [19, 110, 
111] have demonstrated that the traffic generated by real-world applications exhibits 
a high degree of burstiness and possesses correlations in the number of message 
arrivals. To the best of our knowledge, there is only one analytical model reported in 
the current literature to investigate the performance of networks in multi-cluster 
systems taking bursty traffic into consideration. However, in this model, each cluster 
is modelled by an infinite-buffer queueing system without considering the specific 
network structure and components in each cluster, e.g., network topology, message 
switching and routing strategy, etc. 
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In order to fill this gap, this chapter presents a new analytical model to 
investigate the performance of INs in heterogeneous multi-cluster systems in the 
presence of bursty traffic. The model considers the specific architecture of the multi-
cluster system, network topology, message switching and routing algorithm, etc. 
Moreover, this model is able to capture the heterogeneity in the number of nodes and 
the configuration of intra-communication networks within each cluster. In addition, a 
multi-user environment was taken into account in this chapter, i.e., the user level 
varies in different clusters. The accuracy of the model is demonstrated by comparing 
analytical results to those obtained through extensive simulation experiments. 
The rest of this chapter is organised as follows. Section 5.1 shows the 
architecture of heterogeneous multi-cluster systems. The assumptions and notations 
adopted in this chapter are presented in Section 5.2. Section 5.3 derives the analytical 
model to investigate the network performance in heterogeneous multi-cluster systems. 
The results obtained from the analytical model are validated by extensive simulation 
experiments in Section 5.4. Section 5.5 carries out performance analysis. Finally, 
Section 5.6 concludes this study. 
5.1 The architecture of heterogeneous multi-cluster 
systems  
This chapter focuses on the heterogeneous multi-cluster system consisting of C  
clusters, as depicted in Fig. 5.1, where the i-th, Ci ≤≤1 , cluster contains iN  nodes 
with their own LMs. There are two communication networks in each cluster: an ACN 
used for the purpose of message passing between nodes within the same cluster and 
an ECN used to transmit messages between different clusters and manage the entire  
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Figure 5.1: The architecture of heterogeneous multi-cluster systems 
system [56, 120]. The clusters are connected to each other by an ICN. The ECN and 
ICN are connected by a set of C/Ds [17], which are used to combine message traffic 
from/to one cluster to/from other clusters. Each communication network (i.e., ACN, 
ECN, and ICN) in multi-cluster systems is constructed in the m-port n-tree. The 
specification of m-port n-tree can be found in Chapter 4.1.2. According to Eq. (4.2), 
the number of nodes, iN , in the i-th cluster can be given by 
 
in
i
i
mN 


=
2
2  (5.1) 
To uniquely capture the heterogeneous number of nodes in each cluster, im  
and in  are used to denote the parameters of the m-port n-tree topology in the i-th 
cluster. For clarity, the iACN  and iECN  with subscript i are adopted to represent the 
ACN and ECN in the i-th cluster. 
The construction of iACN  and iECN  based on the im -port in -tree in the i-
th cluster, is straightforward. In the ICN, each cluster can be viewed again as the 
node of the tree. Let cm  and )1( +cn  denote the switch size and the height of the tree 
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topology in the ICN. Since there are C  clusters in the system, cm  and cn  should 
satisfy the following equation: 
 
cn
cmC 


=
2
2  (5.2) 
5.2 Assumptions and notations 
The analytical model is based on the following assumptions, where Assumption (a) is 
used to capture the bursty nature of the realistic network traffic. The other 
assumptions are widely used in the related studies [5, 16, 21, 41, 56, 120]. A brief 
summary of key notations used in the derivation of the model is listed in Table 5.1. 
a) The arrivals of messages generated by the source node are bursty and follow an 
sMMPP  (the subscript s denoting the traffic generated by the source node) with 
the infinitesimal generator, sQ , and rate matrix, sΛ . sQ  and sΛ  can be given 
by 
 


−
−
=
22
11
ss
ss
s ϕϕ
ϕϕQ    and   


=
2
1
0
0
s
s
s λ
λ
Λ  (5.3) 
b) The message destinations are uniformly distributed over the network nodes; 
c) Messages are routed through the network using the wormhole switching and 
deterministic routing, which have been illustrated in Chapter 4.1.3; 
d) Message length is ω  flits and the length of each flit is fL  bytes; 
e) The configuration of the intra-cluster networks in each cluster and that of the 
inter-cluster networks are heterogeneous in terms of bandwidth, network latency 
and switch latency. 
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Table 5.1: Key notations used in the derivation of the model in Chapter 5 
Latency  mean message latency in the heterogeneous multi-cluster system 
iLat  message latency in heterogeneous multi-cluster systems from the 
perspective of cluster i  
jiP ,  the probability that a newly generated message needs to cross j2  
channels to reach its destination in  the im -port in -tree 
iN  the number of nodes in cluster i  
id  average message distance in the im -port in -tree 
iξ  the probability that a newly generated message in cluster i  destines 
to the node in other clusters 
C  the number of clusters in the system 
iφ  the parameter used to capture the multi-user level in cluster i  
sQ , sΛ  parameter matrices of sMMPP  to model the traffic generated by the 
source node 
cA
iQ , cAiΛ  parameter matrices of cAiMMPP  to model the traffic arriving at a 
given network channel in the iACN  
in
iMMPP  the traffic arriving at an injection channel to the ACN in cluster i  
cE
vi→MMPP  the traffic arriving at a network channel in the ECN in cluster i  to 
cluster v  
cIMMPP  the traffic arriving at a network channel in the ICN 
in
iLat  message latency experienced by a message in intra-cluster network 
in cluster i  
out
iLat  message latency experienced by a message in the inter-cluster 
networks from the perspective of cluster i  
in
iW  waiting time at the source in the iACN  
out
viW →  waiting time that a message experiences at the source in inter-cluster 
networks from cluster i  to cluster v  
c
iW , 
d
iW  waiting time experienced by a message at the Concentrator and 
Dispatcher from the perspective of cluster i  
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in
iR  the time for the tail to reach the destination in intra-cluster networks 
in cluster i  
out
viR →  the time for the tail to reach the destination in inter-cluster networks 
from cluster i  to cluster v  
j
iT  the network latency of a 2j-channel intra-cluster message in cluster i  
viT →  the network latency of a )2( ur ++υ -channel inter-cluster message 
from cluster i  to cluster v  
j
kiT ,  
the service time experienced by the 2j-channel intra-cluster message 
on a channel at the stage k in cluster i  
kviT ,→  the service time experienced by the )2( ur ++υ -channel inter-
cluster message on a channel at the stage k from cluster i  to cluster 
v  
A
cnit , 
E
cnt  
the time for a single flit to transmit on a node-to-switch (or switch-
to-node) connection in the ACN in cluster i  and the ECN 
A
csit , 
E
cst , 
I
cst  
the time for a flit to transmit on a switch-to-switch connection in the 
ACN in cluster i , the ECN and the ICN 
j
kiWb ,  the blocking time that a 2j-channel message acquires a channel at 
stage k  in intra-cluster networks in cluster i  
kviWb ,→  the blocking time that a )2( ur ++υ -channel message acquires a 
channel at stage k  in inter-cluster networks from cluster i  to cluster 
v  
j
kiPb ,  the probability that a 2j-channel intra-cluster message is blocked at 
stage k in cluster i  
j
kiWc ,  the waiting time experienced by a 2j-channel intra-cluster message 
to acquire a channel when blocking occurs at stage k in cluster i  
5.3 The analytical model 
Based on Eq. (4.6), the probability, jiP , , that a newly generated message need cross 
j2  channels ( j  channels in ascending phase and j  channels in descending phase) to 
reach its destination in the im -port in -tree is given by 
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where iN  is the number of nodes in cluster i  and can be given by Eq. (5.1). As a 
result, the average message distance, id , in the im -port in -tree can be computed by  
 ∑
=
=
in
j
jii jPd
1
,
2  (5.5) 
In what follows, the analytical model will be derived to investigate the 
performance of INs in heterogeneous multi-cluster systems. To this end, the traffic 
characteristics on network channels will be first investigated in Chapter 5.3.1 and 
then the message latency in intra-cluster and inter-cluster communication networks 
will be determined in Chapters 5.3.2 and 5.3.3, respectively. Finally, the message 
latency of the whole system will be obtained in Chapter 5.3.4. 
5.3.1 Traffic characteristics on channels in intra-cluster and 
inter-cluster communication networks  
With the uniform distribution of message destinations, the probability, iξ , that a 
newly generated message in cluster i  is destined to a node in other clusters can be 
determined as follows: 
 
1
1
,1
−
= ∑
∑
=
≠=
C
k k
C
ikk k
i
N
N
ξ  (5.6) 
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Figure 5.2: The message path in inter-cluster communication networks 
where C  is the number of clusters in the system and kN  is the number of nodes in 
the k-th cluster. Let us refer to the message with the source and destination in the 
same cluster as intra-cluster messages. Other messages are referred to as inter-
cluster messages.  
This model considers the multi-user environment in multi-cluster systems. To 
capture the characteristics of this type of environment, the multi-user level is 
assumed to be iφ , where 10 <≤ iφ , for all users (i.e., nodes) in cluster i . This multi-
user level implies the overhead since the system is in the multi-user environment [20], 
therefore, the effective traffic sent out by a node in cluster i  can be approximated as 
1)1( −− iφ  times the traffic generated by the node. Due to the traffic uniformity in 
intra-cluster networks, the message arrival process exhibits similar statistical 
behaviour over all network channels. Since an intra-cluster message in cluster i  
needs to cross, on average, id  channels to reach its destination, the traffic arriving at 
a network channel in intra-cluster communication networks (i.e., iACN ) is Aif  
times of the traffic generated by a source node. Since the total number of channels in 
the iACN  is ii Nn4 , 
A
if  can be written as 
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Recall that, in inter-cluster communication networks, messages generated 
from the source nodes in cluster i  have the probability, iξ , to enter the iECN . The 
inter-cluster message leaves the iECN , crosses through the ICN and then is injected 
to the vECN  in cluster v  to reach its destination node, as shown in Fig. 5.2. Since 
the im -port in -tree is not a node-symmetric topology [17] and the size of each 
cluster may be different, a simple and efficient way is adopted to handle this 
asymmetric problem in inter-cluster networks in order to determine the traffic 
characteristics on network channels in the ECN and ICN, i.e., to identify the traffic 
loads from the perspective of each cluster and then average over all clusters. Based 
on Eq. (5.7), the traffic arriving at a given network channel in the ECN in cluster i  to 
cluster v , is E vif →  times of the traffic generated by a source node. Taking the number 
of channels in the ECN from the perspective of cluster i  into account, E vif →  can be 
given by  
 
ii
ivvviiiE
vi Nn
dNNf
4
])1()1([ 11 −−
→
−+−
=
φξφξ
 (5.8) 
Similarly, the traffic arriving at a network channel in the ICN is If  times of 
the traffic generated by a source node. Therefore,  
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i ciiiI
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 (5.9) 
where cd  is the average number of channels that a message traverses to reach its 
destination in the ICN (i.e., cm -port cn -tree) and can be determined by Eq. (5.5). 
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Given that the splitting and superposition of multiple MMPPs give rise to a 
new MMPP [31], let cAiMMPP , cE vi→MMPP , and cIMMPP  denote the traffic arriving 
at a given network channel in the iACN , in the ECN in cluster i  to cluster v , and in 
the ICN, respectively. By virtue of Eqs. (3.17)-(3.34), the parameter matrices of 
cA
iMMPP , 
cE
vi→MMPP  and 
cIMMPP  can be easily determined. 
5.3.2 Message latency in intra-cluster communication 
networks  
For the sake of illustration, the switches in the network are numbered based on the 
method presented in Chapter 4.3.2.1, i.e., the numbering starts from the switch next 
to the source node (STAGE 0) and goes up as we get closer to the destination node 
(STAGE 1−K ). Based on the m-port n-tree topology shown in Fig. 4.1, there are 
two types of connections: node-to-switch (or switch-to-node) connection and switch-
to-switch connection. 
5.3.2.1 Network latency for intra-cluster messages  
Since an intra-cluster message may cross different numbers of channels to reach its 
destination, we take into account the network latency of a j2 -channel message (i.e., 
a message need traverse j2  channels to reach its destination) as jiT , where the 
subscript i  denotes the calculation from the perspective of cluster i . In im -port in -
tree, the number of stages to be crossed for a j2 -channel message is 12 −= jK .  
Since messages are transferred to the local nodes as soon as they arrive at 
their destinations, we first consider the service time experienced by a message at the 
final stage and then continue the analysis backward to the first stage. Based on Eq. 
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(4.14), the service time experienced by a j2 -channel message at stage 1−K , jKiT 1, − , 
can be given by 
 
A
cn
j
Ki itT ω=−1,  (5.10) 
where Acnit  is the time to transmit from node-to-switch (or switch-to-node) 
connection in the ACN in cluster i  and can be determined by Eq. (4.15). 
The service time, jkiT , , experienced by the j2 -channel message at the 
internal stages k  can be computed by the actual message transmission time and the 
delay due to blocking at subsequent stages. Based on Eq. (4.16), jkiT ,  can be given by 
 ∑−
+=
+=
1
1
,,
K
k
j
i
A
cs
j
ki WbtT i 
ω ,   20 −≤≤ Kk  (5.11) 
where Acsit  is the time to transmit from switch-to-switch connection in the ACN in 
cluster i  and can be calculated by Eq. (4.17). jkiWb ,  is the blocking time that a j2 -
channel message experiences to acquire a channel at stage k  in cluster i . Based on 
Eq. (4.18), jkiWb ,  can be expressed as 
 
j
ki
j
ki
j
ki WcPbWb ,,, =  (5.12) 
where jkiPb ,  is blocking probability experienced by a j2 -channel message at stage 
k  in cluster i  and jkiWc ,  is the waiting time experienced by the message to acquire a 
channel when blocking occurs. The blocking probability, jkiPb , , can be determined 
based on Eqs. (4.19) and (4.20). To determine the waiting time, jkiWc , , a network 
channel is treated as an MMPP/G/1 queueing system [31]. Following Eqs. (3.37) and 
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(3.38), the waiting time, i jkWc , , can be readily obtained. 
Averaging over all the possible nodes destined made by a message, the 
network latency in intra-cluster networks can be obtained as  
 ∑
=
=
in
j
j
iji
in
i TPT
1
,
 (5.13) 
where jiT  is equal to the service time of a message at stage 0, i.e., 
j
i
j
i TT 0,= . 
5.3.2.2 Waiting time at the source node 
Recall that messages generated by a source node in cluster i  enter the ACN with the 
probability, )1( iξ− . The traffic arriving at an injection channel to the ACN in cluster 
i , denoted by iniMMPP , is 
in
if  times of that generated by a source node. Taking the 
overhead due to the multi-user environment into account, inif  can be expressed as 
 
1)1)(1( −−−= iiinif φξ  (5.14) 
The parameter matrices of iniMMPP  can be obtained based on Eqs. (3.17)-
(3.34). To determine the waiting time, iniW , that a message experiences at the source 
node in intra-cluster networks, the local queue is modelled by an MMPP/G/1 
queueing system with the arrival process, iniMMPP , and the service time, 
in
iT . The 
waiting time, iniW , can be determined by virtue of Eqs. (3.37) and (3.38). 
Based on Eq. (4.13), the message latency, iniLat , in intra-cluster 
communication network in cluster i  can be expressed as 
 
in
i
in
i
in
i
in
i RWTLat ++=  (5.15) 
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where iniR  is the time for the tail to reach the destination in intra-cluster networks 
and can be obtained based on Eq. (4.26) as follows: 
 ∑ ∑
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=
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 += i ii
n
j
A
cn
K
k
A
csji
in
i ttPR
1
1
1,
 (5.16) 
5.3.3 Message latency in inter-cluster communication 
networks  
As can be seen from Fig. 5.2, an inter-cluster message traverses both the ECN and 
the ICN to reach its destination. Specifically, each inter-cluster message crosses υ  
channels in the iECN  in the source cluster i , r2  channels in the ICN, and u  
channels in the vECN  in the destination cluster v  to reach its destination node. 
Therefore, the number of stages for an inter-cluster message is 12 −++= urK υ .  
The service time of a channel in inter-cluster networks from the perspective 
of cluster i  can be obtained similarly to that in the intra-cluster networks. Thus, 
based on Eqs. (5.10) and (5.11), the service time, kviT ,→ , experienced by a message 
on the channels at stage k  in inter-cluster networks from the perspective of cluster i 
can be obtained as 
 



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−=
= ∑ − += →→ 20      
1                                   
1
1 ,
,
KkWbt
Kkt
T K
k vi
k
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E
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ω
ω
 (5.17) 
where kviWb ,→  is the blocking time that a message experiences to acquire a channel 
at stage k  in inter-cluster networks and can be obtained according to Eq. (5.12). kcst  
can be found according to the time to transmit each flit in the correspondence 
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networks. Based on Eq. (4.28), kcst  can be expressed as 
 
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csk
cs
        
12        υυ
 (5.18) 
where Ecnt  and 
E
cst  represent the time to transmit from node-to-switch (or switch-to-
node) connection and switch-to-switch connection in the ECN, and Icst  corresponds 
to the time to transmit from switch-to-switch connection in the ICN. These quantities 
can be obtained based on Eqs. (4.15) and (4.17). The network latency experienced by 
a message in inter-cluster networks can be calculated as follows: 
 ∑∑∑
= = =
→→ =
i c vn n
r
n
u
vi
outout
vi TPT
1 1 1υ
 (5.19) 
where viT →  is the latency for a )2( ur ++υ -channel inter-cluster message, and 
0,vivi TT →→ = ; 
outP  is the probability that a message needs to cross )2( ur ++υ  
channels to reach its destination and can be given by uvrci
out PPPP
,,,υ= . 
To determine the waiting time, outviW → , that a message experiences at the 
source node in inter-cluster networks, the local queue is modelled by an MMPP/G/1 
queueing system. outviW →  can be obtained based on Eqs. (3.37) and (3.38). 
The message latency, outiLat , in the inter-cluster networks can be determined 
by averaging latencies for the message from cluster i  to all the other clusters, and 
can be expressed as 
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where outviR →  is the time for the tail flit to reach the destination in inter-cluster 
networks and can be obtained according to Eq. (5.16). 
5.3.4 Mean message latency in heterogeneous multi-cluster 
systems 
The inter-cluster messages need traverse a Concentrator and a Dispatcher during its 
network journey, as shown in Fig. 5.2. The C/Ds are used to combine traffic from/to 
one cluster to/from other clusters and are working as simple buffers [17]. The waiting 
time experienced by a message at the Concentrator and Dispatcher from the 
perspective of cluster i , denoted by ciW  and 
d
iW , can be determined based on Eqs. 
(3.37) and (3.38). 
The message latency in heterogeneous multi-cluster systems from the 
perspective of cluster i  can be computed by 
 )()1( dici
out
ii
in
iii WWLatLatLat +++−= ξξ  (5.21) 
The mean message latency in the whole system can be determined using a 
weighted arithmetic average as follows: 
 ∑ ∑=
=

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5.4 Validation of the model 
A discrete-event simulator has been developed based on the OMNeT++ simulation 
environment [89], operating at the flit level, to validate the accuracy of the analytical  
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Figure 5.3: Latency predicted by the model and simulation in 8 cluster systems with 
(a) ω  = 32, 1sϕ  = 0.08, 2sϕ  = 0.06, (b) ω  = 32, 1sϕ  = 0.06, 2sϕ  = 0.04, (c) ω  = 64, 
1sϕ  = 0.007, 2sϕ  = 0.007, and (d) ω  = 64, 1sϕ  = 0.09, 2sϕ  = 0.03 
model. Each simulation experiment was run until the network reached its steady state 
and collected based on Eqs. (3.51) and (3.52). The arrivals of messages generated by 
the source node are modelled by sMMPP  with infinitesimal generator sQ  and rate 
matrix sΛ .  
Extensive simulation experiments have been performed to validate the 
accuracy of the analytical model. However, for the sake of specific illustration, Figs. 
5.3 and 5.4 depict the analytical results for the message latency predicted by the 
analytical model plotted against those obtained by the simulator as a function of the 
traffic rate in heterogeneous multi-cluster systems with the following cases:  
• Message length is ω = 32 and 64 flits;  
• Flit length is fL = 256 and 512 bytes; 
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Figure 5.4: Latency predicted by the model and simulation in 16 cluster systems 
with (a) ω  = 32, 1sϕ  = 0.08, 2sϕ  = 0.06, (b) ω  = 32, 1sϕ  = 0.06, 2sϕ  = 0.04, (c) ω  
= 64, 1sϕ  = 0.007, 2sϕ  = 0.007, and (d) ω  = 64, 1sϕ  = 0.09, 2sϕ  = 0.03 
• The network parameters and system configurations can be found in Tables 5.2 
and 5.3, respectively. In Table 5.3, N  is the number of nodes in the whole system, 
C  is the number of clusters, im -port in -tree is the network topology used to 
construct the ACN and ECN in cluster i , iφ  is used to indicate the user level in 
cluster i , and cm -port cn -tree is used for the construction of the ICN; 
• The infinitesimal generator, sQ , of sMMPP  is set in the captions of the figures, 
representing different degrees of traffic burstiness and correlations. 
In these figures, the horizontal axis represents the traffic rate, 1sλ , at which a 
node injects messages into the network when the sMMPP  is at state 1, while the 
vertical axis denotes the message latency obtained from the analytical model. For the 
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Table 5.2: Network parameters for heterogeneous multi-cluster systems 
Network Bandwidth 
(per time unit) 
Network Latency 
(time units) 
Switch Latency 
(time units) 
Net.1 1000 0.01 0.005 
Net.2 800 0.01 0.01 
Net.3 600 0.04 0.06 
Net.4 400 0.1 0.05 
Net.5 200 0.2 0.1 
Table 5.3: System configuration parameters for heterogeneous multi-cluster systems 
N C Cluster organizations 
376 8 in = 1, iφ = 0.1,   ]2,0[∈i ,  ACN = Net.3 
in = 2, iφ = 0.15, ]5,3[∈i ,  ACN = Net.4 
in = 3, iφ = 0.2,   ]7,6[∈i ,  ACN = Net.5 
ci mm = = 8 )1( Ci ≤≤   
ECN = Net.2, ICN = Net.1 
800 16 in = 2, iφ = 0.05,  ]7,0[∈i ,  ACN = Net.3 
in = 4, iφ = 0.1,    ]10,8[∈i ,  ACN = Net.4 
in = 6, iφ = 0.15,  ]15,11[∈i ,  ACN = Net.5 
ci mm = = 4 )1( Ci ≤≤  
ECN = Net.2, ICN = Net.1 
 
sake of clarity of the figures, the arrival rate, 2sλ , at state 2 is deliberately set to zero; 
otherwise the three-dimensional graphs will be used to represent the results. The 
figure reveals that the analytical results of the message latency closely match those 
obtained from the simulation. The tractability and accuracy of the analytical model 
make it a practical and cost-effective tool to gain insight into the performance of INs 
in heterogeneous multi-cluster systems in the presence of bursty traffic. 
5.5 Performance analysis 
Having validated the accuracy of the analytical model, in this section, the model is 
used as a cost-effective tool to investigate the trade-off between the size of each 
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cluster and the number of clusters in multi-cluster systems with the aim of 
maximising the network performance under bursty traffic. Without loss of generality, 
we consider a multi-cluster system with 2048 nodes to be constructed as follows: 
1) 4 clusters with 512 nodes in each cluster (i.e., C = 4 and iN = 512);  
2) 8 clusters with 256 nodes in each cluster (i.e., C = 8 and iN = 256);  
3) 16 clusters with 128 nodes in each cluster (i.e., C = 16 and iN = 128);  
4) 32 clusters with 64 nodes in each cluster (i.e., C = 32 and iN = 64).  
To make these scenarios comparable, the bandwidth of each system is further 
normalised to make sure the total bandwidth of the whole system in each scenario is 
the same. To achieve this, the total bandwidth of the system in the first scenario is 
used as the benchmark and then the bandwidth in the other scenarios is adjusted. 
Specifically, let Bˆ  denote the total bandwidth of the whole system and AiB , 
E
iB  and 
IB  represent the bandwidth of one network channel in the iACN , iECN  and ICN, 
respectively. Bˆ  can be expressed as 
 
I
c
C
i
E
iii
C
i
A
iii CBnBNnBNnB 444ˆ
11
++= ∑∑
==
 (5.23) 
For the sake of illustration, IEi
A
i BBB == = 1000 is set in the first scenario. Based 
on Eq. (5.23), AiB , EiB  and IB  in the other scenarios can be obtained. 
In order to quantitatively evaluate the impact of bursty nature of message 
arrivals on network performance, Fig. 5.5 depicts the message latency in the above 
scenarios when the network is subject to the bursty sMMPP  and non-bursty Poisson 
process as a function of the mean arrival rate. The mean arrival rate of sMMPP  can 
be determined according to Eq. (2.11). In this figure, the infinitesimal generator of  
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Figure 5.5: Latency predicted by the model with ω = 32 flits and fL = 256 bytes in 
the scenarios (1)-(4) 
sMMPP  is set to 1sϕ = 0.09 and 2sϕ = 0.09. The degree of traffic burstiness and 
correlations can be obtained based on Eqs. (2.14) and (2.15). We can find from the 
figure that the model based on the non-bursty Poisson assumption seriously under-
estimates the latency when the network is subject to the bursty traffic, especially 
under moderate and heavy traffic loads. The result is consistent with that is 
concluded in Chapter 4.5.2. 
The performance results shown in Fig. 5.5 also reveal that increasing the 
number of clusters can improve the network performance since the message latency 
decreases and the maximum network throughput increases. Furthermore, the 
improvement caused by the trade-off between the size of each cluster and the number 
of overall clusters in the system can relieve the negative effects of bursty traffic on 
network performance. This observation is important since we can use existing 
economical network architectures in multi-cluster systems, which cannot ensure 
efficient support for bursty traffic in single-cluster systems, by increasing the number 
of clusters. However, the space occupied by the system becomes larger with an 
increasing number of clusters. Therefore, it is critical to balance the size of each 
cluster and the number of overall clusters within a limited space to maximise the 
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network performance. 
5.6 Conclusions 
The heterogeneous properties of individual clusters in multi-cluster systems can 
significantly affect the performance of their underlying INs. This chapter has 
developed a new analytical model which can be used to investigate the performance 
of INs in heterogeneous multi-cluster systems. The model has been able to 
characterise the heterogeneity in the number of nodes and the configuration of intra-
communication networks within each cluster. Moreover, the model has considered a 
multi-user environment in multi-cluster systems. In addition, to capture the traffic 
arrival patterns of realistic network applications, the model has been derived in the 
presence of bursty traffic. The comparison between the results from the analytical 
model and those obtained from extensive simulation experiments has shown that the 
derived analytical model possesses a good degree of accuracy for predicting the 
network performance under different design alternatives and various traffic 
conditions. The results of performance analysis have highlighted the importance of 
using the realistic traffic models in order to quantitatively capture the performance 
properties of INs in heterogeneous multi-cluster systems. Moreover, the results have 
revealed the importance of balancing the size of each cluster and the number of 
clusters in order to maximise the overall system performance. 
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Chapter 6 
A Performance Model for Integrated 
Wireless Networks in the Presence of 
Bursty Traffic with Communication 
Locality 
The increasing demand for the coverage of WLANs is driving the installation of a 
very large number of APs [6, 25]. The traditional deployment of APs requires wired 
connection between APs and thus introduces high complexity and costs for their 
deployment in certain areas [114]. WMNs have emerged as a promising technology 
in next generation networks to provide economical and scalable broadband access to 
wireless interconnection of multiple APs which manage individual WLANs in order 
to extend the coverage of conventional single WLANs [4, 39, 46, 57]. WMNs are 
constructed by MRs, which form a multi-hop ad-hoc network [4, 123]. The stations 
in different WLANs are able to communicate with each other through relaying 
packets among MRs in a multi-hop fashion. A number of measurement studies [10, 
49, 86] have demonstrated that the traffic generated by many real-world applications 
in wireless networks exhibits a high degree of burstiness and the message 
destinations are non-uniformly distributed over the network nodes. 
Analytical models for WLANs and WMNs have been widely reported in the 
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literature [7, 8, 11, 33, 34, 50, 51, 67, 71, 76]. However, all these models have 
focused on the performance study of WLAN or WMN only. There has not been any 
analytical model reported in the current literature to investigate the QoS performance 
measures in the integrated WLANs and WMN when the network is subject to bursty 
traffic with non-uniformly distributed message destinations. To this end, this chapter 
presents an integrated wireless network where the WMN is used to connect multiple 
APs managing individual WLANs. In particular, a new analytical model is proposed 
to evaluate the end-to-end delay in the WMN interconnecting multiple WLANs in 
the presence of bursty traffic. Moreover, the proposed model can capture the 
phenomenon of communication locality. The specification of communication locality 
can be found in Section 4.1.4. The accuracy of the analytical model is validated 
through extensive simulation experiments. The derived analytical model is then used 
as a cost-effective tool to obtain the maximum achievable throughput which reflects 
the capacity of wireless networks. Moreover, the analytical model is used to 
investigate the impact of bursty traffic with communication locality on network 
performance, i.e., end-to-end delay and maximum achievable throughput. 
The rest of this chapter is organised as follows. Section 6.1 shows useful 
preliminaries including the architecture of integrated WLANs and WMN, the 
network topology, and the routing strategy and MAC scheme in integrated wireless 
networks. Section 6.2 derives the analytical model to investigate the network 
performance. The results obtained from the model are validated in Section 6.3. 
Section 6.4 carries out performance analysis. Finally, Section 6.5 concludes this 
study. 
6.1 Preliminaries 
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Figure 6.1: The architecture of integrated WLANs and WMN  
6.1.1 The architecture of integrated WLANs and mesh 
networks  
This study focuses on the WMNs interconnecting multiple WLANs [25, 119], as 
depicted in Fig. 6.1, where the MRs form the multi-hop mesh network. One AP 
manages an individual WLAN. The dashed lines indicate the possible 
communications between each pair of entities. Since a moderate level of 
perturbations from ideal grid placement is suitable for the performance study of 
WMNs to be illustrated in Section 6.1.2, we consider the situation that C  MRs are 
uniformly distributed in an nn×  grid placement. The i-th MR, denoted by iMR  
)1( Ci ≤≤ , is connected with aiN  APs, each of which manages a WLAN [4]. The j-
th AP connected with the i-th MR manages a WLAN containing s jiN ,  stations, where 
Ci ≤≤1  and ∑
=
≤≤
C
i
a
iNj 11 . There is one queue in the MR and the station. The 
AP is equipped with two queues at the network layer, one for its uplink-access (i.e., 
uplink queue) and the other for the downlink-access (i.e., downlink queue) [40]. 
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6.1.2 Network topology 
The network topology has a critical impact on the system performance. A number of 
studies on WMNs have considered an arbitrary topology. For instance, Cao et al. [11] 
investigated the performance of IEEE 802.16 mesh mode scheduler on the arbitrary 
network topology. Zhou and Mitchell [128] presented an analytical framework for 
the performance evaluation of CSMA/CA based WMNs with the arbitrary topology. 
However, Robinson and Knightly [101] showed that an arbitrary network topology is 
unsuitable for the deployment of WMNs due to doubled node density requirements, 
while a moderate level of perturbations from ideal grid placement is suitable for the 
performance study of WMNs. Bisnik and Abouzeid [8] developed an analytical 
model for WMNs by considering that MRs are distributed in a torus topology, as 
shown in Fig. 3.1, which is not suitable in practice due to the requirements of wrap-
around connections [17]. As a result, the grid placement has been widely adopted as 
the underlying network topology for the performance study of WMNs [75, 99, 118, 
119]. 
6.1.3 Routing strategies 
A random access routing scheme is adopted in this paper [8]. Specifically, packets 
generated by the station are transferred to the uplink queue of its associated AP in the 
WLAN, and then are forwarded to the MR. MRs relay the packet over the mesh 
networking until it reaches the MR where its associated WLAN contains the packet 
destination. The packets forwarding from the MR to its associated WLAN need to 
access the downlink queue of AP. The probability that a packet departing from an 
MR is destined to one of its associated WLANs is σ . The probability that this packet 
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is forwarded to a neighbouring MR is )1( σ− . This routing scheme can capture the 
phenomenon of communication locality exhibited by applications in realistic 
working environments. The parameter, σ , characterises the degree of 
communication locality, i.e., the traffic is highly localised for large σ , while a small 
σ  implies unlocalised/random traffic. 
6.1.4 Medium access control schemes 
To make our model more versatile, we suppose a general MAC scheme [71] with the 
successful channel-access probability for stations, uplink-access and downlink-
access of APs, and MRs, given by s kjiP ,, , 
au
jiP , , 
ad
jiP , , and 
r
iP , respectively, where the 
subscripts, i , j , and k , satisfy the following conditions 
 Ci ≤≤1  (6.1) 
 ∑
=
≤≤
C
i
a
iNj
1
1  (6.2) 
 ∑∑
= =
≤≤
C
i
N
j
s
ji
a
i
Nk
1 1
,
1  (6.3) 
where the subscript i  represents the i-th MR or the APs and stations associated with 
the i-th MR, the subscript j  denotes the j-th AP or the stations in the WLAN 
managed by the j-th AP, and the subscript k  indicates the k-th station. To obtain the 
probabilities, s kjiP ,, , 
au
jiP , , 
ad
jiP , , and 
r
iP , many factors should be considered, 
including interference, the configuration of physical layer, the number of available 
channels in the network, the number of available radios of each node, and the 
operation of MAC protocols [7, 51, 71]. 
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6.2 The analytical model 
In this section, an analytical model for the integrated WLANs and multi-hop mesh 
networks in the presence of bursty traffic with communication locality will be 
derived. The end-to-end delay experienced by a packet in the whole system is 
defined as the time between when the first bit of this packet is generated by the 
station and when the packet is entirely received by its destination. According to the 
traffic flow in the proposed system as illustrated in Chapter 6.1.3, the delay at 
stations, uplink-access of APs, MRs, and the downlink-access of APs will first be 
determined. The expression of end-to-end delay experienced by a packet in the whole 
system is then derived. A brief summary of key notations used in the derivation of 
the model is listed in Table 6.1. 
Table 6.1: key notations used in the derivation of the model in Chapter 6 
C  the number of MRs 
a
iN  the number of APs connected with the i-th MR 
s
jiN ,  the j-th AP connected with the i-th MR manages a WLAN 
containing s jiN ,  stations 
s
kjiT ,,  the inter-arrival time of transmission opportunities for the 
station 
vP  the probability that there are v  packets in the MMPP/M/1 
system 
jiP ,  the probability that a packet is forwarded from the queue of 
iMR  to the queue of jMR  
|||| irN , irN  the set of neighbouring MRs of iMR  and the number of 
elements in the set 
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iε  the ratio that a packet is forwarded by iMR  
d  the average number of hops traversed by a packet in the 
mesh network 
eeD 2  the end-to-end delay experienced by a packet in 
heterogeneous wireless networks 
t , mt  each packet is transmitted within one time slot of length t  
in local area networks and mt  in mesh networks 
σ  the probability that a packet departing from an MR is 
destined to one of its associated WLANs 
sQ , sΛ  parameter matrices of sMMPP  to model the traffic 
generated by the source node 
o
sQ , osΛ  parameter matrices of osMMPP  to model the output 
process from the queue of a station 
auQ , auΛ  parameter matrices of auMMPP  to model the traffic 
entering the uplink queue of AP 
trQ , trΛ  parameter matrices of trMMPP  to model the total traffic 
arriving at the WMN 
rQ , rΛ  parameter matrices of rMMPP  to model the traffic arriving 
at the queue of iMR  
adQ , adΛ  parameter matrices of adMMPP  to model the traffic 
entering the downlink-access of AP 
o
rMMPP  modelling the output process from MRs 
s
kjiP ,, , 
au
jiP , , 
ad
jiP , , 
r
iP  the successful channel-access probability for stations, 
uplink-access and downlink-access of APs, and MRs 
s
kji ,,µ , auji,µ , adji,µ , riµ  packet service rate at stations, uplink-access and downlink-
access of APs, and MRs 
s
kjiD ,, , 
u
jiD , , 
ad
jiD , , 
r
iD  
the packet delay at the stations, uplink-access and 
downlink-access of APs, and MRs 
sD , auD , adD , rD  the mean packet delay at the stations, uplink-access and 
downlink-access of APs, and MRs 
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Figure 6.2: Intervals between transmission opportunities (TxOpps) for stations 
6.2.1 Packet delay at stations 
The packets generated by the stations follow sMMPP  (the subscript s denoting the 
traffic generated by stations) with the infinitesimal generator sQ  and rate matrix sΛ . 
sQ  and sΛ  can be given by  
 


−
−
=
22
11
ss
ss
s ϕϕ
ϕϕQ    and   


=
2
1
0
0
s
s
s λ
λ
Λ  (6.4) 
To determine the packet delay at the stations, we resort to the MMPP/M/1 queueing 
system with the packet arrival process modelled by sMMPP  and the packet service 
rate of the queue which can be determined as follows [71]. Given that the probability 
that a station is granted a transmission opportunity within one time slot is s kjiP ,,  and 
each packet is transmitted within one time slot of length ¤t  in the local area networks. 
Let s kjiT ,,  represent the inter-arrival time of transmission opportunities for this 
station, as depicted in Fig. 6.2, where the solid line with arrow indicates the 
transmission opportunity for a packet and the dashed line with arrow denotes the 
failure of packet transmission. The probability that the packet in each station is not 
transmitted within h  time slots can be given by 
 
hs
kji
s
kji PhtTP )1()( ,,,, −=> ¥  (6.5) 
Replacing ¦ht  by t , we have 
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Since binomial distribution can be approximated by Poisson distribution with 
appropriate parameters [38], the arrival process of transmission opportunities is 
approximated as a Poisson process. In other words, an exponential distribution with 
mean s kji ,,/1 µ  is used to model the inter-arrival time of transmission opportunities, 
s
kjiT ,, . Therefore, we have 
 
¦t
P s kjis
kji
1
,,
,,
)1ln( −−
≈µ  (6.7) 
The packet delay, s kjiD ,, , at the station can be obtained by modelling the 
station as an MMPP/M/1 queueing system with the packet arrival process modelled 
by sMMPP  and the packet service rate, 
s
kji ,,µ . Therefore, s kjiD ,,  can be determined 
by the packet waiting time in the system as follows: 
 
s
s
kjis
kji
L
D λ
,,
,,
=  (6.8) 
where s kjiL ,,  denotes the mean system length of MMPP/M/1 queueing system and sλ  
is the mean arrival rate of sMMPP  given by Eq. (2.11). In order to compute s kjiL ,, , 
we need to derive vP  )0( ∞≤≤ v , which denotes the probability that there are v  
packets in the MMPP/M/1 queueing system. Based on Eqs. (3.46) and (3.47), vP  can 
be given by 
 eRRIpi vvP )( −= ,   ∞≤≤ v0  (6.9) 
where pi  is the steady state vector of sMMPP  and e  is the column unit vector of 
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length 2. I  is the identity matrix of size 2. The factor, R , can be obtained by solving 
the quadratic matrix equation 
 02 =++ CRRBA  (6.10) 
with sΛA = , 
s
kjiss ,,/ µIΛQB −−= , and s kji ,,/ µIC = . The mean system length, 
s
kjiL ,, , can be obtained as 
 eR)piR(I 1
0
,,
−
∞
=
−==∑
v
v
s
kji vPL  (6.11) 
The mean packet delay, sD , at the station can be determined by 
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 (6.12) 
6.2.2 Packet delay at the uplink-access of access points 
Each packet departing from the stations needs to enter the uplink queue of its 
associated AP. To obtain the arrival process of the traffic entering the uplink queue of 
APs, the output process from the queue of the stations needs to be derived. In [29], 
the authors proposed an approximation to modelling the output process from an 
MMPP/M/1 queue. Let osMMPP  represent the output process from the queue of a 
station. The output process is obtained by matching the inter-departure time moments. 
Let υT  denote the time between the υ -th and )1( +υ -th departures of the output 
process. From [30], the moments of inter-departure time can be given by 
 )0()1()0()0(
!
!)1(][ )(
1
0
)(
0
)( nn
n
nnn HHnTE −+



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υ υ
eBx  (6.13) 
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where ss ΛQB −=)0(  and 0x  is the probability that the queue is empty observed at 
the departure instants and can be found in [31]. )(sH  is the Laplace-Stieltjes 
transform of the service time distribution and can be given by 
 
s
sH
au
ji
au
ji
+
=
,
,
1
1
)(
µ
µ
 (6.14) 
According to the moment matching scheme [29], the infinitesimal generator, 
o
sQ , and rate matrix, osΛ , of osMMPP  can be obtained. 
Let auMMPP  denote the traffic entering the uplink queue of the AP. Based on 
the flow conservation law, i.e., the total number of packets departing from all stations 
in a WLAN must be equal to the total number of packets entering the uplink queue of 
their associated AP, auMMPP  is the superposition of 
s
jiN ,  traffic flows modelled by 
o
sMMPP . Based on Eqs. (3.17)-(3.34), the infinitesimal generator, auQ , and rate 
matrix, auΛ , of auMMPP  can be readily obtained. 
The packet delay at the uplink-access of AP, u jiD , , can be determined by 
modelling the uplink-access as an MMPP/M/1 queueing system with the arrival 
process, auMMPP , and the service rate, 
au
ji,µ . u jiD ,  can be obtained based on Eqs. 
(6.8)-(6.11). According to the determination of osMMPP , the output process from the 
uplink queue of APs, oauMMPP , can be obtained. The mean delay, 
auD , experienced 
by a packet at the uplink-access of AP can be obtained by virtue of Eq. (6.12). 
6.2.3 Packet delay at mesh routers 
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Let trMMPP  denote the total traffic arriving at the WMN. trMMPP  can be obtained 
by the superposition of ∑
=
C
i
a
iN1  traffic flows modelled by 
o
auMMPP . According to 
the derivation of auMMPP , the infinitesimal generator, trQ , and rate matrix, trΛ , of 
trMMPP  can be determined. 
Since each packet leaving the queue of an MR has the probability, )1( σ− , to 
be randomly forwarded to one of its neighbouring MRs, the probability that a packet 
is forwarded from the queue of iMR  )1( Ci ≤≤  to the queue of jMR , jiP , ,  can be 
computed as follows 
 

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NP
σ
 (6.15) 
where |||| irN  is the set of neighbouring MRs of iMR  and irN  is the number of 
elements in the set. These two quantities can be obtained according to Fig. 6.1. 
The ratio, iε , that a packet is forwarded by iMR  is given by the sum of the 
probability that a packet enters the queue of iMR  from its associated WLANs and 
the probability that a packet is routed to the queue of iMR  after completing the 
service from its neighbouring MRs. Thus, iε  can be given by 
 ∑∑ ∑
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Let ¬  and A  denote row vectors, where  
],...,,[ 21 Cεεε=φ    and   
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Let P  represent the forwarding probability of jiP , . Therefore, Eq. (6.16) can be re-
written in the form 
 
1)( −= P-IAφ  (6.17) 
where I  is the identity matrix of order C. Since )( P-I  is non-singular, Eq. (6.17) 
has a unique solution. Let rMMPP  represent the traffic arriving at the queue of iMR . 
Based on Eqs. (3.17)-(3.34), the infinitesimal generator, rQ , and rate matrix, rΛ , of 
rMMPP  can be readily determined. The service rate of the queue in iMR , 
r
iµ , can 
be obtained according to Eqs. (6.5)-(6.7). 
The delay experienced by a packet to cross iMR , 
r
iD , can be obtained by 
modelling MR as an MMPP/M/1 queueing system with the arrival process, rMMPP , 
and the service rate, riµ , and can be determined by virtue of Eqs. (6.8)-(6.11). 
According to the derivation of osMMPP , the output process from the MR, 
o
rMMPP , 
can be obtained. Based on Eq. (6.12), the mean packet delay, rD , at an MR can be 
determined. 
6.2.4 Packet delay at the downlink-access of access points 
Recall that packets departing from iMR  have the probability, σ , to randomly 
choose one of its associated APs as its next hop. The traffic entering the downlink-
access of AP, adMMPP , can be determined by the splitting of 
o
rMMPP  with the 
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splitting probability, σ . Based on Eq. (3.18), the infinitesimal generator, adQ , and 
rate matrix, adΛ , of adMMPP  can be easily obtained. 
The service rate of downlink queue in an AP, adji,µ , can be determined 
according to Eqs. (6.5)-(6.7), and the delay experienced by a packet to cross the 
downlink-access of AP, adjiD , , can be obtained by virtue of Eqs. (6.8)-(6.11). The 
mean packet delay, adD , at the downlink-access of AP can be obtained according to 
Eq. (6.12). 
6.2.5 End-to-end delay in the whole system 
The average number of hops traversed by a packet in the mesh network, d , can be 
computed as follows 
 
σ
σσ
1)1(
1
1
=−=∑∞
=
−
v
vvd  (6.19) 
The end-to-end delay, eeD 2 , is equal to the sum of the packet transmission 
time, the queueing delays for all the intermediate APs and MRs, and the delay at the 
source station. Therefore, eeD 2  can be expressed as 
 
sadrau
mee DDDdDttdD +++++= ¯42  (6.20) 
6.3 Validation of the model 
The accuracy of the analytical model is validated by means of a discrete event-driven 
simulator based on OMNeT++ [89]. Each simulation experiment was run until the 
network reached its steady state and collected based on Eqs. (3.51) and (3.52). The  
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Table 6.2: System configuration parameters for integrated WLANs and WMN 
Simulation Cases aiN  (Number of APs) s ji,N  (Number of Stations) 
Case 1 
a
iN =3, ]2/ ,1[ Ci ∈  s jiN , =5, ]2/ ,1[ Ci ∈ , ]3 ,1[∈j  
a
iN =3, ] ,12/[ CCi +∈  s jiN , =5, ] ,12/[ CCi +∈ , ]3 ,1[∈j  
Case 2 
a
iN =3, ]2/ ,1[ Ci ∈  s jiN , =4, ]2/ ,1[ Ci ∈ , ]3 ,1[∈j  
a
iN =2, ] ,12/[ CCi +∈  s jiN , =6, ] ,12/[ CCi +∈ , ]2 ,1[∈j  
 
arrivals of messages generated by the station are modelled by sMMPP  with the 
infinitesimal generator sQ  and rate matrix sΛ . The message destinations are non-
uniformly distributed over the network nodes according to communication locality. 
Extensive simulation experiments have been performed to validate the 
accuracy of the analytical model. For the sake of specific illustration, the following 
cases are considered with the system parameters shown in Table 6.2, where aiN  is 
the number of APs associated with the i-th MR and s jiN ,  is the number of stations in 
the j-th WLAN which is connected with the i-th MR. Case 1 and Case 2 consider 
homogeneous and heterogeneous number of APs connected with one MR and 
number of stations in a WLAN, respectively. Without loss of generality, we consider 
a system with 81 MRs uniformly distributed in a 9×9 grid placement. The system 
parameters are set as follows: 
• the channel capacities in the mesh network and local area networks are 54 Mb/s 
and 11 Mb/s, respectively; 
• the packet size is set to 8000 bits; 
• the length of a time slot is set to be the amount of airtime needed to transmit one  
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Figure 6.3: End-to-end delay predicted by the model and simulation with Case 1 in 
Table 6.2: (a) 1sϕ  = 0.09, 2sϕ  = 0.06, (b) 1sϕ  = 0.08, 2sϕ  = 0.02, (c) 1sϕ  = 0.09, 
2sϕ  = 0.03 and (d) 1sϕ  = 0.004, 2sϕ  = 0.004 
packet, i.e., mt  = 1.48e-4 s in the mesh network and ³t  = 7.27e-4 s in local area 
networks; 
• the successful channel-access probabilities for stations, uplink-access and 
downlink-access of APs, and MRs are set as s kjiP ,, = 9e-3, 
au
jiP , = 2e-2, 
ad
jiP , = 4e-2, 
and riP = 6e-2, respectively; 
• the communication locality is set to σ = 0.1 and 0.15, representing different 
degrees of communication locality; 
• the infinitesimal generator, sQ , of sMMPP  are set as follows, representing 
different degrees of traffic burstiness and correlations: 
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Figure 6.4: End-to-end delay predicted by the model and simulation with Case 2 in 
Table 6.2: (a) 1sϕ  = 0.07, 2sϕ  = 0.035, (b) 1sϕ  = 0.06, 2sϕ  = 0.02, (c) 1sϕ  = 0.04, 
2sϕ  = 0.01 and (d) 1sϕ  = 0.09, 2sϕ  = 0.09 
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Figs. 6.3 and 6.4 show the analytical results predicted by the model plotted 
against those provided by the simulator in the integrated wireless networks. In these 
figures, the horizontal axis represents the traffic rate, 1sλ , at which a station injects 
messages into the network when the sMMPP  is at state 1, while the vertical axis 
denotes the end-to-end delay obtained from the above model. For the sake of clarity 
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of the figures, the arrival rate, 2sλ , at state 2 is deliberately set to zero; otherwise the 
three-dimensional graphs will be used to represent the results. These figures reveal 
that the results obtained from the analytical model closely match those obtained from 
the simulation. The tractability and accuracy of the analytical model make it a 
practical and cost-effective tool to evaluate and optimise the performance of the 
integrated wireless networks in the presence of bursty traffic with communication 
locality. 
6.4 Performance analysis 
In this section, the maximum achievable throughput in the integrated wireless 
networks will first be derived and the impact of bursty traffic with communication 
locality on network performance will then be investigated. 
6.4.1 Maximum achievable throughput 
The maximum achievable throughput, which can reflect the capacity of a wireless 
network, is defined as the maximum value of the arrival rate of packets at stations 
where the end-to-end delay, eeD 2 , remains finite. For the end-to-end delay to be 
finite, the delay experienced by a packet at the stations, uplink-access and down-
access of APs, and the MRs should be finite. To this end, the utilisation factor of the 
queue in the stations, uplink queue in the APs, the queue in the iMR  )1( Ci ≤≤ , and 
the downlink queue in the iAP  must be less than one, i.e., 
 1<
x
x
µ
λ
,   },,,{ adrausx ∈  (6.21) 
For sx = , we have 
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For aux = , we have 
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According to the derivation of rMMPP , characterising the traffic arriving at the 
queue of iMR , we can obtain s
r
ir λελ = , where riε  is a constant coefficient. For 
rx = , we have 
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For adx = , we can write 
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where, similar to riε  used in Eq. (6.26), adiε  is a constant coefficient to satisfy 
s
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jiad λελ ,= . 
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Figure 6.5: End-to-end delay predicted by the derived analytical model and the 
model under the Poisson assumption with (a) C  = 10, σ  = 0.05, 1sϕ  = 0.08, 2sϕ  = 
0.06 and (b) C  = 6, σ  = 0.02, 1sϕ  = 0.007, 2sϕ  = 0.007 
Therefore, the maximum achievable throughput, maxT , can be expressed as 
 ) , , ,min( maxadmaxrmaxaumaxsmax TTTTT =  (6.30) 
6.4.2 The impact of bursty traffic on network performance 
Having validated the accuracy of the analytical model, we will use it as a cost-
effective tool to investigate the impact of bursty traffic on the performance of 
integrated wireless networks. To this end, Fig. 6.5 depicts the results predicted by the 
model under the bursty MMPP against those obtained from the model under non-
bursty Poisson process (i.e., the assumption made in our previous work [83]) as a 
function of the mean arrival rate in 1010×  and 66×  grid placement with aiN = 3 for 
2/1 Ci ≤≤ , s jiN ,  = 4 for 2/ 1 Ci ≤≤  and 3 1 ≤≤ j ; and aiN = 2 for CiC  12/ ≤≤+ , 
s
jiN , = 6 for CiC  12/ ≤≤+  and 21 ≤≤ j . The channel capacity in the WMN and 
individual wireless networks is 54 Mb/s and 11 Mb/s, respectively, the packet size is 
set to 8000 bits, and the successful channel-access probabilities for the stations, the 
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uplink-access of APs, the MRs, the downlink-access of APs are set to be s kjiP ,, = 9e-3, 
au
jiP , = 2e-2, 
ad
jiP , = 4e-2, and 
r
iP = 6e-2, )1( Ci ≤≤ , respectively. It can be seen from 
the figure that the model based on the Poisson traffic under-estimates the end-to-end 
delay when the network is subject to the bursty traffic. In other words, the bursty 
traffic can degrade the system performance seriously since the end-to-end delay 
experienced by a packet in integrated wireless networks increases and the maximum 
achievable throughput decreases. The result is consistent with that is concluded in 
Chapter 3.5.1 and Chapter 4.5.2. Our finding emphasises the importance of using 
realistic models to study and optimise the performance of integrated wireless 
networks.  
6.4.3 The impact of communication locality on network 
performance 
Due to the important phenomenon of communication locality in wireless networks, 
in what follows, we will investigate its impact on the performance (i.e., end-to-end 
delay and maximum achievable throughput) of the integrated WLANs and multi-hop 
mesh networks. To this end, Fig. 6.6 depicts the results obtained from the analytical 
model with varying degrees of communication locality in the 66×  grid placement 
with aiN = 3 for 2/1 Ci ≤≤ , 
s
jiN ,  = 4 for 2/ 1 Ci ≤≤  and 3 1 ≤≤ j ; and aiN = 2 for 
CiC  12/ ≤≤+ , s jiN , = 6 for CiC  12/ ≤≤+  and 21 ≤≤ j . The channel capacity in 
the WMN and individual wireless networks is 54 Mb/s and 11 Mb/s, respectively, the 
packet size is set to 8000 bits, and the successful channel-access probabilities for the 
stations, the uplink-access of APs, the MRs, the downlink-access of APs are set to be  
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Figure 6.6: End-to-end delay predicted by the analytical model with 1sϕ  = 0.08, 2sϕ  
= 0.04: (a) σ  = 0.005, 0.01 and 0.015 and (b) σ  = 0.03, 0.04 and 0.05 
s
kjiP ,, = 9e-3, 
au
jiP , = 2e-2, 
ad
jiP , = 4e-2, and 
r
iP = 6e-2, )1( Ci ≤≤ , respectively. It can 
be seen from the figure that increasing the communication locality improves the 
network performance since the end-to-end delay experienced by a packet decreases. 
This is because the average number of hops traversed by a packet drops when the 
locality rises, as shown by Eq. (6.19). Moreover, we can find that the maximum 
achievable throughput increases as the communication locality goes up, i.e., a higher 
degree of communication locality can enhance the network capacity, which is very 
important in wireless networks. Examining Fig. 6.6(b) reveals the same results. The 
result is consistent with that is concluded in Chapter 4.5.1. The above analysis 
stresses the great need for the development of new wireless networking technologies 
that can exploit the communication locality. 
6.5 Conclusions 
This chapter has developed a new analytical model to investigate the end-to-end 
delay in a WMN interconnecting multiple WLANs based on a random access routing 
strategy and a general MAC scheme. The model can capture the bursty nature of 
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packet arrival process and the important phenomenon of communication locality 
exhibited in wireless networks. Extensive simulation experiments have been 
conducted to validate the accuracy of the analytical model. The results have revealed 
that the end-to-end delay predicted by the model closely match those obtained from 
the simulation. The analytical model has been used to obtain the maximum 
achievable throughput which reflects the capacity of a wireless network. Moreover, 
the model has been used as a cost-effective tool to investigate the impact of bursty 
traffic with communication locality on network performance. The analytical results 
have shown that the bursty traffic can degrade the system performance seriously and 
the communication locality can reconcile the degrading effects caused by the bursty 
traffic and improves the performance of integrated wireless networks. 
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Chapter 7 
Analytical Modelling of Integrated 
WLANs and Internet-access Mesh 
Networks under Bursty Traffic 
The prediction of the end-to-end performance measures for peer-to-peer 
communications (i.e., stations communicate with each other) in the integrated 
WLANs and WMN have been investigated in Chapter 6. However, the delay and 
throughput analysis in the integrated WLANs and Internet-access mesh networks (i.e., 
stations communicate with the gateway) has seldom been studied. To fill this gap, 
this chapter presents a new analytical model to investigate the end-to-end delay and 
throughput in integrated WLANs and Internet-access mesh networks in the presence 
of bursty traffic. To this end, the network entities (i.e., stations, APs, and MRs) in the 
hybrid topology are modelled as finite capacity queueing systems and derive the 
expressions of the queue length, throughput, and packet waiting time by virtue of 
queueing theory. Extensive simulation experiments are carried out to validate the 
accuracy of the analytical model. The analytical model is then adopted as a cost-
effective tool to investigate the bottleneck problem in the integrated wireless 
networks. 
The rest of this chapter is organised as follows. Section 7.1 presents the  
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Figure 7.1: Architecture of the integrated WLANs and Internet-access mesh 
networks 
architecture of integrated WLANs and Internet-access mesh networks. Section 7.2 
derives the analytical model to investigate the end-to-end delay and throughput in the 
integrated wireless networks. The accuracy of the model is validated in Section 7.3. 
Section 7.4 carries out performance analysis. Finally, Section 7.5 concludes this 
study. 
7.1 The architecture of integrated WLANs and 
Internet-access mesh networks  
This chapter focuses on the integrated network architecture, as depicted in Fig. 7.1, 
which consists of C WLANs and a WMN acting as the multi-hop backhaul network 
to provide the Internet access. The dashed lines indicate the possible communications 
between the pairs of entities. Each MR is connected to one AP that manages a 
specific WLAN [4, 25, 57]. The backhaul network has one gateway connected to the  
Chapter 7 Integrated WLANs and Internet-access Mesh Networks ½ 
 
 126
 
Figure 7.2: The tree-based logical structure of the traffic pattern in integrated 
WLANs and Internet-access mesh networks 
Internet. Each WLAN contains N  stations; each station, AP, and MR is equipped 
with one finite-capacity buffer. 
Packets are transmitted in a multi-hop manner towards or from the gateway in 
the WMN. For clarity, we focus on the upstream traffic, i.e., packets generated by 
stations are transferred to the associated AP and then are forwarded to the gateway 
via MRs in a multi-hop fashion. Due to the highly connected feature of WMNs [4], 
the shortest path routing scheme is used to relay packets in the integrated wireless 
networks. The traffic streams in the network form a tree-based logical structure as 
shown in Fig. 7.2. The bold lines represent the routing path in the network. The 
circles with dashed arced lines denote a set of WLANs. 
7.2 The analytical model 
In what follows, the delay and throughput in the integrated WLANs and Internet-
access mesh networks will be analysed. The traffic generated by the stations follows 
sMMPP  (the subscript s denoting the traffic generated by stations) with the  
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Figure 7.3: MRs in the grid topology: (a) 5×5 grid and (b) 6×6 grid 
infinitesimal generator sQ  and rate matrix sΛ . sQ  and sΛ  can be given by 
 

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−
−
=
22
11
ss
ss
s ϕϕ
ϕϕQ    and   
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
=
2
1
0
0
s
s
s λ
λ
Λ  (7.1) 
The packet is transmitted within one time slot of length Ït  in the WLAN and length 
mt  in the multi-hop WMN. As a moderate level of perturbations from the ideal grid 
placement of MRs is suitable for the performance study of WMNs [101], we consider 
an nn ×  grid topology where MRs are uniformly distributed, as shown in Fig. 7.3. 
For the purpose of illustration, the address ),( yx , 1,0 −≤≤ nyx , is used to denote 
the location of MRs in the grid topology, where x  and y  denote the row and column 
order of MRs.  
As shown in Fig. 7.2, the tree-based logical structure causes the traffic 
distributed non-uniformly across the network. Let us define the “i-hop MRs” as the 
MRs located at i  hops away from the gateway. To maximise the capacity and 
minimise the average delay, the gateway is deployed at the centre of the network [4, 
71]. To address this tree-based logical structure of traffic patterns, in what follows, 
the number of MRs located at i  hops away from the gateway will first be derived, 
where maxhi ≤≤1  and maxh  denotes the maximum possible hop-count distance from 
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the MR to the gateway. Following the order of the traffic flows to cross the integrated 
wireless networks, the performance measures (i.e., delay and throughput) at stations, 
APs, and MRs will then be determined. Finally, the expressions of the end-to-end 
delay and throughput for the integrated WLANs and Internet-access mesh networks 
will be obtained. 
To make our model more versatile, we suppose a general MAC scheme [71] 
with the successful channel-access probabilities for stations, APs, and iMR  
)1( maxhi ≤≤ , given by sP , aP , and irP , respectively. The specification of this type 
of MAC scheme can be found in Chapter 6.1.4. A brief summary of key notations 
used in the derivation of the model is listed in Table 7.1. 
Table 7.1: Key notations used in the derivation of the model in Chapter 7 
C  the number of MRs 
iN  the number of the i-hop MRs 
N  the number of stations in a WLAN 
maxh  the maximum possible hop-count distance from the MR to the 
gateway 
jvP ,  the probability that there are v  )0( sKv ≤≤ packets in the queue 
of station and the underlying Markov chain of the sMMPP  is at 
state j  )2,1( =j  
vP  the probability that there are v  packets in queue of the station 
Ñt , mt  each packet is transmitted within one time slot of length Ñt  in 
local area networks and mt  in mesh networks 
ω  packet size 
sQ , sΛ  parameter matrices of sMMPP  to model the traffic generated by 
the station 
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e
sQ , esΛ  parameter matrices of esMMPP  to model the effective traffic 
entering the queue of a station 
o
sQ , osΛ  parameter matrices of osMMPP  to model the output process from 
the queue of a station 
aQ , aΛ  parameter matrices of auMMPP  to model the traffic entering the 
uplink queue of an AP 
e
aQ , eaΛ  parameter matrices of eaMMPP  to model the effective traffic 
entering the queue of an AP 
o
aQ , oaΛ  parameter matrices of oaMMPP  to model the output process from 
the queue of an AP 
irMMPP  traffic arriving at the queue of MRs located i  hops away from the 
gateway 
e
riMMPP  
the effective traffic entering the queue of MRs located i  hops 
away from the gateway 
o
riMMPP  
the output process from the queue of MRs located i  hops away 
from the gateway 
ee
iD
2
 
the delay experienced by a packet from its source station to the 
gateway 
iT  the average number of packets generated by each station in a 
WLAN, which is associated with MR located at i  hops away 
from the gateway, successfully received by the gateway 
T  the total number of packets received by the gateway 
eeD 2  the average end-to-end delay experienced by the packet in the 
integrated WLANs and Internet-access mesh networks 
sP , aP , irP  the successful channel-access probability for stations, APs, and 
iMR  )1( maxhi ≤≤  
sµ , aµ , irµ  packet service rate at stations, APs, and iMR  
sPb , aPb , irPb  packet blocking probability at stations, APs, and iMR  
e
sλ , eaλ , eriλ  the mean arrival rate of 
e
sMMPP , 
e
aMMPP , and 
e
riMMPP  
sD , aD , irD  the packet delay at stations, APs, and iMR  
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7.2.1 Number of the i-hop mesh routers  
Let iN  denote the number of the i-hop MRs. We need distinguish the situations 
when n  is odd or even to calculate iN  in the grid topology. When n  is odd, we have 
 iN i ×= 8  (7.2) 
When n  is even, the gateway can be placed at the four alternative locations as shown 
in the shadow area in Fig. 7.3 (b). Thus, iN  can be given by 
 

−×
≤×
=
otherwise            12
),min(                  8
n
yxii
N i  (7.3) 
7.2.2 Packet delay and throughput at stations 
Recall that the packets arriving at the queue in stations follow sMMPP  with the 
infinitesimal generator sQ  and rate matrix sΛ . To derive the packet delay and 
throughput at stations, we resort to the ss K/1/M/MMPP  queueing theory with 
finite capacity sK  in the queue of stations. Since the successful channel-access 
probability for the stations is given by sP , the service rate, sµ , of the 
ss K/1/M/MMPP  queue can be easily obtained based on Eqs. (6.5)-(6.7). 
Given the finite queue capacity, the arriving packets are lost when the queue 
becomes full. Let sPb  denote the probability that an arriving packet finds an 
ss K/1/M/MMPP  queue full ( sPb  will be given by Eq. (7.10)). Therefore, the 
effective traffic entering the queue of stations is a fraction, )1( sPb− , of the traffic 
generated by the station. Given that the splitting of an MMPP give rise to a new 
MMPP, let esMMPP  represent the effective traffic entering the queue of stations.  
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Figure 7.4: State transition rate diagram of ss K/1/M/MMPP  queue 
e
sMMPP  can be obtained by the splitting of sMMPP  with the splitting probability, 
)1( sPb− . Based on Eq. (3.18), the infinitesimal generator, esQ , and rate matrix, esΛ , 
of esMMPP  can be given by 
 s
e
s QQ =    and   sses Pb ΛΛ )1( −=  (7.4) 
Therefore, the throughput at the station is the mean arrival rate, esλ , of esMMPP . esλ  
can be obtained by virtue of Eq. (2.11). 
In what follows, the packet delay at the stations will be derived. Let jvP , , 
)0( sKv ≤≤  and )2,1( =j , represent the probability that there are v  packets in the 
queue of stations and the underlying Markov chain of the sMMPP , characterising the 
traffic arriving at the queue of stations, is at state j  can be obtained by a bi-variate 
Markov chain, as shown in Fig. 7.4. State ),( jv  corresponds to the case that there are 
v  packets in the queue and the sMMPP  is at state j . The transition rate out of state 
),( jv  to ),1( jv +  is jsλ , where jsλ  is the arrival rate to the queue of stations and 
can be obtained from sΛ , while the rate from ),1( jv +  to ),( jv  is sµ . The transition 
rate out of state )1,(v  to )2,(v  is 1sϕ , while the rate from )2,(v  to )1,(v  is 2sϕ , 
where 1sϕ  and 2sϕ  can be given by sQ . 
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The transition rate matrix, ,G of the bi-variate Markov chain can be readily 
obtained from Fig. 7.4. The steady-state probability vector, 
) , , ,()( 10, sKjvP PPPP L== , where ) ,( 2,1, vvv PP=P , sKv ≤≤0 , satisfies the 
following equations 
 0=PG  and 1=Pe  (7.5) 
Solving these equations yields the steady-state vector as [31] 
 
1)( −+−= euΦIuP  (7.6) 
where )},(min{/ iiGGIΦ += , u  is an arbitrary row vector of Õ , and e  is a unit 
column vector. 
Let vP , sKv ≤≤0 , denote the probability that there are v  packets in the 
queue of stations. vP  can be given by  
 ∑
=
=
2
1
,
j
jvv PP  (7.7) 
The delay experienced by a packet to go through a station is equal to the 
packet waiting time in the queueing system. Let sD  denote the delay that a packet 
experiences at the station. According to Little’s Law [38], we have 
 
e
s
K
v
v
s
s
vP
D
λ
∑
=
=
0
 (7.8) 
To determine sPb  used in Eq. (7.4), let us first calculate the probability, vP′ , 
sKv ≤≤0 , that there are v  packets in an ss K/1/M/MMPP  queue seen by an 
arriving packet. vP′  can be given by [78] 
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Therefore, the probability, ,sPb  that an arriving packet finds the finite buffer full can 
be written as 
 
sKs PPb ′=  (7.10) 
7.2.3 Packet delay and throughput at access points 
Packets departing from the station need to enter the queue of its associated AP. To 
obtain the arrival process of the traffic arriving at the queue of the AP, the output 
process from the queue of the station needs to be derived. The output process of the 
ss K/1/M/MMPP  finite buffer queueing system is treated as the output process of 
1/M/MMPPes  infinite buffer queueing system. Let 
o
sMMPP  represent the output 
process from the queue of stations. Following the method used in Chapter 6.2.2 to 
derive the output process from an 1/M/MMPP  queue, the infinitesimal generator, 
o
sQ , and rate matrix, osΛ , of osMMPP  can be obtained. 
The traffic arriving at the queue in the AP can be obtained by applying the 
flow conservation law [38], i.e., the total departures of packets from all stations in a 
WLAN must be equal to the total arrivals of packets to the queue of their associated 
AP. Let aMMPP  denote the traffic arriving at the queue of the AP. Since there are N  
stations in a WLAN, aMMPP  is the superposition of N  traffic flows modelled by 
o
sMMPP . Based on Eqs. (3.17)-(3.34), the infinitesimal generator, aQ , and rate 
matrix, aΛ , of aMMPP  can be determined. The effective traffic entering the queue 
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of APs, denoted by eaMMPP , can be determined based on Eq. (7.4). The throughput 
at the AP is the mean arrival rate, eaλ , of eaMMPP , and can be obtained based on Eq. 
(2.11). To calculate the packet delay at the APs, the AP is modelled as an 
K/1/M/MMPP  queueing system, where the arrival process is aMMPP  and the 
service rate, aµ , can be determined by virtue of Eqs. (6.5)-(6.7). According to Eqs. 
(7.5)-(7.8), the packet delay, aD , at the APs can be determined. Based on Eqs. (6.13) 
and (6.14), the output process, oaMMPP , from the queue of the APs can be obtained. 
7.2.4 Packet delay and throughput at mesh routers 
Packets departing from the queue of the APs needs to enter the queue of their 
associated MR or get lost when the buffer of the MR is full. Let irMMPP , 
e
riMMPP , 
and oriMMPP  denote the traffic arriving at, entering, and departing from the queue of 
MRs located at i  hops away from the gateway, where maxhi ≤≤1 . Recall that MRs 
perform the dual tasks of both forwarding packets and providing network access to 
the stations. Since MRs located at the rim of the network do not relay packets from 
MRs that are located farther away, the packet arriving at the queue of an MR located 
at the rim of the network is the packet departing from its associated AP, i.e., oaMMPP . 
According to Eq. (7.4), we can obtain the parameter matrices of er
maxh
MMPP , 
characterising the traffic entering the MRs located at the rim of the network. Based 
on Eqs. (6.13) and (6.14), the output process, or
maxh
MMPP , from the MRs that are 
located at the rim of the network can be determined. 
The traffic arriving at the queue of MRs located at i , )11( −≤≤ maxhi , hops 
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away from the gateway is the superposition of the traffic departing from MRs located 
at )1( +i  hops away and the traffic departing from the associated AP. Since there are 
1+iN  MRs located at )1( +i  hops away from the gateway, the traffic departing from 
the queue of these MRs, denoted by otri 1MMPP + , is the superposition of 1+iN  traffic 
flows modelled by ori 1MMPP + , where 
o
ri 1MMPP +  can be obtained based on the 
derivation of or
maxh
MMPP . Based on Eqs. (3.17)-(3.34), the parameter matrices of 
o
tri 1MMPP +  can be obtained. Given that the traffic departing from the MRs located at 
)1( +i  hops away from the gateway will be evenly distributed on the MRs located at 
i  hops away, the traffic arriving at an MR located at i  hops away from the gateway 
fed by the traffic departing from the MRs located farther away, denoted by irPMMP ′ , 
is the splitting of the traffic flow, otri 1MMPP + , with the splitting probability, iN/1 . 
Based on Eq. (3.18), the infinitesimal generator, irQ′ , and rate matrix, irΛ′ , of 
irPMMP ′  can be obtained. 
The traffic arriving at the queue of an MR located at i , )11( −≤≤ maxhi , 
hops away from the gateway is the superposition of one irPMMP ′  and one 
o
aMMPP . 
Following Eqs. (3.17)-(3.34), the infinitesimal generator, irQ , and rate matrix, irΛ , 
of irMMPP  can be determined. 
The parameter matrices of eriMMPP  and 
o
riMMPP  can be determined based 
on the derivation of er
maxh
MMPP  and or
maxh
MMPP , respectively. The throughput at 
the MRs located at i  hops away from the gateway is the mean arrival rate, eriλ , of 
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e
riMMPP , and can be determined based on Eq. (2.11). The delay for a packet to go 
through an MR located at i  hops away from the gateway, irD , can be obtained 
according to Eqs. (7.5)-(7.8). 
7.2.5 Location-dependent end-to-end delay and throughput 
The end-to-end delay, eeiD
2
, )1( maxhi ≤≤ , experienced by a packet from its source 
to the gateway is equal to the sum of the packet transmission time, the delays at the 
source station, its associated AP, and all intermediate MRs, respectively. Therefore, 
we have 
 ∑
=
+++×+×=
i
j
rasm
ee
i jDDDttiD
1
2 2 Ù  (7.11) 
The end-to-end throughput, iT , )1( maxhi ≤≤ , is defined as the average 
number of packets generated by the station in a WLAN, which is associated with the 
MR located at i  hops away from the gateway, successfully received by the gateway. 
For the purpose of illustration, let us denote such a station as the i-hop station. iT  can 
be determined by the arrival rate of packets generated by an i-hop station and these 
packets are not blocked by its source, associated AP and the intermediate MRs. 
Therefore, iT  is equal to the product of the arrival rate of the queue in the station and 
the end-to-end non-blocking probability (i.e., the product of non-blocking 
probabilities at the station, APs, and all intermediate MRs) as 
 ∏
=
−×−×−×=
i
j
rassi iPbPbPbT
1
)1()1()1(λ  (7.12) 
where sλ  is the mean arrival rate of sMMPP  and can be determined based on Eq. 
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(2.11); aPb  and irPb  can be obtained by virtue of Eq. (7.10). 
7.2.6 QoS performance metrics 
In this section, the aggregate network throughput and average end-to-end delay 
experienced by the packet are derived as the QoS performance metrics of the 
integrated WLANs and Internet-access mesh networks. The aggregate network 
throughput, T , is defined as the total number of packets received by the gateway and 
can be given by 
 ∑
=
××=
maxh
i
ii TNNT
1
 (7.13) 
The average end-to-end delay, eeD 2 , experienced by the packet in the 
integrated wireless networks can be obtained by averaging the delays of packets that 
are successfully received by the gateway. Therefore, we have 
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7.3 Validation of the model 
The accuracy of the analytical model is validated through a discrete-event simulator 
based on the OMNeT++ simulation platform [89]. Each simulation experiment was 
run until the network reached its steady state, which means that a further increase in 
the simulation time does not change the statistical performance results significantly, 
and collected based on Eqs. (3.51) and (3.52). The packets generated by each station  
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Table 7.2: Successful channel-access probabilities for MRs located at i hops 
away from the gateway in integrated WLANs and Internet-access mesh networks 
i 1 2 3 4 
irP  8.2e-2 7.3e-2 6.4e-2 5.5e-2 
 
are modelled by sMMPP  with the infinitesimal generator, sQ , and rate matrix, sΛ . 
Extensive simulation experiments have been performed for this purpose. However, 
for the sake of specific illustration and without loss of generality, the results are 
presented for the following cases: 
• the number of MRs in the WMN: C = 81 MRs;  
• the number of stations in a WLAN: N = 3, 5, 7, and 10 stations;  
• the channel capacity in the WLANs and in the WMN is 11 Mb/s and 54 Mb/s, 
respectively;  
• the packet size, ω , is set to 8000 and 10000 bits;  
• the length of a time slot is set to be the amount of airtime required to transmit one 
packet, i.e., Ût  = 7.27e-4 s and 9.09e-4 in the WLAN and mt  = 1.48e-4 s and 
1.85e-4 in the WMN;  
• the buffer size is set to 32 packets in the station, 48 packets in the AP, and 64 
packets in the MR due to the increase of traffic loads in stations, APs and MRs;  
• the successful channel-access probabilities, sP , aP , and irP  )1( maxhi ≤≤ , for 
stations, APs, and MRs are given by sP = 2.5e-3, aP = 7e-3, and irP , respectively, 
which are shown in Table 7.2; 
• the infinitesimal generator, sQ , of sMMPP  are set as follows, representing 
different degrees of traffic burstiness and correlations: 
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Figure 7.5: Average end-to-end delay and aggregate network throughput predicted 
by the model and simulation in the integrated WLANs and Internet-access mesh 
networks with N  = 3, and 1sϕ  = 0.6, 2sϕ  = 0.4 
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Figure 7.6: Average end-to-end delay and aggregate network throughput predicted 
by the model and simulation in the integrated WLANs and Internet-access mesh 
networks with N  = 5, and 1sϕ  = 0.8, 2sϕ  = 0.2 
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. 
 
Since the average end-to-end delay and aggregate network throughput are the 
key performance metrics to evaluate the integrated WLANs and Internet-access mesh 
networks, we focus on the two important metrics to validate the accuracy of the 
analytical model. Figs. 7.5-7.8 depict the analytical and simulation results for the 
average end-to-end delay and aggregate network throughput as a function of the  
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Figure 7.7: Average end-to-end delay and aggregate network throughput predicted 
by the model and simulation in the integrated WLANs and Internet-access mesh 
networks with N  = 7, 1sϕ  = 0.5, 2sϕ  = 0.1 
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Figure 7.8: Average end-to-end delay and aggregate network throughput predicted 
by the model and simulation in the integrated WLANs and Internet-access mesh 
networks with N  = 10, 1sϕ  = 0.03, 2sϕ  = 0.02 
traffic rate of the station in the integrated wireless networks. In these figures, the 
horizontal axis represents the traffic rate, 1sλ , at which a station injects messages into 
the network when the sMMPP  is at state 1, while the vertical axis denotes the 
performance metrics obtained from the analytical model. For the sake of clarity of 
the figures, the arrival rate, 2sλ , at state 2 is deliberately set to zero; otherwise the 
three-dimensional graphs will be used to represent the results. These figures reveal 
that the results obtained from the analytical model closely match those obtained from 
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the simulation. 
7.4 Performance analysis 
The performance bottlenecks which can deteriorate the system efficiency often exist 
in various types of networks, including wired and wireless networks. Removing the 
bottlenecks is a significant task in the network design and performance analysis. 
Numerous research efforts have been made to address this problem in wireless 
networks. For example, Jain, Gupta, and Agrawal [53] investigated various issues 
involved in the design of the MAC protocol for multi-hop wireless networks and 
studied the problem of bottleneck nodes. They adopted multiple beam smart antennas 
in each node to increase the throughput of the bottleneck nodes. However, the studies 
of bottlenecks in the integrated WLANs and WMN have rarely been carried out and 
remain a vital problem. In this section, the bottlenecks in the integrated wireless 
networks will be investigated with the aim of obtaining the important insights to 
alleviate the bottleneck problem. 
From the derivation of irMMPP  in Chapter 7.2.4, we can find that the traffic 
is non-uniformly distributed in MRs at different locations with respect to the gateway. 
The MRs located closer to the gateway receive the higher traffic loads than those 
farther away. This fact leads to a large fraction of the end-to-end delay experienced 
by a packet at MRs located closer to the gateway. The forthcoming sub-chapters will 
present how the analytical model can be used to adjust the system parameters, 
including successful channel-access probabilities at MRs and the deployment of MRs 
to achieve a fairly distributed packet delay in MRs at different locations so as to 
alleviate the bottleneck problem around the gateway. 
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7.4.1 Effects of successful channel-access probabilities at 
mesh routers 
Since the traffic loads at the MRs located closer to the gateway become higher, the 
packet delay experienced at these MRs increases. Based on Eq. (6.7), the expression 
of the service rate of the queue in MR located at i  hops away from the gateway can 
be obtained as follows: 
 
m
r
r t
P i
i
1)1ln( −−
≈µ  (7.15) 
The above equation shows that the larger successful channel-access probabilities of 
MRs can increase the service rate at the queue of these MRs. Therefore, the 
successful channel-access probabilities of MRs located at i  hops away from the 
gateway, irP , can be expressed as 
 
mir
i
t
r eP
µ−
−= 1  (7.16) 
From the derivation of packet delay at MRs, we can find that the service rate 
can directly affect the packet delay. In other words, increasing the service rate of the 
queueing system at MRs located closer to the gateway can decrease the packet delay 
at these MRs. Therefore, tuning the successful channel-access probabilities of MRs 
at different locations with respect to the gateway can reduce the packet delay and 
alleviate the bottleneck problem around the gateway. 
7.4.2 Effects of deployment of mesh routers 
Another approach to controlling the packet delay at MRs closer to the gateway is to 
adjust the density of MRs located at i  hops away from the gateway. If additional 
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MRs are deployed at the location under heavy traffic, the loads will be shared by 
more MRs. This strategy can reduce the throughput and packet delay at the MRs in 
the region. With the additional deployment, the total number of MRs in the network 
is 
 ∑
=
+
maxh
i
iAC
1
 (7.17) 
where iA  is the additional number of MRs to share the traffic at the location with i  
hops away from the gateway. Let iφ  and iφ ′′  represent the ratio of the traffic arriving 
at an MR located at i  hops and )1( +i  hops away from the gateway without and with 
additional MRs deployed, respectively. iφ  and iφ ′′  can be expressed as 
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where irλ  and irλ ′′  are the traffic arrival rates at an MR located at i  hops away from 
the gateway without and with additional MRs deployed. Based on the flow 
conservation law [38], the total amount of traffic arriving at the MRs located at i  
hops away from the gateway must be the same before and after the additional MRs 
are deployed, i.e., 
 ii riiri ANN λλ ′′×+=× )(  (7.19) 
Let iA
~
 denote the total number of MRs located at i  hops away from the 
gateway with additional MRs deployed, i.e., iii ANA +=
~
. The aforementioned 
equation can be re-written as 
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Substituting Eq. (7.20) in Eq. (7.18), we have 
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Therefore, the bottleneck problem around the gateway can be alleviated with 
iA
~
 additional MRs deployed at the location that is i  hops away from the gateway. 
7.5 Conclusions 
WMNs can provide the last-mile wireless broadband access to the Internet at a low 
cost. This chapter has presented an analytical model to investigate the QoS 
performance measures including end-to-end delay and throughput in the integrated 
WLANs and Internet-access WMN in the presence of bursty traffic. Extensive 
simulation experiments have been conducted to validate the accuracy of the 
analytical model and demonstrated that the analytical results predicted by the model 
closely match those obtained from simulation. The model has been used to 
investigate the bottleneck problem in the integrated wireless networks. Moreover, by 
virtue of the developed analytical model, we can tune the system parameters and 
adjust the density of MRs at different locations with respect to the gateway in order 
to alleviate this bottleneck problem. 
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Chapter 8 
Conclusions and Future Directions 
Traffic patterns have a significant impact on the performance of wired or wireless 
networks. In this thesis, we have first investigated the performance of wired INs in 
multi-computer systems by means of analytical modelling in the presence of bursty 
traffic with non-uniformly distributed message destinations, which can capture the 
bursty nature of realistic network traffic in the both temporal domain and spatial 
domain. Secondly, analytical models have been developed to evaluate the 
performance of INs in heterogeneous multi-cluster systems under bursty traffic with 
non-uniformly distributed message destinations. Finally, we have proposed analytical 
models to investigate the performance of integrated WLANs and WMNs under the 
traffic patterns exhibited by real-world applications. After the validation, the 
developed analytical models have been adopted as practical and cost-effective tools 
to investigate the performance of heterogeneous wired or wireless networks. In what 
follows, we first summarise the results of this research, followed by a discussion of 
future research directions. 
8.1 Summary of the results 
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The main contributions of this thesis are summarised as follows: 
ß
 in Chapter 3, an analytical model has been developed to investigate the 
performance of INs in multi-computer systems in the presence of bursty traffic 
with hot-spot destinations. The comparison between the analytical results and 
those obtained from extensive simulation experiments has shown that the 
derived analytical model possesses a good degree of accuracy for predicting the 
network performance under different design alternatives and various traffic 
conditions. The analytical results have revealed that the network performance 
degrades considerably under this type of traffic pattern; 
ß
 in Chapter 4, an analytical model has been proposed to investigate the 
performance of INs in multi-cluster systems in the presence of bursty traffic 
with communication locality. The analytical model has been validated by 
extensive simulation experiments. The results have shown that the performance 
measures predicted by the model closely matches those obtained from the 
simulation. The analytical results have revealed that the bursty traffic can 
degrade the network performance considerably. Moreover, the results have 
demonstrated that the communication locality can decrease the degrading effects 
of bursty traffic on the performance of wired INs in multi-cluster systems; 
ß
 in Chapter 5, an analytical model has been developed to investigate the 
performance of INs in heterogeneous multi-cluster systems under bursty traffic. 
The model has been able to characterise the heterogeneity in the number of 
nodes and the configuration of intra-communication networks within each 
cluster. Moreover, the model has considered a multi-user environment in multi-
cluster systems. The comparison between the analytical results and those 
obtained from extensive simulation experiments has shown that the derived 
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analytical model possesses a good degree of accuracy for predicting the network 
performance under different design alternatives and various traffic conditions. 
The analytical results have revealed the importance of balancing the size of each 
cluster and the number of clusters in order to maximise the system performance; 
ß
 in Chapter 6, an analytical model has been developed to investigate the end-to-
end delay in a WMN interconnecting multiple WLANs in the presence of bursty 
traffic with communication locality. Extensive simulation experiments have 
been conducted to validate the accuracy of the analytical model. The results 
obtained from the simulation experiments have confirmed that the derived 
analytical model exhibits a considerable degree of accuracy. The proposed 
analytical model has been used to obtain the maximum achievable throughput 
which reflects the capacity of wireless networks; 
ß
 in Chapter 7, an analytical model has been proposed to investigate the QoS 
performance measures including end-to-end delay and throughput in the 
integrated WLANs and Internet-access mesh networks in the presence of bursty 
traffic. Extensive simulation experiments have been conducted to validate the 
accuracy of the analytical model and demonstrated that the analytical results 
predicted by the model closely match those obtained from the simulation. The 
model has been used to investigate the bottleneck problem in integrated wireless 
networks. Moreover, by virtue of the developed analytical model, we can tune 
the system parameters and adjust the density of MRs at different locations with 
respect to the gateway in order to alleviate this bottleneck problem. 
8.2 Directions of the future work 
In this section, we discuss the open issues and problems in wired or wireless 
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networks that require further investigations. A selection of such problems is outlined 
as follows. 
• The wired or wireless networks consist of multiple network components. The 
failure rates of network components increase as the network size increases. 
Therefore, incorporation of fault-tolerant techniques in these networks is of great 
importance to ensure the network to keep running in a degraded mode. Several 
studies have investigated the fault-tolerant routing in wired networks [27] or 
wireless networks [18] by means of simulation. There is hardly any analytical 
model of fault-tolerant routing in wired or wireless networks when the network is 
subject to the traffic patterns exhibited by real-world applications. 
• An optical network enables broadband services but is too costly to act as an 
access network. On the other hand, a wireless network can be easily deployed 
with low cost but provides a highly bandwidth-constrained transmission channel. 
In light of the complementary characteristics of optical and wireless technologies, 
an integration of optical fibre networks and wireless networks is a promising 
solution to provide a broadband and ubiquitous last-mile connection [35]. It is 
beneficial to develop analytical models to investigate the performance of 
wireless-optical networks that use WMNs at the front-end and optical backhaul 
networks at the back-end for wireless-optical broadband access. 
• WMNs have been a key technology to interoperate with diverse wireless systems 
and provide last-mile wireless broadband connectivity for the Internet access at a 
low cost. However, the dual usage of wireless communications for both 
forwarding packets and providing network access to the users makes them very 
resource dependent and places additional strain on the scarce resources [4]. The 
cognitive radio has been recognised as a promising and powerful solution to 
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alleviate the spectrum scarcity that wireless communications face currently [3, 
126]. Most existing studies on cognitive mesh networks are mainly focused on 
the topology management [12], resource allocation [48], and power estimation 
[13]. The main problem in the literature is the lack of researches regarding the 
delay and throughput analysis in cognitive mesh networks, in particular when the 
network is subject to the bursty traffic. 
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