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I. INTRODUCTION

S
UBSPACE identification methods directly address the problem of obtaining a state-space realization of a loworder system from noisy data. These methods have been developed over the last 20 or more years and there is an extensive literature on the topic. See for example [1] - [5] . Both frequencyand time-domain formulations are commonly used. The work presented here will emphasize frequency domain methods as these usually lead to lower data dimension matrix problems better suited to the optimization methods to be employed. However the underlying ideas are also be applicable to timedomain methods.
The basis for subspace identification methods is the construction-from data-of matrices with range spaces matching the extended observability subspace of an underlying low order system. From this extended observability space one can factor the output matrix, C, and the state transition matrix, A, of the underlying system. Determining the input matrix, B, and the feedthrough matrix, D, is then a linear problem, typically solved via least-squares methods. See [6] for much more detail on the realization theory and methods that arise in this class of problems. Frequency domain subspace identification methods were developed and analyzed by McKelvey et al. [7] , and are used here as a starting point for our optimization based methods. See also [8] for an alternative formulation leading to a similar subspace determination problem. The extended observability spaces generated by linear timeinvariant systems have a specific structure. In the uniform frequency spacing case the matrices considered have Hankel structure; and in the general case a similarly parameterized matrix range is required. With the given structure (which for simplicity we describe as a "shift structure") the C and A matrices can be factored directly. Ideally the data matrices have both low rank and shift structure. Unfortunately both properties may be lost in the noisy data case.
The most common method of determining the range space of the data matrix is the singular value decomposition (SVD). In low noise cases an analysis of the dominant singular values leads to reasonable estimates of the dimension of the underlying extended observability space. Unfortunately truncating the matrix by removing the small singular values destroys the shift structure required for reconstruction. One typically then estimates C and A from the chosen range-space basis via least-squares or total-least-squares methods. The quality of the resulting estimate depends on the underlying spaces. When the noise is significant it is often difficult to determine a suitable rank for the range space. Furthermore, the noise on individual measurements affects the data matrix and the singular values in a highly nonlinear way. These difficulties are discussed in greater detail in Section II-C.
Several researchers have studied a variety of ways of overcoming the problems with noisy data subspace identification. One approach for improving the quality of the estimate for C and A from the range space basis uses total least-squares (TLS) [9] . Accounting for the explicit algebraic constraints in a noisy extended range-space basis leads to constrained total leastsquares (CTLS) methods [10] . A similarly motivated approach uses block row weighting in the singular value calculation [11] .
Ideally one would want a method for low rank matrix approximation that preserves the shift structure of the range space. Formulating this as a minimum rank optimization problems gives an NP-hard problem. Nevertheless, significant progress has been made on matrix rank minimization problems in the last decade. The most promising approach involves minimizing the sum of the singular values of the matrix; a quantity also referred to as the nuclear norm, or the trace-norm. Early work by Fazel et al. [12] illustrated this on a simple model identification problem. However the use of a trace-norm optimization objective in the closely related problem of model reduction was previously investigated by Beck et al. [13] . Recht et al. [14] have only recently determined why this heuristic works well as it does.
This approach is now being actively developed for application to system identification. For example, iteratively reweighted nuclear norm methods are considered in [15] . Hjalmarsson et al. [16] use a nuclear norm relaxation in an ARX identification problem. Algorithmic methods, tailored to system identification constraints, are presented in [17] , [18] . Our work is closer to the approaches taken by Liu and Vanderberghe [19] and Grossman et al. [20] . The later paper also addresses the problem of missing data. Similar work, using a blind separation approach is given in [21] . All of these approaches focus on the time-domain case and most also use the nuclear norm for a regularization term in the minimization problem.
Our approach involves the use of the nuclear norm minimization problem as a means of investigating the Pareto optimal trade-off between the model order (or at least its nuclear norm surrogate) and size of the residual. We pose the problem in terms of minimizing the nuclear norm of matrix-valued function, with the closeness of the fit to the data being enforced by constraints. This is equivalent to a regularization-based optimization (see [22] ), but is more direct in generating the trade-off curve of interest.
We develop a parametrization that satisfies the shift structure requirements for exact state-space reconstruction and is also linear in the residual error. This makes it possible to apply a variety of residual error objectives directly. In particular, we introduce a weighted cumulative spectral constraint to ensure that error residuals also possess realistic noise-like properties. This is motivated by the set based white noise descriptions introduced by Paganini [23] for use in robust control. This form of residual characterization is useful in countering the bias effect due to nuclear norm minimization (or regularization).
Earlier work by the author in [24] applied nuclear norm minimization methods using the cumulative spectral constraint to the uniform frequency sample case. The current paper extends this work and provides a complete parametrization that also addresses the nonuniformly spaced data case. Additional details are also provided on exact realization methods.
A. Notation
We consider models parametrized as discrete-time statespace representations
If the above system is denoted by G then a frequency response calculation of G at M frequencies, ω n , n = 1, . 
The transpose of a matrix X, is denoted by X T , the conjugate isX, the conjugate transpose is X * and the null space is N (X). The nuclear norm, or sum of the singular values, is X * . Unit vectors, with a 1 in the jth component are denoted by e j . Kronecker products will be used to simplify the notation for block structured matrices. Of particular use is the product identity
To further simplify the notation for block structured matrices we use We define a linear function, H(x), which maps a (block) vector of length p + q − 1 to a (block) Hankel matrix of size p × q via
II. FREQUENCY DOMAIN SUBSPACE IDENTIFICATION
A. Problem Context
Frequency domain subspace identification, with uniformly spaced frequency samples, is described here to both introduce the problem setting that we consider and to indicate some of the shortcomings with the standard approach.
We consider the problem of identifying a MIMO state-space realization,
from a set of uniformly spaced frequency domain matrix-valued data
The restriction to uniformly spaced estimates provides a simplified setting for the introduction of the problem and leads to a simplified algorithm. The more general non-uniformly spaced case is treated in Section V. In practice our estimates are generated from preprocessed noisy data, and in this context the user's a priori assumption is typically that the data were generated by a linear low dimensional system and corrupted by noise in the measurement process. We are therefore interested in finding a realization, G(e jw ), consistent with the observation G, and noise W , such that
or, equivalently, G =Ĝ + W . Furthermore we are interested in the estimated modelĜ(e jω ), being of low order and W n being small in norm and resembling a realization of a noise process.
The approach taken in this paper differs from the more standard identification formulation; the definition of the best estimated model,Ĝ(e jω ), is driven by the application at hand and the underlying biases of the user. The focus of this paper is to provide the user with tools to investigate the trade-off between model order, the size of the consistent noise, W n , and the "noise-like" properties of W n .
B. Singular-Value Based Subspace Identification
The commonly used algorithms for both time-and frequency-domain subspace identification are based on the singular-value decomposition (SVD). The frequency-domain approach was developed by McKelvey et al. [7] and we will use their basic outline in the description here. Given M + 1 estimates, uniformly spaced on positive frequencies, [as in (1) ], one first extends the data to negative frequencies
withḠ n denoting the complex conjugate of G n . An inverse Fourier transform of these estimates is calculated, giving h ∈ R n y ×n u ×2M as
One now forms the block Hankel matrix, given here as blocksquare for simplicity
If the data, G, was generated, without noise, by an underlying minimal realization, A, B and C, then H can be factored as
where O and C are the extended observability and controllability matrices respectively. In the following we will refer to a matrix having the form of O above as having "shift structure". As H has rank equal to n x , an SVD of H gives
Furthermore, as U 1 is a basis for O, there exists an invertible matrix T such that, O = U 1 T −1 . Factoring U 1 such that
gives estimates,Ĉ andÂ related to the underlying system by, C = CT , andÂ = T −1 AT . WithĈ andÂ given, determininĝ B andD reduces to a linear fitting problem which is commonly solved via least-squares.
C. Noisy Data Case
The approach given in the previous section is exact-to within a similarity transform-for noise-free data and provides a strong motivation for applying a similar approach to the noisy data case. In this case the SVD in (4) instead becomes
It is no longer possible to uniquely assign the contributions of the noise and underlying low-order system to the various singular values. The noise contribution, H(w), corrupts U 1 , Σ 1 and V 1 in addition to generating the additional singular values and vectors in Σ 2 , U 2 and V 2 . A reasonable heuristic is to attribute the largest singular values to the underlying low-order system and the remaining-hopefully small-singular values to the noise. This then leads to the approximation
as a justification for using U 1 as an estimate of the range space of the underlying system's extended observability space. The estimatesĈ andÂ are based on partitions of U 1 in (5). The output matrix estimate is given bŷ
and the state-transition matrix is given as the least-square solution of
There are several difficulties that arise with SVD-based subspace identification. These are known and will only be summarized here. See [24] for more details. a) Determining the appropriate rank of H: This is typically done by selecting an index where the singular values drop significantly. Unfortunately this is not always straightforward. The addition of noise to the matrix H makes all of the singular values non-zero and while the noise added to each element of H is relatively small, the cumulative effect on the n x + 1st singular value can be large. This effect is amplified by the Hankel structure of both H and the added noise, as discussed in c) below. The example considered in Section VI illustrates a case where it is difficult to determine an appropriate rank from the singular values.
b) The lack of shift structure in the truncated SVD: Given a Hankel matrix, H, one can find matrices, A, B and C satisfying (3) and suitable methods for finding these matrices are given in Section IV. In general, if H ∈ R n y M ×n u M , the representation will be of order 2M − 1. In this case the basis for the range space of H in (6) is U = [U 1 U 2 ] and U has the required shift structure. However U 1 alone does not generically have this shift structure and there is no reduced orderĈ andÂ which would generate the required U 1 . The least-squares estimate given in (8) suffers from the problem that errors occur in both the left and righthand factors. Total least-squares gives some improvement but does not account for the fact that for the majority of matrix components in (8) One of the consequences of this is that the variance of the effect of Hankel structured noise on the singular values appears to be larger than unstructured noise. If one were to weight the effect of individual noise on h i , this weighting would have to be applied via a Hadamard multiplication. Multiplicatively weighted SVD problems will not correctly account for such noise.
III. NUCLEAR NORM-BASED PROBLEM FORMULATION
The subspace identification problem is reformulated in order to address each of the three problems outlined in the previous section. We consider the problem in terms of an optimization that attempts to find a noise signal, W ∈ C n y ×n u ×M , and an exact realization of a low order system that is consistent with the the observed data-in otherwords, satisfying (2) . As neither the noise, nor the underlying system, is known there are many such consistent noise/model pairs. Our approach involves finding a selection of such noise/model pairs that lie on a Pareto optimal curve with respect to model order, and noise size.
The first step is to formulate a Hankel matrix as a function of both the data and an unknown noise, W ∈ C n y ×n u ×M , that enters the problem in an identical manner to W in (2). In the uniformly spaced frequency case, we can transform this into the time-domain and consider
The Hankel matrix H is an affine function of the known data, G, and the noise W . We now consider W (or equivalently, w) to be an unknown optimization variable. For every W , all models consistent with the observation also must satisfy
The search for the lowest order model and noise consistent with the experimental data can be expressed as
We have chosen to include a convex bounded (by γ) constraint on the noise, w. By appropriately defining W γ we can constrain the allowable consistent noise to have additional properties. The simplest choice would be
and this would constrain the noise in terms of its total energy over the measured frequencies. There are many other potential characterizations of noise and Section III-A describes another particularly useful choice. The advantage of the above formulation is that all solutions admit an exact state-space realization. No further approximation is required in terms of fitting theÂ,B orĈ matrices. Section IV describes a well-known procedure for doing this step.
The disadvantage is that the rank minimization is NP-hard [14] and therefore a global solution is not tractable. We therefore replace the rank objective with the increasingly popular nuclear norm objective, giving the following convex optimization problem.
Problem 1 (Uniformly Spaced Frequency Data):
For a specified value of γ, the noise signal solving this problem is denoted asŵ γ and the estimated impulse response coefficients areĝ γ = g −ŵ γ . If the nuclear norm heuristic is successful then the corresponding Hankel matrix, H(ĝ γ ) is low rank and a minimal realization can be factored exactly (see Section IV).
In the non-uniformly spaced frequency sample case (Section V) we will use an objective of the form H(g − w)X * , where X is a weighting matrix. This choice does not affect the key advantages of convexity in the optimization and exact reconstruction methods via the Hankel structure.
A. Spectral Constraints on the Noise
One potential disadvantage of the noise constraint in (9) is that the solution to minimizing H(g − w) * in (10) will always give an underestimate (in terms of nuclear norm) to the data. This means that the consistent noise, w, and the data samples, G are correlated. If the user is looking for models compatible with the assumption that the noise arises from independent measurement noise then the result is clearly biased with respect to this assumption.
In order to have W γ constrain the consistent noise to have more "noise-like" properties we use a constraint similar to that used by Paganini [23] for robust control design. A similar approach was used in [25] for an identification problem.
Define W γ,η as the set of M length real-valued sequences satisfying the constraint
where
In a slight abuse of notation we will sometimes express this constraint directly in the frequency domain as W ∈ W γ,η where W = F(w). This set is convex in the optimization variable w (and W ). The motivation behind choice of the constraint w ∈ W γ,η is that realizations of white noise signals have cumulative spectra that are close to linear. The noise set description used by Paganini actually uses w 2 2 in place of γ 2 , thereby constraining the cumulative spectrum to be linear to within a tolerance η. The definition of W γ,η above is actually a convex relaxation of the linear cumulative spectrum constraint; it also includes smaller norm signals with less linear cumulative spectra. The relaxed constraint has been compared to a simple norm bound in [24] and found to be an effective constraint for the nuclear norm minimization based identification.
B. Uniformly Spaced Frequency Sample Algorithm
The above results are now summarized in an algorithm that explores the trade-off between model order and constrained noise size. This algorithm generates a series of low order models, trading off between low noise and low order. The cummulative spectrum tolerance, η, is relative with respect to γ and typically chosen to be small. In the example in Section VI we use η = 0.025.
A maximum value for γ is easily obtained by finding the value of γ such that g ∈ W γ,η . This corresponds to the noise level required to giveĝ = 0. In the case of a simple norm bounded noise model this would be γ max = g 2 . All estimated models of order greater than zero correspond to lower values of γ. These can be determined by gridding γ or more efficiently by an adaptive or interactive search for the values of γ where rank(H(ĝ γ )) changes.
The Hankel matrix decomposition is independent of the system feedthrough term, so ifD is required a separate linear fit to the data must be performed (step 6). The above algorithm will give a series of state-space models, each corresponding to a different size for the consistent noise vector. The correct choice is a matter of model purpose and the underlying assumptions about the system.
Note that this algorithm can easily be extended to the case where a limited number of frequency data samples are missing. For each missing frequency in the vector g − w, insert an unconstrained optimization variable. The characterization of W γ,η has to be modified slightly to maintain the linear cumulative spectrum constraint. This can be useful if certain frequency data must be discarded because of significant sinusoidal noise or hum.
IV. RECONSTRUCTING STATE-SPACE ESTIMATES
A low-rank solution to the nuclear-norm minimization problem in (10) gives a consistent noise vector,ŵ ∈ R n y ×n u ×M , a consistent impulse response vector,ĝ = g −ŵ and an associated Hankel matrix
We now wish to find,Â,B andĈ such that
In this case theĝ i are impulse response coefficients for some underlying system. In the non-uniformly spaced data case this will be a system with the same observability matrix as the estimate and so we are only interested in obtainingÂ andĈ. Note that a Hankel matrix generated by the impulse response matrices in (12) differs from the Hankel matrix given in (3) by a factor of (I − A 2M ) −1 . However it is straightforward to show that A, B and C satisfying (3) differ fromÂ,B andĈ in (12) only by a similarity transform. Either representation will suffice for fitting the frequency domain transfer function samples.
The Ho algorithm [26] , [27] is one such method. To describe this algorithm we denote the time shifted variable by
T and an associated Hankel matrix, H(z −1ĝ ), which now requires p + q ≤ M in order to be constructed from the available data.
The Ho algorithm can be expressed as follows: 1) Find matrices, Q and P such that
where n x = rank(H(ĝ)). The Q and P matrix partitions are commensurate with the identity matrix, I n x . Note that Q and P are easily calculated from a singular value decomposition of H(ĝ).
2) Form the realization
The resulting realization is of order n x and is minimal (with respect to all realizations matching the impulse response coefficients required to form H(ĝ) and H(z −1ĝ )).
Underlying this algorithm is the assumption that rank(H(ĝ)) = rank(H(z −1ĝ )). If this is not satisfied there is a construction (given in [28] ) to extendĝ with additional elements such that the rank condition is satisfied for larger Hankel matrices constructed from the extendedĝ vector. This allows the algorithm to proceed and return a realization. Note however that the order of the minimal realization, n x , will in this case be equal to M .
The rank condition on the shifted Hankel matrix is actually necessary. To see this note that if, for example
then rank(H(z −1ĝ )) = 1 but rank(H(ĝ)) = 0 and the minimal realization isĝ(z) = z −p−q+1 which is clearly of high order. Interestingly this pathology also applies to the standard subspace identification methods. It is clearly not a practical issue in that case and we conjecture that it is not a practical issue for nuclear norm minimization approaches either.
V. NON-UNIFORMLY SPACED FREQUENCY SAMPLES
In the general case, we are given M noisy frequency domain estimates, G n , n = 1, . . . , M, measured at distinct irregularly spaced frequencies, e jω 1 , . . . , e jω M . As in the previous case we are looking for noise vectors, W , and low-order models, G(e jω n ), consistent with the measured data-in otherwords, satisfying (2).
The basic formulation of the problem follows that given in [7] . In the frequency domain, the noise-free state-space equations of the system G(e jω ) are
where Y (ω), X(ω) and U (ω) are the frequency domain representations of the output, state and input signals respectively. Consider applying a sinusoid of frequency ω n to input j, giving, in the frequency-domain, U (ω n ) = e j . Denote the resulting state solution by X j (ω n ). If this procedure is repeated for all inputs, and the resulting state solutions are stacked column-wise
then the transfer function, at frequency ω n , can be written as
By recursively multiplying the second equation by e jω n (p − 1 times) and substituting in the first, we get ⎡
where O is the extended observability matrix and
Now apply (16) at frequencies, ω n , n = 1, · · · , M, and stack the equations columnwise to get
where V is the Vandermonde matrix given by
For simplicity we will denote block-Vandermonde matrices by V n y = (V ⊗ I n y ) and similarly for V n u . Now consider the case where we have chosen the number of (block) rows, p, to be more than the assumed order of the underlying system. Furthermore, assume that we have also measured M > p frequencies. Under these assumptions V n u has a right nullspace which we denote by V ⊥ n u . We will further simplify the notation by defining
Multiplying (17) on the right by
In the noisy data case the true system can be expressed in terms of the measured data G, and noise W , as
This relationship is used to formulate the search for candidate noise and low-order model combinations consistent with the observed data. This motivates us to consider the following optimization problem as the basis for our algorithm.
Problem 3 (Non-Uniformly Spaced Frequency Data): Given frequency domain estimates, G ∈ C
n y ×n u ×M at distinct M frequencies, e jω n , n = 1, . . . , M; create V n y and from any fullrank
We will show that this yields a low order approximation to the data by showing that
has the range space, rank and shift structure of a Hankel matrix corresponding to a low-order realization. From this Hankel matrix theÂ and C matrices of the realization can be exactly calculated (via (13) and (15)).
Lemma 4: Given a full-rank, block-Vandermonde matrix,
where H ∈ C n y p×n u (M −p) is a block-Hankel matrix (with blocks of size n y × n u ) having shift structure, and
As X is full rank, it follows that:
and so a low-rank solution to the nuclear-norm minimization gives a low-rank Hankel matrix, H, with an extended observability space matching that ofĜ(e jω ) in (2) . From H we obtain, using the approach in Section IV, output and state matrices,Ĉ andÂ generating this extended observability space.
Unlike the uniformly spaced frequency case, the formulation of H does not necessarily lead to a meaningful interpretation of the input matrix,B, given by (14) . However givenĈ andÂ, one can create a linear optimization problem (as is done in [7] ) to giveB andD (if required).
The proof of Lemma 4 depends on the construction of a particular V ⊥ which-as it is of potential independent interest-we give in Lemma 5 below. For simplicity this is stated in the SISO case.
and a vector, x ∈ C M , there exists a full-rank matrixV
and V diag(x)V ⊥ has Hankel and shift structure for all x ∈ C M . Proof of Lemma 5: The Vandermonde matrix, V ∈ C p×M , generated by v ∈ C M , can be written as
where 1 M ∈ R M denotes the vector with all elements equal to one. Now augment V with M − p additional rows, generated in the obvious manner
As the elements of v are distinct both V and V M are full-rank. By taking a QR decomposition of V * M we can find a unitary Q M and lower triangular R M such that V M Q M = R M . As V M is full rank R M has no zero elements on the main diagonal. This decomposition can be used to form the lower triangular matrix
for some α ∈ C. Because V M Q M is lower triangular it is possible to show that all of the non-zero elements of A are on the first superdiagonal and below. Because R M has no zero diagonal elements, A has no zero elements on the first superdiagonal. Now divide C M into two subspaces by partitioning as
Note that for all x 2 ∈ X 2 , the zero structure of A implies that
An identical argument shows that
To complete the construction definê
and observe that
as, by (21), the right-hand factor is an element of [0
T , and, as shown in (20) , multiplying the left-hand factor by any such element gives zero. As A has non-zero elements on the first superdiagonal each vector
has exactly one more non-zero component than the prior vector, ensuring that all vectors thus generated are linearly independent. ThereforeV ⊥ , defined in (22), is full-rank. To include x and construct the Hankel matrix note that
which clearly has Hankel structure. It also has shift structure where x T Q M plays the role of the C matrix. It is easily verified that V diag(x)V ⊥ is invariant to the addition of a constant to all components of x
In the identification context this means that
is independent of the state-spaceD term.
Proof of Lemma 4:
First note that the construction given for V in Lemma 5 applies to the block-Vandermonde case with only minor modifications. This can be shown by constructing, V ⊥ n u =V ⊥ ⊗ I n u , and noting that
A similar commuting argument applies where needed in the expression of V diag(x)V ⊥ in the proof of Lemma 5 above.
If V ⊥ is full rank, the X must also be full rank. This, together with Lemma 5, immediately gives the factorization required in (19) .
A. An Alternative Real-Valued Formulation
The formulation in Problem 3 and Lemma 4 used a complexvalued formulation, whereas in practical identification problems we are usually more interested in finding a real-valued representation. To formulate a real-valued problem we define a lifting, L(X) :
For notational simplicity we further define
We now follow a commonly used approach (as is done in [7] ) by noting that the extended observability matrix is real-valued and so (18) is instead expressed as
We can now state a real-valued version of Lemma 4. Lemma 6: Given a full-rank, block-Vandermonde matrix, V n y , and any full rank matrix, V
where H ∈ R n y p×n u (2M −p) is a block-Hankel matrix (with blocks of size n y × n u ) having shift structure, and X ∈ R n u (2M −p)×n u (2M −p) is full rank. We again have an affine relationship between H and variables that will subsequently be used as optimization variables, real(W n ) and imag(W n ). The rank relationship between H and the left-hand side of (25) is also preserved.
Proof of Lemma 6: This follows the same argument as the proof of Lemmas 4, and 5 using variables defined by the lifting in (24) , This lifting is linear and so preserves all of the matrix algebra we require in the proof. Now we can express L ri (V ) as
and note that
Using the same line of argument as in Lemma 5, one can add an addition 2M − p rows to the matrix giving
Again find the unitary matrix, Q 2M ∈ R 2M ×2M , which will multiply the above to give a lower triangular result. An identical construction is employed to find the required parametrization of the null-space
The construction of the Hankel matrix uses identical algebra to that in Lemma 5. The remainder of the proof uses the same multivariable argument as Lemma 4. For a noise set with size specified by γ, this leads to the following statement of the optimization problem.
Problem 7 (Real-Valued Realization): Given frequency domain estimates, G ∈ C n y ×n u ×M at distinct M frequencies, e jω n , n = 1, . . . , M; create V n y and from any full-rank V
The minimizing solution is denoted byŴ γ . The associated Hankel matrix (as given in (25)) is H(ĝ γ ).
B. Non-Uniformly Spaced Frequency Algorithm
To summarize the above results, and show their application to the identification problem, we present an algorithm for the general non-uniformly spaced frequency case. The weighting matrix, X, affects only the numerical properties of the optimization in Problem 7 and a suitable initial default is X = I. We have found that the convergence properties are often improved by choosing X so that V ⊥ n u has a low condition number.
VI. NUMERICAL EXAMPLE
An irregularly spaced frequency example is studied to illustrate the use of the nuclear norm minimization methods given above. The data and noise are simulated which allows us to examine the properties of the "true" system, denoted by G true . We have chosen G true as a stable 6th order system, normalized to have a maximum magnitude gain of unity. Measurement data was simulated at M = 40 irregularly spaced points around the positive frequency arc of the unit circle. The simulated measurement data was corrupted by zero mean, normally distributed noise with a variance of λ = 0.002. This is a very high noise level compared to the less observable/controllable modes of the system and under these circumstances we should not expect to be able to recover much detail about the system. The steps outlined in Algorithm 8 were performed in order to estimate two low order models for the system. The cumulative spectrum linearity tolerance was chosen as η = 0.025. A logarithmically spaced vector of γ values was chosen for study. This covered two orders of magnitude between 0.063 and 6.30. The maximum value of γ is close to the 2-norm of the raw data vector. This heuristic is easily adjusted depending on the rank of H(ĝ γ ) found for the maximum value of γ. The nuclear norm minimization weight X was chosen such that V ⊥ was an orthonormal basis for the null space.
The optimization problem in Algorithm 8 was solved using the MATLAB CVX toolbox [29] , [30] . The MATLAB code and data for preproducing the example is available for download from the author's website. Fig. 1 shows the rank of the solutions, H(ĝ γ ). Note that for all γ > 0.2 low rank solutions are found showing that the nuclear norm heuristic performs very well. The rank of H(ĝ γ ) grows as γ decreases below γ = 0.2. In these cases the frequency domain data fit,Ĝ +Ŵ γ , is fitting the noise response. Of course we can only make this statement when we know the underlying system response. This observation has been found to hold in a large number of randomly generated simulations.
Although H(ĝ γ ) * will be monotonically non-increasing, there is no theoretical guarantee that this will hold for rank(H(ĝ γ )). In this example, the rank(H(ĝ γ )) curve is not monotonically decreasing with γ, although for the majority of examples studied this is the case. Here the rank 3 models have one singular value significantly smaller than the others. Their responses are predominantly second order. On the basis of Fig. 1 , two models are selected for realization and further analysis. These are the 2nd and 4th order models labeled and one can see that they correspond to the smallest noise giving the specified rank. Fig. 2 gives a more detailed analysis of the singular values corresponding to each case. The most striking feature illustrated is that the ranks of H(ĝ γ ) for the two models chosen are unambiguously determined. There is step in singular values of at least 10 orders of magnitude. This further supports the use of the nuclear norm as a rank minimization heuristic. The singular values of the Hankel matrix associated with the data, H(g), are also shown. These are the singular values that one would have to analyze in the standard subspace identification method. There is no clear basis for rank selection in this case-all of the singular values lie within a two-order of magnitude range. The singular values due to noise alone are shown and the reason for the difficulties with standard subspace identification are obvious; the size of noise contribution is close to the singular values of the true system alone, H(g true ), and is even larger than the smallest three system singular values.
The two low order models were realized using the Ho algorithm in Section IV. Fig. 3 shows the magnitude and phase responses of the low order models and compares these to both the data and the system G true . The 4th order model is clearly better and shows some of the oscillatory mode response around ω = 0.6 radians/second. Comparison with the true system shows that the 4th order model underestimates this mode. Given the very high noise level, this can be considered a reasonably good result.
VII. CONCLUSION
We have developed nuclear norm based minimization methods for frequency domain subspace identification, in both the uniform and non-uniform frequency sample cases. One of the key aspects of this work is the parametrization of the model in a way that gives an exact realization. This avoids the need to estimate the state-space matrices associated with the extended Fig. 3 . Comparison of the frequency responses of the low order models,Ĝ 1 andĜ 2 , and the observed data, G k , with data points indicated by circles. Also shown is the frequency response of the true system, Gtrue (dashed line). observability space; they can be determined exactly by numerically stable factorizations. We expect that this parametrization will also be useful in the development of efficient optimization algorithms for this problem and this aspect is the focus of ongoing work.
Another advantage of the parametrizations given here is that they are linear functions of the noise. This means that a wide variety of noise constraints can be applied without requiring modification of the minimization objective function. This avoids the problem of nonlinear noise influence that arises in standard subspace identification methods. The cumulative spectral constraint presented here has been found to be useful and is less prone to underestimation than a standard norm constraint.
The focus of this work has been frequency domain estimation. However the standard formulation of time-domain subspace identification problems uses a matrix structure similar to the one developed in Section V. We expect that the work described here can also be applied in the time-domain case and this is also a topic of ongoing research.
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