Abstract. We propose a novel feature enhancement approach to enhance the quality of noisy images. It is based on a phase-based feature detection algorithm, followed by sparse surface interpolation and subsequent nonlinear post-processing. We first exploit the intensity-invariant property of phase-based acoustic feature detection to select a set of relevant image features in the data. Then, an approximation to the low frequency components of the sparse set of selected features is obtained using a fast surface interpolation algorithm. Finally, a non-linear postprocessing step is applied. Results of applying the method to echocardiographic sequences (2D+T) are presented. We show that the correction is consistent over time and does not introduce any artefacts. An evaluation protocol is proposed in the case of echocardiographic data and quantitative results are presented.
Introduction
Intensity inhomogeneity correction for ultrasound images has received little attention. To our knowledge, the first attempt to adapt bias field correction to B-scan ultrasound data is proposed in [1] . The approach is promising. However, it still requires user interaction to set the image model parameters. Some recent intensity-based adaptive segmentation approaches, which intrinsically take into account the non-uniformity of the tissue classes, have yielded promising results [2, 3, 4] . More recently, a novel technique for finding acoustic boundaries in echocardiographic sequences has been proposed [5] . The most important advantage of this technique is its intensity-independence. However, as the noise rejection in this method involves an intensity-based noise threshold the method is not truly intensity invariant and is highly susceptible to noise. This suggested the need to develop a feature enhancement approach to correct the image. This paper proposes a novel feature enhancement approach (see figure 1 ). First, image features are detected using the Feature Asymmetry (FA) measure [5] (reviewed in section 3). This provides a normalised likelihood image where the intensity value at any location is proportional to the significance of the detected features. The sparse data at feature locations is then interpolated by a Fast sparse Surface Interpolation (FSI) technique using the likelihoods to estimate the degradation field [6] (section 2). Finally, a novel non-linear processing method using the degradation field is applied to the original data to enhance or deemphasise feature values (section 4).
2D Sparse Surface Interpolation
Surface interpolation from a sparse set of noisy measured points is an ill-posed problem since an infinite set of surfaces can satisfy any given set of constraints. Hence, a regularisation procedure, taking into account the visual relevance and computational efficiency is usually applied, so that the interpolation problem becomes a minimisation of an energy functional of the form:
The first term (cost functional) is a measure of faithfulness to the measured data. The second is the regularisation functional; λ is a parameter (Lagrange multiplier) controlling the amount to which the data is to be considered (piecewise) smooth. A commonly used cost functional is the weighted sum of squares:
which measures the difference between the measured field d = {(x i , y i , d i )} and the approximating surface f (x i , y i ); w i ∈ [0, 1] represent the uncertainty associated with the data. The regularisation term is often expressed as a thin-plate energy:
In general, obtaining an analytic solution to the above optimisation problem is difficult. Therefore, an approximation to the continuous problem using discrete operators is used. Suppose that the data d is defined on a regular lattice G = {(x i , y j ), 1 ≤ i, j ≤ N }, and that a discrete representation of the surface is defined using a set of nodal variables v = {v i,j = f (x i , y j )}. Regarding the regularisation term, the finite element method is a good means of converting the continuous expression for the energy into a tractable discrete problem. By concatenating all the nodal variables v i,j and the data d i,j respectively into column vectors v and d, the resulting discrete form of (1) is quadratic in v, and is given by,
where A is a large, sparse N 2 × N 2 matrix and c is a constant. The minimum v * of this energy function is found by solving the large sparse linear system Av = b. Therefore, this system is nearly singular and results in poor convergence when simple iterative methods are used. To obtain fast surface interpolation, a scheme is needed which can improve the numerical conditioning. Recently, a tractable approach in terms of simplicity and efficiency has been proposed [6] . It utilizes the concept of preconditioning in a wavelet transform space. In other words, the minimisation is carried out in a wavelet space using an asynchronous iterative computation and a biorthogonal spline wavelet basis for the preconditioning step [6] . The Discrete Wavelet Transform (DWT) preconditioning transfers the linear system to an equivalent one with new nodal variablesṽ and a new system matrix,Ã, much denser than the original one A. This implies that a more global connection between the interpolation nodes can be made which considerably improves the convergence rate.
Phase-Based Feature Detection
The feature detector that we use is based on phase congruency (PC) [7] since it provides a single unified theory that is capable of detecting a wide range of features, rather than being specialised for a single feature type such as intensity steps. Further, PC is theoretically invariant to brightness and contrast. Hence it is, in principle, robust against typical variations in image formation. Strictly speaking, the concept of PC is only defined in one dimension as its definition involves the Hilbert transform. Typically, the computation of PC uses a pair of quadrature filters, normally log-Gabor filters. A series of orientable 2D filters can be constructed by 'spreading' a log-Gabor function into 2D. In this way, an extension to two-dimensions of the 1D phase measure is obtained [7] .
In our work, we have used the 2D Feature Asymmetry (FA) measure used in [5] for feature detection. This measure provides good detection of asymmetric image features such as step edges and has the advantage of being intensity invariant. The 2D FA measure is defined by:
which is a sum over m orientations of a normalised measure of the difference between the odd o m (x, y) and the even e m (x, y) filter responses. Here, denotes zeroing of negative values, is a small positive number to avoid division by zero and T m is an orientation-dependent noise threshold, defined by:
where k is a positive factor controlling the noise threshold.
The New Feature Enhancement Algorithm
Briefly, our method involves reconstructing an approximation to the intensity inhomogeneities which can be subtracted from the original corrupted region. A mathematical model for the intensity inhomogeneity in ultrasound images was developed in [8] . The authors used a multiplicative degradation model. Motivated by this, we define a correction equation as:
Here, v * is an estimation of the degradation field and γ is a positive control parameter that ensures that I c ∝ I for γ 1. The maximum correction is obtained when γ 1. Assuming that the image intensity of occurrences of a single tissue type should be equal, an estimate of the low frequency components of an intensity data field can be made by taking the image intensities values only at the locations of the relevant features. An estimate of the base frequency of this degradation can be found using the FSI algorithm as follows. We define the set of nodal variables v and the corresponding weighting field w, by:
where B i,j is a small window centred at pixel position (x i , y j ). Taking the maximum intensity value in a window centred on the feature position guarantees that we always take the highest value of the step edge.
Results and Quantitative Evaluation
To show that the proposed approach is capable of removing (or at least reducing) the bias field without introducing any artefacts, Figure 2 shows two images (ideal one (a) and corrupted one (c)) and their corrections ((b) and (d) respectively).
We can see that a significant contrast enhancement is obtained in both cases and that the corrected images are similar. Figure 3 shows the original data and results at intermediate stages of processing for an echocardiographic image. The image used in this experiment is shown in Fig.4(a) . Notice the correlation between the likelihood image (a) and the intensity image of the detected features (b). Hence, if the SNR is low, the 2D FA measure does not yield a clean feature detection image. Either the noise threshold has to be set to a higher value, which increases the false negative detection rate, or it has to be set to a low value, in which case the false positive rate will increase. Comparison of the images (b) and (d) provides some (qualitative) insight about how much the features have been enhanced. To illustrate the influence of the control parameter γ (eq. 6), Figure 4 shows an example of the enhancement of an echocardiographic sequence (Data set 1) for γ = 0.2. Figures 4(b) show the results of the 2D FA boundary detection on the original image and on the enhanced one. Significant improvement is observed on the enhanced image, particularly in the apex region where the intensity values of the original image are very low. The plots of line profiles shown in Fig.4 Quantitative evaluation of computer vision algorithms is an important task, particularly in the case of medical imaging. The frequent availability of ground truth makes this task easier. Unfortunately, there is no ground truth for the data available for the current study. In the case of echocardiographic images, and for the purpose of this paper, we are interested in the detection of the endocardial boundary. Since these features are often modelled as step edges, a measure of the height of the step is a good evaluation parameter. For each image we define 3 regions next to the interesting features: RC is located in the cardiac cavity near to the endocardial wall; RM is the myocardium and RE is located from the epicardial border outwards. For each image we computed 10 measures: Mean and standard deviation of the cavity signal (RC), of myocardium signal (RM), of the signal beyond the epicardial border (RE) and of the differences (RE -RM) and (RM -RC). We then computed the mean and the standard deviation of each of these measures over time. Table 1 presents an example of the evaluation measures (Data set 2). Note the small values of the standard deviation over time for all the computed measures both for the original and the enhanced images. We observe that the signal enhancement is (indirectly) proportional to γ −1 and the errors for RC and RM increase slightly, but the RE error decreases with γ −1 . This is because, as noted before, the highest grey level values will be reduced, while the lower grey level intensities will be increased (see Fig. 3 (c) ). When the enhancement is high, a "saturation phenomenon" appears at the highest intensity values. As the RE region corresponds to the highest grey values in the images, the spatial standard deviation of this region will decrease with enhancement.
Analysis of the signal differences reveals that both the signal and the error of the difference (RM -RC) increase as γ decreases. This is not the case for the difference (RE -RM), and is a consequence of the "saturation phenomenon" as the step edge (RE -RM) is at high intensities. These observations enable us to understand more fully the behavior of the enhancement as a function of the parameter γ. However, notice how close the quantitative measures are for the Table 1 . Evaluation results for different values of γ. Here, the signal is the spatial mean of the signal and the Error is its standard deviation. The table shows the means and the standard deviations over the frames.
Data Set2
Original (µ, σ) different values of the parameter. In our experiments, we found that a value between 0.1 and 0.2 gives good enhancement results.
As two key parts of our feature enhancement algorithm do not take into account temporal information, the consistency of the enhancement over time should be studied and should ensure that temporal artefacts are not introduced. Figure 5 shows the correlation curves for the original sequences and their corresponding enhanced sequences. The interesting aspect of these curves is not the absolute values of the correlation but its evolution over the frames. These curves show that the temporal correlation of the original data is well conserved in the corrected sequences (see the correlation coefficients in the figures legend).
Conclusion
The performance of the proposed feature enhancement has been illustrated for 2 test images and on 3 echocardiographic sequences. An evaluation protocol has been proposed in the case of echocardiographic data and quantitative results have been presented 1 . The consistency over time of the enhancement of the proposed approach has been demonstrated to ensure that no artefacts are introduced. This is an important point, both for manual processing and analysis by a clinician, and for computer analysis of the sequence. Hence, the corrected images facilitate visual diagnosis by a clinician as the contrast between the heart wall and the cavity is enhanced and significant improvement in the results of the 2D FA detection algorithm has been noted in comparison with its application on the non-enhanced data.
