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 Security analysis of a power system requires a process called contingency 
analysis that analyzes results from all possible single contingencies (i.e. outages) in the 
system.  The process of contingency analysis requires the definition of a parameter that is 
used to monitor a certain aspect of the system, which is called a performance index.  The 
performance index definitions used traditionally have been highly nonlinear, and the 
results have not accurately predicted the outcome of the performance index in some 
cases.  These incorrect results are referred to as misrankings since the contingency results 
are usually placed in order of severity so that the most severe cases are evident. 
 This thesis considers a new definition of contingency ranking using a more 
linearized definition of the performance index.  The construction of both the new, 
proposed definition and the classic definition both consider the current loading of circuits 
in the system as compared to their rated values.  Specifically, the parameter measured by 
the proposed definition measures the difference, while the more nonlinear definition uses 
a ratio of the two quantities, which is then raised to a higher power. 
 A small, four bus test system is used to demonstrate the benefits of the new, more 
linearized definition.  The average percent error for all single line contingencies of the 
system decreased by over 9.5% using the proposed definition as compared to the previous 
one.  This decrease in error allows this performance index to monitor a similar parameter 
(comparing current loading and current rating of the lines) and achieve a higher degree of 
accuracy.  Further linearization of this proposed definition also shows a reduction in the 
average percent error by an additional 22% so that when compared to the original, highly 
nonlinear definition, the average error is reduced by almost 30%.  By linearizing the 
definition of the performance index, the results are more accurate and misrankings are 






 The power industry has seen a significant increase in the demand for electricity in 
recent years.  This increase requires the power providers and the operators who manage 
their systems to adjust to meet the need while still maintaining safe operating systems.  
The United States already consumes more total electricity than any other country in the 
world, and the demand continues to rise.  According to data provided by the United 
States Energy Information Administration, the total energy consumption of the United 
States has increased by approximately 700 billion kWh every 10 years since 1980, as 














































 One way the systems‟ operators are able to meet the increasing demand is to 
operate the systems close to their maximum capacity at peak demand times (e.g. in the 
summer).  Operating a system in this manner gives rise to many potential problems, 
however, that could be devastating to the system and power providers.  Therefore there 
are security issues and protocols put in place that attempt to ensure the stability and 
security of the system at all times. 
 In order to determine standards necessary to properly maintain power systems 
nationwide, the United States government formed the North American Electric 
Reliability Corporation (NERC) to act as a regulating agency for the country‟s electric 
utility industry.  Some of NERC‟s main focuses include maintaining the reliability and 
security of the power systems it regulates.  The current security standard enforced by 
NERC and used nationwide requires transmission power systems to operate such that the 
system could remain secure and stable if one element is suddenly and unexpectedly lost 
(i.e. outaged).  This operation criterion is referred to as “N-1 Contingency” operation, 
where a contingency is an element that could be lost (e.g. a transmission line) [2].  The 
risk factor of failing to comply with a minimum of N-1 contingency analysis is 
considered to be “Medium” on a three point scale (“Low,” “Medium,” and “High”), 
which can carry significant consequences [2].  Being “N-1 Contingency” compliant along 
with other regulations imposed and enforced by NERC set standards to which all 
operating power systems within the United States must adhere.   
 This thesis explores the method by which the “N-1 Contingency” operation is 
determined and proposes a new definition.  First, several publications that are related to 
this topic are examined (Chapter 2), and several suggested future applications and 




necessary topics and concepts are given:  the process of Contingency Analysis (Chapter 
3), the Quadratized Power Flow (QPF) Model used in the proposed definition (Chapter 
4), and sparsity techniques (Appendix A).  All of these topics play into the final proposed 
definition of N-1 Contingency Analysis (Chapter 6).  Then a test system is used, and the 
results from this system are given to compare the proposed method with methods that are 









2 LITERATURE REVIEW____ 
2.1  Introduction 
 To be in compliance with NERC‟s standards, the transmission operators must be 
able to test for all single contingency cases to see how each contingency affects the 
system‟s operating capacity and reliability.  If a single contingency case is found that 
causes inoperable conditions (e.g. an overloaded local line), then the operators must find 
the best solution for that case so that most of the system could still operate if the 
contingency were to occur.  To test each contingency one at a time is unrealistic in a real-
time environment like transmission systems operations, so there has been a push to 
automate the process so that only the worst single contingency situations are reported to 
the operators.  The operators can then take the shortened list of the most severe 
contingencies and determine the best solutions for each case so that the power systems 
they operate will not violate the standards that are in place. 
 The process overall is referred to as security analysis, which includes evaluating 
the state of the system and determining the actions necessary to remedy any inoperable 
situations caused by possible contingencies.  Security analysis includes both the need to 
rank the contingencies based on a given criterion and also to analyze the results using 
simulations of the system under given contingency conditions.  Contingency ranking 
(also called contingency selection) occurs first using a criterion, called a performance 
index (PI), against which each of the contingencies is ranked.  Then, after the results are 
obtained, contingency analysis takes place, which requires testing the list of the most 
severe contingencies to determine the best course of action needed to maintain the system 




 Contingency ranking approaches vary, and currently the methods are grouped into 
three different categories:  direct ranking, ranking by one iteration of screening, and fast 
screening by bounding the solution area [3].  The methods from the first group are not 
often used since they tend to mask errors in the results, and the methods from the third 
category have been developed only recently and are not yet widely used in industry [3].  
The methods from the second category are the most widely and commonly used in 
industry, and there are a variety of implementations of these methods, with one of the 
main variables being the performance index selected [3]. 
 The problems typically associated with methods of ranking by one iteration of 
screening include inaccurate rankings of the contingencies (called misrankings) and a 
heavy computational burden.  The misranking problem stems from the performance index 
used to rank the contingencies.  Since most performance indexes are nonlinear, they are 
not always capable of accurately predicting the correct outcome of the system, which 
results in misrankings.  The heavy computational burden of these methods adds to the 
length of time it takes for such programs to run, and as such, these methods can be not as 
useful in a real-time environment if they are not implemented efficiently.  The 
computational burden is great with most systems and methods of performing contingency 
analysis since the systems are large, but one way to improve efficiency of computation is 
to switch the solution process used to solve for the state of the system.  There have been 
efforts to increase the accuracy of the contingency ranking results, but these efforts 
focused on linearizing the state of the system instead of the linearization of the PI 
definition itself [4].  The Quadratized Power Flow (QPF) method presented in [4] 
attempts to bring the PI definition to near linear conditions by simplifying the equations 
to have order no greater than two.  This model has the advantages of consisting of 
systems of only quadratic equations and being able to model the complex behavior of 




2.2  Proposed Research Definition 
 The proposed research focuses on a new method of contingency ranking that 
creates a more linearized performance index based on the overloading and available 
margins of transmission lines in a power system.  Overloads refer to the amount by which 
a transmission line is loaded beyond its rated capability, while the margins refer to the 
available loading capability based on the rating of the line.  By considering both the 
overloading and available margins of the transmission lines, this method accounts for 
both possibilities (instead of a simple ratio of the loading of a line to its rating), which 
makes this PI definition more realistic.  Also, by bringing the performance index closer to 
a linear form, it is possible to avoid some of the misrankings that might otherwise occur.  
This method uses the QPF solution technique to simplify the equations by removing most 
of the nonlinear terms.  It also takes advantage of the sparsity of the system‟s matrices in 
the calculations to increase the speed of the application. 
 The nonlinear performance index definition for single contingency analysis given 
in (2.1) is a popular choice currently in industry and is frequently referenced in 
publications (e.g. [4], [6], and [10]).  For the given performance index, 𝐽, the ratio of the 
current loading along a line (𝐼𝛽 ) and its nominal rating (𝐼𝛽 ,0) are raised to the power 2 ∝ 
(where ∝> 0).  This ratio is determined for every circuit branch in the system, where 𝛽 is 
the number of circuits.  This particular performance index considers the current in the 
circuits of the system, but the current loading and nominal rating terms could be replaced 
so that the index considers other elements of the system such as power along each line 












 Performance index definitions of the form given in (2.1) are by nature nonlinear, 
and they can become highly nonlinear with increasing values of ∝.  Contingency ranking 
seeks to provide a performance index whose partial derivative with respect to the 
contingencies considered can be calculated quickly and accurately.  The partial derivative 
of the performance index is also interpreted as the slope of the performance index with 
respect to the outaged element.  In order to simulate the effect of an outaged element, a 
control variable, 𝑢𝑐 , represents the status of each element, and it multiplies the 
admittance of each element such that a 𝑢𝑐  value of one means the element is in service, 
and a 𝑢𝑐  value of zero means it is out of service (i.e. outaged).   
 A simple test system, given in Figure 2.1, is used to give preliminary results and 
demonstrate the utility of the structure of the proposed performance index definition.  The 
contingency considered in this example is that of the line between Bus 1 and Bus 2.  As 
shown in Figure 2.2, when ∝= 1, the performance index (shown in blue) becomes 
increasingly nonlinear as this line is outaged.  The slope estimated pre-contingency 
(before the outage) is shown in red.  This linear approximation gives a fairly good 
estimate of how the performance index of the system will respond to the given outage.  
There is approximately 6.9% error, which is calculated using (2.2), but for a linear  
 
% 𝐸𝑟𝑟𝑜𝑟 =   
𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑 𝑉𝑎𝑙𝑢𝑒 − 𝑇𝑟𝑢𝑒 𝑉𝑎𝑙𝑢𝑒
𝑇𝑟𝑢𝑒 𝑉𝑎𝑙𝑢𝑒




approximation of a nonlinear function, it gives a good indication of the response.  Figure 
2.3 shows the result from the same contingency when ∝= 2, where the performance 
index is also shown in blue, and the linear approximation in red.  The error for the larger 
value of ∝, calculated according to (2.2), is also larger (16%), which supports the idea 
that the error obtained when approximating a nonlinear performance index increases with 
the increasing degree of nonlinearity of the index itself. 
 
 
































































 The proposed performance index definition claims that the linear approximations 
in Figure 2.2 and Figure 2.3 could be improved if the structure of the performance index 
were more linear (i.e. less nonlinear).  The proposed performance index definition is 
shown in (2.3) as the difference between two performance indices, which are each 
defined in (2.4).  In (2.4), 𝐽𝑜𝑣𝑒𝑟  gives the index definition for the overloads of the given 
transmission line, and 𝐽𝑚𝑎𝑟𝑔𝑖𝑛  gives the index definition for the margin of the given 
transmission line.  The definition of 𝑦𝛽  for the overloads and margins takes the form of 
three equations as shown in (2.5), respectively.  The variables 𝑘 and 𝑚 denote any two 
buses that are connected, and 𝑧𝛽 ,𝑎  and 𝑧𝛽 ,𝑏  are variables that will be explained in detail in 
Chapter 6 along with the explanation for the origination of these equations.  While some 
terms are still nonlinear, the equations are at most of quadratic form, and this proposed 
method using the equations shown in (2.5) gives a more linearized structure of the 
performance index than the previous definition.  This proposed definition will allow for 
the linear approximation found for the same single-line contingency (between Bus 1 and 
Bus 2) to be a more accurate indicator of the behavior of the performance index of the 
system for this outage. 
 






 𝐽𝑜𝑣𝑒𝑟 =  𝑦𝛽
𝑛
;  𝑦𝛽 = 𝑚𝑎𝑥 𝐼𝛽
2 − 𝐼𝛽 ,0
2, 0 
𝐽𝑚𝑎𝑟𝑔𝑖𝑛 =  𝑦𝛽
𝑛
;  𝑦𝛽 = 𝑚𝑖𝑛 𝐼𝛽
2 − 𝐼𝛽 ,0
2, 0 
  (2.4) 
 
 
𝑦𝛽 ± 𝑧𝛽 ,𝑎
2 = 𝐼𝛽
2 − 𝐼𝛽 ,0
2
𝑦𝛽 ± 𝑧𝛽 ,𝑏
2 = 0
𝑧𝛽 ,𝑎𝑧𝛽 ,𝑏 = 0




 The results of applying this proposed index to the same transmission line 
(between Bus 1 and Bus 2) are given in Figures 2.4 – 2.5.  The resulting overloading 
index is shown in Figure 2.4 where the blue line indicates the actual behavior of the 
performance index, and the red line shows the linear approximation using the pre-
contingency slope.  Also, the resulting index for the transmission line‟s margin is shown 
in Figure 2.5 with the red line again being the linear approximation of the blue index.  
The graph for the line‟s overload (Figure 2.4) has an upward (positive) slope since it is a 
result of the 𝑚𝑎𝑥 function as shown in (2.4), and the graph for the margin of the line 
(Figure 2.5) has a downward (negative) slope due to the 𝑚𝑖𝑛 function as given in (2.4). 
 The combination of the overload and margin of the line, given as the difference in 
accordance with (2.3), can be seen in Figure 2.6.  The red line shows the overall linear 
approximation, and the blue line shows the true behavior of the performance index.  The 
graph shown in Figure 2.6 has similar shape as both of those shown in Figure 2.2 and 
Figure 2.3 since it is a result of the maximum function so the result is positive, with an 
upward slope.  Similarly, the other two indices result in only positive quantities since 
they consist of quantities that are raised to even powers.  Since the overload PI is only 
slightly more linear than the case where ∝= 1, the values for the PI curve are similar for 
the two graphs, but the slopes of their linear approximations are slightly different since 
the slope for the overload PI is greater than that of the more nonlinear approximation.  As 
the shape of the PI curve indicates, there is still some nonlinear behavior, which is 
expected since the equations used to define the index are not fully linear.  However, since 
the equations are more linear than the previous definition and the slope of the 
approximating line is greater, the error of the linear approximation is less (2.5%) as 
determined using the formula shown in (2.2).  Therefore, attempting to reduce the 
nonlinearities in the definition of the PI proves to reduce the error of the approximation, 

























































































Figure 2.6. More linear performance index for the given circuit. 
 
 
2.3  Future Modifications and Improvements 
2.3.1  Improving Forecasting of Results for N-x Contingency Analysis 
 Since NERC requires only N-1 contingency operation, this research has focused 
only on N-1 (or, single) contingency operation.  However, it is theoretically possible that 
a single contingency that may not be considered to be the most critical could lead to more 
catastrophic events than predicted from the N-1 contingency results.  Therefore it is 
beneficial to be able to perform an N-x contingency analysis, where the „x‟ represents the 
number of related contingencies that occur in succession, called cascading outages.  
Huang et al discuss the need for this type of analysis tool in [5] and also present the 
advantages of dynamic load balancing.  Since the number of possible contingency cases 




























complex and time-consuming than the calculations required for N-1 calculations.  
However, in [5], the idea of dynamic load balancing among parallel processors is 
introduced in order to evenly distribute the work load to the available processors and 
achieve a higher calculation speed.  This implementation still requires the security 
analysis to be carried out in each case, but it does theoretically allow for N-x contingency 
analysis in a more real-time setting where decisions must be made quickly.   
2.3.2  Assisting Operators’ Interpretation of Results 
 The operators who oversee the operation of power systems undergo many 
hundreds of hours of training, certifications, and work in a system of checks-and-balances 
to ensure the quality of their work and decisions they make.  However, since the nature of 
the work of maintaining the security of a power system is time-critical, the operators still 
need additional help from the analysis programs to present the information in a 
straightforward and helpful manner.  Hsu and Kuo explore the option of using fuzzy logic 
to help make decisions in the contingency ranking process based on the rules and 
guidelines the system operators use [6].  This addition to the current contingency 
selection process could speed the process for the operators because it helps make some of 
the decisions for them.  Additionally, Bacher considers in [7] the idea of using 
visualization schemes to aid the operators in examining the results from the analysis.  
They claim that the operators will be able to interpret visual results more quickly than 
they will tabular results from the contingency ranking results [7].  Being able to visualize 
the results in this way could help make the most critical contingencies and problem areas 






2.3.3  Improving Computational Speed Using a Pre-filter 
 It has been proposed in [3] that the contingency selection part of the security 
analysis process can be viewed as a pre-filter for the contingency analysis since the 
contingency selection process allows only a small number of contingencies to continue to 
the next step of the analysis.  By acting as a filter, contingency selection greatly decreases 
the computational effort needed to check all possible cases to find the worst contingency 
situations.  The issue still remains, however, that there are a great number of 
contingencies that must be screened.  Chen and Bose claim the contingencies that make it 
through the “filtering” process of contingency selection can be divided into three 
categories:  critical, not critical, “not even marginally critical” [3].  They suggest a pre-
filter design to separate the first two groups from the third group so that time is not spent 
computing results of contingencies that are “not even marginally critical” [3].  
Combining this pre-filter technique with the current proposed method would decrease the 
time it takes to run all possible contingencies and produce a ranking of contingencies that 
more accurately reflects the actual performance of the system. 
2.3.4  Additional Applications for Contingency Analysis 
 According to Musirin and Rahman, contingency analysis can be considered to be 
“a division” of voltage stability analysis and should be performed concurrently [8].  
Voltage stability analysis uses a similar process as contingency analysis with a different 
performance index, which is instead called a “stability index” [9].  The purpose of 
voltage stability analysis is to help detect potential voltage collapse within the system.  
Since the contingencies considered during contingency analysis contribute greatly to the 
voltage stability outcome of the system, the results from the contingency analysis (e.g. 
load flow simulations) are used to compute the voltage stability index [9].  After the 




ones have the most negative impact on the voltage stability of the system [9].  Therefore, 
the proposed contingency ranking method could help more accurately predict the 
behavior of a power system, which can be used to also improve results from the 
following voltage stability analysis. 
2.4  Chapter Summary 
 The results from the example provided in Section 2.2 supports the assertion that a 
more linearized performance index will result in decreased error in the approximation of 
the index‟s curve.  Using the proposed index, the linear approximation error is reduced by 
approximately 2.5% when compared with the approximation error of the more nonlinear 
index definition.  Section 2.3 introduces several ways in which these more accurate 
results from contingency analysis can be incorporated into industry.  Though the 
proposed research focuses on single-contingency analysis, Section 2.3.1 suggests a 
similar approach could be taken to linearize the performance index used to analyze „x‟ 
number of linked contingencies.  Section 2.3.2 provides details for how the 
computational speed of contingency analysis methods can be further improved to 
increase efficiency even more.  Finally, according to Musirin and Rahman, as explained 
in Section 2.3.4, contingency analysis and voltage stability analysis can be performed 
concurrently, so this technique can also be applied to improve accuracy of the process of 
voltage stability analysis.  Though the type of contingency analysis process is discussed 
in Section 2.1 and referenced throughout Section 2.3, specific details are not provided.  
Chapter 3 presents the structure of the contingency analysis process and the details for 






3 CONTINGENCY ANALYSIS OVERVIEW____ 
 
Contingency analysis considers the response of the system with regard to an 
outage.  For the purposes of this research, only individual outages are considered.  With 
each individual outage, it is possible to solve the power flow for the state of the system 
with the element both in service and out of service, but it is too time-consuming.  The 
process presented in this chapter uses the costate method to approximate the response of 
the system without solving for the state of the system for each individual outage.  
 3.1  The Contingency Analysis Process 
 Each element contingency has a control variable, uc, associated with its status in 
the system.  This control variable designates whether the element is in service or if it has 
been outaged and is defined as shown in (3.1).  For instance, a pi-equivalent 
representation of a transmission line between two buses (Bus k and Bus m), shown in 
Figure 3.1, has its control variable modeled as a multiplier of the line‟s admittance and 
shunt components.  When the control variable is one, the transmission line is in service 
and when it is zero, the transmission line has been outaged. 
 
𝑢𝑐 =  
1.0 if the element is in service
0.0  if the element is outaged






Figure 3.1. Pi-equivalent model of a transmission line with control variables [10]. 
 
 
 The process of contingency analysis includes several steps where the ultimate 
goal is to calculate a value indicative of the change of the performance of the power 
system when a certain element is outaged.  The performance index of the power system, J 
or f, with respect to each possible single element contingency, uc, can be estimated by 
finding the slope, as shown in (3.2) [10].  The process of estimating the change in the 
performance index of the system is repeated for every possible contingency, 𝑐, as 
indicated in (3.2), so that the overall security of the system is known for any single 




≈ 𝐽 𝑢𝑐 = 0   ∀ 𝑐 (3.2) 
3.1.1  Calculation Process for ∆J 
 The values for ∆𝐽 can be calculated only after several other steps are first 
completed.  The overall process is summarized in Figure 3.2, which shows that the 
process consists of three main parts.  First, the state of the system must be solved, then a 
vector called the costate can be found.  The costate vector, 𝒙 𝑻, gives the sensitivities of 




costate vector is invariant, it is used in the third step to solve for ∆𝐽 for every 
contingency. 
 
Solve the power flow 
equations 𝒈(𝒙) = 0 for 
the state of the system 𝒙 
Compute 𝒇𝒙 and 𝒈𝒙 to 
obtain the costate vector 
𝒙 𝑻 
Compute ∆J for each 
contingency control 
variable (𝑢𝑐 ) 
 
Figure 3.2 Block diagram of the process to calculate ∆J. 
 
Solving the State of the System 
 The first step consists of solving for the state of the system (𝒙) so that all voltages 
and currents are known in the system.  The state of the system is solved using the power 
equations, 𝒈(𝒙), which are defined in (3.3).  These values need to be determined first 
because they are used throughout the rest of the calculations in the process.  This process 
is iterative, and the Newton-Raphson Method, shown in (3.4), is used to converge to a 
solution for the system.  The initial conditions of the system are taken as the values read 
from an input data file.   
 












Calculating the Costate Vector 
 Next, the costate vector, 𝒙 𝑻, is computed using the partial derivatives of the 
equations used to solve the state of the system (𝒈𝒙(𝒙) or 𝜕𝒈(𝒙) 𝜕𝒙 ) and the partial 
derivatives of the performance index (𝑱𝒙 or 𝒇𝒙) [10].  Equation 3.5 gives the formula used 
to find the costate vector [10].  The costate vector must be calculated only once, which 
minimizes the number of computations, and it can then be used to compute ∆𝐽 for every 
control variable. 
 
𝒙 𝑻 = 𝒇𝒙𝒈𝒙











 After the costate vector is computed, the partial derivatives of the performance 
index and the power flow equations are calculated with respect to each control variable 
(𝐽𝑢  or 𝑓𝑢  and 𝒈𝑢(𝒙), respectively).  Then the costate is used with the two partial 
derivative terms to determine ∆𝐽.  Given the partial derivatives for each contingency 











3.1.2  Estimating ∆J 
 The value for ∆𝐽 is estimated using a first order approximation given in (3.7)  
[10].  It is possible to directly calculate this value, but it becomes increasingly inefficient 
to do so with larger number of possible contingencies.  However, using the linear 
approximation method can be useful and fairly accurate if the performance index being 
considered is of similar structure (i.e. near linear).  The more linear the definition of the 
PI, the more accurate the first order approximation comes to predicting the behavior of 
the PI curve when each element is outaged. 
∆𝐽 = 𝐽 𝑢𝑐 = 0 − 𝐽(𝑢𝑐 = 1) (3.7) 
 
3.2  Chapter Summary 
 This contingency analysis process Section 3.1.1 presents is used to approximate 
the response of the system when each element is outaged using a line.  The linear 
approximation uses a point and a slope to approximate the nonlinear PI curve.  The point 
is given by the initial state of the system (pre-contingency value of the PI), and the slope 
is given by the ∆𝑱 term described in Section 3.1.2.  The device equation models in the 
next chapter help to accurately describe the system using quadratic equations so that 
applying the contingency analysis process from this chapter produces accurate results in 








4 QUADRATIZED POWER FLOW MODEL OVERVIEW____ 
 
 The QPF Model simplifies equations so that the solution to a set of equations can 
be found quickly.  Each equation used in the QPF Model of the power system is of 
quadratic form and thus has variables with order no greater than two.  Each element in 
the power system has a different set of equations that describes the behavior of that 
element using one (or multiple) quadratic equations to simulate an element‟s complex 
behavior in the system.  The equations that model each element are developed first and 
are given in Section 4.1.  These equations are re-arranged and combined in Chapter 6, 
which also gives more detail as to how these modeling equations for the different 
elements are combined. 
4.1  The Quadratized Power Flow Model for Circuit Elements 
  The power flow equations are written in the form given in (3.3) so that the sum of 
all the terms is set equal to zero.  Applying Kirchoff‟s Current Law (KCL), the QPF 
model uses the sum of all currents out of a single bus (e.g. Bus k).  This idea is shown in 
(4.1) where 𝑚 denotes any other bus in the system that is connected to Bus k.  The 
current is divided into real and imaginary components in (4.2), and each of these parts 
can also be set equal to zero, as shown in (4.3).  The current equations are primarily 
functions of the unknown voltages, which are also separated into real and imaginary 
components (𝑉𝑘 ,𝑟𝑒𝑎𝑙  and 𝑉𝑘 ,𝑖𝑚𝑎𝑔 , respectively).  The equations may also depend on other 
state variables that might come from additional equations necessary to accurately model 
certain equipment (e.g. generators and constant power loads).  If any additional equations 
are needed, then these equations are added to the list of state equations in addition to the 






= 0 (4.1) 
 
𝐼 𝑘𝑚 = 𝐼𝑟𝑒𝑎𝑙 + 𝑗𝐼𝑖𝑚𝑎𝑔  (4.2) 
 
 
𝐼𝑘𝑚 ,𝑟𝑒𝑎𝑙  𝑉𝑘 ,𝑟𝑒𝑎𝑙 ,𝑉𝑘 ,𝑖𝑚𝑎𝑔 ,… = 0
𝐼𝑘𝑚 ,𝑖𝑚𝑎𝑔  𝑉𝑘 ,𝑟𝑒𝑎𝑙 ,𝑉𝑘 ,𝑖𝑚𝑎𝑔 ,… = 0
  (4.3) 
 
4.1.1  Circuit Line Model 
 The circuit branches, or transmission lines, are represented using the pi-equivalent 
model shown in Figure 4.1.  The model shows a transmission line between „Bus k‟ and 
„Bus m‟ with current flowing out of Bus k denoted as 𝐼 𝑘𝑚  and current flowing out of Bus 
m denoted as 𝐼 𝑚𝑘 .  The 𝑦𝑘𝑚 , 𝑦𝑠𝑘𝑚 , and 𝑦𝑠𝑚𝑘  terms denote the complex admittance and 
shunt elements along the line, respectively, where the two shunt elements are equal.  The 
definition of 𝑦𝑘𝑚  is given by (4.4), and the shunt elements are defined in (4.5).  The 
equations used to calculate the currents flowing out of Bus k and out of Bus m, 
respectively, are shown in (4.6) with the series admittance and shunt terms taken into 
account appropriately [10].  The model and equations presented here are used to 






Figure 4.1. Circuit line pi-equivalent model [10]. 
 











𝐼 𝑘𝑚 =  𝑦𝑘𝑚 + 𝑦𝑠𝑘𝑚  𝑉 𝑘 − 𝑦𝑘𝑚𝑉 𝑚
𝐼 𝑚𝑘 = −𝑦𝑘𝑚𝑉 𝑘 +  𝑦𝑘𝑚 + 𝑦𝑠𝑚𝑘  𝑉 𝑚
  (4.6) 
 
4.1.2  Generator Model 
 The generator model adds more complexity to the system, and as such, more than 
a single current equation is required to model a generator accurately.  The equivalent 
circuit used to develop the generator equations is given in Figure 4.2.  Figure 4.2 shows a 
generator attached to Bus k with bus voltage 𝑉 𝑘 , generator voltage 𝐸 𝑘 , generator 
admittance 𝑏𝑔𝑘 , and the current 𝐼 𝑘 , which is depicted as flowing out from the bus by 
convention.  Both 𝑉 𝑘  and 𝐸 𝑘  are included in the state variables, or the solutions to the 
state power flow equations, and 𝑏𝑔𝑘  is given by the input file in pu.  There are three 




accurately represent the behavior of the generator in the different modes.  The three 




Figure 4.2. Generator equivalent circuit [10]. 
 
 
 One mode that is not discussed in detail is a generator operating in Slack Mode.  
Generators connected to a slack bus operate in Slack Mode, but since the slack bus is 
neglected during analysis, these equations are not necessary.  The other two modes for 
generators include PQ Mode and PV Mode.  Generators operating in PQ Mode are 
attempting to hold constant the real and reactive power quantities, which are specified by 
the input file and represented as 𝑃𝑘 ,𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑒𝑑  and 𝑄𝑘 ,𝑠𝑝𝑒𝑐𝑖𝑓𝑖 𝑒𝑑 , respectively.  Generators 
operating in PV Mode attempt to hold constant the real power output as well as the 
voltage magnitude of the bus voltage, both of which are given by the input file 
(𝑃𝑘 ,𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑒𝑑  and 𝑉𝑘 ,𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑒𝑑 , respectively). 
 Both generator modes require a current equation, which is given in (4.7), but they 
also require additional equations, which differ depending on the mode [10].  The equation 




generator in PQ Mode is shown in (4.8) [10].  The equations that simulate constant real 
power being generated and a constant bus voltage, respectively, are given in (4.9) [10].  
Equation 4.8 can also be separated into real and imaginary terms and thus split into two 
separate equations like the two given in (4.9) [10].   
𝐼 𝑘 = 𝑗𝑏(𝑉 𝑘 − 𝐸 𝑘) (4.7) 
 
−𝑗𝑏𝑉𝑘
2 + 𝑗𝑏𝑉 𝑘𝐸 𝑘




2 + 𝑗𝑏𝑉 𝑘𝐸 𝑘
∗ + 𝑃𝑘 ,𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑒𝑑 = 0
𝑉𝑘 ,𝑟𝑒𝑎𝑙
2 + 𝑉𝑘 ,𝑖𝑚𝑎𝑔
2 − 𝑉𝑘 ,𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑒𝑑
2 = 0
  (4.9) 
 
4.1.3  Constant Power Load Model 
 Another element in the system that adds complexity is a constant power load, 
shown in Figure 4.3.  The constant power load model simulates a load that draws 
constant real power from Bus k.  The current 𝐼 𝑑𝑘  is designated as going out from the bus, 
and the generalized load is represented by 𝑃𝑑𝑘 + 𝑗𝑄𝑑𝑘 .  The current equation is given in 
(4.10)  where 𝑌𝑑𝑛 ,𝑘  is the complex, nominal load admittance and 𝑢1𝑘  is an additional state 
variable that appears in the additional equations given in (4.11) [10].  The nominal 
admittance 𝑌𝑑𝑛 ,𝑘   is defined in (4.12) using the bus voltage magnitude and the conjugate 
of the load current 𝐼 𝑑𝑘  [10].  These equations also introduce another state variable 𝑢2𝑘 , 
which is used to ensure the correct voltage at Bus k (lower equation of (4.11)), while the 
upper equation confirms that the real power part of the load is kept constant.  The 
variables 𝑢1𝑘  and 𝑢2𝑘  are introduced to impose the correct behavior on the bus load.  
From previous QPF solutions, a typical value for 𝑢1𝑘  is a small scalar (approximately 





Figure 4.3. Constant Power Load equivalent circuit components [10]. 
 
𝐼 𝑑𝑘 = 𝑌𝑑𝑛 ,𝑘𝑉 𝑘(1 + 𝑢1𝑘) (4.10) 
 
 
𝑔𝑑𝑛 ,𝑘𝑢2𝑘 1 + 𝑢1𝑘 − 𝑃𝑑𝑘 = 0
𝑢2𝑘 − (𝑉𝑘 ,𝑟𝑒𝑎𝑙
2 + 𝑉𝑘 ,𝑖𝑚𝑎𝑔
2) = 0
  (4.11) 
 
𝑌𝑑𝑛 ,𝑘 = 𝑔𝑑𝑛 ,𝑘 + 𝑗𝑏𝑑𝑛 ,𝑘 =  
1
𝑉𝑘 ,𝑟𝑒𝑎𝑙
2 + 𝑉𝑘 ,𝑖𝑚𝑎𝑔
2  𝑃𝑑𝑘 − 𝑗𝑄𝑑𝑘   (4.12) 
 
4.2  Chapter Summary 
 This chapter presents the quadratic models for each element of the power system 
considered in this research.  Section 4.1 provides the models used in the solution process 
for the three primary different devices using quadratic systems of equations:  
transmission line (Section 4.1.1), generator (Section 4.1.2), and constant power bus load 
(Section 4.1.3).  Some of the variables in these equations are state variables that will be 
determined after solving the state of the system, which is the first step of the contingency 
analysis process as discussed in Section 3.1.1 of Chapter 3.  The majority of the state 




for the bus voltage magnitudes are also provided in the input file.  The format of the input 







5 INPUT FILE FORMAT____ 
 
 The input file provides all initial conditions and necessary data regarding the 
power system.  The Power Technologies Incorporated (PTI) power flow data format and 
the Institute of Electrical and Electronics Engineers‟ (IEEE) Common Data Format 
(CDF) are among the most popular and widely used formats for sharing power flow data.  
In fact, the Northeast Power Coordinating Council (NPCC) specifically states in their 
data capture procedures that “[t]he preferred method for transferring system information 
is in PTI […] or IEEE common format” [11].  Therefore, selecting one of the two 
common formats arbitrarily, the PTI format serves as a relevant and useful choice for the 
input data format.  This chapter presents the details of the PTI format (Section 5.1) and 
gives all formulas used to transform the data to the units required by the equations 
described generally in Chapter 4 and in more detail in Chapter 6. 
5.1  PTI Data Format 
 The PTI format gives data divided into several sections, the first four of which are 
used during this research:  Case Identification Data, Bus Data, Generator Data, and 
Branch Data.  A description of this format is provided by a website hosted by The 
University of Washington‟s College of Engineering [12].  Some of the data must be 
modified, but the modifications are mostly trivial since the majority can be accomplished 






5.1.1  Case Identification Data Information 
 The header of the file gives the Case Identification Data, which consists of only a 
few lines.  The only piece of useful information from this section of the file is the three-
phase MVA base for the system, referred to as 𝑆𝐵𝐴𝑆𝐸 in [12].  
5.1.2  Bus Data Information 
 The Bus Data section is the first large data section of the file.  The data used from 
this section include the bus number (𝐼), bus type (𝐼𝐷𝐸), bus real and reactive load 
(𝑃𝐿 and 𝑄𝐿, respectively), shunt susceptance and conductance at the bus (𝐺𝐿 and 𝐵𝐿, 
respectively), and the voltage magnitude and angle (𝑉𝑀 and 𝑉𝐴, respectively) [12].  The 
bus numbers are not required to be given in any particular order.  Whatever order given 
for the bus numbers dictates the ordering of the real and imaginary current equations used 
to form the state power flow equations when solving the state of the system.  The bus real 
and reactive load information (𝑃𝐿 and 𝑄𝐿, respectively) is given in MW and MVAR, so 
the 𝑆𝐵𝐴𝑆𝐸 quantity given in the Case Identification Data is used to convert these values 
to a per unit base for the calculations and analysis as shown in (5.1).  The shunt 
conductance and susceptance quantities are given in per unit, so these values can be used 
directly.  Similarly, the voltage magnitude is also given in per unit, and the voltage angle 
(𝑉𝐴) is given in degrees, so the only conversion necessary to use these values is 
converting the angle to radians (5.2). 
𝑃𝐿 + 𝑗𝑄𝐿  𝑝𝑢 =  




𝑉𝐴 𝑟𝑎𝑑 = 𝑉𝐴[𝑑𝑒𝑔]  
𝜋 [𝑟𝑎𝑑]
180 [𝑑𝑒𝑔]





5.1.3  Generator Data Information 
 The Generator Data section follows the Bus Data section and lists only the buses 
that have generators connected directly to them and all pertinent information about the 
generation at that bus [12].  The data used from this section include the bus number (𝐼), 
the machine identifier (𝐼𝐷), generator‟s real and reactive generation (𝑃𝐺 and 𝑄𝐺, 
respectively), the voltage setpoint (𝑉𝑆), the generator regulation type as PQ or PV mode 
(𝐼𝑅𝐸𝐺), the generator‟s MVA base (𝑀𝐵𝐴𝑆𝐸), the impedance of the generator 
(𝑍𝑅 and 𝑍𝑋), and the status of the generator (𝑆𝑇𝐴𝑇) [12].  The bus number matches the 
bus numbers given in the Bus Data section so that the elements for the generator‟s current 
contributions can be added to the current equations at the appropriate bus.  The machine 
identifier distinguishes between machines if there is more than one generator on a single 
bus.  The real and reactive generation are given in MW and MVAR, respectively, so that 
these values must be converted into per unit using 𝑀𝐵𝐴𝑆𝐸 or 𝑆𝐵𝐴𝑆𝐸 before analysis 
(5.3).  The voltage setpoint is given on a per unit base and is used only if the generator is 
operating in PV mode.  The operation mode of the generator is indicated by 𝐼𝑅𝐸𝐺 such 
that a zero value indicates a generator that controls its voltage (PV mode) and a value of 
one indicates the generator is operating in PQ mode to control the real and reactive power 
generated.   The three-phase power base of the machine is given in MVA by 𝑀𝐵𝐴𝑆𝐸, 
and if there is no base given for the machine, the value defaults to the system base, 
𝑆𝐵𝐴𝑆𝐸, as indicated in the conversion to per unit shown in (5.3).  The machine 
impedance is given in per unit, so it may be used directly.  The status of the generator is 
given by 𝑆𝑇𝐴𝑇 such that a value of one (𝑆𝑇𝐴𝑇 = 1) means the generator is in service, 
and a value of zero means the generator is out of service.  If a machine is out of service 
(𝑆𝑇𝐴𝑇 = 0), its contributions are not counted towards the current at its bus and no 





𝑃𝐺 + 𝑗𝑄𝐺  𝑝𝑢 =  
𝑃𝐺  𝑀𝑊 + 𝑗𝑄𝐺 [𝑀𝑉𝐴𝑅]
𝑀𝐵𝐴𝑆𝐸  𝑀𝑉𝐴  (OR 𝑆𝐵𝐴𝑆𝐸 [𝑀𝑉𝐴])
 (5.3) 
 
5.1.4  Branch Data Information 
 The Branch Data section follows the Generator Data section and contains 
information regarding all the connections of the system‟s buses and the information about 
each of those connections.  The data used from this section includes the “from” and “to” 
bus numbers of each circuit (𝐵𝑢𝑠 𝑘 and 𝐵𝑢𝑠 𝑚, respectively), the circuit identifier 
(𝐶𝐾𝑇), the resistance of the line (𝑅), the reactance of the line (𝑋), the shunt terms of the 
pi-equivalent model (𝐵), the MVA rating of the line (𝑅𝐴𝑇𝐸𝐴), and the status of the line 
(𝑆𝑇) [12].  The “from” and “to” bus numbers each correspond to the bus numbers given 
in the Bus Data section, and this information ensures that the components of each branch 
contribute only to the equations corresponding to the current at these two buses.  The 
“from” bus is considered to be Bus k, and the “to” bus is referenced as Bus m.  The 
“from” and “to” bus information is denoted by the subscripts for the parameters. 
 The resistance and reactance are both given in per unit and must be converted to 
their corresponding admittance values as shown in (5.4).  The admittance parameters can 
be simplified to give the conductance (5.5) and susceptance (5.6) terms that can be used 
in the power flow equations in (4.6) to solve for the state of the system.  The shunt terms 
of the line are already given in per unit, but they must be divided by two before applying 
them to the equations, as seen in (4.5).  The power rating of the line is given in MVA, but 
this value is simply converted to per unit using the system power base (𝑆𝐵𝐴𝑆𝐸).  The 
status of each circuit is defined to be zero if the branch is out of service and one if the 





















𝑗𝑏𝑘𝑚 = 𝑗  
−𝑋
𝑅2 + 𝑋2
  (5.6) 
 
5.2  Chapter Summary 
 This chapter describes how the data from the input file is applied to the equations 
used to model the system.  The PTI format is broken into four main parts that are used for 
this research:  Case Identification Data, Bus Data, Generator Data, and Branch Data.  The 
majority of the required information is contained in the last three sections, and the only 
useful piece of information from the Case Identification Data section is the system‟s 
power rating.  The contents of the three larger sections are described in more detail in 
Section 5.1.2 (Bus Data), Section 5.1.3 (Generator Data), and Section 5.1.4 (Branch 
Data).  Now that there is a general understanding for the process of contingency analysis 
(Chapter 3), the QPF model (Chapter 4), and the origin and transformation of the 
system‟s input data (Chapter 5), the details of the formulation of the problem can be 






6 PROBLEM DEFINITION AND FORMULATION____ 
 
Using the QPF model from Chapter 4 to describe a power system and the process 
of contingency analysis as presented in Chapter 3 leads to many sets of systems of 
equations that are involved in the solution process.  It is necessary that a specific structure 
be defined so that these equations are handled in a similar manner.  The structure of the 
state variables and state equations govern the structure of the partial derivative vectors 
and Jacobian matrices used to determine the state of the system, costate vector, and the 
approximated linear slope of the PI curve.  This chapter presents the specific structure of 
these vectors throughout the contingency analysis process.  
6.1  Performance Index Definition 
 The performance index, 𝐽, of the proposed method considers the combination of 
overloads and margins of elements with respect to their given ratings [13].  In particular, 
the performance index for transmission lines in a system is given in (6.1) where the 𝑦𝑘𝑚  
terms are defined for the overloads and margins, respectively, in (6.2) [13].  The variables 
𝑘 and 𝑚 represent the “from” and “to” bus for a given circuit between Bus k and Bus m.  
The range of 𝑘 from zero to n-1 and 𝑚 from k+1 to n is used to denote all possibly 
connected buses and thus all circuits within the system since 𝑛 represents the number of 
buses in the system.  In this proposed index given in (6.1), the overloads and margins are 
defined based on the difference between the square of the current in a particular line and 
the square of the current rating of that line.  The terms are each squared in order to make 
the partial derivatives of the terms with respect to the state variables be of order no 




method presented in this chapter is carried out using a program written in C++ code by 
the author and using Dr. Cokkinides‟ CSpatrix matrix class [14], which is discussed in 
more detail in Appendix A. 
 








  (6.1) 
 
 
𝑦𝑘𝑚 ,𝑜𝑣𝑒𝑟 = 𝑚𝑎𝑥 𝐼𝑘𝑚
2 − 𝐼𝑘𝑚 ,0
2, 0 
𝑦𝑘𝑚 ,𝑚𝑎𝑟𝑔𝑖𝑛 = 𝑚𝑖𝑛 𝐼𝑘𝑚
2 − 𝐼𝑘𝑚 ,0
2, 0 
  (6.2) 
 
6.1.1  Solving for the ykm terms 
 Since the 𝑚𝑎𝑥 and 𝑚𝑖𝑛 functions are not quadratic equations themselves, they 
must be simulated using a set of quadratic equations as given in (6.3) for the overloads 
and (6.4) for the margins [13].  The variables 𝑧1𝑘𝑚  and 𝑧2𝑘𝑚  are introduced to restrict the 
value of 𝑦𝑘𝑚  to be the maximum or minimum values as defined in (6.2) (for overloads 
and margins, respectively), where the value of either 𝑧𝑘𝑚 ,𝑎  or  𝑧𝑘𝑚 ,𝑏  will always be zero 
[13].  For the overloads, the variables 𝑧𝑘𝑚 ,𝑎  and 𝑧𝑘𝑚 ,𝑏  approximate the 𝑚𝑎𝑥 function by 
requiring 𝑧𝑘𝑚 ,𝑎  to be zero if the difference 𝐼𝑘𝑚
2 − 𝐼𝑘𝑚 ,0
2 is positive and non-zero 
otherwise and requiring 𝑧𝑘𝑚 ,𝑏  to be non-zero if the difference 𝐼𝑘𝑚
2 − 𝐼𝑘𝑚 ,0
2 is positive 
and zero otherwise.  Similarly for the margins, the variables 𝑧𝑘𝑚 ,𝑎  and 𝑧𝑘𝑚 ,𝑏  approximate 
the 𝑚𝑖𝑛 function by requiring 𝑧𝑘𝑚 ,𝑎  to be zero if the difference 𝐼𝑘𝑚
2 − 𝐼𝑘𝑚 ,0
2 is negative 
and non-zero otherwise and requiring 𝑧𝑘𝑚 ,𝑏  to be non-zero if the difference 𝐼𝑘𝑚
2 − 𝐼𝑘𝑚 ,0
2 
is negative and zero otherwise.  Solving the systems of equations for 𝑦𝑘𝑚  for the 








𝑦𝑘𝑚 − 𝑧𝑘𝑚 ,𝑎
2 = 𝐼𝑘𝑚
2 − 𝐼𝑘𝑚 ,0
2
𝑦𝑘𝑚 − 𝑧𝑘𝑚 ,𝑏
2 = 0
𝑧𝑘𝑚 ,𝑎𝑧𝑘𝑚 ,𝑏 = 0
  (6.3) 
 
 
𝑦𝑘𝑚 + 𝑧𝑘𝑚 ,𝑎
2 = 𝐼𝑘𝑚
2 − 𝐼𝑘𝑚 ,0
2
𝑦𝑘𝑚 + 𝑧𝑘𝑚 ,𝑏
2 = 0
𝑧𝑘𝑚 ,𝑎𝑧𝑘𝑚 ,𝑏 = 0





  𝑧𝑘𝑚 ,𝑎
2 + 𝑧𝑘𝑚 ,𝑏
2 +  𝐼𝑘𝑚
2 − 𝐼𝑘𝑚 ,0





 − 𝑧𝑘𝑚 ,𝑎
2 + 𝑧𝑘𝑚 ,𝑏
2 +  𝐼𝑘𝑚
2 − 𝐼𝑘𝑚 ,0
2   (6.6) 
 
6.1.2  Calculating the Ikm
2
 terms 
 The complex term 𝐼 𝑘𝑚 , given by (4.6), can be split into real and imaginary 
admittance and voltage components as shown in (6.7).  Equation 6.7 can be further 
simplified to obtain real and imaginary current components as given in (6.8), which can 
be combined as in (6.9) and (6.10) to give the 𝐼𝑘𝑚
2 rating term for each circuit.  The real 
and imaginary voltage values for Bus k and Bus m ends of the line (𝑉𝑘 ,𝑟𝑒𝑎𝑙 , 𝑉𝑘 ,𝑖𝑚𝑎𝑔  and 
𝑉𝑚 ,𝑟𝑒𝑎𝑙 , 𝑉𝑚 ,𝑖𝑚𝑎𝑔 , respectively) become state variables, and the 𝐼𝑘𝑚
2 term becomes a 





𝐼 𝑘𝑚 =  𝑔𝑘𝑚 + 𝑗𝑏𝑘𝑚 + 𝑗𝐵𝑘𝑚   𝑉𝑘 ,𝑟𝑒𝑎𝑙 + 𝑗𝑉𝑘 ,𝑖𝑚𝑎𝑔  




𝐼𝑘𝑚 ,𝑟𝑒𝑎𝑙 = 𝑔𝑘𝑚𝑉𝑘 ,𝑟𝑒𝑎𝑙 −  𝑏𝑘𝑚 + 𝐵𝑘𝑚  𝑉𝑘 ,𝑖𝑚𝑎𝑔 − 𝑔𝑘𝑚𝑉𝑚 ,𝑟𝑒𝑎𝑙 + 𝑏𝑘𝑚𝑉𝑚 ,𝑖𝑚𝑎𝑔
𝐼𝑘𝑚 ,𝑖𝑚𝑎𝑔 =  𝑏𝑘𝑚 + 𝐵𝑘𝑚  𝑉𝑘 ,𝑟𝑒𝑎𝑙 + 𝑔𝑘𝑚𝑉𝑘 ,𝑖𝑚𝑎𝑔 − 𝑏𝑘𝑚𝑉𝑚 ,𝑟𝑒𝑎𝑙 − 𝑔𝑘𝑚𝑉𝑚 ,𝑖𝑚𝑎𝑔
  (6.8) 
 
𝐼𝑘𝑚
2 = 𝐼𝑘𝑚 ,𝑟𝑒𝑎𝑙




2 =  𝑔𝑘𝑚
2 + 𝑏𝑘𝑚
2  𝑉𝑘 ,𝑟𝑒𝑎𝑙 − 𝑉𝑚 ,𝑟𝑒𝑎𝑙  
2







+ 2 𝑏𝑘𝑚 − 𝑔𝑘𝑚   𝑏𝑘𝑚 + 𝐵𝑘𝑚   𝑉𝑘 ,𝑟𝑒𝑎𝑙 − 𝑉𝑚 ,𝑟𝑒𝑎𝑙  𝑉𝑘 ,𝑖𝑚𝑎𝑔
− 2 𝑔𝑘𝑚 + 𝑏𝑘𝑚   𝑏𝑘𝑚 + 𝐵𝑘𝑚  𝑉𝑘 ,𝑖𝑚𝑎𝑔 𝑉𝑚 ,𝑖𝑚𝑎𝑔  
(6.10) 
 
6.1.3  Calculating the Ikm,0
2
 terms 
 The 𝐼𝑘𝑚 ,0
2 terms in (6.3) and (6.4) are easily computed since the MVA rating of 
the line (𝑅𝐴𝑇𝐸𝐴) value is given by the input file.  Since the value imported from the 
input file is given in MVA, the value must be converted to per unit using the three-phase 
system power base (𝑆𝐵𝐴𝑆𝐸).  The system power base is also given in the input file, 
though, so this conversion is simple after the data has been read from the file and before 
calculations are made. 
6.2  Solving for the State of the System 
 In order to solve for the state of the given power system, there are two main 
combinations of input data that must be processed.  Before any components for 
calculations can be made, the structure of the state variables of the system, 𝑥, (i.e. the 




defines the structure of the two main components.  The first main component is a vector 
of the state equations, 𝒈(𝒙), which are based on the topology of the system and the QPF 
model for the branches, generators, and bus loads as given in Chapter 4.  Next, the 
Jacobian matrix (𝒈𝒙(𝒙) or 𝜕𝒈(𝒙) 𝜕𝒙 ) is formed, which is the partial derivative of each 
of the power flow equations with respect to the state variables.  The Jacobian uses the 
same order of the power flow equations and state variables vectors.  After these 
components are calculated, the iterative process of Newton-Raphson Method (3.4) starts 
to converge on a final solution, whose values are used in the following analysis.   
6.2.1  Forming the State Power Flow Equations 
 The power flow equations include the sum of the real and imaginary current 
components at each bus and any additional equations required by generators and constant 
power loads at buses.  There are current equation contributions from the QPF generator 
and bus load models, so the current equations from these elements must be combined 
with the branch circuit equations. 
Branch Equations 
 The branch equations that contribute to the power flow equations are composed of 
current equations only.  Equation 4.7 gave the phasor representation of the current from 
Bus k along the circuit branch from Bus k to Bus m.  This complex representation can be 
divided into real and imaginary components, which are given in (6.8) in terms of the 
circuit elements (admittance and shunt terms). 
Generator Equations 
 The generator equations contain both current equations and two additional 
equations depending on the mode of the generator.  The complex current equation given 




(6.11).  The equations in (6.11) are written in terms of the admittance of the generator 
(𝑏𝑔𝑘 ), the real and imaginary components of the generator‟s voltage (𝐸𝑘 ,𝑟𝑒𝑎𝑙  and 𝐸𝑘 ,𝑖𝑚𝑎𝑔 , 
respectively), and the real and imaginary components of the bus voltage (𝑉𝑘 ,𝑟𝑒𝑎𝑙  and 
𝑉𝑘 ,𝑖𝑚𝑎𝑔 , respectively) to which the generator is connected. 
 
𝐼𝑘 ,𝑟𝑒𝑎𝑙 = 𝑏𝑔𝑘  𝐸𝑘 ,𝑖𝑚𝑎𝑔 − 𝑉𝑘 ,𝑖𝑚𝑎𝑔  
𝐼𝑘 ,𝑖𝑚𝑎𝑔 = 𝑏𝑔𝑘  𝑉𝑘 ,𝑟𝑒𝑎𝑙 − 𝐸𝑘 ,𝑟𝑒𝑎𝑙  
  (6.11) 
PQ Mode Generator 
 A generator operating in PQ Mode has two additional equations that come from 
expanding (4.8) into real and imaginary components as shown in (6.12).  The equations 
in (6.12) consider the same variables as the current equations in (6.11) and use 
additionally the values of the specified real and reactive power (𝑃𝑘 ,𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑒𝑑  and 
𝑄𝑘 ,𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑒𝑑 , respectively) that are to be maintained by the generator. 
 
𝑏𝑔𝑘  𝑉𝑘 ,𝑟𝑒𝑎𝑙 𝐸𝑘 ,𝑖𝑚𝑎𝑔 − 𝑉𝑘 ,𝑖𝑚𝑎𝑔 𝐸𝑘 ,𝑟𝑒𝑎𝑙  + 𝑃𝑘 ,𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑒𝑑 = 0
𝑏𝑔𝑘   𝑉𝑘 ,𝑟𝑒𝑎𝑙 𝐸𝑘 ,𝑟𝑒𝑎𝑙 + 𝑉𝑘 ,𝑖𝑚𝑎𝑔 𝐸𝑘 ,𝑖𝑚𝑎𝑔  −  𝑉𝑘 ,𝑟𝑒𝑎𝑙
2 + 𝑉𝑘 ,𝑖𝑚𝑎𝑔
2  + 𝑄𝑘 ,𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑒𝑑 = 0
  (6.12) 
PV Mode Generator 
 A generator operating in PV Mode needs two additional equations as given in 
(4.9).  The equations can be simplified by solving for the real part of the expression given 
in the top equation and are shown in (6.13).  The equations in (6.13) consider the same 
variables as the current equations in (6.11) and also require the values of the specified 
real power and bus voltage (𝑃𝑘 ,𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑒𝑑  and 𝑉𝑘 ,𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑒𝑑 , respectively) that are to be 
maintained by the generator. 
 
𝑏𝑔𝑘  𝑉𝑘 ,𝑟𝑒𝑎𝑙 𝐸𝑘 ,𝑖𝑚𝑎𝑔 − 𝑉𝑘 ,𝑖𝑚𝑎𝑔 𝐸𝑘 ,𝑟𝑒𝑎𝑙  + 𝑃𝑘 ,𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑒𝑑 = 0
𝑉𝑘 ,𝑟𝑒𝑎𝑙
2 + 𝑉𝑘 ,𝑖𝑚𝑎𝑔
2 − 𝑉𝑘 ,𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑒𝑑
2 = 0





Bus Load Equations 
 Similar to the generator equations, the model for the constant power bus load 
requires both real and imaginary current component equations and two additional 
equations.  The complex current equation given in (4.10) can be divided into real and 
imaginary current components, which are given in (6.14).  The equations in (6.14) are 
written in terms of the nominal load conductance and susceptance (𝑔𝑑𝑛𝑘 and 𝑏𝑑𝑛𝑘 , 
respectively), the state variable 𝑢1𝑘 , and the bus real and imaginary voltage components 
(𝑉𝑘 ,𝑟𝑒𝑎𝑙  and 𝑉𝑘 ,𝑖𝑚𝑎𝑔 , respectively).  The two additional equations in (4.11) also apply and 
are restated in (6.15) for convenience where 𝑢2𝑘  is a state variable and 𝑃𝑑𝑘  is the real 
load power.  The additional variables 𝑢1𝑘  and 𝑢2𝑘  will be referred to as the “u-variables.” 
 
𝐼𝑑𝑘 ,𝑟𝑒𝑎𝑙 =  1 + 𝑢1𝑘  𝑔𝑑𝑛𝑘𝑉𝑘,𝑟𝑒𝑎𝑙 − 𝑏𝑑𝑛𝑘𝑉𝑘 ,𝑖𝑚𝑎𝑔  
𝐼𝑑𝑘 ,𝑖𝑚𝑎𝑔 =  1 + 𝑢1𝑘  𝑏𝑑𝑛𝑘𝑉𝑘 ,𝑟𝑒𝑎𝑙 + 𝑔𝑑𝑛𝑘𝑉𝑘 ,𝑖𝑚𝑎𝑔  
  (6.14) 
 
 
𝑔𝑑𝑛 ,𝑘𝑢2𝑘 1 + 𝑢1𝑘 − 𝑃𝑑𝑘 = 0
𝑢2𝑘 − (𝑉𝑘 ,𝑟𝑒𝑎𝑙
2 + 𝑉𝑘 ,𝑖𝑚𝑎𝑔
2) = 0
  (6.15) 
6.2.2  Structure of the State Variables Vector 
 The state variables include all non-specified parameters from the power flow 
equations.  From the QPF model of a circuit branch between Bus k and Bus m, the real 
and imaginary components of the Bus k voltages are unknown (𝑉𝑘 ,𝑟𝑒𝑎𝑙  and 𝑉𝑘 ,𝑖𝑚𝑎𝑔 , 
respectively) as well as the real and imaginary components of the Bus m voltages (𝑉𝑚 ,𝑟𝑒𝑎𝑙  
and 𝑉𝑚 ,𝑖𝑚𝑎𝑔 , respectively).  From the QPF model of a generator at Bus k (either mode PQ 
or PV), the unknown variables include the real and imaginary components of the voltage 
at Bus k (𝑉𝑘 ,𝑟𝑒𝑎𝑙  and 𝑉𝑘 ,𝑖𝑚𝑎𝑔 , respectively) and the real and imaginary components of the 
generator voltage (𝐸𝑘 ,𝑟𝑒𝑎𝑙  and 𝐸𝑘 ,𝑖𝑚𝑎𝑔 , respectively).  From the QPF model of a constant 




components of the voltage at Bus k (𝑉𝑘 ,𝑟𝑒𝑎𝑙  and 𝑉𝑘 ,𝑖𝑚𝑎𝑔 , respectively) and the u-variables 
(𝑢1𝑘  and 𝑢2𝑘).  The state variables (𝒙) are therefore arranged as shown in (6.16).  This 
notation assumes the slack bus is considered to be Bus 0 and there are 𝑛 buses so that the 
real and imaginary bus voltage components listed include 𝑉1 through 𝑉𝑛−1.  Furthermore, 
it is assumed that the number of generators is 𝑔 so that the number of generators included 
are 𝐸1 through 𝐸𝑔−1.   Lastly, it is also assumed that the number of constant power bus 
loads is 𝑑 so that the u-variables listed include 𝑢1 through 𝑢𝑑−1.  It should be noted that 
the notation of 𝐸1 and 𝑢1 does not necessarily require there to be a generator and/or bus 
load at the same bus that corresponds to 𝑉1; it is simply an indication of the first generator 

















































6.2.3  Structure of the State Equations Vector 
Current Equations 
 Since all elements of the power system have components that contribute to the 




KCL.  As shown in Figure 6.1, at each bus there could be one or more transmission lines 
connected, an equivalent generator, and an equivalent bus load with current directions 
defined as they were in the QPF model for each element and as shown in Figure 6.1.  The 
term “equivalent” used to describe generators and bus loads at a bus refers to the fact that 
multiple of either element type at a single bus can be combined to form one equivalent 
element of each type.  Since all currents are defined as pointing out of the bus in Figure 
6.1, the sum of these currents must be zero according to KCL and as demonstrated in 
(6.17).  Although there is only one transmission line model shown in Figure 6.1, there 
could be several, which is accounted for in (6.17) with the sum of all 𝐼 𝑘𝑚  for any line to 
any Bus m that is connected from Bus k.  Equation 6.17 is reduced to give the power flow 
equations at each bus for the real and imaginary current components as shown in (6.18).  
Applying the real and imaginary current contributions from the QPF models for a circuit 
branch (6.8), generator (6.11), and bus load (6.14) gives a final form as shown in (6.19) 







Figure 6.1. Combination of QPF Model's currents at Bus k. 
 
 
 𝐼 𝑘 =   𝐼 𝑘𝑚
∀𝑚









  𝐼𝑘 ,𝑟𝑒𝑎𝑙 =   𝐼𝑘 ,𝑟𝑒𝑎𝑙
∀𝑚
 +  𝐼𝑑𝑘 ,𝑟𝑒𝑎𝑙  +  𝐼𝑘 ,𝑟𝑒𝑎𝑙  = 0
 𝐼𝑘 ,𝑖𝑚𝑎𝑔 =   𝐼𝑘 ,𝑖𝑚𝑎𝑔
∀𝑚
 +  𝐼𝑑𝑘 ,𝑖𝑚𝑎𝑔  +  𝐼𝑘 ,𝑖𝑚𝑎𝑔  = 0
  (6.18) 
 
 𝐼𝑘 ,𝑟𝑒𝑎𝑙 =  𝑔𝑘𝑚𝑉𝑘 ,𝑟𝑒𝑎𝑙 −  𝑏𝑘𝑚 + 𝐵𝑘𝑚  𝑉𝑘 ,𝑖𝑚𝑎𝑔 − 𝑔𝑘𝑚𝑉𝑚 ,𝑟𝑒𝑎𝑙
∀𝑚
+ 𝑏𝑘𝑚𝑉𝑚 ,𝑖𝑚𝑎𝑔  +  𝑏𝑔𝑘  𝐸𝑘 ,𝑖𝑚𝑎𝑔 − 𝑉𝑘 ,𝑖𝑚𝑎𝑔   
+   1 + 𝑢1𝑘  𝑔𝑑𝑛𝑘𝑉𝑘,𝑟𝑒𝑎𝑙 − 𝑏𝑑𝑛𝑘𝑉𝑘 ,𝑖𝑚𝑎𝑔    
(6.19) 
 
 𝐼𝑘 ,𝑖𝑚𝑎𝑔 =   𝑏𝑘𝑚 + 𝐵𝑘𝑚  𝑉𝑘 ,𝑟𝑒𝑎𝑙 + 𝑔𝑘𝑚𝑉𝑘 ,𝑖𝑚𝑎𝑔 − 𝑏𝑘𝑚𝑉𝑚 ,𝑟𝑒𝑎𝑙
∀𝑚
− 𝑔𝑘𝑚𝑉𝑚 ,𝑖𝑚𝑎𝑔  +  𝑏𝑔𝑘  𝑉𝑘,𝑟𝑒𝑎𝑙 − 𝐸𝑘 ,𝑟𝑒𝑎𝑙   




 The additional equations in the list of state equations follow the current equations 
for all the buses.  These additional equations come from the generators and bus loads in 
the system as given in (6.12) and (6.13) for the generators (PQ and PV, respectively) and 
in (6.15) for the bus loads. 
Overall Structure 
 The overall structure for the state equations vector (𝒈(𝒙)) is shown in (6.21) as a 
combination of the current equations and the additional equations.  The vector‟s structure 




additional bus load equations.  As seen in (6.21) , the current equations for all currents 
flowing from all buses (except the slack bus) are listed first, followed by all generator 
additional equations second, which is followed by the additional bus load equations for 
each bus load given at the end.  This structure parallels the structure of the state variables 
given in (6.16).  Also similar to the notation in (6.16), there are assumed to be 𝑛 buses, 𝑔 
generators (includes both PQ and PV types), and 𝑑 constant power bus loads.  The 
subscripts of the generators and bus load equations do not correspond to the matching 
current equations but simply indicate the position of the generator and bus load relative to 
each group.  Also, the second equation for each additional generator equation 𝐺𝜅  depends 






















 𝒈1 𝒙 =  𝐼1,𝑟𝑒𝑎𝑙 = 0
𝒈2 𝒙 =  𝐼1,𝑖𝑚𝑎𝑔 = 0
⋮
𝒈2𝑛−1 𝒙 =  𝐼𝑛−1,𝑟𝑒𝑎𝑙 = 0
𝒈2𝑛 𝒙 =  𝐼𝑛−1,𝑖𝑚𝑎𝑔 = 0
𝒈2𝑛+1 𝒙 = 𝑏𝑔1 𝑉1,𝑟𝑒𝑎𝑙 𝐸1,𝑖𝑚𝑎𝑔 − 𝑉1,𝑖𝑚𝑎𝑔 𝐸1,𝑟𝑒𝑎𝑙  + 𝑃1,𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑒𝑑 = 0
𝒈2𝑛+2 𝒙 = 𝐺1 = 0
⋮
𝒈2𝑛+2𝑔−1 𝒙 = 𝑏𝑔,𝑔−1 𝑉𝑔−1,𝑟𝑒𝑎𝑙 𝐸𝑔−1,𝑖𝑚𝑎𝑔 − 𝑉𝑔−1,𝑖𝑚𝑎𝑔 𝐸𝑔−1,𝑟𝑒𝑎𝑙  + 𝑃𝑔−1,𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑒𝑑 = 0
𝒈2𝑛+2𝑔 𝒙 = 𝐺𝑔−1 = 0
𝒈2𝑛+2𝑔+1 𝒙 = 𝑔𝑑𝑛 ,1𝑢2,1 1 + 𝑢1,1 − 𝑃𝑑𝑛 ,1 = 0




𝒈2𝑛+2𝑔+2𝑑−1 𝒙 = 𝑔𝑑𝑛 ,𝑑−1𝑢2,𝑑−1 1 + 𝑢1,𝑑−1 − 𝑃𝑑𝑛 ,𝑑−1 = 0
𝒈2𝑛+2𝑔+2𝑑 𝒙 = 𝑢2,𝑑−1 −  𝑉𝑑−1,𝑟𝑒𝑎𝑙
2 + 𝑉𝑑−1,𝑖𝑚𝑎𝑔























𝐺𝜅 =  𝑏𝑔𝜅   𝑉𝜅 ,𝑟𝑒𝑎𝑙 𝐸𝜅 ,𝑟𝑒𝑎𝑙 + 𝑉𝜅 ,𝑖𝑚𝑎𝑔 𝐸𝜅 ,𝑖𝑚𝑎𝑔  −  𝑉𝜅 ,𝑟𝑒𝑎𝑙
2 + 𝑉𝜅 ,𝑖𝑚𝑎𝑔
2  
+ 𝑄𝜅 ,𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑒𝑑   or  𝑉𝜅 ,𝑟𝑒𝑎𝑙
2 + 𝑉𝜅 ,𝑖𝑚𝑎𝑔







6.2.4  Structure of the Jacobian Matrix 
 The Jacobian matrix (𝒈𝒙(𝒙)) contains the partial derivatives of all state equations 
with respect to all state variables.  Each row is given as shown in (6.23) for values of 
𝜅 =  1,… , (2𝑛 + 2𝑔 + 2𝑑) .  The Jacobian matrix is square with size (2𝑛 + 2𝑔 + 2𝑑).  
The first (2𝑛 × 2𝑛) terms are denser than the rest of the matrix, but the matrix overall is 
quite sparse with mostly entries of zero. 










  (6.23) 
 
6.3  Solving for the Costate Vector 
 The costate vector (𝒙 𝑻) also requires the state equations vector (𝒈(𝒙)) and state 
variables vector (𝒙) but additionally requires the PI definition, as shown in (3.5).  
Specifically, the vector of partial derivatives of the performance index with respect to the 
state variables (𝒇𝒙) and the matrix of partial derivatives of the state equations with 
respect to the state variables (𝒈𝒙(𝒙)), are used to calculate the costate vector.  Though the 
state equations and Jacobian use the same terminology as was used when solving for the 
state of the system, the set of state equations in this part of the process are augmented.  
The set of state equations also now includes a set of three equations (referred to as the 
“y,z equations”) for every branch.  This set of three equations are required in order to 
reproduce the 𝑚𝑎𝑥 and 𝑚𝑖𝑛 functions used in the definition of the PI and are given in 
(6.3) for the overloads definition and (6.4) for the margins definition. 
 From this point in the solution process moving forward, there are two separate 
calculations made – one for the overloads and one for the margins.  Most of the values do 
not change, but they must be kept separate since the definitions of each PI are not 
completely equal.  The only difference between the two index definitions is the sign (+ or 




6.3.1  Additional y,z Equations from Performance Index Definition 
 The y,z equations are added to the previous set of state equations to give the new, 
augmented state equations.  The equations given in (6.21) remain without any changes 
and are listed before the y,z equations.  The set of y,z equations added to each set of state 
equations will depend on whether the definition is for the overloads or margins index.  
The PI for the overloads will include y,z equations of the form given in (6.3) at the end of 
the state equations vector, while the PI for the margins will include y,z equations of the 
form given in (6.4). 
6.3.2  Structure of the State Variables Vector 
 The state variables vector in this section of calculations (𝒙𝑷𝑰) includes all the 
variables given in (6.16) since all the state equations used previously also apply now.  It 
is also augmented to include variables from the y,z equations at the end.  Since the 
variables in each set of y,z equations are the same for each PI definition, it is the same for 
both the overloads and the margins and is shown in (6.24).  All the same assumptions are 
made (𝑛 buses, 𝑔 generators, 𝑑 bus loads), and additionally, it is assumed there are 𝛽 
branches.  Similarly, the notation for the subscripts of the 𝑦 and 𝑧 variables indicates only 
the connection between the first and second buses that are connected and does not 
necessarily indicate the buses whose bus voltage real and imaginary components 
corresponding to 𝑉1 and 𝑉2 are connected.  For example, if the first three buses listed in 
the input data file‟s Bus Data Information section are given as “Bus 10,” “Bus 20,” and 
“Bus 30,” their bus magnitude variables would be 𝑉10,𝑟𝑒𝑎𝑙  and 𝑉10,𝑖𝑚𝑎𝑔  for Bus 10, 
𝑉20,𝑟𝑒𝑎𝑙  and 𝑉20,𝑖𝑚𝑎𝑔  for Bus 20, and 𝑉30,𝑟𝑒𝑎𝑙  and 𝑉30,𝑖𝑚𝑎𝑔 for Bus 30.  In the Branch Data 
Information section of the input file, Bus 10 and Bus 20 may not be connected, so it may 
be that the first connection listed is between Bus 20 and Bus 30.  Using the described 




although Bus 20 and Bus 30 are not the first and second buses, respectively, that are 








































































6.3.3  Structure of the Contingency State Equations Vector 
 The new set of state equations for the overloads and margins must both be 
augmented to include the corresponding y,z equations.  The set of state equations for the 
overloads (𝒈𝒐𝒗𝒆𝒓(𝒙𝑷𝑰)) are given in (6.25), and the set of state equations for the margins 
(𝒈𝒎𝒂𝒓𝒈𝒊𝒏(𝒙𝑷𝑰)) are given in (6.26).  In the row 𝒈𝒐𝒗𝒆𝒓,2𝑛+2𝑔−1 𝒙𝑷𝑰  of (6.25), the term 
𝑃𝑔−1,𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑒𝑑  is shortened to 𝑃𝑔−1,𝑠𝑝𝑒𝑐  for space-saving reasons.  Similarly, in (6.26), the 
row 𝒈𝒎𝒂𝒓,2𝑛+2𝑔−1 𝒙𝑷𝑰  has the same simplification, and additionally, the subscript 
“margin” is shortened to “mar.”  The shortened subscript is also used in (6.26) for the 


































 𝒈𝒐𝒗𝒆𝒓,1 𝒙𝑷𝑰 =  𝐼1,𝑟𝑒𝑎𝑙 = 0
𝒈𝒐𝒗𝒆𝒓,2 𝒙𝑷𝑰 =  𝐼1,𝑖𝑚𝑎𝑔 = 0
⋮
𝒈𝒐𝒗𝒆𝒓,2𝑛−1 𝒙𝑷𝑰 =  𝐼𝑛−1,𝑟𝑒𝑎𝑙 = 0
𝒈𝒐𝒗𝒆𝒓,2𝑛 𝒙𝑷𝑰 =  𝐼𝑛−1,𝑖𝑚𝑎𝑔 = 0
𝒈𝒐𝒗𝒆𝒓,2𝑛+1 𝒙𝑷𝑰 = 𝑏𝑔1 𝑉1,𝑟𝑒𝑎𝑙 𝐸1,𝑖𝑚𝑎𝑔 − 𝑉1,𝑖𝑚𝑎𝑔 𝐸1,𝑟𝑒𝑎𝑙  + 𝑃1,𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑒𝑑 = 0
𝒈𝒐𝒗𝒆𝒓,2𝑛+2 𝒙𝑷𝑰 = 𝐺1 = 0
⋮
𝒈𝒐𝒗𝒆𝒓,2𝑛+2𝑔−1 𝒙𝑷𝑰 = 𝑏𝑔,𝑔−1 𝑉𝑔−1,𝑟𝑒𝑎𝑙 𝐸𝑔−1,𝑖𝑚𝑎𝑔 − 𝑉𝑔−1,𝑖𝑚𝑎𝑔 𝐸𝑔−1,𝑟𝑒𝑎𝑙  + 𝑃𝑔−1,𝑠𝑝𝑒𝑐 = 0
𝒈𝒐𝒗𝒆𝒓,2𝑛+2𝑔 𝒙𝑷𝑰 = 𝐺𝑔−1 = 0
𝒈𝒐𝒗𝒆𝒓,2𝑛+2𝑔+1 𝒙𝑷𝑰 = 𝑔𝑑𝑛 ,1𝑢2,1 1 + 𝑢1,1 − 𝑃𝑑𝑛 ,1 = 0




𝒈𝒐𝒗𝒆𝒓,2𝑛+2𝑔+2𝑑−1 𝒙𝑷𝑰 = 𝑔𝑑𝑛 ,𝑑−1𝑢2,𝑑−1 1 + 𝑢1,𝑑−1 − 𝑃𝑑𝑛 ,𝑑−1 = 0
𝒈𝒐𝒗𝒆𝒓,2𝑛+2𝑔+2𝑑 𝒙𝑷𝑰 = 𝑢2,𝑑−1 −  𝑉𝑑−1,𝑟𝑒𝑎𝑙
2 + 𝑉𝑑−1,𝑖𝑚𝑎𝑔
2 = 0
𝒈𝒐𝒗𝒆𝒓,2𝑛+2𝑔+2𝑑+1 𝒙𝑷𝑰 = 𝑦1,2 − 𝑧1,2,𝑎




𝒈𝒐𝒗𝒆𝒓,2𝑛+2𝑔+2𝑑+2 𝒙𝑷𝑰 = 𝑦1,2 − 𝑧1,2,𝑏
2 = 0
𝒈𝒐𝒗𝒆𝒓,2𝑛+2𝑔+2𝑑+3 𝒙𝑷𝑰 = 𝑧1,2,𝑎𝑧1,2,𝑏 = 0
⋮
𝒈𝒐𝒗𝒆𝒓,2𝑛+2𝑔+2𝑑+3𝛽−2 𝒙𝑷𝑰 = 𝑦𝛽−2,𝛽−1 − 𝑧𝛽−2,𝛽−1,𝑎




𝒈𝒐𝒗𝒆𝒓,2𝑛+2𝑔+2𝑑+3𝛽−1 𝒙𝑷𝑰 = 𝑦𝛽−2,𝛽−1 − 𝑧𝛽−2,𝛽−1,𝑏
2 = 0


































































 𝒈𝒎𝒂𝒓𝒈𝒊𝒏,1 𝒙𝑷𝑰 =  𝐼1,𝑟𝑒𝑎𝑙 = 0
𝒈𝒎𝒂𝒓𝒈𝒊𝒏,2 𝒙𝑷𝑰 =  𝐼1,𝑖𝑚𝑎𝑔 = 0
⋮
𝒈𝒎𝒂𝒓𝒈𝒊𝒏,2𝑛−1 𝒙𝑷𝑰 =  𝐼𝑛−1,𝑟𝑒𝑎𝑙 = 0
𝒈𝒎𝒂𝒓𝒈𝒊𝒏,2𝑛 𝒙𝑷𝑰 =  𝐼𝑛−1,𝑖𝑚𝑎𝑔 = 0
𝒈𝒎𝒂𝒓𝒈𝒊𝒏,2𝑛+1 𝒙𝑷𝑰 = 𝑏𝑔1 𝑉1,𝑟𝑒𝑎𝑙 𝐸1,𝑖𝑚𝑎𝑔 − 𝑉1,𝑖𝑚𝑎𝑔 𝐸1,𝑟𝑒𝑎𝑙  + 𝑃1,𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑒𝑑 = 0
𝒈𝒎𝒂𝒓𝒈𝒊𝒏,2𝑛+2 𝒙𝑷𝑰 = 𝐺1 = 0
⋮
𝒈𝒎𝒂𝒓,2𝑛+2𝑔−1 𝒙𝑷𝑰 = 𝑏𝑔,𝑔−1 𝑉𝑔−1,𝑟𝑒𝑎𝑙 𝐸𝑔−1,𝑖𝑚𝑎𝑔 − 𝑉𝑔−1,𝑖𝑚𝑎𝑔 𝐸𝑔−1,𝑟𝑒𝑎𝑙  + 𝑃𝑔−1,𝑠𝑝𝑒𝑐 = 0
𝒈𝒎𝒂𝒓𝒈𝒊𝒏,2𝑛+2𝑔 𝒙𝑷𝑰 = 𝐺𝑔−1 = 0
𝒈𝒎𝒂𝒓𝒈𝒊𝒏,2𝑛+2𝑔+1 𝒙𝑷𝑰 = 𝑔𝑑𝑛 ,1𝑢2,1 1 + 𝑢1,1 − 𝑃𝑑𝑛 ,1 = 0




𝒈𝒎𝒂𝒓𝒈𝒊𝒏,2𝑛+2𝑔+2𝑑−1 𝒙𝑷𝑰 = 𝑔𝑑𝑛 ,𝑑−1𝑢2,𝑑−1 1 + 𝑢1,𝑑−1 − 𝑃𝑑𝑛 ,𝑑−1 = 0
𝒈𝒎𝒂𝒓𝒈𝒊𝒏,2𝑛+2𝑔+2𝑑 𝒙𝑷𝑰 = 𝑢2,𝑑−1 −  𝑉𝑑−1,𝑟𝑒𝑎𝑙
2 + 𝑉𝑑−1,𝑖𝑚𝑎𝑔
2 = 0
𝒈𝒎𝒂𝒓𝒈𝒊𝒏,2𝑛+2𝑔+2𝑑+1 𝒙𝑷𝑰 = 𝑦1,2 + 𝑧1,2,𝑎
2 −  𝐼1,2
2 − 𝐼1,2,0
2 = 0
𝒈𝒎𝒂𝒓𝒈𝒊𝒏,2𝑛+2𝑔+2𝑑+2 𝒙𝑷𝑰 = 𝑦1,2 + 𝑧1,2,𝑏
2 = 0
𝒈𝒎𝒂𝒓𝒈𝒊𝒏,2𝑛+2𝑔+2𝑑+3 𝒙𝑷𝑰 = 𝑧1,2,𝑎𝑧1,2,𝑏 = 0
⋮
𝒈𝒎𝒂𝒓,2𝑛+2𝑔+2𝑑+3𝛽−2 𝒙𝑷𝑰 = 𝑦𝛽−2,𝛽−1 + 𝑧𝛽−2,𝛽−1,𝑎
2 −  𝐼𝛽−2,𝛽−1
2 − 𝐼𝛽−2,𝛽−1,0
2 = 0
𝒈𝒎𝒂𝒓𝒈𝒊𝒏,2𝑛+2𝑔+2𝑑+3𝛽−1 𝒙𝑷𝑰 = 𝑦𝛽−2,𝛽−1 + 𝑧𝛽−2,𝛽−1,𝑏
2 = 0
































6.3.4  Structure of the Contingency Jacobian Matrix 
 The Jacobian matrix (𝒈𝒙𝑷𝑰(𝒙𝑷𝑰)), like the state equations and state variables, is 
also augmented by the additional y,z equations in this part of the solution process since 
the state equations and state variables have been augmented.  There are also two Jacobian 
matrices that must be formed – one for the case of the overloads (𝒈𝒐𝒗𝒆𝒓,𝒙𝑷𝑰(𝒙𝑷𝑰)) and one 
for the margins (𝒈𝒎𝒂𝒓𝒈𝒊𝒏,𝒙𝑷𝑰(𝒙𝑷𝑰)).  As before, the Jacobian is a square matrix, but here 
its size is  2𝑛 + 2𝑔 + 2𝑑 + 3𝛽 .  The structure for row 𝜅 of the Jacobian for the 
overloads PI is given in (6.27), and the structure for the margins PI is given in (6.28) 




extremely sparse with the section (2𝑛 × 2𝑛) still being the densest in the matrix.  The 






























6.4  Calculation of ∆J for Contingencies 
 After the costate vector is calculated, the calculation of the value of ∆J for each 
contingency case is relatively simple.  The only elements left to find are the partial 
derivatives of the state equations (for both the overloads and the margins) with respect to 
each control variable (𝒈𝒐𝒗𝒆𝒓,𝑢𝑐(𝒙𝑷𝑰) and 𝒈𝒎𝒂𝒓𝒈𝒊𝒏,𝑢𝑐(𝒙𝑷𝑰), respectively) and the partial 
derivative of each PI with respect to each control variable.  The partial derivatives of the 
state equations are in vector form, which is then multiplied by the costate vector to give a 
scalar result.  The partial derivative of the performance indices for each control variable 
is a scalar already, so the difference of the two can be taken easily as seen in (3.6).  As 
shown in Figure 3.1, the only terms affected by the control variables are the circuit 
branch contributions for both the state equations and the PI definitions. 
6.4.1  Structure of df/du 
 The only circuit branch terms of each PI (overloads and margins) can be found in 
the 𝐼𝑘𝑚




variables explicitly included, the equation can be written as (6.29) and (6.30) (for 
overloads and margins, respectively) for each branch contingency for the branch between 
Bus k and Bus m.  The control variable 𝑢𝑐(𝑘 ,𝑚) is added to show the dependence of the 
equation on the control variable.  Since these terms are the same for both the overloads 
and the margins, only one value is calculated.  The form for each 𝑓𝑢𝑐(𝒙𝑷𝑰) is therefore 
shown in (6.31) since the 𝐼𝑘𝑚
2 term is the only term with the contributions of the circuit 




  𝑧𝑘𝑚 ,𝑎
2 + 𝑧𝑘𝑚 ,𝑏
2 +  𝑢𝑐 ,(𝑘 ,𝑚)
2  𝐼𝑘𝑚
2𝑢𝑘𝑚
2 − 𝐼𝑘𝑚 ,0





 − 𝑧𝑘𝑚 ,𝑎
2 + 𝑧𝑘𝑚 ,𝑏
2 +  𝑢𝑐 ,(𝑘 ,𝑚)
2  𝐼𝑘𝑚
2𝑢𝑘𝑚
2 − 𝐼𝑘𝑚 ,0
2   (6.30) 
 
𝑓𝑢𝑐 𝒙𝑷𝑰 = 𝐼𝑘𝑚
2 (6.31) 
6.4.2  Structure of dg/du 
 The 𝒈𝑢𝑐(𝒙𝑷𝑰) vector must be found for every contingency control variable 𝑢𝑐 , 
and it is found by taking the partial derivatives of each state equation with respect to a 
given control variable.  There are only five equations for each contingency where the 
control variable contributions can be found.  Four of those equations that have control 
variable contributions for 𝑢𝑐(𝑘 ,𝑚) (where the branch is from Bus k to Bus m) are those 
listed in the real and imaginary current components for both the “from” and the “to” side 
currents.   These equations are found in (6.8) and are reformatted to show the dependence 
on 𝑢𝑐(𝑘 ,𝑚) as shown in (6.32) for the “from” side real and imaginary current components, 
respectively.  The subscripts are shortened to “r” instead of “real,” and “i” instead of 
“imag” to save space.  The fifth contribution of a given control variable 𝑢𝑐(𝑘 ,𝑚) comes 
from the 𝐼𝑘𝑚




Rewriting (6.32) as (6.33) shows the 𝐼𝑘𝑚
2 term depends on the square of the control 
variable.  Therefore the overall structure of 𝒈𝑢𝑐(𝑘 ,𝑚 )(𝒙𝑷𝑰) for a given contingency on the 
branch between Bus k and Bus m is given in (6.34).  The vector 𝒈𝑢𝑐(𝑘 ,𝑚 )(𝒙𝑷𝑰) has size 
  2𝑛 + 2𝑔 + 2𝑑 + 3𝛽 × 1  with non-zero terms in the real and imaginary current 
equations corresponding to the 𝑘𝑡𝑕  and 𝑚𝑡𝑕  bus as well as the branch equation 
corresponding to the branch (𝑘,𝑚).  The branch equation, which is the opposite sign of  
𝐼𝑘 ,𝑚
2, is too long to include in the vector but is defined explicitly in (6.10).  Clearly, this vector is 
also sparse since only five terms are non-zero. 
 
 
𝐼𝑘𝑚 ,𝑟 = 𝑢𝑐(𝑘 ,𝑚) 𝑔𝑘𝑚𝑉𝑘 ,𝑟𝑒𝑎𝑙 −  𝑏𝑘𝑚 + 𝐵𝑘𝑚  𝑉𝑘 ,𝑖𝑚𝑎𝑔 − 𝑔𝑘𝑚𝑉𝑚 ,𝑟𝑒𝑎𝑙 + 𝑏𝑘𝑚𝑉𝑚 ,𝑖𝑚𝑎𝑔  
𝐼𝑘𝑚 ,𝑖 = 𝑢𝑐(𝑘 ,𝑚)  𝑏𝑘𝑚 + 𝐵𝑘𝑚  𝑉𝑘 ,𝑟𝑒𝑎𝑙 + 𝑔𝑘𝑚𝑉𝑘 ,𝑖𝑚𝑎𝑔 − 𝑏𝑘𝑚𝑉𝑚 ,𝑟𝑒𝑎𝑙 − 𝑔𝑘𝑚𝑉𝑚 ,𝑖𝑚𝑎𝑔  
  (6.32) 
 
𝐼𝑘𝑚
2 =  𝑢𝑐(𝑘 ,𝑚)
2   𝑔𝑘𝑚
2 + (𝑏𝑘𝑚 + 𝐵𝑘𝑚 )
2  𝑉𝑘 ,𝑟𝑒𝑎𝑙




2  𝑉𝑚 ,𝑟𝑒𝑎𝑙
2 + 𝑉𝑚 ,𝑖𝑚𝑎𝑔
2 
− 2 𝑔𝑘𝑚
2 + 𝑏𝑘𝑚 (𝑏𝑘𝑚 + 𝐵𝑘𝑚 )  𝑉𝑘 ,𝑟𝑒𝑎𝑙 𝑉𝑚 ,𝑟𝑒𝑎𝑙  
− 2 𝑔𝑘𝑚𝐵𝑘𝑚   𝑉𝑘 ,𝑟𝑒𝑎𝑙 𝑉𝑚 ,𝑖𝑚𝑎𝑔  
+ 2 𝑔𝑘𝑚𝐵𝑘𝑚   𝑉𝑘 ,𝑖𝑚𝑎𝑔 𝑉𝑚 ,𝑟𝑒𝑎𝑙  
− 2 𝑔𝑘𝑚




























𝒈𝑢𝑐(𝑘 ,𝑚 ),𝑘 𝒙𝑷𝑰 = 𝑔𝑘𝑚𝑉𝑘,𝑟𝑒𝑎𝑙 −  𝑏𝑘𝑚 + 𝐵𝑘𝑚  𝑉𝑘,𝑖𝑚𝑎𝑔 − 𝑔𝑘𝑚𝑉𝑚 ,𝑟𝑒𝑎𝑙 + 𝑏𝑘𝑚𝑉𝑚 ,𝑖𝑚𝑎𝑔




𝒈𝑢𝑐(𝑘 ,𝑚 ),𝑚  𝒙𝑷𝑰 = 𝑔𝑘𝑚𝑉𝑘,𝑟𝑒𝑎𝑙 −  𝑏𝑘𝑚 + 𝐵𝑘𝑚  𝑉𝑘,𝑖𝑚𝑎𝑔 − 𝑔𝑘𝑚𝑉𝑚 ,𝑟𝑒𝑎𝑙 + 𝑏𝑘𝑚𝑉𝑚 ,𝑖𝑚𝑎𝑔




























6.5  Chapter Summary 
 The solution approach this work presents goes through many stages that must be 
performed in the order that this chapter provides, which is shown in Figure 3.2.  The 
proposed PI definition introduces many variables, and the details of how to work with 
these terms are given in Section 6.1.  Section 6.2 discusses how the equations are all 
combined and shows the detailed structure of the vectors and matrices used in the first 
part of the analysis, which solves for the initial state of the system.  The structure of the 
state variables and state equations vectors are provided in Section 6.2.2 and Section 6.2.3, 
respectively.  Section 6.2.4 discusses the structure of the Jacobian used to solve for the 
initial state of the system and provides an example of the structure of one of the rows.  
Section 6.3 provides details as to how the augmented equations are combined to solve for 
the costate vector, which is necessary to solve for the slope used in the linear 
approximation for each contingency.  Section 6.3.2 and Section 6.3.3 present the 
structure of the augmented state variables and state equations vectors for both the 




needed to obtain the costate vector and provides an example row for the Jacobian from 
both the overload and margin cases.  Finally, Section 6.4 makes use of all the details 
presented in earlier sections so that the slope (∆𝐽) for each contingency can be found, 
which is required to achieve the linear approximation for each contingency.  Section 6.4.1 
discusses the details of finding 𝑓𝑢  for each contingency, and Section 6.4.2 discusses the 
details of finding 𝒈𝑢(𝒙𝑷𝑰) for each contingency, which are both required along with the 
costate vector to solve for the value  ∆𝐽 for each contingency.  The solution method this 







7 TEST SYSTEM AND RESULTS____ 
 
 A small, four bus system is used to run initial tests to evaluate the utility of the 
proposed performance index.  This system is used to compute performance index 
approximations for two different types of performance indices:  two highly nonlinear 
ones and the proposed, quadratic (slightly more linear) definition.  The results are 
presented graphically so that comparisons between the linear approximations and their 
corresponding PI curves can be made. 
7.1  Test System 
 The two nonlinear PI definitions are shown in (7.1) where ∝=  1,2 , and the 
proposed, more linear method is shown in (7.2) where the 𝑦𝑘𝑚  terms are defined in (7.3).  
Since the overload (𝑦𝑘𝑚 ,𝑜𝑣𝑒𝑟 ) and margin (𝑦𝑘𝑚 ,𝑚𝑎𝑟𝑔𝑖𝑛 ) indices are complimentary of one 
another, the difference of the two is used instead of using either one individually. 













𝑦𝑘𝑚 ,𝑜𝑣𝑒𝑟 = 𝑚𝑎𝑥 𝐼𝑘𝑚
2 − 𝐼𝑘𝑚 ,0
2 
𝑦𝑘𝑚 ,𝑚𝑎𝑟𝑔𝑖𝑛 = 𝑚𝑖𝑛 𝐼𝑘𝑚
2 − 𝐼𝑘𝑚 ,0
2 
  (7.3) 
 
 The test system is shown in Figure 7.1.  The bus numbers are given inside circles 




Bus 2, with the generator at Bus 1 operating in slack mode and the generator at Bus 2 
operating in PV mode.  There is a constant power load drop at Bus 4.  The transmission 
line parameters for this system are assumed to have no series conductance term (𝑔𝑘𝑚 ) or 
shunt (𝐵𝑘𝑚 ) terms.   
 
Figure 7.1. Four bus test system [10]. 
 
7.1.1  Test System’s PTI Data File  
 The PTI file with the data for the system shown in Figure 7.1 is given in Table 
B.2.  The actual input file text has commas between each item in each column, though, so 
that it is in Comma-Separated Values (CSV) format.  The system base is given to be 100 
MVA (𝑆𝐵𝐴𝑆𝐸 = 100𝑀𝑉𝐴), and there is no separate machine base given for the two 
generators (𝑀𝐵𝐴𝑆𝐸 = 0), so the system base is used when converting the parameters to 
their per unit equivalents for calculations.  The only other data given in the file that is not 




Table 7.1.  Each of the five circuits in the system is also given a reference circuit number 
in Table 7.1. 
Table 7.1. Test System Line Ratings [10]. 
From Bus To Bus Line Rating (MVA) Circuit 
1 2 110 1 
1 3 110 2 
1 4 250 3 
2 3 110 4 
3 4 110 5 
 
7.1.2  Highly Nonlinear Performance Index Results 
 The linear approximation of each performance index is shown in comparison to 
the true behavior of the performance index for single branch contingencies for each 
highly nonlinear PI definition.  Each contingency is simulated by allowing the control 
variable (𝑢𝑐 ) to approach zero, which simulates the outage.  The linear approximation 
uses a slope of ∆𝐽 at the pre-contingency conditions (i.e. when 𝑢𝑐 = 1) and shows how 
the linear approximation compares to the PI curve when the value of the control variable 
approaches zero.   
 The PI 𝐽1,1 refers to the index when ∝= 1, and 𝐽1,2 refers to the index when ∝= 2.  
The solution process uses the problem formulation presented in Chapter 6, except these 
two indices require no augmenting since there are no y-z equations in this case.  
Therefore, the state vector and power flow equations used to solve the state of the system 
are the same as those used to find the costate vector and solve for ∆𝐽 in each definition 
for 𝐽1,1 and 𝐽1,2. 
Performance Index J1,1 (∝=1) 
 The problem is formulated as described in Chapter 6, and the change in the 




graphically to show how the linear approximation compared to the nonlinear PI curve.  
The data for these results is given in Table B.3 for the outages of circuits 1–5. 
Circuit 1 Outage 
 The results when circuit 1 (between Bus 1 and Bus 2) is outaged are shown in 
Figure 7.2 where the blue line is the actual index‟s performance and the red line is the 
linear approximation.  The slope of the linear approximation is slightly negative since the 
PI curve slopes upwards from the initial state of the system (pre-contingency), and it is 
specifically given to be ∆𝐽 = −0.06164.  The linear approximation estimates the outage 
with an error of almost 7%.  Though the difference between the curves when 𝑢𝑐 = 0 




































Circuit 2 Outage 
 The results from the outage of circuit 2 (between Bus 1 and Bus 3) are shown in 
Figure 7.3 where the red line gives the linear approximation of the blue PI behavior with 
a calculated value of ∆𝐽 = 0.260452.  The PI curve initially slopes downward and turns 
up again when the circuit is completely outaged, but the overall result is below the initial 
state of the system so the slope of the line is positive.  The linear approximation only 
deviates from the PI curve once the control variable‟s value drops below 0.5.  Therefore, 
the difference for the case of an outage is only 0.1 even when the line is fully out of 
service, so the error for this approximation is around 5.5%. 
 
 
Figure 7.3. Results from circuit 2 outage for J1,1. 
 
Circuit 3 Outage 
 The results from the outage of circuit 3 (between Bus 1 and Bus 4) are shown in 
Figure 7.4 where the blue line shows the actual PI behavior, and the red line gives the 
linear approximation using ∆𝐽 = −1.55237.  The shape of this PI curve is similar to the 





























outage reaches a value of 17.5, while the curve in Figure 7.2 stays below 2.5 after the 
outage.  The slope of the approximation for this outage is also negative with greater 
magnitude of the negative slope for the outage of circuit 1.  The difference between the 
approximation and the PI curve grows quickly after the control variable‟s value falls 




Figure 7.4. Results from circuit 3 outage for J1,1. 
 
Circuit 4 Outage 
 Figure 7.5 shows the results from the outage of circuit 4 and how well the linear 
approximation using ∆𝐽 = 0.229566 is able to mimic the actual behavior of the PI shown 
in blue.  This outage shows the PI dips slightly from the initial state of the system and 
then curves upwards more drastically as the control variable approaches zero, so that the 
overall change in the curve is positive.  However, since the curve initially has a 
downward motion, the linear approximation has a positive slope, which is not the overall 






























the difference between the PI curve and line is only approximately 0.5 out of a peak value 
of the PI curve of 2.4, so the estimation error of the outage (when 𝑢𝑐 = 0) is around 20%.  
 
 
Figure 7.5. Results from circuit 4 outage for J1,1. 
 
Circuit 5 Outage 
 The results from the final circuit outage are shown in Figure 7.6 where the linear 
approximation uses a value of ∆𝐽 = 0.749702 to approximate the blue line.  The PI 
curve for this outage also slopes upward as the control variable approaches zero, but it 
initially dips down more than it slopes upward.  Therefore the overall result is a negative 
change in the PI value, so a linear approximation using a positive slope is a fairly 
accurate representation of the behavior of the curve.  Although the curves cross each 
other more than once, the PI curve‟s final outage value (when 𝑢𝑐 = 0) is only 0.5 greater 






























Figure 7.6. Results from circuit 5 outage for J1,1. 
 
Behavior of the Curves 
 The only common feature of all five PI curves is found in their behavior as the 
control variable approaches zero.  As the outage approaches, the slopes all turn upwards, 
which is expected with an outage since the PI definition is the sum of the squares of each 
line‟s current loading compared to its rating.  Therefore, with one line out of service, the 
remaining lines will be more heavily loaded, so the ratios of the remaining lines‟ loading 
to rating values will increase.  The most drastic change in the PI curve and also the 
largest magnitude of a linear approximation‟s slope are found when circuit 2 is outaged.  
This outage affects the ratios of the loading to rating of the circuits in the system the most 
of all five lines tested because this line‟s rating is over twice that of the others, so it 
carries much more current than the other lines.  Therefore it is a much heavier burden on 


































Performance Index J1,2 (∝=2) 
 The problem is formulated in a similar fashion as before, but for this index, the 
value of ∝ is double, so the PI becomes more nonlinear than the previous 𝐽1,1. As 
described in Chapter 6, the change in the performance index (∆𝐽) is approximated for 
each circuit outage.  The data that simulates the performance index curves in Figures 7.7–
7.11 is given in Table B.4, for the outages of circuits 1–5. 
Circuit 1 Outage 
 The results from when circuit 1 is outaged are shown in Figure 7.7 where the blue 
line indicates the actual value of the PI, and the red line approximates this curve using 
∆𝐽 = −0.12633.  This result is similar to the one shown in Figure 7.2, except the change 
in the PI curve is not as large and the slope has a greater magnitude but is still negative.  
The PI curve likewise has an upwards slope for all values of the control variable.  The 
linear approximation deviates as the value of 𝑢𝑐  drops below 0.7, but the difference 
between the line and PI curve is only 0.3 (when 𝑢𝑐 = 0) on a scale where the peak value 
is 1.9, so the error is only 16%. 
 





























Circuit 2 Outage 
 Figure 7.8 presents the results from when circuit 2 is outaged where the red line is 
the linear approximation of the blue curve with a slope value of ∆𝐽 = 0.38446.  The 
curve‟s shape mirrors that of the curve shown in Figure 7.3, except the values of the 
curve are different.  The slope is still positive and of similar magnitude to the slope found 
for the 𝐽1,1 index, except the slope for this outage is of slightly greater magnitude.  It 
appears there is a large error between the linear approximation and PI curve when 𝑢𝑐 =
0, but the scale of the figure is such that the value of the difference is only about 0.15 on 
a scale where the largest magnitude is around 1.25, so the error in estimating the outage is 
just over 16%. 
 
 
Figure 7.8. Results from circuit 2 outage for J1,2. 
 
Circuit 3 Outage 
 The results from the outage of circuit 3 are shown in Figure 7.9.  The blue line 
shows the nonlinear PI curve, and the linear approximation is shown in the red line, 
































from the initial state of the system and slopes upwards sharply just as this outage does for 
the index 𝐽1,1 except the values are approximately ten times as great in Figure 7.9 as those 
in Figure 7.4.  The line‟s slope is similarly negative, but the magnitude is greater for the 
𝐽1,2 index.  The difference between the linear approximation and PI curve is much greater 
for this more nonlinear case than it was when ∝= 1, and the scale of the difference is an 
order of 10 larger than that shown in Figure 7.4.  The error in the approximation of the 
circuit 3 outage is over 97% for this index. 
 
 
Figure 7.9. Results from circuit 3 outage for J1,2. 
 
Circuit 4 Outage 
 The outage of circuit 4 results in a PI curve as shown in blue in Figure 7.10, and 
the linear approximation uses a slope of ∆𝐽 = 0.498841.  The shape of this curve and of 
its linear approximation emulate the PI curve and line given in Figure 7.5, except the 
values are not as large for this index (𝐽1,2).  The slope of the linear approximation in each 
case are both positive with the magnitude of the slope for this index being greater than it 































of the control variable falls below 0.4, and it appears the two curves split quickly, leaving 
a large error for the outage (when 𝑢𝑐 = 0).  However, the actual difference between the 
curves is approximately 0.5 on a scale with the largest value at almost 1.5 on the PI 
curve, so the error of the outage estimation is just over 30% for this circuit‟s outage using 
the 𝐽1,2 index. 
 
 
Figure 7.10. Results from circuit 4 outage for J1,2. 
 
Circuit 5 Outage 
 The results from the final circuit outage are shown in Figure 7.11, where the red 
line gives the linear approximation of the blue PI curve using ∆𝐽 = 1.26009.  The shape 
of this curve is similar to the curve shown in Figure 7.6, and the slope of the linear 
approximation is a larger positive value than the one for the previous index.  However, 
the behavior of the PI curve for this index changes positively from the initial state of the 
system, while it has an overall negative change for the 𝐽1,1 index.  Therefore, a positive 
slope for this curve does not accurately depict the overall behavior of the PI when circuit 






























PI and the error for the outage of this circuit for the 𝐽1,1 index is under 30%, the scale for 
this case is much larger so the actual error is much greater for the 𝐽1,2 index.  The 
difference of the curves is approximately 2.0 on a scale where the highest value of the PI 
curve is 2.5 for the outage, so the error is very high and over 90% for the outage of circuit 
5 using the 𝐽1,2 index. 
 
 
Figure 7.11. Results from circuit 5 outage for J1,2. 
 
Behavior of the Curves 
 The results shown in Figures 7.7–7.11 are similar to the ones given in the case 
when ∝= 1 for 𝐽1,1 (Figures 7.2 –7.6) since both the shape of corresponding outage 
curves and the sign (positive or negative) of the slope values (∆𝐽) for corresponding 
outages are the same.  The magnitude of the slopes is greater for every outage using the 
definition of the 𝐽1,2 index, and the values of the PI curves varied between being greater 
or smaller than those shown in the corresponding outages using the 𝐽1,1 PI definition.  
The major change for the outages presented can be seen in the outage of circuit 5.  The 



























but when the definition of the index is more nonlinear (𝐽1,2), the linear approximation no 
longer indicates the overall change in the PI curve. 
7.1.3  Proposed (More Linear) Performance Index J2 
 The linear approximation of the performance index is shown in comparison to the 
true behavior of the performance index for single branch contingencies for this more 
linearized index definition.  The outage is again simulated by allowing the control 
variable (𝑢𝑐 ) to approach zero, and the difference between the linear approximation and 
PI curve at the time of the outage determines how well the given PI definition estimates 
each outage.    
 The problem for the index 𝐽2 is formulated exactly as described in Chapter 6, and 
each single line contingency linear approximation is found using the process described.  
The linear approximation is compared to the estimated actual PI performance for each 
contingency to show how the two compare in each case.  The data that simulates PI 
curves for the outages of circuits 1–5 is shown in Figures B.5–B.9, respectively. 
Circuit 1 Outage 
 The result from the circuit 1 outage is shown in Figure 7.12 where the blue line 
shows the actual PI curve, and the red line gives the linear approximation using ∆𝐽 =
−0.12599.  This shape is similar to the PI curves from both previous indices (𝐽1,1 and 
𝐽1,2) since it slopes upwards from the initial state of the system.  The linear approximation 
has a negative slope, just like the other two presented for 𝐽1,1 and 𝐽1,2 (approximately 
−0.06 and −0.13, respectively), but this slope has a higher magnitude like the one found 
for the outage of circuit 1 using the index 𝐽1,2.  The difference between the blue and red 
lines at the time of the outage (𝑢𝑐 = 0) is around 0.15, which is approximately half the 




highest value for the PI curve is over 6.0, so the magnitude of the error is much smaller at 
around 2.5% compared to almost 7% for the 𝐽1,1 index. 
 
 
Figure 7.12. Results from circuit 1 outage for J2. 
 
Circuit 2 Outage 
 Figure 7.13 shows the results from the outage of circuit 2.  The red line shows the 
linear approximation of the blue curve using a slope of ∆𝐽 = 0.31955.  The PI curve has 
a different curvature than the two seen for the previous indices 𝐽1,1 and 𝐽1,2 since it curves 
downward from the value of the initial state of the system.  The linear approximation has 
a positive slope, however, which is similar to the results of the more nonlinear indices.  
The magnitude of the slope is between the previous two slopes since the approximation 
slopes for 𝐽1,1 and 𝐽1,2 are approximately 0.26 and 0.38, respectively, so the result from 
this index is also of similar magnitude.  The value of the gap between the linear 
approximation and PI curve for the outage is nearly 3.0, which is much larger than it was 
for the nonlinear indices, but the scale for this index is almost three times the value of the 





























Figure 7.13. Results from circuit 2 outage for J2. 
 
Circuit 3 Outage 
 The outage of circuit 3 gives the results displayed in Figure 7.14, where the blue 
curve shows the actual PI value, and the red line approximates the curve using ∆𝐽 =
−3.06383.  This PI curve has very similar shape and curvature as those found for the 
outage of circuit 3 for the more nonlinear indices 𝐽1,1 and 𝐽1,2, but the magnitude of the 
values of the curve more closely resemble those found for 𝐽1,1.  The slope for the linear 
approximation in this case is of similar magnitude to the slopes found for the other two 
indices (approximately −1.55 and −2.82, respectively), but the magnitude is slightly 
greater for this more linearized index.  The scale for these results is similar to the one 
shown for the outage of this circuit using the 𝐽1,1 index, but the slope of the line is more 
steep for this index, so the estimation error of the outage (when 𝑢𝑐 = 0) is of smaller 






























Figure 7.14. Results from circuit 3 outage for J2. 
 
Circuit 4 Outage 
 The results from the outage of circuit 4 are shown in Figure 7.15 where the red 
line approximate the blue PI curve using a slope of ∆𝐽 = 0.28495.  The curvature of the 
PI curve is downward for this index (𝐽2), where it instead points upwards for both the 
previous indices (𝐽1,1 and 𝐽1,2).  The slope of the linear approximation, however, is the 
same sign (positive) as those found for the previous two indices.  The magnitude of the 
slope more closely resembles the approximation found for the index 𝐽1,1 (approximately 
0.23), but they are all of a relatively similar magnitude since the slope for the index 𝐽1,2 is 
approximately only 0.5.  Although the shape of the curves are vertically flipped 
compared to those shown in Figure 7.5, the shape is the same and the scale is of the same 
order of magnitude compared to the one for the 𝐽1,1 index.  The gap between the line and 
PI curve is nearly 1.0 for this index and approximately 0.5 for the 𝐽1,1 index, but the scale 
for this index includes values over double that of the previous scale, so the resulting error 

































Figure 7.15. Results from circuit 4 outage for J2. 
 
Circuit 5 Outage 
 The results from the final outage of circuit 5 are given in Figure 7.16 such that the 
blue curve is the true PI value, and the red line gives the approximation, which has slope 
∆𝐽 = 0.56793.  The shape of the PI curve resembles that of the PI curves for the indices 
𝐽1,1 and 𝐽1,2, but it is not as smooth as those found for the other two indices.  The slope of 
the linear approximation has the same sign (positive) as those found for the previous two 
indices, but it has a slightly smaller magnitude than the other two slopes (approximately 
0.75 and 1.26, respectively).  The shape of the curve resembles that of the one for the 𝐽1,1 
index, where the gap between the line and PI curve is nearly 2.0 for this index and around 
0.5 for the 𝐽1,1 index.  Although the size of the gap is almost four times as large for this 
index (𝐽2), the scale is over three times that as the one seen for the 𝐽1,1 index, so the 
outage estimation error is only slightly greater than that found for the 𝐽1,1 index at just 































Figure 7.16. Results from circuit 5 outage for J2. 
 
Behavior of the Curves 
 Some of the curves for the 𝐽2 index bear resemblance to the curves from the more 
nonlinear PI cases.  Although the curves do not have the same curvature, all the slopes of 
the linear approximations (∆𝐽) are similar since they have the same sign (positive or 
negative) and are of like magnitude for each corresponding contingency.   
 This index considers the difference between the overloads and margins of the 
lines in the system, where the overloads are defined as a result of the 𝑚𝑎𝑥 function and 
margins as the 𝑚𝑖𝑛 function as given in (7.3).  The outages where the PI curvatures differ 
from the corresponding results of the more nonlinear indices include the outage of circuit 
2 and circuit 4.  Since the 𝐽2 index uses the difference of the overloads and margins for 
each outage and since these PI curves point downwards instead of upwards, these outages 
result in reduced overloads along these two lines for each of their corresponding outages.  
When the line between buses 2 and 3 (circuit 4) of Figure 7.1 is in service, the system 
overloads this line trying to send the power to the load drop at bus 4.  However, when it 





























reduced.  Similarly, circuit 2 (between buses 1 and 3), is normally overloaded since it 
also is a main pathway to send generation to the load at bus 4, so when it is out of service, 
the overloads of the system are reduced.  The extreme case in the system occurs with the 
loss of circuit 3 (between buses 1 and 4) since this line has a higher current rating than 
the others and is the only direct line between one of the two sources and the load drop at 
bus 4.  In the case of this outage, the rest of the lines in the system would be overloaded, 
and this behavior is reflected in Figure 7.14 where it is clear that the overloads (i.e. 
positive values from the 𝑚𝑎𝑥 function) increase as the control variable approaches zero.  
7.2  Chapter Summary 
 The results from each circuit outage for three different performance indices are 
presented in this chapter.  Two PI definitions are highly nonlinear, and their results are 
compared to those of the more linear, proposed PI definition. Section 7.1.2 presents the 
results of the first nonlinear index where the PI value slopes upward for each contingency 
as the control variable approaches zero (complete outage).  The largest change results 
from the outage of circuit 3 because this circuit carries the largest load of any of the lines 
in the system.  Section 7.1.3 shows the results from each circuit outage using the more 
nonlinear index‟s definition.  The shapes of the PI curves are similar to those shown in 
Section 7.1.2, and the linear approximation values are of similar sign and magnitude for 
each corresponding contingency.   
 The results from the two nonlinear indices are then contrasted with those of the 
more linear, proposed index given in Section 7.1.4.  The results from the proposed 
definition show the PI curves for the outages are similarly-shaped for most outages 
except for those with negative changes in the PI and positive linear approximation slopes 




these PI curves explains more about the behavior of the system without losing the 
accuracy of the sign of the linear approximation‟s slope since it remains similar to the 
previous two nonlinear indices.  The figures from these three indices are presented in this 
chapter, but more details regarding the accuracy and utility of each of these indices are 











8 CONCLUSIONS, CONTRIBUTIONS, AND____ 
RECOMMENDATIONS____ 
 
8.1  Comparing Results 
 Although the shapes of the curves for each PI examined and the calculated slope 
(∆𝐽) for corresponding contingencies are similar, the accuracies of the linear 
approximations produced by the different PI definitions show a pronounced difference.  
The percentage error for the highly nonlinear definitions (𝐽1,1 and 𝐽1,2) are given in Table 
8.1 and Table 8.2, respectively.  The error increases significantly as the order increases 
since some of the errors shown in Table 8.2 (when ∝= 2) are more than double the size 
of the corresponding error when ∝= 1.  The highest percent error for 𝐽1,1 occurs when 
this corresponding circuit (circuit 3) is outaged.  Circuit 3 has a line rating more than 
double that of the other lines in the network, so this result is reasonable since the biggest 
change would come with the largest loss, especially since this line is one of only two 
lines carrying power to the load at Bus 4.  The error of the linear approximations of each 
single line contingency for the proposed (less nonlinear) method are given in Table 8.3.  
Though some of the values are negative, it is really the magnitude that needs to be 
compared.  Some of the individual values have magnitudes slightly higher than those 
shown in 𝐽1,1 (e.g. circuit 2), but the worst contingency in this system (circuit 3), has 






Table 8.1. Linear Approximation Error Compared to PI Curve for J1,1. 








Table 8.2. Linear Approximation Error Compared to PI Curve for J1,2. 







Table 8.3. Linear Approximation Error Compared to PI Curve for J2. 








 It is obvious that both 𝐽1,1 and 𝐽2 provide more accurate linear approximations of 
each respective PI than 𝐽1,2.  Although it may not be clear by looking at the errors of the 
individual contingencies, the average approximation error for the system gives a more 
clear indication of which PI introduces less error.  Table 8.4 shows the average of the 
magnitudes of the approximation errors for each contingency for all three methods 
examined.  As expected, the error for J1,2 far exceeds the other two indices at over 50% 




introduces only 25.5% error, while 𝐽1,1 introduces 28.2% error.  The reduction in error 
between 𝐽1,1 and 𝐽2 is over 9.5%. 
 
Table 8.4. Comparison of Average Errors for J1,1, J1,2, and J2. 
Method Average Error (%) 
Highly Nonlinear (α=1) (J1,1) 28.222 
Highly Nonlinear (α=2) (J1,2) 50.952 
Proposed Method (J2) 25.514 
 
 The two highly nonlinear PI definitions 𝐽1,1 and 𝐽1,2 are both commonly used; 
however, they both introduce error in approximating the nonlinear PI curves that define 
the actual response of the system to a specific contingency.  Since the average error of 
𝐽1,1 for the given test system is almost half that of 𝐽1,2, 𝐽1,1 is clearly the more accurate 
option for the current method of PI definitions.  However, the proposed index definition 
(𝐽2) reduces the error from 𝐽1,1 by over 9.5%.  This decrease in error can be attributed to 
formulating the definition of the PI in a way that is slightly less nonlinear (ie more linear) 
than the previous definitions.  Although both PI definitions of 𝐽1,1 and 𝐽2 compare the 
current loading of the line with its nominal rated value, the proposed, more linear PI 𝐽2 
provides a better approximation, which will result in more accurate contingency analysis 
results and fewer misrankings.  
8.2  Contributions 
 The original and novel research performed in this work of developing a more 
accurate performance index compares the proposed linear index to other more nonlinear 
indices.  This research presents the state equations using the QPF model, which increases 
efficiency of solving the system‟s equations since all equation models (shown in Chapter 
4 and in more detail in Chapter 6) are of quadratic order.  The proposed, more linear 




bus test system are presented and compared in Chapter 7.  The curves in Chapter 7 show 
that this index can provide more detailed information about the behavior of the system 
while still maintaining the appropriate linear approximation direction.  The accuracies 
given in Section 8.1 indicate that the proposed index also provides a more accurate 
approximation of the change in the behavior of the proposed index than the other, more 
nonlinear index approximations estimate their relative PI changes.  The index definition, 
which is more linearized by using the QPF model, increases the ability of a linear 
approximation to estimate its PI curve, which is necessary for accurate contingency 
analysis.  
8.3  Recommendations for Future Research 
8.3.1  Other Applications and Expansion of Proposed Index’s Use 
 This proposed, more linear performance index is defined on the basis of 
comparing the loading current of a line and the rated current.  However, this definition is 
not limited to just the circuits in a system.  A similar definition could be applied to other 
elements in the system such as bus voltages.  The difference between the system‟s 
measured voltage and the nominal voltage could be used instead of the current values 
used in the given, proposed PI.  Since this method is more linear than similar highly 
nonlinear methods currently in use, the results will be the same as those presented in this 
research – a reduction in the approximation error. 
8.3.2  Further Linearization of Performance Index 
 Although the proposed performance index (𝐽2) is more linear than the ones to 
which it is compared, it could be made even more linear.  Instead of using the difference 
of the squares of the current loading and rated values, the linear difference could be used.  




(8.2) as the linear difference between the current loading and rated value.  The same 
process for formulating the equations can be used as the one presented in Chapter 6, but 
the equations for 𝑔𝑥𝑃𝐼 (𝑥𝑃𝐼) will no longer have a quadratic structure due to the presence 
of a square root term introduced with representing 𝐼𝑘𝑚  as opposed to 𝐼𝑘𝑚
2. 
 
𝐽3 =  𝑦𝑘𝑚 ,𝑜𝑣𝑒𝑟 − 𝑦𝑘𝑚 ,𝑚𝑎𝑟𝑔𝑖𝑛  (8.1) 
 
 
𝑦𝑘𝑚 ,𝑜𝑣𝑒𝑟 = 𝑚𝑎𝑥 𝐼𝑘𝑚 − 𝐼𝑘𝑚 ,0, 0 
𝑦𝑘𝑚 ,𝑚𝑎𝑟𝑔𝑖𝑛 = 𝑚𝑖𝑛 𝐼𝑘𝑚 − 𝐼𝑘𝑚 ,0, 0 
  (8.2) 
 
 
 The results from this latest PI definition prove its utility nonetheless.  The results 
from the same test system (Figure 7.1) are given in Figures 8.1–8.5 for the outages of 
circuits 1–5, respectively.  There is less of a nonlinear behavior in the blue curves, which 
corresponds to the more linearized problem definition in (8.2).  The data used to produce 
the blue PI curves is given in Tables B.10–B.14, respectively.  The percentage error of 
the linearized approximation compared to the actual PI curve for each circuit outage is 
given in Table 8.5, with the error for circuit 3 having a smaller magnitude by over 10% 
than the proposed index 𝐽2.  The average error for the system with this definition is 
approximately 19.8%, which is an improvement over 𝐽1,1 by almost 30% and over 𝐽2 by 
over 22%.  This PI definition in (8.1) and (8.2) still provides more accurate results and 
deserves to be investigated further, but it does not have the benefit of the higher 






































































































































Table 8.5. Linear Approximation Error Compared to PI Curve for J3. 






































1 SPARSITY TECHNIQUES____ 
A.1  LU Factorization 
 Calculations of the solution to the common linear algebra problem, given in (A.1), 
can be simplified when dealing with a sparse matrix 𝑨 to take advantage of the 
abundance of zero entries and increase efficiency of the calculations.  The Sparsity 
software, CSpatrix, provided by Dr. George Cokkinides, uses LU Factorization method 
(or Gaussian Elimination) with Partial Pivoting to increase the speed of the computations 
[14].  Using LU Factorization method breaks the matrix 𝐴 into lower and upper triangular 
matrices (𝑳 and 𝑼, respectively), as shown in (A.2), which can be reorganized as the 
equations shown in (A.3) [15].  Introducing a new vector variable, 𝒚, as shown in (A.4) 
allows the equation to be broken into two parts, shown in (A.5) [15].  Forward 
substitution is used to solve for the new variable 𝒚 from the first equation since 𝑳 is a 
lower triangular matrix, and back-substitution is then used to solve for the desired vector 
𝝌 [15]. 
 
𝑨𝒙 = 𝒃   
𝑨 ∈ ℝ𝑛𝑥𝑛 , 𝒙 ∈ ℝ𝑛𝑥1 ,𝒃 ∈ ℝ𝑛𝑥1
  (A.1)   
 
𝑨 = 𝑳𝑼   (A.2) 
 
 𝑳𝑼 𝝌 = 𝒃 ⇔ 𝑳 𝑼𝝌 = 𝒃 (A.3) 
 








  (A.5) 
 
 The CSpatrix software is especially efficient since it allocates memory storage 
only for those elements that are non-zero [14].  The matrix 𝑨 is computed separately, and 
its terms are added to its Spatrix (sparse matrix counterpart) only if the value is above a 
given epsilon (∈= 10−8).  By considering only the non-zero terms, the CSpatrix matrix 
class further simplifies the number of calculations necessary to solve (A.1). 
A.1.1  Application to the Contingency Analysis Process 
 The CSpatrix software was used any time an equation of the form given in (A.1) 
needed to be solved for a vector 𝝌.  There are two places in the code where problems of 
this form appear, and since power systems can generate a large number of equations, the 
matrix 𝑨 can be very large, which makes finding 𝑨−𝟏 impractical.  The CSpatrix software 
was used in both the first and second steps of the process diagram shown in Figure 3.2.  
Both steps involve solving for the inverse of a Jacobian matrix.  Since most buses in 
power systems do not have many lines tying them to the rest of the network, the power 
system can be called loosely connected.  Additionally, since the Jacobian is formed based 
on the topology of the system, there will be many entries that will be blank (or, zero).  It 
is this nature of the Jacobian that makes it a sparse matrix since it contains mostly zeros. 
Solving the State of the System 
 The first step involves finding the solution of the state of the power system, 




 .  This inverse must be found for each iteration in order to converge 
upon a final solution 𝒙𝑛+1, thus, this matrix is converted to its Spatrix counterpart each 




of the process greatly since for each iteration, only approximately one-third of the steps 
necessary to find the inverse are needed to solve for the state of the system using sparsity 
techniques [15]. 
Solving for the Costate Vector 
 The second step in the process involves finding the costate vector 𝒙 𝑻, which also 
involves finding the inverse of the Jacobian of the system  
𝜕𝒈(𝒙)
𝜕𝒙
  as seen in (3.5).  
However, this Jacobian has been augmented compared to the one used in the first step of 
the process, so finding its inverse would be even more time-consuming.  Using the 
Spatrix counterpart of this matrix when solving for the costate vector also allows for large 







1 ADDITIONAL DATA____ 
B.1  Introduction 
 The data used to generate the graph shown in Figure 1.1 in Chapter 1 came from 
the U.S. Energy Information Administration‟s total energy consumption by countries 
between 1980 and 2006 [1].  The data is given in Table B.1. 
 
Table B.1. Total Energy Consumed in United States in 1980-2006 [1]. 

































B.2  Test System and Results 
B.2.1  Test System Data (PTI Format) 
 The PTI format for the four-bus test system described in Chapter 7 is given in 
Table B.2 [12].  The file has been modified to make it easier to read, and lines have been 
introduced to divide the four sections of the file from which data is obtained for the 
analysis of this system.  All data that is italicized in the file has been added to give the 
headings for each section and each column of data.  The name of each section is given at 
the top:  Case Identification, Bus Data, Generator Data, and Branch Data.  The 
information used in each section is highlighted by the red text.  In the Case Identification 
section, the system power base is given as 100 MVA (𝑆𝐵𝐴𝑆𝐸).  In the Bus Data section, 
the data from the columns labeled 𝐼, 𝐼𝐷𝐸, 𝑃𝐿, 𝑄𝐿, 𝐺𝐿, 𝐵𝐿, 𝑉𝑀, and 𝑉𝐴 are used, which 
correspond to the bus number, bus type, real power of constant power load at the bus, 
reactive power of constant power load at the bus, shunt conductance of constant power 
load at the bus, shunt susceptance of constant power load at the bus, bus voltage 
magnitude, and bus voltage angle, respectively.  In the Generator Data section, the data 
from the columns labeled 𝐼, 𝐼𝐷, 𝑃𝐺, 𝑄𝐺, 𝑉𝑆, 𝐼𝑅𝐸𝐺, 𝑀𝐵𝐴𝑆𝐸, 𝑍𝑅, 𝑍𝑋, and 𝑆𝑇𝐴𝑇 are 
used, which correspond to the bus number to which the generator is connected, the 
generator‟s mode of operation identifier, real power generated, reactive power generated, 
bus voltage setpoint, operation mode of generator, total power base of the generator, the 
internal resistance, and the internal reactance, respectively.  Finally, from the Branch 
Data section, data from the columns labeled 𝐵𝑢𝑠 𝑘, 𝐵𝑢𝑠 𝑚, 𝐶𝐾𝑇, 𝑅, 𝑋, 𝐵, 𝑅𝐴𝑇𝐸𝐴, and 
𝑆𝑇 are used where these variables refer to the bus number on the sending end of a line, 
bus number on the receiving end of a line, circuit number, line resistance, line reactance, 
shunt terms of the line, MVA power rating of the line, and the status of the line.  The 






 Table B.2. PTI Format for Test System Input Data. 
Case Identification                               
 0    100.00          / FRI MAR 06  2009  00:00 
            05/22/09 GT POWER    100.0 1979 S                                        
Bus Data                                 
I IDE PL QL GL BL IA VM VA NAME BASKV ZONE 
      1 3 0 0 0 0 1 1 0 Bus1 115 1 
      2 2 0 0 0 0 1 1 0 Bus2 115 1 
      3 1 0 0 0 0 1 1 0 Bus3 115 1 
      4 1 280 50 0 0 1 1 0 Bus4 115 1 
      0                                   
Generator Data 
               I ID PG QG QT QB VS IREG MBASE ZR ZX RT XT GTAP STAT RMPCT PT PB 
1 0 0 0 0 0 0 0 0 0 1 0 0 1 1 0 0 0 
2 1 80 0 0 0 1 0 0 0 1 0 0 1 1 0 0 0 
0 
                 Branch Data                                 
Bus k Bus m CKT R X B RATEA RATEB RATEC RATIO ANGLE GI BI GJ BJ ST 
  1 2 1 0 0.1 0 110 125 130 0 0 0 0 0 0 1 
  1 3 1 0 0.125 0 110 125 130 0 0 0 0 0 0 1 
  1 4 1 0 0.08 0 250 270 280 0 0 0 0 0 0 1 
  2 3 1 0 0.11111 0 110 125 130 0 0 0 0 0 0 1 
  3 4 1 0 0.08333 0 110 125 130 0 0 0 0 0 0 1 




B.2.2  Performance Index Curve Approximations 
 The data for the resulting PI curves given in Figures 7.2–7.6 is shown in Table 
B.3.  Also, the data for the resulting plots given in Figures 7.7–7.11 is shown in Table 
B.4.  These results were obtained using a power systems analysis simulation software 
called WinIGS to approximate the outage of each circuit for the various control variable 
parameter‟s values (one through zero) to simulate the circuit both in service and out of 
service. 
 The data for the PI curve approximation used in Figures 7.12–7.16 are given in 
Tables B.5–B.9, respectively.  The data that corresponds to the PI curves shown in 
Figures 8.1–8.5 is provided in Tables B.10–B.14, respectively.  These results are also 
obtained using WinIGS simulations and varying the circuit parameters to simulate the 
outage of each line. 
 
Data for J1,1 
 
Table B.3. Results from Circuit 1-5 Outages for J1,1. 
uc Circuit 1 Circuit 2 Circuit 3 Circuit 4 Circuit 5 
0 2.324 1.943 17.814 2.398 1.860 
0.1 2.258 1.930 10.160 2.188 1.567 
0.2 2.215 1.930 7.041 2.080 1.500 
0.3 2.185 1.941 5.325 2.029 1.528 
0.4 2.163 1.956 4.266 2.010 1.598 
0.5 2.147 1.977 3.563 2.010 1.683 
0.6 2.134 1.999 3.074 2.020 1.773 
0.7 2.123 2.025 2.720 2.037 1.862 
0.8 2.115 2.050 2.457 2.057 1.947 
0.9 2.108 2.076 2.257 2.079 2.027 







Data for J1,2 
Table B.4. Results from Circuit 1-5 Outages for J1,2. 
uc Circuit 1 Circuit 2 Circuit 3 Circuit 4 Circuit 5 
0 1.899 1.265 154.639 1.465 2.339 
0.1 1.775 1.244 50.218 1.253 1.541 
0.2 1.693 1.241 23.715 1.177 1.149 
0.3 1.635 1.250 13.136 1.166 0.970 
0.4 1.592 1.268 8.067 1.186 0.919 
0.5 1.560 1.294 5.341 1.223 0.941 
0.6 1.534 1.323 3.759 1.268 1.010 
0.7 1.513 1.357 2.788 1.318 1.107 
0.8 1.495 1.393 2.165 1.368 1.221 
0.9 1.482 1.430 1.751 1.419 1.343 
1 1.469 1.469 1.469 1.469 1.469 
 
 
Data for J2 
Table B.5. Results from Circuit 1 Outage for J2. 
uc Overload Margin 
Overload 
– Margin 
0 0.176 -5.898 6.074 
0.1 0.134 -5.886 6.020 
0.2 0.104 -5.871 5.975 
0.3 0.082 -5.857 5.938 
0.4 0.064 -5.843 5.908 
0.5 0.050 -5.831 5.881 
0.6 0.039 -5.820 5.859 
0.7 0.029 -5.811 5.840 
0.8 0.021 -5.802 5.823 
0.9 0.014 -5.794 5.808 









Table B.6. Results from Circuit 2 Outage for J2. 
uc Overload Margin 
Overload 
– Margin 
0 0.000 -5.144 5.144 
0.1 0.000 -5.301 5.301 
0.2 0.000 -5.419 5.419 
0.3 0.000 -5.510 5.510 
0.4 0.000 -5.585 5.585 
0.5 0.000 -5.640 5.640 
0.6 0.000 -5.684 5.684 
0.7 0.000 -5.717 5.717 
0.8 0.000 -5.743 5.743 
0.9 0.000 -5.764 5.764 




Table B.7. Results from Circuit 3 Outage for J2. 
uc Overload Margin 
Overload 
– Margin 
0 17.673 -7.208 24.882 
0.1 8.504 -7.080 15.584 
0.2 4.704 -6.676 11.380 
0.3 2.918 -6.582 9.500 
0.4 2.014 -6.607 8.621 
0.5 1.396 -6.523 7.919 
0.6 0.953 -6.392 7.345 
0.7 0.622 -6.242 6.864 
0.8 0.368 -6.087 6.455 
0.9 0.168 -5.934 6.102 










Table B.8. Results from Circuit 4 Outage for J2. 
uc Overload Margin 
Overload 
– Margin 
0 0.000 -4.457 4.457 
0.1 0.000 -4.922 4.922 
0.2 0.000 -5.218 5.218 
0.3 0.000 -5.410 5.410 
0.4 0.000 -5.536 5.536 
0.5 0.000 -5.621 5.621 
0.6 0.000 -5.680 5.680 
0.7 0.000 -5.720 5.720 
0.8 0.000 -5.749 5.749 
0.9 0.000 -5.767 5.767 




Table B.9. Results from Circuit 5 Outage for J2. 
uc Overload Margin 
Overload 
– Margin 
0 3.159 -4.411 7.570 
0.1 1.394 -4.423 5.817 
0.2 0.240 -4.282 4.522 
0.3 0.000 -4.658 4.658 
0.4 0.000 -5.042 5.042 
0.5 0.000 -5.301 5.301 
0.6 0.000 -5.478 5.478 
0.7 0.000 -5.600 5.600 
0.8 0.000 -5.680 5.680 
0.9 0.000 -5.739 5.739 







Data for J3 
Table B.10. Results from Circuit 1 Outage for J3. 
uc Overload Margin 
Overload 
– Margin 
0 0.077 -1.100 2.912 
0.1 0.059 -1.058 2.855 
0.2 0.047 -1.028 2.813 
0.3 0.037 -1.004 2.781 
0.4 0.029 -0.986 2.756 
0.5 0.023 -0.971 2.735 
0.6 0.017 -0.959 2.718 
0.7 0.013 -0.949 2.705 
0.8 0.009 -0.940 2.693 
0.9 0.006 -0.933 2.682 




Table B.11. Results from Circuit 2 Outage for J3. 
uc Overload Margin 
Overload 
– Margin 
0 0.000 -3.051 3.051 
0.1 0.000 -3.009 3.009 
0.2 0.000 -2.951 2.951 
0.3 0.000 -2.900 2.900 
0.4 0.000 -2.856 2.856 
0.5 0.000 -2.816 2.816 
0.6 0.000 -2.780 2.780 
0.7 0.000 -2.747 2.747 
0.8 0.000 -2.717 2.717 
0.9 0.000 -2.690 2.690 









Table B.12. Results from Circuit 3 Outage for J3. 
uc Overload Margin 
Overload 
– Margin 
0 4.240 -3.098 7.338 
0.1 2.390 -2.751 5.140 
0.2 1.415 -2.534 3.949 
0.3 0.932 -2.549 3.481 
0.4 0.696 -2.672 3.368 
0.5 0.514 -2.744 3.259 
0.6 0.371 -2.727 3.097 
0.7 0.253 -2.711 2.964 
0.8 0.156 -2.696 2.852 
0.9 0.074 -2.682 2.756 




Table B.13. Results from Circuit 4 Outage for J3. 
uc Overload Margin 
Overload 
– Margin 
0 0.000 -2.296 2.296 
0.1 0.000 -2.373 2.373 
0.2 0.000 -2.435 2.435 
0.3 0.000 -2.484 2.484 
0.4 0.000 -2.524 2.524 
0.5 0.000 -2.558 2.558 
0.6 0.000 -2.586 2.586 
0.7 0.000 -2.610 2.610 
0.8 0.000 -2.631 2.631 
0.9 0.000 -2.650 2.650 










Table B.14. Results from Circuit 5 Outage for J3. 
uc Overload Margin 
Overload 
– Margin 
0 0.567 -3.362 3.929 
0.1 0.265 -3.228 3.493 
0.2 0.048 -3.031 3.079 
0.3 0.000 -2.921 2.921 
0.4 0.000 -2.862 2.862 
0.5 0.000 -2.814 2.814 
0.6 0.000 -2.774 2.774 
0.7 0.000 -2.741 2.741 
0.8 0.000 -2.712 2.712 
0.9 0.000 -2.687 2.687 
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