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Abstract
This paper is the first of a series giving a self-contained way from
the Neveu-Schwarz algebra to a new series of irreducible subfactors.
Here we present an elementary, progressive and self-contained approch
to vertex operator superalgebra. We then build such a structure from
the loop algebra Lg of any simple finite dimensional Lie algebra g. The
Neveu-Schwarz algebra Vir1/2 emerges naturally on. As application,
we obtain unitary actions of Vir1/2 on the unitary series of Lg.
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1 Introduction
1.1 Background of the series
In the 90’s, V. Jones and A. Wassermann started a program whose goal is
to understand the unitary conformal field theory from the point of view of
operator algebras (see [5], [16]). In [17], Wassermann defines and computes
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the Connes fusion of the irreducible positive energy representations of the
loop group LSU(n) at fixed level ℓ, using primary fields, and with conse-
quences in the theory of subfactors. In [14] V. Toledano Laredo proves the
Connes fusion rules for LSpin(2n) using similar methods. Now, let Diff(S1)
be the diffeomorphism group on the circle, its Lie algebra is the Witt alge-
bra W generated by dn (n ∈ Z), with [dm, dn] = (m − n)dm+n. It admits a
unique central extension called the Virasoro algebra Vir. Its unitary positive
energy representation theory and the character formulas can be deduced by
a so-called Goddard-Kent-Olive (GKO) coset construction from the theory
of LSU(2) and the Kac-Weyl formulas (see [18], [2]). In [10], T. Loke uses
the coset construction to compute the Connes fusion for Vir. Now, the Witt
algebra admits two supersymmetric extensions W0 and W1/2 with central
extensions called the Ramond and the Neveu-Schwarz algebras, noted Vir0
and Vir1/2.
In this series (this paper, [11] and [12] ), we naturally introduce Vir1/2
in the vertex superalgebra context of Lsl2, we give a complete proof of the
classification of its unitary positive energy representations, we obtain directly
their character; then we give the Connes fusion rules, and an irreducible finite
depth type II1 subfactors for each representation of the discrete series. Note
that we could do the same for the Ramond algebra Vir0, using twisted vertex
module over the vertex operator algebra of the Neveu-Schwarz algebraVir1/2,
as R. W. Verrill [15] and Wassermann [19] do for twisted loop groups.
1.2 Overview of the paper
First, we look unitary, projective, positive energy representations of W1/2.
The projectivity gives 2-cocycles, so that W1/2 admits a unique central ex-
tension Vir1/2. Such representations are completely reducible, and the irre-
ducibles are given by the unitary highest weight representations of Vir1/2:
Verma modules V (c, h) quotiented by null vectors, in no-ghost cases.
From the fermion algebra on H = FNS, we build the fermion field ψ(z).
Locality and Dong’s lemma permit, via OPE, to generate a set of fields S, so
that there is a 1 − 1 map V : H → S, with Id = V (Ω) and a Virasoro field
L = V (ω). Then, we give vertex operator superalgebra’s axioms, permitting
to come so far, in a general framework (H, V,Ω, ω), with H prehilbert.
Let g a simple finite-dimensional Lie algebra, ĝ+ the g-boson algebra
(central extension of the loop algebra Lg) and ĝ− the g-fermion algebra.
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We build a module vertex operator superalgebra from ĝ = ĝ+ ⋉ ĝ− on H =
L(Vλ, ℓ)⊗F gNS, so that Vir1/2 acts on with (c, h) = (32 · ℓ+1/3gℓ+g dim(g),
cVλ
2(ℓ+g)
),
with g the dual Coxeter number and cVλ the Casimir number.
1.3 The Neveu-Schwarz algebra
We start with W1/2, the Witt superalgebra of sector (NS):

[dm, dn] = (m− n)dm+n m,n ∈ Z
[γm, dn] = (m− n2 )γm+n m ∈ Z+ 12 , n ∈ Z
[γm, γn]+ = 2dm+n m,n ∈ Z+ 12
together with d⋆n = d−n and γ
⋆
m = γ−m; we study representations which are:
(a) Unitary: π(A)⋆ = π(A⋆)
(b) Projective: A 7→ π(A) is linear and [π(A), π(B)]− π([A,B]) ∈ C.
(c) Positive energy : H admits an orthogonal decomposition H =
⊕
n∈ 1
2
N
Hn
such that ∃D acting on Hn as multiplication by n, H0 6= {0}, dim(Hn) < +∞
Here, ∃h ∈ C such that D = π(d0)− hI.
Now, the projectivity gives the 2-cocycles and we see that H2(W1/2,C) is
1-dimensional, W1/2 admits a unique central extension up to equivalence:
0→ H2(W1/2,C)→ Vir1/2 →W1/2 → 0
Vir1/2 is the SuperVirasoro (of sector NS) or Neveu-Schwarz algebra:

[Lm, Ln] = (m− n)Lm+n + C12(m3 −m)δm+n
[Gm, Ln] = (m− n2 )Gm+n
[Gm, Gn]+ = 2Lm+n +
C
3
(m2 − 1
4
)δm+n
with L⋆n = L−n, G
⋆
m = G−m and C = cI, c ∈ C called the central charge.
The representations are completely reducible, the irreducibles are determined
by the two numbers c, h, and are completely given by unitary highest weight
representations of Vir1/2, described as follows: The Verma modules H =
V (c, h) are freely generated by: 0 6= Ω ∈ H (cyclic vector), CΩ = cΩ ,
L0Ω = hΩ and Vir
+
1/2Ω = {0}. Now, (Ω,Ω) = 1, π(A)⋆ = π(A⋆) and
(u, v) = (v, u) give the sesquilinear form (., .). V (c, h) can admit ghost:
(u, u) < 0, and null vectors: (u, u) = 0 . In no ghost case, the set of null
vectors is K(c, h) the kernel of (., .), the maximal proper submodule.
Let L(c, h) = V (c, h)/K(c, h), the unitary highest weight representations.
Theorem 1.2 of [11] will be proved classifying no ghost cases.
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1.4 Vertex operators superalgebras
Our approch of vertex operators superalgebras is freely inspired by the follow-
ings references: Borcherds [1], Goddard [3], Kac [9]. We start by working on
the femion algebra: [ψm, ψn]+ = δm+nI and ψ
⋆
n = ψ−n (m,n ∈ Z+ 12). As
forW1/2, we build its Verma moduleH = FNS and the sesquilinear form (., .),
which is a scalar product. H is a prehilbert space, the unique unitary high-
est weight representation of the fermion algebra. Let the formal power series
ψ(z) =
∑
n∈Z ψn+ 1
2
z−n−1 called fermion field. We inductively defined opera-
tors D giving positive energy structure (⇔ [D,ψ] = z.ψ′+ 1
2
ψ ) and T giving
derivation ([T, ψ] = ψ′). We compute (ψ(z)ψ(w)Ω,Ω) = 1
z−w (|z| > |w|),
which permits to prove inductively an anticommutation relation shortly writ-
ten as: ψ(z)ψ(w) = −ψ(w)ψ(z). We define this relation in a general frame-
work as locality: Let H prehilbert space, and let A ∈ (EndH)[[z, z−1]] formal
power series of the form A(z) =
∑
n∈ZA(n)z
−n−1 with A(n) ∈ End(H) .
Such fields A and B are local if ∃ε ∈ Z2, ∃N ∈ N such that ∀c, d ∈ H ,
∃X(A,B, c, d) ∈ (z − w)−NC[z±1, w±1] such that:
X(A,B, c, d)(z, w) =
{
(A(z)B(w)c, d) if |z| > |w|
(−1)ε(B(w)A(z)c, d) if |w| > |z|
Now, using locality and a contour integration argument, we can explicitly
construct a field AnB from A and B, with (AnB)(m) =

∑n
p=0(−1)pCpn[A(n− p), B(m+ p)]ε if n ≥ 0∑
p∈NC
p
p−n−1(A(n− p)B(m+ p)− (−1)ε+nB(m+ n− p)A(p)) if n < 0
We obtain the operator product expansion (OPE) shortly written as
A(z)B(w) ∼∑N−1n=0 (AnB)(w)(z−w)n+1 ; and by an other contour integration argument:
[A(m), B(n)]ε =


∑N−1
p=0 C
p
m(ApB)(m+ n− p) if m ≥ 0
∑N−1
p=0 (−1)pCpp−m−1(ApB)(m+ n− p) if m < 0
Thanks to Dong’s lemma, the operation (A,B) 7→ AnB permits to generate
many fields. To have a good behaviour, we define a system of generators as:
{A1,..., Ar} ⊂ (EndH)[[z, z−1]] with D, T ∈ End(H), Ω ∈ H such that:
(a) ∀i, j Ai and Aj are local with N = Nij and ε = εij = εii.εjj
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(b) ∀i [T,Ai] = A′i
(c) H =
⊕
n∈N+ 1
2
for D, dim(Hn) <∞
(d) ∀i [D,Ai] = z.A′i + αiAi with αi ∈ N+ εii2
(e) Ω ∈ H0, ‖Ω‖ = 1, and ∀i ∀m ∈ N, Ai(m)Ω = DΩ = TΩ = 0
(f) A = {Ai(m), ∀i ∀m ∈ Z} acts irreducibly on H , so that < A > .Ω = H
Hence, we generate a space S, with V : H −→ S a state-field correspondence
linear map. V (a)(z) is noted V (a, z) and V (a, z)Ω|z=0 = a.
Now, {ψ} is a system of generator, we generate S and the map V with ψ(z) =
V (ψ− 1
2
Ω, z); but, ψ(z)ψ(w) ∼ Id
z−w + 2L(w), with L(z) =
∑
n∈Z Lnz
−n−2 =
1
2
ψ−2ψ(z) = V (ω, z) with ω = 12ψ− 32ψ− 12Ω. Then, using OPE and Lie bracket,
we find that D = L0, T = L−1, L(z)L(w) ∼ (c/2)Id(z−w)4 + 2L(w)(z−w)2 + L
′(w)
(z−w) , and
[Lm, Ln] = (m − n)Lm+n + c12m(m2 − 1)δm+n with c = 2‖L−2Ω‖2 = 12 , the
central charge. As corollary, Vir acts on H = FNS, and admits its unitary
highest weight representation L(c, h) = L(1
2
, 0) as minimal submodule con-
taining Ω. We call ω ∈ H the Virasoro vector, and L the Virasoro field.
We are now able to define vertex operators superalgebras in general.
A vertex operator superalgebra is an (H, V,Ω, ω) with:
(a) H = H0¯ ⊕H1¯ a prehilbert superspace.
(b) V : H → (EndH)[[z, z−1]] a linear map.
(c) Ω, ω ∈ H the vacuum and Virasoro vectors.
Let Sε = V (Hε), S = S0¯ ⊕ S1¯ and A(z) = V (a, z) =
∑
n∈ZA(n)z
−n−1,
then (H, V,Ω, ω) satisfies the followings axioms:
(1) ∀n ∈ N, ∀A ∈ S, A(n)Ω = 0, V (a, z)Ω|z=0 = a, and V (Ω, z) = Id
(2) A = {A(n)|A ∈ S, n ∈ Z} acts irreducibly on H , so that A.Ω = H .
(3) ∀A ∈ Sε1 , ∀B ∈ Sε2 , A and B are local with ε = ε1.ε2, AnB ∈ Sε1+ε2
(4) V (ω, z) =
∑
n∈ZLnz
−n−2, [Lm, Ln] = (m−n)Lm+n+ ‖2ω‖212 m(m2−1)δm+n
(5) H =
⊕
n∈N+ 1
2
Hn for L0, dim(Hn) <∞ and Hε =
⊕
n∈N+ ε
2
Hn
(6) [L0, V (a, z)] = z.V
′(a, z) + α.V (a, z) for a ∈ Hα
(7) [L−1, V (a, z)] = V ′(a, z) = V (L−1.a, z) ∈ S
As corollaries, we have that a system of generators, generating a Virasoro
field L ∈ S, with D = L0 and T = L−1, generates a vertex operator superal-
gebra; the fermion field ψ and the Virasoro field L generate one, each; and
we prove the Borcherds associativity: V (a, z)V (b, w) = V (V (a, z − w)b, w).
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1.5 Vertex g-superalgebras and modules
Let g be a simple Lie algebra of dimension N , a basis (Xa), well normalized
(see remark 4.2), such that [Xa, Xb] = i
∑
c Γ
c
abXc with Γ
c
ab ∈ R totally
antisymmetric. Let its dual coxeter number g = 1
4
∑
a,c(Γ
b
ac)
2:
g An Bn Cn Dn E6 E7 E8 F4 G2
dim(g) n2 + 2n 2n2 + n 2n2 + n 2n2 − n 78 133 248 52 14
g n+ 1 2n− 1 n + 1 2n− 2 12 18 30 9 4
For example, g = A1 = sl2, dim(g) = 3 and g = 2.
Let ĝ+ the g-boson algebra: [X
a
m, X
b
n] = [Xa, Xb]m+n +mδabδm+n.L, unique
central extension (by L) of the loop algebra Lg = C∞(S1, g) (see [18] p
43). The unitary highest weight representations of ĝ+ are H = L(Vλ, ℓ), with
ℓ ∈ N such that LΩ = ℓΩ (the level ofH), H0 = Vλ irreducible representation
of g such that (λ, θ) ≤ ℓ with λ the highest weight and θ the highest root
(see [18] p 45). The category Cℓ of representations for fixed ℓ is finite. For
example g = sl2, H = L(j, ℓ), with Vλ = Vj representations of spin j ≤ ℓ2 .
We define the g-fermion algebra ĝ− and the fermion fields, composed by
N fermions; and as for N = 1, we generate a vertex operator superalgebra,
but now, it contains g-boson fields (Sa) whose related algebra is represented
with L(V0, g); and thanks to ĝ−vertex background, the fields (Sa) generate a
vertex operator superalgebra; by this way, we are able to generate one, from
ĝ+ and H = L(V0, ℓ), ∀ℓ ∈ N. Remark that because of the vacuum axiom,
the vertex structure need to take Vλ = V0 trivial representation; in general,
we have vertex modules (see further).
Now, let ĝ = ĝ+ ⋉ ĝ− the g-supersymmetric algebra; we prove it ad-
mits H = L(Vλ, ℓ) ⊗ F gNS as unitary highest weight representations. We
generate a vertex operator superalgebra, with a Virasoro field L, and also a
SuperVirasoro field G, which gives the supersymmetry boson-fermion: Let
Ba = Xa + Sa boson fields of level d = ℓ+ g, then:
Ba(z)G(w) ∼ d 12 ψa(w)
(z−w)2 and ψ
a(z)G(w) ∼ d− 12 Ba(w)
(z−w) .
Finally, from Hλ = L(Vλ, ℓ)⊗F gNS, we define the vertex module (Hλ, V λ)
over (H0, V,Ω, ω), and we prove that Vir 1
2
acts unitarily on Hλ and admits
L(c, h) as minimal submodule containing the cyclic vector Ωλ, with
c = 3
2
· ℓ+ 13g
ℓ+g
dim(g), h =
cVλ
2(ℓ+g)
and cVλ the Casimir number of Vλ.
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2 The Neveu-Schwarz algebra
2.1 Witt superalgebras and representations
Definition 2.1. A Lie superalgebra is a Z2-graded vector space d = d0¯ ⊕ d1¯,
together with a graded Lie bracket [., .] : d×d→ d, such that [., .] is a bilinear
map with [di, dj] ⊆ di+j, and for homogeneous elements
X ∈ dx, Y ∈ dy, Z ∈ dz :
• [X, Y ] = −(−1)xy[Y,X ]
• (−1)xz[X, [Y, Z]] + (−1)xy[Y, [Z,X ]] + (−1)yz[Z, [X, Y ]] = 0
Definition 2.2. The Witt algebra W is the Lie ⋆-algebra of vector fields on
the circle, generated by dn = ie
iθn d
dθ
(n ∈ Z).
Remark 2.3. W admits two supersymmetrics extensions, W0 the Ramond
sector (R) and W1/2 the Neveu-Schwarz sector (NS) ((see [8], [4] chap 9).
Here, we trait only the (NS) sector.
Definition 2.4. Let d = W1/2 the Witt superalgebra with:

[dm, dn] = (m− n)dm+n
[γm, dn] = (m− n2 )γm+n
[γm, γn]+ = 2dm+n
together with the ⋆-structure, d⋆n = d−n and γ
⋆
m = γ−m, and
the super-structure: d0¯ = W =
⊕
n∈ZCdn, d1¯ =
⊕
m∈Z+1/2 Cγm
Now we investigate representations π of W1/2, which are :
Definition 2.5. Let H be a prehilbert space.
(a) Unitary: π(A)⋆ = π(A⋆)
(b) Projective: A 7→ π(A) is linear and [π(A), π(B)]− π([A,B]) ∈ C.
(c) Positive energy : H admits an orthogonal decomposition H =
⊕
n∈ 1
2
N
Hn
such that, ∃D acting on Hn as multiplication by n, H0 6= {0} and
dim(Hn) < +∞. Here, ∃h ∈ C such that D = π(d0)− hI.
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2.2 Investigation
Definition 2.6. Let b : W1/2 ×W1/2 → C be the bilinear map defined by
[π(A), π(B)]− π([A,B]) = b(A,B)I (b is a 2-cocycle)
Definition 2.7. Let f : W1/2 → C be a ⋆-linear form.
∂f = (A,B) 7→ f([A,B]) is a 2-coboundary.
Remark 2.8. A 7→ π(A) + f(A)I define also a projective, unitary, positive
energy representation, where b(A,B) becomes b(A,B)− f([A,B]).
Proposition 2.9. (SuperVirasoro extension) W1/2 has a unique central ex-
tension, up to equivalent, i.e. H2(W1/2,C) is 1-dimensional. This extension
admits the basis (Ln)n∈Z, (Gm)m∈Z+ 1
2
, C central, with L⋆n = L−n, G
⋆
m = G−m,
C = cI, c ∈ C called the central charge; and relations:

[Lm, Ln] = (m− n)Lm+n + C12(m3 −m)δm+n
[Gm, Ln] = (m− n2 )Gm+n
[Gm, Gn]+ = 2Lm+n +
C
3
(m2 − 1
4
)δm+n
Proof.
Let Ln = π(dn) and Gm = π(γm) then:
[Lm, Ln] = (m− n)Lm+n + b(dm, dn)I
[Gm, Ln] = (m− n2 )Gm+n + b(γm, dn)I
[Gm, Gn]+ = 2Lm+n + b(γm, γn)I
In particular:
[L0, Ln] = −nLn + b(d0, dn)I
[L0, Gn] = −nGn + b(d0, γn)I
[L1, L−1] = 2L0 + b(d1, d−1)I
We choose :
f(dn) = −n−1b(d0, dn)
f(γm) = −m−1b(d0, γm)
f(d0) =
1
2
b(d1, d−1)
Then, after adjustment by f :
[L0, Ln] = −nLn
[L0, Gn] = −nGn
[L1, L−1] = 2L0
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Now D = L0 − hI and if v ∈ Hk, Dv = kv, then:
DLnv = LnDv + [D,Ln]v = kLnv + [L0, Ln]v = (k − n)Lnv
So, Ln : Hk → Hk−n (= {0} if n > k ).
Similary, Gm : Hk → Hk−m, then:

[Lm, Ln]− (m− n)Lm+n : Hm+n+k → Hk
[Gm, Ln]− (m− n2 )Gm+n : Hm+n+k → Hk
[Gm, Gn]+ − 2Lm+n : Hm+n+k → Hk
But b(dm, dn)I, b(γm, dn)I, b(γm, γn)I : Hm+n+k → Hm+n+k, so:

b(dm, dn) = A(m)δm+n
b(γm, dn) = B(m)δm+n = 0 because 0 /∈ Z+ 1/2 ∋ m+ n
b(γm, γn) = C(m)δm+n
Now, on W = d0¯, b(A,B) = −b(B,A), so, A(m) = −A(−m) and A(0) = 0,
and Jacobi identity implies b([A,B], C)+b([B,C], A)+b([C,A], B) = 0, then,
for dk, dn, dm with k + n+m = 0 :
(n−m)A(k) + (m− k)A(n) + (k − n)A(m) = 0
Now, with k = 1 andm = −n−1, (n−1)A(n+1) = (n+2)A(n)−(2n+1)A(1).
Then A(n) is completely determined by the knowledge of A(1) and A(2), and
so, the solutions are a 2-dimensional space.
Now, n and n3 are solutions, so A(n) = a.n + b.n3 .
Finally, because [L1, L−1] = 2L0, A(1) = 0 and a+ b = 0, we obtain:
A(n) = b(n3 − n) = c
12
(n3 − n), c ∈ C the central charge.
Process 2.9.
[[A,B]+, C] = [A, [B,C]]+ + [B, [A,C]]+ then:
[[Gr, Gs]+, Ln] = [Gr, [Gs, Ln]]+ + [Gs, [Gr, Ln]]+
= [2Lr+s, Ln] = [Gr, (s− 12n)Gn+s]+ + [Gs, (r − 12n)Gn+r]+
= 2(r + s− n)Lr+s+n − δr+s+n c6(n3 − n)
= (s− 1
2
n)(2Lr+s+n + C(r)δr+s+n)− (r − 12n)(2Lr+s+n + C(s)δr+s+n)
Then taking r + s+ n = 0, c
6
(n3 − n) + (s− 1
2
n)C(r) + (r − 1
2
n)C(s) = 0.
Finally, with n = 2s and r = −3s, C(s) = c
3
(s2 − 1
4
).
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Definition 2.10. The central extension of W1/2 is called Vir1/2, the Super-
Virasoro algebra (on sector NS), also called Neveu-Schwarz algebra.
Theorem 2.11. (Complete reducibility)
(a) If H is a unitary, projective, positive energy representation of W1/2,
then any non-zero vector v in the lowest energy subspace H0 generates
an irreducible submodule.
(b) H is an orthogonal direct sum of irreducibles such representations.
Proof. (a) Let K be the minimal W1/2-submodule containing v.
Clearly, since Lnv = Gmv = 0 for m,n > 0 and L0v = hv, we see that K is
spanned by all products R.v with :
R = G−jβ . . . G−j1L−iα . . . L−i1 , 0 < i1 ≤ . . . ≤ iα,
1
2
≤ j1 < . . . < jβ
But then, K0 = Cv. Let K
′ be a submodule ofK, and let p be the orthogonal
projection onto K ′. By unitarity, p commutes with the action of W1/2, and
hence with D. Thus p leaves K0 = Cv invariant, so pv = 0 or v.
But pRv = Rpv, hence K ′ = 0 or K and K is irreducible.
(b) Take the irreducible module M1 generated by a vector of lowest energy.
Now (changing h into h′ = h+m if necessary),we repeat this process forM⊥1 ,
to get M2,M3, . . . The positive energy assumption shows that H = ⊕Mi
Theorem 2.12. (Uniqueness) If H and H ′ are irreducibles with c = c′ and
h = h′, then they are unitarily equivalents as W1/2-modules.
Proof. H0 = Cu and H
′
0 = Cu
′ with u, u′ unitary.
Let U : H → H ′, Au 7→ Au′, we want to prove that U⋆U = UU⋆ = Id.
Let Au ∈ Hn, Bu ∈ Hm:
If n 6= m, for example, n < m, then B⋆Au ∈ Hn−m = 0 and
(Au,Bu) = (B⋆Au, u) = 0 = (Au′, Bu′).
If n = m, then D = B⋆A is a constant energy operator, so in CL0 ⊕ CC.
Now, (L0u, u) = h = (L0u
′, u′) iff h = h′ and (Cu, u) = c = (Cu′, u′) iff c = c′.
Finally, (v, w) = (Uv, Uw) ∀v, w ∈ H and (v′, w′) = (U⋆v′, U⋆w′) ∀v′, w′ ∈ H ′
iff h = h′ and c = c′.
So, U⋆U = UU⋆ = Id, ie, H and H ′ are unitarily equivalents.
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Definition 2.13. Vir1/2 = Vir
−
1/2⊕Vir01/2⊕Vir+1/2 with Vir01/2 = CL0⊕CC
Vir+1/2 =
⊕
m,n>0
CLm ⊕ CGn Vir−1/2 =
⊕
m,n<0
CLm ⊕ CGn
Remark 2.14. This decomposition pass to the universal envelopping :
U(Vir1/2) = U(Vir−1/2) · U(Vir01/2) · U(Vir+1/2)
Remark 2.15. We see that an irreducible, unitary, projective, positive en-
ergy representation of W1/2 is exactly given by a unitary highest weight rep-
resentation of Vir1/2 (see the following section).
2.3 Unitary highest weight representations
Definition 2.16. Let the Verma module H = V (c, h) be the Vir1/2-module
freely generated by followings conditions:
(a) Ω ∈ H, called the cyclic vector (Ω 6= 0).
(b) L0Ω = hΩ, CΩ = cΩ (h, c ∈ R)
(c) Vir+1/2Ω = {0}
Lemma 2.17. U(Vir−1/2)Ω = H and a set of generators is given by:
G−jβ . . . G−j1L−iα . . . L−i1Ω, 0 < i1 ≤ . . . ≤ iα, 12 ≤ j1 < . . . < jβ
Proof. It’s clear.
Lemma 2.18. V (c, h) admits a canonical sesquilinear form (., .),
completely defined by:
(a) (Ω,Ω) = 1
(b) π(A)⋆ = π(A⋆)
(c) (u, v) = (v, u) ∀u, v ∈ H (in particular (u, u) = (u, u) ∈ R).
Proof. It’s clear.
Definition 2.19. u ∈ V (c, h) is a ghost if (u, u) < 0.
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Lemma 2.20. If V (c, h) admits no ghost then c, h ≥ 0
Proof. Since LnL−nΩ = L−nLnΩ+ 2nhΩ + c
n(n2−1)
12
Ω,
we have (L−nΩ, L−nΩ) = 2nh+
n(n2−1)
12
c ≥ 0.
Now, taking n first equal to 1 and then very large, we obtain the lemma.
Definition 2.21. Let K(c, h) = ker(., .) = {x ∈ V (c, h); (x, y) = 0 ∀y}
the maximal proper submodule of V (c, h), and L(c, h) = V (c, h)/K(c, h),
irreducible highest weight representation of Vir1/2, with (., .) well-defined on.
Definition 2.22. u ∈ V (c, h) is a null vector if (u, u) = 0.
Lemma 2.23. On no ghost case, the set of null vectors is K(c, h).
Proof. Let x be a null vector, and y ∈ V (c, h).
By assumption ∀α, β ∈ C, (αx + βy, αx + βy) ≥ 0. We develop it, with
α = (y, y) and β = −(x, y), we obtain : |(x, y)|2(y, y) ≤ (x, x)(y, y)2 = 0.
So if y is not a null vector then (x, y) = 0. Else, (x, x) = (y, y) = 0, so taking
α = 1 and β = −(x, y), we obtain 2|(x, y)|2 ≤ 0 and so (x, y) = 0
Corollary 2.24. L(c, h) is a unitary highest weight representation.
Proof. Without ghost, (., .) is a scalar product on L(c, h).
Remark 2.25. Theorem 1.2 of [11] will be proved classifying no ghost cases.
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3 Vertex operators superalgebras
We give a progressive introduction to vertex operators superalgebras struc-
ture. We start with the fermion algebra as example. We work on to obtain,
at the end of the section, vertex axioms naturally.
3.1 Investigation on fermion algebra
Definition 3.1. Let the fermion algebra (of sector NS), generated by (ψn)n∈Z+ 1
2
,
and I central, with the relations:
[ψm, ψn]+ = δm+nI and ψ
⋆
n = ψ−n
Definition 3.2. (Verma module) Let H = FNS freely generated by:
(a) Ω ∈ H is called the vacuum vector , Ω 6= 0.
(b) ψmΩ = 0 ∀m > 0
(c) IΩ = Ω
Lemma 3.3. A set of generators of H is given by:
ψ−m1 . . . ψ−mrΩ m1 < . . . < mr r ∈ N, mi ∈ N+ 12
Proof. It’s clear.
Lemma 3.4. H admits the sesquilinear form (., .) completely defined by :
(a) (Ω,Ω) = 1
(b) (u, v) = (v, u) ∀u, v ∈ H
(c) (ψnu, v) = (u, ψ−nv) ∀u, v ∈ H ie π(ψn)⋆ = π(ψ⋆n)
(., .) is a scalar product and H is a prehilbert space.
Proof. It’s clear.
Remark 3.5. H is an irreducible representation of the fermion algebra.
It is its unique unitary highest weight representation.
Remark 3.6. ψ2n =
1
2
[ψn, ψn]+ = 0 if n 6= 0
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Definition 3.7. (Operator D) Let D ∈ End(H) inductively defined by :
(a) DΩ = 0
(b) Dψ−ma = ψ−mDa+mψ−ma ∀m ∈ N + 12 and ∀a ∈ H
Lemma 3.8. D decomposes H into
⊕
n∈N+ 1
2
Hn with Dξ = nξ
∀ξ ∈ Hn, dim(Hn) <∞ and Hn ⊥ Hm if n 6= m
Proof. Let a = ψ−m1 . . . ψ−mrΩ be a generic element of the base of H ,
then D.a = (
∑
mi)a.
Remark 3.9. [D,ψm] = −mψm and Ω ∈ H0, so ψm : Hm+n → Hn.
Definition 3.10. (Operator T ) Let T ∈ End(H) inductively defined by :
(a) TΩ = 0
(b) Tψ−ma = ψ−mTa+ (m− 12)ψ−m−1a ∀m ∈ N + 12 and ∀a ∈ H
Remark 3.11. [T, ψm] = −(m− 12)ψm−1.
Definition 3.12. Let ψ(z) =
∑
n∈Z ψn+ 1
2
.z−n−1 the fermion operator.
Remark 3.13. ψ ∈ (EndH)[[z, z−1]] is a formal power series.
Lemma 3.14. (Relations with ψn, D and T )
(a) [ψm+ 1
2
, ψ]+ = z
m
(b) [D,ψ] = z.ψ′ + 1
2
ψ
(c) [T, ψ] = ψ′
Proof. [ψm+ 1
2
, ψ(z)]+ =
∑
[ψm+ 1
2
, ψn+ 1
2
]+.z
−n−1 = zm
[D,ψ(z)] =
∑
(−n− 1
2
)ψn+ 1
2
.z−n−1 = z.ψ′(z) + 1
2
ψ(z)
[T, ψ(z)] =
∑
(−n)ψn− 1
2
.z−n−1 =
∑
(−n− 1)ψn+ 1
2
.z−n−2 = ψ′(z)
Remark 3.15. (., .) induces (ψ(z1)...ψ(zn)c, d) ∈ C[[z±11 , ..., z±1n ]], ∀c, d ∈ H.
Lemma 3.16. (ψ(z)Ω,Ω) = 0 and (ψ(z)ψ(w)Ω,Ω) = 1
z−w if |z| > |w| .
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Proof. (ψ(z)Ω,Ω) =
∑
n∈Z(ψn+ 1
2
Ω,Ω).z−n−1 = 0
(ψ(z)ψ(w)Ω,Ω) =
∑
m,n∈Z(ψm+ 1
2
Ω, ψ−n− 1
2
Ω).z−n−1w−m−1
=
∑
m,n∈Z(ψm− 1
2
Ω, ψ−n− 1
2
Ω).z−n−1w−m =
∑
n∈N(ψ−n− 1
2
Ω, ψ−n− 1
2
Ω).z−n−1wn
= z−1
∑
n∈N(
w
z
)n = 1
z−w if |z| > |w|
Lemma 3.17. ∀c, d ∈ H, (ψ(z)c, d) ∈ C[z, z−1].
Proof. (ψ(z)ψ−n− 1
2
c, d) = (c, d).z−n−1 − (ψ(z)c, ψn+ 1
2
d)
(ψ(z)c, ψ−n− 1
2
d) = (c, d).zn − (ψ(z)ψn+ 1
2
c, d)
Then, the result follows by lemma 3.16 and induction.
Proposition 3.18. ∀c, d ∈ H, ∃X(c, d) ∈ (z − w)−1C[z±1, w±1] such that:
X(c, d)(z, w) =
{
(ψ(z)ψ(w)c, d) if |z| > |w|
−(ψ(w)ψ(z)c, d) if |w| > |z|
Proof. (ψ(z)ψ(w)ψ−n− 1
2
c, d) = (ψ(z)c, d)w−n−1−(ψ(w)c, d)z−n−1+(ψ(z)ψ(w)c, ψn+ 1
2
d)
(ψ(z)ψ(w)c, ψ−n− 1
2
d) = (ψ(w)c, d)zn − (ψ(z)c, d)wn + (ψ(z)ψ(w)ψn+ 1
2
c, d)
Then, the result follows by lemma 3.16, 3.17, symmetry and induction.
3.2 General framework
Definition 3.19. Let H prehilbert and A ∈ (EndH)[[z, z−1]] a formal power
series defined as A(z) =
∑
n∈ZA(n)z
−n−1 with A(n) ∈ End(H).
Definition 3.20. Let A,B ∈ (EndH)[[z, z−1]]
A and B are local if ∃ε ∈ Z2, ∃N ∈ N such that ∀c, d ∈ H:
∃X(A,B, c, d) ∈ (z − w)−NC[z±1, w±1] such that:
X(A,B, c, d)(z, w) =
{
(A(z)B(w)c, d) if |z| > |w|
(−1)ε(B(w)A(z)c, d) if |w| > |z|
Example 3.21. ψ is local with itself, with N = 1 and ε = 1¯
Notation 3.22. [X, Y ]ε =
{
XY − Y X if ε = 0¯
XY + Y X if ε = 1¯
Remark 3.23. Let n ∈ N, then, (z − w)n =∑np=0Cpn(−1)pwpzn−p and,
(z − w)−n =
{ ∑
p∈NC
p
p+n−1w
pz−p−n if |z| > |w|
(−1)n∑p∈NCpp+n−1zpw−p−n if |w| > |z|
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Proposition 3.24. Let A,B local and c, d ∈ H then:
X(A,B, c, d)(z, w) =
∑
n∈ZXn(A,B, c, d)(w)(z − w)−n−1,
Xn(A,B, c, d)(w) = (AnB(w)c, d),
AnB(w) =
∑
m∈Z(AnB)(m)w
−m−1 and (AnB)(m) =

∑n
p=0(−1)pCpn[A(n− p), B(m+ p)]ε if n ≥ 0∑
p∈NC
p
p−n−1(A(n− p)B(m+ p)− (−1)ε+nB(m+ n− p)A(p)) if n < 0
Proof. X(A,B, c, d) ∈ C[z±1, w±1, (z − w)−1], we develop it around z = w:
X(A,B, c, d)(z, w) =
∑
n∈ZXn(A,B, c, d)(w)(z − w)−n−1
with Xn(A,B, c, d)(w) =
1
2πi
∮
w
(z − w)nX(A,B, c, d)(z, w)dz.
By contour integration argument (
∮
w
=
∫
|z|=R>|w|−
∫
|z|=r<|w|), we obtain:
Xn(A,B, c, d)(w) =
1
2πi
(
∫
|z|=R>|w|−
∫
|z|=r<|w|)(z − w)nX(A,B, c, d)(z, w)dz
= 1
2πi
∫
|z|=R>|w|(z−w)n(A(z)B(w)c, d)dz− (−1)
ε
2πi
∫
|z|=r<|w|(z−w)n(B(w)A(z)c, d)dz
= 1
2πi
∑n
q∈Z,p=0(
∫
|z|=R>|w|C
p
n(−1)pzn−pwp(A(q)B(w)c, d)z−q−1dz
− (−1)ε ∫|z|=r<|w|Cpn(−1)pzn−pwp(B(w)A(q)c, d)z−q−1dz)
= (
∑n
p=0(−1)pwpCpn[A(n− p), B(w)]εc, d), with n ∈ N.
X−n(A,B, c, d)(w) = 12πi
∑
q∈Z,p∈N(
∫
|z|=R>|w|C
p
p+n−1z
−n−pwp(A(q)B(w)c, d)z−q−1dz
− (−1)ε ∫|z|=r<|w|Cpp+n−1(−1)nw−n−pzp(B(w)A(q)c, d)z−q−1dz)
= (
∑
p∈NC
p
p+n−1(w
pA(−n− p)B(w)− (−1)ε+nw−n−pB(w)A(p))c, d)
Definition 3.25. Let the operation (A,B)→ AnB as for proposition 3.24.
Formula 3.26. The formula of (AnB)(m) on proposition 3.24.
Corollary 3.27. (Operator product expansion) Let A,B local, and c, d ∈ H:
(A(z)B(w)c, d) ∼ (
N−1∑
n=0
(AnB)(w)
(z − w)n+1 c, d) near z = w
Proof. X(A,B, c, d)(z, w) =
∑
n∈Z(AnB)(w)c, d)(z − w)−n−1
∈ (z − w)−NC[z±1, w±1], so AnB = 0 for −n− 1 < −N ie n ≥ N .
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Remark 3.28. We write OPE as: A(z)B(w) ∼∑N−1n=0 (AnB)(w)(z−w)n+1 .
Remark 3.29. zm =
{ ∑m
k=0C
k
m(z − w)kwm−k if m ≥ 0∑
k∈N(−1)kCkk−m−1(z − w)kwm−k if m < 0
Proposition 3.30. (Lie bracket ) Let A,B local, with ε ∈ Z2 then:
[A(m), B(n)]ε =


∑N−1
p=0 C
p
m(ApB)(m+ n− p) if m ≥ 0
∑N−1
p=0 (−1)pCpp−m−1(ApB)(m+ n− p) if m < 0
Proof. ∀c, d ∈ H , ([A(m), B(n)]εc, d) =
1
(2πi)2
(
∫ ∫
|z|=R>|w|−
∫ ∫
|z|=r<|w|)z
mwnX(A,B, c, d)(z, w)dzdw
By contour integration argument (
∫ ∫
|z|=R>|w|−
∫ ∫
|z|=r<|w| =
∮
0
∮
w
):
([A(m), B(n)]εc, d) =
1
2πi
∮
0
wn 1
2πi
∮
w
zm(
∑N−1
p=0
(ApB)(w)
(z−w)p+1 c, d)dzdw
We suppose m ≥ 0, then by previous remark, ([A(m), B(n)]εc, d) =
= 1
2πi
∮
0
wn 1
2πi
∮
w
∑m
k=0C
k
mw
m−k(
∑N−1
p=0
(ApB)(w)
(z−w)p+1−k c, d)dzdw
= 1
2πi
∮
0
(
∑N−1
p=0 w
n+m−pCpm(ApB)(w)c, d)dw
= 1
2πi
∮
0
(
∑N−1
r∈Zp=0w
n+m−p−r−1Cpm(ApB)(r)c, d)dw
= (
∑N−1
p=0 C
p
m(ApB)(m+ n− p)c, d) (we take Cpm = 0 if p > m ).
Similary for m < 0..., and the result follows.
Formula 3.31. The formula of [A(m), B(n)]ε on proposition 3.30.
Definition 3.32. (Operator D) Let D ∈ End(H) decomposing H into⊕
n∈N+ 1
2
Hn with Dξ = nξ ∀ξ ∈ Hn, dim(Hn) <∞ and Hn ⊥ Hm if n 6= m.
Notation 3.33. Let A′(z) = d
dz
A(z) =
∑
n∈Z(−n)A(n− 1)z−n−1.
Definition 3.34. A ∈ (EndH)[[z, z−1]] is graded if:
∃α ∈ 1
2
N such that [D,A(z)] = zA′(z) + αA(z)
Lemma 3.35. A is graded with α ⇐⇒
A(n) : Hm → Hm−n+α−1 ∀n ∈ Z, ∀m ∈ 12N
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Proof. [D,A(z)] = zA′(z) + αA(z) =
∑
n∈Z(α− 1− n)A(n)z−n−1
⇐⇒ [D,A(n)] = (α− 1− n)A(n) ∀n ∈ Z
⇐⇒ ∀n ∈ Z, ∀m ∈ 1
2
N, ∀ξ ∈ Hm
DA(n)ξ = A(n)Dξ + [D,A(n)]ξ = (m− n+ α− 1)A(n)ξ
⇐⇒ A(n) : Hm → Hm−n+α−1 ∀n ∈ Z, ∀m ∈ 12N.
Lemma 3.36. Let A, B local and graded with α and β then:
[D,AnB(z)] = z(AnB)
′(z) + (α+ β − n− 1)AnB(z).
Proof. A(n) : Hm → Hm−n+α−1 and B(n) : Hm → Hm−n+β−1
Now, by formula 3.26, ApB(n) : Hm → Hm−n+(α+β−p−1)−1
The result follows by the previous lemma.
Lemma 3.37. Let A, B ∈ (EndH)[[z, z−1]], graded with α and β, then:
A and B are local ⇐⇒ ∃ε ∈ Z2, ∃N ∈ N such that ∀c, d ∈ H:
(z − w)N(A(z)B(w)c, d) = (−1)ε(z − w)N(B(w)A(z)c, d) as formal series.
Proof. (⇒) True by definition.
(⇐) Let c ∈ Hp, d ∈ Hq
A(n)c ∈ Hp−n+α−1 = 0 for n > p + α− 1,
B(m)c ∈ Hp−m+β−1 = 0 for m > p+ β − 1,
A(n)B(m)c, B(m)A(n)c ∈ Hp−(m+n)+α+β−2, d ∈ Hq and Hr ⊥ Hq if q 6= r.
Let S = {(m,n) ∈ Z2;m+ n = p− q + α+ β − 2, m ≤ p + β − 1}
and S ′ = {(m,n) ∈ Z2;m+ n = p− q + α + β − 2, n ≤ p+ α− 1}
(z − w)N(A(z)B(w)c, d) =
N∑
S,k=0
CkN(A(n)B(m)c, d)z
−n−1−kw−m−1+N−k
(z−w)N(B(w)A(z)c, d) = (−1)ε
N∑
S′,k=0
CkN(B(m)A(n)c, d)z
−n−1−kw−m−1+N−k
But, S ∩ S ′ is a finite subset of Z2, so the formal series is a polynom:
P (A,B, c, d) ∈ C[z±1, w±1]; now, using remark 3.23, and the fact that
A(n)c = 0 for n > p+ α− 1 and B(m)c = 0 for m > p+ β − 1, then:
(z, w)−NP (A,B, c, d)(z, w) =
{
(A(z)B(w)c, d) if |z| > |w|
(−1)ε(B(w)A(z)c, d) if |w| > |z|
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Remark 3.38. (associativity) (AnB)mC = An(BmC) = AnBmC
Lemma 3.39. Let A1,..., AR graded, Ai and Aj local with N = Nij ∈ N.
Then, ∀c, d ∈ H:∏
i<j
(zi − zj)Nij (A1(z1)...AR(zR)c, d) ∈ C[z±11 , ..., z±1R ]
Proof. It is exactly as the previous lemma:
We can put each Ai(zi) on the first place by commutations.
We obtain equalities between R series with support Si∪T , with T the support
due to
∏
i<j(zi − zj)Nij (finite), and as the previous lemma:
Si = {(m1, ..., mR) ∈ ZR;m1 + ...+mR = K,mi ≤ ki}
So,
⋂
Si is a finite subset of Z
R, and the result follows.
Lemma 3.40. (Dong’s lemma) Let A, B, C graded and pairwise local, then
AnB and C are local.
Proof. Let Q(z1, z2, z3) =
∏
i<j(zi − zj)Nij , by lemma 3.39, ∀d, e ∈ H :
Q.(A(z1)B(z2)C(z3)d, e) = Q.(−1)ε1+ε2(C(z3)A(z1)B(z2)d, e) ∈ C[z±11 , z±12 , z±13 ]
Now, we divide this polynom by Q, we fix z2 and we develop around z1 = z2.
Then ∃N ∈ N such that ∀n ∈ Z if Pn is the coefficient of (z1 − z2)−n−1 then
Sn = (z2 − z3)NPn ∈ C[z±12 , z±13 ].
Now, on one hand Sn = (z2− z3)N(AnB(z2)C(z3)d, e) and on the other hand
Sn = (−1)ε(z2 − z3)N(C(z3)AnB(z2)d, e), with ε = ε1 + ε2.
Then, the result follows by lemmas 3.36 and 3.37.
Proof’s corollary 3.41. If in addition, A and C are local with ε1 ∈ Z2 ,
and, B and C, local with ε2, then, AnB and C are local with ε = ε1 + ε2.
Lemma 3.42. If A and B are local with ε ∈ Z2, so is A′ and B
Proof. (z − w)N(A(z)B(w)c, d) = (−1)ε(z − w)N(B(w)A(z)c, d)
Then, applying d
dz
and the lemma 3.37, the result follows.
Definition 3.43. (Operator T) Let T ∈ End(H).
Lemma 3.44. Let A, B local such that [T,A] = A′ and [T,B] = B′.
Then, [T,AnB] = (AnB)
′ = A′nB + AnB
′ and [T,A’] = A”
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Proof. (z−w)N([T,A(z)B(w)]c, d) = (z−w)N((A′(z)B(w)+A(z)B′(w))c, d)
= (z − w)N∑n∈Z((A′nB + AnB′)(w)c, d)(z − w)−n−1 on one hand
= (z − w)N( d
dz
+ d
dw
)(
∑
n∈ZAnB(w)(z − w)−n−1c, d) on the other hand
= (z − w)N [(∑n∈Z(−n− 1)AnB(w)(z − w)−n−2c, d) +
(
∑
n∈Z(AnB)
′(w)(z − w)−n−1c, d) + (∑n∈Z(n+ 1)AnB(w)(z − w)−n−2c, d)]
= (z − w)N∑n∈Z((AnB)′(w)c, d)(z − w)−n−1
By identification: [T,AnB] = (AnB)
′ = A′nB + AnB
′
Now, [T,A] = A′ ⇒ [T,A(n)] = −nA(n− 1), so [T,A′] = A′′
Lemma 3.45. Let Ω ∈ H; A, B local with A(m)Ω = B(m)Ω = 0 ∀m ∈ N,
then A′(m)Ω = AnB(m)Ω = 0 ∀m ∈ N, ∀n ∈ Z.
Proof. A′(m) = −mA(m − 1), so A′(m)Ω = 0 ∀m ∈ N
On the formula 3.26 , A(n− p)Ω = B(m+ p)Ω = A(p)Ω = 0 because
n− p,m+ p, p ∈ N, then, AnB(m)Ω = 0 ∀m ∈ N, ∀n ∈ Z.
3.3 System of generators
Definition 3.46. Let H prehilbert space; {A1,..., Ar} ⊂ (EndH)[[z, z−1]]
is a system of generators if ∃D, T ∈ End(H), Ω ∈ H such that:
(a) ∀i, j Ai and Aj are local with N = Nij and ε = εij = εii.εjj
(b) ∀i [T,Ai] = A′i
(c) D decomposes H =
⊕
n∈N+ 1
2
Hn with Dξ = nξ ∀ξ ∈ Hn, dim(Hn) <∞,
Hn ⊥ Hm if n 6= m and ∀i Ai is graded with αi ∈ N+ εii2
(d) Ω ∈ H0, ‖Ω‖ = 1, and ∀i ∀m ∈ N, Ai(m)Ω = DΩ = TΩ = 0
(e) A = {Ai(m), ∀i ∀m ∈ Z} acts irreducibly on H, so that H is
the minimal space containing Ω and stable by the action of A
Definition 3.47. Let S ⊂ (EndH)[[z, z−1]], the minimal subset containing
Id, A1,..., Ar, stable by the operations:
(A,B) 7→ (AnB) (∀n ∈ Z) , A 7→ A′
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Let Sε = {A ∈ S | A is local with itself with ε ∈ Z2}, so that S = S0¯ ∐ S1¯.
Let Sε = lin < Sε > and S = S0¯ ⊕ S1¯.
Remark 3.48. All is well defined by previous lemmas.
Lemma 3.49. ∀A,B ∈ S, they are local, AnB ∈ S and [T,A] = A′ ∈ S
Proof. By previous lemmas and linearizing Dong’s lemma.
Lemma 3.50. Let E ∈ Sε1 and F ∈ Sε2 then:
(a) EnF ∈ Sε1+ε2
(b) E and F are local with ε = ε1.ε2
Proof. (a) E and F are local with an ε ∈ Z2.
We use the corollary 3.41 with A = E, B = F , C = E,with A = E, B = F ,
C = F and finally with A = E, B = F , C = EnF . Then we see that EnF is
local with itself with ε′ = ε1 + ε+ ε2 + ε = ε1 + ε2, so, EnF ∈ Sε1+ε2
(b) By induction:
Base case: ∀i, j Ai ∈ Sεii , Aj ∈ Sεjj and are local with ε = εij = εii.εjj by
definition 3.46.
Inductive step: We suppose the property for E ∈ Sε1 , F ∈ Sε2 and G ∈ Sε3 .
We prove it for EnF and G:
E and G are local with ε = ε1.ε3
F and G are local with ε = ε2.ε3
Now, EnF ∈ Sε1+ε2, G ∈ Sε3 and by corollary 3.41 with A = E, B = F ,
C = G, EnF and G are local with ε = ε1.ε3 + ε2.ε3 = (ε1 + ε2).ε3
The following lemma completes the proof.
Lemma 3.51. A ∈ Sε ⇒ A′ ∈ Sε
Proof. By lemma 3.42, if A and B are local with ε ∈ Z2, so is A′ and B.
The result follows by taking B = A and then B = A′.
Definition 3.52. (well defined by lemma 3.45)
R : S −→ H
A 7−→ a := A(z)Ω|z=0 linear.
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Examples 3.53.
(a) R(Id) = Ω, R(A) = A(−1)Ω
(b) R(A′) = A(−2)Ω = T.R(A)
(c) R(AnB) = A(n)R(B) (by formula 3.26)
(d) R(AnId) = A(n)Ω
Lemma 3.54. A is graded with α ⇐⇒ R(A) ∈ Hα
Proof. By lemma 3.35 and 3.36, inductions and linear combinations.
State-Field correspondence:
Lemma 3.55. (Existence) ∀a ∈ H, ∃A ∈ S such that R(A) = a.
Proof. R((Ai1)m1(Ai2)m2 ...(Aik)mkId) = Ai1(m1)R((Ai2)m2 ...(Aik)mkId)
= ... = Ai1(m1)...Aik(mk)Ω
Now, the action of the Ai(m) on Ω generates H by definition 3.46.
Lemma 3.56. Let A ∈ S, then A(z)Ω = ezTR(A).
Proof. Let FA(z) = A(z)Ω =
∑
n∈NA(−n− 1)Ωzn,
Then, ∀b ∈ H , (FA(z), b) ∈ C[z]
Now, d
dz
(FA(z), b) = (
d
dz
FA(z), b) = (A
′(z)Ω, b)
= ([T,A(z)]Ω, b) = (T.A(z)Ω, b) = (T.FA(z)Ω, b)
But, FA(0) = R(A), so we see that: (FA(z), b) = (e
zTR(A), b) ∀b ∈ H
Finally, FA(z) = e
zTR(A)
Lemma 3.57. (Unicity) R(A) = R(B)⇒ A = B.
Proof. Let C = A−B, then R(C) = R(A)− R(B) = 0
and FC(z) = e
zTR(C) = 0
Now, ∀e ∈ H , ∃E ∈ S such that R(E) = e.
Then ∀f ∈ H , ∃N ∈ N ∃ε ∈ Z2 such that :
(z − w)N(C(z)E(w)Ω, f) = (−1)ε(z − w)N(E(w)C(z)Ω, f)
Now, (E(w)C(z)Ω, f) = (E(w)FC(z), f) = 0 = (C(z)E(w)Ω, f)
So, (C(z)E(w)Ω, f)|w=0 = (C(z)e, f) = 0 ∀e, f ∈ H
Finally, C = 0 and A = B
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Now, we can well defined:
Definition 3.58. (State-Field correspondence map)
V : H −→ S
a 7−→ V (a) linear.
such that :
( ∀a ∈ H R(V (a)) = a
∀A ∈ S V (R(A)) = A
Notation 3.59. V (a)(z) is noted V (a, z) and A(z) = V (R(A), z)
Examples 3.60.
(a) V (0, z) = 0, V (Ω, z) = Id
(b) V ′(a, z) = V (T.a, z)
(c) (AnB)(z) = V (A(n)R(B), z)
Definition 3.61. Let Hε =
⊕
n∈N+ ε
2
Hn so that H = H0¯ ⊕H1¯.
Lemma 3.62. R(Sε) = Hε (ε ∈ Z2)
Proof. Base step: by definition 3.46 and lemma 3.54,
∀i Ai ∈ Sεii and R(Ai) ∈ Hαi with αi ∈ N+ εii2
Inductive step: by lemma 3.50
Corollary 3.63. (Relation with T and D) Let a ∈ Hα, we have that:
(a) [T, V (a, z)] = V ′(a, z) = V (T.a, z) ∈ S
(b) [D, V (a, z)] = z.V ′(a, z) + α.V (a, z) ( /∈ S in general)
3.4 Application to fermion algebra
H = FNS, ψ(z) =
∑
n∈Z ψn+ 1
2
z−n−1 with [ψm, ψn]+ = δm+nId.
Proposition 3.64. {ψ} is a system of generator.
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Proof. ψ is local with itself with N = 1 and ε = 1¯ = 1¯.1¯ (see definition 3.46)
We have construct D and T (p 14 ), Ω ∈ H0, ‖Ω‖ = 1, DΩ = TΩ = 0.
[T, ψ(z)] = ψ′(z), [D,ψ(z)] = z.ψ′(z) + 1
2
ψ(z) and 1
2
∈ N+ 1
2
Finally, {ψn, n ∈ 12N} acts irreducibly on H
Corollary 3.65. {ψ} generates an S with a state-field correspondence with:
R(ψ) = ψ− 1
2
Ω and ψ(z) = V (ψ− 1
2
Ω, z)
Lemma 3.66. (OPE) ψ(z)ψ(w) ∼ Id
z−w
Proof. ψnψ(w) = V (ψn+ 1
2
ψ− 1
2
Ω, w) = 0 if n ≥ 1 ( here N = 1 )
Now, for 0 ≤ n ≤ N − 1 i.e n = 0 :
ψ 1
2
ψ− 1
2
Ω = ([ψ 1
2
, ψ− 1
2
]+ − ψ− 1
2
ψ 1
2
)Ω = Ω, so ψ0ψ(w) = Id
Remark 3.67. (Next operator) ψ− 1
2
ψ− 1
2
Ω = 0, so ψ−1ψ = 0; and the next
operator of the expansion is 2L(w) := ψ−2ψ(w) = 2
∑
n∈Z Lnz
−n−2
Now, R(L) = 1
2
ψ− 3
2
ψ− 1
2
Ω, then L(w) = V (1
2
ψ− 3
2
ψ− 1
2
Ω, w).
Remark 3.68. L(n) = Ln−1 so, L0Ω = L−1Ω = 0 by lemma 3.45.
Lemma 3.69. (OPE) ψ(z)L(w) ∼ 1/2ψ(w)
(z−w)2 − 1/2ψ
′(w)
(z−w)
Proof. ψnL(w) =
1
2
V (ψn+ 1
2
ψ− 3
2
ψ− 1
2
Ω, w) = 0 if n ≥ 2 ( here N = 2 )
Now, ψ 1
2
ψ− 3
2
ψ− 1
2
Ω = −ψ− 3
2
Ω = R(ψ′) , ψ 3
2
ψ− 3
2
ψ− 1
2
Ω = ψ− 1
2
Ω = R(ψ′)
Lemma 3.70. (Lie bracket) [Lm, ψn] = −(n + 12m)ψm+n
Proof. By lemma 3.50, ψ and L are local with ε = 0¯, and by formula 3.31:
[ψ(m), L(n + 1)] = −1
2
C0mψ
′(m+ n + 1) + 1
2
C1mψ(m+ n+ 1− 1)
= 1
2
(m+ n+ 1)ψ(m+ n) + 1
2
mψ(m+ n) = (m+ 1
2
+ 1
2
n)ψ(m+ n)
We have computed for m ≥ 0, we find the same result for m < 0.
Now, ψ(m) = ψm+ 1
2
and L(n + 1) = Ln, so the result follows.
Lemma 3.71. D = L0 and T = L−1
Proof. [L0, ψn] = −nψn = [D,ψn] , [L−1, ψn] = −(n− 12)ψn−1 = [T, ψn]
So, by irreducibility and Schur’s lemma, L0 −DandL−1 − T ∈ CId
Now, L0Ω = DΩ = L−1Ω = TΩ = 0, then, D = L0 and T = L−1
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Corollary 3.72. ∀a ∈ Hs:
(a) [L−1, V (a, z)] = V ′(a, z) = V (L−1.a, z) ∈ S
(b) [L0, V (a, z)] = z.V
′(a, z) + s.V (a, z)
Remark 3.73. ∀A ∈ S, A′ = (L0A), so, by Dong’s lemma, we finally don’t
need here to A 7→ A′ for the construction of S.
Lemma 3.74. (OPE) L(z)L(w) ∼ (c/2)Id
(z−w)4 +
2L(w)
(z−w)2 +
L′(w)
(z−w)
Proof. LnL(w) = V (L(n)L(−1)Ω, w) = V (Ln−1L−2Ω, w) = 0 if n ≥ 4.
Then, here, N = 4, so, for 0 ≤ n ≤ N − 1:
(a) V (L−1L−2Ω, w) = L′(w)
(b) L0L−2Ω = 2L−2Ω = 2R(L) because L−2Ω ∈ H2
(c) L1L−2Ω = 12L1ψ− 32ψ− 12Ω =
1
2
[L1, ψ− 3
2
]ψ− 1
2
Ω = 1
2
ψ2− 1
2
Ω = 0
(d) L2L−2Ω ∈ H0 = CΩ, so, L2L−2Ω = KΩ with K = ‖L−2Ω‖2
Notation 3.75. c := 2‖L−2Ω‖2, the central charge.
(here c = 1
2
(ψ− 3
2
ψ− 1
2
Ω, ψ− 3
2
ψ− 1
2
Ω) = 1
2
)
Notation 3.76. Let δk =
{
0 if k 6= 0
Id if k = 0
Lemma 3.77. (Lie bracket) [Lm, Ln] = (m− n)Lm+n + c12m(m2 − 1)δm+n.
Proof. By lemma 3.50, L ∈ S0¯, and by formula 3.31:
If m+ 1 ≥ 0, then: [L(m+ 1), L(n+ 1)] =
C0m+1L
′(m+ n+ 2) + 2C1m+1L(m+ n+ 2− 1) + c2C3m+1Id(m+ n + 2− 3)
= −(m+ n + 2)L(m+ n + 2) + 2(m+ 1)L(m+ n + 1) + c
2
m(m2−1)
6
δm+n
= (m− n)L(m+ n + 1) + c
12
m(m2 − 1)δm+n
We find the same result for m+ 1 < 0
Remark 3.78. L⋆m = L−m
Proof. [ψ−n, L⋆m] = [Lm, ψn]
⋆ = −(n + 1
2
m)ψ−m−n = [ψ−n, L−m], then the
result follows by irreducibility, Schur’s lemma and grading.
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Remark 3.79. The (Ln) generate a Virasoro algebra Vir.
Corollary 3.80. Vir acts on H = FNS, and admits L(c, h) = L(12 , 0)
as minimal submodule containing Ω.
Definition 3.81. Let call L the Virasoro operator,
and ω = R(L) = 1
2
ψ− 3
2
ψ− 1
2
Ω, the Virasoro vector.
3.5 Vertex operator superalgebra
Definition 3.82. A vertex operator superalgebra is an (H, V,Ω, ω) with:
(a) H = H0¯ ⊕H1¯ a prehilbert superspace.
(b) V : H → (EndH)[[z, z−1]] a linear map.
(c) Ω, ω ∈ H the vacuum and Virasoro vectors.
Let Sε = V (Hε), S = S0¯ ⊕ S1¯ and A(z) = V (a, z) =
∑
n∈ZA(n)z
−n−1,
then (H, V,Ω, ω) satisfies the followings axioms:
1. (vacuum axioms): ∀A ∈ S and ∀n ∈ N, A(n)Ω = 0,
V (a, z)Ω|z=0 = a and V (Ω, z) = Id
2. (irreducibility axiom): Let A = {A(n)|A ∈ S, n ∈ Z} then,
A acts irreducibly on H, so that A.Ω = H
3. (locality axiom): ∀A ∈ Sε1, ∀B ∈ Sε2, A and B are local
(see definition 3.20 and lemma 3.37), with ε = ε1.ε2 and AnB ∈ Sε1+ε2
4. (Virasoro axiom): V (ω, z) = L(z) =
∑
n∈Z Lnz
−n−2 Virasoro operator
(L0Ω = L−1Ω = 0 and ω = L−2Ω). Let c = 2‖ω‖2 the central charge:
[Lm, Ln] = (m− n)Lm+n + c12m(m2 − 1)δm+n
5. (L0 axioms) L0 decomposes H into
⊕
n∈N+ 1
2
Hn with dim(Hn) < ∞,
Hn ⊥ Hm if n 6= m, Hε =
⊕
n∈N+ ε
2
Hn, Ω ∈ H0, ω ∈ H2, and
∀a ∈ Hα, [L0, V (a, z)] = z.V ′(a, z) + α.V (a, z)
6. (L−1 axioms): [L−1, V (a, z)] = V ′(a, z) = V (L−1.a, z) ∈ S
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Corollary 3.83. A system of generators, generating a Virasoro operator
L ∈ S, with D = L0 and T = L−1, generates a vertex operator superalgebra.
Corollary 3.84. The fermion operator ψ generates a vertex operator super-
algebra , with Virasoro vector ω = 1
2
ψ− 3
2
ψ− 1
2
Ω.
Remark 3.85. The Virasoro operator L alone, generates the minimal vertex
operator (super)algebra.
Remark 3.86. Let A(z) = V (a, z) and B(w) = V (b, w); the formula 3.26 is
general, so similary, by vacuum axioms, AnB(w) = V (A(n)b, w).
Proposition 3.87. (Borcherds associativity) ∃N ∈ N such that ∀c, d ∈ H:
(z − w)N(V (a, z)V (b, w)c, d) = (z − w)N(V (V (a, z − w)b, w)c, d)
Proof. To simplify the proof, we don’t write:
”∃N ∈ N such that ∀c, d ∈ H (z − w)N( . c, d)”, but it is implicit.
V (a, z)V (b, w) = A(z)B(w) =
∑
AnB(w)(z − w)−n−1
=
∑
V (A(n)b, w)(z − w)−n−1 = V (∑A(n)b(z − w)−n−1, w)
= V (
∑
A(n)(z − w)−n−1b, w) = V (V (a, z − w)b, w).
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4 Vertex g-superalgebras and modules
4.1 Preliminaries
4.1.1 Simple Lie algebra g
Let g be a simple Lie algebra of dimension N , a basis (Xa)
with [Xa, Xb] = i
∑
c Γ
c
abXc with Γ
c
ab ∈ R totally antisymmetric.
Lemma 4.1. Let C =∑bX2b , then [g, C] = 0
Proof. It suffices to prove [Xa, C] = 0 for each Xa.
[Xa, C] =
∑
b[Xa, X
2
b ] =
∑
b([Xa, Xb]Xb +Xb[Xa, Xb]) = i
∑
b,c Γ
c
abXcXb+
i
∑
b,c Γ
c
abXbXc = i
∑
b,c(Γ
c
ab + Γ
b
ac)XcXb = 0 by antisymmetry.
Remark 4.2. C is a multiple of the Casimir of g. We suppose to have well
normalized the basis such that C is exactly the Casimir.
Corollary 4.3. By Schur’s lemma, C acts as multiplicative constant cV on
each irreducible representation V .
Example 4.4. g is simple, it acts irreducibly on V = g with ad.
Lemma 4.5.
∑
a,c Γ
b
ac.Γ
d
ac = δbdcg
Proof. (
∑
a ad
2
Xa)(Xb) = cgXb =
∑
a[Xa, [Xa, Xb]]
= i2
∑
a,c,d Γ
c
ab.Γ
d
acXd =
∑
a,c,d Γ
b
ac.Γ
d
acXd.
Then,
∑
a,c Γ
b
ac.Γ
d
ac = δbdcg
Definition 4.6. g = cg
2
is called the dual Coxeter number.
Example 4.7. g = A1 = sl2, dim(g) = 3
[E, F ] = H, [H,E] = 2E, [H,F ] = −2F , with Casimir EF + FE + 1
2
H2
We choose the basis: X1 =
i
√
2
2
(E − F ), X2 =
√
2
2
(E + F ), X3 =
√
2
2
H,
with relations: [X1, X2] = i
√
2X3, [X3, X1] = i
√
2X2, [X2, X3] = i
√
2X1
C =∑aX2a = EF + FE + 12H2 and g = 12∑a,b(Γcab)2 = 2
Table (see [7] p 111)
g An Bn Cn Dn E6 E7 E8 F4 G2
dim(g) n2 + 2n 2n2 + n 2n2 + n 2n2 − n 78 133 248 52 14
g n+ 1 2n− 1 n + 1 2n− 2 12 18 30 9 4
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4.1.2 Loop algebra Lg
Definition 4.8. Let Lg = C∞(S1, g) the loop algebra of g.
It’s an infinite dimensional Lie ⋆-algebra, admitting the Xan = Xae
inθ
as basis, with n ∈ Z and (Xa) the base of g; so:
[Xam, X
b
n] = [Xa, Xb]m+n and (X
a
n)
⋆ = Xa−n
Proposition 4.9. (Boson cocycle) Lg has a unique central extension, up to
equivalent, i.e. H2(Lg,C) is 1-dimensional. H2(Lg,C) is 1-dimensional. Let
L the central element and ĝ+ = Lg⊕ CL called g-boson algebra, then:
[Xam, X
b
n] = [Xa, Xb]m+n +mδabδm+n.L
Proof. See [13] or [18] p 46.
Theorem 4.10. The unitary highest weight representations of ĝ+ are
H = L(Vλ, ℓ) with:
(a) ℓ ∈ N such that LΩ = ℓΩ (the level of H).
(b) H0 = Vλ irreducible representation of g such that:
(λ, θ) ≤ ℓ with λ the highest weight and θ the highest root.
Proof. See [13] or [18] p 48.
Remark 4.11. Let Cℓ the category of such representations for ℓ fixed.
Cℓ is a finite set and Cℓ ⊂ Cℓ+1
Remark 4.12. The irreducible unitary projective positive energy represen-
tations of Lg are given by the unitary highest weight representation of ĝ+.
Example 4.13. We take g = sl2, then H = L(j, ℓ) with:
• LΩ = ℓΩ, ℓ ∈ N
• H0 = Vj with j ∈ 12N the spin and j ≤ ℓ2 , such that
CΩ = cVjΩ with C =
∑
a(X
a
0 )
2 the Casimir and cVj = 2j
2 + 2j
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4.2 g-vertex operator superalgebras
4.2.1 g-fermion
Definition 4.14. Let ĝ− be the g-fermion algebra, generated by (ψam) with
a ∈ {1, ..., N}, N = dim(g), m ∈ Z+ 1
2
and relations:
[ψam, ψ
b
n]+ = δabδm+n and (ψ
a
m)
⋆ = ψa−m
Remark 4.15. As for the fermion algebra of section 3.1, we generate the
Verma module H = F gNS, and the sesquilinear form (., .) which is a scalar
product; π(ψan)
⋆ = π((ψan)
⋆), F gNS is a prehilbert space, an irreducible repre-
sentation of ĝ− and its unique unitary highest weight representation.
Definition 4.16. Let ψa(z) =
∑
n∈Z ψ
a
n+ 1
2
.z−n−1 the fermion operators.
Remark 4.17. ψa(z)ψb(w) ∼ δab
(z−w)
Remark 4.18. As for the single fermion operator ψ, of section 3.4,
{ψa, a ∈ {1, ..., N}} generates a vertex operator superalgebra with:
ω =
1
2
∑
a
ψa− 3
2
ψa− 1
2
Ω and c = 2‖ω‖2 = dim(g)
2
Definition 4.19. Let Sc(z) = V (sc, z) =
∑
n∈Z S
c
nz
−n−1 with:
sc = − i
2
∑
a,b Γ
c
abψ
a
− 1
2
ψb− 1
2
Ω ∈ H1 ⊂ H0¯
Lemma 4.20. (OPE and Lie bracket)
ψa(z)Sb(w) ∼ i
∑
c Γ
c
abψ
c(w)
(z − w) and [ψ
a
m, S
b
n] = i
∑
c
Γcabψ
c
m+n = [S
a
m, ψ
b
n]
Proof. ψd
n+ 1
2
.sc = 0 if n ≥ 1 and ψd1
2
.sc = i
∑
a Γ
a
dcψ
a
− 1
2
Ω.
Remark 4.21. [Sam, ψ
a
n] = 0
Lemma 4.22. (Sbm)
⋆ = Sb−m
Proof. [(Sbn)
⋆, ψa−m] = [ψ
a
m, S
b
n]
⋆ = −i∑c Γcabψc−m−n = [Sb−n, ψa−m]
The result follows by irreducibility, Schur’s lemma and grading.
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Remark 4.23. (Jacobi) [Xa, [Xb, Xc]] = [[Xa, Xb], Xc] + [Xb, [Xa, Xc]]
⇔ ∑d ΓdbcΓead =∑d(ΓdabΓedc + ΓdacΓebd) ⇔ ∑e(ΓeabΓecd + ΓedaΓecd + ΓedbΓeac) = 0
Notation 4.24. [Sa, Sb] := i
∑
c Γ
c
abS
c
Lemma 4.25. (OPE and Lie bracket)
Sa(z)Sb(w) ∼ [S
a, Sb](w)
(z − w) +
g.δab
(z − w)2
and [Sam, S
b
n] = [S
a, Sb](m+ n) + ℓ.mδabδm+n (with ℓ = g ∈ N)
Proof. Sdns
c = 0 if n ≥ 2 and:
(a) Sd0s
c = − i
2
∑
a,b Γ
c
abS
d
0ψ
a
− 1
2
ψb− 1
2
Ω
= − i
2
(i
∑
a,b,e Γ
c
abΓ
e
daψ
e
− 1
2
ψb− 1
2
Ω+ i
∑
a,b,e Γ
c
abΓ
e
dbψ
a
− 1
2
ψe− 1
2
Ω)
= − i
2
(i
∑
a,b,e(Γ
c
ebΓ
a
de + Γ
c
aeΓ
b
de)ψ
a
− 1
2
ψb− 1
2
Ω
= i
∑
e Γ
e
dc
−i
2
∑
a,b Γ
e
abψ
a
− 1
2
ψb− 1
2
Ω = i
∑
e Γ
e
dcs
e = [Sd, Sc](−1)
(b) Sd1s
c = − i
2
i
∑
a,b,e Γ
c
abΓ
e
daψ
e
1
2
ψb− 1
2
Ω = 1
2
∑
a,b Γ
c
abΓ
d
ab = g.δcd
Corollary 4.26. (Sam) is the basis of a g-boson algebra.
It admits L(V0, g) as minimal submodule of F gNS containing Ω
(with V0 = C the trivial representation of g).
Lemma 4.27.
∑
a(S
a
−1)
2Ω = 4gω
Proof.
∑
e(S
e
−1)
2Ω = − i
2
∑
a,b,e Γ
c
abS
e
−1ψ
a
− 1
2
ψb− 1
2
Ω
= −1
4
∑
a,b,c,d,e Γ
e
abΓ
e
cdψ
a
− 1
2
ψb− 1
2
ψc− 1
2
ψd− 1
2
Ω− i
2
∑
a,b,c Γ
e
ab[S
e
−1, ψ
a
− 1
2
ψb− 1
2
]Ω
= − 1
12
∑
a,b,c,d(
∑
e(Γ
e
abΓ
e
cd + Γ
e
daΓ
e
cb + Γ
e
dbΓ
e
ac)ψ
a
− 1
2
ψb− 1
2
ψc− 1
2
ψd− 1
2
Ω)
+
∑
a,b,c,e Γ
b
eaΓ
c
eaψ
c
− 3
2
ψb− 1
2
Ω = 4gω
Lemma 4.28. (OPE and Lie bracket)
Sa(z)L(w) ∼ S
a(w)
(z − w)2 and [Lm, S
a
n] = −nSam+n
31
Proof. San.ω = 0 for n ≥ 3 and:
(a) Sa0 .ω =
1
4g
∑
b S
a
0 (S
b
−1)
2Ω = 1
4g
∑
b([S
a
0 , S
b
−1]S
b
−1Ω + S
b
−1[S
a
0 , S
b
−1]Ω)
= i
4g
∑
b,c(Γ
c
ab + Γ
b
ac)S
c
−1S
b
−1Ω = 0
(b) Sa2 .ω =
1
4g
∑
b([S
a
2 , S
b
−1]S
b
−1Ω + S
b
−1[S
a
2 , S
b
−1]Ω)
= i
4g
∑
b,c Γ
c
abS
c
1S
b
−1Ω =
i
4g
∑
b,c Γ
c
abδbcℓ = 0
(c) Sa1 .ω =
1
4g
∑
b([S
a
1 , S
b
−1]S
b
−1Ω + S
b
−1[S
a
1 , S
b
−1]Ω)
= i
4g
(2ℓ+ i
∑
b,c Γ
c
abS
c
0S
b
−1Ω) =
2(ℓ+g)
4g
Sa−1Ω = S
a
−1Ω (⋆)
Corollary 4.29. (Sa) generate a vertex operator (super)algebra with
ω = 1
4g
∑
a(S
a
−1)
2Ω as Virasoro vector.
4.2.2 g-boson
Definition 4.30. Let Xa(z) =
∑
n∈ZX
a
nz
−n−1 the boson operators
with [Xam, X
b
n] = [X
a, Xb]m+n +mδabδm+n.L
Corollary 4.31. The g-boson algebra ĝ+ generates a vertex operator
(super)algebra on H = L(V0, g), and also on H = L(V0, ℓ) for any ℓ ∈ N,
with ω = 1
2(ℓ+g)
∑
a(X
a
−1)
2Ω as Virasoro vector; and:
Xa(z)Xb(w) ∼ [X
a, Xb](w)
(z − w) +
g.δab
(z − w)2
Xa(z)L(w) ∼ X
a(w)
(z − w)2 and [Lm,X
a
n] = −nXam+n
Proof. By the previous work on (Sa) and (⋆).
Lemma 4.32. c = 2‖ω‖2 = ℓdim(g)
ℓ+g
Proof. 4(ℓ+ g)2‖ω‖2 =∑a,b((Xa−1)2Ω, (Xb−1)2Ω) =∑a,b(Ω, (Xa1 )2(Xb−1)2Ω)
=
∑
a,b(Ω, X
a
1X
b
−1[X
a
1 , X
b
−1]Ω +X
a
1 [X
a
1 , X
b
−1]X
b
−1Ω)
= (
∑
a,b,c iΓ
c
ab(Ω, X
a
1X
c
0X
b
−1Ω)) + 2ℓ
∑
a(Ω, X
a
1X
a
−1Ω)
= (
∑
a,b,c,d(−1)ΓcabΓdcb(Ω, Xa1Xd−1Ω) + 2ℓ2dim(g))
= (2gℓdim(g) + 2ℓ2dim(g)) = 2ℓdim(g)(ℓ+ g)
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Remark 4.33. By vacuum axiom of vertex operator superalgebra, Xa0Ω = 0,
then, the representation H0 = Vλ of g is necessary the trivial one V0.
At section 4.3, we see that general L(Vλ, ℓ) admits the structure of vertex
module over L(V0, ℓ).
4.2.3 g-supersymmetry
By lemma 4.20, the g-boson algebra ĝ+ acts on the g-fermion algebra ĝ+,
then, we can build their semi-direct product:
Definition 4.34. Let ĝ = ĝ+ ⋉ ĝ− the g-supersymmetric algebra.
Proposition 4.35. The unitary highest weight representations (irreducible)
of ĝ are H = L(Vλ, ℓ)⊗ F gNS (see [6]).
Proof. Let H be such a representation of ĝ, then, ĝ− acts on, but it admits
a unique irreducible representation: F gNS, so H = M ⊗ F gNS, with M a
multiplicity space. Now, ĝ+ acts on H and on F gNS (corollary 4.26 ), and
the difference commutes with ĝ−; but ĝ− acts irreducibly on F gNS, so, the
commutant of ĝ− is End(M) ⊗ C by Schur’s lemma. So, ĝ+ acts on M ,
and this action is necessarily irreducible. Finally, by unitary highest weight
context, ∃λ such that M = L(Vλ, ℓ).
Remark 4.36. Using the previous notations, ĝ+ acts on L(Vλ, ℓ)⊗ F gNS as
Ban = X
a
n + S
a
n, bosons of level d = ℓ+ g.
Corollary 4.37. From (ψa(z)) and (Ba(z)), we generate Sa(z) and Xa =
Ba − Sa a vertex operator superalgebra on H = L(V0, ℓ) ⊗ F gNS with the
Virasoro vector:
ω =
1
2
∑
a
ψa− 3
2
ψa− 1
2
Ω+
1
2(ℓ+ g)
∑
a
(Xa−1)
2Ω and :
c = 2‖ω‖2 = dim(g)
2
+
ℓdim(g)
ℓ+ g
=
3
2
· ℓ+
1
3
g
ℓ+ g
dim(g)
Definition 4.38. (SuperVirasoro operator)
Let τ1 =
∑
a ψ
a
− 1
2
Xa−1Ω, τ2 =
1
3
∑
a ψ
a
− 1
2
Sa−1Ω and τ = (ℓ+ g)
− 1
2 (τ1 + τ2).
Let G(z) = V (τ, z) =
∑
n∈ZGn− 1
2
z−n−1 =
∑
n∈Z+ 1
2
Gnz
−n− 3
2
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Proposition 4.39. (Supersymmetry boson-fermion)
Ba(z)G(w) ∼ d 12 ψ
a(w)
(z − w)2 and ψ
a(z)G(w) ∼ d− 12 B
a(w)
(z − w)
[Gm, B
a
n] = −nd
1
2ψam+n and [Gm, ψ
a
n]+ = d
− 1
2Bam+n
Proof. ψa
n+ 1
2
τi = 0 for n ≥ 2 and:
(a) ψa1
2
τ1 = X
a
−1Ω
(b) ψa1
2
τ2 =
1
3
(Sa−1Ω−
∑
b ψ
b
− 1
2
ψa1
2
Sb−1Ω) =
1
3
(Sa−1Ω− i
∑
b,c Γ
c
abψ
b
− 1
2
ψc− 1
2
Ω)
= Sa−1Ω
(c) ψa3
2
τ1 = ψ
a
3
2
τ2 = 0.
Sanτi, X
a
nτi = 0 for n ≥ 2 and:
(a) Sa0 τ1 =
∑
b S
a
0ψ
b
− 1
2
Xb−1Ω = i
∑
b,c Γ
c
abψ
c
− 1
2
Xb−1Ω
(b) Sa0 τ2 =
1
3
∑
b S
a
0ψ
b
− 1
2
Sb−1Ω =
1
3
(i
∑
b,c Γ
c
abψ
c
− 1
2
Sb−1Ω +
∑
b ψ
b
− 1
2
Sa0S
b
−1Ω)
= 1
3
(i
∑
b,c Γ
c
abψ
c
− 1
2
Sb−1Ω+ i
∑
b,c Γ
c
abψ
b
− 1
2
Sc−1Ω)
= i
3
∑
b,c(Γ
c
ab + Γ
b
ac)ψ
c
− 1
2
Sb−1Ω = 0
(c) Xa0 τ1 =
∑
b ψ
b
− 1
2
Xa0X
b
−1Ω = i
∑
b,c Γ
c
abψ
b
− 1
2
Xc−1Ω = −Sa0 τ1
(d) Xa0 τ2 = X
a
1 τ2 = S
a
1τ1 = 0
(e) Xa1 τ1 = ℓψ
a
− 1
2
Ω
(f) Sa1 τ2 =
1
3
∑
b S
a
1ψ
b
− 1
2
Sb−1Ω =
1
3
(i
∑
b,c Γ
c
abψ
c
1
2
Sb−1Ω +
∑
b ψ
b
− 1
2
Sa1S
b
−1Ω)
= 1
3
(
∑
b,c,d Γ
c
abΓ
d
bcψ
d
− 1
2
Ω + gψa− 1
2
Ω) = gψa− 1
2
Ω
Remark 4.40. G⋆m = G−m (as lemma 4.22)
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Lemma 4.41. (OPE and Lie bracket)
L(z)G(w) ∼ G
′(w)
(z − w) +
3
2
G(w)
(z − w)2 and [Gm, Ln] = (m−
1
2
n)Gm+n
Proof. L(n)τ = Ln−1τ = 0 for n ≥ 3 and:
(a) L−1τ = R(G′) (see L−1 axioms and definition 3.52)
(b) L0τ =
3
2
R(G) (see L0 axioms)
(c) L1(τ1 + τ2) =
∑
a L1ψ
a
− 1
2
(Xa−1 +
1
3
Sa−1)Ω =
∑
a ψ
a
− 1
2
L1(X
a
−1 +
1
3
Sa−1)Ω
=
∑
a ψ
a
− 1
2
(Xa0 +
1
3
Sa0 )Ω = 0
Remark 4.42. [[A,B]+, C] = [A, [B,C]+] + [B, [A,C]+]
= [A, [B,C]]+ + [B, [A,C]]+
Lemma 4.43. (OPE and Lie bracket)
G(z)G(w) ∼
2
3
c
(z − w)3+
2L(w)
(z − w) and [Gm, Gn]+ = 2Lm+n+
c
3
(m2−1
4
)δm+n
Proof. By supersymmetry:
(a) [[Gm, Gn]+, B
a
r ] = −2rBam+n+r = [2Lm+n, Bar ]
(b) [[Gm, Gn]+, ψ
a
r ] = −2(r + 12(m+ n))ψam+n+r = [2Lm+n, ψar ]
Then, [[Gm, Gn]+ − 2Lm+n, Bar ] = [[Gm, Gn]+ − 2Lm+n, ψar ] = 0.
Now, (Bar ), (ψ
a
r ) act irreducibly on H , so by Schur’s lemma:
[Gm, Gn]+ − 2Lm+n = km,nI
Now, among the Gnτ , G 3
2
τ is the only to give a constant term and:
G 3
2
τ = (ℓ+ g)−1
∑
aG 3
2
ψa− 1
2
(Xa−1 +
1
3
Sa−1)Ω
= (ℓ+ g)−1
∑
a(X
a
1 + S
a
1 )(X
a
−1 +
1
3
Sa−1)Ω
= (ℓ+ g)−1dim(g)(ℓ+ 1
3
g)Ω = 2
3
cΩ.
Finally, by formulas 3.26 and 3.31, km,n =
c
3
(m2 − 1
4
)δm+n.
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Summary 4.44. 

L(z)L(w) ∼ (c/2)
(z−w)4 +
2L(w)
(z−w)2 +
L′(w)
(z−w)
L(z)G(w) ∼ G′(w)
(z−w) +
3
2
G(w)
(z−w)2
G(z)G(w) ∼ 23 c
(z−w)3 +
2L(w)
(z−w)
and: 

[Lm, Ln] = (m− n)Lm+n + c12(m3 −m)δm+n
[Gm, Ln] = (m− n2 )Gm+n
[Gm, Gn]+ = 2Lm+n +
c
3
(m2 − 1
4
)δm+n
L⋆n = L−n, G
⋆
m = G−m, and c =
3
2
· ℓ +
1
3
g
ℓ+ g
dim(g)
the SuperVirasoro algebra of sector (NS), or Neveu-Schwarz algebra Vir1/2.
Corollary 4.45. Vir 1
2
acts unitarily on H = L(V0, ℓ) ⊗ F gNS and admits
L(c, 0) as minimal submodule containing Ω (see definition 2.21 ).
4.3 Vertex modules
Remark 4.46. If ℓ = 0, then λ = 0 and L(V0, 0) = C trivial, and what we
will show is ever proved by the previous section. So, we suppose ℓ ∈ N⋆ fixed.
4.3.1 Summary
Let H = L(V0, ℓ)⊗F gNS, the vacuum representation of the g-supersymmetric
algebra ĝ, with π : ĝ −→ End(H).
We have construct the vertex operator superalgebra (H,Ω, ω, V ) with
V : H −→ (EndH)[[z, z−1]] the state-field correspondance map.
S = V (H) is generated by (V (ψa− 1
2
Ω))a, (V (X
b
−1Ω))b, and V (LΩ), pairwise
local, with the operations, (A,B) 7→ AnB and linear combinations.
We write V (ψa− 1
2
Ω, z) =
∑
n∈Z π(ψ
a
n+ 1
2
)z−n−1,
V (Xb−1Ω, z) =
∑
n∈Z π(X
b
n)z
−n−1 and V (LΩ, z) = π(L) (= ℓIdH).
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4.3.2 Modules
Let Hλ = L(Vλ, ℓ) ⊗ F gNS a unitary highest weight representation of ĝ and
πλ : ĝ −→ End(Hλ)
Remark 4.47. Hλ is itself the minimal subspace containing Ωλ and stable
by the action of ĝ: Ωλ is the cyclic vector of Hλ.
On the vacuum representation, Ω is called the vacuum vector.
Lemma 4.48. (
∑
n∈Z π
λ(ψa
n+ 1
2
)z−n−1)a, (
∑
n∈Z π
λ(Xbn)z
−n−1)b and πλ(L) are
pairwise local (definition 3.20).
Proof. Let A, B ∈ ĝ[[z, z−1]]; π and πλ are faithful representations of ĝ.
Then, as formal power series, with N ∈ N and ε ∈ Z2:
(z − w)Nπ(A(z))π(B(w))c, d)
= (−1)ε(z − w)N(π(B(w))π(A(z))c, d) ∀c, d ∈ H if and only if
(z − w)N(πλ(A(z))πλ(B(w))e, f)
= (−1)ε(z − w)N(πλ(B(w))πλ(A(z))e, f) ∀e, f ∈ Hλ
We generate inductively an operator D decomposing Hλ into
⊕
Hλn by:
DΩλ = 0, Dψa−mξ = ψ
a
−mDξ+mψ
a
−mξ, DX
b
−nξ = X
b
−nDξ + nX
b
−nξ, ξ ∈ Hλ,
clearly well defined; but, ψam : H
λ
p → Hλp−m and Xbn : Hλp → Hλp−n, so, by
lemmas 3.35, 3.36, 3.37, the result follows.
Lemma 4.49. D = L0 − cVλ2(ℓ+g) ,
with cVλ the Casimir number of Vλ (see corollary 4.3)
Proof. [L0, ψ
a
n] = [D,ψ
a
n] and [L0, X
a
n] = [D,X
a
n], so, by irreducibility and
Schur’s lemma, L0 − D ∈ CIdHλ . Now, DΩλ = 0 and L0Ωλ = hΩλ 6= 0 in
general. Now, writing explicitly L0 with formula 3.26, we obtain:
2(ℓ+ g)L0Ω
λ =
∑
a(X
a
0 )
2Ωλ = C.Ωλ = cVλΩλ
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Theorem 4.50. Vir 1
2
acts unitarily on Hλ = L(Vλ, ℓ)⊗ F gNS
and admits L(c, h) as minimal submodule containing Ωλ,
with c = 3
2
· ℓ+ 13g
ℓ+g
dim(g) and h =
cVλ
2(ℓ+g)
.
Proof. We generate Sλ from generators of previous lemma, with the opera-
tions (A,B) 7→ AnB (now available) and linear combinations. The formula
3.26 is independant of the choice between the faithful representations π and
πλ. So, we identify S and Sλ, which gives the isomorphism i : S → Sλ; we
compose it with the state-field correspondence map V : H → S to give:
V λ : H −→ (EndHλ)[[z, z−1]]
a 7−→ i(V (a)) (1)
Then,
∑
n∈Z π
λ(ψa
n+ 1
2
)z−n−1 = V λ(ψa− 1
2
Ω, z),∑
n∈Z π
λ(Xbn)z
−n−1 = V λ(Xb−1Ω, z) and π
λ(L) = V λ(LΩ, z)
Now, V (a)nV (b) = V (V (a, n)b) ∀a, b ∈ H , so, by construction:
V λ(a)nV
λ(b) = V λ(V (a, n)b) (2)
Then, V λ(ω, z) =
∑
Lnz
−n−2 , V λ(τ, z) =
∑
Gm− 1
2
z−m−1, L⋆n = L−n and
G⋆m = G−m, with (Ln), (Gm) verifying superVirasoro relations. (3)
Remark 4.51. [Lm, ψ
a
n] = −(n + 12m)ψam+n and [Lm, Xan] = −nXam+n, so:{
[L−1, V λ(a, z)] = (V λ)′(a, z)
[L0, V
λ(a, z)] = z.(V λ)′(a, z) + rV λ(a, z) (a ∈ Hr) (4)
Remark 4.52. V λ(Ω, z) = IdHλ because π and π
λ are at same level ℓ. (5)
Definition 4.53. By (1)...(5), (Hλ, V λ) is called a vertex module of (H, V,Ω, ω).
We now apply the theorem 4.50 to GKO construction with g = sl2.
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