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Abstract 
We determine, constructively, the bandwidth of the complete k-ary tree on d levels. By 
rectifying an algorithm of Chung (1988), we establish B( Tk,J = rk(kd - 1)/(2d( k - 1)) 1. 
1. Praeludium 
The bandwidth problem for a graph G is a question about numbering the vertices of 
G so the maximum difference between the numbers on adjacent vertices is minimal. 
We will call a l-l function f: V(G) + Z a proper numbering of G. The ‘bandwidth of 
a proper numbering J denoted B,(G), is given by 
The bandwidth of G, written B(G), is defined as 
B(G) = min{ B,( G) : f is a proper numbering of G}. 
At lower bound on the bandwidth of any graph G is easily obtained by considering 
how far apart the lowest and highest numbered vertices can be. Thus we have 
B(G) 2 
I VG)I - 1 
diameter(G) ’ 
Chung [l] claims that for Tk,d, the complete k-ary tree with d levels and kd leaves, 
the bandwidth assumes this lower bound; i.e. B( Tk,d) = rk(kd - l)/(k - 1)(2d)J She 
gives an algorithm for labelling Tk,d that is purported to obtain the minimal band- 
width. Her method is essentially this: suppose the bandwidth is X; on each pass we 
label x vertices, first numbering the parents of vertices numbered on the previous pass, 
the lower numbered vertex receiving the lower numbered parent, and then assigning 
the remaining numbers to the leftmost available leaves; (note that on the first pass, the 
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Fig. I. Failed numbering of T2,,6 shown in [2]. Which of w and w’ gets label 15-212 + l? 
set of previously labelled vertices is empty) continue numbering leaves until half of 
them are labelled; once all the leaves are labelled, number their parents until the entire 
left half of Tk,d is filled in. The root gets the next available number and the right half of 
the tree is numbered the same as the left half, but counting down from ) V( TkJl. 
Liu and Williams [2] have recently shown that Chung’s numbering scheme is 
incorrect on two accounts. First, it does not generalize to attain the lower bound for 
bandwidth on trees with k odd, as asserted. Second, it fails when a vertex r is labelled 
on one pass, but a child of r and the parent of r are labelled on a later pass so that the 
child is labelled too late. Liu and Williams give the numbering of T,,,, as a counter- 
example to Chung’s claim. In the example, B( Tz,16) = 212, but Chung’s algorithm 
fails to maintain this bandwidth. (See Fig. 1.) 
In this article, we present a modified version of Chung’s algorithm which does 
attain the minimal bandwidth for complete trees, thus refuting a conjecture in [2] that 
for some k, d, B( Tk,d) > rk(kd - l)/(k - 1)(2d)]. 
2. Allegro: The case k is even 
In this section, we assume that k is even. Also, we let x = rk(kd - l)/(k - 1) (2d)]. 
We show that B( T,J = x in all cases where k is even. The proof omits the 
calculation of the bandwidth of several trees with small k and d, but these are easily 
mechanically checked. Also, the case d = 1 is not covered; it is readily apparent that 
S( Tk.1) = k/2. 
Theorem 1. For k even, B( T,,d) = rk(kd - l)/(k - l)(U)]. 
The proof is constructive, according to the following algorithm: We number the 
root of the tree with (I V( Tk,d)( + 1)/2. The leftmost k/2 subtrees Tk,d_ 1 are labelled 
according to a scheme derived from Chung’s algorithm, and the k/2 rightmost 
subtrees are labelled in analogy with the left ones, except using numbers counting 
down from 1 V( Tk,d)l. The detailed steps are concerned only with the left half. Each 
number n used in the left half of the tree is part of a “pass”: n is part of pass [n/xl. 
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Use the numbers from the first pass to label the x leftmost leaves. Thereafter, labels 
are applied on pass h according to the following decision procedure: 
1. use the lowest numbers available to label all parents of nodes labelled on pass 
h - 1; if nodes rl and rz were labelled on pass h - 1, and rl was labelled before 
r2, then label the parent of ri before the parent of r2; 
2. once the parents of nodes labelled on pass h - 1 are labelled, use the highest 
numbers available to label nodes with parents labelled on pass h and siblings 
labelled on pass h - 1; place the higher number under the higher numbered 
parent, and under each parent, the higher numbers to the right of lower ones; 
3. use the highest numbers possible to label the children of nodes labelled on pass 
h - 1; the higher numbers are put under the higher numbered parent and the 
children of one node are labelled with higher numbers to the right of lower ones; 
4. after steps 1-3, use all remaining labels to number, from left to right, nodes in the 
deepest level possible. 
Since x is calculated as the ceiling of a fraction, we declare that the size of pass d is 
diminished in order to make the number of labels in the first d passes exactly cover the 
left half of Tk,+ 
We must show that Rules l-3 do not require us to apply more than x labels on one 
pass. Clearly, Rule 1 never causes a problem, because each node labelled as a parent 
covers at least 1, and probably many, children. The number of nodes labelled by Rule 
1 on a pass is at most approximately x/k. The difficulty comes from Rule 2 and its 
consequences, which demand that we label the children of a node, and then its 
grandchildren, and its exponentially expanding descendents thereafter. 
We will show this does not happen. The first application of Rule 2 happens so late 
that the descendents do not have time to multiply too far. Therefore, we will not have 
to use Rules 2 and 3 too much. 
Proof of Theorem 1. It is convenient to denote the total number of nodes labelled on 
level i after pass h by A [ i, h], and the number of nodes labelled on level i on pass-by 
A [i, h]. Clearly, 
d[i,h] = A[i,h] - A[i,h - 11. 
But for the application of Rule 2 of the algorithm, we would have 
A[i - 1,h + l] = rA(i,h)/kj. W e can use this observation to determine the first 
invocation of Rule 2. Note that 
since the total number of labelled nodes after h passes is hx, except after pass d, when 
we are done. Since 
d-l 
A[d,h+ l]=(h+ 1)x- c A[i,h+ 11, 
i=d-h 
206 L. Smithline/ Discrete Mathematics 142 (1995) 203-212 
we have, assuming Rule 2 is not used in the first h passes, 
A[d,h+l]=(h+l)x- 
Since~f=d_h+l A[ i, h] = hx, and each of the h ceilings introduces an error of no more 
than (k - 1)/k, we see that 
(h+ 1),_;_vp < A[d,h + l] < (h + 1)x - ; 
and, similarly, 
k-l 
7(x-h)<ACd,h+ll< k&X+h-l). 
2.1. Finding the Jirst use of Rule 2 
When A[i, h + 1 J < k - 1, we may need to invoke Rule 2, and label additional 
nodes on level i. Once Rule 2 is applied, many labelled nodes may have unlabelled 
children. On succeeding passes, the number of nodes labelled by Rule 3, i.e. because 
their parents were labelled, grows exponentially. We want to find the initial use of 
Rule 2. For some r, 
k’< A[d,hl + l] < k’+‘, 
so 1 < A[d - r,h, + r + l] < k. We wish to prevent 
A[d,hl + hz + l] < /c-~z+’ 
from occurring simultaneously, so that the first Rule 2 first applies labels to children of 
ancestors of leaves labelled on the first pass. It is enough that 
A[d,h, + l] - A[d,hl + h2 + l] < k’- kr-h,+l. 
Using the inequality on A, we find 
k-l 
k’(1 - k1-h2) > (2hl + hz - l+ 
suffices. If we take hz > 1, then 
l-k’-h~>~-~ 
‘-ii-’ 
and 
k’ 2 2hl + h2 - 1 
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Table 1 
Restrictions on k and d so ancestors of leftmost leaves 
force first application of Rule 2 
k x 2 = 4.6 = 8,10 > 12 
d B 10 34 23 32 
is a sufficient condition. Since 
h, + hz < d, hI<d-1 
and 
dCd,hr + II< kr 
k 2 
we know the first of the following inequalities, and we need only force the second: 
The latter is equivalent to 
!!!I$ - (d - I)!$ 2 2d - 2, 
whence 
kd 2 4d=k - 4dk + 2d2 - 2d + 1 
suffices. When k and d are large enough, the exponential on the left will exceed the 
polynomial on the right. We take only a rough estimate of this inequailty, which is 
stricter than we actually need 
kd-’ b 5d2 - 4d. 
Table 1 lists the requirements on k and d. 
2.2. The total applications of Rules 2 and 3 
When k’<A[d,h+l]<k’+‘, we are set up to apply Rule 2 later, since 
1 d A [d - r, h + I + 1 ] < k. We would like to find a good lower bound for r, since 
the later the first application of Rule 2, the fewer nodes we label with Rules 2 and 3, 
and hence the more nodes we label with Rule 4. When k and d are large enough, we 
know that 
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So we just calculate r for the case h1 = 0; note that understanding r just overestimates 
the applications of Rule 2: 
It suffices to take 
k’ < kd - l 1 
.2d 
= kd-log, 2d _ _ 
2d’ 
We can take r = d - Llog, 2d J - 1. The earliest pass requiring the use of Rule 2 
is, therefore, d - Llog, 2d j. The deepest level on which Rule 2 adds labels is 
Llog,2dJ + 1. 
The last consideration is whether, since applications of Rule 2 reduce the number of 
leaves labelled, we label so few leaves that Rule 2 is called on more and more often, so 
that eventually, we are stuck not being able to label leaves. Since Rule 2 is applied on 
levels no deeper than Llog,Zd] + 1, the worst possible situation is that Rules 2 and 
3 label all the nodes on levels 1 through 2 Llog, 2d _I + 1. The inequality which suffices 
to prevent stray applications of Rule 2, for failure to label enough leaves, is 
ti’0gk2d’-p < A[d,r + p + 11. 
Certainly, nothing worse could happen than labelling all of the nodes on levels 
1 through 2 Llog, 2d J + 1 at once. The number of nodes on those levels in the left half 
Of Tk,d iS 
k2Llo&uJ+2 _ k 
2(k-1) * 
So if we substitute the minimal value for A[d, r + p + 11, we get 
/&logJdj-p < k$ (x _ r _ /)) _ k2L’ogk2d’+2 - k. 
2(k - 1) 
A stronger inequality is 
2&-‘&$_&4d2k2-k. 
2(k - 1) 
Since p is nonnegative, we can further condense this to 
kd 
2d < 2d - d - 2d2k2 
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Table 2 
Restrictions on k and d to insure enough leaves are labelled 
k = 2 Ez 4 = 6 = 8,10,12,14 B 16 
d > 13 25 24 83 22 
or 
2d3k - 6d2 < kd. 
Table 2 lists the requirements on k and d. 
Since the left half of Tk,d can be labelled to maintain the bandwidth, and the right 
half is labelled in exactly the same way, the bandwidth of Tk,d is established. ??
3. Adagio: k odd 
When k is odd, the labelling algorithm must be altered, since there are an odd 
number of branches from the root. For Tk,d, we consider the leftmost (k + 1)/2 
subtrees T,,, _ 1 to be the left “half” of Tk,d. 
We label the left half of Tk,d just as if k were even for the first d passes. Then, for 
every pass d + h after d until the left half is filled, we use the first number in the pass to 
label the closest available node to the root and the last ((k - 1)k”-l/2 - 1) numbers 
to label every node in the right half of the tree at a distance h from the root, except the 
rightmost node in that level. On the pass d + q, when the left half is actually 
completed, we do not place the labels on level q of the right half of the tree. We can 
think of doing passes d + 1 through d + q exactly as for the even case, but with the 
tree suspended by its rightmost leaf instead of its root. 
The right half of the tree is then labelled in analogy with the left half, from right to 
left, bottom to top, counting down from 1 V( Tksd)J. 
The theorem for the case k odd examines the same issues as that for k even, and 
again leaves a few cases for mechanical verification. We put the case where k is much 
larger than d in a separate proposition. 
Proposition 1. For k > 2d, B( T,,,) = rk(kd - l)/(k - 1)(2d)l. 
Proof. We divide Tkvd into three parts: the leftmost (k - 1)/2 subtrees Tk,d_ 1, the 
center T,,d _ 1, and the rightmost (k - 1)/2 subtrees Tkvd _ 1. We label the left and right 
sections as for even branched trees. The middle numbers are used to label the center 
section. It suffices that 
d-l 
1 k’ <, $ ,i k’ < 
i=O I 1 
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or 
k >2d. 0 
Theorem 2. For k odd, B( T,,,) = rk( kd - l)/(k - 1)(2d)]. 
Proof. We need to show that the labelling of nodes in the right half of Tk,* does not 
outpace the bandwidth and preclude the completion of the left half of the tree. That is, 
there must exist a nonnegative integer 4 such that the number of labels applied in 
d + q passes exceeds the number of nodes in the left half of the tree plus the other 
nodes labelled in the right half; i.e. 
k+lkd-1 k-lk4-‘-1 
2k-l+ 2 
- k _ 1 + 1 6 (d + q)x. 
We can guess that q is approximately d/k. When we put 
d+l+f q=-.-- 
k k’ 
we derive that 
(q’ + l)(kd - 1) ~ k(d+l+q’)‘k + 1 
2d 2 * 
Clearly, q’ must be nonnegative, so we try the next smallest possible value, yielding 
q = r(d + 1)/k]. This value will work whenever 
k”-1 k*-‘+l 
2d> 2 
or, strengthening the inequality, 
kd > kd/k+r%d + d + 1. , 
For k > 3, the last inequality holds for d > 2. So we can assume q = r(d + 1)/k] from 
now on. 
Now we need to calculate minima for A[d, h + 1] to insure there are no stray 
invocations of Rule 2. Let 1 = ((k - 1)/k) (x - h), the number of leaves labelled on 
a “usual” pass. Let 
(k + 1) ktr%JdJ+q+2 _ k 
C=2k’ k-l ’ 
the maximum number of nodes labelled with Rules 2 and 3. There are three cases for 
the minimum of A [d, h + 1 J : 
h+lGd-Llog,2dJ =E. A[d,h+i]>l, (1) 
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Table 3 
Restrictions on k and d to insure enough 
leaves are labelled 
k = 3 = 5 xx I 
d 2 12 >7 25 
d-LlogJdJ<h+l<d =s d[d,h+l-Jal-c, 
d<h+l<d+q =z. d[d,h+l]>l-c-kh-;+l. 
(4 
(3) 
The first case is exactly as for k even. In the last two cases, we want to have 
d [d,h + l] > kd+q-(h+l! 
So we must satisfy 
kd- 1 h(k- 1) kh-d + 1 --_-cc 
2d k 2 
> kd+q-(h+ 1). 
If this inequality is satisfied for extreme values of h, since k > 2, certainly it is satisfied 
for all values of h. The “worst” case yields 
kd - 1 
2d ad+H+2(k_1) 
k + ’ (/&log,2d]+q+l _ 1) +  kq-;+ ’ 
+  kq-’ , 
which we can condense to 
Table 3 gives conditions on k and d for this last inequality to hold. Note that for k z 9, 
d < 5, Proposition 1 applies. 
So the bandwidth problem is reduced to checking finitely many cases, and in all of 
them, 
4. Presto: conclusion 
The algorithm presented in Theorems 1 and 2 show that B( T,‘,d) = 
rk(kd - l)/(k - 1)(2d)], but it appears that the same methods may apply to most 
trees with constant depth d. That is, if 9 is a tree where every leaf is a distance d from 
the root, then B(F) is probably very close to (I V(.F)( - 1)/2d. 
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