Abstract. Geometric study of a second-order Fuchsian differential equation u − q(x)u = 0, where q is rational in x, has been made via the Schwarz map as well as via the hyperbolic and the derived Schwarz maps ([SYY]). When the equation admits an irregular singularity, such a study was first made in [SY] treating the confluent hypergeometric equation and the Airy equation. In this paper, we study the hyperbolic Schwarz map (note that this map governs the other Schwarz maps) of such an equation with any irregular singularity. We describe the asymptotic behavior of the map around the singular point: when the Poincaré rank is generic, it admits a uniform description; when the Poincaré rank is exceptional, a detailed study is made.
defined on a domain in the complex plane with coordinate x with q a rational function in x, we defined in [SYY] the hyperbolic Schwarz map
Here, H 3 denotes the hyperbolic 3-space identified with the space Her + (2) of positive-definite hermitian 2 × 2-matrices modulo positive reals, and {u 0 , u 1 } are linearly independent solutions of (E). Let Through this identification, the image surface is drawn in the ball. The ideal boundary of H 3 is naturally identified with the Riemann sphere C ∪ {∞}. The orientation preserving isometries of H 3 is isomorphic to PGL 2 (C), which acts on the Riemann sphere as well. The hyperbolic Schwarz map S is singular only along the curve {x ∈ X||q(x)| = 1}.
In this paper, we study this map for the differential equation with an irregular singularity at infinity:
(1.1) q(x) = x n (q 0 + q 1 x −1 + q 2 x −2 + · · · ), q 0 = 0, for sufficiently large x: |x| > R, and n = −1, 0, 1, 2, . . . . Since solutions of (E) for this q(x) ramify at infinity, S also ramifies at infinity. Therefore, throughout this paper, we consider S on the universal covering R [C \ {0}] of C \ {0} with x sufficiently large. Let θ j (j ∈ Z) be the singular directions ( §2.2). Then we show the following:
• When x goes to infinity along a ray {arg x = θ}(θ j < θ < θ j+1 ), the point S (x) tends to a boundary point say, b j . These b j are mutually related by Stokes coefficients.
• When x goes to infinity along a singular ray {arg x = θ j }, then S (x) either accumulates to a circle on the boundary, tends to a boundary point, or accumulates to a circle inside H 3 .
• When x goes to infinity along a curve ReΛ(x) = c (c is a constant), where Λ(x) is the exponent of the formal solution ( §2.1), then S (x) accumulates to a circle on the boundary, and these circles cover the whole sphere, except when n = 0. (Theorems 3.4 and 3.9 .) The paper is organized as follows. In §2, we recall formal solutions at infinity, holomorphic solutions with the formal solutions as their asymptotic expansions, and Stokes multipliers connecting them. In §3 we get some evaluation of the hyperbolic Schwarz map around the infinity. We also study the case n = −1, 0, 1 in a detailed manner. In §4 we consider the limit points of the image of rays in several sectors under the hyperbolic Schwarz map, and give a relation of them in terms of Stokes multipliers.
Formal solutions and asymptotic expansions
In this section we recall some basic facts on the asymptotic expansions of solutions of (E) near an irregular singular point. As a general reference, we refer the reader to [Si] , [W] and [T] .
2.1. Construction of formal solutions. In this subsection we recall formal solutions of (E). These formal solutions play a crucial role in our study. We summarize the result of this subsection as follows: Proposition 2.1. The equation (E) with (1.1) has two formal solutionŝ u + (x) andû − (x) that have the form
where
for n = 2m with non-negative integer m, and
for n = 2m − 1. Here α, λ l and R ±,l are constants.
Let us construct formal solutions of the form (2.1) when n = 2m. Suppose that a solution has the form (2.6)
Then S(x) should satisfy the Riccati equation
associated to (E). Since the degree of the left-hand side of (2.7) with respect to x is 2m, we look for a solutions of the following form:
By substituting (2.8) into (2.7) and equating the coefficients of like powers of x, we obtain the following recursion relations:
where s −l = 0 (l = 1, 2, 3, · · · ). From (2.9) we have (2.11)
and we also find that s k for k ≥ 1 can be determined uniquely and recursively once we fix the sign in (2.11). Thus we have two formal solutions of (2.7) denoted by
(These solutions are formal ones because they do not, in general, converge.) By induction, we can see the following relations among these coefficients:
The last relation implies
(2.12)
By substituting (2.12) into (2.6), and expanding the terms with negative powers with respect to x, we obtain the formal solutions for n = 2m. We can discuss the case when n = 2m − 1 in a similar manner. In this case we consider the following expansion of S(x) instead of (2.8):
It then follows from the recursion relation of {s j/2 } that
This gives (2.1) with (2.4). We tabulate examples of formal solutions for n = −1, 0, . . . , 4 in Table 1. 2.2. Asymptotic expansion of solutions. The formal solutions constructed in the previous subsection turn out to be the asymptotic expansions of true solutions in some sectors. This is a consequence of a theorem by Poincaré and Hukuhara. Since solutions of (E), in general, ramify at infinity, we study the asymptotic behavior of solutions in the universal covering R[C\{0}] of C\{0}. We denote by x = re iθ a point in R[C \ {0}] with positive r and real θ (we also set |x| = r, arg x = θ).
To give a precise statement of a theorem by Poincaré and Hukuhara, we introduce the notion of singular directions.
The expression of the formal solutions suggests that the exponential factor exp[±Λ(x)] may be crucial for the asymptotics. The highest degree part of Λ(x) is given by
with x = re iθ . We are thus lead to the definition: We name the singular direction as
We call the region in R[C\{0}] of the following form a sector centered at infinity: Table 1 . Some examples of formal solutions.
Since we consider near the infinity, we always assume that R is sufficiently large. We also call the region of the following form a closed sector:
The following special sector Σ j near the infinity plays the central role in a theorem by Poincaré and Hukuhara: where θ j is a singular direction.
Remark 2.3. The singular rays for n = −1, . . . , 4 in {0 ≤ arg x < 2π} are illustrated in Figure 1 . Since θ j is congruent to θ j+n+2 modulo 2π for any integer j, the natural projections of the singular ray for θ j (resp., Σ j ) and that for θ j+n+2 (resp., Σ j+n+2 ) to the complex plane are the same. For example, when n = −1, all singular rays in the universal covering of C \ {0} project to the same ray in the complex plane. Note that analytic properties (e.g., asymptotic behavior) of a solution in Σ j would be different with those in Σ j+n+2 since a solution, in general, ramifies at infinity.
In what follows we choose a branch of Λ(x) so that the real part of the highest degree part
of Λ(x) is positive when θ 0 < arg x < θ 1 . (Recall that if we fix the highest degree part of Λ(x), all terms inû + orû − are determined uniquely.) We then analytically continue Λ(x) into the universal covering R [C \ {0}] . By this choice of the branch, the highest degree part of Re Λ(x) is positive (resp., negative) if θ p < arg x < θ p+1 with an even p (resp., an odd p). Now a theorem by Poincaré and Hukuhara gives Theorem 2.4. For each j, we can find a unique solution u
+ (resp., u (j) − ) of (E) which can be asymptotically expanded toû + (resp.,û + ) in Σ j ; that is, for any closed subsector Σ ⊂ Σ j we have
. For a proof, we refer to [T] , [W] and references cited there. For each j, a pair (u ± above, we obtain
Proof. We prove this proposition when n = 2m (the case n = 2m − 1 is similar). It follows from the asymptotic expansion of u
Then, by letting x → ∞ we have the result, because the Wronskian is constant.
Remark 2.6. Although the projections of the sectors Σ 0 and Σ n+2 to the complex plane are the same (cf. Remark 2.3), u
± does not, in general, coincide with u
. By comparing the asymptotic expansions, we have the following relation:
for an odd n, and
for an even n. Here u 
If it is negative, we sayû + is exponentially small with respect toû − and denote it byû
Remark 2.8. Because of our choice of the branch of the highest degree part of Λ(x) (cf. Remark 2.3),û + û − (resp.,û + û − ) holds in Σ p ∩ Σ p+1 , i.e., in a sector {θ p < arg x < θ p+1 } with an even p (resp., an odd p). 
hold. Some of these constants can be determined by considering the asymptotic expansions as follows: We consider the first equation of (2.14). It follows from the asymptotic expansion of u
+ in Σ 0 ∩ Σ 1 , and the dominance relation u
Remark 2.8) that the asymptotic expansion of the right-hand side of (2.14) is aû + . On the other hand that of the left-hand side isû + ; therefore we obtain a = 1. Next we consider the second equation of (2.14), or This argument leads to Theorem 2.9. There exist constants {T p } for which
Asymptotic behavior of the hyperbolic Schwarz map
In this section we fix an integer p, and discuss the asymptotic behavior of the hyperbolic Schwarz map S with (u
Since we fix p in this section, we omit the suffix p throughout this section.
3.1. Preparation of the estimates of the hyperbolic Schwarz map. Since we identify H 3 with B 3 , the coordinates of S are given by
We have explicit expressions such as
We study the asymptotic behavior of S with this coordinates (y 1 , y 2 , y 3 ).
In what follows, we set r = |x|. As a preparation for it we prove Lemma 3.1. For an even n,
For an odd n, the above relations hold if we replace
Proof. We give a proof for an even n (the odd n case is similar). Sincê u ± (x) are given by (2.1), and the derivatives of u ± (x) are estimated as
we obtain the following:
Then (3.3) -(3.5) are direct consequence of the above.
3.2. A detailed estimate for the case n = 0. In this subsection we treat the differential equation with
in a detailed manner. The singular directions are
and the corresponding sectors are
The related data are
and the asymptotic expansions
Hence we obtain
We start our argument with recalling the results given in [SY, §5] . In [SY] the asymptotic behavior of S along the ray arg x =θ, where θ is a constant, was studied. For the sake of simplicity we assume that a is real and κ is real positive for a while. Since Re Λ(re iθ ) = rκ cosθ + a κ log r holds along the ray x = re iθ with r > 0, we obtain
when r tends to infinity. Hence the hyperbolic Schwarz image of the ray tends to (0, 0, 1) or (0, 0, −1) respectively (cf. (3.2)). If cosθ = 0, i.e, ifθ is a singular direction θ 2j−1 (j ∈ Z), the behavior of the hyperbolic Schwarz image depends on the signature of a/κ. Since
hold when cosθ = 0, we find that the image tends to (0, 0, 1) or (0, 0, −1) respectively as r tends to infinity. Ifθ is a singular direction and a = 0, the image of the ray {arg x =θ} under S does not converge to a point, but accumulate to the circle as |x| tends to infinity. In fact it follows from (3.2), (3.3), (3.4) and (3.5) that the image behaves like
Thus we conclude that the image of the ray under S accumulates to (3.10)
We can also study the case when κ and a are complex number in a similar manner. The result is summarized as 
.
if Re (a/κ) = 0, where
Remark 3.3. More generally, consider the curve x(t) = r(t)e iθ(t) , where r(t) is a positive function which tends to infinity as t tends to infinity, and θ(t) satisfies either
for a positive constant . Then there exists a positive δ for which
holds, and we can apply the same argument with the case that θ(t) is a constant to conclude that the hyperbolic Schwarz image of the ray tends to (0, 0, 1) or (0, 0, −1).
Thus if we study the asymptotic behavior along a ray, the hyperbolic Schwarz image tends to some point if we choose the parameter a generically; It is interesting that it accumulates to the circle C for some specially chosen parameter. As we see below, such an accumulation to a circle occurs for any parameter a if we appropriately choose a curve (instead of a ray) along which we study the asymptotic behavior.
From the estimates (3.3) through (3.5), we find that the asymptotic behavior of the hyperbolic Schwarz map is governed by Re Λ(x). Therefore we consider the curve
Let x be on the curve Re Λ(x) = c (cf. Figure 3 for examples of this curve); then, it follows from (3.7), (3.8), (3.9) and (3.2) that the coordinates (y 1 , y 2 , y 3 ) behave as
Since |Im Λ(x)| monotonically increases along the curve Re Λ(x) = c (cf. Lemma 3.7), we obtain 3.3. The case n = 1, a generalization of Airy differential equation. We consider the case n = 1; set
A special case q = x corresponds to the Airy differential equation, which is studied in [SY] . The singular directions for this q(x) are
For each sector, let u ± denote the solutions with the prescribed asymptotic expansions:
In this case, Figure 5 . Examples of the curve Re Λ(x) = c for q(x) = x + q 1 + · · · . Here dotted lines indicate singular rays.
and
As in the case n = 0, we can confirm that the image point of a ray x(t) = te iθ withθ p < θ <θ p+1 , where p is an even (resp., odd) integer, tends to (0, 0, 1) (resp., (0, 0, −1)) as θ → ∞.
The asymptotic behavior along the curve Re Λ(x) = c (cf. Figure 5 ) as x → ∞ is given by and 3.4. The case n = −1. The relevant q is
The singular directions θ j and sectors Σ j are given respectively by
and the asymptotic expansion is
Since Λ(x) = λ(x) = x 1/2 , we have
Figure 7. Examples of the curve Re Λ(x) = c for q(x) = x 2 + q 1 x + q 2 + · · · . Here dotted lines indicate singular rays, and a number attached to a curve is the value of c.
A similar reasoning as before shows that the image of the curve Re Λ(x) = c (cf. Figure 6 ) is asymptotically equal to
e 2c + e −2c + O(r −1/2 ), which implies that it accumulates also to the circle (3.12). Along any curve x(t) for which Re Λ(x(t)) → ±∞, the image tends to (0, 0, ±1).
3.5. The curve Re Λ(x) = c. For the study of asymptotic behavior of the hyperbolic Schwarz map, the formulas in the previous subsection suggest that the curve defined by the equation Re Λ(x) = c, where c is a constant, is essential for general n. In this subsection we study its asymptotic behavior. (See Figures 3, 5 and 6 for such examples. See also Figure 7 for q(x) = x 2 + q 1 x + q 2 + · · · .) Generally the curve Re Λ(x) = c is different from singular lines. For example, consider the case Λ(x) = x 2 + x. The singular directions are π/4, 3π/4, 5π/4, 7π/4, etc., and, for x = ξ + iη, the singular lines are ξ = ±η. Since Λ(x) = ξ 2 − η 2 + ξ + 2iξη, the curve Re Λ(x) = c is written as η 2 = ξ 2 + ξ − c and each component of the curve tends to one of the lines
as |x| → ∞; hence, the tangent to each curve tends to a singular direction. This description is valid generally, because
Re Λ(re iθ ) = |q 0 | (n/2) + 1 r (n/2)+1 cos n 2 + 1 θ + 1 2 arg q 0
implies that θ such that Re Λ(re iθ ) = c tends to a singular direction as r → ∞.
We define a vector field L by The curve Re Λ(x) = c is an integral curve of the equatioṅ
with an initial condition Re Λ(x(t 0 )) = c. Moreover, we have
Lemma 3.7. Let x(t) be such an integral curve. If it does not pass through any singular point of the vector field, then Im Λ(x(t)) increases as t tends to ∞ and decreases as t tends to −∞.
Proof. By the assumption, the value
is always positive.
3.6. The case n ≥ 1. We treat finally the case n ≥ 1, which includes the case n = 1 in Subsection 3.3. Since the reasoning is very similar to that case, we only give a sketch. We have Λ (x) = √ q 0 x n/2 + · · · and it implies
Along any curve x(t) for which Re Λ(x(t)) → ±∞, the image points tends to (0, 0, ±1). For example along a ray x(t) = te iθ 0 , whereθ is not a singular direction, (y 1 , y 2 , y 3 ) tends to (0, 0, ±1).
Remark 3.8. Ifθ is one of singular directions, the behavior at infinity depends on the lower order term of Λ(x), which we omit here to describe.
On the other hand, along the curve defined by Re Λ(x) = c, the coordinates behave as
e 2c + e −2c + O(r −1 ).
As x → ∞ along the curve, the image points accumulate to the circle (3.12) (cf. Lemma 3.7).
3.7. Summary. Summarizing the computations in the previous subsections, we have 
Analytic continuation of Hyperbolic Schwarz map
As we saw in the previous section, the limit point of the image of a ray under the hyperbolic Schwarz map S drastically changes if we cross a singular ray of (E). To make our argument specific, we consider the image of S in Σ 1 , and chose a pair (u
− ) as a basis of (E). If a ray {arg x =θ} is in Σ 0 ∩ Σ 1 (i.e., θ 0 <θ < θ 1 ), then Re Λ(x) → +∞, and hence the image of the ray under S tends to the north pole (0, 0, 1) (cf. Theorem 3.9). Now we rotate the ray gradually in an anticlockwise manner. Whileθ remains in the interval (θ 0 , θ 1 ), such a limit point never change; the image of the ray approaches to the north pole. If θ goes beyond θ 1 , however, the image of the ray now approaches to the south pole (0, 0, −1). This is a kind of Stokes phenomena. Such a phenomenon of S was firstly observed in [SY] for the Airy equation and the confluent hypergeometric function, and we discuss it in a more general situation in the previous section.
In this section we see what occurs ifθ goes beyond θ 2 . Note that our argument in the previous section is done only in the fixed sectors. Therefore to determine the limit point of the image of the ray forθ > θ 2 , we must consider the analytic continuation of solutions of (E) (and the analytic continuation of the hyperbolic Schwarz map) to the adjacent sector Σ 2 . In this study, a Stokes multiplier of (E) comes in. In §4.1 we write down the general formula of the location of such limit points in terms of Stokes multipliers. In §4.2 and §4.3 we discuss some special cases in which the Stokes multipliers are known. 4.1. General case. As a preparation, we consider the image of a ray in Σ p under S with an arbitrary basis (v 0 , v 1 ). Such a basis (v 0 , v 1 ) can be expressed as a linear combination of (u
Letθ be a direction which is not a singular direction. We assume Re Λ(x) → ∞ along a ray {arg x =θ}. This occurs when θ p <θ < θ p+1 if p is even, or θ p−1 <θ < θ p if p is odd (cf. Remark 2.8). As we saw in the previous section (cf. Theorem 3.9 (I)), the image of the ray under S with respect to (u
− ) tends to the north pole (0, 0, 1). To determine where this point is mapped to under the transformation (4.1), we use (y 1 , y 2 , y 3 ) (resp. (Y 1 , Y 2 , Y 3 ) ) denote the coordinates of the image of the point x under the hyperbolic Schwarz map defined by use of {v 0 , v 1 } (resp. {u 0 , u 1 }). Then both coordinates are related as follows.
, If we put
Therefore the north pole (0, 0, 1) is mapped to a, c . Here we introduce a symbol
to locate a point on the boundary sphere of B 3 . The other case, that is, the case when Re Λ(x) → −∞ can be treated in the same way. Thus we obtain 
as x tends to infinity (see Figure 8 ).
Now we find the image of a ray under S behaves in the adjacent sector Σ p+1 . Let us consider the case when p is an odd integer. From Theorem 4.2 we already know the behavior of the image of a ray {arg x =θ} with θ p <θ < θ p+1 tends to b, d as x tends to infinity along that ray. To consider the case θ p+1 <θ < θ p+2 , we recall the basis (u 
with a Stokes multiplier T p+1 (cf. Theorem 2.9). Hence we obtain (4.2)
Therefore it follows from Theorem 4.2 again that the image of a ray {arg x =θ} (θ p+1 <θ < θ p+2 ) under S tends to a + T p+1 b, c + T p+1 d as x tends to infinity along the ray. The case where p is even can be treated in a similar way. Thus we arrive at 
By repeated use of this Corollary 4.4 we can locate the limit point of the image of a ray in each sectors. For example if we choose
as a basis of solutions of (E), we can determine the limit point of the image of a ray by solving (4.3) with (α 0 , β 0 ) = (a, c) and
It is, however, difficult to determine Stokes multipliers {T p } for a general coefficient q(x). In the following subsections, we consider the special case in which Stokes multipliers are known.
Example: the Airy equation.
We consider the case q(x) = x, i.e., the Airy equation. In this case the Stokes multiplier T p is just i for every integer p (cf. Proposition A.2). Let us compute the limit point of the image of a ray under the hyperbolic Schwarz map. As a basis of solutions of (E) we choose (4.4). Then it follows from Corollary 4.4 that the limit point of a ray in
is given as follows:
Here each point in the second line is the limit point of the image of a ray in the corresponding sector above. (The arrows indicate the order to determine the limit points.) Since ia, ic = a, c holds, the limit point of the image of a ray in S 3 coincides with that in S 0 . This is what we expect since solutions (v 0 , v 1 ) of the Airy equation is entire in C. Let us compare our result with that obtained in [SY] . In [SY] , the location of a limit point of the image of a ray is determined by using the Airy functions Ai(x) and Bi(x). So we express the Airy functions as a linear combination of our solution u
(1) ± .
Lemma 4.5. We obtain
Proof. Since Ai(x) and Bi(x) admit the asymptotic expansions:
as x → ∞ (−π/3 < arg x < π/3), we find that Ai(x) Bi(x) in S 0 . Hence Ai(x), which is the exponentially small solution, should coincide with u − (x) as x → +∞; the result is 1/2 √ π. By a similar argument, we also obtain
with some constant c. To determine this constant c, we next consider the asymptotic behavior for x = −r, r → ∞. The Airy functions behave as
in this limit. On the other hand, by using u
+ (x) and u
+ (−r) + cu
If we use (Ai(x), Bi(x)) as a basis, (4.5) becomes
This agrees with the result in [SY] .
4.3. Example: the equation with q(x) = x n . As the last example we consider the case q(x) = x n . In this casê (4.6) and Stokes multipliers are given by
(Cf. Proposition A.4. Note that all Stokes multipliers are the same.) Let us chose a basis (v 0 , v 1 ) as in (4.4). Then the limit point of the image of a ray moves as follows:
Let us see some special n.
Proof. We prove our assertion by induction on l. The case l = 1 is already shown. We now prove our assertion for l ≥ 2. It follows from Corollary 4.4 and the hypothesis of the induction that
In a similar way we find
This completes the proof.
As an application of this theorem we confirm the following:
This relation should be, of course, satisfied since θ 0 ≡ θ n+2 mod 2π, the projections of sectors Σ 0 and Σ n+2 to the complex plane are the same, and solutions of (E) with q(x) = x n are entire in the complex plane. We confirm this relation by using Theorem 4.6. We divide the proof into two cases.
The case n = 2m − 1: Since the Stokes multiplier T satisfies (A.3), we obtain
since e −2iπ/3 x is in Σ 0 . Then the uniqueness of the asymptotic expansion in Σ 1 guarantees that
∓ (x). This completes the proof.
Armed with this proposition we now show that all the Stokes multipliers are the same. We know the following relations hold in Σ 0 ∩ Σ 1 : 
+ (e −2iπ/3 x) = u
+ (e −2iπ/3 x) + T 1 u
(1)
− (e −2iπ/3 x) = u
− (e −2iπ/3 x).
It follows from these relations and Proposition A.1 that
− (x) + T 1 u
+ (x), u
+ (x) = u
+ (x). This means that T 2 = T 1 (=: T ). In the same way we obtain T p = T for every integer p.
Furthermore we can determine T as follows: since all of the Stokes multiplies are equal to T , we obtain ± } (cf. Remark 2.6). On the other hand, since solutions of (E) with q(x) = x is singlevalued near the infinity, we obtain u We now consider the case q(x) = x n . The following proposition can be shown in a similar way as that for the Airy equation (see (4.6) for the formal solutions in this case): Proposition A.3. We have the following relation among the solutions {u Remark A.5. The proof given here is essentially the same as in [Si] , where the Stokes multiplier is determined by use of symmetry of the equation relying on a special choice of independent solutions of the equation as in [Si, Chapter 5, §23] . We use the solutions given in Section 2, for which Theorem 2.9 holds; this makes the proof a little simpler than that in [Si] .
Proof. We prove this propostion for p = 1 (the other cases are similar). By substituting (A.2) with p = 1 into the right-hand side of (2.16) with p = 0, we have (A.6) where ω = exp(2iπ/(n + 2)). (We omit the suffix (0) in (A.5) and (A.6).) By letting x = 0, we have (A.7) u + (0) = ω −n/4 {u − (0) + T 1 u + (0)}, u − (0) = ω −n/4 u + (0).
Here we note that u + (0) = 0; otherwise u − (0) = 0 follows from the second equation of (A.7), which contradicts that (u + , u − ) is a basis of (E). Hence from (A.7), we obtain 1 = ω −n/2 + T 1 ω −n/4 , i.e., T 1 = ω n/4 − ω −n/4 = 2i sin( nπ 2(n + 1)
).
