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Model averaging is often used to allow for uncertainty in the model selec-
tion process. In the frequentist setting, a model-averaged point estimate
is the weighted mean of the estimates from each of the candidate models.
Focussed model averaging is an approach to calculating the model weight
which is tailored to the parameter of interest. For the important special
case of generalised linear models, we propose a new method for focussed
model averaging, in which the weights are chosen to minimise an estimate of
the asymptotic mean squared error (MSE) of the model-averaged estimate
of the parameter of interest. The procedure we put forward uses standard
results for maximum likelihood estimation when the model is misspecified
and, unlike existing methods, does not rely on a local-misspecification as-
sumption, which shrinks each model towards the smallest model as the
sample size increases. We use the more natural fixed-model framework in
which the models do not converge asymptotically.
We first derive a new estimator of the asymptotic MSE for the single-model
setting, and compare this with an existing estimator, both analytically and
via simulation. We show that the two estimators are identical for the normal
linear model, provided that the parameter of interest is a linear function of
the model parameters. Our simulation results suggest that our estimator
gives estimates that are less biased and has a smaller coefficient of variation.
We then use our estimator of the asymptotic MSE in the context of model
selection. The model with the smallest value of the estimated MSE is chosen
to be the best from a set of candidate models. Simulation results suggest
that for both frameworks, even when we consider the local-misspecification
framework, our method performs better than existing methods.
iii
We then propose a new approach to focussed model averaging, using a new
estimator of the asymptotic MSE of the model-averaged estimate of the
parameter of interest. This approach is compared with existing focussed
model averaging procedures. Simulation results suggest that our new pro-
cedure generally outperforms the existing methods, with the benefit being
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HCMA ( ) with the mean estimated variance under our method ( )
and HCMA ( ), under the local-misspecification framework, for δ =
(0.4, 2.0)> (left) and δ = (−0.4, 0.2)> (right). In (c), the mean estimated
variance for HCMA is under that for our method. . . . . . . . . . . . . 126
4.20 Comparison of the empirical MSE of ĥ, under our method ( ) and
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Researchers are often interested in learning about the process responsible for a set
of data or observations. However, this is usually too complex to be described. In
biological sciences for example, we might need an understanding of the underlying
biochemical processes, the effects of the environment and possible interactions, many
of which will be unknown to us. The goal of the researcher is to specify models that are
approximations to the true, unknown data-generating process. Each model is therefore
a simplification which embodies some important and interesting aspects of reality, but
not all of it. Even though these models can never be the “true model”, we can compare
them by evaluating their performance using a suitable criterion, such as their ability
to predict future observations.
1.1 Model selection
Model selection methods attempt to rank models, and to identify the one that is best
supported by the data. Under the Bayesian approach, we assume that one of the model
in the set is true and the model with the highest posterior probability of being true
will be selected. Bayesian model comparison involves the posterior model probability,
Bayes factor and the Bayesian Information Criterion (BIC). For our discussion of the
Bayesian approach, it is useful to consider the connection between these three measures
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of model fit. The posterior model probability of model m is given by
P (m|y) = P (y|m)P (m)∑M
k=1 P (y|k)P (k)
,
where P (m) and P (y|m) are the prior probability and the marginal likelihood for
model m. The Bayes factor for comparing models i and j can be written as the ratio
of the posterior odds to the prior odds, i.e.,
Bij =
P (m = i|y)/P (m = j|y)
P (m = i)/P (m = j)
, (i 6= j).
When we have just two models, the Bayes factor, B12, is the ratio of the posterior
odds that model 1 is true to the corresponding prior odds. If B12 > 1, model 1 is
favoured over model 2, given the data. The use of Bayes factors to compare scientific
theories was first proposed by Jeffreys (1935), and he later proposed a set of rules for
interpreting the size of the Bayes factor (Jeffreys, 1961). Kass and Raftery (1995) gave
a modified version of this rule which is slightly more conservative (Raftery, 1996). Care
needs to be taken when using Bayes factors for model comparison; see Link and Barker
(2006) and Link and Barker (2009b) for details. We discuss BIC and its relationship
to posterior model probabilities, and Bayes factors in Section 1.1.3.3.
In this thesis, our interest lies in the frequentist approach to inference. Commonly-
used frequentist model selection methods are hypothesis-testing, cross-validation, boot-
strapping and use of an information criterion. Detailed discussion of these methods can
be found in Rao et al. (2001). One widely-used method involves calculating the value
of an information criterion. Such a criterion considers both model fit and complexity.
Information criteria can also be used to assess the relative support for each model.
We first discuss the concepts of consistency and efficiency. Next, we introduce the
Kullback-Leibler (KL) distance between models, which forms the basis of the widely
used Akaike’s information criterion (AIC). We then consider alternative information
criteria and finally discuss model uncertainty.
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1.1.1 Consistency and efficiency
A consistent model selection method is one that selects the true model from amongst
the set of candidate models as the sample size increases. The method is said to be
weakly consistent if the probability that it selects the true model tends to one as n
increases. Likewise it is said to be strongly consistent when it selects the model almost
surely as n → ∞ (Casella and Berger, 2002). This idea only makes sense when we
assume that the true model is in our set of candidate models.
A method is efficient if the ratio of the expected mean squared error (MSE) of
prediction under the selected model and the expected MSE for the theoretically best
model converges to one in probability (Claeskens and Hjort, 2008). This theoretically
best model is the model with attains the minimum value of the expected MSE. To assess
the efficiency of a model selection method, we do not need to make the assumption
that the true model is one of the models in the candidate set.
Claeskens and Hjort (2008) showed that model selection consistency and efficiency
cannot occur together. Yang (2005) showed that any consistent model selection method
cannot be efficient. He further showed that even for model averaging, if the weights are
consistent, i.e. asymptotically the weight for the true model goes to one, the efficiency
in terms of estimation of regression function or prediction will suffer.
The focus of model averaging should be on prediction rather than identification
of a true model. Even when considering model selection, a model that gives a better
prediction is likely to be more useful than one which is most likely to be “closest” to the
true data-generating mechanism. Yang (2005) suggests that if our goal is prediction or
estimation, we should not attempt to find the true model first, as pursuing consistency
results in paying a high price in terms of efficiency.
Throughout this thesis, we adopt the following framework. We assume that the
truth is complex. Let M = {1, ...,M} be the index set for a collection of candidate
models. If all other models in the set are nested within the largest model, M , then
model M is assumed to be the true model. Consistent model selection criterion such
as BIC allows one of the smaller models (m < M) to be true. We argue that it is more
natural to assume that model M is the “true” model, as we know that truth is actually
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more complex than any of our candidate models. As model M is the most complex
model within our set, it is therefore natural to assume that this is the “true” model.
1.1.2 Kullback-Leibler distance
The Kullback-Leibler (KL) distance (or discrepancy) is an important concept in fre-
quentist model selection. It gives us a way of measuring the statistical distance be-
tween two probability density functions. Let g(y) denote the true probability density
and f(y|θ) denotes an approximating model, with vector of parameters θ. The KL










This distance will be strictly positive unless g(y) = f(y|θ), in which case it is trivially
zero. Although it is called a distance, this is actually asymmetric, i.e. KL(g, f) 6=
KL(f, g), and so is not a true distance metric. However, it is still a useful measure, as
KL(g, f) will increase as the difference between g(y) and f(y|θ) increases. The best
model is deemed to be the one with the smallest KL distance, i.e., the one that loses
the least information when approximating the truth.
Although for the thesis, we make the assumption that the true model is the largest
model in our set of candidate models, i.e. g = M , for our discussion of the KL distance,
g is not in the model set. However, making this assumption does not change our
definition of the KL distance, and when we consider the largest model, KL(g, f) = 0.
The KL distance can be rewritten as
KL(g, f) =
∫
g(y) log g(y)dy −
∫
g(y) log {f(y|θ)} dy
= Eg[log {g(Y )}]− Eg[log {f(Y |θ)}],
where the expectations are taken with respect to the true data-generating model. For
each approximating model, fm(y|θ), m ∈M, we then have
KLm(g, f) = C − Eg[log {fm(Y |θ)}]
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where C = Eg[log {g(Y )}]. As C is the same for each model, we can compare the
models using their relative KL distance, Eg[log {fm(Y |θ)}] for m ∈M.
However, evaluating the relative KL distance is not possible as it requires knowledge
of both g(y) and the value of θ in the approximating model. Hence, the relative
KL distance cannot be used directly in model selection. Instead, we use an estimate
of the expected relative KL distance, EY [Eg [log {fm(Y |θ)}]] (Konishi and Kitagawa,
2008; Burnham and Anderson, 2004). Akaike (1973) showed that this quantity can be
estimated using the maximised log-likelihood function, leading to AIC (Section 1.1.3.1).
1.1.3 Information criteria
We now consider some of the more commonly used information criteria. When fitting
a model, we can always increase the likelihood by adding more parameters. However,
this might lead to overfitting. The information criteria we describe below involve a
penalty term for the number of parameters in the model, giving a compromise between
having a model that fits the data well and one that has few parameters. Akaike’s infor-
mation criterion (AIC) and its bias-corrected version (AICc) both involve estimation
of the expected relative KL distance between the approximating model and truth. The
theory underlying AICc has only been developed for regression and time series models,
hence we need to be cautious about using it outside of these frameworks. The Bayesian
information criterion (BIC) is based on an entirely different approach and is not di-
rectly linked to KL distance (Burnham and Anderson, 2010). It provides a consistent
estimator of the true model and differs from AIC and AICc only in the penalty term.
1.1.3.1 Akaike’s information criterion
Akaike introduced AIC in his seminal paper Akaike (1973), and further developed it in
a series of papers (Akaike, 1974, 1977, 1981). Since its introduction, AIC has gained
widespread use. The simplicity and versatility of AIC has made it a widely accepted
model selection tool in a broad range of application areas (Shibata, 1976; Yamaoka
et al., 1978; Webster and McBratney, 1989; Pan, 2001; Abraham et al., 2010).
Akaike showed that the maximised log-likelihood function is a biased estimator of
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the expected relative KL distance, and that this bias is asymptotically equal to pm, the
number of parameters in model m. The AIC value for model m is therefore given by






where θ̂m is the maximum likelihood estimator (MLE) of θ based on model m and the
observed data, y, and Lm(θ|y) is the likelihood function for model m. The use of “-2”
in this formula arises because for an exponential family of distributions, the first term
in (1.1) is related to the deviance, a common measure of lack of fit.
For model selection, the model with the smallest value of AIC is selected as the
best, as it is expected to be the model that is closest to the true model, in terms
of KL distance. Although AIC was introduced to select a model that minimises the
KL distance, it also demonstrates the principle of parsimony. Hence, a model with
a large log-likelihood, indicating a good fit, and a small number of parameters will
have a smaller value of AIC than one which has an even larger log-likelihood but a
much larger number of parameters. AIC is not a consistent model selection method,
but is asymptotically efficient, i.e. it will tend to select the model with the smallest
predictive MSE. AIC and leave-one-out cross-validation have also been shown to be
asymptotically equivalent (Stone, 1977).
It is important to note that the bias term in AIC, pm, is derived under a strong
assumption. For any candidate model, we assume that there is a corresponding pm-
dimensional parametric class of density functions,
Fm(pm) = {fm(y|θm) |θm ∈ Θm ⊂ Rpm},
where the parameter space Θm consists of pm-dimensional vectors whose components
are functionally independent. To derive the bias term in AIC, it is assumed that the
true distribution g(y) is contained in the class Fm(pm), i.e.,
∃ θ0 such that g(y) = fm(y|θ0). (1.2)
The Takeuchi information criterion (TIC) is a generalization of AIC that does not rely
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on this assumption. For TIC, the bias term is the trace of the product of two matrices:
an information matrix based on the score vector, and the inverse information matrix
based on the Hessian of the log-likelihood. The TIC is rarely used in practice however,
as we need a very large sample size in order to obtain good estimates of these two
matrices. As long as the true data generating model is not too far from model m, pm
provides a good approximation to the bias term (Konishi and Kitagawa, 2008; Burnham
and Anderson, 2010). Burnham and Anderson (2010) incorrectly assert the assumption
in (1.2), and stated that because the trace of the product of the two matrices can be
approximated by pm, AIC can therefore be derived without assuming that the true
model is in the set of candidate models.
1.1.3.2 Small-sample modification to AIC
As AIC is derived asymptotically, its performance may not be ideal when pm/n is
large. As this ratio increases, AIC becomes a strongly negatively biased estimate of
relative KL distance and can lead to overfitting (Sugiura, 1978; Hurvich and Tsai,
1989). Sugiura (1978) introduced a bias-corrected version of AIC for use with normal
linear models, and showed that the new bias adjustment is exact when the true data
generating model is assumed to lie within the set of candidate models. Hurvich and
Tsai (1989) extended Sugiura’s work, to the case where we have a set of nonlinear re-
gression models or autoregressive time series models. This reduction in bias is achieved
without any increase in the variance, as AICc can be written as the sum of AIC and
a nonstochastic term. AIC is a first-order correction to the maximised log-likelihood
as a measure of the expected relative KL distance, and AICc can be thought of as the
second-order correction when we have a set of regression or autoregressive time series
models. The value of AICc for model m is given by






n− pm − 1
)
,
which can be rewritten as
AICcm = AICm +
2pm(pm + 1)
n− pm − 1
.
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When pm/n is small, the additional bias correction term is negligible. Thus AICc
converges to AIC as pm/n→ 0. Burnham and Anderson recommend using AICc when
pm/n > 1/40 (Burnham and Anderson, 2010).
We agree with Claeskens and Hjort (2008) who suggest that we need to be cautious
about using AICc outside of the context of linear models and time series models. In
addition, although AIC is often thought to choose models with too many parameters,
Claeskens and Hjort (2008) showed that the problem of overfitting is actually less
dramatic than is often thought. For the important special case of nested generalised
linear models (GLMs), Claeskens and Hjort (2008) looked at the asymptotic probability
of AIC selecting a particular model of a particular size, and found that as the number
of parameters tends to infinity, we would expect less than one superfluous parameter
to be selected. For the remainder of this thesis, we focus on the use of AIC, rather
than AICc, for both model selection and model averaging.
1.1.3.3 Bayesian Information Criterion
The Bayesian information criterion (BIC) can be thought of as an approximation to
the Bayes factor (Link and Barker, 2009a), obtained using the Laplace’s method to
give an approximation to the marginal likelihood, P (y|m) (Konishi and Kitagawa,
2008). This approximation involves assuming equal prior probability for each model
and vague priors on the parameters in each model (Burnham and Anderson, 2010).
It also implicitly assumes that the true model is contained in the set of candidate
models. If we use BIC for model selection, the probability of choosing the true model
approaches one as the sample size increases. Unlike AIC, which is an asymptotically
efficient estimator (Shibata, 1980) but not consistent, BIC is thus consistent, but not
asymptotically efficient (Yang, 2005). Yang (2005) showed that for BIC to work well in
terms of prediction, the prior probabilities for each model needs to depend on n. BIC
was introduced by Schwarz (1978), and is also referred to as the Schwarz information
criterion (SIC); it is given by





) ∣∣y}+ pm log(n). (1.3)
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For model selection, the model with the smallest value of BIC is selected. Comparing
(1.3) and (1.1), the penalty term 2pm in AIC is replaced by pm log(n) in BIC. Hence
when n ≥ 8, BIC has a larger penalty for model complexity, and therefore tends to
favour simpler models, compared to AIC.
The definition of what n should be in (1.3) is not clear in some situations. For
example, in binomial model, n should be the sum of the number of binary outcomes
rather than the number of trials. Likewise, for a log-linear model, n should be the sum
of the cell counts, rather than the number of cells. Raftery et al. (1996) proposed that
for Cox proportional hazard models, n should be the number of events; Raftery (1995)
gives a detailed discussion regarding the choice of n for different types of model.
Under weak conditions, BICm and the Bayes factor for model m are asymptotically
equivalent (Wasserman, 2000). BIC values can be used to obtain approximations to
the posterior model probabilities as follows
P (m = i|y) ≈ exp (−BICi/2)P (m = i)∑M
j=1 exp (−BICj/2)P (m = j)
, (1.4)
where P (m = i|y) is the posterior probability for model i, and P (m = i) is the prior
probability for this model. For model selection, we can then choose the model with
the highest posterior model probability. The difference between the BIC of model i
and model j can be shown to estimate −2 log(Bij) (Kass and Raftery, 1995). Further
details regarding the relationship between BIC Bayesian analyses can be found in
Raftery (1995); Wasserman (2000) and Link and Barker (2006).
An important point to note is that AIC and BIC were designed for different pur-
poses. AIC was designed to solve the “Akaike prediction problem” (Wasserman, 2000),
i.e. to find the candidate model which minimises the expected relative KL distance to
the true model. On the other hand, BIC was designed to find the model that is most
likely to be true given the observed data, assuming that one of the candidate models
is true.
9
1.1.3.4 Focussed Information Criterion
The information criteria described above select a single “best” model, regardless of the
purpose of the analysis. Claeskens and Hjort (2003) introduced a method of model
selection which focusses on estimation of a parameter of interest. This allows differ-
ent models to be selected for different choices of the focus parameter. The focussed
information criterion (FIC) is based on an asymptotic approximation to the MSE of
the estimate of the parameter of interest, and the model with the lowest value of FIC
is selected. Derivation of FIC uses a local-misspecification framework and we con-
sider it further in Section 3.1.1, after discussing this local-misspecification framework
in Section 2.1.2. Since its introduction, FIC has been used in many settings, such
as GLMs (Claeskens and Hjort, 2003), Cox hazard regression (Hjort and Claeskens,
2006), autoregressive time series models (Claeskens et al., 2007), capture-recapture
models (Bartolucci and Lupparelli, 2008) and generalised additive partial linear mod-
els (Zhang and Liang, 2011)
1.1.4 Model selection uncertainty
Suppose we select the model mb using AIC, or some other procedure, for model selec-
tion. Thereafter, any inference is conditional upon having chosen this model. Thus
the data are used for both model selection, and inference given the best model. A
different set of data from the same experiment/population might lead to a different
model being selected as the “best”. Failure to account for this uncertainty in the model
selection process can lead to underestimation of standard errors, and hence confidence
intervals that are too narrow, in that they have coverage rates below the nominal level
(Burnham and Anderson, 2010).
The distribution of the data conditional on selecting model mb may vary from the
unconditional distribution. Ignoring the selection process and behaving as if model mb
had been chosen in advance may lead to substantial bias in the analysis (Chatfield,
1995; Ye, 1998; Candolo et al., 2003). Some authors (Hidalgo, 2002; Hall and Peixe,
2003) believe that post-model selection estimators that are based on consistent model
selection procedures will behave as if the true model was known a priori at least asymp-
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totically. Pötscher (1991) looked at the asymptotic properties of estimators based on
a best model, and the effects this has on subsequent inferences. Although the above
belief is mathematically true, the finite-sample distributions of such an estimator are
typically not uniformly close to the respective pointwise asymptotic distributions, re-
gardless of sample size (Leeb and Pötscher, 2005). Hurvich and Tsai (1990) explored
the impact of model selection on the coverage of confidence intervals in the context of
linear regression. They found that the resulting coverage rates were much lower than
the nominal rates. Kabaila and Leeb (2006) also looked at the coverage rate of confi-
dence intervals after model selection, and proposed an upper bound for the coverage
rate, in order to identify situations when this is well below the nominal level.
Model selection uncertainty has been referred to by Breiman and Spector (1992) as
the “quiet scandal” of statistics. Chatfield (1995) and Draper (1995) provide detailed
discussion of the issue of model selection uncertainty and its consequences. One ap-
proach to circumvent the issues related to model selection uncertainty is to use model
averaging rather than model selection.
1.2 Model averaging
Model averaging is an approach to estimation that tries to allow for model uncertainty,
as inferences are made based on the full set of models, rather than a single best model.
It can be used from both a Bayesian and a frequentist perspective.
The first comprehensive description of Bayesian model averaging (BMA) was given
by Leamer (1978). Uncertainty in model selection is accounted for by use of a prior
probability that a model is true. Draper (1995) and Chatfield (1995) both discussed
BMA as a way of circumventing the problems associated with model selection. For a
comprehensive review of BMA, see Hoeting et al. (1999) and Clyde (1999). In BMA,
the posterior distribution for a quantity of interest can be expressed as a mixture dis-
tribution over all the models in the set, with the mixing depending on how much the
data support each model, as measured by the posterior model probability that the
model is true. One of the difficult aspects of BMA is specification of the prior model
probabilities. When there is little prior information about the relative plausibility of
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the models, putting equal priors on all the models seems to be a natural choice. Hoet-
ing et al. (1999) found that in the examples in their paper, BMA with equal priors
improves predictive performance as measured by partial predictive scores (Volinsky
et al., 1997), which is an approximation to the logarithmic scoring rule of Good (1952).
Other choices for the model priors are also possible. When there is prior expert knowl-
edge, this can obviously be used to provide informative prior model probabilities; in
a clinical context, Madigan et al. (1995) have shown that such informative priors can
lead to improved predictive performance. However, there are difficulties with BMA,
such as the possibility of conflicting priors across models for a single parameter and
the performance of inferences following BMA (Hjort and Claeskens, 2003a; Claeskens
and Hjort, 2008).
Unlike BMA, frequentist model averaging (FMA) does not require priors for the
candidate models and relies solely on the data. One approach to FMA is stacking, first
introduced by Stone (1974), who referred to it as a model-mix prescription. Constrained
optimisation methods can be used to estimate weights that minimises the prediction
error of the model-averaged estimator. Stacking is the model averaging equivalent of
the leave-one-out cross-validation method for model selection. Stone (1977) showed
that AIC and leave-one-out cross-validation are asymptotically equivalent for model
selection, and hence, we would expect that model weights using stacking would be
asymptotically equivalent to AIC weights (Section 1.2.1). In the econometrics litera-
ture, stacking is also known as jackknife model averaging (Hansen and Racine, 2012).
Buckland et al. (1997) proposed that the model-averaged point estimate of a quantity
of interest is a weighted average of the estimates obtained from each model in the can-
didate set (1.5). It could be argued however that Stone (1974) was the first to suggest
this weighted average. Since then, FMA has been further developed and discussed; see,
for example, Burnham and Anderson (2002, 2010), Hjort and Claeskens (2003a) and
Claeskens and Hjort (2008).
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1.2.1 Frequentist model averaging (FMA)
For a parameter of interest, θ, which is assumed to have the same interpretation in all





where θ̂m is the estimator under model m, and wm (1.6) is the weight associated with
model m, where wm ≥ 0 and
∑M
m=1wm = 1. Model selection can be thought of as a
special case of model averaging, with the weight given to the best model being one, and
all other models having a weight of zero. It is important to note that model weights
are random variables, as they need to be estimated from the data. As in post-model
selection, the sampling properties of θ̂ are therefore difficult to assess.
There are several methods for choosing the weights in (1.5) (Wang et al., 2009). A
common approach is to use an information criterion, such as AIC (Section 1.1.3 and








where ICm is the value of the information criterion for model m. The choice of weight
in (1.6) is analogous to (and was motivated by) the BIC weights in (1.4), when prior
model probabilities are equal. To avoid large arguments in the exponential function,
ICm is often replaced by ∆ICm = ICm −minj ICj (Claeskens and Hjort, 2008).
Several other methods for calculating model weights have been developed. In least
squares estimation, where we have a set of nested models, Hansen (2007) proposed
selecting model weights by minimizing Mallows’ criterion. For model m, the Mallows’
criterion is
(y − µ̂)>(y − µ̂) + 2σ2P>w,
where w = (w1, . . . , wM)
> is a weight vector, P = (p1, · · · , pM)> is a vector of the






also showed that the Mallows’ criterion is an unbiased estimate of the MSE of µ̂. This
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criterion is a modification of Mallows’ Cp (Mallows, 2000) which has been used for





with RSSp corresponding to the residual sum of squares for the model with p explana-
tory variables and σ̂2 is an estimate of the error variance usually estimated using the
largest model, and n is the number of observations. Hansen’s method has a disadvan-
tage in that the weights considered are discrete. Wan et al. (2010) extended Hansen’s
work to a set of non-nested models, and in doing so they also removed the artificial
restriction that the weights come from a discrete set. They also showed that under
certain conditions, the resulting Mallows’ model-averaged estimator is asymptotically
optimal, in terms of achieving the smallest squared error. We discuss this work further
in Chapter 4.
An alternative approach, which we refer to as focussed model averaging, involves
tailoring the model weights to the choice of θ. Longford (2001) was the first to consider
focussed model averaging, for the special case of cross-over trials. He chose the weights
to be those that minimised the MSE of θ̂. He then extended this work to linear
regression models (Longford, 2003) and analysis of variance (Longford, 2008). Hjort
and Claeskens (2003a) provided a more general likelihood-based framework for focussed
model averaging, albeit with the additional assumption of local misspecification, which
we consider in more detail in Section 2.1.2. Their approach involves using model
weights that minimise an estimate of the asymptotic MSE of θ̂. Claeskens and Hjort
(2003) also suggested using FIC in this context, via an equation similar to (1.6). Liang
et al. (2011) proposed a slightly different estimator of the asymptotic MSE of θ̂, while




In this thesis, our main interest is focussed model averaging for the special case of
GLMs. We present an approach that avoids the use of the local-misspecification as-
sumption of Hjort and Claeskens (2003a), and instead makes the more natural assump-
tion that the true model is fixed. Like Hjort and Claeskens (2003a), we also assume
that the candidate models are all submodels of the largest model in the set. Our
new approach is conceptually simpler than that of Hjort and Claeskens (2003a), and
makes use of standard results for maximum likelihood estimation when the model is
misspecified. From a predictive viewpoint, we get better results when we account for
model uncertainty by considering the full set of models using model averaging proce-
dures. However, there will be situations where the goal is to identify a best model. We
therefore also consider focussed model selection.
In Chapter 2, we first consider the single-model setting. We describe GLMs and
maximum likelihood estimation when a model is misspecified, and also discuss the
local-misspecification framework of Hjort and Claeskens (2003a). We then propose an
estimator for the MSE of a focus parameter, and compare this to the one given by Hjort
and Claeskens (2003a), both analytically and via simulation studies. In Chapter 3 we
apply our estimator of the MSE for model selection, and provide a comparison with
existing methods using simulation. In Chapter 4, we propose a new method of focussed
model averaging, and consider its use when all the candidate models are GLMs. In







Throughout this thesis, we consider estimators obtained using maximum likelihood.
For generalised linear models (GLMs), we propose an estimator of the mean squared
error (MSE) of the maximum likelihood estimator (MLE) of a parameter of interest.
This is based on the asymptotic properties of an MLE when the model is misspeci-
fied. In Section 2.1.2 we discuss the local-misspecification framework introduced by
Hjort and Claeskens (2003a) and Claeskens and Hjort (2003). We compare our estima-
tor of the MSE with that obtained under the local-misspecification framework, both
analytically (Section 2.6) and via simulation (Section 2.7).
2.1 Model misspecification
2.1.1 Maximum likelihood estimation
Several authors have examined the properties of MLEs when the model is not cor-
rectly specified. Berk (1966, 1970) considered the Bayesian setting, and looked at the
large sample behaviour of the posterior distribution for the MLE. He showed that this
distribution is asymptotically confined to a set, and in many cases of interest this set
contains a single point. In the frequentist setting, Huber (1967) showed that the MLE
converges to a well-defined limit, analogous to Berk’s result in the Bayesian framework.
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Akaike (1973) provided an information-theoretic perspective and showed that, asymp-
totically, the MLE minimizes the KL distance between the true distribution and the
assumed family of distributions.
White (1982) provided a comprehensive set of results on the properties of the MLE
when the model is misspecified, under conditions which will be satisfied in many set-
tings. Suppose that Y1, . . . , Yn are independent and identically distributed (iid) random
variables, with probability density function (pdf) fϑ, where ϑ = (ϑ1, . . . , ϑp) is a vector





and the MLE of ϑ is obviously given by ϑ̂ = arg maxϑ l(ϑ). Suppose also that the true
probability density function g is not of the form fϑ for any ϑ, i.e. g does not belong
to the family of models we are considering.
For the theory we develop in Section 2.4, it is useful to define ϑ∗ to be the point
in the parameter space at which Eg[l(ϑ)] is maximised. As KL(g, fϑ) = −Eg[l(ϑ)] +
Eg[log g], ϑ∗ is also the choice of ϑ that minimizes the KL distance between g and
the family fϑ (Akaike, 1973). We can therefore think of fϑ∗ as the misspecified model
that is closest to the truth, and ϑ∗ as the “least false” choice of ϑ (Claeskens and
Hjort, 2008). White (1982) specified conditions under which ϑ̂ is a strongly consistent
estimator of ϑ∗. He also looked at the asymptotic normality of ϑ̂, and provided a
consistent estimator of its asymptotic covariance matrix. The latter simplifies to the
familiar Fisher information matrix when the model is correct.
We make use of White’s results by considering the case where we have a finite set
of models and all of these models are nested within a largest model. We also assume
that this largest model is the true model g, with all other models being misspecified.
Unlike White’s setting, therefore, the true model g is known. We make the assumption
that model M is the true model, knowing that it cannot be true. However, behaving
as if this model is true can still be useful for inference (Box, 1979).
Claeskens and Hjort (2008) argued that use of this framework leads to the squared-
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bias asymptotically dominating the variance term and hence to the largest model always
being preferred. They therefore proposed using a “local-misspecification framework”, in
order to achieve a balance in terms of the asymptotic bias and variance. It is important
to note that this specification is purely a mathematical convenience, in order for the
squared-biases and variances to be of the same size, namely O(1/n).
2.1.2 Local-misspecification framework
The local-misspecification framework developed by Hjort and Claeskens (2003a) in-
volves assuming that the observations y are iid, with true pdf given by
f(y,α,γ) = f(y,α0,γ0 + δ/
√
n) (2.1)
where α is a p×1 parameter vector to be included in all models and γ is a q×1 vector
of additional parameters whose inclusion depends on the model chosen. When γ = γ0
(i.e. δ = 0), we have what Hjort and Claeskens refers to as the “narrow” model, which
in our notation is model 1. They refer to the largest model as the “wide” model. This
includes both α and γ, and is model M in our notation. The vector δ determines
the degree of departure from the narrow model. We will assume that γ0 is fixed and
known. Without loss of generality, we assume henceforth that γ0 ≡ 0.
The form of (2.1) shows that this framework shrinks each model towards the narrow
model as n increases. Thus the true model is not fixed, but differs from the narrow
model by a term that vanishes asymptotically, and all the models converge to the
narrow model.
We argue that our fixed-model framework is a more natural framework than the
local-misspecification framework. As n increases, we would expect that we approach
the largest model, unlike the local-misspecification framework, in which all models
converge to the narrow model. Raftery and Zheng (2003) questioned whether the local-
misspecification framework was realistic, as the unknown parameters are assumed to
be “small”. They also raised the point that the relationship between the size of the
elements of γ and n implied by the local-misspecification framework would not seem
plausible to practising statisticians. Hjort and Claeskens (2003b) provided a rejoinder
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in which they made it clear that they too do not actually need to believe this inverse
relationship in order for their framework to be useful. Thus they argued that the
results obtained using their framework still provide useful asymptotic approximations.
They also pointed out that the size of the elements of γ can be made arbitrarily large
by increasing the size of the elements of δ. However, assessment of the behaviour and
properties when γ is far from γ0 still needs further investigation (Hjort and Claeskens,
2003b).
2.2 Generalised linear models
For this thesis, we focus on the important special case in which all the models being
considered are GLMs. Our approach is straightforward to derive and apply in this
setting. With classical linear models (LMs), it is assumed that the errors are nor-
mally distributed and have constant variance. There are many situations where these
assumptions are not satisfied, for example when the response is a count or is binary.
Nelder and Wedderburn (1972) introduced GLMs as a generalisation of classical LMs,
for situations where the response variable does not have a normal distribution, but
comes from an exponential family of distributions. In addition, the relationship be-
tween the expected value of the response variable and the explanatory variables can
be non-linear.
Consider y = (y1, y2, . . . , yn)
>, a realization of the random variable Y whose com-
ponents are independently distributed and come from an exponential family of distri-








where θi is the canonical parameter and φ is the scale parameter. The expected value
of the ith observation is related to the explanatory variables x>i = (xi1, xi2, . . . , xik)
via a smooth monotonic link function g(·) as follows
g(µi) ≡ ηi = x>i β,
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where β = (β1, β2, . . . , βk)
> is the parameter vector, and ηi is the linear predictor.
2.3 Generic estimator of MSE
In many applications, there is a quantity of interest that is a function of the model
parameters β and, usually, of specific values x0, of the explanatory variables. We refer
to this as the focus parameter, and denote it h = h (β), where, for ease of notation, we
omit the dependence on x0. Suppose the set of candidate models is M = {1, . . . ,M},
with all models being nested within the largest model, M . This largest model M is
also assumed to be the true model. Each model m ∈M will give rise to an estimate of









the largest model is assumed to be true, h = h(βM). In this chapter, we look at the





= b2m + vm, (2.2)
where bm and vm are the bias and variance of ĥm respectively. A natural, plug-in





= b̂2m + v̂m. (2.3)
2.4 Proposed estimator of MSE
If h′(β) exists and is non-zero, we can use the delta method to obtain an estimator of
the asymptotic MSE of ĥm. This requires an estimator of the mean and variance of
β̂m, and of the covariance between β̂u and β̂v (u, v ∈M, u 6= v). We begin by looking
at the properties of the MLE of β when the model is misspecified.
2.4.1 Properties of the MLE under misspecification
White (1982) showed that the MLE β̂m, is a consistent estimator of β
∗
m, the “least-
false” value of βm, which in turn minimises the KL distance between the fitted model
and the true model (Section 1.1.2). By definition, β∗m is the point in parameter-space
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for which EM [∇l(β∗m)] = 0. A Taylor series expansion of the first derivative of the









∇2l (β∗m) , (2.4)
where ∇l(β∗m) is the vector with jth component given by ∂l(β∗m)/∂βj,m and ∇2l(β∗m)
is the matrix with (j, k)th component given by ∂2l(β∗m)/∂βj,m∂βk,m. For GLMs
∇l (β∗m) = X>mWmg′ (µ∗m) (Y − µ∗m) , (2.5)
and














Zm is a n×1 matrix with the ith component given by V ′(µi,m)V (µi,m)−1+g′′(µi,m)g′(µi,m)−1
and µ∗i,m = g
−1 (x>i,mβ∗m) (i = 1, . . . , n). When we have a canonical link, g′ (µm) =
V (µm)
−1, so the second term in (2.6) disappears, as Zm = 0, and the second derivative
is a constant.
In the following, all expectations and covariances are taken with respect to model
M , since this is assumed to be the true model. By definition, the left-hand side of (2.4)
is zero which leads to





EM {∇l (β∗)} = 0, (2.7)
we have







≈ β∗m −∇2l (β∗m)
−1 EM {∇l(β∗m)} (since β∗m and ∇2l(β∗m) are both constants)
= β∗m.





































































































(Y − µ∗u)(Y − µ∗v)>
}
















































The expression for the covariance is slightly different to the sandwich estimator in
White (1982), with the expectation being taken with respect to the true model M .



































The difference between (2.9) and (2.10) is EM {∇l(β∗u)}EM {∇l(β∗v)}
>.
2.4.2 Estimation of the MSE








, we can also find the
approximate expectation and variance of ĥm using the delta method. Thus, a first-order

















































≈ h (β∗m)− h (βM) ,
(2.13)
and
vm ≈ ∇h (β∗m)
> (X>mWmXm)−1X>mWMXm (X>mWmXm)−1∇h (β∗m) . (2.14)
An approximation to the covariance between ĥu and ĥv is given by
cu,v ≈ ∇h (β∗u)
> (X>uWuXu)−1X>uWMXv (X>v WvXv)−1∇h (β∗v) . (2.15)
If h is linear, the expression given in (2.11) is exact, as higher-order terms are zero.
White (1982) showed that the MLE β̂ is a strongly consistent estimator of β∗. We





as estimates of β∗m and µ
∗
m respectively. This leads to

























































































≈ h(β∗m)2 − 2h(β∗m)h(βM) + h(βM)2 + vm − 2cm,M + vM using (2.12)
= b2m + vm − 2cm,M + vM .
(2.19)





− v̂m + 2ĉm,M − v̂M , 0
}
. (2.20)
where the truncation at zero arises because the bias-modification can sometimes lead
to a negative estimate.
The final estimator of the MSE is therefore
M̂SE(ĥm) = b̂2m + v̂m, (2.21)
where b̂2m is the bias-modified estimator for the squared-bias and v̂m is the estimator
of the variance of ĥm, as given in (2.18) and (2.20) respectively.
2.5 Estimator of MSE under local-misspecification
framework
Under the local-misspecification framework of Hjort and Claeskens (Hjort and Claeskens,
2003a; Claeskens and Hjort, 2003, 2008), all the models are of the form in (2.1). The
26








where J>10 = J01. We will also need the matrix K =
(
J11 − J10J−100 J01
)−1
. Under this
framework, we have β> = (α>,γ>), and x> = (u>, z>). For GLMs, the matrix in







where U is the n×p design matrix of the ui variables, and Z is the n× q design matrix
of the additional zi variables. The n×n matrix W = diag
[{
a (φ)V (µi) g
′ (µi)
2}−1] is
usually, but not necessarily, estimated from model M (Claeskens and Hjort, 2008).
Let πm be the projection matrix mapping z




πm is of size |m| × q with |m| being the cardinality of the set containing the elements



























Hjort and Claeskens (2003a) looked at the behaviour of MLEs under the local-
misspecification framework. For ĥm, assuming the function h(α,γ) has continuous












J−100 M + ω







Dn = δ̂M =
√
n (γ̂M − γ0)
d−→ D ∼ Nq(δ, K), (2.25)
and
M ∼ Np(0, J00).
The limiting variable in (2.24) is normal, with mean ω(I − Gm)δ and variance τ 20 +

























= ω>(I −Gm)δδ>(I −Gm)>ω +
(



























To estimate the MSE in (2.26), we plug in consistent estimators of τ0, ω and K,
which all depend on the J matrix in (2.23). Claeskens and Hjort (2008) suggest that
any estimators, (α̂m, γ̂m), from the set of candidate models can be used for estimation
of J . Using these from model M is more robust, as it is consistent when γ is not close
to γ0. Throughout the thesis, we will therefore use ĴM to estimate J .
From (2.25), we could estimate δ byDn. However this leads to bias in the estimation
of δδ>, as EM(DD>) = δδ>+K. A natural alternative is to estimate δδ> by DnD>n −
K. This can in turn lead to a negative estimate of b2m, so we again use truncation































We refer to use of this estimator as the HC method.
2.6 Comparison of estimators of MSE
We now compare our method with the HC method by considering the different esti-
mators of bm and vm.
2.6.1 Bias
For ease of comparison, we now use b̂m and b̂
HC
m to denote the estimator of bm obtained
using our method and the HC method respectively. In order to compare b̂m and b̂
HC
m ,
we introduce a projection matrix Pm, which maps βm to a vector of the same size
as βM , with the elements of βM that are not in model m being set to zero. This







where πm is defined in Section 2.5. Following the notation of the local-misspecification





is a vector of length p+ q, which in our notation is pM .
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The difference between b̂m and b̂
HC
m lies in the fact that b̂
HC
m uses γ̂M to estimate other
quantities. Thus, γ̂m is estimated by π
>
mK̂mπmK̂




























. Again, we denote the estimator of the covariance under our
method as ĉu,v and that under the HC method as ĉ
HC
u,v . To be able to compare the two,
we need to express them in common notation; we therefore use the notation of Hjort
and Claeskens (2003a). An important quantity in the local-misspecification framework
is the matrix J defined in (2.23), which is estimated by ĴM , and hence involves the
matrix ŴM . In order for our method to be comparable, we therefore set















Ĵ−100 + Ĵ−100 Ĵ01π>mK̂mπmĴ10Ĵ−100 −Ĵ−100 Ĵ01π>mK̂m
−K̂mπmĴ10Ĵ−100 K̂m
 . (2.33)
For the HC method, all the partial derivatives are evaluated at model M , hence, the
two methods will give identical estimators of cM,M ≡ vM .


















































D12 = −Ĵ−100 Ĵ01π>u K̂uπuK̂−1π>v K̂v,





































































































































The only difference between (2.35) and (2.36) is that the partial derivatives are
evaluated under different models.
For the special case of a Poisson model with a log-link and a linear focus parameter
h, the two methods give identical estimators of cu,v. This is because the ith diagonal




mŴMXm. However, this is not
necessarily true for other distributions, even with a canonical link function and linear
h. For example, these matrices are not identical when we have a binomial model with
a logit-link.
2.6.3 Special case: normal linear model
For the special case of the normal linear model, the two methods are identical when
h is linear. Let y be a vector of observations, which is a realization of the random
variable Y , whose components are independent and come from a normal distribution
with variance σ2. Suppose also that E(Y ) = µ and µ = Xβ. The MLE of β is
























































(Ĵ−100 + Ĵ−100 Ĵ01π>mK̂mπmĴ10Ĵ−100 )U> − Ĵ−100 Ĵ01π>mK̂mπmZ>























−Ĵ10Ĵ−100 U> + Z>
)
y. (2.38)












As h is linear, the partial derivatives are independent of α̂m and γ̂m. Using (2.37)


















































































Ĵ−100 Ĵ01(K̂ − π>mK̂mπm)
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which is exactly the same as b̂HCm in (2.31).













as Wm = σ
−2I for all m ∈ M. Again, the partial derivatives and J matrix do not























































































F12 = −Ĵ−100 Ĵ01π>u K̂uπuK̂−1π>v K̂v,






































































































































which is the same as the estimator of cu,v in (2.36), given by the HC method. Claeskens
and Hjort (2008) showed that estimators of bm and cu,v using the HC method is exact,
when h is linear, even though results are obtained asymptotically. Note that we assume
that the focus parameter does not depend on σ2. Longford (2003) provides an example,
involving normal linear models, in which h = σ2.
2.7 Simulation study
We now describe the setting of the simulation studies we use throughout the thesis.
We consider the Poisson GLM setting with a log link and two explanatory variables,
z1 and z2. We consider the following four models, for the linear predictor ηi,
Model 1 : ηi = α1
Model 2 : ηi = α1 + γ1zi,1
Model 3 : ηi = α1 + γ2zi,2
Model 4 : ηi = α1 + γ1zi,1 + γ2zi,2.
In all cases the focus parameter is the value of the linear predictor for a specific set of
values for the explanatory variables, z0 = (z01, z02)
>, i.e. h = h(α,γ, z0) = α + z
>
0 γ.
The parameter γ is a vector of length two, α = α1 is scalar and is arbitrarily chosen to
be one, and u0 = 1 is again a scalar. When simulating under the local-misspecification
framework, we set γ = δ/
√
n.
Simulations were carried out for n = 25, 50, 75, 100, 125 and 150. We considered a
21× 21 grid from -2 to 2 for the parameters δ and γ, so there were 441 points in the
parameter space. The explanatory variables zi,1 and zi,2 were taken at equally spaced
intervals between −1 and 1, such that we had 25 distinct z> = (z1, z2). For n > 25, the
25 choices of z were just repeated until the desired number is obtained. For example,
when n = 50, we repeated the 25 choices of z twice.
We chose four focus points in the explanatory variable space, all of them being
in the positive quadrant, as shown in Figure 2.1. We need only consider the positive
quadrant, as the performance of a method in the other three quadrants will be identical
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Figure 2.1: Plot of explanatory variable space for z1 and z2, with the positive quadrant
outlined in black solid line. The 25 distinct z = (z1, z2)
> are black filled circles. Our
chosen four focus points are indicated by the red circles.
to that in the positive quadrant. We considered the four focus points z0 = (0.25, 0.75)
>,
(0.75, 0.75)>, (0.25, 0.25)> and (0.50, 0.50)>.
The data were generated from the largest model, Model 4. We performed N = 103
simulations, using either the local-misspecification or the fixed-model framework. For
ease of presentation, in the following chapters we will give results for δ = (0.4, 2.0)>
and δ = (−0.4, 0.2)> under the local-misspecification framework; and γ = (0.4, 2.0)>
and γ = (−0.4, 0.2)> for the fixed-model framework. Our motivation for considering
these choices of δ and γ is that an analysis of a preliminary set of simulations showed
that δ = (0.4, 2.0)> and γ = (0.4, 2.0)> corresponded to scenarios where our method
leads to a lower MSE for the model averaged estimator of h than the HC method, while
δ = (−0.4, 0.2)> and γ = (−0.4, 0.2)> correspond to scenarios where our method does
not perform as well as the HC method.
In this section, we compare the performance of our estimator of the MSE of ĥm
(m ∈ M) introduced in Section 2.4.2 with that of the estimator proposed by Hjort
and Claeskens (2003a). Initially, we consider the focus point z0 = (0.50, 0.50)
>. We




, b2m and vm, with their empirical values, as
estimated via simulation. We also compare the empirical bias, standard error and
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root mean squared error (RMSE) for each of the estimators, again as estimated via
simulation. To simplify notation, in this section we refer to the empirical MSE, squared-
bias and variance as the MSE, squared-bias and variance. For N simulations, the






































= b2m + vm.























































































































































































































Under the largest model, Model 4, our method and the HC method must be identical
so we consider the results for Models 1 to 3 only.
2.8.1 Local-misspecification framework










methods. For estimation of the MSE of ĥm, our method generally gives less biased
estimates for both choices of δ, especially for Models 1 and 2 when δ = (0.4, 2.0)>.
Our method has a CV that is at most 2.5% when δ = (0.4, 2.0)> and 3.1% when δ =
(−0.4, 0.2)>, while the HC method gives a CV of at most 2.3% and 3.7% respectively.
The RMSE for the HC method is up to 24% smaller than that for our method when
δ = (0.4, 2.0)> for Models 1 and 2. When δ = (−0.4, 0.2)>, and for Models 1 and 3,
the RMSE for the HC method is up to 47% larger than ours.
Figures 2.4 and 2.5 show the results b̂2m. Estimates under our method are less biased
except when δ = (0.4, 2.0)> for Model 3 and when δ = (−0.4, 0.2)> for Model 2. Our
method also has a lower CV (≤ 8.4%) compared to the HC method (≤ 10.3%) for both
choices of δ. The RMSE of b̂2m using our method is smaller when δ = (−0.4, 0.2)>,
and larger when δ = (0.4, 2.0)>, for Models 1 to 3. The estimated squared-biases can




when δ = (0.4, 2.0)> for Model 1.
As we are considering Poisson models only, the performance of the two methods
in estimating vm must be identical (Section 2.6), so any differences between the two
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methods are due to simulation error. In addition, the estimates of vm are generally
close to the empirical variance. The CVs of v̂m are at most 0.6% for both choices of δ.
2.8.2 Fixed-model framework




under the fixed-model framework.





method also has lower CVs namely 1.3% when γ = (0.4, 2.0)> and 3.6% when γ =
(−0.4, 0.2)>; the HC method gives CVs of 1.9% and 3.7% for these two choices of γ
respectively. The RMSE is generally lower for our method, except for Model 2 when
γ = (−0.4, 0.2)>.
Figures 2.8 and 2.9 show the results for b̂2m. Overall, our method gives less biased es-
timates, and the RMSE is much smaller for our method, except when γ = (−0.4, 0.2)>
for Model 2, where the HC method has an RMSE that is 23% smaller than ours. When
γ = (0.4, 2.0)>, the HC method can have an RMSE that is up to 34 times larger than
for our method. When γ = (−0.4, 0.2)>, the RMSE can be up to 93% larger. The




when γ = (0.4, 2.0)>
for Models 1, 2 and 3.
The performance of v̂m is again identical for the two methods as we would expect.
The CVs are at most 0.4% and 0.6% when γ = (0.4, 2.0)> and γ = (−0.4, 0.2)>
respectively.
2.9 Discussion
In this chapter, we have introduced a new estimator of the MSE of ĥm (m ∈ M). We
make use of this estimator when we consider model selection and model averaging in
Chapters 3 and 4. The work of Hjort and Claeskens (2003a) and Claeskens and Hjort
(2003) was a landmark, as it shifted attention from the overall fit of a model to the
purpose of fitting the model, namely the estimation of a parameter of interest, h(β). In
this thesis, we are likewise interested in assessing a model by considering the MSE of the
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for our method ( ) and the HC method ( ) with





method ( ) and the HC method ( ) (right column), under the local-misspecification
framework when δ = (0.4, 2.0)> and z0 = (0.50, 0.50)
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method ( ) and the HC method ( ) (right column), under the local-misspecification
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Figure 2.4: Mean of b̂2m for our method ( ) and the HC method ( ) with the empir-
ical squared-bias ( ) (left column), as well as the RMSE of b̂2m for our method ( )
and the HC method ( ) (right column), under the local-misspecification framework
when δ = (0.4, 2.0)> and z0 = (0.50, 0.50)
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Figure 2.5: Mean of b̂2m for our method ( ) and the HC method ( ) with the empir-
ical squared-bias ( ) (left column), as well as the RMSE of b̂2m for our method ( )
and the HC method ( ) (right column), under the local-misspecification framework
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for our method ( ) and the HC method ( ) with the





( ) and the HC method ( ) (right column), under the fixed-model framework when
γ = (0.4, 2.0)> and z0 = (0.50, 0.50)
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for our method ( ) and the HC method ( ) with the





( ) and the HC method ( ) (right column), under the fixed-model framework when
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Figure 2.8: Mean of b̂2m for our method ( ) and the HC method ( ) with the
empirical squared-bias ( ) (left column), as well as the RMSE of b̂2m for our method
( ) and the HC method ( ) (right column), under the fixed-model framework when
γ = (0.4, 2.0)> and z0 = (0.50, 0.50)
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Figure 2.9: Mean of b̂2m for our method ( ) and the HC method ( ) with the
empirical squared-bias ( ) (left column), as well as the RMSE of b̂2m for our method
( ) and the HC method ( ) (right column), under the fixed-model framework when
γ = (−0.4, 0.2)> and z0 = (0.50, 0.50)>. Standard error of b̂2m is at most 5.2% of the
mean.
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. Likewise, in model averaging we want
to find weights that will minimise the MSE of ĥ, the model-averaged estimator of h.





In this Chapter, we have used standard results for the properties of an MLE when
the model is misspecified to propose an estimator of MSE(ĥm) in the GLM setting. In
contrast to the work of Hjort and Claeskens (2003a), we avoid the local-misspecification
assumption, and instead uses a more natural fixed-model framework.
The simulation results show that our method generally out-performs the HC method,
especially for the fixed-model framework, where the HC method can perform very
poorly. This is likely to be due to the fact that the HC estimator of bm uses γ̂M in
place of γ̂1, . . . , γ̂M−1, while our method uses the approximate MLEs for α and γ.
Over the range of scenarios considered in the simulation study, under the fixed-model




gave lower RMSE compared to the estimator
using HC method in 97% of the cases. Under the local-misspecification framework, our
estimator gave a lower RMSE in 62% of the cases considered.
These results, whilst linked to a particular GLM setting (Poisson models with two
possible explanatory variables) give us confidence that we can consider applying our





In the previous chapter, we introduced an expression for the approximate MSE of the
estimator of a focus parameter h, assuming that the largest model M is true. We
then compared our expression to the one introduced by Hjort and Claeskens (2003a)
under the local-misspecification framework, both analytically and via simulation. In
this chapter, we discuss the use of these MSE estimators in model selection.
Many methods used for model selection, such as minimum-AIC, select a single
“best” model with good overall properties, regardless of the subsequent use of the
model. Focussed model selection takes into account the parameter that is of interest
to the researcher. Claeskens and Hjort (2003) introduced the focussed information
criterion (FIC), which aims to select the model with the lowest value of MSE(ĥ). In
Section 3.1.1, we expand on the brief introduction to FIC given in Section 1.1.3.4, and
provide an expression for the FIC.
In this chapter, we also use the estimator of MSE(ĥ) introduced in Section 2.4 as an
alternative criterion for focussed model selection, thereby avoiding the assumption of
a local-misspecification framework. We compare the performance of our method with
existing methods, both focussed and general.
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3.1 Existing model selection schemes
In model selection, a model mb is chosen as the best from a set of candidate models,
based on some overall criterion or on the properties of the estimator of h. We now
consider two existing methods for focussed model selection.
3.1.1 Focussed information criterion
Under the local-misspecification framework, Claeskens and Hjort (2003) introduced
FIC as an unbiased estimator of nMSE, which is referred to as the risk. The reason
for considering the risk, rather than the MSE, is due to the asymptotic results being
more readily expressed on that scale.










≈ ω> (I −Gm) δδ> (I −Gm)>ω + τ 20 + ω>π>mKmπmω. (3.1)
However, as the parameter δ has no consistent estimator, we use DnD
>
n − K as an
estimator for δδ> ( Section 2.5). Hence an unbiased estimator of the asymptotic nMSE
































+ τ̂ 20 − ω̂
>K̂ω̂ + 2ω̂>π>mK̂mπmω̂. (3.3)
As the quantity τ̂ 20 − ω̂
>K̂ω̂ is the same for every model, FIC is an estimator of the
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Claeskens and Hjort (2003) refer to this as the real (bias-modified) FIC. The best model
is the one with the smallest value of FIC. For the simple case where there are only two
models under consideration, FIC and AIC are first order equivalent (Claeskens and
Hjort, 2008).
3.1.2 Estimator of MSE under local-misspecification frame-
work
From (2.29) an estimator of the asymptotic MSE of ĥm under the local-misspecification




























The model with the smallest value of this estimate is chosen as the best model. We
refer to this as the HCMS method of model selection. Use of FIC and HCMS method
lead to the same best model when b̂2m is non-negative and event Hm does not take
place.
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3.2 A new approach to focussed model selection
Using (2.21) in Section 2.4, an alternative estimator of the asymptotic MSE of ĥm,







b̂2m − v̂m + 2ĉm,M − v̂M , 0
)
+ v̂M , (3.6)
where b̂m, v̂m and ĉu,v are defined in (2.16) to (2.18) respectively. We refer to model
selection based on minimising (3.6) as the “new” method.
3.3 Simulation study
We carried out a simulation study as in Section 2.7, considering the Poisson GLM
setting with log link. We considered four choices for the focus parameter, namely the
value of the linear predictor for the four points in explanatory variable space shown in
Figure 2.1.
In addition, we performed L = 103 runs of the simulation study. This is useful as
it provides information on the distribution of the empirical MSE of ĥmb for each of the
methods. This approach also allows us to assess the size of the simulation errors.
We compare the performance of our method, HCMS, FIC and AIC by considering
the empirical MSE of ĥmb . In order to understand the differences in MSE, we also
compare the methods in terms of the empirical squared-bias and the empirical variance
of ĥmb . To simplify notation, we will refer to these as just the MSE, squared bias and
variance.










where N = 103 is the number of simulations,
k = 0, 1, 2 and 3 correspond to ours, HCMS, FIC and AIC respectively,
and ĥmb,k(i) is the estimate of h obtained using the best model selected by method k
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For our method and HCMS, we compare these empirical values with those predicted
by the method using (3.5) and (3.6). In Chapter 2, we considered the estimated values
of these quantities for individual models. With model selection, a potentially different
model will be chosen each time. We would therefore expect the difference between
the empirical and predicted values of the MSE, squared-bias and variance to be larger
when we perform model selection.





where k = 1, 2 and 3. For convenience in plotting the results, we compare the methods
using log (Rk), with the value 0 indicating equivalence of our method and method k.
We initially expect HCMS and FIC to perform better than our method under the
local-misspecification framework, and vice versa under the fixed-model framework.
3.4 Results
We present the results in 4 subsections. We first look at the MSE, squared-bias and
variance under both the local-misspecification and the fixed-model framework, for the
different choices of δ and γ. For a single simulation run, we then compare the empirical
and predicted values of the MSE, the squared-bias and the variance, and also look at
the performance across the whole parameter space.
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The results in Sections 3.4.1 and 3.4.2 for HCMS and FIC are virtually identical.
We therefore refer to these as the LMF methods. The results are identical when for
HCMS, the squared-bias is non-negative and for FIC, the event Hm does not take place.
3.4.1 Local-misspecification framework
We describe here results for the MSE, squared bias and variance for the four methods,
as well as log(R), under the local-misspecification framework.
Figures 3.1 and 3.2 show boxplots for the empirical MSE for n ranging from 25 to
150. Clearly, as n increases, the MSE decreases. When δ = (0.4, 2.0)>, our method
gives the lowest MSE and the LMF methods give the largest MSE. Conversely, when
δ = (−0.4, 0.2)>, the LMF methods perform better than our method. For both choices
of δ, the performance of AIC lies between the other two methods.
Figures 3.3 and 3.4 show boxplots for the empirical squared bias. For both choices
of δ, our method performs best. When δ = (0.4, 2.0)>, the LMF methods give the
largest squared bias. Note that the vertical scale for Figure 3.4 is much smaller than
that for Figure 3.3, while the scale for the boxplots for the empirical MSE are similar.
Hence, when δ = (−0.4, 0.2)>, the squared-bias gives a much smaller contribution
towards the MSE.
Figures 3.5 and 3.6 show boxplots for the empirical variance. For both choices of
δ and z0 = (0.25, 0.25)
>, the four methods are very similar. When δ = (0.4, 2.0)>,
our method performs best, and the LMF methods are the worst. AIC is similar to our
method, except when z0 = (0.25, 0.75)
>, where it is worst. When δ = (−0.4, 2.0)>,
the LMF methods perform best, and our method is the worst. The empirical vari-
ance contributes between 74% and 99% of the empirical MSE for δ = (0.4, 2.0)>, and
between 94% and 100% when δ = (−0.4, 0.2)>.
Figures 3.7 and 3.8 show boxplots of log(Rk) (k = 1, 2, 3). When δ = (0.4, 2.0)
>,
the LMF methods have empirical MSEs that are between 5% and 47% larger than
for our method. AIC gives an empirical MSE that is roughly 28% larger than for our
method when z0 = (0.25, 0.75)
>. For other choices of z0, the median of the boxplots
suggests that AIC generally gives an empirical MSE that is close to and slightly larger
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than for our method. When δ = (−0.4, 0.2)>, the LMF methods can give MSEs up
to 31% smaller that for our method, depending on the choice of z0 and n. AIC also
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(d) z0 = (0.50, 0.50)
>
Figure 3.1: Boxplots of the empirical MSE for our method ( ), HCMS ( ), FIC ( ) and AIC ( ), under the local-misspecification
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(d) z0 = (0.50, 0.50)
>
Figure 3.2: Boxplots of the empirical MSE for our method ( ), HCMS ( ), FIC ( ) and AIC ( ), under the local-misspecification
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(d) z0 = (0.50, 0.50)
>
Figure 3.3: Boxplots of the empirical squared-bias for our method ( ), HCMS ( ), FIC ( ) and AIC ( ), under the local-
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Figure 3.4: Boxplots of the empirical squared-bias for our method ( ), HCMS ( ), FIC ( ) and AIC ( ), under the local-























































































































































25 50 75 100 125 150
n






































































































































25 50 75 100 125 150
n























































































































25 50 75 100 125 150
n



































































































































25 50 75 100 125 150
n
(d) z0 = (0.50, 0.50)
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Figure 3.5: Boxplots of the empirical variance for our method ( ), HCMS ( ), FIC ( ) and AIC ( ), under the local-misspecification
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(d) z0 = (0.50, 0.50)
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Figure 3.6: Boxplots of the empirical variance for our method ( ), HCMS ( ), FIC ( ) and AIC ( ), under the local-misspecification
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(d) z0 = (0.50, 0.50)
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(d) z0 = (0.50, 0.50)
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We discuss here results under the fixed-model framework. We compare the MSE,
squared bias and variance for the four methods, as well as log(R).
Figures 3.9 and 3.10 show boxplots for the empirical MSE across the range of values
for n. When γ = (0.4, 2.0)>, our method performs best when z0 = (0.25, 0.75)
> and
z0 = (0.75, 0.75)
>, while the LMF methods give much larger MSEs, especially when n
is small; for the other choices of z0, the performance of all four methods is very similar.
For n ≥ 50, the performance of AIC is almost identical to that for our method. When
γ = (−0.4, 0.2)>, the performance of our method and the LMF methods is similar,
with our method being slightly better for all z0, except (0.25, 0.75)
>. Overall, AIC
performs worst, especially when z0 = (0.25, 0.75)
>.
Figures 3.11 and 3.12 show boxplots of the squared bias. The size of the squared
bias is much smaller than the corresponding MSE. When γ = (0.4, 2.0)>, the results
are similar to those for MSE. When γ = (−0.4, 0.2)>, for all four choices of z0 our
method performs best, followed by the LMF methods and then AIC. There is some
skewness in the distribution of the squared biases, and our generally method has the
tightest distribution.
Figures 3.13 and 3.14 show boxplots of the variances. Almost all of the differences
seen in the MSEs are due to differences in the variances, as the squared-bias is much
smaller. The results for the variance are therefore almost identical to those for the
MSE.
Figures 3.15 and 3.16 show the boxplots for log(Rk) (k = 1, 2 and 3). When
γ = (0.4, 2.0)>, and z0 = (0.25, 0.25)
> or z0 = (0.50, 0.50)
>, all three methods are
almost identical to ours, especially for large n. For the other two choices of z0, the
LMF methods can give an MSE that is up to 10 times larger than for our method.
When γ = (−0.4, 0.2)>, the MSE for the other methods is generally larger than for
our method. For some choices of z0, AIC can give an MSE that is lower than for our
method, but when z0 = (0.25, 0.75)
> it gives an MSE that is between 20% and 50%
larger than for our method. As n increases, we see that the performance of the other
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(d) z0 = (0.50, 0.50)
>
Figure 3.9: Boxplots of the empirical MSE for our method ( ), HCMS ( ), FIC ( ) and AIC ( ), under the fixed-model framework,
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(d) z0 = (0.50, 0.50)
>
Figure 3.10: Boxplots of the empirical MSE for our method ( ), HCMS ( ), FIC ( ) and AIC ( ), under the fixed-model framework,
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(d) z0 = (0.50, 0.50)
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Figure 3.11: Boxplots of the empirical squared-bias for our method ( ), HCMS ( ), FIC ( ) and AIC ( ), under the fixed-model
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(d) z0 = (0.50, 0.50)
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Figure 3.12: Boxplots of the empirical squared-bias for our method ( ), HCMS ( ), FIC ( ) and AIC ( ), under the fixed-model
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(d) z0 = (0.50, 0.50)
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Figure 3.13: Boxplots of the empirical variance for our method ( ), HCMS ( ), FIC ( ) and AIC ( ), under the fixed-model
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(d) z0 = (0.50, 0.50)
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Figure 3.14: Boxplots of the empirical variance for our method ( ), HCMS ( ), FIC ( ) and AIC ( ), under the fixed-model
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(d) z0 = (0.50, 0.50)
>






















































































































25 50 75 100 125 150
n









































































































































25 50 75 100 125 150
n




























































































































25 50 75 100 125 150
n






































































































































25 50 75 100 125 150
n
(d) z0 = (0.50, 0.50)
>
Figure 3.16: Boxplots of log(R) for HCMS ( ), FIC ( ) and AIC ( ), under the fixed-model framework, when γ = (−0.4, 0.2)>.
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3.4.3 Comparison between empirical and predicted values
For our method and HCMS, we also compare the empirical MSE, squared bias and
variance with the predicted values for these quantities. We expect the difference be-
tween the empirical and predicted quantities to be larger than what we saw in Chapter
2, as a potentially different model will be chosen each time.
The results shown here are based on a single run of the simulation, with N = 103.
To compare the other three methods with ours, we use the following ratio of absolute
differences for k = 1, 2 and 3:
RAD (MSEk) =


















Analogous ratios are used for the squared-bias and the variance. Table 3.1 summarises
the information from the plots for both the local-misspecification and fixed-model
framework, in terms of log(RAD) for all three methods. Note that log(RAD) > 0
indicates that the absolute difference is smaller for our method.
3.4.3.1 Local-misspecification framework
Figure 3.17 shows the empirical MSE and the mean predicted MSE. When δ =
(0.4, 2.0)>, our method performs better, giving absolute differences that are between
32% and 66% smaller than those for HCMS. When δ = (−0.4, 0.2)>, HCMS generally
has a smaller absolute difference (up to 32% less than our method).
Figures 3.18 and 3.19 show the corresponding plots for the squared-bias and the
variance. When δ = (0.4, 2.0)>, the predicted values of both these quantities for
our method are again closer to the empirical values. When δ = (−0.4, 0.2)>, HCMS
performs better for the variance, but when we consider the squared-bias, HCMS can
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Figure 3.17: Comparison of the empirical MSE of ĥmb , under our method ( ) and
HCMS ( ) with the mean predicted MSE under our method ( ) and HCMS
( ), under the local-misspecification framework, for δ = (0.4, 2.0)> (left) and
δ = (−0.4, 0.2)> (right). Sub-figures (a) to (d) correspond to z0 being (0.25, 0.75)>,
(0.75, 0.75)>, (0.25, 0.25)> and (0.50, 0.50)> respectively. In (c), the mean estimated
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Figure 3.18: Comparison of the empirical squared-bias of ĥmb , under our method ( )
and HCMS ( ) with the mean predicted squared-bias under our method ( ) and
HCMS ( ), under the local-misspecification framework, for δ = (0.4, 2.0)> (left) and
δ = (−0.4, 0.2)> (right). Sub-figures (a) to (d) correspond to z0 being (0.25, 0.75)>,
(0.75, 0.75)>, (0.25, 0.25)> and (0.50, 0.50)> respectively. In the left column, the mean
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Figure 3.19: Comparison of the empirical variance of ĥmb , under our method ( )
and HCMS ( ) with the mean estimated variance under our method ( ) and
HCMS ( ), under the local-misspecification framework, for δ = (0.4, 2.0)> (left) and
δ = (−0.4, 0.2)> (right). Sub-figures (a) to (d) correspond to z0 being (0.25, 0.75)>,
(0.75, 0.75)>, (0.25, 0.25)> and (0.50, 0.50)> respectively. In (c), the mean estimated
variance for HCMS is under that for our method.
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3.4.3.2 Fixed-model framework
Figure 3.20 gives a plot of the empirical MSE and the mean of the predicted MSE
for our method and HCMS. When γ = (0.4, 2.0)>, the HCMS method has absolute
differences that are much larger than for our method. When γ = (−0.4, 0.2)>, HCMS
performs better than our method except when z0 = (0.75, 0.75)
>.
Figures 3.21 and 3.22 show plots of the empirical squared-bias and the variance,
and corresponding plots for the mean of the predicted values. Considering the squared-
bias, when γ = (0.4, 2.0)>, our method has a lower absolute difference than HCMS.
For γ = (−0.4, 0.2)>, with z0 = (0.25, 0.75)> or z0 = (0.25, 0.25)>, our method has
an absolute difference that is up to 97% smaller than that for HCMS. However, when
z0 = (0.75, 0.75)
> or z0 = (0.50, 0.50)
>, HCMS can have absolute differences that are
as much as 82% lower than that for our method. In terms of the variance, we again
see that our method has a lower absolute difference when γ = (0.4, 2.0)>, while the
converse is true when γ = (−0.4, 0.2)>.
For both frameworks, we do not expect the predicted values of the MSE, squared-
bias and the variance to always be close to their corresponding empirical values, as the
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Figure 3.20: Comparison of the empirical MSE of ĥmb , under our method ( ) and
HCMS ( ) with the mean estimated MSE under our method ( ) and HCMS ( ),
under the fixed-model framework, for γ = (0.4, 2.0)> (left) and γ = (−0.4, 0.2)>
(right). Sub-figures (a) to (d) correspond to z0 being (0.25, 0.75)
>, (0.75, 0.75)>,
(0.25, 0.25)> and (0.50, 0.50)> respectively. In left column of (a), the mean estimated
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Figure 3.21: Comparison of the empirical squared-bias of ĥmb , under our method
( ) and HCMS ( ) with the mean estimated squared-bias under our method ( )
and HCMS ( ), under the fixed-model framework, for γ = (0.4, 2.0)> (left) and
γ = (−0.4, 0.2)> (right). Sub-figures (a) to (d) correspond to z0 being (0.25, 0.75)>,
(0.75, 0.75)>, (0.25, 0.25)> and (0.50, 0.50)> respectively. For the plots in the left col-
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Figure 3.22: Comparison of the empirical variance of ĥmb , under our method ( ) and
HCMS ( ) with the mean estimated variance under our method ( ) and HCMS
( ), under the fixed-model framework, for γ = (0.4, 2.0)> (left) and γ = (−0.4, 0.2)>
(right). Sub-figures (a) to (d) correspond to z0 being (0.25, 0.75)
>, (0.75, 0.75)>,
(0.25, 0.25)> and (0.50, 0.50)> respectively. For the plots in the left column, the mean









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































We now look at the performance of the four methods, in terms of log(R), for the whole
parameter space and for each choice of z0. In doing so, we focus on the results in a
single simulation study involving 103 runs.
Figure 3.23 shows that under the local-misspecification framework, the four meth-
ods generally give approximately the same performance for the MSE, except for AIC,
which can give an MSE that is much larger than for our method, even when n is large.
Figure 3.24 shows the corresponding results under the fixed-model framework. As
we might expect, HCMS does not perform well, and can give an MSE that is very much
larger than that for our method. The performance of FIC improves as n increases, but
it can also give a very large MSE. The performance of AIC is similar to that for our
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(d) z0 = (0.50, 0.50)
>
Figure 3.23: Boxplots of log(R) for HCMS ( ), FIC ( ) and AIC ( ), under the local-misspecification framework across the whole
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(d) z0 = (0.50, 0.50)
>
Figure 3.24: Boxplots of log(R) for HCMS ( ), FIC ( ) and AIC ( ), under the fixed-model framework across the whole grid of γ
considered, for a single run of the simulation study.
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3.5 Example
We illustrate the use of our method for model selection by considering two exam-
ples; one involving Poisson models, and the other involving binomial models. We also
consider focus parameters other than the linear predictor η. We compare the results
obtained using our method with those obtained using FIC and AIC. The results using
HCMS are identical to those for FIC in these two examples.
3.5.1 Poisson model: Fracture counts in coal mines
We consider data from Myers et al. (2012) on the number of fractures that occurred
in the upper seam of mines in coal fields of the Appalachian region in West Virginia,
U.S.A. The four explanatory variables are inner burden thickness (z1, in feet), percent-
age extraction of the lower previously mined seam (z2), lower seam height (z3, in feet)







where µ is the mean number of fractures, u = 1> is the intercept and z = (z1, z2, z3, z4)
>
is the vector of optional parameters.
Suppose the focus parameter is h = µ for different choices of z0 = (z01, z02, z03, z04)
>,
corresponding to different values of z2. Considering main effects only, there are 2
4 = 16
possible models. From the data, the first quartile, median and third quartile of z2 are
65%, 80% and 85% respectively. These will be our three choices of z02. We let the val-
ues of z01, z03 and z04 for h be the observed mean of that variable, for the corresponding
choice of z02.
Table 3.2 gives the estimates obtained for the 16 models, for each of the three
percentages under each model. If two or more models had the same value for FIC or
our method, we chose the simpler model. As AIC is not a focussed method, it will
always choose the same model for each value of z02.
We first consider the case z02 = 65%. We have z0 = (145.625, 65, 59.1250, 8.750)
>,
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corresponding to the means of z1, z3 and z4 when z2 is 65%. FIC selects the model
containing z1, z2 and z4, giving an estimate of 0.87 for the mean number of fractures.
For our method, the best model is the one containing z2, z3 and z4, which gives an
estimate of 0.89 fractures.
When z02 = 80%, we set z0 = (196.857, 80, 63.429, 5.286)
>. The inner burden, z1,
is thicker and the lower seam, z3, is taller, compared to when percentage extraction,
z2, is 65%. However, the time that the mine has been opened, z4, is shorter. FIC now
selects the model containing z2 and z3, which gives an estimate of 2.27 fractures. Using
the proposed method, the model with the smallest MSE of 0.051 is the intercept-only
model, corresponding to an estimate of 2.23 fractures.
When the z02 = 85%, we set z0 = (68.143, 85, 54.714, 5.286)
>. The average inner
burden thickness, z1, and lower seam height, z3, are the lowest among the three choices
of percentage extraction, while the average time that the mine has been opened, z4,
is the same as when z02 = 80%. Both FIC and our method now select the model
containing z1 and z2, giving an estimate of 3.68 fractures.
This example shows clearly the difference between focussed and unfocussed methods
of model selection. AIC uses the same model regardless of the value of z0, while FIC
and our method selects different models for different choices of z0. The estimates using
AIC are 2.6% smaller than those for our method when z02 = 65%, and are 1.7% to
4.0% larger than those for both our method and FIC when z02 = 80% or 85%.
3.5.2 Binomial model: Low birth-weight
We now consider the low birth-weight data (Hosmer and Lemeshow, 2000) discussed
in Claeskens and Hjort (2003). This study looked at factors potentially associated
with low birth-weight of a baby (defined to be less than 2500g), and involved 189
women. Following Claeskens and Hjort (2003), the fixed explanatory variable that we
include in all models is the intercept (u1 = 1) and the weight of the mother prior to
pregnancy (u2, in pounds). The three optional explanatory variables are: age, (z1, in
years), an indicator for ethnicity “black” (z2) and an indicator for ethnicity “other”
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65% 80% 85%
Model AIC Est. FIC Proposed Est. FIC Proposed Est. FIC Proposed
{} 173.255 2.23 42.497 1.836 2.23 6.389 0.051 2.23 74.803 2.386
{z1} 172.111 2.25 42.246 1.907 2.11 3.964 0.069 2.49 52.279 1.720
{z2} 148.892 1.08 4.462 0.081 2.36 1.926 0.058 3.07 16.947 0.559
{z3} 174.113 2.18 40.618 1.721 2.13 4.116 0.068 2.24 75.693 2.360
{z4} 172.390 2.11 38.476 1.529 2.30 7.446 0.054 2.30 69.478 2.181
{z1, z2} 144.365 1.00 3.482 0.058 2.20 1.534 0.059 3.68 8.395 0.208
{z1, z3} 173.342 2.21 40.761 1.802 2.04 3.113 0.111 2.48 56.978 1.744
{z1, z4} 172.698 2.15 38.753 1.649 2.18 5.166 0.061 2.49 51.867 1.712
{z2, z3} 149.859 1.06 4.138 0.074 2.27 1.464 0.065 3.08 17.398 0.546
{z2, z4} 143.898 0.90 3.121 0.040 2.48 2.602 0.087 3.33 10.603 0.278
{z3, z4} 173.554 2.08 37.340 1.464 2.21 5.317 0.063 2.30 70.767 2.172
{z1, z2, z3} 146.022 1.00 3.403 0.056 2.16 1.989 0.075 3.65 8.831 0.215
{z1, z2, z4} 142.302 0.87 3.077 0.043 2.31 1.570 0.069 3.82 8.463 0.247
{z1, z3, z4} 174.079 2.13 37.772 1.581 2.11 4.245 0.094 2.48 56.003 1.740
{z2, z3, z4} 145.294 0.89 3.101 0.040 2.41 2.200 0.081 3.33 11.159 0.278
{z1, z2, z3, z4} 144.128 0.87 3.078 0.043 2.28 1.884 0.074 3.80 8.674 0.246
Table 3.2: Focussed model selection for mines fracture data: the table lists the AIC
values, and for the three choices of percentage of extraction, the FIC values and the
estimated MSE for our method, to three decimal places, as well as the corresponding
estimates under each model, to two decimal places. The model selected by each method
is shown in bold.
(z3). Women of ethnicity “white” have z2 = 0 and z3 = 0. Hence, we consider 2
3 = 8
possible candidate models. For the largest model, the probability of having a baby of






1 + exp (u>α+ z>γ)
, (3.11)
where u = (1, u1)
> and z = (z1, z2, z3)
>. The natural focus parameter is h = π for
different choices of (u0, z0)
>, corresponding to different groups of women. Table 3.3
gives the estimates under each model for the three different ethnicities, as well as the
AIC value, FIC value and the estimated MSE under our method.
For “white” women, we set u0 = (1, 132.05)
> and z0 = (24.29, 0, 0)
>, corresponding
to the mean weight and age of women in that group. Model selection using both FIC
and our method leads to the model containing z1 and z2, and an estimated probability
of low birth weight of 0.26.
For “black” women, we set u0 = (1, 146.81)
> and z0 = (21.54, 1, 0)
>. Use of FIC
leads to the model containing z1 and z2, with an estimated probability of 0.41, while
our method selects the model containing z2 and z3, which also gives an estimate of 0.41.
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White Black Other
Model AIC Est. FIC Proposed Est. FIC Proposed Est. FIC Proposed
{} 232.691 0.298 0.860 0.005 0.256 5.101 0.019 0.334 0.398 0.001
{z1} 233.123 0.288 0.654 0.004 0.272 4.172 0.015 0.337 0.398 0.001
{z2} 231.075 0.269 0.375 0.002 0.412 2.813 0.010 0.310 0.694 0.003
{z3} 234.101 0.279 0.696 0.004 0.242 6.483 0.024 0.369 0.797 0.004
{z1, z2} 232.175 0.264 0.315 0.002 0.413 2.813 0.010 0.314 0.625 0.002
{z1, z3} 234.677 0.272 0.573 0.003 0.259 5.374 0.020 0.368 0.796 0.004
{z2, z3} 231.259 0.231 0.384 0.002 0.414 2.813 0.010 0.368 0.796 0.004
{z1, z2, z3} 232.661 0.230 0.385 0.002 0.414 2.813 0.010 0.367 0.796 0.004
Table 3.3: Focussed model selection for low birth weight data: the table lists the AIC
values, and for the three choices of percentage of extraction, the FIC values and the
estimated MSE for our method, as well as the corresponding estimates under each
model, to three decimal places. The selected model by each method is shown in bold.
All model includes the fixed covariate, u2.
For this group of women, both methods give roughly the same weights to the models
containing the optional explanatory variables {z2}, {z1, z2}, {z2, z3} and {z1, z2, z3}, as
the values of the estimated MSE are very similar for the two methods.
For “other” women, we set u0 = (1, 120.02)
> and z0 = (22.39, 0, 1)
>. Both FIC and
our method select the model which does not include any of the optional explanatory
variables, and the estimated probability of having a low birth-weight baby is 0.33.
Model selection using AIC leads to the model in which z2 is the only optional
explanatory variable, regardless of the woman’s ethnicity.
When we consider “white” women, we see that among the four models that have
MSEs close to each other, the estimates can differ slightly (0.23 versus 0.26). How-
ever, for “black” and “other” women, the estimates corresponding to similar MSEs are
identical.
3.6 Discussion
Our results show that the performance of the methods depends not only on the choice
δ and γ, but also on z0 and n. We recognise that simulations are always somewhat
limited in scope, and we have only considered a subset of the parameter and explanatory
variable space, but they can still provide us with useful information.
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Under the local-misspecification framework, Figure 3.23 shows that the median
performance of all four methods is approximately the same, except that most of the
time the focussed methods are better than AIC, which can give a much larger MSE.
To see the relationship between MSE and η, we also plotted the results as a level plot,
as shown in Appendix B.1. These results show that under the local-misspecification
framework, our method performs better when η is not close to 1. Over the range of
scenarios, our method performs better or as well as AIC in 81% of the cases considered.
Comparing focussed methods, our method performs as well as the LMF methods in 57%
of the scenarios considered. We also performed further simulations, for both binomial
and normal linear models, again with the focus parameter being the linear predictor η.
The performance of the methods is similar to that for the Poisson GLM setting; the
results for these simulations are given in Appendices B.2 to B.3. When we consider
simulations under the binomial setting, across the range of δ, z0 and n, our method
gives a lower or the same empirical MSE 67% of the time, when compared to the LMF
methods. We perform better than AIC in 80% of the scenarios considered. Simulation
results from the normal linear models setting show that our method performs better
or as well as the LMF methods in just 31% of the cases considered. However, both
methods give similar performance to each other, with the ratio of the root mean squared
errors (RMSEs) being between 0.85 and 1.11. Compared to AIC, our method gives a
lower or the same MSE in 66% of the cases, with the ratio of RMSEs being between
0.92 to 1.15.
Under the fixed-model framework, Figure 3.24 shows that the performance of the
four methods become broadly the same as n increases. Despite being a focussed
method, HCMS can give an MSE that is much larger than that for our method, as
we might expect. The same is true for FIC, but to a lesser degree. Although AIC is
not a focussed method, it performs just as well as our method, and is simpler to use.
Appendix B.1 gives level plots which show how performance in terms of MSE varies
with γ and z0. Across the range of γ,z0 and n considered, our simulation results show
that in 81% of the cases considered, our method performs better or as well as the
LMF methods. In 76% of the scenarios of our simulation study, our method performs
better or as well as AIC. Appendices B.2 to B.3 show the corresponding level plots for
93
the simulations involving the binomial model and the normal linear model. Overall,
when considering simulations under the binomial setting, our method performs better
or just as well as LMF methods and AIC in 80% of the cases, under the fixed model
framework. When simulating from normal linear models our method performs as well
as LMF methods and AIC in 88% and 74% of the scenarios considered, respectively.
We find that the relationship is not straightforward under this framework, and changes
depending on the model considered. However, generally, we find that our proposed




In Section 1.2.1 we discussed FMA, and presented a method for selecting weights that
is based on an information criterion. FMA involves estimating model weights that are
optimal. Hansen (2007) proposed a Mallows-type criterion for the selection of model
weights in least squares regression. He showed that this criterion is asymptotically
equivalent to the MSE of the model averaged estimator of the mean of the response
variable. Model weights are obtained by minimising this criterion, and the resulting
estimator using these estimated weights, is asymptotically optimal, in that it achieves
the lowest possible squared error in the class of model averaged estimators. However,
Hansen’s approach is limited to least squares regression with constant error variance
and the weights are restricted to the set {0, 1/N, 2/N, ..., 1} for some integer N . This
restriction of the weights is necessary to derive his asymptotic results. Wan et al.
(2010) extended Hansen’s method to non-nested models with constant error variance
and the more natural case of continuous model weights.
Alternatively, instead of considering the overall fit of a model, we can select the
weights so that they are tailored to a parameter of interest. This idea of focussed model
averaging was introduced by Hjort and Claeskens (2003a). For a focus parameter h,






where wm is the weight for model m. Hjort and Claeskens (2003a) discussed several
approaches to selecting the weights. One suggestion was to convert the FIC (Claeskens
and Hjort, 2003) to a model weight in a manner similar to that used by Buckland et al.
(1997) when they introduced AIC model weights (Section 1.2.1). Hjort and Claeskens
(2003a) also considered averaging across singleton models, i.e. models containing a
single optional parameter, as well as averaging over just the narrow and largest models.
Their proposal of most interest here was to select the model weights in order to minimise
an estimate of the asymptotic MSE of ĥ. Central to the idea proposed by Hjort
and Claeskens (2003a) and Claeskens and Hjort (2003) is the local-misspecification
framework discussed in Section 2.1.2.
Liang et al. (2011) proposed a slightly different estimator of the asymptotic MSE
of ĥ, and selected model weights such that they minimise this unbiased estimator.
Wan et al. (2014) proposed yet another estimator of the asymptotic MSE of ĥ and
applied it to both multinomial and ordinal regression models. Liu (2015) also proposed
an estimator of the MSE of ĥ under the local-misspecification framework for linear
regression, in the context of least squares regression where the errors have unequal
variances and are serially correlated.
More recently, Charkhi et al. (2016) proposed an estimator of the MSE of ĥ under
the local-misspecification framework, and selected model weights that minimise the
value of this estimator. This is an extension of the method of Liu (2015) to likelihood
models, and pemits negative weights. Such weights can occur if two or more models
have highly correlated estimates of h. This is analogous to multi-collinearity in multiple
regressions, where two or more of the predictors in a model are highly correlated. When
the goal is prediction within the range of the data, multi-collinearity will not affect the
predictions, and can be ignored. Charkhi et al. (2016) still impose the condition that
the weights sum to one, as this is necessary for consistency of ĥ (Hjort and Claeskens,
2003a).
In this chapter, we study a focussed version of FMA where the MSE of ĥ plays







. For the model-averaged estimator defined in (4.1), the
weight vector w = (w1, ..., wM)
> is assumed to lie within the unit simplex W =
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. As with the approach of Hjort and Claeskens (2003a),
we select model weights which minimise an estimator of MSE(ĥ), ie,







There is no closed form solution to (4.2), hence ŵ needs to be found numerically.
This is equivalent to solving a quadratic programming problem, for which numerous
algorithms are available.
A crucial distinction from the work of Hjort and Claeskens (2003a) is that we do
not work under the local-misspecification framework, but assume that the true model
to be fixed, as this is a more natural framework. We compare our method with existing
FMA methods via a simulation study.
4.1 Existing methods for focussed model averaging
4.1.1 FIC model averaging
The FIC discussed in Section 3.1.1 is an asymptotically unbiased estimator of nMSE(ĥ).










where κ ≥ 0 is an arbitrary tuning parameter. When κ = 0, we have equal weights;
as κ→∞, the weights converge to those that are equivalent to model selection using
FIC. The factor ω̂>K̂ω̂ defines a meaningful scale for κ (Hjort and Claeskens, 2003a;
Claeskens and Hjort, 2008). For the special case where q = 1, κ = 1 gives weights
that are identical to AIC weights (1.6). The simulation studies and examples given
in Hjort and Claeskens (2003a, 2006) and Zhang and Liang (2011) all used κ = 1,
presumably because of the analogy with AIC weights when q = 1. We will also use
κ = 1 throughout this thesis. Simulation results given by Liu (2015) showed that,
the performance of FIC weights is sensitive to the choice of κ. In addition, for their
settings, the biased-FIC (the FIC (3.4) when Hm does not take place) has better finite
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sample performance than the bias-modified FIC.
4.1.2 Minimizing estimated MSE under local-misspecification
framework
In Section 2.5, we discussed the estimator of the MSE of ĥm obtained under the local-
misspecification framework for any model m ∈ M. Hjort and Claeskens (2003a) ex-
tended this work to an estimator of the form given in (4.1), using a weight vector that
lies in the unit simplex. If the weights are assumed to be fixed, the asymptotic MSE
























































The weights are then selected to be those that minimise the expression in (4.7). We
refer to this as the HCMA method of selecting model weights. Hjort and Claeskens
(2003a) considered the special case where the model set contains just two models; the
narrow model and the largest model. For this simple setting, the expressions for the
weights given to each of the two models can be written down explicitly. Charkhi et al.
(2016) applied the HCMA method when the model weights are allowed to be negative.
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This allows standard unconstrained optimisation methods to be used.
4.2 A new approach to focussed model averaging
We now present a new estimator of the asymptotic MSE of ĥ in (4.1). For the derivation
of the following results, model weights are assumed to be fixed. The asymptotic MSE






wuwv (bubv + cu,v) ,
where bm is the bias of ĥm and cu,v is the covariance of ĥu and ĥv. As we assume








(Section 2.4.2). A natural estimator of b̂m is b̂m = ĥm − ĥM , which will be unbiased as
long as ĥM is an unbiased estimator of hM . However, this choice leads to b̂ub̂v being a











b̂ub̂v − ĉu,v − ĉM,M + ĉu,M + ĉv,M , 0
)
(4.10)
with b̂m and ĉu,v defined as in (2.16) and (2.17). Derivation of b̂ubv is a straightforward
extension of (2.19). The model weights are then estimated by minimising (4.9).
4.3 Simulation study
We now present a simulation study in which we compare the performance of our method
of estimating optimal model weights to use of the HCMA, FIC, and AIC weights. The
latter method is included in order to compare the use of three methods of focussed
model averaging with a method that is generic (not focussed). We consider again the
Poisson GLM setting in which the focus parameter is the value of the linear predictor
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for the four points shown in Figure 2.1. The simulation study was performed exactly
as in Chapter 2.
In addition, we performed L = 103 runs of the simulation study described in Sec-
tion 2.7, as it provides additional information regarding the distribution of the empir-
ical MSE, squared-bias and the variance of ĥ for each method, and can indicate any
skewness in this distribution.
We again assess the performance of each method by calculating the empirical MSE














where methods k = 0, 1, 2 and 3 correspond to our method, HCMA, FIC and AIC
respectively, N = 103 is the number of simulations, ĥk(i) is the model averaged estimate
of h obtained using method k in simulation i. We also calculate the empirical squared-























respectively. In addition, for our method and HCMA, we compare these empirical
values with those predicted by the method. We expect the discrepancy between the
empirical and predicted values to be larger than for model selection (Section 2.8), as
there is now the added complexity of estimating model weights. These model weights
are estimated and are therefore random variables. For both our method and HCMA, the
asymptotic theory involved making the (obviously false) assumption that the weights
are fixed. It is an open, and difficult question as to whether we can obtain an estimator
of the asymptotic MSE of ĥ that does not involve this assumption.






for k = 1, 2 and 3. We plot these on the log scale, and log(Rk) = 0 indicates that
method k has the same empirical MSE as our method.
We expect that under the local-misspecification framework, HCMA and FIC will
perform better in terms of minimising the MSE of ĥ, while our method should perform
better under the fixed-model framework. Our main interest lies in the performance of
methods under the more natural fixed-model framework, and in particular, assessing
when our method is preferable to the existing methods.
As in Chapter 3, throughout Section 4.4, it will be convenient to refer to the em-
pirical MSE as the MSE, and likewise for the empirical squared-bias and the empirical
variance.
4.4 Results
The results will be considered in five subsections. We first look at the performance of
the four methods in terms of the empirical MSE, squared-bias, variance and log(R),
under the local-misspecification and the fixed-model framework separately. We then
compare the empirical and predicted values of the MSE, the squared-bias and the
variance, of ĥ, for a single run of the simulation study. After this we provide an
overview of the performance of the four methods and how this varies with z0 and n.
Finally, we describe how naive, equally-weighted, model averaging performs relative to
the other four methods. Each model is given a weight of 1/M under this method.
4.4.1 Local-misspecification framework
We present here results for the MSE, the squared-bias and the variance for each method,
as well as log(R) for HCMA, FIC and AIC, under the local-misspecification framework.
Figures 4.1 and 4.2 show boxplots of the empirical MSE for each method for n
ranging from 25 to 150. As n increases, the differences in MSE generally decrease, as
would be expected. The choice of δ = (−0.4, 0.2)> gives a lower MSE compared to
δ = (0.4, 2.0)>. There is also no apparent skewness in the distribution of the MSE for
all four methods. When δ = (0.4, 2.0)>, our method gives a lower MSE than HCMA,
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but one that is similar to that for FIC. For z0 = (0.75, 0.75)
> and z0 = (0.50, 0.50)
>,
the MSE for our method is slightly larger than that obtained using AIC weights. When
δ = (−0.4, 0.2)>, our method gives a similar MSE to that for HCMA, and a lower MSE
than both FIC and AIC. HCMA gives the highest MSE across all four methods when
δ = (0.4, 2.0)>, and similar MSE to that for our method which has the lowest MSE
when δ = (−0.4, 0.2)>. FIC and AIC have similar MSEs for both choices of δ, similar
to that under our method when δ = (0.4, 2.0)>, and larger than for our method when
δ = (−0.4, 0.2)>.
Figures 4.3 and 4.4 show boxplots of the squared-bias of ĥ. When δ = (−0.4, 0.2)>,
the distribution is right-skewed, and there are many “outliers”. However, the squared-
bias for this choice of δ is in all cases much smaller the corresponding values of the MSE
and the variance (c.f. Figures 4.2, 4.4 and 4.6). The distribution(s) of our estimator(s)
generally has the lowest median, and the narrowest interquartile range, for both choices
of δ. When δ = (0.4, 2.0)>, HCMA gives the largest median, followed by FIC and AIC.
For δ = (−0.4, 0.2)>, HCMA, FIC and AIC all have similar squared-biases.
Figures 4.5 and 4.6 give boxplots of the empirical variances. As expected, the
variance decreases as n increases. When δ = (0.4, 2.0)>, our method is similar to
HCMA, while FIC and AIC give lower variances when z0 = (0.75, 0.75)
> and z0 =
(0.50, 0.50)>. When δ = (−0.4, 0.2)>, our method is again similar to HCMA, while
FIC and AIC give larger variances at for z0 = (0.75, 0.75)
> and z0 = (0.50, 0.50)
>.
The larger MSE of HCMA when δ = (0.4, 2.0)> can be attributed to the squared-
bias component, as this is much larger for HCMA, while the variance under HCMA is
similar to that for the other three methods. When δ = (−0.4, 0.2)>, the MSE is almost
solely determined by the variance.
Figures 4.7 and 4.8 show boxplots of log(R) for HCMA, FIC and AIC. When δ =
(0.4, 2.0)>, HCMA gives an MSE that is between 10% and 30% larger than that for
our method. FIC gives an MSE that is similar to that for our method, except when
z0 = (0.75, 0.75)
> and z0 = (0.50, 0.50)
>, where the MSE for FIC can be up to 10%
smaller than that for our method. For this choice of δ, AIC can also give an MSE that
is up to 14% smaller than that for our method. When δ = (−0.4, 0.2)>, we see the
opposite pattern, with AIC and FIC giving an MSE that is up to 10% and 5% larger
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(respectively), compared to that for our method. Using HCMA gives an MSE that is
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(d) z0 = (0.50, 0.50)
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Figure 4.1: Boxplots of the empirical MSE for our method ( ), HCMS ( ), FIC ( ) and AIC ( ), under the local-misspecification
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(d) z0 = (0.50, 0.50)
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Figure 4.2: Boxplots of the empirical MSE for our method ( ), HCMS ( ), FIC ( ) and AIC ( ), under the local-misspecification
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Figure 4.3: Boxplots of the empirical squared-bias for our method ( ), HCMS ( ), FIC ( ) and AIC ( ), under the local-
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Figure 4.4: Boxplots of the empirical squared-bias for our method ( ), HCMS ( ), FIC ( ) and AIC ( ), under the local-
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Figure 4.5: Boxplots of the empirical variance for our method ( ), HCMS ( ), FIC ( ) and AIC ( ), under the local-misspecification
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Figure 4.6: Boxplots of the empirical variance for our method ( ), HCMS ( ), FIC ( ) and AIC ( ), under the local-misspecification
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We present here the results for the MSE, squared-bias and variance for each method,
as well as log(R) for HCMA, FIC and AIC, under the fixed-model framework.
Figures 4.9 and 4.10 show boxplots of the empirical MSE for a range of values for
n. The MSEs of our method, FIC and AIC all have a narrower distribution than that
for HCMA. When γ = (0.4, 2.0)>, our method and AIC have similar MSEs, and are
the lowest of the four methods, with HCMA having the largest MSE, followed by FIC.
When γ = (−0.4, 0.2)>, our method has a similar MSE to that for FIC, with HCMA
having the lowest MSE. When n is small, and also when z0 = (0.25, 0.75)
>, AIC has
the largest MSE.
Figures 4.11 and 4.12 show boxplots of the squared-biases. When γ = (0.4, 2.0)>,
HCMA has a much larger squared-bias compared to the other methods, except when
z0 = (0.75, 0.75)
>, where FIC has the largest squared-bias. When γ = (−0.4, 0.2)>,
our method has a substantially larger squared-bias when n is small. As n increases,
our method has the lowest squared-bias. An exception to this occurs when z0 =
(0.25, 0.75)>, where our method consistently gives a much lower squared-bias for all
values of n. HCMA has a larger squared-bias than our method, but as n increases, the
two methods converge. FIC has an interesting pattern in squared-bias; it gets larger as
n increases, except when z0 = (0.25, 0.75)
>. AIC generally gives a lower squared-bias
compared to most of the other methods, except when z0 = (0.25, 0.75)
>, where it gives
a substantially larger squared-bias when n is small.
Figures 4.13 and 4.14 show boxplots depicting the relationship between the variance
and n for each method. When γ = (0.4, 2.0)>, the variance of the four methods are
similar, except for z0 = (0.25, 0.75)
> and z0 = (0.75, 0.75)
>, where HCMA has a much
larger variance, with that for FIC also being larger than for our method or AIC. When
γ = (−0.4, 0.2)>, HCMA has the lowest variance, followed by our method, FIC and
AIC. This pattern is consistent across the four choices of z and n.
When γ = (0.4, 2.0)>, the variance is roughly two-thirds of the MSE, and the much
larger MSE of HCMA is mainly due to this component. When γ = (−0.4, 0.2)>, the
squared-bias is approximately 10% of the size of the variance, and the MSE is again
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mainly influenced by the variance.
Figures 4.15 and 4.16 show boxplots of log(R) for HCMA, FIC and AIC. When
γ = (0.4, 2.0)>, HCMA gives an MSE up to 30 times larger than that for our method.
FIC gives an MSE that is up to 17 times larger than for our method, with the exception
of the case where z0 = (0.50, 0.50)
>, where its performance is roughly similar to ours.
AIC gives a similar MSE to that for our method. When γ = (−0.4, 0.2)>, HCMA
can give an MSE that is only half that for our method, while FIC has an MSE that is
similar to that for our method, but can be 20% larger than ours when z0 = (0.25, 0.75)
>.
Likewise, when z0 = (0.25, 0.75)
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Figure 4.9: Boxplots of the empirical MSE for our method ( ), HCMS ( ), FIC ( ) and AIC ( ), under the fixed-model framework,
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Figure 4.10: Boxplots of the empirical MSE for our method ( ), HCMS ( ), FIC ( ) and AIC ( ), under the fixed-model framework,
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(d) z0 = (0.50, 0.50)
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Figure 4.11: Boxplots of the empirical squared-bias for our method ( ), HCMS ( ), FIC ( ) and AIC ( ), under the fixed-model
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(d) z0 = (0.50, 0.50)
>
Figure 4.12: Boxplots of the empirical squared-bias for our method ( ), HCMS ( ), FIC ( ) and AIC ( ), under the fixed-model
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Figure 4.13: Boxplots of the empirical variance for our method ( ), HCMS ( ), FIC ( ) and AIC ( ), under the fixed-model



































































































































25 50 75 100 125 150
n






























































































































25 50 75 100 125 150
n








































































































































25 50 75 100 125 150
n


























































































































25 50 75 100 125 150
n
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Figure 4.14: Boxplots of the empirical variance for our method ( ), HCMS ( ), FIC ( ) and AIC ( ), under the fixed-model
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Figure 4.16: Boxplots of log(R) for HCMA ( ), FIC ( ) and AIC ( ), under the fixed-model framework, when γ = (−0.4, 0.2)>.
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4.4.3 Comparison of empirical and predicted values
For our method and HCMA, we also compare the empirical MSE, squared-bias and
variance with predictions of these quantities. The predicted MSEs are based on (4.7)












while for HCMA, this is (4.6). In deriving expressions for these quantities, we made
the simplifying assumption that the model weights are fixed, when they are clearly
not. We expect the discrepancy between the empirical and predicted values of these
quantities to be larger than for model selection (Chapter 3).
The results shown here are based on a single run of the simulation study with
N = 103. To compare the two methods, we consider the ratio of the absolute difference
between the empirical value and the mean of the predicted values, as described in
Section 3.4.3 for k = 1, 2 and 3:
RAD (MSEk) =


















Similarly, analogous ratios are used for the squared-bias and the variance. Table 4.1
summarises the results given in the plots, for both the local-misspecification and fixed-
model framework. Again, note that log(RAD) > 0 indicates that the absolute difference
is smaller for our method.
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4.4.3.1 Local-misspecification framework
Figure 4.17 shows a plot of the empirical and mean predicted MSE. The predicted
values for both methods clearly provide a poor estimate of the MSE of ĥ. When
δ = (0.4, 2.0)>, our method has a smaller difference between the empirical and the
mean predicted value, whereas for δ = (−0.4, 0.2)>, HCMA has a smaller difference,
up to 20% less than for our method.
Figures 4.18 and 4.19 show plots of the empirical and the mean predicted values
of both the squared-bias and the variance. When δ = (0.4, 2.0)>, our method has a
much smaller difference for the squared-bias (up to 400% smaller). Conversely, when
δ = (−0.4, 0.2)>, HCMA has a much smaller difference. For the variance, the two
methods have broadly similar differences between the empirical and the mean predicted
values.
4.4.3.2 Fixed-model framework
Figure 4.20 shows a plot of the empirical and mean predicted MSE for the two methods.
When γ = (0.4, 2.0)>, the difference can be very large for HCMA. For γ = (−0.4, 0.2)>
and a small n, HCMA has a smaller difference, but the difference in performance of
the two methods decreases as n increases.
Figures 4.21 and 4.22 show plots of the empirical and mean predicted values of the
squared-bias and the variance. When γ = (0.4, 2.0)>, the mean estimated squared-
biases under our method are closer to the empirical squared-biases across all four focus
points, while for γ = (−0.4, 0.2)>, our method is better when z0 = (0.25, 0.75)> and
z0 = (0.75, 0.75)
>. For the other two choices of z0, HCMA has a smaller difference.
For the variance, when γ = (0.4, 2.0)> our method has a smaller difference. Conversely,
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Figure 4.17: Comparison of the empirical MSE of ĥ, under our method ( ) and HCMA
( ) with the mean estimated MSE under our method ( ) and HCMA ( ), under
the local-misspecification framework, for δ = (0.4, 2.0)> (left) and δ = (−0.4, 0.2)>
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Figure 4.18: Comparison of the empirical squared-bias of ĥ, under our method ( )
and HCMA ( ) with the mean predicted squared-bias under our method ( ) and
HCMA ( ), under the local-misspecification framework, for δ = (0.4, 2.0)> (left) and
δ = (−0.4, 0.2)> (right). In (c), the mean estimated squared-bias for HCMA is under
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Figure 4.19: Comparison of the empirical variance of ĥ, under our method ( ) and
HCMA ( ) with the mean estimated variance under our method ( ) and HCMA
( ), under the local-misspecification framework, for δ = (0.4, 2.0)> (left) and δ =





















































































































25 50 75 100 125 150
n
Figure 4.20: Comparison of the empirical MSE of ĥ, under our method ( ) and HCMA
( ) with the mean estimated MSE under our method ( ) and HCMA ( ), under
the fixed-model framework, for γ = (0.4, 2.0)> (left) and γ = (−0.4, 0.2)> (right). In
(a), (b) and (c), the mean estimated MSE of the two methods are under the empirical
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Figure 4.21: Comparison of the empirical squared-bias of ĥ, under our method ( ) and
HCMA ( ) with the mean estimated squared-bias under our method ( ) and HCMA
( ), under the fixed-model framework, for γ = (0.4, 2.0)> (left) and γ = (−0.4, 0.2)>
(right). In (–a), (b) and (d), the mean estimated squared-bias for HCMA is under that
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Figure 4.22: Comparison of the empirical variance of ĥ, under our method ( ) and
HCMA ( ) with the mean estimated variance under our method ( ) and HCMA
( ), under the fixed-model framework, for γ = (0.4, 2.0)> (left) and γ = (−0.4, 0.2)>
(right). In (a) and (b), the mean estimated variance for HCMA is under that for our























































































































































































































































































































































































































































































































































































































































































































































































































































































































































We also look at the performance of the methods in terms of log(R), for a single run of
the simulation study, averaging across the whole parameter space. This allows us to
see more clearly how the performance of each method depends on the choice of z0 and
n.
Under the local-misspecification framework, the median values of log(R) for HCMA,
FIC and AIC are roughly similar (Figure 4.23). As n increases, FIC can perform slightly
better than our method. For our four choices of z0, use of AIC can lead to some very
large values of MSE (up to 1.8 times larger than for our method).
Our method is seen to perform much better than HCMA under the more natural
fixed-model framework (Figure 4.24). HCMA gives an MSE that is up to 150 times
larger than that for our method. As n increases, the relative performance of HCMA
actually gets worse. When z0 = (0.25, 0.25)
>, HCMA mostly gives an MSE that is
slightly larger than ours, but it can also be up to 4.5 times larger. The performance of
FIC is similar to that of HCMA, but with a narrower, more symmetric distribution of
log(R). The distribution for log(R) for FIC is again right-skewed, giving an MSE that
is up to 45 times larger than for our method. AIC performs much better than HCMA
and FIC, and has an even narrower distribution for log(R). When z0 = (0.25, 0.25)
>
and for small n, AIC can also give an MSE that is larger than for our method. As n
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(d) z0 = (0.50, 0.50)
>
Figure 4.23: Boxplots of log(R) for HCMA ( ), FIC ( ) and AIC ( ), under the local-misspecification framework across the whole
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Figure 4.24: Boxplots of log(R) for HCMA ( ), FIC ( ) and AIC ( ), under the fixed-model framework across the whole grid of γ
considered, for a single run of the simulation study.
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4.4.5 Equal weighting
An interesting result arising from the simulation study is the performance of the simple,
equally-weighted method of model averaging. This result is interesting as it indicates
the potential benefit of not needing to estimate the model weights. In this case, we
would expect that the empirical and the predicted values of the MSE, squared-bias and
the variance to be closer together as the “fixed” weights assumption is true.
Figures 4.25 and 4.26 show boxplots of log(R) for this method, relative to the other
four methods, under the local-misspecification framework. When δ = (0.4, 2.0)>, the
equal-weight method has the largest MSE of all the methods. For the other choices of
δ, it performs better than HCMA, and its MSE approaches that for our method as n
increases. Interestingly, when δ = (−0.4, 0.2)>, we can see that for all four choices of
z0 the equal-weight method gives the lowest MSE of all the methods.
Figures 4.27 and 4.28 show the corresponding boxplots for log(R) under the fixed-
model framework. When γ = (0.4, 2.0)>, the equal-weight method has the largest
MSE, except when z0 = (0.75, 0.75)
>, when HCMA has an even larger MSE. When
γ = (−0.4, 0.2)>, the equal-weight method has a lower MSE when n small, but its
MSE becomes larger than that for the other methods as n increases.
Figure 4.29 shows a boxplot of log(R) across the whole parameter space considered
for a single run of the simulation study. Under the local-misspecification framework, the
equal-weight method generally performs much better than the other methods. As n in-
creases, its MSE approaches that for our method. Figure 4.30 shows the corresponding
plot for the fixed-model framework. The equal-weight method clearly performs worse
than the other four methods, with a consistently larger MSE for each choice of z0,
and its performance actually worsens as n increases. Under the local-misspecification
framework, γ is scaled down by sample size, making the true effect smaller. Thus all
models eventually converge to the narrow model (Model 1). This might explain the
performance of the equal-weight method under this framework, as it is natural to give
roughly equal weight to each model as n increases.
Wan et al. (2014) also found that the equal-weight method could perform better
than other methods in the context of fitting multinomial and logit models. Likewise,
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in the context of combining forecasts from time series models, Claeskens et al. (2016)
showed that assuming that the forecasts are unbiased, the so-called optimal forecast can
perform poorly when compared to the equal-weight forecast. Thus, there are clearly
situations where not having to estimate model weights can be an advantage. While this
result is not directly applicable to the current work, it brings up potential directions
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(d) z0 = (0.50, 0.50)
>
Figure 4.25: Boxplots of log(R) for HCMA ( ), FIC ( ), AIC ( ) and equal-weight method ( ), under the local-misspecification
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(d) z0 = (0.50, 0.50)
>
Figure 4.26: Boxplots of log(R) for HCMA ( ), FIC ( ), AIC ( ) and equal-weight method ( ), under the local-misspecification



































































































25 50 75 100 125 150
n













































































































25 50 75 100 125 150
n















































































25 50 75 100 125 150
n









































































25 50 75 100 125 150
n
(d) z0 = (0.50, 0.50)
>
Figure 4.27: Boxplots of log(R) for HCMA ( ), FIC ( ), AIC ( ) and equal-weight method ( ), under the fixed-model framework,
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(d) z0 = (0.50, 0.50)
>
Figure 4.28: Boxplots of log(R) for HCMA ( ), FIC ( ), AIC ( ) and equal-weight method ( ), under the fixed-model framework,
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(d) z0 = (0.50, 0.50)
>
Figure 4.29: Boxplots of log(R) for HCMA ( ), FIC ( ), AIC ( ) and equal-weight method ( ), under the local-misspecification
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(d) z0 = (0.50, 0.50)
>
Figure 4.30: Boxplots of log(R) for HCMA ( ), FIC ( ), AIC ( ) and equal-weight method ( ), under the fixed-model framework
across the whole grid of γ considered, for a single run of the simulation study.
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4.5 Examples
In this section, we demonstrate the use of our method for model averaging using the
Poisson model example introduced in Chapter 3 and another binomial model example.
We again consider focus parameters other than the linear predictor.
4.5.1 Poisson model: Fracture counts in coal mines
Consider the example introduced in Section 3.5.1. Our focus parameter is again h = µ,
the mean number of fractures, for choices of (u0, z0)
> corresponding to 65%, 80% and
85% extraction of the lower previously mined seam.
The model weights for our method, HCMA, FIC and AIC are shown in Table 4.2.
AIC gives most weight to model 13, and roughly equal weight to models 6, 10 and 16.
We now consider the focussed methods, HCMA, FIC and our proposed method. When
z02 = 65%, HCMA gives most weight to the largest model (model 16), and some weight
to model 12. Our method gives two-thirds of the weight to model 15 and the rest to
model 10. FIC gives roughly equal weights to models 6, 9, 10, 12, 13, 15 and 16.
When z02 = 80%, HCMA gives a third of the weight to model 6, with the remainder
being distributed roughly equally between models 3, 9, 10 and 12 (all of which contain
z2). Our method gives most of the weight to models 1 and 5, and roughly 10% to
models 2 and 6. FIC gives non-zero weight to all of the models, with models 6, 9, 13
and 16 having slightly more weight than the others.
When z02 = 85%, HCMA gives two-third of the weight to model 13, and the rest to
models 10 and 15. Our method gives roughly three-quarters of the weight to model 6,
and most of the rest to models 10 and 15. FIC gives roughly equal weights to models
6, 10, 12, 13, 15 and 16, even though some of the FIC values under those models are
quite different (eg, 10.00 for model 10 versus 8.67 for model 16).
The model-averaged estimates for the mean number of fractures are shown in Ta-
ble 4.3 for each of the three levels of z02. These final estimates are not very different,
despite the methods favouring different models. When z02 = 65%, all four methods
142
65% 80% 85%
Model Covariates AIC HCMA FIC Ours HCMA FIC Ours HCMA FIC Ours
1 {} 0.000 0.000 0.000 0.000 0.023 0.009 0.422 0.000 0.000 0.000
2 {z1} 0.000 0.000 0.000 0.000 0.000 0.033 0.132 0.000 0.001 0.000
3 {z2} 0.014 0.000 0.090 0.000 0.132 0.098 0.000 0.000 0.061 0.000
4 {z3} 0.000 0.004 0.000 0.000 0.014 0.031 0.000 0.000 0.000 0.000
5 {z4} 0.000 0.001 0.000 0.000 0.026 0.005 0.307 0.000 0.000 0.000
6 {z1, z2} 0.135 0.000 0.123 0.000 0.331 0.120 0.105 0.000 0.162 0.780
7 {z1, z3} 0.000 0.002 0.000 0.000 0.000 0.052 0.000 0.000 0.001 0.000
8 {z1, z4} 0.000 0.000 0.000 0.000 0.000 0.017 0.006 0.000 0.001 0.000
9 {z2, z3} 0.009 0.000 0.100 0.000 0.107 0.125 0.026 0.000 0.057 0.000
10 {z2, z4} 0.170 0.000 0.139 0.364 0.183 0.068 0.000 0.190 0.126 0.056
11 {z3, z4} 0.000 0.005 0.000 0.000 0.000 0.016 0.002 0.000 0.000 0.000
12 {z1, z2, z3} 0.059 0.175 0.127 0.000 0.184 0.094 0.000 0.000 0.154 0.000
13 {z1, z2, z4} 0.378 0.000 0.141 0.000 0.000 0.118 0.000 0.633 0.161 0.000
14 {z1, z3, z4} 0.000 0.001 0.000 0.000 0.000 0.029 0.000 0.000 0.001 0.000
15 {z2, z3, z4} 0.085 0.000 0.140 0.636 0.000 0.084 0.000 0.177 0.118 0.164
16 {z1, z2, z3, z4} 0.152 0.810 0.141 0.000 0.000 0.100 0.000 0.000 0.157 0.000
Table 4.2: Focussed model averaging for mines fracture data: the table lists model
weights obtained using AIC, HCMA, FIC and our focussed model averaging method,
rounded to three decimal places.
give an estimate of roughly 0.9, with that for FIC being slightly higher, as it gives
weight to some of the smaller models, which have higher estimates.
Percent extraction AIC HCMA FIC Ours
65 0.91 0.91 0.95 0.90
80 2.32 2.28 2.26 2.23
85 3.65 3.64 3.55 3.60
Table 4.3: Model-averaged estimates for the mean number of fractures for 65%, 80%
and 85% extraction of the lower previously mined seam.
In order to compare the sampling properties of the four methods, we carried out
the following simulation study. We assumed that the largest model (model 16) is true,
and generated data from this model. We performed N = 103 simulations, and recorded
the empirical MSE, as shown in Table 4.4. Our method has a slightly lower MSE than
the other two focussed methods. AIC gives a higher MSE when z02 = 85%, but a lower
or comparable MSE for z02 = 65% and 80%. Although an unfocussed method, we find
that AIC can give model-averaged estimates that have a lower empirical MSE.
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Percent extraction AIC HCMA FIC Ours
65 0.044 0.046 0.046 0.044
80 0.082 0.075 0.078 0.071
85 0.287 0.367 0.311 0.299
Table 4.4: MSE estimates for mines fracture data, obtained from a simulation study
with N = 1000.
4.5.2 Binomial model: Resistance of tobacco budworm
We now consider data from a study assessing the resistance of a species of tobacco
budworm to a pesticide (Venables and Ripley, 2002; Collett, 2002). In the study, 20
moths of each sex were assigned to one of six doses of the pesticide. The number of
moths that were “affected” (had uncoordinated movement or were dead) 72 hours after
treatment is shown in Table 4.5, for each sex and dose.
We consider four binomial models, all of the form
ηi = logit(πi) = α1 + α2ui + γ1zi,1 + γ2zi,2,
where ui = log2(di), zi,1 = si, and zi,2=log2(di) × si, with d indicating the dose level
and where s is an indicator variable, equal to 0 for females and 1 for males. On the
logit scale, the intercept is a = α1 + γ1zi,1, while the slope is b = α2 + γ2zi,2. The
four models we consider correspond to the following choices for γ1 and γ2, in which the
intercepts and slopes on the logit scale are allowed to be the same or differ for the two
sexes:
Model 1 : γ1 = 0, γ2 = 0
Model 2 : γ1 6= 0, γ2 = 0
Model 3 : γ1 = 0, γ2 6= 0
Model 4 : γ1 6= 0, γ2 6= 0.
A natural focus for a toxicity study is estimation of the dose that leads to a specified
probability of an individual being affected. If this probability is denoted π0, the required
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Table 4.5: Results from a toxicity experiment involving the tobacco budworm













Focused model weights all depend on the choice of π0 and s0. We consider the choices
π0 = 0.5 and π0 = 0.9, for both females and males.
The weights given by our method, HCMA, FIC and AIC are shown in Table 4.6.
AIC gives more than half the weight to model 3, while models 2 and 4 are given roughly
20% of the weight. These weights clearly do not depend on the choice of π0 and sex.
For male budworms, both our method and HCMA give most of the weight to model
3 when π0 = 0.5. When π0 = 0.9, HCMA gives more weight to model 2, but model
3 retains some weight. The opposite pattern is seen for our method, with 70% of the
weight given to model 3. FIC gives roughly equal weights to models 2, 3 and 4, for
both choices of π0. For female budworms and π0 = 0.5, our method gives most weight
to model 2, while HCMA gives model 3 the highest weight. FIC again distributes the
weight roughly equally between models 2, 3 and 4. When π0 = 0.9, our method gives
most weight to model 2, while HCMA gives two-third of the weight to model 2 and
one-third to model 1. FIC gives non-negative weight to all four models, with models
2, 3, and 4 having roughly 30% each. For all four combinations of π0 and sex, AIC
gives approximately 20% of the weight to model 4, while both HCMA and our method
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assign less than 5% of the weight to this model.
π0 = 0.5 π0 = 0.9
Male Female Male Female
Model AIC HCMA FIC Ours HCMA FIC Ours HCMA FIC Ours HCMA FIC Ours
1 0.004 0.140 0.011 0.047 0.075 0.005 0.038 0.000 0.011 0.000 0.000 0.123 0.000
2 0.235 0.000 0.316 0.000 0.000 0.330 0.962 0.646 0.340 0.218 0.747 0.287 0.915
3 0.553 0.860 0.357 0.953 0.925 0.338 0.000 0.354 0.336 0.703 0.253 0.340 0.000
4 0.209 0.000 0.316 0.000 0.000 0.327 0.000 0.000 0.313 0.080 0.000 0.250 0.085
Table 4.6: Focussed model averaging for a toxicity experiment involving the tobacco
budworm: the table lists model weights obtained using AIC, HCMA, FIC and our
method, rounded to three decimal places.
We also considered the effect of changing the value of κ in the FIC weights. For
the four focus point considered, Figure 4.31 show the changes in model weights as we
change the value of κ. As κ increases, for male budworms, FIC tends to favour model
3 when π0 = 0.5, and model 2 when π0 = 0.9. For female budworms, FIC tends to
favour model 3 as κ increases, with most of the weight being given to that model when
π0 = 0.9, and roughly 50% of the weight when π0 = 0.5.
The corresponding model averaged estimates for the required dose level, 2u0 are
shown in Table 4.7. For π0 = 0.5, the estimates obtained from models 2, 3 and 4 are
similar, and we therefore expect that the choice of weights for these models to have
little impact on the model-averaged estimate. When π0 = 0.9, only models 3 and 4 give
estimates that are close to each other. Since all of the weights are distributed mostly
between models 2 and 3 for this value of π0, the differences between model-averaged
estimates are likely to be greater. For example, for male budworms when π0 = 0.9,
HCMA gives most weight to model 2 while our method gives most weight to model
3, resulting in model-averaged estimates that are quite different, i.e. 18.068 (HCMA)
versus 16.381 (ours).
π0 Sex AIC HCMA FIC Ours
0.5
Male 4.748 5.007 4.747 4.851
Female 9.764 9.540 9.747 9.474
0.9
Male 16.525 18.068 17.046 16.381
Female 50.667 43.519 46.360 41.132
Table 4.7: Model-averaged estimates for the dose level, 2u0 , that leads to 50% and 90%
of budworms being affected, for both sexes.
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(a) Male, π0 = 0.5





















(b) Female, π0 = 0.5





















(c) Male, π0 = 0.9





















(d) Female, π0 = 0.9
Figure 4.31: Weights assigned to model 1 ( ), model 2 ( ), model 3 ( ) and model
4 ( ), for different choices of κ.
4.6 Discussion
The aim of this chapter has been to provide a new approach to focussed model averaging
that is simple to use, and does not rely on the use of a local-misspecification framework.
Our method makes use of standard results for maximum likelihood estimation when a
model is misspecified, and is straightforward to implement for GLMs.
As with the derivation of HCMA, we needed to make the simplifying assumption
that the model weights are fixed. In practice the weights will obviously be estimated,
and they are therefore random variables. We have also assumed that the largest model
is the true model. Clearly the true data generating mechanism will differ from this
model; if this difference is substantial, no method of averaging the models can provide
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reliable information.
In addition to the results in Section 4.4, Figures C.1 to C.6 show level plots of




0 ), for k = 1, 2 and 3 corresponding
to HCMA, FIC and AIC, together with η-contours. These plots suggest that under
the local-misspecification framework, FIC generally performs better than our method.
However, around the region where η = 1, our method performs much better than FIC
and AIC, while HCMA performs better than our method. HCMA, FIC and AIC can
also have a much larger MSE for some choices of z0 and δ. For example, when δ1 and
δ2 have different signs, the performance of AIC gets worse as the magnitude of both δ1
and δ2 increase.
Figures C.9 to C.14 show the corresponding results under the fixed-model frame-
work. Unlike the local-misspecification framework, the empirical MSE of ĥ does not
seem to depend on the value of η. Both HCMA and FIC perform poorly here, with an
MSE that is very much larger than that for our method in 80% of the cases considered.
AIC also has an MSE that is generally larger than that for our method, and in some
cases, much larger. As n increases, the performance of AIC relative to our method
generally improves, but there are still a few points in the covariate and explanatory
variable space where it gives a much larger MSE than our method.
Further simulations (see Appendices C.2 to C.3) show that the patterns observed for
simulations in the binomial model and the normal model settings are similar to those
given in Appendix C.1 for the Poisson model setting, under the local-misspecification
framework. FIC generally outperforms other methods, while AIC does not perform
well near the region η = 1, nor when δ1 and δ2 have different signs. Under the fixed-
model framework, results for the binomial model setting are similar to those for Poisson
model. In the normal model setting, HCMA generally performs poorly, especially when
either γ1 or γ2 is zero. For η = 1, HCMA has a lower MSE than that for our method.
AIC and FIC do surprisingly well, both having a lower MSE than our method, except
around the region where η = 1, when both of these methods do not perform well,
especially AIC which has a much larger MSE here than both FIC and our method.
Overall, our results show that under the local-misspecification framework, FIC per-
forms well, especially as n increases. However, when η is close to 1, our method does
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much better. Under the fixed-model framework, the performance of HCMA and FIC
is less than ideal, and can be very poor. Although it is not a focussed method, AIC
does well, its performance approaching that of our method as n increases. However, it
can sometimes lead to a very large MSE.
Under the fixed-model framework, the relationship between performance of a method
and the choice of focus points and parameter space is not straightforward. It would
be useful to be able to decide when focussed model averaging is to be preferred over
an unfocussed method, such as AIC. Furthermore, in Section 4.4.5 we have seen that
there are situations in which equal-weighting can perform really well. This leads to
the question as to when the estimation of model weights leads to inferior performance
relative to the simple, equal-weight method.
As always, simulation studies can be limited in scope, and therefore cannot give the
full picture. However, using asymptotic results does not guarantee that we can fully
understand the methods and properties of the model-averaged estimators. Likewise,
care is also needed when considering asymptotic results as the finite-sample perfor-






Recent developments in FMA have involved tailoring the weights to a parameter of in-
terest. One approach is to select model weights such that an estimate of the asymptotic
MSE of the model-averaged estimator is minimised (Hjort and Claeskens, 2003a). We
have proposed a new estimator of this MSE for the important special case of GLMs. In
Chapter 2, for the single-model setting, we introduced this new estimator of the asymp-
totic MSE of a focus parameter h. We compared this estimator to the one proposed by
Hjort and Claeskens (2003a), both analytically and via simulation. Our estimator does
not require the local-misspecification framework used by Hjort and Claeskens (2003a).
We showed that for the normal linear model, these two estimators are identical, pro-
vided h is linear. The simulation study in Chapter 2 showed that our estimator was
generally less biased, and had a smaller CV, regardless of the choice of framework. In
addition, under the more natural fixed-model framework, the RMSE of our estimators
were generally lower than that proposed by Hjort and Claeskens (2003a).
In Chapter 3, we used our estimator of the asymptotic MSE in the context of model
selection. We compared our method against HCMS, FIC and AIC. Our results sug-
gested that the performance of each method (in terms of the empirical MSE), depended
on both the choice of δ (or γ), and z0. Under the local-misspecification framework, the
MSE was also found to depend on the value of η. Overall, our method selected models
which had the lowest empirical MSE, unless η was close to 1, in which case HCMS or
FIC performed better. Under the fixed-model framework, for some values of γ, HCMS
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and FIC both gave an MSE that was much larger than that for our method. Although
AIC is not a focussed method of model selection, its performance was comparable to
that for our method, and it is simpler to use. For both frameworks, the four methods
are asymptotically equivalent as we might expect.
For model averaging, we proposed a new method for calculating model weights in
Chapter 4, using our estimator of the asymptotic MSE of ĥ. In the derivation of our
method, we made the simplifying assumption that the model weights were fixed, an
assumption that has also been needed for the work in Buckland et al. (1997); Hjort
and Claeskens (2003a) and Hansen (2007). In practice, model weights are obviously
estimated, which can lead to the difference between the empirical and predicted MSE
being larger than in the context of model selection or use of a single model. We
compared our method of calculating model weights with weights based on HCMA, FIC
and AIC using simulation. Under the local-misspecification framework, we found that
AIC had the worst performance, with its empirical MSE sometimes being very large.
Under the fixed-model framework, there were large regions in the parameter space
where HCMA and FIC had an MSE larger than for our method. The performance of
AIC generally improved, and approached that for our method, as n increased. Broadly
speaking, our results suggested that our method was the best for the fixed-model
framework and small n. It would be good to pursue this further, in order to be able to
decide when focussed model averaging is to be preferred over a simpler approach, such
as the use of AIC weights, and also when our method performs better than HCMA.
Simulation results presented in Appendices B and C, for model selection and model
averaging respectively, showed that under the local-misspecification framework, the
performance of each method depended on the value of η. When η was close to 1, HCMA
was found to give a smaller empirical MSE than our method, and the performance
improved as n increased. This pattern was also found when we consider simulations for
the binomial and normal model settings. Under the local-misspecification framework,




n = 0. Although the four methods
generally gave similar estimates, HCMA gave slightly more weight to smaller models,
compared to our method. Hence, the lower empirical variance of the model-averaged
estimate obtained using HCMA resulted in an empirical MSE that was smaller than
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for our method. This then led to the question as to whether or not it is desirable to
estimate model weights when a large subset of the models give similar estimates of h.
One interesting result of our simulation study in Chapter 4 was the strong showing,
for the local-misspecification framework, of the simple, equally-weighted method of
model averaging. Under this framework, the true effect of γ is scaled down by
√
n,
and all models will therefore converge to the narrow model. In such a situation, it is
natural to give equal weight to each model. Our simulation results supported this, as
the simple method performed best (under the local-misspecification framework) when
η was close to 1. In a related work, Claeskens et al. (2016) showed that for combining
unbiased predictions from time series models, weighted predictions may not perform
as well as equal-weight predictions. However, simple model averaging can also perform
very poorly. For example, if one or more models are clearly a poor fit to the data,
simple model averaging will not be sensible. This suggests that it might be useful to
decide on an initial set of models that all give a reasonable fit to the data and then use
equal-weight model averaging. With this added step of having to first choose a good
set of candidate models, model averaging using equal weights is no longer “simple”,
and may perform really well.
Throughout this thesis we have made the assumption that the largest model (M) is
the true model. In the derivation of our estimator of the asymptotic MSE, expectations
were therefore taken with respect model M , and in our simulation studies we generated
the data from this model. The true data-generating model will be more complex than
any of our models. Thus all our models are wrong, but, some will be useful (Box,
1979). Behaving as if one of the models is true can therefore be useful for inference.
It is natural to assume that the largest model is true, as the true data generating
mechanism will be complex. In addition, when all the models are nested within the
largest model, model m < M cannot be true, as this would imply that model M is also
true (Ripley, 2004). Making this assumption does not necessarily imply that model M
will be assigned the largest weight, as the true values of some of the parameters in this
model might be small and therefore not worth including, in terms of minimising the
MSE of ĥ.
Model averaging should focus on prediction, rather than identification of a true
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model. Thus we agree with Hurvich and Tsai (1989) and Longford (2003), who stated
their preference for evaluating a method in terms of efficiency rather than consistency.
For the purpose of prediction, there is no need to identify the “true” model per se.
Likewise, for model selection, a model that performs well in terms of the MSE of a
prediction is more useful than one which is deemed to be most likely to be true. As we
have argued above, when we have a set of nested models, it is natural to assume that the
largest model is true, and there is no need to consider which model is true. Burnham
and Anderson (2004) provide a similar argument, stating that we should consider which
model leads to the best prediction, or the best inference about a parameter of interest,
rather than trying to select the “true” model.
In this thesis, we considered model averaging over a set of 2q models. Thus the
number of models increases exponentially with q. A screening procedure designed to
reduce the number of models we average over can be helpful. Thus, Yuan and Yang
(2005) suggest using half of the data to determine a set of promising candidate models,
using either AIC and BIC (say), and the other half to weight this “shortlist” of models,
based on a measure of predictive MSE of the estimator from that model. An interesting
alternative to screening methods is the use of singleton models (Hjort and Claeskens,
2003a), which are models containing a single optional parameter. For the special case
of normal linear models, Charkhi et al. (2016) showed that use of q singleton models
can lead to the same predictive performance as that obtained using all of the possible
2q models.
It would be interesting to assess the performance of our method in terms of the
coverage of a model-averaged confidence interval. As the distribution of ĥ is typically
complicated, due to the weights being random, the construction of a model-averaged
confidence interval is not straightforward (Hjort and Claeskens, 2003a) and is an on-
going research area. Buckland et al. (1997); Burnham and Anderson (2002); Hjort and
Claeskens (2003a); Fletcher and Turek (2012) and Turek and Fletcher (2012), for exam-
ple, have all attempted to construct confidence intervals which take model uncertainty
into account, so that it leads to intervals that are more stable and less optimistic. A
method of calculating model weights that is “optimal” for point estimation may not
be ideal for calculation of a model-averaged confidence interval. Another potentially
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interesting version of focussed model averaging could involve selecting weights that lead
to a model-averaged confidence interval that is both narrow and has a good coverage
rate.
Finally, we note that the work of Hjort and Claeskens (2003a) can be used for any
likelihood-based model (Charkhi et al., 2016), whereas our method currently applies
in GLMs. It would be useful to also use our method for any likelihood-based model.
In order to do this, we would need to specify the first and second derivatives of the
log-likelihood function, as in (2.5) and (2.6). The derivatives should be straightforward
to write out. However, a potential difficulty lies in the expectation of ∇2l(θ)−1∇l(θ),
when we have product of random variables, which we can cope with by using the delta
method to get an approximation of the expectation. For GLMs with canonical links,
this was simple, as the second derivative is a constant, hence, the expectation of the
product of the derivatives can be found exactly and does not require the delta method.
It would be particularly useful to extend our method to both linear mixed models
(LMMs) and generalised linear mixed models (GLMMs). For LMMs, the calculation
of model weights based on AIC or BIC is not straightforward, as the value of pm
depends upon the focus of the analysis (Müller et al., 2013). When our interest is in
population-level inferences, and the random effects are included in the model solely to
provide the appropriate covariance structure for the data, pm can be set equal to the
total number of parameters (including the variance parameters). This leads to what
are referred to as marginal versions of AIC and BIC (Müller et al., 2013). If instead
our interest is in the random effects, a conditional AIC can be used, with pm depending
on the trace of a “hat” matrix (Müller et al., 2013; Greven and Kneib, 2010). As with
LMMs, the value of pm is not clear-cut for GLMMs. It would be of interest to see if
the extension of our method to the mixed models framework can provide a new and
improved approach to calculating model weights in this setting.
155
References
Abraham, M. H., Acree, W. E., Leo, A. J., Hoekman, D., and Cavanaugh, J. E.
(2010). Water-solvent partition coefficients and ∆ Log P values as predictors for
blood-brain distribution; application of the Akaike information criterion. Journal of
Pharmaceutical Sciences , 99(5), 2492–2501.
Akaike, H. (1973). Information theory and an extension of the maximum likelihood
principle. In B. N. Petrov and F. Caski (Eds.), The Second International Symposium
on Information Theory, Akademiai Kiado, Budapest, 267–281.
Akaike, H. (1974). A new look at the statistical model identification. IEEE Transactions
on Automatic Control , 19, 716–723.
Akaike, H. (1977). On entropy maximization principle. In P. R. Krishnaiah (Ed.),
Application of statistics, Amsterdam: North-Holland, 27–41.
Akaike, H. (1981). Likelihood of a model and information criteria. Journal of Econo-
metrics , 16, 3–14.
Bartolucci, F. and Lupparelli, M. (2008). Focused information criterion for capture-
recapture models for closed populations. Scandinavian Journal of Statistics , 35(4),
629–649.
Berk, R. H. (1966). Limiting behavior of posterior distributions when the model is
incorrect. The Annals of Mathematical Statistics , 37(1), 51–58.
Berk, R. H. (1970). Consistency a posteriori. The Annals of Mathematical Statis-
tics , 41(3), 894–906.
156
Box, G. E. P. (1979). Robustness in the strategy of scientific model building. In
Robustness in statistics, Volume 1, 201–236.
Breiman, L. and Spector, P. (1992). Submodel selection and evaluation in regression.
The X-random case. International statistical review/revue internationale de Statis-
tique, 60(3), 291–319.
Buckland, S. T., Burnham, K. P., and Augustin, N. H. (1997). Model Selection: an
integral part of inference. Biometrics , 53, 603–618.
Burnham, K. P. and Anderson, D. R. (2002). Model selection and multimodel inference.
A practical information-theoretic approach. Springer.
Burnham, K. P. and Anderson, D. R. (2004). Multimodel inference: understanding
AIC and BIC in model selection. Sociological Methods and Research, 33(2), 261–304.
Burnham, K. P. and Anderson, D. R. (2010). Model selection and multimodel inference.
A practical information-theoretic approach (Second ed.). Springer.
Candolo, C., Davison, A. C., and Demtrio, C. G. B. (2003). A note on model uncer-
tainty in linear regression. Journal of the Royal Statistical Society: Series D (The
Statistician), 52(2), 165–177.
Casella, G. and Berger, R. L. (2002). Statistical inference. Pacific Grove, CA: Duxbury.
Charkhi, A., Claeskens, G., and Hansen, B. E. (2016). Minimum mean squared error
model averaging in likelihood models. Statistica Sinica, 26, 809–840.
Chatfield, C. (1995). Problem solving: a statistician’s guide. CRC Press.
Claeskens, G., Croux, C., and Van Kerckhoven, J. (2007). Prediction-focused model
selection for autoregressive models. Australian & New Zealand Journal of Statis-
tics , 49(4), 359–379.
Claeskens, G. and Hjort, N. L. (2003). The focused information criterion. Journal of
the American Statistical Association, 98(464), 900–916.
157
Claeskens, G. and Hjort, N. L. (2008). Model Selection and Model Averaging. Cam-
bridge University Press, Cambridge.
Claeskens, G., Magnus, J. R., Vasnev, A. L., and Wang, W. (2016). The forecast com-
bination puzzle: A simple theoretical explanation. International Journal of Fore-
casting , 32, 754–762.
Clyde, M. A. (1999). Bayesian model averaging and model search strategies. Bayesian
Statistics , 6, 157–172.
Collett, D. (2002). Modelling binary data. CRC Press, Boca Raton.
Draper, D. (1995). Assessment and propagation of model uncertainty. Journal of the
Royal Statistical Society: Series B (Methodological), 57(1), 45–97.
Fletcher, D. and Turek, D. (2012). Model-averaged profile likelihood. Journal of
Agricultural, Biological, and Environmental Statistics , 17(1), 38–51.
Good, I. J. (1952). Rational decisions. Journal of the Royal Statistical Society. Series
B (Methodological), 107–114.
Greven, S. and Kneib, T. (2010). On the behaviour of marginal and conditional AIC
in linear mixed models. Biometrika, 97(4), 773–789.
Hall, A. R. and Peixe, F. P. M. (2003). A Consistent Method for the Selection of
Relevant Instruments. Econometric Reviews , 22(3), 269–287.
Hansen, B. E. (2007). Least squares model averaging. Econometrica, 75(4), 1175–1189.
Hansen, B. E. and Racine, J. S. (2012). Jackknife model averaging. Journal of Econo-
metrics , 167, 38–46.
Hidalgo, J. (2002). Consistent order selection with strongly dependent data and its
application to efficient estimation. Journal of Econometrics , 110(2), 213–239.
Hjort, N. L. and Claeskens, G. (2003a). Frequentist model average estimators. Journal
of the American Statistical Association, 98(464), 879–899.
158
Hjort, N. L. and Claeskens, G. (2003b). Rejoinder. Journal of the American Statistical
Association, 98(464), 938–945.
Hjort, N. L. and Claeskens, G. (2006). Focused information criteria and model av-
eraging for the Cox hazard regression model. Journal of the American Statistical
Association, 101(476), 1449–1464.
Hoeting, J. A., Madigan, D., Raftery, A. E., and Volinsky, C. T. (1999). Bayesian
model averaging: a tutorial. Statistical Science, 14(4), 382–401.
Hosmer, D. W. and Lemeshow, S. (2000). Applied Logistic Regression. John Wiley &
Sons Incorporated.
Huber, P. J. (1967). The behavior of maximum likelihood estimates under nonstandard
conditions. In Proceedings of the fifth Berkeley symposium on mathematical statistics
and probability, Volume 1(1), (221–233).
Hurvich, C. M. and Tsai, C. L. (1989). Regression and time series model selection in
small samples. Biometrika, 76(2), 297–307.
Hurvich, C. M. and Tsai, C. L. (1990). The impact of model selection on inference in
linear regression. The American Statistician, 44(3), 214–217.
Jeffreys, H. (1935). Some tests of significance, treated by the theory of probability.
In Mathematical Proceedings of the Cambridge Philosophical Society, Volume 31,
203–222. Cambridge University Press.
Jeffreys, H. (1961). Theory of probability. Oxford University Press.
Kabaila, P. and Leeb, H. (2006). On the large-sample minimal coverage probability
of confidence intervals after model selection. Journal of the American Statistical
Association, 101(474), 619–629.
Kass, R. E. and Raftery, A. E. (1995). Bayes factors. Journal of the American Statistical
Association, 90(430), 773–795.
159
Konishi, S. and Kitagawa, G. (2008). Information criteria and statistical modeling.
Springer Science & Business Media.
Leamer, E. E. (1978). Specification searches: Ad hoc inference with nonexperimental
data. John Wiley & Sons Incorporated.
Leeb, H. and Pötscher, B. M. (2005). Model selection and inference: Facts and fiction.
Econometric Theory , 21, 21–59.
Liang, H., Zou, G., Wan, A. T. K., and Zhang, X. (2011). Optimal weight choice for
frequentist model average estimators. Journal of the American Statistical Associa-
tion, 106(495), 1053–1066.
Link, W. A. and Barker, R. J. (2006). Model weights and the foundations of multimodel
inference. Ecology , 87(10), 2626–2635.
Link, W. A. and Barker, R. J. (2009a). Bayesian Inference: with ecological applications.
Academic Press.
Link, W. A. and Barker, R. J. (2009b). Modeling demographic processes in marked
populations., Chapter Bayes factors and multimodel inference, 595–615. Springer
United States.
Liu, C. A. (2015). Distribution theory of the least squares averaging estimator. Journal
of Econometrics , 186(1), 142–159.
Longford, N. T. (2001). Synthetic estimators with moderating influence: the carry-over
in cross-over trials revisited. Statistics in Medicine, 20, 3189–3203.
Longford, N. T. (2003). An alternative to model selection in ordinary regression.
Statistics and Computing , 13, 67–80.
Longford, N. T. (2008). An alternative analysis of variance. SORT-Statistics and
Operations Research Transactions , 32(1), 77–92.
160
Madigan, D., Gavrin, J., and Raftery, A. E. (1995). Eliciting prior information to
enhance the predictive performance of Bayesian graphical models. Communications
in Statistics-Theory and Methods , 24(9), 2271–2292.
Mallows, C. L. (2000). Some comments on Cp. Technometrics , 42(1), 87–94.
Müller, S., Scealy, J. L., and Welsh, A. H. (2013). Model selection in linear mixed
models. Statistical Science, 28(2), 135–167.
Myers, R. H., Montgomery, D. C., Vining, G. G., and Robinson, T. J. (2012). Gener-
alized linear models: with applications in engineering and the sciences. John Wiley
& Sons Incorporated.
Nelder, J. A. and Wedderburn, R. W. M. (1972). Generalised linear models. Journal
of the Royal Statistical Society: Series A (General), 135(3), 370–384.
Pan, W. (2001). Akaike’s information criterion in generalized estimating equations.
Biometrics , 57(1), 120–125.
Pötscher, B. M. (1991). Effects of model selection on inference. Econometric The-
ory , 7(2), 163–185.
Raftery, A. E. (1995). Bayesian model selection in social research. Sociological Method-
ology , 25, 111–163.
Raftery, A. E. (1996). Approximate Bayes Factors and Accounting for Model Uncer-
tainty in Generalised Linear Models. Biometrika, 83(2), 251–266.
Raftery, A. E., Madigan, D., and Volinsky, C. T. (1996). Accounting for model uncer-
tainty in survival analysis improves predictive performance. In Bayesian Statistics
5, 323–349.
Raftery, A. E. and Zheng, Y. (2003). Discussion: Performance of Bayesian Model
Averaging. Journal of the American Statistical Association, 98 (464), 931–938.
Rao, C. R., Wu, Y., Konishi, S., and Mukerjee, R. (2001). On Model Selection. Lecture
Notes-Monograph Series , 38, 1–64.
161
Ripley, B. D. (2004). Selecting amongst large classes of models. In Methods and models
in statistics: In honor of Professor John Nelder, FRS.
Schwarz, G. (1978). Estimating the dimension of a model. The Annals of Statis-
tics , 6(2), 461–464.
Shibata, R. (1976). Selection of the order of an autoregressive model by Akaike’s
Information criterion. Biometrika, 63(1), 117–126.
Shibata, R. (1980). Asymptotically efficient selection of the order of the model for
estimating parameters of a linear process. The Annals of Statistics , 8(1), 147–164.
Stone, M. (1974). Cross-validatory choice and assessment of statistical predictions.
Journal of the Royal Statistical Society: Series B (Methodological), 36(2), 111–147.
Stone, M. (1977). An asymptotic equivalence of choice of model by cross-validation
and Akaikes criterion. Journal of the Royal Statistical Society: Series B (Method-
ological), 39(1), 44–47.
Sugiura, N. (1978). Further analysts of the data by akaike’s information criterion and
the finite corrections: Further analysts of the data by akaike’s. Communications in
Statistics - Theory and Methods , 7(1), 13–26.
Turek, D. and Fletcher, D. (2012). Model-averaged Wald confidence intervals. Com-
putational Statistics and Data Analysis , 56(9), 2809–2815.
Van der Vaart, A. W. (2000). Asymptotic Statistics. Cambridge University Press,
Cambridge.
Venables, W. N. and Ripley, B. D. (2002). Modern Applied Statistics with S. Springer,
New York.
Volinsky, C. T., Madigan, D., Raftery, A. E., and Kronmal, R. A. (1997). Bayesian
model averaging in proportional hazard models: assessing the risk of a stroke. Journal
of the Royal Statistical Society: Series C (Applied Statistics), 46(4), 433–448.
162
Wan, A. T. K., Zhang, X., and Wang, S. (2014). Frequentist model averaging for
multinomial and ordered logit models. International Journal of Forecasting , 30(1),
118–128.
Wan, A. T. K., Zhang, X., and Zou, G. (2010). Least squares model averaging by
Mallows criterion. Journal of Econometrics , 156(2), 277–283.
Wang, H., Zhang, X., and Zou, G. (2009). Frequentist model averaging estimation: a
review. Journal of System Science and Complexity , 22(4), 732–748.
Wasserman, L. (2000). Bayesian model selection and model averaging. Journal of
Mathematical Psychology , 44(1), 92–107.
Webster, R. and McBratney, A. B. (1989). On the Akaike information criterion for
choosing models for variograms of soil properties. European Journal of Soil Sci-
ence, 40(3), 493–396.
White, H. (1982). Maximum likelihood estimation of misspecified models. Econometica:
Journal of the Econometric Society , 50(1), 1–25.
Yamaoka, K., Nakagawa, T., and Uno, T. (1978). Application of Akaike’s Information
criterion (AIC) in the evaluation of linear pharmacokinetic equations. Journal of
Pharmacokinetics and Pharmacodynamics , 6(2), 165–175.
Yang, Y. (2005). Can the strengths of AIC and BIC be shared? A conflict between
model identification and regression estimation. Biometrika, 92(4), 937–950.
Ye, J. (1998). On measuring and correcting the effects of data mining and model
selection. Journal of the American Statistical Association, 93(441), 120–131.
Yuan, Z. and Yang, Y. (2005). Combining linear regression models: When and how?
Journal of the American Statistical Association, 100(472), 1202–1214.
Zhang, X. and Liang, H. (2011). Focused information criterion and model averaging for





We describe here the setting of the simulation studies for the supplementary results in
Appendices B and C. For the fixed-model framework, we consider the following four
models, for the linear predictor ηi and two explanatory variables, z1 and z2,
Model 1 : ηi = α1
Model 2 : ηi = α1 + γ1zi,1
Model 3 : ηi = α1 + γ2zi,2
Model 4 : ηi = α1 + γ1zi,1 + γ2zi,2.
Under the local-misspecification framework, we set γ = δ/
√
n (Section 2.1.2). We
consider simulations for
1. Poisson GLM, where µ = exp (η),
2. binomial GLM, where π = exp (η) / (1 + exp (η)), and
3. normal linear model, where µ = η.
In all cases the focus parameter is the value of the linear predictor for a specific set
of values for the explanatory variables, z0 = (z01, z02)
>, i.e. h = h(α,γ, z0) = α+z
>
0 γ.
The parameters γ and δ are vectors of length two, α = α1 is scalar and is arbitrarily
chosen to be one, and u0 = 1 is again a scalar.
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Simulations were carried out for n = 25, 50, 75, 100, 125 and 150. We considered a
21× 21 grid from -2 to 2 for the parameters δ and γ, so there were 441 points in the
parameter space. The explanatory variables zi,1 and zi,2 were taken at equally spaced
intervals between −1 and 1, such that we had 25 distinct z> = (z1, z2). Four focus
points in the explanatory variable space were chosen, as shown in Figure 2.1.
The data were generated from the largest model, Model 4. We performed N =
103 simulations, using either the local-misspecification or the fixed-model framework.
We compare methods by looking at the ratio of the RMSEs, and present these in
Appendices B and C in the form of levelplots.
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Appendix B




B.1.1 Local-misspecification framework: LMF methods vs our


























































































































































































































































(d) z0 = (0.50, 0.50)
>
Figure B.1: Level plot showing the ratio of RMSE for LMF methods compared to our
method, under the local-misspecification framework and n = 25. Values greater than
1 indicates preference for our method. The header gives the range of the ratio, and the
proportion of ratios that are greater than 1. Contour lines are lines of fixed η.
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B.1.2 Local-misspecification framework: LMF methods vs our








































































































































































































































































































(d) z0 = (0.50, 0.50)
>
Figure B.2: Level plot showing the ratio of RMSE for LMF methods compared to our
method, under the local-misspecification framework and n = 150. Values greater than
1 indicates preference for our method. The header gives the range of the ratio, and the
proportion of ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure B.3: Level plot showing the ratio of RMSE for AIC compared to our method,
under the local-misspecification framework and n = 25. Values greater than 1 indicates
preference for our method. The header gives the range of the ratio, and the proportion
of ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure B.4: Level plot showing the ratio of RMSE for AIC compared to our method,
under the local-misspecification framework and n = 150. Values greater than 1 in-
dicates preference for our method. The header gives the range of the ratio, and the
proportion of ratios that are greater than 1. Contour lines are lines of fixed η.
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B.1.5 Local-misspecification framework: AIC vs LMF meth-


























































































































































































































































(d) z0 = (0.50, 0.50)
>
Figure B.5: Level plot showing the ratio of RMSE for AIC compared to LMF meth-
ods, under the local-misspecification framework and n = 25. Values greater than 1
indicates preference for LMF methods. The header gives the range of the ratio, and
the proportion of ratios that are greater than 1. Contour lines are lines of fixed η.
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B.1.6 Local-misspecification framework: AIC vs LMF meth-








































































































































































































































































































(d) z0 = (0.50, 0.50)
>
Figure B.6: Level plot showing the ratio of RMSE for AIC compared to LMF meth-
ods, under the local-misspecification framework and n = 150. Values greater than 1
indicates preference for LMF methods. The header gives the range of the ratio, and
the proportion of ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure B.7: Level plot showing the ratio of RMSE for LMF methods compared to our
method, under the fixed-model framework and n = 25. Values greater than 1 indicates
preference for our method. The header gives the range of the ratio, and the proportion
of ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure B.8: Level plot showing the ratio of RMSE for LMF methods compared to
our method, under the fixed-model framework and n = 150. Values greater than 1
indicates preference for our method. The header gives the range of the ratio, and the
proportion of ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure B.9: Level plot showing the ratio of RMSE for AIC compared to our method,
under the fixed-model framework and n = 25. Values greater than 1 indicates prefer-
ence for our method. The header gives the range of the ratio, and the proportion of
ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure B.10: Level plot showing the ratio of RMSE for AIC compared to our method,
under the fixed-model framework and n = 150. Values greater than 1 indicates pref-
erence for our method. The header gives the range of the ratio, and the proportion of
ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure B.11: Level plot showing the ratio of RMSE for AIC compared to LMF methods,
under the fixed-model framework and n = 25. Values greater than 1 indicates prefer-
ence for LMF methods. The header gives the range of the ratio, and the proportion of
ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure B.12: Level plot showing the ratio of RMSE for AIC compared to LMF methods,
under the fixed-model framework and n = 150. Values greater than 1 indicates prefer-
ence for LMF methods. The header gives the range of the ratio, and the proportion of
ratios that are greater than 1. Contour lines are lines of fixed η.
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B.2 Binomial model
B.2.1 Local-misspecification framework: LMF methods vs our


























































































































































































































































(d) z0 = (0.50, 0.50)
>
Figure B.13: Level plot showing the ratio of RMSE for LMF methods compared to our
method, under the local-misspecification framework and n = 25. Values greater than
1 indicates preference for our method. The header gives the range of the ratio, and the
proportion of ratios that are greater than 1. Contour lines are lines of fixed η.
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B.2.2 Local-misspecification framework: LMF methods vs our








































































































































































































































































































(d) z0 = (0.50, 0.50)
>
Figure B.14: Level plot showing the ratio of RMSE for LMF methods compared to our
method, under the local-misspecification framework and n = 150. Values greater than
1 indicates preference for our method. The header gives the range of the ratio, and the
proportion of ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure B.15: Level plot showing the ratio of RMSE for AIC compared to our method,
under the local-misspecification framework and n = 25. Values greater than 1 indicates
preference for our method. The header gives the range of the ratio, and the proportion
of ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure B.16: Level plot showing the ratio of RMSE for AIC compared to our method,
under the local-misspecification framework and n = 150. Values greater than 1 in-
dicates preference for our method. The header gives the range of the ratio, and the
proportion of ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure B.17: Level plot showing the ratio of RMSE for AIC compared to LMF meth-
ods, under the local-misspecification framework and n = 25. Values greater than 1
indicates preference for LMF methods. The header gives the range of the ratio, and
the proportion of ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure B.18: Level plot showing the ratio of RMSE for AIC compared to LMF meth-
ods, under the local-misspecification framework and n = 150. Values greater than 1
indicates preference for LMF methods. The header gives the range of the ratio, and
the proportion of ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure B.19: Level plot showing the ratio of RMSE for LMF methods compared to our
method, under the fixed-model framework and n = 25. Values greater than 1 indicates
preference for our method. The header gives the range of the ratio, and the proportion
of ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure B.20: Level plot showing the ratio of RMSE for LMF methods compared to
our method, under the fixed-model framework and n = 150. Values greater than 1
indicates preference for our method. The header gives the range of the ratio, and the
proportion of ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure B.21: Level plot showing the ratio of RMSE for AIC compared to our method,
under the fixed-model framework and n = 25. Values greater than 1 indicates prefer-
ence for our method. The header gives the range of the ratio, and the proportion of
ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure B.22: Level plot showing the ratio of RMSE for AIC compared to our method,
under the fixed-model framework and n = 150. Values greater than 1 indicates pref-
erence for our method. The header gives the range of the ratio, and the proportion of
ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure B.23: Level plot showing the ratio of RMSE for AIC compared to LMF methods,
under the fixed-model framework and n = 25. Values greater than 1 indicates prefer-
ence for LMF methods. The header gives the range of the ratio, and the proportion of
ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure B.24: Level plot showing the ratio of RMSE for AIC compared to LMF methods,
under the fixed-model framework and n = 150. Values greater than 1 indicates prefer-
ence for LMF methods. The header gives the range of the ratio, and the proportion of
ratios that are greater than 1. Contour lines are lines of fixed η.
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B.3 Normal model



























































































































































































































































(d) z0 = (0.50, 0.50)
>
Figure B.25: Level plot showing the ratio of RMSE for LMF methods compared to our
method, under the local-misspecification framework and n = 25. Values greater than
1 indicates preference for our method. The header gives the range of the ratio, and the
proportion of ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure B.26: Level plot showing the ratio of RMSE for LMF methods compared to our
method, under the local-misspecification framework and n = 150. Values greater than
1 indicates preference for our method. The header gives the range of the ratio, and the
proportion of ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure B.27: Level plot showing the ratio of RMSE for AIC compared to our method,
under the local-misspecification framework and n = 25. Values greater than 1 indicates
preference for our method. The header gives the range of the ratio, and the proportion
of ratios that are greater than 1. Contour lines are lines of fixed η.
194









































































































































































































































































































(d) z0 = (0.50, 0.50)
>
Figure B.28: Level plot showing the ratio of RMSE for AIC compared to our method,
under the local-misspecification framework and n = 150. Values greater than 1 in-
dicates preference for our method. The header gives the range of the ratio, and the
proportion of ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure B.29: Level plot showing the ratio of RMSE for AIC compared to LMF meth-
ods, under the local-misspecification framework and n = 25. Values greater than 1
indicates preference for LMF methods. The header gives the range of the ratio, and
the proportion of ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure B.30: Level plot showing the ratio of RMSE for AIC compared to LMF meth-
ods, under the local-misspecification framework and n = 150. Values greater than 1
indicates preference for LMF methods. The header gives the range of the ratio, and
the proportion of ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure B.31: Level plot showing the ratio of RMSE for LMF methods compared to our
method, under the fixed-model framework and n = 25. Values greater than 1 indicates
preference for our method. The header gives the range of the ratio, and the proportion
of ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure B.32: Level plot showing the ratio of RMSE for LMF methods compared to
our method, under the fixed-model framework and n = 150. Values greater than 1
indicates preference for our method. The header gives the range of the ratio, and the
proportion of ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure B.33: Level plot showing the ratio of RMSE for AIC compared to our method,
under the fixed-model framework and n = 25. Values greater than 1 indicates prefer-
ence for our method. The header gives the range of the ratio, and the proportion of
ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure B.34: Level plot showing the ratio of RMSE for AIC compared to our method,
under the fixed-model framework and n = 150. Values greater than 1 indicates pref-
erence for our method. The header gives the range of the ratio, and the proportion of
ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure B.35: Level plot showing the ratio of RMSE for AIC compared to LMF methods,
under the fixed-model framework and n = 25. Values greater than 1 indicates prefer-
ence for LMF methods. The header gives the range of the ratio, and the proportion of
ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure B.36: Level plot showing the ratio of RMSE for AIC compared to LMF methods,
under the fixed-model framework and n = 150. Values greater than 1 indicates prefer-
ence for LMF methods. The header gives the range of the ratio, and the proportion of



































































































































































































































































(d) z0 = (0.50, 0.50)
>
Figure C.1: Level plot showing the ratio of RMSE for HCMA compared to our method,
under the local-misspecification framework and n = 25. Values greater than 1 indicates
preference for our method. The header gives the range of the ratio, and the proportion
of ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.2: Level plot showing the ratio of RMSE for HCMA compared to our method,
under the local-misspecification framework and n = 150. Values greater than 1 indi-
cates preference for our method. The header gives the range of the ratio, and the
proportion of ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.3: Level plot showing the ratio of RMSE for FIC compared to our method,
under the local-misspecification framework and n = 25. Values greater than 1 indicates
preference for our method. The header gives the range of the ratio, and the proportion
of ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.4: Level plot showing the ratio of RMSE for FIC compared to our method,
under the local-misspecification framework and n = 150. Values greater than 1 in-
dicates preference for our method. The header gives the range of the ratio, and the
proportion of ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.5: Level plot showing the ratio of RMSE for AIC compared to our method,
under the local-misspecification framework and n = 25. Values greater than 1 indicates
preference for our method. The header gives the range of the ratio, and the proportion
of ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.6: Level plot showing the ratio of RMSE for AIC compared to our method,
under the local-misspecification framework and n = 150. Values greater than 1 in-
dicates preference for our method. The header gives the range of the ratio, and the
proportion of ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.7: Level plot showing the ratio of RMSE for AIC compared to HCMA, under
the local-misspecification framework and n = 25. Values greater than 1 indicates
preference for HCMA. The header gives the range of the ratio, and the proportion of
ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.8: Level plot showing the ratio of RMSE for AIC compared to HCMA, under
the local-misspecification framework and n = 150. Values greater than 1 indicates
preference for HCMA. The header gives the range of the ratio, and the proportion of
ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.9: Level plot showing the ratio of RMSE for HCMA compared to our method,
under the fixed-model framework and n = 25. Values greater than 1 indicates prefer-
ence for our method. The header gives the range of the ratio, and the proportion of
ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.10: Level plot showing the ratio of RMSE for HCMA compared to our method,
under the fixed-model framework and n = 150. Values greater than 1 indicates pref-
erence for our method. The header gives the range of the ratio, and the proportion of
ratios that are greater than 1. Contour lines are lines of fixed η..
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(d) z0 = (0.50, 0.50)
>
Figure C.11: Level plot showing the ratio of RMSE for FIC compared to our method,
under the fixed-model framework and n = 25. Values greater than 1 indicates prefer-
ence for our method. The header gives the range of the ratio, and the proportion of
ratios that are greater than 1. Contour lines are lines of fixed η..
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(d) z0 = (0.50, 0.50)
>
Figure C.12: Level plot showing the ratio of RMSE for FIC compared to our method,
under the fixed-model framework and n = 150. Values greater than 1 indicates pref-
erence for our method. The header gives the range of the ratio, and the proportion of
ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.13: Level plot showing the ratio of RMSE for AIC compared to our method,
under the fixed-model framework and n = 25. Values greater than 1 indicates prefer-
ence for our method. The header gives the range of the ratio, and the proportion of
ratios that are greater than 1. Contour lines are lines of fixed η.
218














































































































































































































































































(d) z0 = (0.50, 0.50)
>
Figure C.14: Level plot showing the ratio of RMSE for AIC compared to our method,
under the fixed-model framework and n = 150. Values greater than 1 indicates pref-
erence for our method. The header gives the range of the ratio, and the proportion of
ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.15: Level plot showing the ratio of RMSE for AIC compared to HCMA, under
the fixed-model framework and n = 25. Values greater than 1 indicates preference for
HCMA. The header gives the range of the ratio, and the proportion of ratios that are
greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.16: Level plot showing the ratio of RMSE for AIC compared to HCMA, under
the fixed-model framework and n = 150. Values greater than 1 indicates preference for
HCMA. The header gives the range of the ratio, and the proportion of ratios that are
greater than 1. Contour lines are lines of fixed η.
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C.2 Binomial model



























































































































































































































































(d) z0 = (0.50, 0.50)
>
Figure C.17: Level plot showing the ratio of RMSE for HCMA compared to our method,
under the local-misspecification framework and n = 25. Values greater than 1 indicates
preference for our method. The header gives the range of the ratio, and the proportion
of ratios that are greater than 1. Contour lines are lines of fixed η.
222









































































































































































































































































































(d) z0 = (0.50, 0.50)
>
Figure C.18: Level plot showing the ratio of RMSE for HCMA compared to our method,
under the local-misspecification framework and n = 150. Values greater than 1 indi-
cates preference for our method. The header gives the range of the ratio, and the
proportion of ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.19: Level plot showing the ratio of RMSE for FIC compared to our method,
under the local-misspecification framework and n = 25. Values greater than 1 indicates
preference for our method. The header gives the range of the ratio, and the proportion
of ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.20: Level plot showing the ratio of RMSE for FIC compared to our method,
under the local-misspecification framework and n = 150. Values greater than 1 in-
dicates preference for our method. The header gives the range of the ratio, and the
proportion of ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.21: Level plot showing the ratio of RMSE for AIC compared to our method,
under the local-misspecification framework and n = 25. Values greater than 1 indicates
preference for our method. The header gives the range of the ratio, and the proportion
of ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.22: Level plot showing the ratio of RMSE for AIC compared to our method,
under the local-misspecification framework and n = 150. Values greater than 1 in-
dicates preference for our method. The header gives the range of the ratio, and the
proportion of ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.23: Level plot showing the ratio of RMSE for AIC compared to HCMA,
under the local-misspecification framework and n = 25. Values greater than 1 indicates
preference for HCMA. The header gives the range of the ratio, and the proportion of
ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.24: Level plot showing the ratio of RMSE for AIC compared to HCMA, under
the local-misspecification framework and n = 150. Values greater than 1 indicates
preference for HCMA. The header gives the range of the ratio, and the proportion of
ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.25: Level plot showing the ratio of RMSE for HCMA compared to our method,
under the fixed-model framework and n = 25. Values greater than 1 indicates prefer-
ence for our method. The header gives the range of the ratio, and the proportion of
ratios that are greater than 1. Contour lines are lines of fixed η.
230














































































































































































































































































(d) z0 = (0.50, 0.50)
>
Figure C.26: Level plot showing the ratio of RMSE for HCMA compared to our method,
under the fixed-model framework and n = 150. Values greater than 1 indicates pref-
erence for our method. The header gives the range of the ratio, and the proportion of
ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.27: Level plot showing the ratio of RMSE for FIC compared to our method,
under the fixed-model framework and n = 25. Values greater than 1 indicates prefer-
ence for our method. The header gives the range of the ratio, and the proportion of
ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.28: Level plot showing the ratio of RMSE for FIC compared to our method,
under the fixed-model framework and n = 150. Values greater than 1 indicates pref-
erence for our method. The header gives the range of the ratio, and the proportion of
ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.29: Level plot showing the ratio of RMSE for AIC compared to our method,
under the fixed-model framework and n = 25. Values greater than 1 indicates prefer-
ence for our method. The header gives the range of the ratio, and the proportion of
ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.30: Level plot showing the ratio of RMSE for AIC compared to our method,
under the fixed-model framework and n = 150. Values greater than 1 indicates pref-
erence for our method. The header gives the range of the ratio, and the proportion of
ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.31: Level plot showing the ratio of RMSE for AIC compared to HCMA, under
the fixed-model framework and n = 25. Values greater than 1 indicates preference for
HCMA. The header gives the range of the ratio, and the proportion of ratios that are
greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.32: Level plot showing the ratio of RMSE for AIC compared to HCMA, under
the fixed-model framework and n = 150. Values greater than 1 indicates preference for
HCMA. The header gives the range of the ratio, and the proportion of ratios that are
greater than 1. Contour lines are lines of fixed η.
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C.3 Normal model



























































































































































































































































(d) z0 = (0.50, 0.50)
>
Figure C.33: Level plot showing the ratio of RMSE for HCMA compared to our method,
under the local-misspecification framework and n = 25. Values greater than 1 indicates
preference for our method. The header gives the range of the ratio, and the proportion
of ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.34: Level plot showing the ratio of RMSE for HCMA compared to our method,
under the local-misspecification framework and n = 150. Values greater than 1 indi-
cates preference for our method. The header gives the range of the ratio, and the
proportion of ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.35: Level plot showing the ratio of RMSE for FIC compared to our method,
under the local-misspecification framework and n = 25. Values greater than 1 indicates
preference for our method. The header gives the range of the ratio, and the proportion
of ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.36: Level plot showing the ratio of RMSE for FIC compared to our method,
under the local-misspecification framework and n = 150. Values greater than 1 in-
dicates preference for our method. The header gives the range of the ratio, and the
proportion of ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.37: Level plot showing the ratio of RMSE for AIC compared to our method,
under the local-misspecification framework and n = 25. Values greater than 1 indicates
preference for our method. The header gives the range of the ratio, and the proportion
of ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.38: Level plot showing the ratio of RMSE for AIC compared to our method,
under the local-misspecification framework and n = 150. Values greater than 1 in-
dicates preference for our method. The header gives the range of the ratio, and the
proportion of ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.39: Level plot showing the ratio of RMSE for AIC compared to HCMA,
under the local-misspecification framework and n = 25. Values greater than 1 indicates
preference for HCMA. The header gives the range of the ratio, and the proportion of
ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.40: Level plot showing the ratio of RMSE for AIC compared to HCMA, under
the local-misspecification framework and n = 150. Values greater than 1 indicates
preference for HCMA. The header gives the range of the ratio, and the proportion of
ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.41: Level plot showing the ratio of RMSE for HCMA compared to our method,
under the fixed-model framework and n = 25. Values greater than 1 indicates prefer-
ence for our method. The header gives the range of the ratio, and the proportion of
ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.42: Level plot showing the ratio of RMSE for HCMA compared to our method,
under the fixed-model framework and n = 150. Values greater than 1 indicates pref-
erence for our method. The header gives the range of the ratio, and the proportion of
ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.43: Level plot showing the ratio of RMSE for FIC compared to our method,
under the fixed-model framework and n = 25. Values greater than 1 indicates prefer-
ence for our method. The header gives the range of the ratio, and the proportion of
ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.44: Level plot showing the ratio of RMSE for FIC compared to our method,
under the fixed-model framework and n = 150. Values greater than 1 indicates pref-
erence for our method. The header gives the range of the ratio, and the proportion of
ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.45: Level plot showing the ratio of RMSE for AIC compared to our method,
under the fixed-model framework and n = 25. Values greater than 1 indicates prefer-
ence for our method. The header gives the range of the ratio, and the proportion of
ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.46: Level plot showing the ratio of RMSE for AIC compared to our method,
under the fixed-model framework and n = 150. Values greater than 1 indicates pref-
erence for our method. The header gives the range of the ratio, and the proportion of
ratios that are greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.47: Level plot showing the ratio of RMSE for AIC compared to HCMA, under
the fixed-model framework and n = 25. Values greater than 1 indicates preference for
HCMA. The header gives the range of the ratio, and the proportion of ratios that are
greater than 1. Contour lines are lines of fixed η.
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(d) z0 = (0.50, 0.50)
>
Figure C.48: Level plot showing the ratio of RMSE for AIC compared to HCMA, under
the fixed-model framework and n = 150. Values greater than 1 indicates preference for
HCMA. The header gives the range of the ratio, and the proportion of ratios that are
greater than 1. Contour lines are lines of fixed η.
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