Successful computer-aided diagnosis systems typically rely on training datasets containing sufficient and richly annotated images. However, detailed image annotation is often time consuming and subjective, especially for medical images, which becomes the bottleneck for the collection of large datasets and then building computer-aided diagnosis systems. In this article, we design a novel computer-aided endoscopy diagnosis system to deal with the multi-classification problem of electronic endoscopy medical records (EEMRs) containing sets of frames, while labels of EEMRs can be mined from the corresponding text records using an automatic text-matching strategy without human special labeling. With unambiguous EEMR labels and ambiguous frame labels, we propose a simple but effective pooling scheme called Multi-class Latent Concept Pooling, which learns a codebook from EEMRs with different classes step by step and encodes EEMRs based on a soft weighting strategy. In our method, a computer-aided diagnosis system can be extended to new unseen classes with ease and applied to the standard single-instance classification problem even though detailed annotated images are unavailable. In order to validate our system, we collect 1,889 EEMRs with more than 59K frames and successfully mine labels for 348 of them. The experimental results show that our proposed system significantly outperforms the state-of-the-art methods. Moreover, we apply the learned latent concept codebook to detect the abnormalities in endoscopy images and compare it with a supervised learning classifier, and the evaluation shows that our codebook learning method can effectively extract the true prototypes related to different classes from the ambiguous data.
INTRODUCTION
Endoscopy is a widely utilized tool in gastrointestinal disease detection. In general, clinicians rely on online recorded videos or images to make a diagnosis on whether the subject has some kind of lesion and then which specific type of lesion he or she is suffering from. Unfortunately, along with the explosive growth of data, only depending on the clinicians themselves to make a diagnosis becomes a time consuming and subjective problem. Therefore, computer-aided diagnosis with endoscopy has attracted more and more attention in recent years, which has played an important role in making an early diagnosis, improving work efficiency, and assisting individuals in the restoration of health. Compared with the natural scene images, endoscopy image analysis is more of a challenge, because endoscopy images are acquired in a more complex condition and with greater intra-class variations. For example, the quality of images may be greatly influenced due to turbid fluids, foods, and faecal materials, which causes diversity appearance of images with the same lesion even without considering different symptoms of the same lesion.
Over the past few years, many computer-aided endoscopy diagnosis systems have been proposed, such as feature extraction [Coimbra and Cunha 2006; Wu et al. 2007; Riaz et al. 2012] , feature selection [Cong et al. 2015; Huang et al. 2008; Li and Meng 2012] , lesion classification [Buchner et al. 2010; Li and Meng 2009; Kumar et al. 2012; Yuan et al. 2015; Mamonov et al. 2014] , video summarization [Chu et al. 2010; Mehmood et al. 2014; Iakovidis et al. 2010] , image enhancement [Muto et al. 2011; Shahidi et al. 2003; Gono et al. 2004] , and video segmentation [Mackiewicz et al. 2008; Shen et al. 2012] . Even though most of the existing systems obtain attractive performance, they stand on top of large detailed annotated images. However, detailed image annotation is not only time consuming but also often subjective. Moreover, with different skills and levels of experience, clinicians may make ambiguous decisions for medical images. Therefore, compiling a large detailed annotated dataset is a huge stumbling block for us to build a robust computer-aided diagnosis system. In fact, it is pretty easy to get huge electronic endoscopy medical records (EEMRs) containing sets of frames, whose labels can be automatically mined from the corresponding text records without human special labeling [Wang et al. 2016] . Differing from the traditional training data, one EEMR is assigned one label, that is, if all frames in an EEMR are normal, then the EEMR is annotated as normal; and if a subject is diagnosed as some kind of lesion, then the EEMR is annotated as the corresponding lesion and at least one of the frames in the EEMR shows the symptoms of the corresponding lesion while all the rest are normal. The difference between different annotated training data can be seen in Figure 1 . The traditional supervised training data needed are the pixel-level annotation for each class; the weakly supervised training data only provide an image-labels-presence of certain classes. The annotation of EEMRs is similar to weakly supervised training data, but at most two classes exist in each EEMR, while all EEMRs are not limited to two classes. This annotation is more consistent with the actual needs of the clinicians when they need to diagnose which lesion the subject is suffering from. Therefore, in this article, we focus on the multi-classification problem using EEMRs.
While there exists label ambiguity for frames in EEMR, a good way to represent the EEMRs becomes a key issue to build a robust computer-aided diagnosis system. To classify sets of instances, Bag-of-Words (BOW) [Deselaers et al. 2008 ] is a popular approach that transforms local descriptors into set representations that are used in classification. While BOW can be viewed as hard-assignment coding, average pooling [Boureau et al. 2010 ] as soft-assignment coding tries to average feature vectors. A special case of average pooling is max pooling [Yang et al. 2009 ], which only preserves the maximum response of features. Instead of using the cluster-based method, Fisher vector coding [Perronnin et al. 2010; Sanchez et al. 2013] uses Gaussian Mixture Model (GMM) to construct a visual word dictionary. The Vector of Locally Aggregated Descriptors (VLAD) [Jegou et al. 2010 [Jegou et al. , 2012 can be regarded as a simplified version of Fisher vector coding that does not store second-order information about the features. In addition, sparse coding with different constraints on the codewords has also been widely applied for image classification [Yang et al. 2009; Zhang et al. 2011] .
However, these approaches cannot deal with the EEMRs very well when they are designed without taking into account the information associated with the classes. Moreover, the inherent ambiguity of frames in EEMRs makes our problem more difficult to solve. In this article, we design a novel computer-aided endoscopy diagnosis system to solve the multi-classification problem using EEMRs. The key idea of our system is to learn a semantic sparse codebook from EEMRs with different classes step by step and construct an effective soft weighting strategy based on sparse reconstruction cost (SRC). We call each semantic codeword a "latent concept" when the actual labels of frames are unavailable and named our model "Multi-class Latent Concept Pooling" (McLCP). In summary, our main contributions are as follows:
-We propose a novel computer-aided endoscopy diagnosis system that does not need additional work to manually annotate the training data. This is helpful for the collection of a large-scale dataset and more in line with the actual need. -We design a semantic sparse codebook learning strategy from the ambiguous data, whose codewords are associated with latent class concepts. Moreover, the learned codebook can be easily extended to new unseen classes, which makes our system more flexible. -We introduce a new soft weighting scheme based on SRC for pooling different components, which improves the accuracy of the representation and makes it robust to noise. -In order to fill the gap of no relevant endoscopy datasets, we collect and build a new dataset, including 1,889 EEMRs with more than 59K frames, and successfully mine labels for 348 of them.
MULTI-CLASS LATENT CONCEPT POOLING
In this section, we describe our McLCP in detail. Before that, we first give a brief review of the traditional sparse coding framework, which gives us a better understanding of our work.
Notations
For our problem, we assume that one EEMR is only assigned one label. If a subject is diagnosed as normal, then the EEMR is annotated as normal and all the frames in the EEMR are normal; otherwise, if the subject is diagnosed as some kind of lesion, then the EEMR is annotated as the corresponding lesion and at least one frame of the EEMR is with the symptoms of the corresponding lesion while all the rest is normal. Considering an EEMR (referred to the set of frames in here)
, where x ij ∈ R d corresponds to the feature vector of the jth frame with d dimension, and n i is the number of frames in X i . Y i ∈ {0, 1, . . . , C} is the label of X i , and there exists C + 1 classes for all data. In particular, Y i = 0 represents the normal EEMR; otherwise, Y i = c (Y i ∈ {1, 2, . . . , C}) represents the EEMR with one annotated lesion, such as esophageal cancer and gastric cancer. We denote all frames from EEMRs with label c as a set X c = [x
Review of Sparse Coding
Sparse coding is a reconstruction-based method that has recently generated much interest. The core idea is to reconstruct a feature with codewords via resolving a leastsquares-based optimization problem with constraints on the codewords and reconstruction coefficients [Huang et al. 2013; Cong et al. 2011 Cong et al. , 2013 Shao and Tan 2014] . While there are many variations in the recent literature, such as Laplacian sparse coding [Gao et al. 2010] , mixture sparse coding [Yang et al. 2010] , multilayer group sparse coding [Gao et al. 2011] , and nonnegative sparse coding [Zhang et al. 2011] , the unified representation of sparse coding can be generally written as Given feature descriptors X, the conventional way to solve Equation (1) is to solve it iteratively by alternately optimizing over U or V while fixing the other one, such as ScSPM (Spatial Pyramid Matching based on sparse coding) [Yang et al. 2009 ]. Another kind of method generates the codebook V by clustering (e.g., k-means) in advance and does not change it when obtains the reconstruction coefficients, such as BOW.
The main difference among various sparse coding methods lies in the constraint term, that is, (v k ) and (u m ). For (u m ), the traditional constraint is L 0 -norm, which means that Equation (1) can be written as
where the L 0 -norm counts the number of nonzero entries in a vector and L is the maximum value that the number of codewords is allowed to be used for the reconstruction of x m . BOW can be seen as a special case of Equation (2), that is, when u m 0 = 1. Minimizing the L 0 -norm, however, is an NP-hard problem because of its non-convex property, and existing methods rely on approximation strategies to perform the minimization, such as L 1 -norm. For (v k ), a unit L 2 -norm constraint on v k is typically applied to avoid trivial solutions, namely
It is noticeable that dividing and multiplying u m and V by a constant factor, respectively, will decrease the objective [Yang et al. 2009 ] and lead to non-trivial solutions.
Generally, sparse coding has a training phase and a coding phase. In the training phase, a descriptor set X is used to solve Equation (1) with respect to U and V; in the coding phase, the sparse coding matrix of a descriptor set X is obtained by optimizing Equation (1) with respect to U, and then a pre-chosen pooling function acts on each row of U to generate the representation of X.
Our McLCP
The limitation of Equation (1) is that the learned codebook overlooks the semantic concept, whose codewords are treated with the same mechanism, that is, only the reconstruction ability of atoms in the feature space is taken into account, regardless of label space. This makes the final pooling phase lose a lot of high-level semantic information, and then a lack of discrimination is the result. Especially for our problem, the endoscopy video frames have greater intra-class variations, not to mention that ambiguity arises from abnormal EEMRs.
Therefore, in this article, we propose a novel latent concept pooling strategy, that is, McLCP, to solve the multi-classification problem using EEMRs. The basic idea can be Figure 2 , which can be divided into two phase, latent concept codebook learning (the solid lines in Figure 2 ) and soft weighted pooling (the dotted lines in Figure 2 ). The latent concept codebook learning first learns a normal codebook using the frames from the normal EEMRs when there exists no ambiguity in them. Then other codebooks related to abnormal EEMRs with ambiguity are learned from EEMRs with different classes step by step under the learned normal codebook guidance. Soft weighted pooling relies on SRC to reduce the impact of outliers. We will describe them separately.
Latent Concept Codebook Learning: For our training set, according to the formulation, all the frames in the normal EEMRs (Y = 0) are normal, and hence there exists no ambiguity in the normal EEMRs if there is no labeling noise. Therefore, we can first learn a codebook V 0 with all normal prototypes based on X 0 , that is, all atoms v i ∈ V 0 can be seen as normal. The formulation can be written as 
where β is a predefined balance parameter like λ, u 
Soft Weighted Pooling: To make a diagnosis for the whole EEMR, we need to compute the vector representation of EEMR by a pooling function. Differing from the traditional pooling function, such as the averaging function and max function [Yu et al. 2015] , we propose a soft weighting strategy based on the SRC of Equation (7), which reflects the reconstruction ability for x m .
A smaller SRC means that the reconstructed frame can be well approximated by a linear combination of the atoms in the codebook; otherwise, a larger SRC can be seen that the reconstructed frame departs from the learned codewords and maybe an outlier. In order to reduce the influence of outliers, we design the pooling function as
where
where SRC ij is the SRC of u * ij and Z(X i ) is the final coding feature of X i . Compared with traditional pooling functions, our new pooling method penalizes the impact of large outliers and assigns more weights to the frames, similarly to the atoms of the learned codebook.
IMPLEMENTATION

Label Mining
In our implementation, we need to mine the label information for each EEMR from the corresponding text record. As in Wang et al. [2016] , we first set the keywords corresponding to various specific lesions, such as Gastric Cancer and Esophageal Cancer. Then we match the keywords with the corresponding text record based on a textmatching algorithm, that is, Knuth-Morris-Pratt [Baker and Prasanna 2005] . If the text record does not match any of the keywords, then the corresponding label of the EEMR is annotated as normal; otherwise, the label of the EEMR is annotated as the lesion related to the matched keyword.
Feature Extraction
To better represent the complex endoscopy video frames, we extract color and texture features, while the color and texture of tissue in the human body are important properties that provide very useful information for making medical diagnoses, and there are many computer-aided diagnosis systems that employ color and texture features for image representation, such as those by Li and Meng [2009] , Riaz et al. [2015] , Bashar et al. [2008] , and Codella et al. [2014] . For the color feature, we extract RGB histograms as descriptors; for the texture feature, we extract the LBP (Local Binary Pattern) [Satpathy et al. 2014; He et al. 2015] and PHOG (Pyramid Histogram of Oriented Gradients) [Dalal and Triggs 2005] histograms as descriptors. The radius, number of sample points, and histogram bins of pattern arrangement of LBP are 1, 8, and 256, respectively. The angle and number of pyramid levels of PHOG are 360 and 2, respectively. For each single histogram, it is divided into eight bins. Similarly to PHOG, we also adopt the same pyramid structure for RGB and LBP histograms. As a result, we extract an 840-D ((1 + 4 + 16) × (3 + 1 + 1) × 8) feature vector for video frame representation. PCA (Principal Component Analysis) processing is necessary to reduce computational complexity and filter out noise. Here, dimension reduction is conducted from 840-D to 100-D, which explains at least 80% of the variance.
Codebook Optimization
We need to optimize Equation (4) and Equation (5), respectively, to obtain the final codebook. For Equation (4), the optimization problem is non-convex, but it becomes convex with U 0 or V 0 fixed. So we solve it iteratively by alternately optimizing over V 0 or U 0 while fixing the other one. Fixing V 0 , Equation (4) can be transformed as 
which can be effectively solved by the Lagrange dual as used in Scholkopf et al. [2007] and Yang et al. [2009] . For Equation (5), the optimization is similar to Equation (4). But due to the mutual exclusion constraint, we split the original problem into two separate issues when 
Equation (12) and Equation (13) 
Given V 0 , Equation (14) can be optimized using a method similar to Equation (11). The whole algorithm is presented in Algorithm 1.
EXPERIMENTS
In our experiments, we evaluate our method by comparing it with five state-of-the-art methods on our new collected EEMR dataset. The five methods are as follows:
1. BOW: summarizing in a vectorial statistic the occurrence of codewords. 2. Max Pooling: only preserving the maximum response of features. 3. Fisher Vector [Perronnin et al. 2010] : estimating the distribution of features with GMM, consisting of the weights, the means, and the covariance matrix of multiple Gaussian distributions. 4. VLAD [Jegou et al. 2012] : accumulating the differences between each descriptor and its assigned codeword. 5. ScSPM [Yang et al. 2009 ]: using linear kernel on spatial-pyramid pooling of sparse codes.
For BOW, Max Pooling, and VLAD [Jegou et al. 2012 ], we use k-means to generate the codebook. Fisher Vector [Perronnin et al. 2010] and VLAD [Jegou et al. 2012 ] are implemented using the VLFeat open source library.
1 The number of k-means clusters, the components of GMM, and the number of codewords are all the same and are related to the number of classes (C + 1). Specifically, the values of them are set as (C + 1) × 50 in our experiments. In addition, we set λ = 0.15, β = 1 and the number of iterations T = 50. In order to achieve the final classification, we adopt the Random Forest (RF) 2 as the classifier, which can effectively solve the multi-classification problem.
Of the dataset, 30% is randomly selected as the testing set and the remaining 70% is treated as the training set. The averaged results over 10 runs of 10-fold crossvalidations are summarized. 
Initialize V c 0 using the cluster centers of X c , and t = 0.
12:
Calculate U 0 (t+1) by optimizing Equation (12) given V 0 T .
14:
Calculate U c (t+1) by optimizing Equation (13) given V Set t ← t + 1.
24:
until t = T
25:
return V c T 26: end for
Dataset
In this article, we mainly focus on the computer-aided endoscopy diagnosis for tumours and collect the corresponding data by cooperating with the Chinese PLA General Hospital. Finally, we collected a total of 1,889 EEMRs that contain more than 59K frames. We set the keywords as "Normal," "Gastric Cancer," and "Esophageal Cancer" and successful mine labels for 348 of all EEMRs. One hundred seventy-two of them are normal, 83 of them are with gastric cancer, and the remaining 93 are with esophageal cancer.
The detail information about the dataset is shown in Table I .
Comparison of Two Classes
We first compare our method with the state-of-the-art methods using two classes, that is, only taking into consideration the normal case and the case with a special lesion, such as Gastric Cancer or Esophageal Cancer. Therefore, we arrange two experiments, one using normal samples and gastric cancer samples and the other one using normal samples and esophageal cancer samples. For two cases, we only need to learn the normal codebook once and directly apply it to the other case, which reduces the computation complexity and improves the flexibility of the computer-aided endoscopy diagnosis system. The statistic AUC (Area Under receiver operating characteristic Curve) results are shown in Table II and Table III , respectively. For case one, our method outperforms other state-of-the-art systems by more than 3%, and for case two, ours outperforms other state-of-the-art systems by more than 2%. Figure 3 denotes the ROC (Receiver Operating Characteristic) curves corresponding to Table II and Table III , respectively.
Comparison of Multi-Classes
In this section, we apply our model to the multi-classification problem. We use the whole dataset to evaluate the performance of our model and take the average accuracy as the evaluation metric. The results are shown in Table IV . As shown, our method outperforms other state-of-the-art methods by more than 8% in the mean average accuracy (last column of Table IV) . For normal samples, all methods obtain a similar performance when the normal information can be relatively easy to be distinguished. However, for the abnormal (gastric cancer and esophageal cancer) samples, other state-of-the-art methods cannot obtain satisfactory results. Especially for gastric cancer samples, many of them are wrong classified as esophageal cancer, which can be seen from the confuse matrices shown in Figure 4 . This is mainly because gastric cancer and esophageal cancer contain similar phases and symptoms, and other state-of-the-art methods do not take into consideration the latent label information, so they do not effectively capture the discriminative information. Based on our latent concept codebook, our method outperforms other state-of-the-art methods by a large margin (more than 15%). In other words, our method can not only effectively detect various abnormalities but also accurately distinguish which abnormality it belongs to. 
Evaluation of Latent Concept Codebook
In order to validate the effectiveness of our latent concept codebook, two experiments are designed for comparison. The first one is that we use the I800 dataset proposed in Cong et al. [2015] to compare our method with the traditional supervised framework. The I800 dataset [Cong et al. 2015 ] is annotated with pixel-level ground truth. It includes 389 lesion images and 400 normal images. For the traditional supervised framework, we adopt SVM (Support Vector Machine) [He et al. 2016] as the classifier when it has been widely applied to image classification [Akata et al. 2014; Pasolli et al. 2014; Mozafari and Jamzad 2016] . We also choose Simple Linear Iterative Clustering method [Achanta et al. 2012 ] to segment each image into superpixels and label them using the annotated ground truth as the training set for SVM. For our method, we also segment the image into superpixels but only supply the whole image label, that is, if at least one superpixel is abnormal, the corresponding image is abnormal; otherwise, all the superpixels from the normal images are normal, which is similar to our dataset used in this article. Then we learn two latent concept codebooks based on Algorithm 1 (corresponding to normal and abnormity) and classify each superpixel based on which latent concept codebook can obtain the minimum SRC. Figure 5 denotes the ROC curves using SVM and our method, and it can be seen that our method is only slightly worse than the supervised framework. This is true even if using ambiguity training dataour learned latent concept codebook can still effectively grab the label information. The samples of detected superpixels are shown in Figure 6 , where the detected suspected lesion superpixels are masked by red. Moreover, we use the same step strategy to select codewords for other state-of-the-art methods as ours; namely, for EEMRs with label c, we use all frames in them to generate a codebook and then combine all codebooks from each class as the last codebook. We still use the dataset presented in Table I for comparison, but we do not classify the lesion and just distinguish between lesion and normal cases. The experimental result is shown in Figure 7 . We can see that our model still outperforms other state-of-theart methods due to our latent concept strategy, which can mine more discriminative information related to latent classes.
Deep Feature vs. Hand-Crafted Feature
In this section, we also use the deep learning-based feature maps to represent images instead of hand-crafted features (RGB histograms, LBP, and PHOG). The dataset presented in Table I is adopted for comparison. We do not classify the lesion and just distinguish between lesion and normal cases. For deep features, we extract the 4096-D fc7 features from AlexNet [Krizhevsky et al. 2012 ] pre-trained on ImageNet and then use PCA processing to reduce the dimension from 4096-D to 100-D. Figure 8 shows the experimental results. It can be seen that deep features can effectively improve the performance of all methods, although we do not fine-tune the Caffe model for our task.
CONCLUSION
In this article, we design a novel multi-classification computer-aided endoscopy diagnosis system, which makes full use of EEMRs directly. On the one hand, such a design makes the collection of a large dataset possible; on the other hand, such design releases clinicians from the hard work to annotate training data. In order to better deal with the complex endoscopy video frames, we learn a latent concept codebook from EEMRs with ambiguity step by step and design a new soft weighted pooling strategy to deal with the outliers. For new unseen classes, our model can be easily extended to make classification for them without discarding the existing model. Generally speaking, our proposed computer-aided diagnosis system is more practical and more in line with the needs of clinicians and the outstanding performance of our model has been validated from the experimental results.
