The ability of the cone visual system to regulate its sensitivity from twilight to bright sunlight is an extraordinary feat of biology. Here, we investigate the changes in visual processing that accompany cone light adaptation over a 5 log 10 unit intensity range by combining measures of temporal sensitivity made in one eye with measures of the temporal delay between the two eyes in different states of adaptation. This combination of techniques, which provides more complete information than has been available before, leads to a simple model of steady-state light adaptation. At high light levels, visual sensitivity is maintained mainly by photopigment bleaching. At low-to-moderate light levels, it is maintained by trading unwanted sensitivity for speed and by an additional process that paradoxically increases the overall sensitivity as the light level rises. Each stage of the model can be linked to molecular mechanisms within the photoreceptor: The speeding up can be linked to faster rates of decay of activated molecules; the paradoxical sensitivity increases can be linked to faster rates of molecular resynthesis and to changes in channel sensitivity; and the sensitivity decreases can be linked to bleaching. Together, these mechanisms act to maintain the cone visual system in an optimal operating range and to protect it from overload.
Introduction
Despite the limitations imposed by the individual neurons in the visual pathway, many of which have dynamic ranges of no more than circa 10 2 from the level of noise to their response ceiling (e.g., Barlow & Levick, 1976; Shapley & Enroth-Cugell, 1984) , the human visual system is able to operate over a 910 11 range of environmental light levels. It does this in part by depending on a more sensitive rod-driven scotopic subsystem at low levels and on a less sensitive cone-driven photopic subsystem at high levels (Parinaud, 1881; Schultze, 1866; von Kries, 1894 von Kries, , 1896 . Within each subsystem, mechanisms of adaptation act to maintain the system within an optimal operating range as the illumination level is increased. In this article, we investigate the mechanisms of photopic light adaptation.
A fundamental characteristic of human cone light adaptation is that the visual response speeds up as the light level increases, so that under bright conditions, observers become relatively more sensitive to flicker at higher temporal frequencies. Such changes are typically investigated by determining the dependence of temporal modulation sensitivity on temporal (flicker) frequency at different light levels (e.g., De Lange, 1958; Green, 1968; Kelly, 1961b Kelly, , 1974 Roufs, 1972a) . Modulation-sensitivity data (or their reciprocal, modulation threshold data), however, provide only a partial picture of the effects of light adaptation. A complete picture requires knowledge of the accompanying reductions in visual delay (e.g., Cavonius & Estévez, 1980; Lit, 1949; Pulfrich, 1922; Rock & Fox, 1949; Wilson & Anstis, 1969) . Here, we combine measures of phase delay and sensitivity obtained over an extensive range of adaptation levels.
Modulation sensitivities can be measured directly. Perceptual delays, however, must be measured relative to the response of a second process, the adaptive state of which can be independently controlled. Although hard to achieve monocularly, such control can be easily achieved binocularly by presenting lights of different intensity to the two eyes. Intraocular delays can then be measured using a binocular flicker-cancellation technique, which relies on the well-established observation that binocular flicker is phase dependent and that different phases of flicker in the two eyes can destructively interfere (e.g., Baker, 1952a Baker, , 1952b Baker, , 1952c Baker, , 1952d Baker & Bott, 1951; Cavonius, 1979; Cavonius & Estévez, 1980; Ireland, 1950; Perrin, 1954; Sherrington, 1906; Thomas, 1954 Thomas, , 1955 Thomas, , 1956 .
For adaptation to protect the photopic visual system from overload as the light level increases, the primary mechanisms of sensitivity regulation must be early in the visual pathways, most likely in the human cone photoreceptors themselves (see below, and Boynton & Whitten, 1970; Burkhardt, 1994; Valeton & van Norren, 1983) . And, indeed, we find that it is possible to relate our results not only to models based on photoreceptor recordings (e.g., Baylor, Hodgkin, & Lamb, 1974; Fuortes & Hodgkin, 1964; Penn & Hagins, 1972) but also to specific molecular mechanisms operating in the phototransduction cascade (e.g., Pugh, Nikonov, & Lamb, 1999) .
Phototransduction and the molecular mechanisms of light adaptation
The phototransduction cascade and the molecular mechanisms of sensitivity regulation are covered in several excellent reviews (see Arshavsky, Lamb, & Pugh, 2002; Burns & Baylor, 2001; Fain, Matthews, Cornwall, & Koutalos, 2001; Perlman & Normann, 1998; Pugh & Lamb, 2000; Pugh et al., 1999) . Briefly, the absorption of a photon initiates vision by isomerizing the chromophore molecule, 11-cis-retinal, to its all-trans form, which rapidly causes a conformational change of the G-protein-coupled receptorprotein cone opsin (R) into the activated photoproduct R* (or metarhodopsin II). R* in turn activates the heterotrimeric G-protein transducin trimer (G!-GDP-G"+) by catalyzing the exchange of GDP for GTP, which initiates the separation of the activated !-transducin (G!* or G!-GTP) from the trimer. G!* then activates the effector molecule, phosphodiesterase enzyme (PDE6*), which reduces the cytoplasmic concentration of cGMP by catalyzing its hydrolysis into GMP. The reduction in cGMP concentration results in the closure of the cyclic-nucleotide-gated (CNG) channels in the plasma membrane, which block the inward flow of Na + and Ca 2+ ions, precipitating membrane hyperpolarization and the initialization of the neural response.
Psychophysical models and molecular mechanisms
When interpreting psychophysical data at the molecular level, it is convenient to categorize the molecular mechanisms according to their likely effects on modulation-sensitivity and phase-delay measurements. One category (Category A) is composed of mechanisms that are likely to speed up the visual response and shorten the visual integration time and, thus, alter sensitivity in a way that depends upon temporal frequency. Potential mechanisms are: (i) the increase in the rate of cGMP hydrolysis mediated by the light-induced rise in the concentration of PDE6* (Hodgkin & Nunn, 1988; Nikonov, Engheta, & Pugh, 1998) and (ii) the decrease in the lifetime of R* mediated by rhodopsin kinase (RK; Fain, Lamb, Matthews, & Murphy, 1989; Gray-Keller & Detwiler, 1996; Matthews, 1996 Matthews, , 1997 Murnick & Lamb, 1996; Torre, Matthews, & Lamb, 1986; Whitlock & Lamb, 1999) . A second category (Category B) comprises mechanisms that are likely to reduce overall sensitivity independently of temporal frequency and are likely to have little effect on phase delay. Potential mechanisms are: (i) pigment bleaching (e.g., Boynton & Whitten, 1970; Burkhardt, 1994; Hecht, 1937) and (ii) response compression caused by the availability of fewer CNG channels as the light level increases Dowling & Ripps, 1970; Matthews, Murphy, Fain, & Lamb, 1988) . Lastly, a third category (Category C) contains mechanisms that are likely to increase overall sensitivity in a way that does not depend on temporal frequency and probably have little effect on phase delay. Potential mechanisms are: (i) the increase in the rate of cGMP synthesis mediated by guanylyl cyclase (Hodgkin & Nunn, 1988; Koutalos, Nakatani, Tamura, & Yau, 1995; Koutalos & Yau, 1996; Polans, Baehr, & Palczewski, 1996; Pugh, Duda, Sitaramayya, & Sharma, 1997; Tamura, Nakatani, & Yau, 1991) and (ii) the decrease in K 1/2 (the half-activation concentration) for cGMP opening the CNG channels, which has the effect of making more channels available (Bauer, 1996; Chen et al., 1994; Grunwald, Yu, Yu, & Yau, 1998; Hsu & Molday, 1993 , 1994 Rebrik & Korenbrot, 1998; Weitz et al., 1998) .
Several psychophysical models incorporate mechanisms of Type A that shorten the integration time and/or Type B that attenuate or desensitize the visual response (see the Discussion section, and for reviews, see Graham & Hood, 1992; Hood, 1998; Hood & Finkelstein, 1986; MacLeod, 1978; Shapley & Enroth-Cugell, 1984) . Attenuation or desensitization of Type B is also known as von Kries adaptation (von Kries, 1902) , or multiplicative scaling, and has been likened to putting on dark glasses (MacLeod, 1978) because all lights and temporal frequencies are equally attenuated. No models, until now, however, have incorporated mechanisms of Type C, which amplify or sensitize the response, because these are counter to the conventional belief that as light level increases, sensitivity must decrease.
The question of how our eyes are able to respond to light over the enormous range of illumination encountered in the environment, while simultaneously optimizing discrimination in space and time, has fascinated scientists for almost a quarter of a millennium (Bouguer, 1760; Fechner, 1860) . Here, we address this question by measuring temporal modulation thresholds and temporal phase delays in two observers over more than 5 log 10 units of intensity. On the basis of our new results, we propose a simple model of steady-state adaptation with two intensity-dependent parameters that can be plausibly linked to the underlying molecular mechanisms.
Methods Subjects
Two male subjects, M.L. and M.M., served as observers in these experiments. Both were protanopic when tested with a standard Nagel Type I anomaloscope (i.e., they could match spectral lights in the red-green range by adjusting only the relative intensities of the lights). The molecular genetics reveal that M.L. has two genes in the opsin gene array on his X chromosome that produce photopigments with essentially identical spectral sensitivities (e.g., Merbs & Nathans, 1992; Sharpe et al., 1998) . M.M. is known to have more than one gene in the array (Nathans, personal communication), but we do not know his exact genotype. According to Carroll, Neitz, Hofer, Neitz, and Williams (2004) , who have also used M.M. as a subject: BMM is an example in which the L-pigment gene has been replaced by a gene encoding an M pigment, both the first and second gene in his array encode M pigments.[ Apparatus A five-channel binocular Maxwellian-view optical system was used to project the stimuli directly on the observer's retinae. All five channels originated from a 900-W xenon arc lamp, run at constant current, which enabled the production of very intense stimuli. Three of the channels had their beams focused in the observer's left pupil, and two were focused in his right pupil. The images of the arc in the observer's pupils were less than 2 mm in diameter. Because these images were smaller than the smallest natural pupil, the effective light levels were unaffected by one of the other mechanisms of light adaptation, namely, pupillary constriction and dilation. Test and field wavelengths were selected by the use of 3-cavity, blocked interference filters with half-maximum bandwidths of between 7 and 11 nm (Ealing or Oriel). The channels seen by the eyes were optically isolated from each other.
A variable, circular neutral density wedge (Rolyn Optics), mounted on a computer-controlled stepping motor, was positioned in each channel to control radiance. Fixed neutral density filters (Inconel) could also be placed in the beams as required. Circular field stops were used to define the sizes of the test and adapting fields.
Three optical channels contained fast liquid crystal light valves (Displaytech, LC050CP). Sinusoidal temporal waveforms were produced by pulse width modulating the light valves around a carrier frequency of 400 Hz (which is too fast to be perceptually resolved, so that subjects saw only the sinusoidal intensity variation produced by the pulse-width modulation). The contrast of the shutters measured in situ was better than 300:1 at wavelengths longer than 500 nm. Each shutter had rise and fall times of less than 50 2s and could produce sinusoidal modulations from 0% to 92%. Each was driven by computer-controlled programmable timers.
Calibration
The radiant fluxes of the test and adapting fields were measured daily at the plane of the observer's entrance pupil with a radiometer (Graseby Electronics), which had been cross-calibrated with comparable devices traceable to U.S. and German national standards. Interference filters were spectrally calibrated in situ with a spectroradiometer (Gamma Scientific).
Experimental conditions

Modulation threshold measurements
Modulation thresholds were measured monocularly at each of the luminance levels noted in the left column of Figure 1 . A 4-diameter, 610-nm target was superimposed in the center of a larger, 9-diameter, 540-nm background and presented only to the left eye. This combination of target and background wavelengths and luminances was chosen to eliminate flicker detection by the S-cones and to saturate the rods. The ratio of the time-averaged radiance of the smaller disc to the radiance of the larger disc was fixed: The larger background was always six times more intense for the M-cones than the target. Thus, the maximum possible M-cone modulation under all conditions was 13%. Modulation was adjusted by varying the modulation of the 610-nm target. The 540-nm background remained steady. The luminances noted in Figure 1 and below are the time-averaged luminances of the combined target and background.
At the three lowest background luminances (which are below rod saturating levels), no differences were found between measurements made during the cone plateau following a 99% rod bleach and those made after complete dark adaptation, which indicates that rods play no role in these experiments. The 9-diameter, 500-nm rod bleaching light was produced by the fifth optical channel.
Phase lag measurements
In these binocular experiments, the target and field stimuli seen by the left eye were identical to those used to measure modulation thresholds (see Figure 1 ): A 4-diameter, 610-nm target was superimposed in the center of a larger, 9-diameter, 540-nm background, and their levels were again set so that the 540-nm background was six times more intense for the M-cones than was the 610-nm target. The stimuli seen by the right eye were essentially the same: A 4-diameter, 609-nm target was superimposed in the center of a 9-diameter, 545-nm background. Their levels were also set so that the background was six times more intense for the M-cones than was the target. For protanopes, the slight differences in wavelength, which arose because different interference filters were used in different channels, are trivial. The maximum M-cone modulation under all conditions was 13% for both left and right eye stimuli.
Once again, a 9-diameter, 500-nm rod bleaching light was used to check that rods were not contributing to flicker detection at the lowest target radiances used in the left eye.
Experimental procedures
Subjects interacted with the computer-controlled Maxwellian-view optical system by means of an eightbutton keypad and received instructions and information from the computer by means of tones and a voice synthesizer. The observers light adapted to the target and background fields for at least 3 min prior to any data collection. Temporal frequencies used were multiples of 2.5 Hz.
Modulation threshold measurements
Modulation thresholds were measured by the method of adjustment. Modulation, which is defined as (I max j I min )/ (I max + I min ), is given in terms of M-cone excitation.
Relative cone excitations were calculated using the Stockman and Sharpe (2000) cone spectral sensitivities. An alternative way of specifying threshold is in terms of the flicker amplitude, which is simply the difference between I max and I min . Amplitudes are given in units of log trolands.
To determine modulation threshold, the subject was presented with the flickering stimulus and asked to adjust its modulation until the flicker appeared just at threshold. On a single run, three threshold settings were made at each temporal frequency. The data are averaged from five (M.L.) or three (M.M.) separate runs.
Phase lag measurements
Phase lags were measured using an extension of flicker photometry, in which the subject was instructed to vary the relative phase as well as the modulation of the two binocularly fused targets to abolish or minimize the subjective flicker. By pressing keys, the subject could advance or retard the phase in large or small steps or flip the phase by 180-. If the region of the null covered an extended range of phase delays, which was usually the case if one of the two signals was weak, subjects were instructed to set the middle of the range.
Three phase settings were made at each temporal frequency in a single experimental run. At least five (M.L.) or three (M.M.) separate experimental runs were carried out for each condition.
The principle behind using phase adjustments to measure relative perceptual delays is illustrated in Figure 2 and described in the figure legend.
Results
Simplified human model
To simplify the data and their interpretation, we confined the detection of our stimuli to the middlewavelength sensitive (M-) cones by the use of experimental conditions that eliminated any short-wavelength sensitive (S-) cone contribution and by the use of two color-deficient observers, known as Bprotanopes,[ who lack long-wavelength sensitive (L-) cones. Had we used color normals, our results would have reflected the separate adaptation of the L-and M-cones and their pathways and would have been complicated by the sometimes substantial phase differences that can arise between flicker signals generated by the L-and M-cone photoreceptors (e.g., Smith, Lee, Pokorny, Martin, & Valberg, 1992; Stockman & Plummer, 2005a , 2005b Stockman, Plummer, & Montag, 2005; Stromeyer et al., 2000) . Only the left eye stimuli were used for the modulation threshold measurements. Both the left and the right eye stimuli were used for the phase-delay measurements. The levels are given in log photopic trolands and are for the combined target and background; those in italics were presented only to the primary observer M.L. . Except at the lowest levels (see also Figure 4 ), the curves are bandpass in shape (i.e., they peak in sensitivity at an intermediate frequency). Although there are some differences between the overall shapes of the curves for M.M. and M.L., the changes in sensitivity between different levels of adaptationV which are what we actually modelVare very similar (see Figure 6 , upper panels). We speculate that the shape differences occur because M.M. has access to a residual low-frequency chromatic signal, arising from slight spectral sensitivity differences in his two expressed Xlinked photopigments.
M-cone modulation thresholds
The data for both subjects can be usefully separated into two regions. In the first region, below 4.16 log td (denoted by the open symbols), high-frequency sensitivity increases with intensity more than low-frequency sensitivity, so that the functions become broader and extend to higher frequencies. In the second region, above 4.16 log td (denoted by the filled symbols), the shapes of the curves stay roughly constant. If the modulation thresholds are constant, Weber's law ($I/I = k) holds, and the proportional sensitivity to superimposed lights is maintained as the luminance level is changed. This occurs mainly at low frequencies and at high intensities.
Another helpful way of visualizing the modulation threshold data is to plot the logarithm of the threshold amplitudes (I max j I min ) as a function of frequency, as shown in Figure Thus, any adaptation-dependent phase delays should be the same so that opposite phase signals at the input will remain in opposite phase until they destructively interfere at the output, producing a flicker null (rightmost panel). In the middle and bottom panels, the left eye is more light adapted than the right eye, with the result that the left eye signal is phase advanced by $E relative to the right eye signal ($E equals 90-or 1/4 cycle in this example). Now, opposite phase signals at the input (middle panels) no longer null each other at the output. To restore the null (bottom panels), the signal seen by the left eye must be phase delayed by $E to compensate for the internal phase advance. The required adjustment provides an estimate of the interocular delay. levels between which the change in background has no effect on the amplitude required for detection (i.e., when $I = k). Given some extrapolation to frequencies above the measurable range, such behavior, which is known as Bhigh-frequency linearity,[ is found to occur between 0.42 and 2.79 log td for M.L. and to occur between 1.05 and 3.39 log td for M.M. Comparable data have been reported before (e.g., De Lange, 1958; Kelly, 1972; Roufs, 1972a) .
The term Bhigh-frequency linearity[ was first used by Kelly (1961b) to describe his and De Lange's (1958) temporal modulation-sensitivity data, which indicated that the amplitude sensitivity for high temporal frequencies was roughly independent of the mean luminance level over a sizable range of luminances and frequencies. Kelly interpreted this independence as evidence that the visual system was behaving linearly under these conditions (i.e., it has a linear input-output function for highfrequency flicker, which is unaffected by adaptation). Such high-frequency linearity is also suggested, at least near threshold, by obedience to the Talbot-Plateau law, the well-known observation that lights flickering faster than the temporal acuity limit appear identical to lights of the same time-averaged radiance (Plateau, 1835; Talbot, 1834) , and by the finding that the detection of complex high-frequency waveforms depends only on the first harmonic component (e.g., De Lange, 1954; Kelly, 1961a Kelly, , 1964 . High-frequency linearity implies that the flicker signal at higher frequencies is largely unaffected by adaptation. It therefore puts severe constraints on any model of adaptation because it rules out frequencyindependent sensitivity scaling, as would result from the molecular mechanisms in Categories B and C. However, other interpretations of Bhigh-frequency linearity[ allow for adaptational nonlinearities. Hood (1992, p. 1382) , for example, allow changes in integration time and changes in overall gain to combine to keep the highfrequency thresholds constant with adaptation. Whether or not the high-frequency flicker signal is modified by adaptation can be better addressed by combining the usual amplitude measurements with phase measurements because the phase data can disambiguate changes in integration time, which typically affect phase, from changes in overall gain, which do not. Although the amplitude data in Figure 4 appear to be consistent with high-frequency linearity, the phase data suggest that linearity fails (see below).
M-cone phase lags
Phase lags were measured using an extension of flicker photometry, in which the subject varied the relative phase as well as the modulation of two binocularly fused targets to abolish or minimize the subjective flicker (see the Methods section for details). Figure 5 shows the relative phase delays in degrees between M-cone flicker presented to the left and right eyes of M.L. (upper panel) and M.M. (lower panel). For each subject, the luminance level in the right eye was fixed at 4.16 log td, whereas that in the left was varied (see key). A phase delay of 0-implies that the phase delays in the left and right eyes are the same (or a factor of 360-different). Overall, the phase delays for M.M. and M.L. are very similar. In general, increasing the adaptation level in the left eye advances the flicker signal, whereas decreasing the adaptation level delays it. For both subjects, the responses in the left eye are delayed at levels below 4.16 log td because the eye is less light adapted than the right eye, whereas they are slightly advanced above 4.16 log td because the left eye is more light adapted.
The phase delays extend to only about 20 Hz, although the flicker itself can be seen up to 40 Hz. Above 20 Hz, the effects of binocular flicker cancellation are too small to enable phase settings to be made. Presumably, this limit is due, in part, to filtering before the site of binocular cancellation. In contrast, cancellation between different cone signals in the same eye is possible up to and sometimes well beyond the temporal acuity limit (e.g., Stockman, MacLeod, & Lebrun, 1993) .
Like the sensitivity data, the phase data for both subjects can also be usefully separated into two regions. In the first region, below about 4.16 log td, the phase delays decrease as the adaptation level increases. In the second, at levels above 4.16 log td, the changes in phase delay are small. Control experiments carried out on M.L. using a 2.20 log td standard in the right eye rather than 4.16 log td confirm that this transition is independent of the standard used, as would be expected from the modulation-sensitivity changes.
Comparisons between Figures 4 and 5 show that large frequency-dependent changes in the shape of the amplitude (or modulation) sensitivity functions between levels are generally accompanied by large frequency-dependent changes in phase delay (open symbols). In contrast, frequency-independent changes (i.e., vertical shifts in the threshold amplitude functions with little or no changes in shape) are accompanied by little or no change in phase delay (closed symbols).
If adaptation does not modify the high-frequency flicker signal (in accordance with high-frequency linearity), then the convergence of the threshold amplitude data seen in Figure 4 should be accompanied by the changes in phase delay between levels falling back toward (and eventually reaching) zero. There is, however, no clear evidence for such a fallback in the phase-delay data with increasing frequency seen in Figure 5 . This is partly because the phase data are limited to frequencies below 20 Hz, but it also suggests a failure of high-frequency linearity (see below).
Our phase-delay results are inconsistent with interocular phase measurements by Cavonius and Estévez (1980) , who found that changes in luminance resulted in changes in phase delay of 48-per log unit that were independent of frequency (so that curves analogous to those in our Figure 5 would all be parallel). We suspect that their results, particularly those obtained at low frequencies, reflect the distortion of suprathreshold sinusoidal flicker producing unwanted signal components at higher frequencies. Unfortunately, however, very few methodological details were provided in their article. Intriguingly, though, some years later, Cavonius, Estévez, and van der Tweel (1992) reported that their counterphase dichoptic flicker produced visible second harmonic flicker.
Light adaptation models
Having both phase-delay and amplitude data allows us to better constrain and test models of human light adaptation than has been previously possible because any candidate model must simultaneously describe both types of data. Our goal, however, was not to find a complex, multiparameter, best fitting model but to find a simple, mainly qualitative model of adaptation that requires one or two intensity-dependent parameters. In light of the clear differences between the data measured in the regions above and below 4.16 log td, we treated data from those two regions separately. Below circa 4.16 log photopic td, the amplitude and phase-delay data for both subjects show frequencydependent changes, which are broadly consistent with a speeding up of the visual response and a shortening of the visual integration time. Above 4.16 log photopic td, adaptational changes are consistent with multiplicative scaling of the amplitude thresholds, as would be produced by bleaching. (In this region, the estimated time constants are in any case too short for adaptational changes to have a significant effect on the shapes of the amplitude and phase data in the visible range of frequencies.)
Adaptation below bleaching levels
For data obtained below circa 4.16 log photopic td, we first took the well-known and by now classic approach of modeling frequency-dependent changes in amplitude and phase by shortening the time constants (C) of one or more (n) cascaded leaky integrating stages (or buffered RC circuits), which we also refer to as filters (see Watson, 1986) . This approach (see the Discussion section), which was first proposed long before the details of the phototransduction cascade were understood, is still relevant in the context of cascade processes because leaky integrators are comparable to first-order biochemical reactions. In the filter, the response to a pulse decays exponentially with time, whereas in the reaction, the concentration of the reactant decays exponentially with time. The formula for the amplitude response, A( f ), of n cascaded leaky integrators is
and the formula for the phase response, P( f ), is
where f is the frequency in cycles per second (hertz) and C is the time constant in seconds. There are two important properties of the cascade, which can be inferred from consideration of Equations 1 and 2. First, when the frequency f is high relative to 1/(2:C) (the so-called cutoff or corner frequency of a low-pass filter in hertz), the amplitude and phase are effectively independent of changes in the time constant, because in the case of A( f ), A( f ) , (2: f ) jn , and then in the case of P( f ), P( f ) = n Â 90-. Thus, a cascade can obey Bhigh-frequency linearity.[ Second, when the frequency is low, the loss of sensitivity is proportional to the shortening of the time constant raised to the power of the number of integrators. Thus, a cascade that obeys high-frequency linearity can also, in principle, obey Weber's law, given the appropriate intensity-dependent changes in C.
Our phase-delay measurements are, of course, relative data. We have no direct knowledge of the absolute phase delays of the visual system under these conditions. We therefore restrict our modeling to account for the changes in phase delay and the changes in log threshold amplitude between the six successive levels from 1.60 to 4.16 log td, which are shown in Figure 6 for M.L. (left panels) and M.M. (right panels).
In optimizing the two model parameters n (which we assume is independent of intensity) and C (which is intensity dependent), the time constants of each of the n filters were varied together, thus altering the threshold amplitudes according to Equation 1 and the phase delays according to Equation 2. Allowing the time constants of each filter to vary independently yielded extra parameters but did not significantly improve the predictions of the model. We therefore yoked the time constants together, but we recognize that, in reality, the time constants of different stages are unlikely to be identical. The phase and amplitude data were weighted so that their influence was approximately equal (otherwise, one or other sets of data would dominate). When n was allowed to take on noninteger values, the best fitting models for both subjects lay between n = 2 and n = 3. We have chosen to show model predictions for n = 3 because n = 3 is also consistent with the subsequent model in which sensitivity scaling is also allowed. We emphasize, however, that n is poorly constrained by the fit because increases in n can be offset by decreases in C and vice versa. The data, however, require that n Q 2 because the phase changes with adaptation are greater than 90-, the maximum change for one filter. The model fits for n = 3 are shown by the dotted-dashed lines, which are color coded in the same way as the symbols. We refer to this as BModel 1: time constant only[ because the only intensity-dependent parameter is C.
As can be seen, Model 1 does a reasonably good job of accounting for the changes in amplitude thresholds with adaptation. Relative to the null model that there is no change in amplitude or phase between levels (i.e., all the values in Figure 6 are zero), the single-parameter model accounts for 99.17% of the variance in threshold amplitude and 90.75% of the variance in phase for M.L. and 96.28% of the threshold amplitude and 87.50% of the phase variance for M.M. Relative to the mean of each data set, the single-parameter model accounts for 94.68% of the threshold amplitude and 77.86% of the phase variance for M.L. and 79.98% of the threshold amplitude and 63.20% of the phase variance for M.M. In general, the model predictions are better for M.L. than for M.M., and the amplitude predictions are better than the phase predictions. Given that this model has just a single intensity-dependent parameter, C, the predictions are, we believe, impressive. Although this single intensitydependent parameter model predicts the data moderately well, there are some discrepancies. We next tried to reduce them by extending the model.
Many modifications to the model of varying complexity are possible. To keep it simple, we chose to add only a single, extra intensity-dependent parameter. A biologically plausible adjustment in terms of the molecular mechanisms described above is to allow a frequencyindependent Bturning up or down[ of the visual response by multiplicatively scaling the amplitude thresholds (i.e., by shifting the logarithmic functions threshold amplitude functions vertically without changing their shape) while leaving the phase delays unaffected (i.e., mechanisms in Categories B and C, above). The two intensity-dependent parameter model fits are shown by the continuous lines in Figure 6 , which are again color coded in the same way as the symbols. We refer to this as BModel 2: time constant and scaling.[ The predictions are clearly better than for Model 1. Relative to the null model that there is no change in amplitude or phase between levels, the two-parameter model accounts for 99.64% of the threshold amplitude and 97.07% of the phase variance for M.L. and 97.55% of the threshold amplitude and 91.18% of the phase variance for M.M. Relative to the mean of each set of data, the twoparameter model accounts for 97.73% of the threshold amplitude and 92.98% of the phase variance for M.L. and 86.85% of the threshold amplitude and 74.03% of the phase variance for M.M. More complex models with more parameters would, of course, further improve the predictions, but when we tried various alternatives, the improvements were small.
The time constants (diamonds) assumed in Model 2, the time-constant-and-scaling model, are shown in the upper panels of Figure dependence of the time constant of each of the three integrating stages on luminance (A, gray diamonds). The time constants are assumed to remain constant above 4.16 log td (dashed line). Middle panels: cumulative logarithmic sensitivity losses assumed to be caused by multiplicative scaling (B + C, open circles), subdivided into the losses calculated to be caused by photopigment depletion (B, filled diamonds) and by other factors (C, filled circles). Lower panels: cumulative logarithmic sensitivity losses at low frequencies due to shortening time constants (A, gray diamonds) and sensitivity scaling (B + C, open circles, replotted from middle panels). The combined low-frequency losses (A + B + C, filled squares) agree with Weber's law (dotted-dashed lines). For the derivation of the parameters at luminances below 4.16 log td, see the Adaptation below bleaching levels section, and for derivation of the parameters at luminances above 4.16 log td, see the Adaptation at bleaching levels section.
both subjects, the constants shorten rapidly between 1.06 and 2.79 log td but then more slowly between 2.79 and 4.16 log td. Above 4.16 log td, they are assumed to be constant (see below). A logarithmic plot of the dependence of the time constant on luminance is shown as the filled diamonds in Figure 9 . The cumulative sensitivity scaling assumed in Model 2 is shown in the middle panel of Figure 7 by the open circles (for details above 4.16 log td, see the next section). Importantly, the scaling improves sensitivity between 1.05 and 2.79 log td for M.L. or between 1.05 and 3.39 log td for M.M. (see Figure 7) . The sensitivity improvements are by factors of more than 8 and 4 for M.L. and M.M., respectively. Again, we emphasize that n is poorly constrained. The predicted time constants for versions of Model 2 with n = 2, 3, and 4 are compared in Figure 9 (see the Discussion section).
Adaptation at bleaching levels
Using standard steady-state bleaching equations, we calculate that levels of 3. 39, 4.16, 4.75, 5.28, and 5 .69 log td bleach approximately 11%, 42%, 74%, 91%, and 96% of the pigment, respectively, assuming a half-bleaching constant (I 0 ) of 4.30 log td and the fraction of unbleached pigment, p = I/(I + I 0 ) (Rushton, 1963 (Rushton, , 1965 . Thus, the effect of bleaching on sensitivity starts to become significant above circa 4.16 log photopic td. Accordingly, we modeled the sensitivity losses between those levels as a multiplicative scaling of the amplitude thresholds (i.e., as vertical shifts of the logarithmic threshold amplitude functions without change of shape), which is consistent with the effects of photopigment depletion. To estimate the logarithmic shifts, we used two related methods, which gave results within 0.01 log 10 unit of each other. Using a least squares fitting criterion, the data from 4.75 to 5.69 log td were shifted to vertically align with the data for 4.16 log td. The aligned data were then either (i) averaged to produce a mean function or (ii) entered into a curve generation program to produce an arbitrary mean template shape. Thereafter, the individual data were vertically shifted to fit either the mean function or the mean template. Carrying out these procedures iteratively did not significantly change the fits. The calculated shifts, plotted cumulatively, are shown as the open circles in the middle panels of Figure 7 (above 4.16 log td).
Discussion
The novel combination of amplitude and phase measurements reported here constrains models of light adaptation better than has been possible with psychophysical data before. Most of the variance can be accounted for by Model 2, which has two intensity-dependent factors: shortening time constants and sensitivity scaling. Figure 8 shows the final form of the model. The first intensitydependent parameter of the model, following the cones on the left of the figure, is the time constant of a cascade of n leaky integrators (A), which, for simplicity, are assumed to shorten together with adaptation (gray diamonds, Figure 7 ) but, in reality, are unlikely to be yoked together. The second intensity-dependent parameter is multiplicative sensitivity scaling (open circles, Figure 7 ), which we have subdivided into sensitivity scaling that reduces sensitivity (B) and sensitivity scaling that increases sensitivity (C). Sensitivity scaling that reduces sensitivity has been further subdivided into photopigment depletion or bleaching (B 1 ), response compression (B 2 ), and other neural factors (B 3 ). We show sensitivity scaling due to response compression as a separate element in the model (B 2 ) for completeness. However, its effects, if any, cannot be distinguished from those of other factors (B 3 ). Each stage of the model can be loosely linked to the molecular processes occurring within the photoreceptor that we categorized in the Introduction section. The shortening time constants of the filters can be linked to (i) the increase in the rate of cGMP hydrolysis mediated by the light-induced rise in the concentration of PDE6* and (ii) the decrease in the lifetime of R* mediated by RK mechanisms (from Category A). The number of filters (n) is poorly constrained by the model fits. Although we chose to use three filters in our model, we could have chosen between two and four filters with proportionally shorter time constants for fewer filters. The trade-off between filters and time constants is discussed in the next section. The remaining components of the model can be linked to (i) pigment bleaching and (ii) response compression (from Category B), which decrease sensitivity, and to (i) the increase in the rate of cGMP synthesis and (ii) the decrease in sensitivity of the CNG channels (from Category C), which increase sensitivity. Given, however, that the model just provides an estimate of the overall scaling, we can only estimate the effects of each of these different underlying mechanisms.
The most straightforward scaling Bmechanism[ is photopigment bleaching, which reduces the number of available photopigment molecules. As noted above, the levels of 4.16, 4.75, 5.28, and 5.69 log td bleach approximately 42%, 74%, 91%, and 96% of the pigment, respectively. The expected cumulative sensitivity losses due to such photopigment depletion are shown by the triangles in the middle panels of Figure 7 . The remaining sensitivity losses, which must be due to other scaling mechanisms (i.e., the differences between the open circles and triangles), are shown by the filled circles. The losses above 4.16 log td in addition to photopigment depletion could be due to bleaching desensitization, the additional loss of sensitivity caused by bleaching photoproducts (see Fain, Matthews, & Cornwall, 1996; Fain et al., 2001; Lamb & Pugh, 2004; Leibrock, Reuter, & Lamb, 1998; Pepperberg, 2003) , to pigment depletion being higher than predicted by standard equations (e.g., Burns & Elsner, 1985 Mahroo & Lamb, 2004; Reeves, Wu, & Schirillo, 1998; Smith, Pokorny, & van Norren, 1983) , or to other factors.
Perhaps the most interesting aspect of the model is that sensitivity scaling causes an increase in sensitivity below 4.16 log td. As can be seen in Figure 7 , this reaches a cumulative gain in sensitivity of circa 0.9 log unit for M.L. (a factor of 8) and circa 0.6 log unit for M.M. (a factor of 4). Although consistent with the molecular models of adaptation, this increase is inconsistent with the conventional psychophysical view of adaptation (see the Relationship to previous models section). We link these effects to (i) the increase in the rate of cGMP synthesis and (ii) the decrease in sensitivity of the CNG channels from Category C. We note that the combined sensitivity gains due to these two molecular factors could be larger than the model predictions because the measured gains could be reduced by losses due to other mechanisms (in Category B).
The last component in the model, which we show separately, is a nonlinearity that gives rise to response compression (B 2 ). We link this to response compression from Category B caused by a reduction in open CNG channels. We speculate that this mechanism may play only a small role in our experiments because they were carried out under steady-state conditions using nearthreshold flickering targets. Response compression would presumably play a much greater role if the illumination changes were large and rapid.
In general, we find no evidence for a change in the numbers of integrators with adaptation. We also find no clear evidence for high-pass filtering stages that change their time constants or weights with adaptationVthe increasingly bandpass nature of the temporal frequency response in our data can be accounted for solely by shortening time constants.
Time constants and the number of filters
It is difficult to determine unequivocally the number of filters (n) and the time constant of each filter (C) because the two parameters interact in the model fits: An increase in one parameter can partially offset a decrease in the other. We can explore the relationship between the two by fitting versions of Model 2, the time-constant-and-scaling model, with different values of n to the amplitude and phase data. It is immediately apparent that, for each set of predictions, the relationship between log(C) and log luminance, which we refer to as log(I), is approximately linear. Least squares linear regression provides the following estimates of the slopes: j0.68, j0.46, and j0.34 for n = 2, 3, and 4, respectively, for M.L. and j0.60, j0.41, and j0.30 for M.M. Thus, the mean slopes across n are j1.37/n for M.L. and j1.21/n for M.M. These slopes provide an approximate general solution for how yoked time constants shorten with light adaptation for different n values.
Were the number of filters and reductions in time constants tuned for Weber's law, the slopes in Figure 9 would be j0.5, j0.33, and j0.25 for n = 2, 3, and 4, respectively, and A(0) ò I j1 (i.e., the amplitude of the steady component at 0 Hz would be inversely proportional to the mean luminance and, therefore, constant). Because Weber's law does hold (see Figure 7) , the increases in sensitivity caused by scaling must therefore approximate to A(0) ò I 0.36 for M.L. and A(0) ò I 0.20 for M.M. to compensate for the losses in excess of Weber's law caused by the shortening time constants. Given that Weber's law holds so precisely, despite differences in time constants between observers, there must presumably be some control system that compensates for the losses in excess of Weber's law and restores it.
Site of adaptation
We have linked our model to molecular mechanisms of adaptation occurring within the photoreceptor. However, psychophysical measurements inevitably involve many more neural stages than just the photoreceptors. Nevertheless, we suspect that for our experimental conditions, postreceptoral mechanisms play only a small role. Granted some evidence has suggested that little adaptation occurs within photoreceptors until close to bleaching levels (e.g., Hood & Birch, 1993; Schnapf, Nunn, Meister, & Baylor, 1990) , but other compelling evidence suggests that significant adaptation occurs at much lower light levels (e.g., Boynton & Whitten, 1970; Burkhardt, 1994; Valeton & van Norren, 1983) . Measures of adaptation in monkey horizontal cells show that light adaptation is well advanced at or before the first synapse in the visual pathway and begins at levels as low as 15 td (Lee, Dacey, Smith, & Pokorny, 1999 , 2003 , which corresponds to the lower end of our range of measurements. Moreover, psychophysically, local adaptation has been demonstrated to occur with the resolution of single cones (Burton, 1973; MacLeod & He, 1993; MacLeod, Williams, & Makous, 1992) . On balance, then, the available evidence supports a receptoral site of cone adaptation.
Reconstructions of the amplitude thresholds and phase delays
Although the fits shown in Figure 6 summarize the model predictions, it is instructive to use them to reconstruct the original data. Such reconstructions are shown in Figure 10 for M.L. and in Figure 11 for M.M. The reconstructions were achieved in three steps. First, Model 2, the time-constant-and-scaling model, was used to adjust each set of phase and amplitude data back to the same level of 2.79 log td (e.g., the 1.60 log td data were adjusted to 2.79 log td using the predicted differences between 1.60 and 2.20 log td and between 2.20 and 2.79 log td; the 2.20 log td data were adjusted to 2.79 log td using the predicted differences between 2.20 and 2.79 log td, etc.). Second, a mean smoothed template was derived for each subject to describe all his amplitude data adjusted to 2.79 log td and then another template was derived to describe all his phase data adjusted to 2.79 log td. The templates were derived using a curve discovery program (TableCurve 2D, Jandel Scientific). They are the smooth functions fitted to the 2.79 log td data in Figures 10 and  11 , the formulae for which are provided in the Appendix. Finally, the model predictions were used to adjust the smoothed templates for 2.79 log td back to each of the intensity levels (e.g., the smoothed 2.79 log td template was adjusted to 1.60 log td using the predicted differences between 1.60 and 2.20 log td and between 2.20 and 2.79 log td, etc.). Above 4.16 log td, only scaling is assumed in the model; thus, in this range, the amplitude template is fixed in shape and vertically shifted. The templates adjusted for each level are shown in Figures 10 and 11 as the continuous lines (we attach no special significance to formulae for the template functions).
The errors in the reconstruction are cumulative; hence, they should worsen as the level is decreased or increased away from 2.79 log td. Nevertheless, despite some discrepancies, the templates describe the data remarkably well over the entire luminance range. One interesting observation is that when both eyes are adapted to the same luminance level of 4.16 log td, the phase delays are not precisely zero. Indeed, our results, particularly those for M.L., show that one eye is effectively more light adapted than the other, although they are both exposed to the same luminance levels. This could be due to interocular differences in preretinal filtering or other factors, but it may suggest that the self-calibration mechanisms in each eye are relatively imprecise.
Features of the model
Weber's law holds at low frequencies As illustrated in the lower panels of Figure 7 , at low frequencies, the sensitivity losses caused by the shortening time constants (A, gray diamonds) combined with the sensitivity gains or losses caused by sensitivity scaling (B + C, open circles) together (A + B + C, filled squares) follow Weber's law (dotted-dashed line). Thus, Weber's law is maintained mainly by shortening time constants at the lowest levels, by the combined effects of the shortening time constants and sensitivity scaling at intermediate levels, and by sensitivity scaling at the highest levels.
Linearity fails at high frequencies
In the data, high-frequency linearity fails. This failure is clear at high adaptation levels, where bleachingVas expectedVcauses substantial frequency-independent sensitivity losses that result in the vertical separation of the amplitude threshold curves (filled symbols and predictions, Figures 10 and 11) . Although less clear, highfrequency linearity also fails at lower levels but now because of frequency-independent sensitivity gains. These failures are much less conspicuous in the amplitude data because the sensitivity gains shift the amplitude threshold curves together so that they still seem to converge in the way required of high-frequency linearity. However, the convergence occurs at temporal frequencies too low to be consistent with the phase-delay data, which should themselves converge to zero (such a convergence is predicted by the model but at higher frequencies than we can measure).
Relationship to previous models
We acknowledge our debt to previous models of light adaptation, many of which incorporated some of the elements used in our model. Most previous models have tended to be specific to the type of data upon which they were based. Typically, those based on human temporal modulation threshold data have been designed to account for the principal features of such data: (1) the increasing sensitivity to higher temporal frequencies, (2) the increasingly bandpass nature of the response, (3) high-frequency linearity, and (4) Weber's law at low frequencies (see, e.g., De Lange, 1958 , 1961 Kelly, 1961b; Matin, 1968;  Roufs, 1972b; Sperling & Sondhi, 1968; Tranchina, Gordon, & Shapley, 1984; Watson, 1986) . Such models, like the one proposed here, include cascades of low-pass, leaky integrators, the time constants of some or all of which shorten with adaptation. In addition, many models incorporate high-pass stages or control the time constants of the low-pass filters with delayed feedback or feedforward to make the response increasingly bandpass with adaptation.
The combined modulation threshold and phase-delay data presented here provide a strong test of previous models based solely on temporal modulation threshold data. First, they suggest that high-frequency linearity fails. Of the human models, only the compromise models of Graham and Hood (1992) , which were partly based on probe-flash data (see below) and thought therefore to be incompatible with temporal modulation threshold data, fail to show high-frequency linearity. Second, our data suggest that the increasingly bandpass nature of the frequency response is accomplished solely by shortening time constants, without the need for adaptational changes in high-pass filtering. Such a feature is found in the model of Kelly (1961b) . Third, our data do not require a change in the number of integrators with adaptation.
Models based on photoreceptor responses to brief flashes of light are also guided by data that, in principle, contain both amplitude and phase information (e.g., Fuortes & Hodgkin, 1964; Penn & Hagins, 1972) . The model proposed here also has features in common with photoreceptor-based models, with the exception of the frequency-independent gains in sensitivity.
A distinct genre of adaptation models are those that account for the changes in sensitivity for a probe flash following an abrupt increase in background luminance (e.g., Geisler, 1978; Hayhoe, Benimoff, & Hood, 1987; Hood, Finkelstein, & Buckingham, 1979) . A characteristic finding, known as the background-onset effect, is that the threshold for a probe coincident with background onset is higher than it is for delayed probes. In general, such models require an instantaneous static nonlinearity, which compresses the large coincident response and spares it from complete saturation, combined with delayed multiplicative scaling and subtractive adaptation (the discounting of the background) that together restore adaptation to its steady-state level. Given the requisite for a nonlinearity, such models have understandably ignored temporal frequency data, with whichVif high-frequency linearity holdsVthey are inconsistent.
Our finding that high-frequency linearity does not hold in temporal frequency data may provide the necessary bridge between the background-onset models and the temporal-frequency-data models and support so-called merged or compromise models (Graham & Hood, 1992; Hood, Graham, von Wiegand, & Chase, 1997; von Wiegand, Hood, & Graham, 1995) that have previously tried to bridge the two classes. Our model, in fact, contains both the multiplicative stage and the nonlinearity found in background-onset models. An adaptation-independent subtractive stage is also implied by the bandpass nature of the underlying temporal frequency response that does not change with adaptation (lowest curves, left panels of Figures 10 and 11) , which selectively attenuates steady signals generated by backgrounds.
A new class of molecular-based models is being developed to account for physiological and ERG data. The recent model of van Hateren (2005) combines lowpass filters, static nonlinearities, and feedback loops with a multiplicity of optimized model parameters to predict primate horizontal cell data (Lee et al., 2003; Smith, Pokorny, Lee, & Dacey, 2001) . Although many features of the horizontal cell data are likely to be visually insignificant at the perceptual level (certainly when compared with steady-state flicker measurements), these new models should be consistent at some level with psychophysical data and models.
Conclusions
As the cone visual system light adapts over 5 log units of intensity, the accompanying changes in amplitude sensitivity and phase delay can be accounted for by a cascade of three leaky integrators, the time constants of which shorten with adaptation, and frequency-independent sensitivity scaling.
