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Abstract—Thanks to digitization of industrial assets in fleets,
the ambitious goal of transferring fault diagnosis models from
one machine to the other has raised great interest. Solving
these domain adaptive transfer learning tasks has the potential
to save large efforts on manually labeling data and modifying
models for new machines in the same fleet. Although data-
driven methods have shown great potential in fault diagnosis
applications, their ability to generalize on new machines and
new working conditions are limited because of their tendency to
overfit to the training set in reality. One promising solution to
this problem is to use domain adaptation techniques. It aims
to improve model performance on the target new machine.
Inspired by its successful implementation in computer vision,
we introduced Domain-Adversarial Neural Networks (DANN) to
our context, along with two other popular methods existing in
previous fault diagnosis research. We then carefully justify the
applicability of these methods in realistic fault diagnosis settings,
and offer a unified experimental protocol for a fair comparison
between domain adaptation methods for fault diagnosis problems.
Index Terms—domain adaptation, fault diagnosis
I. INTRODUCTION
Digitization of industrial assets gives modern maintenance
systems access to larger amount of condition monitoring data
at a lower cost. With the help of increased availability of
these collected data, data-driven fault diagnosis methods have
shown great potential in extracting system health information
from complex data of varied nature. In recent years, building
on the success of data-driven methods, the ambitious goal of
transferring fault diagnosis models from one machine to the
other has raised great interests. If such a problem is solved, the
industry can save a considerable amount of effort on manually
labeling data and modifying models for new machines in the
same fleet. A successful solution to the problem can potentially
save both time and fortune for the industry. One underlying
problem of data-driven methods on these transferring tasks,
as with many other application areas of data-driven methods,
is its strong requirement on the quality of data. The lack of
representativeness of the training data can dramatically affect
the model performance on the target machine. If the target
machine operates on a different working condition other than
the one observed in training data, the model performance may
degrade dramatically.
This research was funded by the Swiss National Science Foundation (SNSF)
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Deep neural networks, as one of the popular data-driven
methods, especially suffer from this problem. Recent re-
search [1] has shown that deep networks are able to memorize
the entire data-set even when random labels are given. This
strong capacity of memorization can lead to poor general-
ization performance on new machines as well as on new
operating conditions. Deep models are thus likely to overfit
to the given training set that might be unrepresentative and
cannot generalize well to new data in reality. Specifically,
in a fault diagnosis context, a carefully trained deep model
is likely to degrade on a newly deployed machine in the
same fleet because of different environmental and operating
conditions. Another special case is when operating conditions
of a machine change over time, deep models are likely to
classify new operating conditions as faults simply because it
has not observed similar patterns in training period.
One intuitive solution to this problem is to add data under
new operating conditions to the training set, and re-train the
model. However, this is usually infeasible due to the fact only
limited data are available under new operating conditions and
new machines, and the reality that these new data are often
unlabeled makes the problem even harder.
Domain adaptation methods are designed to tackle this
kind of dilemma where two different machines are involved.
Domain adaptation methods aim to leverage a small amount of
unlabeled data under new operating conditions, and improve
the model’s generalization ability. As the methods aims at
transferring results achieved on a first domain with labeled
data under given operating conditions, to a second domain with
unlabeled data and different operating conditions, it is referred
to as ”domain adaptation”. It has been a widely discussed
topic in fields such as computer vision and natural language
understanding [2]–[6]. Inspired by the successful implemen-
tation of Domain-Adversarial Neural Networks (DANN) [5],
we propose to make use of its ability to alleviate domain
difference for fault diagnosis problems.
Over the last few years, several fault diagnosis papers [7]–
[9] also proposed to apply other domain adaptation methods
to improve model performance on new operating conditions.
These recent attempts raise a natural question: Are domain
adaptation methods applicable in realistic fault diagnosis set-
tings? How well do they perform comparing to each other? In
this paper, we argue that previous papers have not answered
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Fig. 1. Domain Adaptation in a Toy Example.
these questions sufficiently. A fair evaluation across different
methods requires careful choice of network structures, data
preprocessing, training strategy, etc. The aim of this paper
is to answer these questions by using a unified experimental
protocol on a popular dataset, the Case Western Reserve
University (CWRU) dataset for rolling element bearings in
rotating machinery. We believe the proposed protocol shows
the future potential of domain adaptation methods in fault
diagnosis.
II. RELATED WORK
Deep learning methods [10]–[13], have attracted large
amount of attention by promising better performance without
the need of hand-craft features. However, it is known that when
a trained model is deployed on unseen operating conditions,
the performance can deteriorate dramatically because of the
operating condition difference, in other words, data distribu-
tion difference, between training and testing machines.
In previous works [14], [15], this difference is often called
domain shift, where training data under observed operating
conditions are considered as source domain, and newly col-
lected data under new operating conditions are considered as
target domain. The domain shift problem has been widely
discussed in other fields such as computer vision [16], [17].
To alleviate the effect of domain shift in the input space, one
motivation is to align the distributions in intermediate feature
space, this intuition leads to a series of domain adaptation
methods [2]–[6]. For example, [2] proposes to learn transfer
components across domains. Deep Adaptation Network (DAN)
method [3] proposes to minimize domain discrepancy by
minimizing the Maximum Mean Discrepancy (MMD) between
source and target layers. Driven by similar motivation, Adap-
tive Batch Normalization (AdaBN) [4] aligns the distributions
through a modified batch normalization layer and calculate
batch normalization statistics separately for source and tar-
get data. Along with the success of adversarial training on
other tasks, DANN [5] proposes to align the distributions
by adopting a domain discriminator and training the model
adversarially. Recently, [6] proposes to align distributions
of source and target by utilizing the task-specific decision
boundaries, and maximizing classifier discrepancy.
For fault diagnosis applications, existing papers usually
focus on the case where unlabeled data in target domain are
fully provided, and directly apply the above domain adaptation
techniques to solve the problem. For example, [7] proposes
to use AdaBN to learn a model with good anti-noise and
domain adaptation ability on raw vibration signals. Similarly,
[8] propose to align the distributions of intermediate layers
between source and feature extractors by adversarial training.
[18] consider the problem of fault detection within a fleet using
unsupervised feature alignment. Recently, [9] uses MMD-
minimization to align the full source and target distributions
for rotationary machines.
III. PROBLEM DESCRIPTION
The main motivation behind domain adaptation in fault
diagnosis is that, in industry, it is not uncommon to see a
fleet of similar machines with similar purposes available. It
would be beneficial to manually label the data from one single
machine and later transfer model knowledge from this well-
studied machine, to other newly deployed machines in the
same fleet, given that machines in the same fleet share char-
acteristics and features. However, the fact that these machines
may be operated under different conditions, and not even
necessarily by a single operator, makes the transfer hard in
reality. This change of operating condition, can be described
as the distribution difference between training and testing data.
Besides learning from labeled data from source machine,
domain adaptation aims to leverage the limited data from
target machine and try to improve the performance on target
machine by taking these partial data from target machine into
consideration. Under the ideal scenario, this should help the
model to perform better on the target machine.
To evaluate the effectiveness of different domain adaptation
methods in fault diagnosis applications, following the setup
of most previous papers, we propose the following set up,
based on how the fault diagnosis transfer problem with two
machines had been formulated in previous papers.The first
machine, denoted by source, has been operating for a long
time. This made possible the collection of representative data
on different faults. The second machine, denoted by target,
has less data available, and they are unlabeled. The source and
target machines share similar characteristics but are operating
under different operating conditions. We further assume that
these two machines share the same sets of fault types. The goal
of the training is to improve the performance of the model on
the target machine.
A. Domain Adaptation Task
Formally, we consider our first domain adaptation task for
fault diagnosis. Given:
• Labeled training data from source machine
Ds = {(xs1, ys1), ..., (xsn, ysn)}, ysi ∈ Y
• Unlabeled data from target machine
Dt = {xt1, ..., xtk}
where y are condition classes to predict, i.e. healthy state
and various faulty states, and Y is the union of all possible
classes {0, ..., C − 1}. Labels of target data are unavailable
during training. The target of the task is to train a model using
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Fig. 2. The backbone architecture we used in experiments.
labeled Dl and unlabeled Ds, and improves its performance on
Dt. We denote the ground truth labels as {yt1, ..., ytk)}, yti ∈
Y .
In this setup, we assume that the unlabeled data from target
machine already covers most of the fault types, thus the label
space is the same between Dl and Ds. This is the setup used
by most previous domain adaptation papers in fault diagnosis.
IV. METHODS
We propose to evaluate several popular domain adaptation
methods under a unified experimental protocol. In this section,
we first introduce the shared backbone architecture we used in
all our experiments. Then we introduce the domain adaptation
methods that we are going to compare.
A. Baseline Architecture
One main obstacle on comparing different domain adap-
tation in fault diagnosis is that different works use different
architectures for their experiments, thus direct comparison on
results is unfair due to the different capacities of networks. In
this paper, we evaluate all domain adaptation methods using
the same basic architecture to ensure a fair comparison.
The CNN backbone from [14] is used as shown in Fig 2.
The basic architecture is composed of two parts: a feature
extractor, and a basic classifier. The feature extractor fe takes
input data and output a feature representation of the given
data. It includes three 1-D convolutional layers. Each comes
with a filter length of 3, and a hidden size of 10, following the
sigmoid activation function, as well as a dropout layer with
0.5 as dropout rate. The representation is then flattened and
passed through a fully-connected layer to get mapped into
a predefined feature size. Following the original paper, the
feature size of 256 is used.
We choose the architecture in Fig 2 because it composes
a rather strong baseline for domain adaptation tasks. The
effectiveness of the architecture is proved in [14], and also
validated by our re-produced results.
We use a two layer classifier fl after extracting feature
representation of the input data. The first layer is 256 units
fully-connected layer with ReLu activation and dropout. The
second fully-connected layer then maps the signal into scores
Fig. 3. Modified architecture for DANN in comparison experiments.
for each class. Finally, softmax cross-entropy loss is used for
all our experiments. The classification loss shared by all our
experiments are thus:
Lclf = − 1
n
n∑
i=1
C−1∑
c=0
ysic log psic ,
where psi is the softmax output of the basic backbone.
B. Domain Adaptation Methods
We now introduce the three domain adaptation methods
to be compared. The methods are chosen based on their
applicability to deep models. Classic methods such as Transfer
Component Analysis (TCA) [2] were not considered because
of their inferior performance proved by experiments in [14]. To
our knowledge, it is the first time DANN method is introduced
in a fault diagnosis context.
1) Domain-Adversarial Neural Networks (DANN [5]):
Since the operating conditions of source and target machines
are different, if model is trained naively, it would be easy to
distinguish a target machine feature from source. The main
idea of adversarial distribution alignment methods is to tackle
this problem by making the feature extractor unbiased on
features from source and target machines. This is achieved by
an idea closely related to GAN [19]. By adding a discriminator
and introducing adversarial training, DANN [5] is a method
that aligns the source and target feature distributions and
makes them hard to be distinguished.
Formally, we consider the H-Divergence [20], [21] between
source and target distributions L and UL w.r.t. a hypothesis
class H, which is a set of binary classifiers η:
dH(L,UL) = 2 sup
η∈H
|Px∼L[η(x) = 1]− Px∼UL[η(x) = 1]|
During training, we aim to reduce the H-Divergence be-
tween source and target feature distributions. Fortunately, the
adversarial alignment method proposed in [5] for domain
adaptation can effectively reducingH-Divergence by reversing
gradients and changing the representation space. We modify
their method for our semi-supervised learning scenario.
The neural network includes three component: a feature
extractor fe, a label predictor fl, and a discriminator fd.
The divergence reduction is achieved by introducing the dis-
criminator θd to tell whether the features come from source
or target data while asking the feature extractor to fool the
discriminator. During learning stage, on one side, we are trying
to achieve the traditional training objective that minimize
the label prediction error. At the same time, we are also
pushing the features to be invariant towards its origin, i.e. the
divergence between fe(xl) and fe(xu) to be reduced. This is
monitored by the discriminator, where a successful alignment
should yield high domain prediction loss. Formally, this is
equivalent to the following min-max problem:
L(θe, θl, θd) = Lclf (θe, θl)− λdLd(θe, θd)
(θˆe, θˆl) = argmin
θe,θl
L(θe, θl, θˆd)
θˆd = argmax
θd
L(θˆe, θˆl, θd)
The loss function is divided into two parts, label prediction
loss and domain prediction loss. The first term is the usual
supervised loss for labeled data, and intends to train the feature
extractor and label predictor. The second term is an adversarial
loss that ensures the features to be domain-invariant and thus
aligns the two distributions.
In argmin step, we are minimizing the label prediction loss
as well as maximizing the domain prediction loss to achieve
a domain-invariant features. In maximization step, we are
minimizing the domain prediction loss, and thus training the
domain predictor to provide precise prediction of the origin
of features. This min-max problem is solved by adding a
gradient reverse layer between feature layer and discriminator
as described in [5].
In all our experiments, we use a three layer fully-connected
classifier as our discriminator. The first two layers have hidden
size of 1024 with ReLu activation, while the last layer maps
the signal into 2 classes: source and target. Cross entropy loss
is used for the discriminator loss.
By using gradient reverse layer and the above setup, the
loss function can be reformulated into:
L = Lclf + Ld
2) Maximum Mean Discrepancy (MMD) Minimization:
Similar to DANN, MMD-minimization offers an alternative
way to measure the discrepancy between source and target
distributions. Unlike DANN which estimate theH−divergence
between distributions, MMD is defined as the squared distance
between the kernel embeddings of marginal distributions in the
Reproducing kernel Hilbert Space (RKHS). Formally,
MMKk(L,UL) = ||Ep[φ(xs)]− Ep[φ(xt)]||2Hk ,
where Hk denotes the RKHS with a kernel k, and L,UL are
labeled source and unlabeled target distributions.
In reality, the choice of kernel used in obtaining these
embeddings is crucial to a successful estimation of the discrep-
Fig. 4. Modified architecture for MMD in comparison experiments.
Fig. 5. Modified architecture for AdaBN in comparison experiments.
ancy. Multiple kernels of MMD are usually used to leverage
different kernels and provide and effective estimation.
k(xs, xt) =
Ns∑
i=1
kσi(xs, xt),
where kσi is a Gaussian kernel with width σi. Following the
settings in previous MMD works in fault diagnosis [9], we
adopt Gaussian kernel widths of 1, 2, 4, 8, and 16. Previous
works have shown that this choice of kernels with an equal
weight is sufficient enough for our specific task.
The multi kernel MMD loss is then used as an additional
loss along with the label prediction loss to align the feature
distribution between source and target machines:
L = Lclf + λMMDLMMD(xs, xt)
3) Adaptive Batch Normalization (AdaBN) [4]: Before
introducing AdaBN, we briefly review Batch Normalization
(BN) [22]. BN layers are designed to alleviate internal covari-
ate shifting by guaranteeing the input distribution of each layer
remains unchanged across different mini-batches. Considering
an intermediate representation x ∈ Rb×p, where b is the
batch size and p is the dimension of features. The BN layer
transforms a feature by:
xˆj =
xj − E[x·j ]√
V ar[x·j ]
yj = γj xˆj + βj ,
where j ∈ {1...p}, and y is the output of the BN layer. γ and
β are parameters to be learned in the training process. The
mean and variance statistics are calculated over mini-batch
during training, but over the whole population on test time.
AdaBN is based on the simple assumption that the deteri-
oration of models on the target machine is caused by a dis-
tribution discrepancy on intermediate layers. By adding batch
normalization layers and replacing BN statistics from source
data with those from target data, the distribution difference
is expected to be reduced in each layer, thus, increasing the
model’s performance on the target data. Apart from a small
amount of Batch Normalization parameters, AdaBN requires
no additional parameters and is easy to implement.
In our AdaBN experiments, the Batch Normalization layers
are inserted after each convolutional layer in the feature
extractor. After training, we fix σ, β, and all other trainable
variables, and finetune the batch normalization statistics µ, and
σ using the target data.
V. CASE STUDY
We now present a case study on the CWRU bearing dataset
set using the above methods. The case study is designed to
make the comparison over methods applicable in realistic
fault diagnosis settings. More specifically, we consider the
following factors:
• The basic backbone architectures are the same across
different experiments, so that the capacity of the models
does not affect the results.
• All experiments share the same pre-processing steps to
exclude the effect of the number of samples and aug-
mentation methods.
• The different models share a similar budget for hyper-
parameter tuning.
• A realistically chosen validation set is used for hyper-
parameter tuning.
A. Dataset
The CWRU bearing dataset [23] from Bearing Data Center
of Case Western Reserve University is used in our experi-
ments. The dataset is chosen because of its availability to
TABLE I
CLASS LABEL DEFINITION FOR CWRU DATASET
Fault Class Label
0 1 2 3 4 5 6 7 8 9
Loc NA1 IF IF IF BF BF BF OF OF OF
Size 0 7 14 21 7 14 21 7 14 21
1 Fault location not applicable because class 0 is the healthy state.
the public and its popularity over a large number of previous
papers, including studies in domain adaptation. Following the
general setup used by most other bearing diagnosis papers,
drive end accelerometer data are used in all our experiments.
Following the label definition setup used by [14], 10 bearing
conditions are considered as shown in Table I. Three fault
types are included: inner race fault (IF), ball fault (BF), and
outer race fault (OF). Faults were introduced to the bearings
using electro-discharge machining with fault diameters of 7
mils, 14 mils, 21 mils. In total, there are 9 fault states and
one healthy state. The dataset was originally collected at 12
and 48 kHz. In all our experiments, we make use of data at 12
kHz sampling rate. If the data are not available at 12 kHz, we
down-sample them to ensure a continuous 12 kHz sampling
rate over all data points.
The CWRU dataset comprises data from four different
loads, which we treat as four different working conditions
{0, 1, 2, 3}. The domain adaptation is applied across different
loads. In this section we denote Task 0 −→ 1 as the setup where
source domain is the working load 0 and target domain is the
working load 1.
B. Preprocessing
We mostly follow the same preprocessing steps as [14]. It
consists in truncating the signal first 120,000 points. They are
divided into 200 sequences of 1024 points with some overlap
between sequences. Using the Fast Fourier Transform, each
sequence is converted into a vector of 512 Fourier coefficients.
All data are then normalized by a simple normalization factor.
The normalization factor is chosen between {1, 8, 64, 512}.
Normalization factor for all experiments are the same. It is
determined by using the one that maximizes the performance
on the source-only baseline on the validation task.
C. Baseline
To fairly evaluate domain adaptation methods for fault
diagnosis applications, a strong baseline is critical. In our case
study, we use the feature extractor along with a basic classifier
as our baseline as shown in Fig 2, and train it using only
source data. No additional target data are used in the baseline.
To choose the hyper-parameters, we use the task 0 −→ 3 as
validation task to tune all models, because it is one of the
most difficult tasks among all the transfer pairs. We use Adam
optimizer with a learning rate of 0.0002. The general hyper-
parameters are fixed and shared by all other experiments once
the baseline model is optimized according to the validation
task.
D. Budgets for Method-specific Hyper-parameters
To fairly compare the different methods, equivalent budgets
for hyper-parameters should be used for all models. For DANN
models, we use {0.1, 1, 10} as the pool of hyper-parameters
for gradient reverse factor λd. For MMD models, we use
{0.1, 1, 10}, for the MMD discrepancy weight λMMD. AdaBN
does not require any additional hyper-parameter. We train all
models for 2000 Epochs.
TABLE II
DOMAIN ADAPTATION RESULTS.
Setup Baseline DANN MMD AdaBN AdaBN [7]1 MMD-ML [9]123 A2CNN [8]12
Mean4 Max4 Mean4 Max4 Mean4 Max4 Mean4 Max4 Reported5 Reported5 Reported5
Task 0-1 93.49 95.45 98.76 99.30 99.38 99.50 98.87 99.35 - 99.56 -
Task 0-2 93.65 95.15 99.96 100.00 99.98 100.00 99.30 99.75 - 99.48 -
Task 0-3 91.02 94.75 99.81 100.00 100.00 100.00 99.75 99.80 - 99.17 -
Task 1-0 97.93 98.30 98.73 99.05 99.31 99.40 98.83 99.05 - - -
Task 1-2 100.00 100.00 99.96 100.00 99.98 100.00 99.95 99.95 99.40 - 99.99
Task 1-3 98.26 99.35 99.65 99.80 99.97 100.00 99.82 99.85 93.40 - 99.30
Task 2-0 91.63 94.40 97.70 98.25 98.61 98.65 95.89 96.40 - - -
Task 2-1 97.09 98.05 98.40 98.45 98.52 98.60 97.83 98.15 97.50 - 98.18
Task 2-3 99.78 100.00 99.82 99.95 100.00 100.00 100.00 100.00 97.20 - 99.90
Task 3-0 87.96 88.25 97.62 97.85 98.72 98.90 89.27 90.30 - 97.58 -
Task 3-1 89.42 91.15 98.41 98.50 98.53 98.60 94.42 95.10 88.30 98.61 97.93
Task 3-2 99.65 99.90 99.98 100.00 100.00 100.00 99.95 99.95 99.90 99.05 99.99
Average 94.99 96.23 99.07 99.26 99.42 99.47 97.82 98.14 - - -
Train time 84 s 177 s 266 s 133 s - - -
Parameter 1379998 2694816 1379998 1380570 - - -
1 Grey columns are results reported by relevant papers. Results may not be directly comparable because of different backbone and pre-processing steps.
2 ML in MMD-ML stands for multi-layer, where MMD is applied on multiple intermediate layers.
3 MMD-ML [9] results are estimated from Figure 4 in the original paper.
4 Reproduced numbers are based on average or max numbers over five runs.
5 [7] and [8] did not specify the number of runs. MMD-ML [9] results are based on average over ten runs.
E. Experimental Environment
NVIDIA GTX 1080 is used for all experiments. The main
framework is written using Python and Tensorflow. We run
all experiments five times and report average and maximum
accuracy to reflect the model performance and stability.
F. Experiment Results
In the following the experimental results of different domain
adaptation methods are reported.
1) Model Performance: By carefully tuning the basic back-
bone using the validation task, we report the average accuracy
of 94.99% for CWRU dataset. We argue that this is a rather
strong baseline, as it is stronger than that reported in previous
papers [8], [14], [15], and close to some of the results reported
in studies applying domain adaptation [14]. By providing a
strong baseline, our evaluation reflects more fairly the effec-
tiveness and applicability of the discussed domain adaptation
methods.
Under the assumption of availability of unlabeled data on
target domain, all domain adaptation methods discussed in
this paper are able to improve model performance. DANN
yields very good results achieving over 99.0% of average
accuracy on the target domain, suggesting a meaningful feature
alignment and a successful adaptation. Similarly, the MMD
approach improves the model performance on target data and
achieves an average accuracy of 99.4% over all tasks. The
only drawback of MMD method may arise in cases when
the data size is larger that the training time can quadratically
increase. AdaBN, as a simple method without any additional
parameters, also improves the model performance, though
not as significantly as the other methods. The advantage of
AdaBN is that it could be easily combined with other domain
adaptation methods without increasing the model complexity.
On the right side of Table II, we show results from previous
works using similar approaches for comparison. These results
are not directly comparable with other columns because each
paper uses its own way to prepare the target test set. MMD-
ML [9] uses a similar MMD setup as ours, except that they
apply the MMD loss not only on the feature layer, but also on
other intermediate layers. A2CNN [8] uses adversarial training
for domain adaptation, and shares a similar idea as DANN. The
key difference between A2CNN and DANN is that A2CNN
implementation does not use a reverse gradient layer, but
utilizes a two-step training for classifiers and discriminators.
This requires a more careful tuning of the training strategy.
The missing cells in Table II filled with − mean that
the original papers do not report results on these tasks. In
this paper, we report model performance on all available
adaptation tasks on the CWRU dataset. We believe by doing
so, it provides a better and fairer comparison among domain
adaptation methods for fault diagnosis.
2) Model Efficiency: Model efficiency is crucial in reality
for fault diagnosis applications, as computational resources
may be limited. In Table II, for each method, we report a train-
ing time for 2000 Epochs and model complexity in terms of
trainable parameters. We believe that this brings more insight
in characteristics of these methods. As explained in the method
section, AdaBN is the fastest domain adaptation method
among all three we introduced in this paper. A small amount
of extra parameter is introduced by batch normalization layers
in the AdaBN training, and asks for comparable small amount
of additional time. MMD methods, on the other hand, ask for
no additional trainable parameter, but require a significantly
higher amount of time for training. The additional time results
from the time-consuming procedure of MMD estimation in
every training iteration. One additional problem of MMD-
related methods is its quadratic time complexity with regard
to sample size. This limits its application in a more general
scenario, where more training points are available. DANN
method requires more parameters because of the additional
domain classifier. The training time, however, is significantly
smaller than that of the MMD methods. By using gradient
reverse layers, the adversarial training procedures fit into the
standard gradient descent training of the neural networks, and
thus the H-divergence can be estimated efficiently.
3) Discussion: DANN, MMD, and AdaBN are all able to
improve the model performance on the target task. AdaBN
requires few additional parameters and provides a moderate
adaptation ability with a minimum additional computational
cost. MMD, on the other side, yields the best results for the
bearing dataset at the largest computational cost. It also has
a potential problem on efficiently dealing with larger training
sets. The DANN method we introduced to fault diagnosis from
[5] can be considered as a good trade-off between accuracy
and computational power. It provides us with competitive
results with the help of a reasonable amount of additional
computational cost.
VI. CONCLUSION
In the present paper, we proposed to use DANN, an adver-
sarial domain adaptation method, for supervised fault diagno-
sis tasks. We compared its performance with two other domain
adaptation methods. To enable a fair comparison between the
methods and to to evaluate their applicability and effectiveness
for fault diagnosis problems in reality, we proposed a unified
experimental procedure. All of the methods applied in this case
study were able to improve model performance on target data,
suggesting these domain adaptation methods provide an added
value to fault diagnosis problems in real applications. DANN
method provides competitive results using significantly less
training time comparing to MMD, and yields superior results
over AdaBN.
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