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WASSERSTEIN F -TESTS AND CONFIDENCE BANDS
FOR THE FRE´CHET REGRESSION OF DENSITY
RESPONSE CURVES
By Alexander Petersen‡,∗ , Xi Liu∗ and Afshin A. Divani†
University of California, Santa Barbara∗ and University of New Mexico†
Data consisting of samples of probability density functions are
increasingly prevalent, necessitating the development of methodolo-
gies for their analysis that respect the inherent nonlinearities associ-
ated with densities. In many applications, density curves appear as
functional response objects in a regression model with vector pre-
dictors. For such models, inference is key to understand the impor-
tance of density-predictor relationships, and the uncertainty associ-
ated with the estimated conditional mean densities, defined as condi-
tional Fre´chet means under a suitable metric. Using the Wasserstein
geometry of optimal transport, we consider the Fre´chet regression
of density curve responses and develop tests for global and partial
effects, as well as simultaneous confidence bands for estimated con-
ditional mean densities. The asymptotic behavior of these objects is
based on underlying functional central limit theorems within Wasser-
stein space, and we demonstrate that they are asymptotically of the
correct size and coverage, with uniformly strong consistency of the
proposed tests under sequences of contiguous alternatives. The accu-
racy of these methods, including nominal size, power, and coverage, is
assessed through simulations, and their utility is illustrated through a
regression analysis of post-intracerebral hemorrhage hematoma den-
sities and their associations with a set of clinical and radiological
covariates.
1. Introduction. Samples of probability density functions arise natu-
rally in many modern data analysis settings, including population age and
mortality distributions across different countries or regions (Hron et al.,
2016; Bigot et al., 2017; Petersen and Mu¨ller, 2019), and distributions of
functional connectivity patterns in the brain (Petersen and Mu¨ller, 2016).
Methods for the analysis of density data began with the work of Kneip and
Utikal (2001), who applied standard functional principal components anal-
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2 PETERSEN, LIU AND DIVANI
ysis (FPCA) in order to quantify a mean density and prominent modes of
variability about that mean. However, due to inherent constraints of density
functions, which must be nonnegative and integrate to one, nonlinear meth-
ods are steadily replacing such standard procedures. For example, Hron et al.
(2016) and Petersen and Mu¨ller (2016) both proposed to apply a preliminary
transformation to the densities, mapping them into a Hilbert space, after
which linear methods such as FPCA can be suitably applied. The transfor-
mation of Hron et al. (2016) was specifically motivated by the extension of
the Aitchison geometry (Aitchison, 1986) to infinite-dimensional composi-
tional data due to the work of Egozcue, Diaz-Barrero and Pawlowsky-Glahn
(2006), while those in Petersen and Mu¨ller (2016) were generic and not mo-
tivated by any particular geometry.
Parallel developments in the analysis of nonlinear data have been made
in the broader field of object-oriented data analysis (Marron and Alonso,
2014), where a complex data space is endowed with a chosen metric that,
in turn, defines the parameters of the model. Particular attention has been
paid to manifold-valued data (e.g., Fletcher et al. (2004); Panaretos, Pham
and Yao (2014)), with the main objects of interest being the Fre´chet mean
and variance, as well as dimension reduction tools designed to optimally re-
tain variability in the data (Patrangenaru and Ellingson, 2015). Within this
context, Srivastava, Jermyn and Joshi (2007) and Bigot et al. (2017) devel-
oped manifold-based dimension reduction techniques specifically designed
for samples of density functions, the former utilizing the Fisher-Rao geome-
try and the latter the Wasserstein geometry of optimal transport. Of these
two, the Wasserstein metric has proved in recent years to have greater ap-
peal both theoretically, given its clear interpretation as an optimal transport
cost (Villani, 2003; Ambrosio, Gigli and Savare´, 2008), as well as in applied
settings (Bolstad et al., 2003; Broadhurst et al., 2006; Zhang and Mu¨ller,
2011; Panaretos and Zemel, 2016).
In this paper, we study a regression model with density functions as re-
sponse variables under the Wasserstein geometry, with predictors being Eu-
clidean vectors. Such data are frequently encountered in practice (e.g., Nerini
and Ghattas (2007); Talska´ et al. (2018)). The goal of the model is to per-
form inference, specifically tests for covariate effects and confidence bands
for the fitted conditional mean densities. For this reason, we assume a global
regression model that does not require any smoothing or other tuning pa-
rameter to fit. Standard functional response models, such as the linear model
(Faraway, 1997), are not suitable for the nonlinear space of density functions
unless the densities are first transformed into a linear space, as demonstrated
recently in Talska´ et al. (2018) using the compositional approach. However,
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Fig 1: Observed hematoma density distributions for a randomly selected subset of 40
post-intracerebral hemmorhage patients.
there is no such transformation that is suitable for the Wasserstein geome-
try. Global regression models for Riemannian manifolds have been developed
(Fletcher, 2013; Niethammer, Huang and Vialard, 2011; Cornea et al., 2017),
but are also not directly applicable to the Wasserstein geometry. Instead, we
will develop our inferential techniques under the Fre´chet regression model
proposed in Petersen and Mu¨ller (2019), which defines a global regression
function between response data in an arbitrary metric space and vector pre-
dictors. Although the theory of estimation under this model was well-studied
in the general metric space framework, this is not the case for other forms
of inference.
In Section 2, we briefly describe the necessary components of the Wasser-
stein geometry and its implications when applied to the Fre´chet regression
model. An additional component not considered in Petersen and Mu¨ller
(2019) that is available through this particular formulation is the random
optimal transport map between the conditional Wasserstein mean density
and the observed one. These maps serve the purpose of the error term in
the regression model, although they do not act additively or even linearly.
In Section 3, we develop intuitive test statistics for covariate effects and de-
rive their asymptotic distributions, leading to root-n consistent testing pro-
cedures. We also describe different methods for implementing these tests,
including a bootstrap procedure involving residual optimal transport maps
obtained from the fitted model. Section 4 demonstrates how to compute
asymptotic confidence bands about the estimated conditional mean distri-
butions. Finally, these methods are illustrated through extensive simulations
(Section 5) and the analysis of distributions of hematoma density for stroke
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patients (Section 6), as captured by computed tomography scans, and their
dependency on patient-specific covariates (Figure 1).
2. Preliminaries. We begin with a brief definition of the Wasserstein
metric in the language of optimal transport. This Wasserstein metric has
been known under other names, including “Mallows” and “earth-mover’s”
(Levina and Bickel, 2001), and its use in statistics is rapidly expanding
(Panaretos and Zemel, 2019). Let D be the class of univariate probability
density functions f that satisfy
∫
R u
2f(u)du < ∞, i.e. absolutely continu-
ous distributions on with a finite second moment. In fact, the Wasserstein
metric is well-defined for such distributions without requiring a density, but
for simplicity of presentation we deal specifically with this subclass. For a
comprehensive treatment in the more general case, see Villani (2003) or Am-
brosio, Gigli and Savare´ (2008). For f, g ∈ D, consider the collection of maps
Mf,g such that, if U ∼ f and M ∈ Mf,g, then M(U) ∼ g. The squared
Wasserstein distance between these two distributions is
d2W (f, g) = inf
M∈Mf,g
∫
R
(M(u)− u)2 f(u)du.
It is well known that the infimum above is attained by the optimal transport
map Moptf,g = G
−1 ◦ F , where F and G are the cumulative distribution
functions of f and g, respectively, leading to the closed forms
(2.1) d2W (f, g) =
∫
R
(
Moptf,g (u)− u
)2
f(u)du =
∫ 1
0
(
F−1(t)−G−1(t))2 dt,
where the last equality follows by the change of variables t = F (u). A more
proper term for this metric is the Wasserstein-2 distance, since it is just one
among an entire class of Wasserstein metrics.
Within this larger class of metrics is also the Wasserstein-∞ metric, which
will be useful in the formation of confidence bands. For two densities f, g ∈
D, their Wasserstein-∞ distance is
(2.2) d∞(f, g) = f - ess sup
u∈I
|Moptf,g (u)− u|,
where f - ess sup refers to the essential supremum with respect to f .
2.1. Random Densities. A random density F is a random variable taking
its values almost surely in D. It will also be useful to refer to the corre-
sponding random cdf F , quantile function Q = F−1 and quantile density
q = Q′ = 1/(F ◦Q) (Parzen, 1979). For clarity, u, v ∈ R will consistently be
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used as density and cdf arguments throughout, whereas s, t ∈ [0, 1] will be
used as arguments for the quantile and quantile density functions. Following
the ideas of Fre´chet (1948), the Wasserstein–Fre´chet (or simply Wasserstein)
mean and variance of F are
(2.3) f∗⊕ := argmin
f∈D
E
(
d2W (F, f)
)
, Var⊕(F) := E
(
d2W (F, f
∗
⊕)
)
.
In the regression setting, we model the distribution of F conditional on a
vector X ∈ Rp of predictors, where the pair (X,F) is distributed according
to a probability measure G on the product space Rp ×D. In this sense, the
objects in (2.3) are the marginal Fre´chet mean and variance of F. Let SX
denote the support of the marginal distribution of X. Our interest is in the
Fre´chet regression function, or function of conditional Fre´chet means,
(2.4) f⊕(x) := argmin
f∈D
E
[
d2W (F, f)|X = x
]
, x ∈ SX .
Let F⊕(x), Q⊕(x), and q⊕(x) denote, respectively, the cdf, quantile, and
quantile density functions corresponding to f⊕(x). We will use the notation
f⊕(x, u) to denote the value of the conditional mean density f⊕(x) at argu-
ment u ∈ R, and similary for F⊕(x, u), Q⊕(x, t), and q⊕(x, t), t ∈ [0, 1]. For
a pair (X,F), define T = Q ◦ F⊕(X) to be the optimal transport map from
the conditional mean f⊕(X) to the random density F. By (2.1), it must be
that E(Q(t)|X = x) = Q⊕(x, t), so that E(T (u)|X = x) = u for u such that
f⊕(x, u) > 0. Then the conditional Fre´chet variance is
Var⊕(F|X = x) = E
[
d2W (F, f⊕(x))|X = x
]
=
∫
R
E
[
(T (u)− u)2|X = x] f⊕(x, u)du
=
∫
R
Var(T (u)|X = x)f⊕(x, u)du.
(2.5)
In these developments, we have assumed that the marginal and condi-
tional Wasserstein mean densities exist and are unique. However, this is
not automatic and some conditions are needed. Previous work on existence,
uniqueness, and regularity of Wasserstein means, or barycenters, for a fi-
nite collection of probability meaures on Rd was done by Agueh and Carlier
(2011), and extended to continuously-indexed measures by Pass (2013). For
random probability measures with support on [0, 1], Panaretos and Zemel
(2016) (see Proposition 2 therein) gave sufficient conditions for the existence
and uniqueness of a Wasserstein mean measure, although it was not guaran-
teed to have a density. However, none of these are sufficiently strong for the
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purposes of this paper, where existence, uniqueness, and regularity of both
marginal (2.3) and conditional (2.4) Wasserstein means are needed. To this
end, consider the following assumptions on the joint distribution G.
(A1) F(u) ∈ (0,∞) for u ∈ (Q(0), Q(1)) almost surely, Var(Q(t)) < ∞ for
all t ∈ (0, 1), and ∫ 10 Var(Q(t))dt <∞.
(A2) For any t ∈ (0, 1), there exists δ, 0 < δ < min{t, 1 − t} such that
E
(
sup|s−t|<δ q(s)
)
<∞.
(A3) For all x ∈ SX , P
(
supu∈(Q(0),Q(1)) F(u) <∞|X = x
)
> 0.
Assumption (A1) is essentially the same as that made in Proposition 2
of Panaretos and Zemel (2016), with additional moment assumptions on
Q since F is not assumed to be supported on any bounded interval, and
implies existence and uniqueness of the Wasserstein mean measures. As-
sumption (A2) is a regularity condition to ensure these Wasserstein means
have densities in D, and (A3) implies that these mean densities are bounded;
see Pass (2013) for a similar assumption. The proof of the following and all
other theoretical results can be found in the Appendix.
Proposition 1. Suppose conditions (A1)–(A3) hold. Then the marginal
Wasserstein mean f∗⊕ in (2.3) exists, is a unique element of D, and satis-
fies supu f
∗⊕(u) < ∞ and Var⊕(F) <∞. For all x ∈ SX , the conditional
Wasserstein mean f⊕(x) in (2.4) exists, is a unique element of D, and sat-
isfies supu f⊕(x, u) <∞ and Var⊕(F|X = x) <∞.
2.2. Global Wasserstein–Fre´chet Regression. In order to facilitate infer-
ence, specifically tests for no or partial effects of the covariates X and con-
fidence bands for the conditional Wasserstein means, we consider a partic-
ular global regression model for the conditional Wassersteins f⊕(x) defined
in (2.4). This model, proposed by Petersen and Mu¨ller (2019), is termed
Fre´chet regression, and takes the form of a weighted Fre´chet mean
(2.6) f⊕(x) = argmin
f∈D
E
[
s(X,x)d2W (F, f)
]
,
where the weight function is
s(X,x) = 1 + (X − µ)>Σ−1(x− µ), µ = E(X), Σ = Var(X),
and Σ is assumed to be positive definite. The model is motivated by multiple
linear regression, and is its direct generalization to the case of a response
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variable in a metric space. Specifically, if a scalar response Y is jointly dis-
tributed with X and E(Y |X = x) is linear in x, Petersen and Mu¨ller (2019)
showed that an alternative characterization of linear regression is
E(Y |X = x) = argmin
y∈R
E
[
s(X,x)(Y − y)2] .
Thus, model (2.6) generalizes linear regression to the case of density response
by substituting F for Y and (D, dW ) in place of the usual metric space (R, |·|)
implicitly used in multiple linear regression. Although D is not a linear space,
(2.6) provides a sensible regression model for the conditional Wasserstein
means that retains some properties of linear regression. For example, since
s(z, µ) ≡ 1, we have f⊕(µ) = f∗⊕, so that the regression function passes
through the point (µ, f∗⊕).
For the remainder of the paper, and implicit in the statement of all theo-
retical results, we assume that the distribution G satisfies model (2.6), with
f∗⊕, f⊕(x) being unique elements of D. We now give a very basic example
of this model, motivated by the well-known connection between the Wasser-
stein metric and location-scale families (e.g., Bigot et al. (2017)).
Example 1. Suppose X ∈ R and fix f0 ∈ D. Letting aj , bj ∈ R, define
ν(x) = a0 + a1x, τ(x) = b0 + b1x,
and suppose τ(X) > 0 almost surely. Let V1, V2 satisfy E(V1|X) = 0,
E(V2|X) = 1, and V2 > 0 almost surely. Then the location-scale model
F(u) =
1
V2τ(X)
f0
(
u− V1 − V2ν(X)
V2τ(X)
)
corresponds to (2.6) with
f⊕(x, u) =
1
τ(x)
f0
(
u− ν(x)
τ(x)
)
.
To show the above, it is sufficient to show that E(Q(t)|X) = Q⊕(X, t)
almost surely. Let F0 be the cdf corresponding to f0, so that Q⊕(x, t) =
ν(x) + τ(x)Q0(t). Since
Q(t) = V1 + V2ν(X) + V2τ(X)Q0(t),
it is easily verified that E(Q(t)|X) = Q⊕(X, t) by the properties of V1, V2.
Moreover, note that the optimal transport map from f⊕(X) to F is
T (u) = Q ◦ F⊕(X,u) = V1 + V2u,
and satisfies E(T (u)|X) = u almost surely.
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Thus far, the regression model (2.6) provides us with a formula for the
conditional Wasserstein mean of F, whereas one also needs information on
the conditional variance in order to conduct inference. To this end, observe
that Q = T ◦ Q⊕(X), so that T acts as a residual transport, although it
acts on the quantile function, and not the density, and does so through
composition and not additively. As oberved in Section 2.1, the first order
behavior of the residual transport T is completely specified by the model as
E(T (u)|X) = u almost surely. We also impose the following assumption on
the covariance.
(T1) The covariance function CT (u, v) = Cov(T (u), T (v)) is continuous,
supu∈R Var(T (u)) < ∞, and Cov(T (u), T (v)|X) = CT (u, v) almost
surely.
This corresponds to the classical constant variance or exogeneity assump-
tion requiring that the second order behavior of the residual transport be
independent of the predictors. Define S = Q⊕(X) ◦ F ∗⊕, which is the optimal
transport map from the marginal Wasserstein mean to the conditional one.
Again, it is easily verified that E(T ◦ S(u)) = u for u such that f∗⊕(u) > 0.
These observations lead to the following decomposition of the Wasserstein
variance.
Proposition 2. Suppose that assumption (T1) is satisfied. Then
Var⊕(F) = E [Var⊕(F|X)] + Var⊕(f⊕(X))
=
∫
R
E [CT (S(u), S(u))] f
∗
⊕(u)du+
∫
R
(S(u)− u)2f∗⊕(u)du.
(2.7)
While a standard result in Euclidean spaces, the above variance decompo-
sition does not generally hold in metric spaces such as D. However, Propo-
sition 2 demonstrates that this decomposition does indeed hold for random
densities under the Wasserstein metric whenever model (2.6) holds. This
finding motivates the specific choices of test statistics developed in Section 3.
2.3. Estimation. In order to estimate the regression function f⊕(x), we
utilize an empirical version of the least-squares Wasserstein criterion in (2.6).
First, set X¯ = n−1
∑n
i=1Xi, Σˆ = n
−1∑n
i=1(Xi − X¯)(Xi − X¯)>, and com-
pute empirical weights sin(x) = 1 + (Xi− X¯)>Σˆ−1(x− X¯), Let Q be the set
of quantile functions in L2[0, 1]. With ‖·‖L2 denoting the standard Hilbert
norm on L2[0, 1], an estimator of Q⊕(x) is
(2.8) Qˆ⊕(x) = argmin
Q∈Q
n∑
i=1
sin(x)‖Q−Qi‖2L2 .
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Implementation of this estimator is given in Algorithm 1 in the Appendix.
In finite samples, Qˆ⊕(x) will not necessarily admit a density. For almost all
procedures described, this quantile estimate is sufficient, since it can be used
to compute Wasserstein distances as in (2.1). Nevertheless, we will establish
(see Lemma 2 in the Appendix) that Qˆ⊕(x) admits a density fˆ⊕(x) ∈ D for
large samples with high probability. When this holds, the estimate
(2.9) fˆ⊕(x) = argmin
f∈D
1
n
n∑
i=1
sin(x)d
2
W (Fi, f).
is well-defined, and fˆ⊕(x) is the density corresponding to the quantile esti-
mate Qˆ⊕(x) above. It can be computed in practice using Algorithm 2 in the
Appendix.
Since we will also consider hypothesis tests of partial effects, write x ∈ Rp
as x = (y, z), where y corresponds to the first q entries of x, q < p. Similarly,
take X = (Y,Z), µ = (µY , µZ), and
Σ =
(
ΣY Y ΣY Z
ΣZY ΣZZ
)
,
with corresponding notations for the partitions of X¯ and Σˆ. Consider the
null hypothesis HP0 : f⊕(x) = f0,⊕(y),
f0,⊕(y) := argmin
f∈D
E
[
s0(Y, y)d
2
W (Fi, f)
]
, s0(Y, y) = 1+(Y−µY )Σ−1Y Y (y−µY ).
Then the restricted estimators Qˆ0,⊕(y) and fˆ0,⊕(y) are defined analogously
to (2.8) and (2.9), only using submodel weights
sin,0(y) = 1 + (Y − Y¯ )>Σˆ−1Y Y (y − Y¯ ).
3. Hypothesis Testing. Once estimation is under control, the first
goal of any global regression model is to test for effects of the predictors.
In the more abstract setting of a response variable in an arbitrary metric
space, Petersen and Mu¨ller (2019) suggested a permutation approach based
on a Fre´chet generalization of the coefficient of determination R2 in multiple
linear regression, though the theoretical properties of this test were not
investigated. In a recent preprint, Dubey and Mu¨ller (2019) developed a
test statistic and its asymptotic distribution for the case of a random object
response and categorical predictors, giving a Fre´chet extension of analysis
of variance. Given that we are considering the more specific case of density-
valued response variables under the Wasserstein geometry, we are able to
expand on these results in order to develop asymptotically justified tests
for both global and partial null hypotheses, where predictors can be of any
type.
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3.1. Test of No Effects. We begin with the global null hypothesis of no
effects, HG0 : f⊕(x) ≡ f∗⊕. Given the Wasserstein variance decomposition
in (2.7), under HG0 we have Var⊕(f⊕(X)) = E
(
d2W (f⊕(X), f
∗⊕)
)
= 0. This
motivates
(3.1) F ∗G =
n∑
i=1
d2W (Fˆi, fˆ
∗
⊕)
as a test statistic, where Fˆi = fˆ⊕(Xi) are the fitted densities and fˆ∗⊕ = fˆ⊕(X¯)
is the sample Wasserstein mean. This can be viewed as a generalization of
the numerator of the global F -test in multiple linear regression, and we thus
refer to F ∗G in (3.1) as the (global) Wasserstein F -statistic.
In order to establish the asymptotic null distribution of F ∗G, we require
the following assumptions. Define C
(l,m)
T =
∂l+m
∂ul∂vm
CT and, for any x ∈ Rp,
set x˜ = (1 x>)>. Let R = T ◦ S = Q ◦ F ∗⊕ and Ix = (Q⊕(x, 0), Q⊕(x, 1)).
(T2) T is differentiable almost surely, with T ′ having random Lipschitz con-
stant L. The covariance function CT has continuous partial derivatives
C
(l,m)
T , for l,m = 0, 1, with supu∈RC
(1,1)
T (u, u) <∞.
(T3) E(‖X‖4E), E(‖X˜‖4E supu∈R |T ′(u)|2), and E(‖X˜‖6EL2) are all finite.
(T4) I∗ = Iµ is a bounded interval, and γ(u) = Cov(X,R(u)) has bounded
second derivative on I∗. Also, infu∈I∗ f∗⊕(u) > 0 and, for some M > 0,
supu∈Ix f⊕(x, u) < M for almost all x.
Assumptions (T2) and (T3) impose conditions on the joint distribution of
(X,T ). Condition (T2) is a smoothness condition on the optimal transport
process T , while the moment requirements in (T3) are tightness conditions
that allow for the necessary asymptotic Gaussianity to hold; see Lemma 1 in
the Appendix. Assumption (T4) involves the regression relationship between
X and F; importantly, it ensures that the conditional mean densities are
sufficiently and uniformly separated from the boundary of D within the
space of distributions with finite second moments. In the spirit of regression,
we will consider the asymptotic behavior of F ∗G conditional on the observed
predictors. Define the covariance kernel
(3.2) K(u, v) = E [CT (S(u), S(v))] =
∞∑
j=1
λjφj(u)φj(v), u, v ∈ I¯∗,
where I¯∗ is the closure of I∗. The right-hand side is the Mercer decompo-
sition of K (Hsing and Eubank, 2015), so that {φj}∞j=1 forms an orthonor-
mal set in L2(I¯∗, f∗⊕) and λj are positive, nonincreasing in j, and satisfy
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j=1 λj <∞. Since K can be associated with a linear integral operator on
L2(I¯∗, f∗⊕), we will refer to λj as the eigenvalues of K.
theorem 1. Suppose assumptions (T1)–(T4) hold. Then
F ∗G|X1, . . . , Xn D→
∞∑
j=1
λjωj almost surely,
where ωj are i.i.d. χ
2
p random variables and λj are the eigenvalues in (3.2).
While this limiting distribution may appear surprising at first sight given
the non-Euclidean setting, they are a result of the fact that central limit
theorems can still be derived for data on manifolds (e.g., Barden, Le and
Owen (2013)), including the space of distributions under the Wasserstein
metric (Panaretos and Zemel, 2016).
The limiting distribution obtained in Theorem 1 depends on unknown
parameters, namely the eigenvalues λj , that must be approximated to for-
mulate a rejection region. A natural approach would be to estimate the
kernel K in (3.2) directly, followed by applying a modified Mercer decompo-
sition incorporating the estimated marginal Wasserstein mean. Thankfully,
this complicated approach is not necessary. Define the quantile conditional
covariance kernel CQ(s, t) = E {Cov(Q(s), Q(t)|X)} . A simple calculation
reveals that CQ(s, t) = K(Q
∗⊕(s), Q∗⊕(t)), so that λj are also the eigenvalues
of CQ, which can be estimated by
(3.3) CˆQ(s, t) =
1
n
n∑
i=1
(Qi(s)− Qˆi(s))(Qi(t)− Qˆi(t)),
where Qˆi are the fitted quantile functions corresponding to densities Fˆi. Let
λˆj be the corresponding eigenvalues of CˆQ.
One can consistently approximate the conditional null distribution of F ∗G
as follows. For α ∈ (0, 1) and eigenvalue estimates λˆj , let bˆGα be the 1 − α
quantile of
∑∞
j=1 λˆjωj , where ωj are as in Theorem 1. Computation of this
critical value is outlined in Algorithm 3 of the Appendix. The following
result on the conditional power βGn = PX(F
∗
G > bˆ
G
α ) follows from Theorem 1.
Let G denote the collection of distributions on Rp×D such that model (2.6)
holds.
Corollary 1. If G ∈ G satisfies HG0 and (T1)–(T4) hold, then βGn → α
almost surely.
12 PETERSEN, LIU AND DIVANI
In addition to having the correct asymptotic size for any null model, we
demonstrate the power performance of the above test under a sequence of
contiguous alternatives. To do so, consider a subclass G∗ ⊂ G of Wasser-
stein regression models, with the marginal distribution of X being fixed and
satisfying E(‖X‖E4) <∞, for which the criteria below are satisfied. Recall
that γ(u) = Cov(X,R(u)), where R = T ◦ S.
(G1) For all G ∈ G∗, (T1) and (T2) hold, with supu∈RCT (u, u) and supu∈RC(1,1)T (u, u)
uniformly bounded inG∗. In addition, supu∈I∗‖γ′(u)‖E and supu∈I∗‖γ′′(u)‖E
are both uniformly bounded in G∗.
(G2) With L being the random Lipschitz constant in (T2), the following
uniform moment conditions are satisfied.
lim sup
M→∞
sup
G∈G∗
E
[
‖X˜‖E2 sup
u∈R
|T ′(u)| 1
(
‖X‖E2 sup
u∈R
|T ′(u)| > M
)]
= 0.
lim sup
M→∞
sup
G∈G∗
E
[
‖X˜‖E3L 1
(
‖X˜‖E3L > M
)]
= 0
(G3) There exists M1 > 1 such that infG∈G∗ infu∈I∗ f∗⊕(u) ≥M−11 .
(G4) There exists M2 < ∞ such that supG∈G∗ supx∈SX supu∈Ix f⊕(x, u) ≤
M2.
theorem 2. Let G∗ satisfy (G1)–(G4), and an be a sequence such that
an → 0 and
√
nan →∞. Consider a sequence of alternative global hypotheses
HGA,n : G ∈ GA,n, GA,n =
{G ∈ G∗ : E[d2W (f⊕(X), f∗⊕)] ≥ a2n} .
Then the worst case power converges strongly and uniformly to 1, that is,
for any  > 0,
inf
G∈GA,n
P
(
inf
m≥n
βGm ≥ 1− 
)
→ 1.
3.2. Test of Partial Effects. Beyond a test for no effect, it is often nec-
essary to test the effect for just a single predictor or a subset of them. With
X = (Y,Z) as in Section 2.3, under the partial null hypothesisHP0 : f⊕(x) = f0,⊕(y),
E
(
d2W (f⊕(X), f
∗
⊕)
)
= E
(
d2W (f0,⊕(Y ), f
∗
⊕)
)
,
motivating the partial Wasserstein F -statistic
(3.4) F ∗P =
n∑
i=1
[
d2W (Fˆi, fˆ
∗
⊕)− d2W (Fˆ0,i, fˆ∗⊕)
]
, Fˆ0,i = fˆ0,⊕(Yi),
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corresponding to the numerator of the partial F -statistic in the multiple
linear regression setting.
Setting J> = [−ΣZY Σ−1Y Y Ip−1] and ΣZ|Y = ΣZZ − ΣZY Σ−1Y Y ΣY Z , define
the covariance matrix kernel
K∗(u, v) = Σ−1/2Z|Y J
>E
[
(X − µ)(X − µ)>CT (S(u), S(v))
]
JΣ
−1/2
Z|Y
=
∞∑
l=1
τlϕl(u)ϕ
>
l (v).
(3.5)
Here, the functions ϕl form an orthonormal set in
(
L2(I¯∗, f∗⊕)
)p−q
and the
positive, nonincreasing eigenvalues τl of K
∗ satisfy
∑∞
l=1 τl <∞.
theorem 3. Under (T1)–(T4),
F ∗P |X1, . . . , Xn D→
∞∑
l=1
τlξ
2
l almost surely,
where ξl are independent standard normal random variables. If, in addition,
E(Z|Y ) is linear in Y and Var(Z|Y ) = ΣZ|Y almost surely, then
{τl}∞l=1 = λ1, . . . , λ1︸ ︷︷ ︸
p− q
, λ2, . . . , λ2︸ ︷︷ ︸
p− q
, . . .
so that
∑∞
l=1 τlξ
2
l
D
=
∑∞
j=1 λjω
′
j , where ω
′
j are i.i.d. χ
2
p−q random variables.
Similar to the global case, the τl in (3.5) also correspond to the eigenvalues
of the kernel C∗Q(s, t) = K
∗(Q∗⊕(s), Q∗⊕(t)). Setting Xi,c = Xi− X¯, a natural
estimator is
(3.6)
Cˆ∗Q(s, t) = Σˆ
−1/2
Z|Y Jˆ
>
{
1
n
n∑
i=1
Xi,cX
>
i,c(Qi(s)− Qˆi(s))(Qi(t)− Qˆi(t))
}
JˆΣˆ
−1/2
Z|Y ,
where ΣˆZ|Y and Jˆ are plug-in estimates. Let τˆj be the corresponding eigen-
value estimates from Cˆ∗Q(s, t), and bˆ
P
α be the 1 − α percentile of
∑∞
l=1 τˆlξ
2
l ,
with ξl as in Theorem 3. If the additional assumptions in the second part of
Thereom 3 hold, then let bˆPα be the 1− α quantile of
∑∞
j=1 λˆjω
′
j . Computa-
tion of these critical values can be done in the same was as the global case.
We have the following size and power results for the partial Wasserstein F -
test, with βPn = PX(F
∗
p > bˆ
P
α ) denoting the conditional power as a function
of the underlying model G.
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Corollary 2. If G ∈ G satisfies HP0 and (T1)–(T4) hold, then βPn → α
almost surely.
theorem 4. Let G∗ satisfy (G1)–(G4), and an be as in Theorem 2.
Consider a sequence of alternative partial hypotheses
HPA,n : G ∈ G′A,n, G′A,n =
{G ∈ G∗ : E[d2W (f⊕(X), f0,⊕(Y ))] ≥ a2n} .
Then the worst case power converges strongly and uniformly to 1, that is,
for any  > 0,
inf
G∈G′A,n
P
(
inf
m≥n
βPm ≥ 1− 
)
→ 1.
3.3. Alternative Testing Approximations. As an alternative to estimat-
ing the eigenvalues in the limiting distributions of F ∗G and F
∗
P , Satterth-
waite’s approximation (Satterthwaite, 1941; Shen and Faraway, 2004) can
elso be employed. Using the global test as an example, we approximate
the null distribution of the test statistic by aχ2m, where a,m > 0 are
scalars chosen to satisfy the moment matching conditions am = p
∑∞
j=1 λj ,
a2m = p
∑∞
j=1 λ
2
j . Using this approximation, one does not need to estimate
the individual eigenvalues λj , given the equalities (Hsing and Eubank, 2015)
∞∑
j=1
λj =
∫ 1
0
CQ(t, t)dt,
∞∑
j=1
λ2j =
∫ 1
0
∫ 1
0
C2Q(s, t)dsdt.
Hence, one can compute the approximate values a and m using the corre-
sponding norms of the estimate CˆQ. This alternative approach is outlined
in Algorithm 4 of the Appendix.
Finally, as the limiting distributions in Theorems 1 and 3 are the result
of underlying central limit theorems, one may employ a bootstrap approach
to testing these hypotheses. Since the inference is conditional on the ob-
served predictors Xi, a natural approach is to perform a residual trans-
port bootstrap. Using the global test as an example, let Tˆi,0 = Qi ◦ Fˆ ∗⊕ be
the approximate versions of the residual transports Ti under HG0 . Obtain
B independent bootstrap samples {T˜ bi }ni=1, b = 1, . . . B, by sampling with
replacement from the Tˆi,0, and form the bootstrapped quantile functions
Q˜bi = T˜
b
i ◦ Qˆ∗⊕. Then, compute bootstrap estimates fˆ b⊕(x) and fˆ∗,b⊕ using
the data (Xi, Q˜
b
i), i = 1, . . . , n. Finally, compute the bootstrap statistics
F˜ ∗,bG =
∑n
i=1 d
2
W (fˆ
b⊕(Xi), fˆ
∗,b
⊕ ). The bootstrap p-value then becomes
#
{
F˜ ∗,bG > F
∗
G
}
+ 1
B + 1
.
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This global residual bootstrap test is outlined in Algorithm 5 of the Ap-
pendix. For the partial test, this residual bootstrap can only be employed if
the support of the densities is fixed, since otherwise the null residual trans-
ports Tˆi,0 = Qi ◦ Fˆ0,⊕(Yi) will have different supports.
4. Confidence Bands. We now develop methodology for producing
a confidence set for f⊕(x), where x is considered to be fixed. In similar
settings where one desires to make a confidence statement for a functional
parameter, such as nonparametric regression (Eubank and Speckman, 1993;
Claeskens and Van Keilegom, 2003), mean and covariance estimation in
functional data analysis (Degras, 2011; Wang and Yang, 2009; Cao, Yang
and Todem, 2012), and the varying coefficient model (Fan and Zhang, 2008),
one can either build pointwise or simultaneous bands. In the current setting
of Wasserstein regression for density response data, the constraints inherent
to the density targets f⊕(x) render pointwise confidence bands of little use.
Hence, the approach we take will be motivated by simultaneous confidence
bands. Here, the descriptor “simultaneous” refers to the argument u of the
functional parameter f⊕(x, u), and not to the specific regressor value x under
consideration. Let g be a generic functional parameter of interest, where
we assume that g is bounded. Given an estimator gˆ, a typical approach
to formulating a simultaneous confidence band is to show that bn(gˆ(u) −
g(u))/a(u) converges weakly to a limiting process (usually Gaussian) in the
space of bounded functions under the uniform metric (Van der Vaart and
Wellner, 1996), where a > 0 is a scaling function and b−1n is the rate of
convergence. By an application of the continuous mapping theorem, one can
then obtain a confidence band for g of the form
{g∗ : gˆ(u)− ca(u)b−1n ≤ g∗(u) ≤ gˆ(u) + ca(u)b−1n for all u}.
This band corresponds to all functions that are almost everywhere between
the lower and upper bounds, and is the closest one can get to a confidence
interval in function space. This partial ordering is induced explicitly by the
uniform metric, and indicates why simultaneous confidence bands are so
useful for functional parameters, in that one can visualize the entire set
graphically. We will explore two different approaches to formulating simul-
taneous confidence bands. The first arises naturally from the Wasserstein
geometry, and provides a distributional band for either Q⊕(x) or F⊕(x), but
not the density parameter. In the second approach, we strengthen the con-
vergence results and utilize the delta method to construct a simultaneous
confidence band for f⊕(x).
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4.1. Intrinsic Wasserstein-∞ Bands. The first method is directly related
to the geometry imposed by the Wasserstein-∞metric; see (2.2). Specifically,
if Vˆx = Qˆ⊕(x) ◦ F⊕(x) is the optimal transport from the target to the
estimate, then
d∞(f⊕(x), fˆ⊕(x)) = f⊕(x)- ess sup
u
|Vˆx(u)− u| = sup
u∈Ix
|Vˆx(u)− u|.
It is then natural to establish weak convergence (denoted by  ) of the
process Vˆx(u) within the space of bounded functions on Ix, denoted L∞(Ix).
Define Λ = E(X˜X˜>) and the covariance kernel
(4.1) K˜(u, v) = Λ−1E
[
X˜X˜>CT (S(u), S(v))
]
Λ−1, u, v ∈ I¯∗.
theorem 5. Suppose that (T1)–(T4) hold. Then there exists a zero-
mean Gaussian process Mx on L∞(Ix) such that
√
n(Vˆx − id)|X1, . . . , Xn  Mx almost surely.
With ux = Q
∗⊕ ◦ F⊕(x, u) for any u ∈ Ix, the covariance of Mx is
(4.2) Cx(u, v) = x˜>K˜ (ux, vx) x˜.
As in the testing procedures, estimation of the covariance kernel K˜ is
simplified by moving to quantile functions. Set DQ(s, t) = K˜(Q
∗⊕(s), Q∗⊕(t)),
with estimate
(4.3) DˆQ(s, t) = Λˆ
−1
{
1
n
n∑
i=1
X˜iX˜
>
i (Qi(s)− Qˆi(s))(Qi(t)− Qˆi(t))
}
Λˆ−1,
where Λˆ = n−1
∑n
i=1 X˜iX˜
>
i . This leads to
(4.4) Cˆx(u, v) = x˜>DˆQ(Fˆ⊕(x, u), Fˆ⊕(x, v))x˜, u, v ∈ [Qˆ⊕(x, 0), Qˆ⊕(x, 1)].
Let mα be the 1− α quantile of the distribution of
ζx := sup
u∈Ix
Cx(u, u)−1/2 |Mx(u)| .
Since mα is unknown, we estimate it as follows. Observe that Nx = Mx ◦
Q⊕(x) is a Gaussian process on L∞[0, 1] with covariance x˜>DQ(s, t)x˜. Con-
ditional on the data, let Nˆx be a zero-mean Gaussian process with covariance
x˜>DˆQ(s, t)x˜. Define
ζˆx = sup
t∈[0,1]
[
x˜>DˆQ(t, t)x˜
]−1/2 ∣∣∣Nˆx(t)∣∣∣ ,
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and set mˆα as the 1− α quantile of ζˆx. Then the Wasserstein-∞ confidence
band for f⊕(x) is
(4.5)
Cα,n(x) =
{
g ∈ D : sup
u∈Iˆx
|Tg,x(u)− u|
Cˆx(u, u)1/2
≤ mˆα√
n
}
, Tg,x = G
−1 ◦ Fˆ⊕(x).
We have the following corollary of Theorem 5.
Corollary 3. Suppose (T1)–(T4) hold. If infu∈I∗ CT (u, u) > 0, then
PX (f⊕(x) ∈ Cα,n(x))→ 1− α almost surely.
An important case arising in practice that is ruled out by the requirement
of strictly positive covariance is when the support of F is some fixed interval
I, so that the random transport T is necessarily fixed at the boundaries. In
this case, a slight adjustment can be made as outlined in Corollary 5 of the
Appendix.
Next, we demonstrate a connection between these simultaneous Wasserstein-
∞ bands and the usual partial stochastic ordering of distributions. Recall
that a cdf F is said to be stochastically greater than another G, written
F  G, if F (u) ≤ G(u) for all u. For F2  F1, define the bracket
[F1, F2] = {g ∈ D : F2  G  F1}
consists of all distributions in D which lie between F1 and F2 in the stochas-
tic ordering. From (4.5), we deduce that the simultaneous confidence band
consists of all densities g ∈ D such that
ML(u) ≤ G−1◦Fˆ⊕(x, u) ≤MU (u), (ML(u),MU (u)) = u±n−1/2mˆαCˆx(u, u)1/2.
Define TL to be the unique projection (in L
2[0, 1]) of ML onto the closed
and convex set of non-decreasing functions M for which M(u) ≥ ML(u).
Similarly, TU is unique largest nondecreasing function below MU . Note that
TL(u) ≤ Tg,x(u) ≤ TU (u) for all g ∈ Cα,n(x). Then the cdf bounds FL =
Fˆ⊕(x) ◦ T−1L and FU = Fˆ⊕(x) ◦ T−1U represent the Wasserstein-∞ band, i.e.
Cα,n(x) = [FL, FU ] . Algorithm 6 in the Appendix outlines the steps for
computing Cα,n(x) in practice.
4.2. Wasserstein Density Bands. One drawback of the above simultane-
ous confidence bands is that they do not readily translate to the space of
densities, since, if F1 ≺ F2 in the stochastic ordering, their derivatives need
not satisfy f1 ≥ f2. Thus, we take a second approach to form a confidence
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band in density space, based on the direct difference fˆ⊕(x) − f⊕(x) rather
than the optimal transport map between these distributions.
An interesting challenge associated with this approach is that the sup-
ports of the target f⊕(x) and its estimate fˆ⊕(x) may differ, so that con-
vergence may be ill-behaved near the boundaries. To resolve this, for any
δ ∈ (0, 1/2), define Iδx = [Q⊕(x, δ), Q⊕(x, 1 − δ)]. We consider conditional
weak convergence of the process
√
n(fˆ⊕(x) − f⊕(x)) in the space L∞(Iδx).
For l,m ∈ {0, 1} and K˜ as in (4.1), define K˜(l,m) = ∂l+m
∂ul∂vm
K˜. Lastly, set
K(u, v) =
(
K˜(u, v)
[
f∗⊕(v)
]−1
K˜(0,1)(u, v)[
f∗⊕(u)
]−1
K˜(1,0)(u, v)
[
f∗⊕(u)f∗⊕(v)
]−1
K˜(1,1)(u, v)
)
, u, v ∈ I∗.
theorem 6. Suppose (T1)–(T4) hold, and that f∗⊕ is continuously dif-
ferentiable. Then, for almost all x, there exists a zero-mean Gaussian process
Fx on L∞(Iδx) such that
√
n
(
fˆ⊕(x)− f⊕(x)
)
|X1, . . . , Xn  Fx almost surely.
With ux = Q
∗⊕◦F⊕(x, u) and c>u = (∂/∂uf⊕(x, u),−f2⊕(x, u)) for any u ∈ Iδx,
and ⊗ denoting the Kronecker product, the covariance of Fx is
(4.6) Rx(u, v) = c>u
(
x˜> ⊗K(ux, vx)⊗ x˜
)
cv.
We now describe the method for estimating Rx. With DˆQ as in (4.3), let
Dˆ
(l,m)
Q =
∂l+m
∂sl∂tm
DˆQ. Then, define D(s, t) = K(Q∗⊕(s), Q∗⊕(t)) and its estimate
(4.7) Dˆ(s, t) =
(
DˆQ(s, t) Dˆ
(0,1)
Q (s, t)
Dˆ
(1,0)
Q (s, t) Dˆ
(1,1)
Q (s, t),
)
s, t ∈ [δ, 1− δ],
and set
Kˆ(u, v) = Dˆ(Fˆ⊕(x, u), Fˆ⊕(x, v)), u, v ∈ Iˆδx = [Qˆ⊕(x, δ), Qˆ⊕(x, 1− δ)].
Next, the chain rule implies that ∂∂uf⊕(x, u) = −f3⊕(x, u) ∂∂tq⊕(x, F⊕(x, u)).
Hence, define ∂∂t qˆ⊕(x, t) = n
−1∑n
i=1 sin(x)q
′
i(t) for t ∈ [δ, 1− δ], yielding
∂
∂u
fˆ⊕(x, u) = −fˆ3⊕(x, u)
∂
∂t
qˆ⊕(x, Fˆ⊕(x, u)), u ∈ Iˆδx.
Finally, for u, v ∈ Iˆδx, set
(4.8)
Rˆx(u, v) = cˆ>u
(
x˜> ⊗ Kˆ(u, v)⊗ x˜
)
cˆv, cˆ
>
u =
(
∂
∂u
fˆ⊕(x, u), −fˆ2⊕(x, u)
)
.
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Let lα be the unknown 1− α quantile of
ξx = sup
u∈Iδx
Rx(u, u)−1/2|Fx(u)|.
Similar to the case of the Wasserstein-∞ band, conditional on the data, let
Jˆx(t) be a zero-mean Gaussian process on (0, 1), with covariance Rˆx(Qˆ⊕(x, s), Qˆ⊕(x, t)).
Define lˆα as the the 1− α quantile of
ξˆx = sup
t∈[δ,1−δ]
[
Rˆx(Qˆ⊕(x, t), Qˆ⊕(x, t))
]−1/2 ∣∣∣Jˆx(t)∣∣∣ .
Then the nearly simultaneous Wasserstein density confidence band is
(4.9) Bα,n(x) =
{
g ∈ D : sup
u∈Iˆδx
|g(u)− fˆ⊕(x, u)|
Rˆx(u, u)1/2
≤ lˆα√
n
}
.
See Algorithm 7 in the Appendix for an implementation of this confidence
band.
The final corollary demonstrates almost sure convergence of the coverage
rate of the Wasserstein density confidence band. Since the estimation of
the covariance Rx is considerably more complex than for the Wasserstein-
∞ band, additional smoothness assumptions are required on the random
transport map T.
Corollary 4. Suppose the assumptions of Theorem 6 hold, and that
infu∈Iδx Rx(u, u) > 0. Furthermore, assume that T is twice differentiable
almost surely, with T ′′ having Lipschitz constant L˜ and satisfying
E
(
‖X˜‖E6 sup
u∈R
|T ′′(u)|2
)
<∞, E(L˜) <∞.
Then
PX (f⊕(x) ∈ Bα,n)→ 1− α almost surely.
5. Simulations. Extensive simulations were conducted to investigate
the empirical performance of the F -tests and confidence bands developed
in Sections 3 and 4. Data were generated according to model (2.6) for in-
creasing sample sizes and different random optimal transport processes T .
Furthermore, to assess the robustness of our procedures when densities are
only indirectly observed through samples, simulations were also conducted
using only raw data generated from the random densities. For brevity, results
for the indirectly observed case are reported in the Appendix.
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We first describe the simulation settings for the Wasserstein F -tests. Fol-
lowing Example 1, set f0 as the standard normal distribution, truncated
to the interval [−2.5, 2.5] and renormalized to have integral one. Bivariate
predictors Xi = (Xi1, Xi2) were generated as independent uniform random
variables on [−0.5, 0.5]. Let ν(x) = α1x1 +α2x2 and τ(x) = 2+β1x1 +β2x2,
where the parameters αj , βj were varied to increase signal strength for as-
sessing power performance. The conditional Wasserstein mean density was
(5.1) f⊕(x, u) =
1
τ(x)
f0
(
u− ν(x)
τ(x)
)
.
To produce the random densities Fi, random optimal transport maps Ti
were generated in two different ways. In the first setting, Ti(u) = Vi1 +Vi2u,
where Vi1 ∼ U(−0.5, 0.5) and Vi2 ∼ U(0.5, 1.5) were generated indepen-
dently, yielding linear optimal transport maps. In the second setting, fol-
lowing the method described in Section 8.1 of Panaretos and Zemel (2016),
nonlinear optimal transport maps were generated. Specifically, define tem-
plate transport maps M0(u) = u and
Mk(u) = u− sin(ku)|k| , k 6= 0.
For J = 10, (Wi1, . . . ,WiJ) were sampled from a order J Dirichlet dis-
tribution, so that Wj > 0 and
∑J
j=1Wj = 1. Then Kij , j = 1, . . . , J , were
sampled independently and uniformly from (−0.250,−0.125, 0, 0.125, 0.250).
The resulting optimal transport map in the second setting was Ti(u) =∑J
j=1WijMKij (u). Finally, the random density was generated as
Fi(u) = f⊕
(
Xi, T
−1
i (u)
)
(T−1i )
′(u).
In the case when the densities were not directly observed, secondary samples
of size 300 from each Fi were generated, and local linear smoothing of the
empirical quantile function was used to estimate the quantile functions Qˆi
for use in the testing algorithms. The Matlab function ‘smooth’ was used
with default choice of the smoothing parameter.
In both the global and partial F tests simulations, the empirical size ap-
proached the nominal size α = 0.05 as the sample size grew, and the empir-
ical power function increased with the increasing signal strength. To create
models satisfying global null and alternative hypotheses, α1 = α2 = β1 = β2
were set to be equal, with the common value running through (0, 0.5). In
the partial F -test, α1 and β1 were fixed as α1 = 2 and β1 = 1 respectively,
while α2 = β2 varied across (0, 0.5). Therefore, the null hypothesis in the
partial Wasserstein F -test was HP0 : f⊕(x) = f0⊕(x1).
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Fig 2: Power curves for global (top) and partial (bottom) Wasserstein F -tests, for sample
sizes n = 100, 200, 500. The dotted horizontal line represents the nominal level α = 0.05.
For each of three sample sizes n = 100, 200, 500, five hundred simulations
were used to compute empirical power curves shown in Figure 2. For the
global tests, performance was similar among the χ2 mixture and alternative
Satterthwaite and bootstrap tests outliend in Section 3.3. The nominal sizes
converged to the right level, and power converged to one with increasing
values of the common parameter value. Power was generally higher for the
linear transport map setting, as expected. The same pattern is observed
for the partial test, although the Satterthwaite alternative more accurately
maintained the nominal level for low sample sizes. The bootstrap test could
not be implemented for the partial test due to the fact that the support of
the density varies with x. Similar results for indirectly observed densities
are given in Figure 4 in the Appendix. For both global and partial tests, the
difference in performance is more prominent in low sample sizes (in n, the
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Table 1
Confidence band error rates for fully observed densities over 500 simulation runs
Wasserstein-∞ band
linear transport map nonlinear transport map
n = 100 n = 200 n = 500 n = 100 n = 200 n = 500
x = -0.30 0.050 0.050 0.046 0.044 0.074 0.048
x = -0.24 0.056 0.040 0.058 0.044 0.068 0.044
x = -0.18 0.058 0.042 0.058 0.052 0.064 0.046
x = -0.12 0.056 0.036 0.062 0.058 0.064 0.054
x = -0.06 0.056 0.040 0.048 0.058 0.070 0.058
x = 0 0.056 0.042 0.042 0.052 0.074 0.056
x = 0.06 0.062 0.052 0.036 0.052 0.072 0.056
x = 0.12 0.060 0.050 0.036 0.054 0.072 0.058
x = 0.18 0.062 0.052 0.040 0.054 0.066 0.052
x = 0.24 0.068 0.052 0.042 0.058 0.064 0.058
x = 0.30 0.076 0.044 0.050 0.058 0.062 0.056
Wasserstein density band*
linear transport map nonlinear transport map
n = 100 n = 200 n = 500 n = 100 n = 200 n = 500
x = -0.30 0.062 0.056 0.054 0.066 0.074 0.064
x = -0.24 0.056 0.056 0.052 0.062 0.072 0.058
x = -0.18 0.052 0.052 0.054 0.054 0.058 0.050
x = -0.12 0.034 0.042 0.052 0.048 0.052 0.046
x = -0.06 0.038 0.038 0.038 0.046 0.050 0.044
x = 0 0.030 0.026 0.040 0.058 0.050 0.052
x = 0.06 0.028 0.030 0.036 0.066 0.054 0.058
x = 0.12 0.048 0.046 0.032 0.068 0.046 0.062
x = 0.18 0.052 0.048 0.034 0.074 0.060 0.062
x = 0.24 0.062 0.046 0.036 0.074 0.066 0.062
x = 0.30 0.064 0.048 0.036 0.086 0.076 0.064
*δ = 0.1 used to avoid boundary issue
number of densities), with the power converging at a slower rate and slightly
larger deviations from the nominal level compared to the case of observed
densities.
For simplicity, in the simulations for confidence bands, a single predic-
tor Xi ∼ U(−0.5, 0.5) was used. With ν(x) = 2x and τ(x) = 2 + x, the
mean was again given by (5.1), where f0 was the same as in the test-
ing simulations. The random optimal transports and case of indirectly ob-
served densities were handled the same as in the testing simulations as
well. Both types of confidence intervals were computed for predictor values
x ∈ (−0.30,−0.24, . . . , 0.24, 0.30), with δ = 0.1 being used for the density
bands. In addition, for the case of indirectly observed densities, coverage
of Wasserstein-∞ bands was also measured using δ = 0.1 due to boundary
effects associated with the preliminary smoothing, as the random quantile
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functions are very steep near the boundary. The error rates in Table 1 were
computed using 500 runs for each setting. Overall, error rates improved as
sample size increased, with error rates near α = 0.05 at all x values when
n = 500.
Table 3 in the Appendix contains the corresponding results when for indi-
rectly observed densities. Note that Algorithm 7 for computing the Wasser-
stein density band also requires estimation of qi and q
′
i in addition to the
quantile function Qi. In our experiments, qˆi and qˆ
′
i were computed by nu-
merical differentiation of Qˆi. Clearly there are alternative ways in which one
might estimate these functions, but numerical differentiation was chosen be-
cause it represents a worst-case scenario in order to reveal sensitivities of
the density bands to errors induced by this preprocessing step. Convergence
to the nominal coverage rate was slower for indirectly observed densities.
In particular, the Wasserstein-∞ band suffered from the aforementioned
boundary issues associated with local linear estimation of quantile functions
that are steep near the boundary. However, with n = 500, all but one of the
error rates were below 0.1, compared to the nominal rate α = 0.05.
6. Application to Stroke Data. Intracerebral hemorrhage (ICH),
caused by small blood vessel ruptures inside the brain, is the second most
common stroke subtype (Morgenstern et al., 2010). Computed tomography
(CT) is the most utilized imaging modality to diagnose and study ICH in
clinical settings. Various studies of ICH have revealed the importance of the
density of the hematoma, in addition to important factors such as the size
and location of the hematoma inside brain parenchyma. (Barras et al., 2009;
Delcourt et al., 2016; Salazar et al., 2019). The density of the hematoma is
not homogenous, and common practice is to summarize this important fea-
ture by some set of subjective scalar measures that are often obtained by
visual inspection and are thus user-dependent. For example, Boulouis et al.
(2016) demonstrated the importance of the CT hypodensity, a binary vari-
able indicating the presence of low-density regions within the hematoma.
Instead of using any particular summary, one can study the distribution
of hematoma density (i.e., a probability density function of hematoma den-
sity) throughout the entire hematoma as a functional object. Specifically, the
hematoma density is measured on the Hounsfield scale (0 - 100 HU) for each
voxel within the hematoma, and these can be used to produce a probabil-
ity density function in a variety of ways. In this application, the hematoma
densities were first combined into a histogram, followed by smoothing to
obtain a probability density function; see Fig. 1. Other methods, such as
local linear smoothing to obtain quantile function estimates as illustrated in
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the simulations, could also be used.
To illustrate the utility of the proposed inferential methods for Wasser-
stein regression, we considered a study of n = 393 ICH anonymized subjects
and analyzed the associations between 5 clinical and 4 radiological vari-
ables as predictors of the head CT hematoma densities as distributional
responses. The clinical predictors were age, weight, history of diabetes, and
two variables indicating history of coagulopathy (Warfarin and AnitPt).
Radiological predictors included the logarithm of hematoma volume, a con-
tinuous index of hematoma shape (Shape), presence of a shift in the mid-
line of the brain, and length of the interval between stroke event and the
CT scan (TimetoCT). These predictors were selected based on the natural
history and published clinical studies (Salman, Labovitz and Stapf, 2009;
Al-Mufti et al., 2018). A complete description of the data source can be
found in Hevesi et al. (2018). As seen in Figure 1, important features that
vary from subject to subject are the location and mode of the hematoma
density distribution, as well as the spread, where some hematoma densities
are homogeneous and concentrated around the single mode, while others
are more heterogeneous or even bimodal. Thus, while the mean is an impor-
tant aspect of the hematoma density, this natural summary fails to capture
other forms of variability that are automatically taken into account by the
Wasserstein regression model.
To assess the goodness of fit, the Wasserstein coefficient of determination
(Petersen and Mu¨ller, 2019) was computed as
Rˆ2⊕ = 1−
∑n
i=1 d
2
W (Fi, Fˆi)∑n
i=1 d
2
W (Fi, fˆ
∗⊕)
= 0.2242,
representing the fraction of Wasserstein variability explained by the model.
As a comparison, a standard linear functional response model (Faraway,
1997) was also fit, after transforming the densities into a linear function
space using the log quantile density (LQD) transformation of Petersen and
Mu¨ller (2016). Because the hematoma densities fail to have common sup-
ports, as required by the LQD transformation, the densities were regularized
to be strictly positive on (0, 100). This was done by appropriately mixing
each density with the uniform distribution on (0, 100), with the mixture
coefficient chosen so that the densities were all bounded below by 0.0005.
This alternative LQD model yielded fitted densities by means of the inverse
LQD transformation. The LQD method suffered from quite poor recovery
of the quantile functions near the boundaries t ∈ {0, 1}, due to the fact that
the observed densities decay to zero at the boundary of their supports. The
Wasserstein distance in (2.1) was sensitive to these errors, and resulted in
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Table 2
LQD transformation method and Wasserstein regression p-values
Category Predictor Wasserstein LQD
Clinical
Age 0.862 0.761
Weight < 0.001 0.479
DM 0.034 0.742
Warfarin 0.298 0.640
AntiPt 0.078 0.900
Radiological
log(Volume) < 0.001 < 0.001
Hematoma Shape < 0.001 < 0.001
Midline Shift < 0.001 0.039
TimetoCT 0.902 0.657
a much lower Wasserstein coefficient of determination of Rˆ2⊕ = 0.0389, so
that the Wasserstein regression model provided a substantial improvement
on the LQD approach.
The p-value for the global Wasserstein F -test was approximately zero
using the mixture χ2 test, giving strong evidence of a significant regression
relationship between the hematoma densities and candidate predictors. The
alternative testing procedures of Section 3.3 gave similar results. Significance
of the effects of individual predictors are found in Table 2, where these were
computed via partial Wasserstein F -tests. As a baseline for comparison, the
F -tests of Shen and Faraway (2004) were performed on the LQD functional
linear model. The global F -test on the LQD model was also approximately
zero, with partial p-values given in the last column of Table 2. Both models
identified hematoma size and shape, as well as presenece of midline shift,
as important factors in determining the distribution of density within the
hematoma. However, the Wasserstein regression model identifies two clinical
variables related to weight and diabetes as also affecting the hematoma
density distribution.
Finally, we demonstrate the use of the two types of Wasserstein confidence
bands developed in Section 4. Figure 3a shows two fitted Wasserstein mean
cdfs. The first corresponds to a hematoma volume equivalent to the first
quartile (Q1) of the observed values, with all other predictors set at their
mean (for continuous variables) or mode (for binary variables). The second is
similar, but for the third quartile (Q3) of hematoma volume. Each fitted cdf
is also accompanied by a Wasserstein-∞ band, represented by the stochastic
ordering bracket [FL, FU ]. These bands may be interpreted as bounds on the
“horizontal” sampling variability of the fitted distributions, i.e. the sampling
variability of the fitted quantile function. Figure 3b shows the corresponding
fitted Wasserstein mean densities, along with density bands. These density
bands reflect sampling variability at the density level and aid in inferring
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(a) Wasserstein-∞ band (b) Wasserstein density band
Fig 3: 95% confidence bands for conditional Wasserstein mean CDF (left) and density
(right) when hematoma volume is equal to the first (Q1) and third (Q3) quartile in the
sample, with other variables set to their mean value for continuous variables and mode
for binary variables.
the relevance of local features seen in the fitted densities. As indicated by
Figure 1, the magnitude of the horizontal variability is the smaller of the two,
and this is reflected in the confidence bands. From a neurological point of
view, the physiology dictates that larger hematomas tend to be more dense
and homogeneous, since the pressure put on them from the surrounding
tissue restricts growth and causes voids within the hematoma to be filled,
confirming the observed differences between fitted cdfs/densities in Figure 3.
7. Discussion. We have studied the regression of density response curves
on vector predictors under the Fre´chet regression model and the Wasserstein
geometry of optimal transport. The targets are the conditional Wasserstein
mean densities, which can be estimated without the need of a tuning pa-
rameter, akin to a parametric model. By replacing the additive error term in
ordinary linear regression with a random optimal transport map, intuitive
test statistics are proposed for testing null hypotheses of both no and partial
predictor effects. In the spirit of regression, asymptotic distributions are de-
rived conditional on the observed predictors. The covariance of the random
transport map is a nuisance parameter that can be consistently estimated
and thus used to form a rejection region with correct asymptotic size and
which are uniformly consistent against classes of contiguous alternatives.
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Confidence bands are also derived for the fitted Wasserstein mean densi-
ties in two forms. Due to the intimate connection between the Wasserstein
metric and quantile functions for univariate distributions, the first type of
confidence band is formed in terms of the fitted Wasserstein mean quantile
function (equivalently, the Wasserstein mean cdf), and forms a bracket in
the usual stochastic ordering of distributions on the real line. These intrin-
sic confidence bands are complemented by extrinsic bands in density space,
allowing the user to simultaneously quantify sampling variability of all quan-
tiles of the distribution, as well as the uncertainty of local features seen in
the conditional Wasserstein mean densities.
As for any regression model, it will be necessary in future work to develop
diagnostic tools to assess the validity of the Wasserstein regression model for
a given data set. It is likely that tools for functional regression models can
similarly be adapted to the setting of density response curves (Chiou and
Mu¨ller, 2007). Likewise, model selection or regularized estimation procedures
are clearly desirable, especially in cases where the number of predictors is
large (Barber et al., 2017).
While our theoretical developments have assumed the density response
curves are known, in the majority of practical situations these will need
to be estimated from a collection of univariate samples, each generated by
one of the random densities. In the simulations, we have demonstrated how
this can be done using local linear smoothing of empirical quantile func-
tions, while smoothed histograms could also be used as in the application
to head CT densities. Some previous theoretical work in the analysis of
density samples has accounted for this preprocessing step, similar to the ef-
fects of pre-smoothing in functional data analysis when curves are measured
sparsely in time and often contaminated with noise (Kneip and Utikal, 2001;
Petersen and Mu¨ller, 2016; Panaretos and Zemel, 2016). An important point
of future research in this area will include identifying a division of regimes
between dense and sparse samples for density functions, similar to Zhang
and Wang (2016) for classical functional data, and their implications on
inferential procedures such as those proposed in this paper.
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APPENDIX
The Appendix is organized as follows. Section A.1 gives algorithms for the
various testing procedures and confidence band computations described in
Sections 3 and 4. Section A.2 illustrates how the confidence bands developed
in Section 4 can be adapted to the case of random densities F with a fixed
support I. Section A.3 gives simulation results, corresponding to the set-
tings of Section 5, for the case when the random densities are only observed
through a random sample. Section A.4 gives proofs of Propositions 1 and 2.
Sections A.5 and A.6 provide proofs of the testing and confidence band re-
sults in Sections 3 and 4, respectively. Finally, Section A.7 gives statements
and proofs of auxiliary lemmas.
A.1. Computational Algorithms.
A.1.1. Estimation. This section gives two algorithms, one for computing
Qˆ⊕(x) in (2.8), and the other for the density estimate fˆ⊕(x) in (2.9). Let
〈·, ·〉L2 and ‖·‖L2 denote the standard Hilbert inner product and norm on
L2[0, 1]. For any Q ∈ Q, since n−1∑ni=1 sin(x) = 1, observe that
1
n
n∑
i=1
sin(x)‖Qi −Q‖2L2 = ‖Q‖2L2 − 2〈Q˜⊕(x), Qi〉L2 +
1
n
n∑
i=1
sin(x)‖Qi‖2L2 ,
where Q˜⊕(x) = 1n
∑n
i=1 sin(x)Qi. For any g, h ∈ L2[0, 1], let 0 = t1 < · · · <
tm = 1 be a grid and set gl = g(tl), hl = h(tl). Let A ∈ Rm×m be the matrix
representing the trapezoidal rule approximation∫ 1
0
g(t)h(t)dt ≈ g>Ah.
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Algorithm 1: Estimating Qˆ⊕(x)
input : Predictor vector x ∈ Rp, quantile functions Qi, and grid
0 = t1 < · · · < tm = 1
output: Estimates Qˆ⊕(x, tl), l = 1, . . . ,m
for l← 1 to m do
Ql ← n−1
∑n
i=1 sin(x)Qi(tl);
end
if Ql+1 ≥ Ql ∀l ∈ {1, . . . ,m− 1} then
Qˆ⊕(x, tl)← Ql;
else
b∗ ← minb∈Rm 12b>Ab−Q>Ab, subject to b1 ≤ · · · ≤ bm;
Qˆ⊕(x, tl)← b∗l ;
end
Algorithm 2: Estimating fˆ⊕(x) and qˆ⊕(x)
input : Predictor vector x ∈ Rp, quantile functions values Qi(0),
quantile densities qi, grid 0 = t1 < · · · < tm = 1, and  > 0.
output: Estimates qˆ⊕(tl) and fˆ⊕(x, Qˆ⊕(x, tl)), l = 1, . . . ,m
Q˜0 ← n−1
∑n
i=1Qi(0);
for l← 1 to m do
Ql ← n−1
∑n
i=1 sin(x)qi(tl);
end
if Ql < 0 for any l ∈ {1, . . . ,m} then
b∗ ← minb∈Rm+1 12b>Bb−Q>Bb, such that b2, . . . ,bm+1 ≥ ;
(Q1, . . . ,Qm)← b∗;
end
u0 ← Q1 ;
for l← 1 to m do
ul ← ul−1 + (Ql + Ql+1)(tl+1 − tl)/2;
Qˆ⊕(x, tl)← ul;
qˆ⊕(x, tl)← Ql;
fˆ⊕(x, ul)← 1/Ql;
end
Next, in light of Section 4.2, it is necessary to obtain a density estimate
fˆ⊕(x). One possibility is to compute Qˆ⊕(x) using Algorithm 1, followed
by numerical inversion to obtain Fˆ⊕(x, u), and finally computing fˆ⊕(x) by
numerical differentiation. However, a more direct route is available. Suppose
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that g, h ∈ L2[0, 1] are differentiable, and take g˜ = (g(0), g′(t1), . . . , g′(tm)),
and similarly h˜. Then let B ∈ R(m+1)×(m+1) be the matrix representing the
trapezoidal approximation∫ 1
0
g(t)h(t)dt ≈ g˜>Bh˜.
A.1.2. Hypothesis Testing. We first give the algorithm for computing the
critical value bˆGα in the global test using eigenvalue estimates λˆj . Assume the
fitted quantile functions Qˆi = Qˆ⊕(Xi) and Qˆ∗⊕ = Qˆ⊕(X¯) have already been
computed using Algorithm 1, and that CˆQ in (3.3) has also been calculated.
Then let λˆj be the eigenvalues of CˆQ, which can be computed using a singular
value decomposition of the discretized covariance. Let J be the number of
λj that are positive. Algorithm 3 can be replaced by either of Algorithm 4
or 5, which correspond to the Satterthwaite approximation and residual
bootstrap mentioned in Section 3.3. Similar algorithms can be followed for
the partial tests of Section 3.2. However, the residual bootstrap algorithm
can only be executed if the support of the random density F is fixed.
Algorithm 3: Critical Value for Global Test
input : Eigenvalue estimates λˆj , level α ∈ (0, 1), and integer R
output: Critical value bˆGα
for r ← 1 to R do
Generate ωj
i.i.d.∼ χ2p, j = 1, . . . , J ;
zr ←
∑J
j=1 λˆjωj ;
end
bˆGα ← 1− α empirical quantile of z1, . . . , zR;
Algorithm 4: Satterthwaite Critical Value for Global Test
input : Covariance Estimate CˆQ
output: Critical value bˆGα
a←
(∫ 1
0
∫ 1
0 CˆQ(s, t)dsdt
)/(∫ 1
0 CˆQ(t, t)dt
)
;
m← p
(∫ 1
0 CˆQ(t, t)dt
)2/(∫ 1
0
∫ 1
0 CˆQ(s, t)dsdt
)
;
bˆGα ← aχ2m,1−α;
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Algorithm 5: Bootstrap Critical Value for Global Test
input : Data (Xi, Qi), fitted quantile functions Qˆi and Qˆ
∗⊕, level
α ∈ (0, 1), and integer R
output: Critical value bˆGα
for i← 1 to n do
Tˆi ← Qˆi ◦ Fˆ ∗⊕;
end
for r ← 1 to R do
Sample T ∗1 , . . . T ∗n uniformly and with replacement from
(Tˆ1, . . . , Tˆn);
(Q∗1, . . . , Q∗n)← (T ∗1 ◦Q∗⊕, . . . , T ∗n ◦Q∗⊕);
Compute fitted values Qˆ⊕,r(Xi) from data (Xi, Q∗i ) using
Algorithm 1;
zr ←
∑n
i=1‖Qˆ⊕,r(Xi)−Q∗⊕‖2L2 ;
end
bˆGα ← 1− α empirical quantile of z1, . . . , zR;
A.1.3. Confidence Bands. We first consider the Wasserstein-∞ bands of
Section 4.1. The goal is to compute the upper and lower cdf bounds (FL, FU )
such that Cα,n(x) = [FL, FU ] . The initial step in the algorithm is to approx-
imate the critical value mˆα. This requires generating zero-mean Gaussian
processes (GP) with a specified covariance function. This step can be done
in a number of ways, for instance by discretizing the process onto a grid and
generating a multivariate Gaussian vector with the given covariance struc-
ture. However, other methods can be used. The key step is to project the
resulting functions ML and MU to their nearest monotonic majorant and mi-
norant, respectively, which becomes a quadratic program when discretized.
For simplicity, we don’t outline that step here, but the same approach used
in Algorithm 1 applies. In addition, the algorithm produces quantile bounds
(QL, QU ) instead of the cdf bounds since it is easier to present this way, but
one can easily compute the latter through numerical inversion as a post-
processing step. Suppose that DˆQ(s, t) has already been computed as in
(4.3), and define Dˆ1,x(s, t) = x˜
>DˆQ(s, t)x˜.
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Algorithm 6: Wasserstein-∞ Band
input : Predictor vector x ∈ Rp, estimates Qˆ⊕(x) and Dˆ1,x(s, t), level
α ∈ (0, 1), and integer R
output: Lower/Upper bound quantile functions (QL, QU ) of
simultaneous Wasserstein-∞ band Cα,n(x)
for r ← 1 to R do
Generate GP Nˆx(t) with mean zero and covariance Dˆ1,x(s, t);
zr ← supt∈[0,1] Dˆ1,x(t, t)−1/2|Nˆx(t)|;
end
mˆα ← 1− α empirical quantile of z1, . . . , zR;
ML(t)← Qˆ⊕(x, t)− n−1/2mˆαDˆ1,x(t, t)1/2;
MU (t)← Qˆ⊕(x, t) + n−1/2mˆαDˆ1,x(t, t)1/2;
QL ← argminQ∈Q‖Q−ML‖2L2 subject to Q nondecreasing, Q ≥ML;
QU ← argminQ∈Q‖Q−MU‖2L2 subject to Q nondecreasing, Q ≤MU ;
Lastly, we present the algorithm for computing the Wasserstein density
band Bα,n(x) as in (4.9). Assume the covariance Dˆ(s, t) in (4.7) has been
computed, using quantile estimates Qˆi, Qˆ⊕(x) and quantile density estimates
qˆi, qˆ⊕(x) from Algorithm 2. Furthermore, define
bˆt =
1
qˆ⊕(x, t)3
(
∂
∂t
qˆ⊕(x, t), qˆ⊕(x, t)
)>
,
∂
∂t
qˆ⊕(x, t) =
1
n
n∑
i=1
sin(x)q
′
i(t).
Then set Dˆ2,x(s, t) = bˆ
>
s
(
x˜> ⊗ Dˆ(s, t)⊗ x˜
)
bˆt.
Algorithm 7: Wasserstein Density Band
input : Predictor vector x ∈ Rp, estimates fˆ⊕(x) and Dˆ2,x(s, t), level
α ∈ (0, 1), δ ∈ (0, 1/2), and integer R
output: Lower/Upper bound functions (fL, fU) of nearly simultaneous
Wasserstein density band Bα,n(x)
for r ← 1 to R do
Generate GP Jˆ (t) on (δ, 1− δ) with mean zero and covariance
Dˆ2,x(s, t);
zr ← supt∈(δ,1−δ) Dˆ2,x(t, t)−1/2|Jˆ (t)|
end
lˆα ← 1− α empirical quantile of z1, . . . , zR;
fL(u) = fˆ⊕(x, u)− n−1/2Dˆ2,x(Fˆ⊕(x, u), Fˆ⊕(x, u))1/2 lˆα;
fU(u) = fˆ⊕(x, u) + n−1/2Dˆ2,x(Fˆ⊕(x, u), Fˆ⊕(x, u))1/2 lˆα;
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A.2. Densities with Fixed Support. In many common scenarios,
the sample of densities all have a known finite support I = (a, b). With-
out loss of generality, suppose I = (0, 1). The key difficulty associated with
the Wasserstein-∞ band in (4.5) is the standardization provided obtained
by dividing by the square root of the pointwise variance estimate. When
the densities have fixed support, the random optimal transports T neces-
sarily satisfy CT (0, 0) = CT (1, 1) = 0, so that standardization does not
preserve tightness in the weak convergence statements. On the other hand,
having a fixed support resolves the issue encountered in the development of
the Wasserstein density bands, since the true conditional Wasserstein mean
f⊕(x) and its estimate fˆ⊕(x) will both have support (0, 1).
Using the same notation as in Section 4, for any δ ∈ (0, 1/2), define
ζˆ ′x = sup
t∈[δ,1−δ]
[
x˜>DˆQ(t, t)x˜
]−1/2 ∣∣∣Nˆx(t)∣∣∣ ,
ξˆ′x = sup
t∈(0,1)
[
Rˆx(Qˆ⊕(x, t), Qˆ⊕(x, t))
]−1/2 ∣∣∣Jˆx(t)∣∣∣ ,
and let mˆ′α and lˆ′α be, respectively, the 1 − α quantiles of ζˆ ′z and ξˆ′x. Then
define the confidence bands
C ′α,n(x) =
{
g ∈ D : sup
u∈[δ,1−δ]
|Tg,x(u)− u|
Cˆx(u, u)1/2
≤ mˆ
′
α
n1/2
}
, Tg,x = G
−1 ◦ Fˆ⊕(x),
(A.1)
B′α,n(x) =
{
g ∈ D : sup
u∈I
|g(u)− fˆ⊕(x, u)|
Rˆx(u, u)1/2
≤ lˆ
′
α
n1/2
}
.
(A.2)
The same computational procedures outlined in Algorithms 6 and 7 apply
to computing the above confidence bands. We also have strongly consistent
coverage.
Corollary 5. Suppose that (T1)–(T4) and CT (u, u) > 0 for all u ∈
(0, 1). Then
PX
(
f⊕(x) ∈ C ′α,n(x)
)→ 1− α almost surely.
Corollary 6. Suppose the assumptions of Corollary 4 hold. Then, if
infu∈(0,1)Rx(u, u) > 0,
PX
(
f⊕(x) ∈ B′α,n(x)
)→ 1− α almost surely.
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Fig 4: Power curves for global (top) and partial (bottom) Wasserstein F -tests, for
sample sizes n = 100, 200, 500, when densities are only indirectly observed through
a random sample. The dotted horizontal line represents the nominal level α = 0.05.
A.3. Simulations with Indirectly Observed Densities. To under-
stand the possible errors that may be introduced when densities are only
observed through a random sample, an additional step was added to the
density simulations outlined in Section 5. After generating the random den-
sities Fi, i = 1, . . . , n, a random sample of scalar variables was generated
for each density, each of size 300. The preliminary estimation of Qi, qi = Q
′
i
and q′i was performed as described in Section 5.
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Table 3
Error rates of intrinsic Wasserstein-∞ and Wasserstein density bands for indirectly
observed densities over 500 simulation runs
Wasserstein-∞ band*
linear transport map nonlinear transport map
n = 100 n = 200 n = 500 n = 100 n = 200 n = 500
x = -0.30 0.072 0.086 0.072 0.066 0.076 0.078
x = -0.24 0.072 0.080 0.070 0.078 0.070 0.084
x = -0.18 0.072 0.078 0.088 0.092 0.064 0.082
x = -0.12 0.076 0.074 0.094 0.084 0.062 0.084
x = -0.06 0.072 0.070 0.088 0.088 0.056 0.088
x = 0 0.066 0.082 0.092 0.082 0.058 0.086
x = 0.06 0.062 0.076 0.076 0.084 0.062 0.082
x = 0.12 0.062 0.068 0.082 0.098 0.072 0.088
x = 0.18 0.062 0.064 0.068 0.090 0.078 0.092
x = 0.24 0.070 0.060 0.066 0.094 0.088 0.090
x = 0.30 0.064 0.064 0.072 0.096 0.072 0.096
Wasserstein density band*
linear transport map nonlinear transport map
n = 100 n = 200 n = 500 n = 100 n = 200 n = 500
x = -0.3 0.272 0.188 0.114 0.072 0.048 0.044
x = -0.24 0.228 0.148 0.100 0.068 0.046 0.052
x = -0.18 0.206 0.146 0.096 0.050 0.048 0.054
x = -0.12 0.182 0.120 0.098 0.032 0.042 0.042
x = -0.06 0.166 0.112 0.088 0.030 0.034 0.038
x = 0 0.150 0.106 0.084 0.024 0.026 0.032
x = 0.06 0.140 0.098 0.074 0.030 0.028 0.034
x = 0.12 0.134 0.112 0.068 0.030 0.030 0.030
x = 0.18 0.152 0.118 0.064 0.036 0.032 0.034
x = 0.24 0.160 0.116 0.060 0.048 0.030 0.042
x = 0.3 0.176 0.116 0.062 0.044 0.040 0.040
*δ = 0.1 used to avoid boundary issue.
A.4. Proofs of Propositions 1 and 2.
Proof of Proposition 1. By (A1), Q∗⊕(t) := E(Q(t)) is well-defined
and finite for any t ∈ (0, 1). Since Q is continuous almost surely by (A2),
for any t ∈ (0, 1) and sequence tk → t, Q(tk) → Q(t) almost surely. Then,
by dominated convergence, Q∗⊕(tk)→ Q∗⊕(t). By monotonic convergence, we
can extend Q∗⊕ to [0, 1], with Q∗⊕(t) ↑ Q∗⊕(1) as t ↑ 1 and Q∗⊕(t) ↓ Q∗⊕(0) as
t ↓ 0. Clearly, Q∗⊕ is increasing by montonicity of expectation, so that Q∗⊕ is a
valid quantile function. Furthermore, Q∗⊕ ∈ L2[0, 1] by (A1). In fact, for any
measure M on R with finite second moment, its quantile function Q must be
in L2[0, 1]. Denote the standard Hilbert norm on this space by ‖·‖L2 . Thus,
the measure corresponding to Q∗⊕ is the unique minimizer of E
[‖Q−Q‖2L2]
among all quantile functions Q ∈ L2[0, 1], so that Q∗⊕ represents the quantile
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function of the Wasserstein mean measure.
Let t ∈ (0, 1) and δ as in (A2), and recall that q(t) = Q′(t) = 1/ [f ◦Q(t)] ∈
(0,∞) by (A2). If tk → t with |tk − t| < δ, (A2) implies that∣∣∣∣Q(t)−Q(tk)tk − t
∣∣∣∣ ≤ sup|s−t|<δ q(s).
So, by dominated convergence, we have q∗⊕(t) := E(q(t)) = Q∗⊕
′(t). As
0 < q∗⊕(t) < ∞ for all t ∈ (0, 1), F ∗⊕(u) = Q∗⊕−1(u) is a bona fide cdf.
Furthermore, F ∗⊕ is differentiable with density f∗⊕(u) = 1/
[
q∗⊕ ◦ F ∗⊕(u)
]
for u ∈ (Q∗⊕(0), Q∗⊕(1)). That f∗⊕ is the unique minimizer of (2.3) fol-
lows from the fact that, for any g ∈ D, E [d2W (F, g)] = E [‖Q−G−1‖2L2] ,
so that Var⊕(F) < ∞. Lastly, by (A3), there exists M > 0 such that
P
(
supu∈(Q(0),Q(1)) F(u) < M
)
> 0. Thus, for t ∈ (0, 1),
q∗⊕(t) ≥ E
(
inf
t∈(0,1)
q(t)
)
≥
P
(
supu∈(Q(0),Q(1)) F(u) < M
)
M
> 0,
so that supu∈(Q∗⊕(0),Q∗⊕(1) f
∗⊕(u) <∞.
The results for conditional means are obtained similarly and the details
are omitted.
Proof of Proposition 2. Under the Wasserstein regression model,
Q⊕(x) = ΠQ (E [s(X,x)Q(·)])
where, for any continuous function h on [0, 1], ΠQ(h) is the projection of h
onto
Q :=
{Q ∈ L2[0, 1] : Q is a quantile function} .
As Q is closed and convex, this projection exists and is unique (Rychlik,
2012); in fact, it is continuous (Groeneboom and Jongbloed, 2010; Lin and
Dunson, 2014). Under the assumptions, Q⊕(x, t) is continuous and strictly
increasing for almost all x, so that the projection operator is redundant and,
by the form of s(X,x),
(A.1) Q⊕(x, t) = Q∗⊕(t) + E
[
(X − µ)>Q(t)
]
Σ−1(x− µ).
This implies that E(Q⊕(X, t)) = Q∗⊕(t) for all t ∈ [0, 1], so that E(S(u)) =
E(Q⊕(X) ◦ F ∗⊕(u)) = u for almost all u ∈ I¯∗ = [Q∗⊕(0), Q∗⊕(1)].
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For the variance decomposition, since Q = T ◦ F⊕(X) = T ◦ S ◦ F ∗⊕,
Var⊕(F) = E
[∫
I∗
(T ◦ S(u)− u)2 f∗⊕(u) du
]
=
∫
I∗
E
[
(T ◦ S(u)− S(u))2 + (S(u)− u)2
+2(T ◦ S(u)− S(u))(S(u)− u)] f∗⊕(u) du
=
∫
I∗
E
[
(T ◦ S(u)− S(u))2] f∗⊕(u) du+ ∫
I
E
[
(S(u)− u)2] f∗⊕(u) du,
(A.2)
and the cross product term vanishes since E(T ◦S(u)|X) = S(u) a.s. Because
E(S(u)) = u, f∗⊕ is the Wasserstein mean of the random density f⊕(X), and
the second term in the last line of (A.2) is E(d2W (f⊕(X), f
∗⊕) = Var⊕(f⊕(X))
as claimed. Furthermore, by (T1), E
[
(T ◦ S(u)− S(u))2|X] = CT (S(u), S(u))
almost surely for all u ∈ I¯∗. The results follows.
A.5. Proofs of Theorems 1–4 and Corollaries 1 and 2. We first
introduce some notation. For x ∈ Rp, set x˜ = (1 x>)> ∈ Rp+1, and let
Λ = E(X˜X˜>), Λˆ = n−1
∑n
i=1 X˜iX˜
>
i . Define I∗ = (Q∗⊕(0), Q∗⊕(1)) and I¯∗
its closure. For u ∈ I¯∗, let R = Q ◦ F ∗⊕, Ri = Qi ◦ F ∗⊕, and define
γ(u) = Cov(X,R(u)), γ˜(u) =
1
n
n∑
i=1
XiRi(u),
pi(u) = Λ−1E
[
X˜R(u)
]
, p˜i(u) = Λˆ−1
[
1
n
n∑
i=1
X˜iRi(u)
](A.1)
For u′ ∈ I∗, let pi′(u′) and p˜i′(u′) denote the derivatives of pi and p˜i, respec-
tively. The symbol ⊗ will denote the Kronecker product of matrices.
For any set T and k ∈ N, define L∞k (T ) as the k-fold Cartesian product of
all bounded functions on T . A statistic W computed from the data (Xi,F)
is said to be oPX(1) if, for all  > 0, PX(|W | > ) converges to zero almost
surely. Likewise, for a nonnegative sequence an, W = OPX(an) if
lim sup
C→∞
lim
n→∞PX (|W | > Can) = 0 almost surely.
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Proof of Theorem 1. Define p˜i as in (A.1), and set
Q˜⊕(x, t) =
1
n
n∑
i=1
sin(x)Qi(t) = x˜
>p˜i ◦Q∗⊕(t), t ∈ [0, 1],
q˜⊕(x, t) =
∂
∂t
Q˜⊕(x, t) =
1
n
n∑
i=1
sin(x)qi(t) = q
∗
⊕(t)x˜
>p˜i′ ◦Q∗⊕(t), t ∈ (0, 1),
(A.2)
as empirical versions of Q⊕(x, t) = x˜>pi◦Q∗⊕(t), q⊕(x, t) = q∗⊕(t)x˜>pi◦Q∗⊕(t).
Let ΠQ be as defined in the proof of Proposition 2. Then, for each i,
dW (Fˆi, fˆ
∗
⊕) =
∥∥∥ΠQ (Q˜⊕(Xi, t))− Qˆ∗⊕∥∥∥
L2
, Qˆ∗⊕(t) =
1
n
n∑
i=1
Qi(t).
By Lemma 2, the event
(A.3) An =
{
min
1≤i≤n
inf
t∈(0,1)
q˜⊕(Xi, t) > 0
}
satisfies PX(An) → 1 almost surely. Inded, when An holds, Q˜⊕(Xi, t) is
strictly increasing for all i and ΠQ is redundant.
Let γ and γ˜ be as in (A.1). Since Qˆ∗⊕(t) = Q˜⊕(X¯, t), whenever An holds,
the test statistic becomes
F ∗G =
n∑
i=1
d2W (Fˆi, fˆ
∗
⊕) =
n∑
i=1
∫ 1
0
[
Q˜⊕(Xi, t)− Q˜⊕(X¯, t)
]2
dt
=
n∑
i=1
∫
I∗
[
(Xi − X¯)>Σˆ−1γ˜(u)
]2
f∗⊕(u)du
= n
∫
I∗
γ˜>(u)Σˆ−1γ˜(u) f∗⊕(u)du,
using the change of variables t = F ∗⊕(u).
From (A.1), we deduce that Si(u) = X˜
>
i pi(u). Hence, when HG holds,
S = id almost surely, so that γ(u) ≡ 0. Then, almost surely, by Lemma 1,√
nΣˆ−1γ˜|X1, . . . , Xn converges weakly to a zero-mean Gaussian process Ξ
on L∞p (I¯∗) with covariance Cov(Ξ(u),Ξ(v)) = Σ−1CT (u, v). Applying the
continuous mapping theorem,
F ∗G|X1, . . . , Xn D→
∫
I¯∗
Ξ>(u)Σ Ξ(u)f∗⊕(u)du
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almost surely. The result follows since K(u, v) = CT (u, v) under HG0 , so that
with (λk, φk) as in (3.2) and Ξ˜ = Σ
1/2Ξ,
∫
I¯∗
‖Ξ˜(u)‖E2f∗⊕(u)du =
∞∑
k=1
λk
 p∑
j=1
Z2jk
 ,
where Zjk = λ
−1/2
k
∫
I¯∗ Ξ˜j(u)φk(u)f
∗⊕(u)du are standard Gaussian random
variables, independent across both j and k.
Proof of Corollary 1. Define Q˜⊕(x, t) as in (A.2), and set
C˜Q(s, t) =
1
n
n∑
i=1
(Qi(s)− Q˜⊕(Xi, s))(Qi(t)− Q˜⊕(Xi, t)).
Let Z, Zn be (conditional on the data) zero-mean Gaussian processes on
Lp[0, 1] with covariance functions IpC˜Q(s, t) and IpCQ(s, t), respectively,
where Ip is the p× p identity matrix. That C˜Q(s, t) converges almost surely
to CQ(s, t) for any s, t ∈ [0, 1] follows by standard arguments, using as-
sumptions (T1) and (T3). Furthermore, using (T2)–(T4), it follows that
|C˜Q(s, t) − C˜Q(s, t′)| = O(1)|t − t′| almost surely, where the O(1) term is
uniform over s, t, t′ ∈ [0, 1]. Thus, Lemma 3 implies that Zn  Z in L∞p [0, 1]
almost surely.
Let ωj be as in the statement of Theorem 1. If λ˜j are the eigenvalues of C˜Q,
observe that
∑∞
j=1 λjωj
D
=
∫ 1
0 ‖Z(t)‖E2dt and
∑∞
j=1 λ˜jωj
D
=
∫ 1
0 ‖Zn(t)‖E2dt
almost surely. Let b˜Gα be the 1 − α quantile of
∑∞
j=1 λ˜jωj . Then, by the
continuous mapping theorem, b˜Gα → bGα almost surely.
Let An be as in (A.3), so that CˆQ = C˜Q when An holds. Then, by
Lemma 2, for any  > 0,
βGn = PX
(
F ∗G > bˆ
G
α
)
≤ PX
(
F ∗G > b
G
α − 
)
+ PX(A
c
n) + PX
(
|b˜Gα − bGα | > 
)
= P
 ∞∑
j=1
λjωj > b
G
α − 
+ o(1) almost surely.
Since  was arbitrary, lim supn→∞ βGn ≤ α almost surely. A similar lower
bound shows lim infn→∞ βGn ≥ α almost surely, proving the result.
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Proof of Theorem 2. Let  > 0 be given. Let An be as in (A.3), and
set
(A.4) ρ(u) = Σ−1γ(u), ρˆ(u) = Σˆ−1γ˜(u).
For any model G ∈ GA,n, define
W = WG = E
[
d2W (f⊕(X), f
∗
⊕)
]
=
∫
I∗
ρ>(u)Σρ(u)f∗⊕(u)du,
Wˆn =
∫
I∗
ρ>(u)Σˆρ(u)f∗⊕(u)du,
(A.5)
and set
(A.6) ∆n =
∣∣∣∣2∫I∗ [ρˆ(u)− ρ(u)]> Σˆρ(u)f∗⊕(u)du+ Wˆn −W
∣∣∣∣ .
Lastly, define
r1n = sup
G∈GA,n
P
(
sup
m≥n
PX
(
∆m >
W
2
)
≥ 
)
,
r2n = sup
G∈GA,n
P
(
sup
m≥n
PX(A
c
m) ≥ 
)
r3n = sup
G∈GA,n
P
(
sup
m≥n
PX
(
bˆGα > R
)
≥ 
)
for some R > 0. It is shown in Lemma 4 that, for any  > 0, r1n and r2n are
both o(1) and that there exists R > 0 such that r3n = o(1).
Next, on the set An, one can write the test statistic F
∗
G as
F ∗G = n
∫
I∗
(ρˆ(u)− ρ(u))>Σˆ(ρˆ(u)− ρ(u))f∗⊕(u)du
+ 2n
∫
I∗
(ρˆ(u)− ρ(u))>Σˆρ(u)f∗⊕(u)du+ nWˆn.
Then, for n0 large enough that nW ≥ na2n > 2R for all n ≥ n0 and G ∈ GA,n,
for such n we immediately obtain
βGn = PX(F
∗
G > bˆα) ≥ PX(F ∗G > R)− PX(bˆGα > R)
≥ PX
(
n
∫
I∗
(ρˆ(u)− ρ(u))>Σˆ(ρˆ(u)− ρ(u))f∗⊕(u)du > R− n [W −∆n]
)
− PX(Acn)− PX(bˆGα > R)
≥ 1− PX
(
∆n >
W
2
)
− PX(Acn)− PX(bˆGα > R).
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As a result, for any  > 0, there exists R > 0 such that, for large n,
inf
G∈GA,n
P
(
inf
m≥n
βGm ≥ 1− 3
)
≥ 1− r1n − r2n − r3n = 1− o(1).
Proof of Theorem 3. In analogy to (A.2), define
Q˜0,⊕(y, t) =
1
n
n∑
i=1
sin,0(y)Qi(t) = y˜
>p˜iY ◦Q∗⊕(t), t ∈ [0, 1],
q˜0,⊕(y, t) =
∂
∂t
Q˜0,⊕(y, t) =
1
n
n∑
i=1
sin,0(y)qi(t) = q
∗
⊕(t)y˜
>p˜i′Y ◦Q∗⊕(t), t ∈ (0, 1),
(A.7)
as empirical versions of
Q0,⊕(y, t) = y˜>piY ◦Q∗⊕(t),
q0,⊕(y, t) = q∗⊕(t)y˜
>piY ◦Q∗⊕(t).
Note that Qˆ⊕(t) = Y¯ >p˜iY ◦Q∗⊕(t) = X¯>p˜i ◦Q∗⊕(t).
By a similar argument as in the proof of Theorem 1, letting
(A.8) An,0 =
{
min
1≤i≤n
inf
t∈(0,1)
q˜0,⊕(Yi, t) > 0
}
,
then PX(An,0) → 1 almost surely under HG0 . With γ˜ as in (A.1), partition
it as (γ˜Y , γ˜Z). When both An and An,0 hold,
d2W (Fˆi, fˆ⊕) =
∫
I∗
[
(Xi − X¯)>Σˆ−1γ˜(u)
]2
f∗⊕(u)du,
d2W (Fˆ0,i, fˆ⊕) =
∫
I∗
[
(Yi − Y¯ )>Σˆ−1Y Y γ˜Y (u)
]2
f∗⊕(u)du.
Letting
Γˆ =
(
Iq 0
ΣˆZY Σˆ
−1
Y Y 0
)
,
it can be verified that
Σˆ−1Γˆ =
(
Σˆ−1Y Y 0
0 0
)
, (I − Γˆ)Σˆ =
(
0 0
0 ΣˆZ|Y
)
.
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Next, define ρ, ρˆ as in (A.4), and partition them as ρ = (ρY , ρZ), ρˆ =
(ρˆY , ρˆZ). Then, under HP0 , ρZ(u) ≡ 0. By straightforward algebra, one can
verify that, under HP0 and on the set An ∩An,0, the test statistic becomes
F ∗P =
n∑
i=1
∫
I∗
{[
(Xi − X¯)>Σˆ−1γ˜(u)
]2 − [(Yi − Y¯ )>Σˆ−1Y Y γ˜Y (u)]2} f∗⊕(u)du
= n
∫
I∗
[
γ˜>(u)Σˆ−1γ˜(u)− γ˜>(u)Σˆ−1Γˆγ˜(u)
]
f∗⊕(u)du
= n
∫
I∗
ρˆ>(u)(I − Γˆ)Σˆρˆ(u)f∗⊕(u)du
= n
∫
I∗
ρˆZ(u)
>ΣˆZ|Y ρˆZ(u)f∗⊕(u)du.
Thus, underHP0 , by applying Lemma 1, the continuous mapping theorem,
and the law of large numbers, we see that
F ∗P |X1, . . . , Xn D→
∫
I
‖Ξ˜(u)‖E2f∗⊕(u)du
almost surely, where Ξ˜(u) is a zero-mean Gaussian process on L∞p−q(I∗) with
covariance
(A.9) Σ
−1/2
Z|Y J
>E
[
(X − µ)(X − µ)>CT (S(u), S(v))
]
JΣ
−1/2
Z|Y ,
where J> = (−ΣZY Σ−1Y Y Ip−q). By our assumptions, this is the kernel of a
self-adjoint, trace-class operator, and so has nonnegative eigenvalues τj with∑∞
j=1 τj <∞. By the Karhunen-Loe`ve representation,∫
I
‖Ξ˜(u)‖E2f∗⊕(u)du D=
∞∑
j=1
τjξ
2
j ,
where ξj are i.i.d. standard normal random variables.
Under the additional assumptions that E(Z|Y ) is linear in Y and Var(Z|Y )
is constant, it follows that J>(X−µ) = Z−E(Z|Y ) and Var(J>(X−µ)|Y ) =
ΣZ|Y . Consequently, the covariance of Ξ˜(u) becomes
Σ
−1/2
Z|Y J
>E
[
(X − µ)(X − µ)>CT (S(u), S(v))
]
JΣ
−1/2
Z|Y = Ip−qK(u, v)
and the result follows.
Proof of Corollary 2. The proof is similar to that of Corollary 1 and
is omitted.
Proof of Theorem 4. The proof is similar to that of Theorem 2 and
is omitted.
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A.6. Proofs of Theorems 5 and 6 and Corollaries 3–6.
Proof of Theorem 5. First, note that Q⊕(x) ◦ F ∗⊕ = x˜>pi. With q˜⊕
defined in (A.2), whenever inft∈(0,1) q˜⊕(x, t) > 0, we have Qˆ⊕(x)◦F ∗⊕ = x˜>p˜i,
implying that
√
n
(
Vˆx(u)− u
)
=
√
n
(
Qˆ⊕(x)−Q⊕(x)
)
◦ F⊕(x)
=
√
nx˜> (p˜i − pi) ◦Q∗⊕ ◦ F⊕(x).
Let S1 be the first p+ 1 coordinates of the multivariate Gaussian process S
defined in Lemma 1, so that
Cov(S1(u),S1(v)) = Λ−1E
(
X˜X˜>CT (S(u), S(v))
)
Λ−1 = K˜(u, v), u, v ∈ I¯∗.
Then, by the continuous mapping theorem and Lemma 2,
√
n(Vˆx − id)|X1, . . . , Xn  x˜>S1 ◦Q∗⊕ ◦ F⊕(x) =:Mx almost surely,
where Mx is a zero mean Gaussian process on L∞(Ix). For u, v ∈ Ix, set
ux, vx as in the statement of the theorem. Then
Cov(Mx(u),Mx(v)) = x˜>K˜(Q∗⊕ ◦ F ∗⊕(x, u), Q∗⊕ ◦ F ∗⊕(x, v))x˜
= x˜>K˜(ux, vx)x˜.
(A.1)
Proof of Corollary 3. Define Q˜⊕(x, t) as in (A.2), and set
BQ(s, t) = E
[
X˜X˜>CT (Q⊕(x, s), Q⊕(x, t))
]
B˜Q(s, t) =
1
n
n∑
i=1
X˜iX˜
>
i (Qi(s)− Q˜⊕(Xi, s))(Qi(t)− Q˜⊕(Xi, t)),
D˜Q(s, t) = Λˆ
−1B˜Q(s, t)Λˆ−1.
In a similar way to the proof of Corollary 1, when can show that
‖B˜Q(s, t)−BQ(s, t)‖F
converges to zero almost surely, for any s, t ∈ [0, 1], and that
‖B˜Q(s, t)− B˜Q(s, t′)‖F = O
(|t− t′|)
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almost surely, where the O(1) term is uniform over s, t, t′ ∈ [0, 1]. Let N˜x, Nx
be zero-mean Gaussian processes on L∞[0, 1] with covariance x˜>D˜Q(s, t)x˜
and x˜>DQ(s, t)x˜, respectively. Then, by Lemma 3 and Slutsky’s lemma,
N˜x  Nx almost surely in L∞[0, 1]. Hence, if m˜α is the 1− α quantile of
sup
t∈[0,1]
[
x˜>D˜Q(t, t)
]−1/2 |N˜x(t)|,
we have m˜α → mα almost surely. However, with An as in (A.3), mˆα = m˜α
whenever An holds, so that mˆα −mα = oPX(1) by Lemma 2.
Note that the above argument also shows that supt∈[0,1]‖D˜Q(t, t)−DQ(t, t)‖F
converges to zero almost surely. By the assumption that infu∈I∗ CT (u, u) >
0, it is clear that inft∈[0,1] x˜>DQ(t, t)x˜ > 0. Hence, since D˜Q = DˆQ on An,
we have
sup
u∈Ix
∣∣∣∣∣ Cˆx(Vˆx(u), Vˆx(u))Cx(u, u) − 1
∣∣∣∣∣ = supt∈[0,1]
∣∣∣∣∣ x˜>DˆQ(t, t)x˜x˜>DQ(t, t)x˜−
∣∣∣∣∣ = oPX(1).
Then, for any , η > 0,
lim inf
n
PX (f⊕(x) ∈ Cα,n(x))
= lim inf
n
PX
 sup
v∈Iˆx
√
n
∣∣∣Vˆ −1x (v)− v∣∣∣
Cˆx(v, v)1/2
≤ mˆα

≥ lim inf
n
PX
(
sup
u∈Ix
√
n|Vˆx(u)− u|
Cx(u, u)1/2
≤ mˆα(1− )
)
− lim sup
n
PX
(
inf
t∈[0,1]
Cˆx(Vˆx(u), Vˆx(u))
Cx(u, u) > (1− )
2
)
≥ lim inf
n
PX
(
sup
u∈Ix
√
n|Vˆx(u)− u|
Cx(u, u)1/2
≤ (mα − η)(1− )
)
− lim sup
n
PX (|mˆα −mα| > η) + o(1)
= P (ζx ≤ (mα − η)(1− )) + o(1),
almost surely. Letting , η → 0 yields lim infn PX (f⊕(x) ∈ Cα,n(x)) ≥ 1− α
almost surely. A similar upper bound yields the result.
Proof of Theorem 6. Let S = (S1,S2) be as in Lemma 1. Now, define
the map ψx : L
∞
p+1(I¯∗)× L∞p+1(I∗)→ L∞[0, 1]× L∞(0, 1) by
ψx(h1, h2) = (x˜
>h1 ◦Q∗⊕, x˜>(h2 ◦Q∗⊕)q∗⊕).
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With Q˜⊕(x) and q˜⊕(x) as defined in (A.2), and pi and p˜i as in (A.1), we
have ψx(p˜i, p˜i
′) = (Q˜⊕(x), q˜⊕(x)) and ψx(pi, pi′) = (Q⊕(x), q⊕(x)). Then, by
the continuous mapping theorem,
√
n((Q˜⊕(x), q˜⊕(x))− (Q⊕(x), q⊕(x)))|X1, . . . , Xn  ψx(S1,S2) =: Tx
in L∞[0, 1] × L∞(0, 1) almost surely. Here, Tx(t, t′) = (Tx1(t), Tx2(t′)) is a
zero-mean Gaussian process with covariance
(A.2) Cov(Tx(s, s′), Tx(t, t′)) = E
[(
x˜>Λ−1X˜
)
L˜(s, s′, t, t′)
(
x˜>Λ−1X˜
)]
,
where, letting Us = Q⊕(X, s),
L˜(s, s′, t, t′) =
(
CT (Us, Ut) C
(0,1)
T (Us, Ut′)q⊕(X, t
′)
q⊕(X, s′)C
(1,0)
T (Us′ , Ut) q⊕(X, s
′)C(1,1)T (Us′ , Ut′)q⊕(X, t
′)
)
.
In particular, if K and D are defined as in Section 4.2, then for s, t ∈ (0, 1),
Cov(Tx(s, s), Tx(t, t)) = x˜⊗K(Q∗⊕(s), Q∗⊕(t))⊗ x˜ = x˜> ⊗ D(s, t),⊗x˜.
Observe that f⊕(x) = 1/ [q⊕(x) ◦ F⊕(x)] and that, whenever inft∈(0,1) q˜⊕(x, t) >
0, fˆ⊕(x) = 1/
[
q˜⊕(x) ◦ F˜⊕(x)
]
is well-defined, where F˜⊕(x) = Q˜⊕(x)−1.
Moreover, by the assumption that f∗⊕ is continuously differentiable, the same
holds for f⊕(x). Now, by Lemmas 2 and 5, the delta method applies, so that
√
n(fˆ⊕(x)−f⊕(x))|X1, . . . , Xn  
[
∂
∂u
f⊕(x)
]
Tx1◦F⊕(x)−
[
f⊕(x)2
] Tx2◦F⊕(x) =: Fx
in L∞(Iδx) almost surely. With cu = ((∂/∂u)f⊕(x, u),−f⊕(x, u)2)> and ux =
Q∗⊕ ◦ F⊕(x, u), the covariance of Fx is
Cov(Fx(u),Fx(v)) = c>u Cov(Tx(F⊕(x, u), F⊕(x, u)), Tx(F⊕(x, v), F⊕(x, v)))cv
= c>u
[
x˜> ⊗K(ux, vx)⊗ x˜
]
cv.
Proof of Corollary 4. The proof is similar to that of Corollary 3,
using the additional assumptions in Theorem 5, and is omitted.
Proof of Corollary 5. By (T1), for any δ > 0, infu∈[δ,1−δ]CT (u, u) >
0. The remainder of the proof follows in the same was as that of Corollary 3.
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Proof of Corollary 6. Under the assumption of fixed support, The-
orem 6 can be adapted to show that
√
n(fˆ⊕(x)− f⊕(x))|X1, . . . , Xn  V ′x
in L∞(0, 1) almost surely. Then, since infu∈(0,1)Rx(u, u) > 0, one can follow
the steps of the proof of Corollary 3 to show the coverage result.
A.7. Auxiliary Lemmas.
Lemma 1. Assume (T1)–(T4) hold. Then there exists a zero-mean Gaus-
sian process S on L∞p+1(I¯∗)× L∞p+1(I∗) such that
√
n
((
p˜i
p˜i′
)
−
(
pi
pi′
))
|X1, . . . , Xn  S
almost surely. Furthermore, for u, v ∈ I¯∗ and u′, v′ ∈ I∗,
Cov(S(u, u′),S(v, v′)) = E
[(
Λ−1X˜
)
⊗ L(u, u′, v, v′)⊗
(
Λ−1X˜
)>]
,
where
L(u, u′, v, v′) =
(
CT (S(u), S(v)) C
(0,1)
T (S(u), S(v
′))S′(v′)
S′(u′)C(1,0)T (S(u
′), S(v)) S′(u′)C(1,1)T (S(u
′), S(v′))S′(v′)
)
.
Proof. The proof follows from a multivariate extension (see Problem
1.5.3 of Van der Vaart and Wellner (1996)) of Example 2.11.13 in Van der
Vaart and Wellner (1996), which is itself a generalization of a result by Jain
and Marcus (1975). Letting Λˆ = n−1
∑n
i=1 X˜iX˜
>
i , for (u, u
′) ∈ I¯∗ × I∗, set
Zni(u, u
′) = n−1/2
(
Λˆ−1X˜i
)
⊗ (Ri(u), R′i(u′))>. Then
√
n
(
p˜i(u)
p˜i′(u′)
)
=
n∑
i=1
Zni(u, u
′),
√
n
(
pi(u)
pi′(u′)
)
=
n∑
i=1
EX
(
Zni(u, u
′)
)
.
Using assumption (T2) and (T4), one can derive the bounds
|Ri(u)−Ri(v)| ≤ C1
(
sup
u∈R
|T ′i (u)|
)
‖X˜i‖E |u− v|,
|R′i(u′)−R′i(v′)| ≤ C2
[
Li‖X˜i‖E + sup
u∈R
|T ′i (u)|
]
‖X˜i‖E |u′ − v′|,
(A.1)
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where Li is the Lipschitz constant of T
′
i and C1, C2 are constants. Hence,
setting
Mni = n
−1/2‖Λˆ−1‖F ‖X˜i‖E2
[
‖X˜i‖E2L2i + sup
u∈R
|T ′(u)|2
]1/2
,
we obtain ‖Zni(u, u′) − Zni(v, v′)‖E ≤ CMni‖(u, u′) − (v, v′)‖E for some
C > 0. By (T3),
n∑
i=1
EX(M
2
ni) =
1
n
n∑
i=1
X˜>i Λˆ
−2X˜i‖X˜i‖E2
[
‖X˜i‖E2L2i + sup
u∈R
|T ′(u)|2
]
≤ O(1) · 1
n
n∑
i=1
[
‖X˜i‖E6L2i + ‖X˜i‖E4 sup
u∈R
|T ′(u)|2
]
= O(1)
almost surely.
Next, we verify the uniform Lindeberg condition. By monotonicity of T
and assumptions (T1) and (T4),
sup
u∈I¯∗
|Ri(u)|2 ≤ sup
u∈R
CT (u, u) + C3‖X˜i‖E2,
sup
u′∈I∗
|R′i(u′)|2 ≤ C4‖X˜i‖E2 sup
u′∈I∗
|T ′i (u)|2
Then, by (T4),
(A.2) E
(
‖X˜i‖E2
[
sup
u∈I¯∗
|R(u)|2 + sup
u′∈I∗
|R′(u′)|2
])
<∞.
By a Borel-Cantelli argument, max1≤i≤n‖X˜i‖E = o(n1/2) almost surely.
Hence, for any ,M > 0, almost surely for large n we will have
max
1≤i≤n
‖Λˆ−1X˜i‖E2 < n
2
M
.
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Hence, for some constant C,
lim sup
n→∞
n∑
i=1
EX
[
sup
u∈I¯∗, u′∈I∗
‖Zni(u, u′)‖2E1
(
sup
u∈I¯∗, u′∈I∗
‖Zni(u, u′)‖E > 
)]
≤ lim sup
n→∞
O(1)
n
n∑
i=1
‖X˜i‖E2EX
[(
sup
u∈I¯∗
|Ri(u)|2 + sup
u′∈I∗
|R′i(u)|2
)
× 1
(
sup
u∈I¯∗
|Ri(u)|2 + sup
u′∈I∗
|R′i(u)|2 > M
)]
≤ C lim sup
n→∞
1
n
n∑
i=1
‖X˜i‖E2EX
[(
sup
u∈I¯∗
|Ri(u)|2 + sup
u′∈I∗
|R′i(u)|2
)
× 1
(
sup
u∈I¯∗
|Ri(u)|2 + sup
u′∈I∗
|R′i(u)|2 > M
)]
= CE
[
‖X˜‖E2
(
sup
u∈I¯∗
|R(u)|2 + sup
u′∈I∗
|R′(u)|2
)
1
(
sup
u∈I¯∗
|R(u)|2 + sup
u′∈I∗
|R′(u)|2 > M
)]
almost surely. By (A.2) and dominated convergence, the last line converges
to 0 as M →∞.
Lastly, we demonstrate pointwise convergence of the covariance. By (T1),
we have Cov(Ri(u), Ri(v)|Xi) = CT (Si(u), Si(v)). Furthermore, using (T2),
(T3), and the conditional dominated convergence theorem,
Cov(Ri(u), R
′
i(v
′)|Xi) = C(0,1)T (Si(u), Si(v))S′i(v′),
Cov(R′i(u
′), R′i(v)|′Xi) = S′i(u′)C(1,1)T (Si(u), Si(v))S′i(v′).
Hence, by the law of large numbers,
CovX
(
n∑
i=1
Zni(u, u
′),
n∑
k=1
Znk(v, v
′)
)
=
[
1
n
n∑
i=1
(
Λˆ−1X˜i
)
⊗
(
Cov(Ri(u), Ri(v)|Xi) Cov(Ri(u), R′i(v′)|Xi)
Cov(R′i(u
′), Ri(v)|Xi) Cov(R′i(u′), R′i(v′)|Xi)
)
⊗
(
Λˆ−1X˜i
)>]
→ E
[(
Λ−1X˜
)
⊗
(
CT (S(u), S(v)) C
(0,1)
T (S(u), S(v
′))S′(v′)
S′(u′)C(1,0)T (S(u
′), S(v)) S′(u′)C(1,1)T (S
′(u′), S′(v′))S′(v′)
)
⊗
(
Λ−1X˜
)>]
almost surely.
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Lemma 2. For any x ∈ Rp, define q˜⊕(x, t) = n−1
∑n
i=1 sin(x)qi(t).
Then, under (T1)–(T4),
PX
(
inf
t∈(0,1)
q˜⊕(x, t) > 0
)
, PX
(
min
1≤i≤n
inf
t∈(0,1)
q˜⊕(Xi, t) > 0
)
both converge to 1 almost surely.
Proof. Observe that q˜⊕(x, t) = x˜>p˜i′(Q∗⊕(t))q∗⊕(t) and q⊕(x, t) = x˜>pi′(Q∗⊕(t))q∗⊕(t).
With M as in (T4), inft∈(0,1) q˜⊕(x, t) > M−1− supt∈(0,1) |q˜⊕(x, t)− q⊕(x, t)|.
But, by (T4) and Lemma 1,
sup
t∈(0,1)
|q˜⊕(x, t)−q⊕(x, t)| ≤ ‖x˜‖E
[
sup
t∈(0,1)
q∗⊕(t)
]
sup
u∈I∗
‖p˜i′(u)−pi′(u)‖E = OPX(n−1/2) = oPX(1),
proving the first claim. Since E(‖X‖E2) < ∞, a Borel-Cantelli argument
shows that max1≤i≤n‖X˜i‖E = o(n1/2) = oPX(n1/2) almost surely. Hence,
min
1≤i≤n
inf
t∈(0,1)
q˜⊕(Xi, t) > M−1 − max
1≤i≤n
‖X˜i‖E
[
sup
t∈(0,1)
q∗⊕(t)
]
sup
u∈I∗
‖p˜i′(u)− pi′(u)‖E
= M−1 − oPX(n1/2)OPX(n−1/2) = M−1 − oPX(1),
proving the second claim.
Lemma 3. Let T ⊂ R be a bounded set, and suppose M, Mn, are
zero-mean (possibly multivariate) Gaussian process on L∞(T ), with non-
degenerate covariances functions C and Cn, respectively. Suppose that
i) C is uniformly continuous,
ii) Cn → C pointwise, and
iii) |Cn(s, t)− Cn(s, t′)| = O(|t− t′|), uniformly in s, t, t′.
Then Mn →M in L∞(T ).
Proof. We show the result for the univariate case. The extension to
multivariate processes is straightforward. Clearly,Mn converges marginally
to M, so it remains to show tightness.
For any η > 0, choose  > 0 such that |C(s, t) − C(s, t′)| < η whenever
|t − t′| < . Let t1, . . . , tL ∈ T be such that, for any t ∈ T , |t − tl| <  for
some l = 1, . . . , L = O(−1). For any l = 1, . . . , L and t ∈ T , let tm satisfy
|t− tm| < . Then
|Cn(tl, t)− C(tl, t)| ≤ O() + max
m=1,...,L
|Cn(tl, tm)− C(tl, tm)|+ η.
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It follows that maxl=1,...,L supt∈T |Cn(tl, t)−C(tl, t)| = o(1). A similar bound
yields sups,t |Cn(s, t)− Cn(s, t)| = o(1).
For s, t ∈ T , let
ρ(s, t) = [C(s, s) + C(t, t)− 2C(s, t)]1/2
ρn(s, t) = [Cn(s, s) + Cn(t, t)− 2Cn(s, t)]1/2
be the standard deviation metrics of M and Mn, respectively, so that
sups,t |ρn(s, t) − ρ(s, t)| = o(1). For δ > 0, let n be large enough that
sups,t∈T |ρn(s, t) − ρ(s, t)| < δ/2 and sup|s−t|< ρn(s, t) < D1/2 for some
D > 0. Then, using Corollary 2.2.8 of Van der Vaart and Wellner (1996),
E
(
sup
ρ(s,t)<δ/2
|Mn(s)−Mn(t)|
)
≤ E
(
sup
ρn(s,t)<δ
|Mn(s)−Mn(t)|
)
= O
(∫ δ
0
√
− log(τ)dτ
)
= o(1)
as δ → 0. Thus, Mn is asymptotically ρ-equicontinuous in probability, and
thus asymptotically tight.
Lemma 4. For any  > 0 and some R > 0, let rjn, j = 1, 2, 3, be as
defined as in (A.5). Then, under the assumption of Theorem 2, there exists
R > 0 such that rjn = o(1), j = 1, 2, 3.
Proof. Begin with j = 1, and define W, Wˆn as in (A.5). Then∣∣∣∣∫I∗(ρˆ(u)− ρ(u))>Σˆρ(u)f∗⊕(u)du
∣∣∣∣ ≤ Wˆ 1/2n [∫I∗(ρˆ(u)− ρ(u))>Σˆ(ρˆ(u)− ρ(u))f∗⊕(u)du
]1/2
.
Next, a direct calculation gives EX(ρˆ(u)) = ρ(u) and
VarX(ρˆ(u)) = Σˆ
−1
(
1
n2
n∑
i=1
(Xi − X¯)(Xi − X¯)>CT (Si(u), Si(v))
)
Σˆ−1,
so that, with C1 = supG∈G∗ supu∈I∗ CT (u, u) <∞,
EX
[{∫
I∗
(ρˆ(u)− ρ(u))>Σˆρ(u)f∗⊕(u)du
}2]
≤ Wˆntr
(
Σˆ
∫
I∗
VarX(ρˆ(u))f
∗
⊕(u)du
)
=
Wˆn
n2
n∑
i=1
{
tr
[
(Xi − X¯)(Xi − X¯)>Σˆ−1
] ∫
I∗
CT (Si(u), Si(v))f
∗
⊕(u)du
}
≤ C1Wˆn
n2
tr
(
Σˆ−1
n∑
i=1
(Xi − X¯)(Xi − X¯)>
)
=
pDWˆn
n
.
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Thus,
PX
(∣∣∣∣∫I∗(ρˆ(u)− ρ(u))Σˆρ(u)f∗⊕(u)du
∣∣∣∣ > W8
)
≤ 64pC1Wˆn
nW 2
= o
(
Wˆn
W
)
,
where the o(·) term is uniform over G ∈ GA,n as nW →∞ uniformly. Hence,
choosing η > 0 such that η < /3, for large n we will have
P
(
sup
m≥n
PX
(∣∣∣∣∫I∗(ρˆ(u)− ρ(u))>Σˆρ(u)f∗⊕(u)du
∣∣∣∣ > W8
)
>

2
)
≤ P
(
sup
m≥n
Wˆm >
W
2η
)
≤ P
(
sup
m≥n
|Wˆm −W | > W
2
)
.
(A.3)
Next, write
Wˆn −W =
∫
u:ρ(u)6=0
ρ(u)>Σρ(u)
[
ρ(u)>Σˆρ(u)
ρ(u)>Σρ(u)
− 1
]
f∗⊕(u)du.
An elementary calculation combined with Lemma 4.3 of Bosq (2000) gives
sup
u:ρ(u)6=0
∣∣∣∣∣ρ(u)>Σˆρ(u)ρ(u)>Σρ(u) − 1
∣∣∣∣∣ ≤ C‖Σˆ− Σ‖F ,
for some C depending only on the distribution of X. As a consequence,
|Wˆn −W | ≤ CW‖Σˆ − Σ‖F . Then, for any  > 0, choose η and n so that
(A.3) holds. For such n,
P
(
sup
m≥n
PX
(
∆m >
W
2
)
> 
)
≤ P
(
sup
m≥n
PX
(∣∣∣∣∫I∗(ρˆ(u)− ρ(u))Σˆρ(u)f∗⊕(u)du
∣∣∣∣ > W8
)
>

2
)
+ P
(
sup
m≥n
1
(
|Wˆm −W | > V
2
)
>

2
)
≤ 2P
(
sup
m≥n
|Wˆm −W | > W
2
)
≤ 2P
(
sup
m≥n
‖Σˆ− Σ‖F > 1
2
)
= o(1)
uniformly in GA,n since the distribution of X is fixed and ‖Σˆ − Σ‖F → 0
almost surely.
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Next, consider j = 2. For any δ > 0, let {uk}Kk=1 be a δ-covering of I∗,
where K = O(δ−1). Observe that, by (G3) and (G4),
x˜>pi′ ◦Q∗⊕(t) = q⊕(x, t)/q∗⊕(t) ≥M1M−12 =: M3 > 0
for almost all x and all t ∈ (0, 1), so that whenever
max
1≤i≤n
sup
u∈I∗
|X˜>i (p˜i′(u)− pi′(u))| < M3,
the event An in (A.3) will hold. Thus, we obtain the bound
PX(A
c
n) ≤ PX
(
max
1≤i≤n
max
k
|X˜>i (p˜i′(uk)− pi′(uk))| ≥
M3
2
)
+ PX
(
max
1≤i≤n
sup
|u−v|<δ
|X˜>i (p˜i′(u)− p˜i′(v))| ≥
M3
2
)
.
Let C2 = supG∈G∗ supu∈RC
(1,1)
T (u, u) < ∞. By (G1), there is a constant
C3 < ∞ such that supu∈I∗‖pi′(u)‖E < C3 uniformly in G∗. Since Si(u) =
X˜>i pi(u), |S′i(u)| ≤ C3‖X˜i‖E . Furthermore, max1≤i≤n‖X˜i‖E = o(n1/4) and
‖Λˆ−1‖F = O(1) almost surely. Then, for any η > 0 and some B > 0, for
large enough n we will have
PX
(
max
1≤i≤n
max
k
|X˜>i (p˜i′(uk)− pi′(uk)) ≥
M3
2
)
≤ 4M−23 K max
k
EX
[
max
1≤i≤n
|X˜>i (p˜i′(uk)− pi′(uk))|2
]
≤ 4M−23 K max
k
tr
[
EX
(
Λˆ(p˜i′(uk)− pi′(uk))(p˜i′(uk)− pi′(uk))>Λˆ
)](
max
1≤i≤n
‖Λˆ−1X˜i‖E2
)
= O
(
KB2η2n1/2
)
max
k
[
1
n
n∑
i=1
‖X˜i‖E2C(1,1)T (Si(uk), Si(uk))(S′i(uk))2
]
= O
(
C23C
′
2Kη
2n1/2
)( 1
n2
n∑
i=1
‖X˜i‖E4
)
= O
(
η2δ−1n−1/2
)
(A.4)
almost surely, where the O(·) term depends only on the distribution of X,
and is thus uniform over G∗.
Next, define
νn =
1
n
n∑
i=1
‖X˜i‖E2
{
E(Li|Xi)‖X˜i‖E + E
(
sup
u∈R
|T ′i (u)| |Xi
)}
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By (G1), there exists C4 < ∞ such that supu∈I∗‖pi′′(u)‖E < C4 uniformly
in G∗. Then, using (A.1),
‖p˜i′(u)− p˜i′(v)‖E ≤ C4(1 + C2)‖Λˆ−1‖F νn|u− v|.
Hence, for large enough n,
PX
(
max
1≤i≤n
sup
|u−v|<δ
|X˜>i (p˜i′(u)− p˜i′(v))| ≥
M3
2
)
≤ 2C4(1 + C2)M−13 δ‖Λˆ−1‖F
(
max
1≤i≤n
‖X˜i‖E
)
νn
= O(δηn1/4νn),
(A.5)
where the O(·) terms is again uniform over G∗.
Finally, by (G2) and Proposition A.5.1 of Van der Vaart and Wellner
(1996),
lim sup
M→∞
lim sup
n→∞
sup
G∈G∗
P
(
sup
m≥n
νm > M
)
→ 0.
Setting δ = n−1/4, (A.4) and (A.5) imply that, for any M > 0 and for large
n,
P
(
sup
m≥n
PX (A
c
n) > 
)
≤ P
(
sup
m≥n
O
(
η2m−1/4
)
>

2
)
P
(
sup
m≥n
O(Mη) >

2
)
+ P
(
sup
m≥n
νm > M
)
.
The last term can be made arbitrarily small uniformly in G∗ by choosing M
large. Then, one can choose η small and n large so that the first and second
terms vanish for any G ∈ G∗. Hence r2n = o(1).
Lastly, consider j = 3 and let R > 0 be arbitrary. Let Hˆ be the cdf of
Wn =
∑∞
j=1 λˆjωj (recall that ωj
iid∼ χ2p) conditional on the data, so that
Hˆ(bˆGα ) = 1−α. Then bˆGα > R implies that Hˆ(R) < 1−α. Denote by Pω the
probability measure of the ωj , treating the observed data as constant. Then
1− Hˆ(R) = Pω
 ∞∑
j=1
λˆjVj > R
 ≤ pR−1 ∞∑
j=1
λˆj ≤ pR−1
∫ 1
0
CˆQ(t, t)dt,
where we have used the identity
∑∞
j=1 λˆj =
∫ 1
0 CˆQ(t, t)dt.
Set C˜Q(t, t) = n
−1∑n
i=1(Qi(t) − Q˜⊕(Xi, t))2, so that CˆQ(t, t) = C˜Q(t, t)
whenever An holds. Whenever ‖Λˆ−1‖F 2 ≤ B1 and n−1
∑n
i=1‖X˜i‖E2 ≤ B2,
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using (G1) one can derive the bound
(A.6) EX
[∫ 1
0
C˜Q(t, t)dt
]
≤ D
[
n− 2
n
+
B1(1 +B
2
2)
n
]
= O(1).
uniformly over G∗. Thus, for large n, the above is bounded by some constant
C so that
P
(
sup
m≥n
PX(bˆ
G
α > R) > 
)
≤ P
(
sup
m≥n
PX
(∫ 1
0
C˜Q(t, t)dt > Rp
−1α
)
> 
)
+ P
(
sup
m≥n
PX(A
c
m)
)
≤ 1 (C > Rp−1α)+ P ( sup
m≥n
‖Λˆ−1‖F 2 > B1
)
+ P
(
sup
m≥n
1
n
n∑
i=1
‖X˜i‖E2 > B2
)
+ r2n,
(A.7)
which is uniform over G∗ since the distribution of X is fixed. By choosing R
large, the first term vanishes. The second and third terms can also be made
small, uniformly in G∗, since ‖Λˆ−1‖F and n−1
∑n
i=1‖X˜i‖E2 are both O(1)
almost surely. Thus, r3n → 0.
Lemma 5. Let E = L∞[0, 1]× L∞(0, 1), E0 = C[0, 1]× Cb(0, 1), and
Eφ =
{
(h1, h2) ∈ E : inf
t∈(0,1)
h2(t) > 0, h1 strictly increasing, Iδx ⊂ (h1(0), h1(0)).
}
Define the map φ : Eφ → L∞(Iδx) as φ(h1, h2) = 1h2◦h−11 . Then, provided
supu∈I∗ |f∗⊕′(u)| <∞, φ is Hadamard differentiable at (Q⊕(x), q⊕(x)) ∈ Eφ,
tangentially to E0, with
(A.8) φ′(Q⊕(x),q⊕(x))(h1, h2) =
[
∂
∂u
f⊕(x)
]
h1 ◦ F⊕(x)− f⊕(x)2h2 ◦ F⊕(x).
Proof. First, define Fφ = {h ∈ L∞(Iδx) : infu∈Iδx h(u) > 0} and F0 =
C(Iδx). Define φ1 : Eφ → Fφ by φ1(h1, h2) = h2 ◦h−11 , and φ2 : Fφ → L∞(Iδx)
by φ2(h) = 1/h. We will show that each map is Hadamard differentiable,
then apply the chain rule.
For (h2, h2) ∈ E0, let rk be a real-valued sequence converging to zero. Fur-
thermore, define a sequence (h1k, h2k) ∈ E such that hjk converges uniformly
to hj , and
(g1k, g2k) = (Q⊕(x), q⊕(x)) + rk(h1k, h2k) ∈ Eφ
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for all k. Then, for any u ∈ Iδx, there exists tk(u) between g−11k (u) and
F⊕(x, u) such that
(A.9)
φ1(g1k, g2k)(u)−φ1(Q⊕(x), q⊕(x))(u) = rkh2k◦g−11k (u)+
∂
∂t
q⊕(x, tk(u))(g−11k (u)−F⊕(x, u)).
Define tk = g
−1
1k (u). Then there exists uk between Q⊕(x, tk) and u such that
g−11k (u)− F⊕(x, u) = −
rk
q⊕(x) ◦ F⊕(x, uk)h1k(tk).
Since inft∈(0,1) q∗⊕(x, t) > 0, we have supu∈Iδx |g−11k (u) − F⊕(x, u)| → 0. As a
consequence,
(A.10)
sup
u∈Iδx
|h2k◦g−11k (u)−h2◦F⊕(x, u)| ≤ sup
t∈[0,1]
|h2k(u)−h2(u)|+ sup
u∈Iδx
|h2◦g−11k (u)−h2◦F⊕(x, u)|.
The first term goes to zero by assumption on h2k, while the second converges
to zero since h2 is uniformly continuous on any compact subset of [0, 1].
Next, since q∗⊕ is continuously differentiable, it follows that (∂/∂t)q⊕(x)
is continuous on (0, 1). Then, since |tk(u)−F⊕(x, u)| ≤ |g−11k (u)−F⊕(x, u)|,
we have that
(∂/∂t)q⊕(x, tk(u))→ ∂
∂t
q⊕(x, F⊕(x, u)) = −(∂/∂u)f⊕(x, u)
f⊕(x, u)3
uniformly.
Finally, by continuity of h1 and q⊕(x), one can show that
r−1k (g
−1
1k (u)− F⊕(x, u))→
h1 ◦ F⊕(x, u)
q⊕(x) ◦ F⊕(x, u) = f⊕(x, u)h1 ◦ F⊕(x, u)
uniformly. Plugging these results into (A.9), we find that φ1 is differentiable
at (Q⊕(x), q⊕(x)) ∈ Eφ, tangentially to E0, with
φ′1,(Q⊕(x),q⊕(x))(h1, h2) = limk→∞
φ1(g1k, g2k)− φ1(Q⊕(x), q⊕(x))
rk
=
[
h2 +
(∂/∂t)q⊕(x)
q⊕(x)
h1
]
◦ F⊕(x)
= h2 ◦ F⊕(x)− (∂/∂u)f⊕(x)
f⊕(x)2
h1 ◦ F⊕(x).
(A.11)
Using similar methods, one can show that φ2 is Hadamard differentiable
at φ1(Q⊕(x), q⊕(x)) = q⊕(x) ◦ F⊕(x) ∈ Fφ, tangentially to F0, with
(A.12) φ′2,q⊕(x)◦F⊕(x)(h) = −hf⊕(x)2.
Since φ1(E0) ⊂ F0, the result holds by the chain rule.
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