A simple collision algorithm for arbitrarily shaped objects in particle‐resolved flow simulation using an immersed boundary method by Takayuki Nagata et al.
A simple collision algorithm for arbitrarily
shaped objects in particle‐resolved flow
simulation using an immersed boundary method
著者 Takayuki Nagata, Mamoru Hosaka, Shun












OR I G I NA L A RT I C L E
Jou rna l Se c t i on
A simple collision algorithm for arbitrarily-shaped
objects in particle-resolved flow simulation using
an immersed boundarymethod
Takayuki Nagata1∗ | MamoruHosaka1† | Shun
Takahashi3‡ | Ken Shimizu4† | Kota Fukuda5† |
ShigeruObayashi6§
1Department of Aerospace Engineering,
Tohoku University, Sendai, Miyagi,
980-8579, Japan
2Department of Aeronautics and
Astronautics, Tokai University, Hiratsuka,
Kanagawa, 259-1292, Japan
3Department of PrimeMover Engineering,
Tokai University, Hiratsuka, Kanagawa,
259-1292, Japan
4Institute of Fluid Science, Tohoku
University, Sendai, Miyagi, 980-8577, Japan
Correspondence
Department of Aerospace Engineering,





Japan Society for the Promotion of Science,
KAKENHI, Grant Number: 16K18018 and
18K03937
In the present study, we proposed a simple collision algo-
rithm, which can be handled arbitrarily-shaped objects, for
flow solvers using the immersed boundary method (IBM)
based on the level set and ghost cell methods. The proposed
algorithm can handle the collision of the arbitrarily-shaped
object with little additional computational costs for the colli-
sion calculation because collision detection and calculation
are performed using the level set function and image point,
which are incorporated into the original IBM solver. The pro-
posed algorithmwas implemented on the solid-liquid IBM
flow solver and validated by simulations of the flow over an
isolated cylinder and sphere. Also, grid and time step size
sensitivity on the total energy conservation of objects were
investigated in cylinder-cylinder, cylinder-red-blood-cells-
shaped (RBC-shaped) objects, sphere-sphere, and sphere-
flat plate interaction problems. Through validation, good
agreement with previous studies, grid and time step size
convergence, and sufficient total energy conservation were
confirmed. As a demonstration, the drafting, kissing, and
Abbreviations: DEM, discrete element method; CFD, computational fluid dynamics; IBM, immersed boundary method; DNS, direct
numerical simulation; RBC, red blood cell; DKT, drafting-kissing-tumbling; DPN, node par diameter; CFL,Courant-Friedrichs-Lewy.
1
2 NAGATA ET AL.
tumbling (DKT) processes were computed, and it was con-
firmed that the present result by the proposed method is
similar to the previous computations. In addition, particle-
laden flow in a channel including obstacles with collision and
adhesion phenomena and the interaction of cylinders and
wavy-wall were computed. The results of these simulations
reveal the capability of solving a flow containing arbitrarily-
shapedmoving objectswith collision phenomena by a simple
proposedmethod. (223/250words)
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1 | INTRODUCTION1
Accurate simulations of particle-laden flows that contain a number of solid particles are important in various fields such2
as biology, engineering, and so on. The properties of particle-laden flows can be significantly influenced by a solid phase.3
There are a number of ways to solve particle-laden flows from the point of view of the handling of a dispersed phase,4
including the point-particle approach and the finite-size particle approach (particle-resolved approach). In the point-5
particle approach, three types of fluid-particle coupling methods, one-way, two-way, and four-way coupling approaches,6
are used. The one-way coupling approach considers the effect of the fluid on particles by particle drag models, but7
particles do not affect a continuum phase. The two-way coupling approachmutually considers the interaction between8
fluid and particles. In this case, the effects of particles on the fluid are considered to be volume-averaged forces. In9
addition, the inter-particle interaction is considered in the four-way coupling approach. For example, gy however, the10
effect of wake vortices released from individual particles cannot be taken into account in the point particle approach.11
In the finite-size particle approach, the couplingmodel obtained by the discrete element method (DEM) [1] and12
computational fluid dynamics (CFD) [2] has widely been used. This model, i.e., the DEM-CFDmodel, was proposed by13
Tsuji et al. [3, 4] In this method, the inter-particle interaction can be taken into account even though the particles are14
non-circular or non-spherical. However, the DEM-CFD coupling is the one-way coupling approach on the fluid-particle15
interaction. An immersed boundarymethod (IBM) is the second option for the finite-size particle approach, which can16
realize the full-way coupling. In this case, the flow over particles is directly solved using the IBM. This method has been17
developed and used to simulate an unsteady viscous flow byUdaykumar et al. [5] and Ye et al. [6], and the particulate18
flow simulations with IBM were conducted by Uhlmann [7]. In addition, the IBM was extended into compressible19
flow simulations by Ghias et al [8]. In addition, Takahashi et al. [9] and Luo et al. [10] proposed the simplified IBM20
for compressible viscous flow based on the IBM by Mittal et al [11]. Furthermore, the immersed boundary-Lattice21
Boltzmannmethod (IB-LBM) was proposed by Feng andMichaelides [12]. Recent works related to the IBM aremostly22
confirmed in the applications, such as fluid-motion coupled simulation of a falling plate by Lau et al. [13] and fluid-23
structure coupled analysis of an elastic object in a compressible flow by Kim et al. [14] Furthermore, progressive24
achievements related to the IBM are confirmed in studies of turbulent simulation with LBM by Xu et al. [15], application25
to aeroacoustics problem by Schlanderer et al. [16] and implementation toOpenFOAMby Riahi et al. [17]26
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The finite-size particle approach has been used in a fundamental study to investigate the effect and behavior27
of particles. Lucci et al. [18] investigated turbulence modulation effects by spherical particles on decaying isotropic28
turbulence using the direct numerical simulation (DNS) of the incompressible Navier–Stokes equations with the IBM.29
Hosaka et al. [19] computed the particle-laden channel flow including an obstacle with collision and adhesion effects30
using the IBM flow solver and investigated the effect of flow conditions on the adhesion phenomena behind an obstacle31
under low-Reynolds number conditions. Mehrabadi et al. [20] examined the effects of particle configurations on the32
mean drag of clustered particles using the IBM and developed a gas-solid drag law for clustered particles. Zhang et al.33
[21] investigated the effect of collisions on particle behavior in turbulent flows through a straight square duct by DNS34
with the DEM. Also, Mizuno et al. [22] computed the collision of the particle cluster andwall, and they investigated the35
effect of the wake generated by particles on the distribution of collisions. In addition, particle-resolved DNS has been36
applied to compressible flow simulations. Schneiders et al. [23] developed an efficient cut-cell method for rigid bodies37
interacting with the viscous compressible flow, and they computed particle-laden isotropic turbulence. Das et al. [24]38
applied a Cartesian grid-based sharp interface method for the compressible particle-laden flow, and they demonstrated39
the interaction of a particle cloud and planar shock.40
A Collision between particles or particle-wall should be taken into account in particle-laden flows, particularly41
when the particle volume fraction is high. The particles are typically modeled as cylindrical or spherical particles in42
analyses of two- or three-dimensional particle-laden flows. In this case, hard-sphere collisionmodels [1, 25, 26] and the43
other advanced hard-sphere (e.g., [27]) or soft-sphere (e.g., [28]) models are typically used to compute collision process.44
Recently, the particle-resolved approach has also been used for simulation of particle-laden flowswith collisions. Also,45
interaction of the interface of the liquid and solid phase is treated by the IBM (e.g., [29]). In such a case, the contact line46
is the arbitrary shape and the normal vectors of the contact line of the liquid phase and solid phase should be equal.47
In the case of the particle-resolved approach, overlap of the particles or particle andwall should be avoided even48
if the collision phenomena are not dominant in the system. The collision for the simple geometry such as spheres49
or cylinders, it can simply compute the collision by using the radius and the position of each object. However, that50
kind of simple treatment is not available for arbitrarily-shaped objects. Also, the effect of collisions has a large impact51
on the behavior of arbitrarily-shaped particles because of irregular bouncing, the effect of particle rotation, and so52
on. In the DEM-CFD and IBM based simulations, the collision model proposed by Glowinski et al. [30, 31], which53
is Lagrange-multiplier based fictitious-domain method, is widely used in particulate flow simulations. [7, 12, 32, 33]54
In addition, Ardekani et al. [34] examined the sedimentation of spheroidal particles using the IBM with a collision55
algorithm that can handle spheroidal particles based on the soft-spheremodel by Costa et al. [28] In their study, the56
spheroidal particles were approximated as spherical particles with the samemass as thewhole particle andwith a radius57
corresponding to the local curvature at the contact point.58
TheDEM-CFD coupling is widely used for the flow simulation including arbitrarily-shaped objects with collisions.59
In DEM simulations, arbitrarily shaped objects are expressed by themass point, and collision detection and reactions60
are treated as an inter-particle collision. However, the collision detection requires the computational cost and it rapidly61
increases as the number of particles increases. In practice, the contact detection has a considerable cost in theDEM for a62
systemwith a large number of particles. Therefore, several contact detection algorithms have been proposed to reduce63
the computational cost [35, 36, 37]. Zhang et al. [38] proposed an efficient collision algorithm for spheroidal particles64
for the DEM-CFD (LBM) flow solver. They reduced the computational cost for collision detection by using a lattice grid65
for the lattice Boltzmann simulation to detect the contact of the object. However, collision detection algorithms for the66
DEM require a large amount of additional computation because object boundaries in the IBM flow solver are defined67
in a Eulerian form by level set functions. Accordingly, we proposed a simple and efficient collision algorithm for the68
IBM flow solver that can handle arbitrarily-shaped objects. This algorithm requires only little additional computations69
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for contact detection because the present algorithm uses the image point and level set function, which are essential70
components of the IBM flow solver.71
2 | METHODOLOGIES72
2.1 | Basic Equations73



















were used as the governing equations for the fluid. Here, i and j are the indices for the Einstein summation convention,77
u is the fluid velocity, p is the static pressure, x is the Cartesian coordinate, t is time, and Re is the Reynolds number78
based on freestream quantities and the representative length. The governing equations were non-dimensionalized by79
freestreamquantities and the representative length andwere discretized by the finite differencemethod. The fractional80
stepmethod proposed (e.g., [39]) was used in the present study for the pressure-velocity coupling. In this method, the81

























where the first-order Euler explicit method was used for the time integration, and superscripts n and n + 1 indicate83
the current step and next step in the time direction. Also, the second-order central differencemethod By taking the84

















Here, eq. 2 will be satisfied at the n + 1 step so that the pressure Poisson equation of eq. 5 is derived as follows:86










Both sides of the pressure Poisson equation was discretized by the second-order central differencemethod and solved87
by the successive over-relaxationmethod (see [40]). The convection term in eq. 3 was evaluated by the hybrid scheme88






= (1 − α)
[ (uiu j )l+1/2 − (uiu j )l−1/2
2∆xj
]
+ α(u j )l
[
(ui )l+1 − (ui )l−1
2∆xj
+
(ui )l+1 − 2(ui )l + (ui )l−1
2∆xj
] (7)
where the subscript l denotes the quantity at the l th grid point and its sweep direction is the same as the direction of90
the spatial differential. In addition, α is a parameter to determine the ratio of the second-order conservative central91
differencemethod and the first-order upwindmethod, and its value was set to be α = 0.05 in the present study. The92
viscous termwas evaluated by the second-order central differencemethod.93











εi j k rj σk l n l dS + Hi . (9)
Equation 8 describes a translational motion of the objects wherem and uobj indicate themass and velocity of the object,95
and σ , n , dS , andG denote the stress tensor of a Newtonian fluid, the unit vector in the normal outward direction of the96
surface element, themicro-area element, and the external force. Equation 9 describes a rotational motion of the objects97
where I ,ω, r , ε, andH indicate themoment of inertia of objects, the angular velocities of objects, the relative position98
vector from the centroid, the third-rank tensor of Eddington’s epsilon, and external moment. Since the mesh-based99
scheme proposed by Nonomura andOnishi [41] was used as a hydrodynamic force evaluationmethod, themicro-area100
element dS in the two- and three-dimensional cases for the present solver was equal to∆x and∆x2, respectively. The101
stress tensor of a Newtonian fluid is given by102











where δ is the Kronecker delta. The time integration of Newton–Euler equations was performed by the first-order Euler103
explicit method.104
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2.2 | Immersed BoundaryMethod105
Object boundaries were treated by the IBM based on the level set and ghost cell methods. In the present study, we used106
themethod originally proposed by Takahashi et al. [9] The IBM can reduce the computational cost of grid regeneration107
in a problem involving multiple moving objects. In the present study, the computational grid was a fixed and equally108
spaced Cartesianmesh. Figure 1 shows a schematic diagram of the current IBM. The grid points are classified into fluid,109
ghost, and object nodes by the following criteria:110
φ > 0, Fluid node
−lprobe < φ < 0, Ghost node
φ < −lprobe, Object node
(11)
whereφ is the level set function that represents the signedminimum distance between the object surface and each111
node, and lprobe is the probe length. In the present study, in order to avoid a recursive reference in the ghost node112
calculations, the probe length lprobe was set to be 1.45∆x or 1.75∆x in the two- or three-dimensional computations. The113
boundary conditions on the object surface were imposed on the ghost nodes using quantities at the image points and114
the level set function. Here, the image point indicates the tip of a probe that is extended toward the exterior of objects115
from ghost nodes normal to the object surface. The pressure and velocity at the image points were calculated by the116
bilinear or trilinear interpolation using the surrounding nodes of the image point. The pressure at the ghost nodes is117
determined by the zeroth-order extrapolation from the image point. The velocity at the ghost node uGN was determined118
by the linear extrapolation so as to satisfy the no-slip condition at the object surface.119
uGN i = uIP i −
lprobe + |φGC |
lprobe
(uIP i − usurf i) (12)









F IGURE 1 Schematic diagram of the IBM.
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2.3 | Collision Algorithm for an Arbitrarily-ShapedObject in IBM Flow Solver120
A simple collision algorithm for arbitrarily-shaped objects is explained in this section. The computational cost for121
contact detection becomes larger as the number of particles increases, and thus the contact detection has considerable122
computational cost in theDEMwith a large number of particles. Accordingly, we proposed a simple and efficient collision123
algorithm for a flow solver using the IBM. The computation of collision between arbitrarily-shaped objects has two124
difficulties from a computational point of view: search for the point of contact and calculation of the local curvature. In125
our algorithm, the image point that is essential in the IBM is used to detect the contact and contact point. In addition, the126
local curvature at the contact point can be calculated from the level set function, which is a fundamental technique in the127
current IBM. The present method can remove the computational cost for collision detection because collision detection128
can conduct simultaneously in the ghost nodes computations which are incorporated into the original IBM flow solver.129
In the original IBM solver, an exception handling on the ghost node calculations is required when the image point refers130
to the ghost nodes belonging to the other object. Our algorithm conducts the collision detection by the information131
of the exception handling of the ghost nodes so that collision calculation can be conductedwith no additional cost for132
contact detection and small additional cost for local curvature at the contact point, collision angle, collision force, and so133
on. As a result, only little additional computational costs is needed to treat the collision of arbitrarily-shaped objects. In134
the present study, the objects were assumed as rigid bodies to simplify the problem. A schematic diagram of the contact135
detection is shown in Figure 2. The procedure from collision detection to the calculation of the collision force is listed136
below:137
1. Extend probes from each ghost node outward normal to the object surface and create image points (Figure 2A).138
In our algorithm, the lengths of the probes for the ghost cell method and collision determination are the same to139
reduce the computational cost. For this assumption, computations of the quantities at ghost nodes and collision140
detection can be performed at the same time, and thus the computation of the position of the image point and141
collision detection are completed before the computation of collisions. The positions of the image point xIP are142
calculated as follows:143
xIP i = xGC i + |φ |ni + lprobe . (14)
2. Find image points neighboring ghost nodes and determine the contact point nodes (this process can be combined144
with the calculation of quantities at image points) (Figure 2B).145
F IGURE 2 Schematic diagram of the contact detection process: (A) before collision; (B) during collision.
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Here, the present algorithm does not include the collision time prediction, but collision detection is conducted by146
using image points. Hence, there is no overlapping of the object if the relativemoving distance between contact147
points of each collided object within∆t is less than lprobe. Instead of that, however, the small clearance (< lprobe)148
between colliding objects exists, and it might be causing the difference with the exact solution of the collision149
phenomena. It should be noted that the error due to the small clearance is reduced by decreasing the grid size150
because lprobe depends on the grid size in the presentmethod to reduce the computational cost. The influence of151
the grid size will be discussed in Section 3.2. The collision time prediction or additional process to independent152
from the grid size limitation is required for computations with large∆t and small lprobe cases.153
3. Find a pair of colliding objects and calculate the x− and y−components of the unit normal vector n at the contact154








4. Calculate the impulsive stress acting on the contact point of object A due to collision with object B based on the156
equation of the elastic collision for two- or three-dimensional rigid bodies (see [42]) as follows:157
σcolli AB =
(1 + ε)
[ (uobj B − uobj A) + {(ωB × rB) − (ωA × rA)}] · nBA
m−1A +m−1B + nAB
[{








where subscripts A and B indicate objects A and B, respectively, ε is the coefficient of restitution, and nAB is the158
normal vector from object A to object B. The calculated impulsive stress is mapped to the node at the contact159
point. In the present study, the equation of the elastic collision was used to calculate the collision (interaction force160
between objects or an object andwall) force, but it can be changed that the estimationmethod of the collision force161
depending on the problem settings.162
5. Calculate the force andmoment acting on each object by integrating the hydrodynamic stressσfluid and additional163









r × (σfluid + σadh + σcolli + · · · )ndS +H, (18)
Here, in the present result shown in Section 4.2, the stress due to adhesionwas estimated by the adhesionmodel166
for platelet adhesion proposed by Tomita et al. [43], and the stress due to adhesion does not consider in the other167
simulations. In addition, other forces such as the friction force due to collision and so on can be taken into account if168
users includemodels and impose the stress at the ghost node of the contact point. The stresses are integrated at169
the surface of the object andmotion of the objects obeys the Newton–Euler equations.170
6. Solve the Newton—Euler equations and calculate the velocity and angular velocity of the object.171










Steps 1 and 2 have already done to determine the velocity and pressure at the ghost nodes. For this reason, this173
algorithm requires only little additional computational costs for the treatment of collisions of objects, and the algorithm174
has a high affinity for the IBM. However, it appears to be that the calculation accuracy of the collision phenomenon175
using the proposedmethodwould be affected by the grid width instead of simplicity. In addition, it is difficult to treat176
the collision of objects which have sharp part accurately due to computational cost, because sufficient grid point is177
necessary to compute the curvature of the surface at the contact point accurately. The required grid resolution will178
be discussed in Section 3.2. Figure 3 shows a flowchart of the computational procedure. Computations for the fluid179
and object are shown in the blue and red boxes, respectively. In the case of computation includingmoving objects, the180
process of moving objects is used. This process contains computation of the Newton–Euler equations, the collision181
detection, and other processes related tomoving objects such as regeneration of the level set function and so on.182
 
 
Setup ghost node value
Calculation of image point location
(contact detection)
Setup level set function and node property
Setup initial and boundary conditions





Outer boundary cindition (velocity)
Update ghost node value (velocity)
Calculation of velocity
Outer boundary cindition (pressure)
Update ghost node value (pressure)
Calculation of pressure
Outer boundary cindition (velocity)
Update ghost node value (velocity)




Calculation of hydrodynamic force
Calculation of external force
Calculation of total force
Process fo moving object
Move object
Update level set function and node property
Update image point location
(contact detection)
Update ghost node value
F IGURE 3 Flowchart of flow solver.
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3 | NUMERICAL TESTS183
3.1 | Flow Past a Circular and Sphere184
The flows past a circular and sphere were calculated. For the two-dimensional case, the results were compared to185
the results of previous studies by Zhang et al. [44], Mittal et al. [11], and Takahashi et al. [9]. The Reynolds number186
based on freestream quantities and the diameter of the cylinder was set to be 300, and the grid size was set to be187
0.1D , 0.05D , 0.025D , 0.0125D , 0.00833D , or 0.00625D (where the number of nodes per diameter (NPD) was 10, 20,188
40, 80, 120, or 160). The computations were conducted at a Courant-Friedrichs-Lewy (CFL) number of 0.1. The189
computational domain was 0 ≤ x ≤ 30D and 0 ≤ y ≤ 20D , and the position of the center of the cylinder was at190
(x , y ) = (10D , 10D ). The inflow (the velocity is fixed at the freestream velocity, and the pressure is a zeroth-order191
extrapolation from one point inside of the boundary) and outflow (the velocity is a zeroth-order extrapolation from one192
point inside of the boundary, and the pressure is fixed at the freestream value) conditions were imposed at the −x and193
+x boundaries, and the slip wall condition was imposed at the −y and +y boundaries.194
 
 
Zhang et al. (BFC)
Mittal et al. (IBM)
Takahashi et al. (BFC)


















































F IGURE 4 Influence of the grid size on the drag coefficients of the circular cylinder (Re = 300): (A) total drag
coefficient, (B) pressure drag coefficient, and (C) viscous drag coefficient.
Figure 4 shows the relationship between grid size and the time-averaged drag coefficient for a Reynolds number195
of 300. The calculations were carried out for a duration longer than 10 vortex-shedding periods. The result reported196
by Zhang et al. [44] was obtained under the incompressible flow on a boundary-fitted grid, and the result reported by197
Mittal et al. [11] was obtained under an incompressible flow using the IBM. The result reported by Takahashi et al. [9]198
was obtained under a compressible flow of theMach number of 0.3 using a boundary-fitted grid and the IBM solver.199
Their results are under the compressible flow, but they provided the drag coefficient for each component. In addition,200
there is no large impact of the compressibility on the drag coefficient at theMach number of 0.3. Here, all of the results201
that were compared to the present studywere obtained by a fully two-dimensional computation. Figure 4 illustrates202
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that the pressure and viscous drag coefficients were overestimated and underestimated, respectively, at the coarse grid.203
















Zhang et al. (BFC)
Mittal et al. (IBM)
Takahashi et al. (BFC)
Takahashi et al. (IBM)
Present study
F IGURE 5 Influence the grid size on the Strouhal number of the circular cylinder (Re = 300).
Figures 5 and 6 show the relationship between the grid size and the Strouhal number and root-mean-square (r.m.s.)205
amplitude of the lift coefficient, respectively. The Strouhal number and r.m.s. of the lift coefficient of the present study206





















Mittal et al. (IBM)
Takahashi et al. (BFC)
Takahashi et al. (IBM)
Present study
F IGURE 6 Influence of the grid size onCL r.m.s. of the circular cylinder (Re = 300).
In the three-dimensional case, the drag coefficient of a sphere was compared to the previous studies [11, 45,208
46, 47, 48]. The drag model by Clift and Gauvin [45] is known as the standard drag curve of a sphere. The resutl209
by Johnson and Patel [46] is the DNS result on a boundary-fitted grid, the results by Luo et al. [10] and Mittal et210
al. [11] are the DNS results by the IBM code. In addition, the result by Nagata et al. [48] is the DNS result on a211
boundary-fitted grid at theMach number of 0.3, and they showed pressure and viscous drag coefficients separately. The212
computation of the present study was carried out at the Reynolds numbers of 100, 250, 300, and 500. The grid size213
was∆x = 0.125D , 0.1D , 0.05D , 0.025D , or 0.0125D (where NPDwas 8, 10, 20, 40, or 80). The size of the computational214
domain was 0 ≤ x ≤ 30D , 0 ≤ y ≤ 20D , and 0 ≤ z ≤ 20D , and the sphere was placed at (x , y , z ) = (8.5D , 10D , 10D ).215
Figure 7 illustrates that the drag coefficient of the present study shows good agreementwith previous studies. However,216
the difference between the previous results and the present study becomes large for Re ≥ 250with small NPD. The217
influence of the grid size on the drag coefficient at the Reynolds number of 300 is shown in Figure 8. The present results218
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overestimate the total and pressure drag coefficients and underestimates the viscous drag coefficient at the coarse grid,219














Clift & Gauvin (1971)
Johnson & Patel (BFC)
Luo et al. (IBM)
Mittal et al. (IBM)
Present study (x = 0.125)
Present study (x = 0.1)
Present study (x = 0.05)
Present study (x = 0.025)
F IGURE 7 Comparison of the drag coefficient of the sphere at various Reynolds numbers.
F IGURE 8 Influence of the grid size on the drag coefficient of the sphere (Re = 300).
3.2 | Collision of Objects without Solid-Fluid Interaction221
Figure 9 shows the influences of the grid and time-step sizes on the relative error in the total energy conservation of an222




m |u2obj | + Iω2
)
(21)
The interactions between cylinder-cylinder and sphere-sphere without solid-fluid interactions were computed in order224
to investigate the kinetic energy conservation regarding the collision. The diameter and density of the objects was unity.225
In addition, the coefficient of restitution was unity so that the total energy of the object should be conserved. However,226
since collision is partially treated based on nodes and image points in the proposedmethod, the total energy of an object227
is not strictly conserved except when the collision point matches the grid line.228
The computational domain was 0 ≤ x ≤ 10D and 0 ≤ y ≤ 10D (and 0 ≤ z ≤ 10D in the sphere case). The outflow229
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boundary condition was imposed at all outer boundaries. In this test, a stationary cylinder or sphere was placed in the230
center of the computational domain of (xobj, yobj) = (5.0D , 5.0D ) (and zobj = 5.0D in the sphere case). The initial position231
of a moving cylinder or sphere was at (xobj, yobj) = (3.0D , 5.01D ) (and zobj = 5.0D in the sphere case), and the initial232
velocity was (uobj,vobj,wobj) = (1.0, 0, 0). Since the total energy before and after the collision was fully conservedwhen233
the collision point matches the grid lines, there is a small offset on the object position in the y -direction to confirm the234
grid and time-step size dependencies on the kinetic energy conservation. In addition, the computation was conducted235
five times by changing the initial position in the y -direction of themoving object by yobj = 0.1D , and the post-collision236
kinetic energy Epost was averaged. The grid size was set to be NPD = 10, 20, 40, 80, 120, or 160 for the cylinder case237
andwas set to be NPD = 5, 8, 10, 20, or 40 for the sphere case. The CFL number based on grid size and initial velocity238
of themoving object was set to be CFL = 0.5, 0.3, 0.2, 0.1, or 0.05 for the cylinder case andwas set to be CFL = 0.2, 0.1,239
or 0.05 for the sphere case. Figure 9(A) illustrates that the total energy conservation improved as the grid resolution240
increases. In the case of the cylinder-cylinder interaction, the error for NPD = 10 is less than or equal to 2.0% and241
decreases to less than or equal to 0.63% and 0.27% at NPD = 20 and 40, respectively. Also, Figure 9(B) illustrates that242
the effect of CFL on the kinetic energy conservation is weak. The effects of NPD and CFL on total energy conservation243



















































































F IGURE 9 Influence of (A) Grid size and (B) time step size on total energy conservation of the collision process.
Figure 10 shows the distribution of the level set function during cylinder-RBC-shaped object interactions as an245
example. The size of the computational domain, the inner and outer boundary conditions, and the coefficient of246
restitution were the same as for the cylinder-cylinder interaction problem. The initial position and velocity of the247
cylinder were (xcylinder, ycylinder) = (5.125D , 5.5D ) and (ucylinder,vcylinder) = (1.0, 0), respectively, and the initial position248
and velocity of the RBC-shaped object were (xRBC, yRBC) = (6.0D , 5.0D ) and (uRBC,vRBC) = (0, 0). In the present study,249
the shape of the RBCwas set according to Chee et al. [49]. The diameter of the cylinder and themajor axis of the RBC250
was equal to unity. In addition, the CFL number andNPDwere set to be 0.1 and 80, respectively. Figure 10 illustrates251
that the RBC-shaped object rotates in the post-collision state, and the total energy conservationwas 0.012%. Hence, the252
total energy was sufficiently conserved even in the case including the object rotation. The present algorithm conducts253
the collision calculation based on image points, ghost nodes, and the level set function so that the process of the collision254
calculation is regardless of the object shape. The surface stress due to collision is calculated by Eq. 16, and the stress255
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is imposed on the ghost nodes at the contact point. Eventually, stresses due to the collision and other factors such as256
fluid, adhesion, and so on are integrated on the object surface, and the equations of motion for the object are solved to257
determine the object motion.258
t
*











F IGURE 10 Distribution of the level set function for cylinder-RBC interaction.
3.3 | Collision of a Sphere and a Flat Plate with Solid-Liquid Interaction259
The collision of a sphere and a flat plate with solid-liquid interaction was calculated and compared to the experimental260
result by Thompson et al. [50] In their experiment, a brass sphere of 19.02 mm in diameter was attached to a fine261
thermally fused twisted stretch-resistant thread. By a steppermotor, the sphere was allowed to be lowered through the262
water at a specified constant velocity. In the present computations, the Reynolds number based on the falling velocity,263
the diameter of the sphere, and the fluid quantities was set to be 500 as the samewith the experiment of Thompson et al.264
[50] The size of the computational domain was set to be (x , y , z ) = (15D , 15D , 10D ), and the initial distance between the265
center of the sphere and surface of the flat plate was 5.5D as the samewith the experiment. The flat plate is placed on266
the bottom boundary of the computational domain and expressed by the immersed boundary as well as the sphere. The267
grid resolution and the CFL number were set to be NPD = 20 and CFL = 0.1, respectively. In addition, in the experiment268
of Thompson et al. [50], the sphere was stopped at the surface of the flat plate so that the collided sphere does not269
bounce. Therefore, the coefficient of restitution ε was set to be zero in the present computation. Figure 11 shows270
the distribution of the vorticity in the y−direction, which was normalized by the diameter of the sphere and the initial271
velocity magnitude of the sphere. The non-dimensional time t ∗ was normalized by the diameter of the sphere and272
the initial velocity magnitude of the sphere. Before the impact, the wake develops similarly to the flow in the isolated273
sphere, and t ∗ = 0 corresponds to the time of the impact. Owing to the short falling distance, the wake of the sphere274
is a steady-axisymmetric wake even though Re = 500. At t ∗ = 0, the sphere collides with a flat plate and stopped275
impulsively. At t ∗ = 1 and 2, the wake catches up with the sphere and the secondary vortex is generated due to the276
induced flow generated by the primary vortex. After t ∗ = 3, the primary and secondary vortices arrive at the flat plate277
and leave from the sphere in the horizontal direction. Our computational results qualitatively agree with experimental278
flow visualization by Thompson et al. [50]. Since the length of prob lprobe for collision detection, however, there is a279
small clearance between the sphere and flat plate in Figure 11. This clearance can be reduced by decreasing∆x or lprobe .280
If the additional computational cost to avoid recursive reference for ghost node calculation is acceptable, lprobe can be281
reduced at the constant∆x .282
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F IGURE 11 Snapshot of the vorticity distribution of a sphere-flat plate collision in the x − z plane at y = 7.5 (ε = 0).
t* = 0 t* = 1 t* = 2




F IGURE 12 Vorticity distributions of the sphere-flat plate collision for different values of ε. The left- and
right-hand parts for each time show the results for ε = 0.5 and 1.0, respectively. The visualization plane is x − z plane at
y = 7.5D .
Figure 12 shows the instantaneous vorticity distributions for different coefficients of restitution. The coefficient283
of restitution for the left and right halves of each frame is 0.5 and 1.0, respectively. The development of the vortex284
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structures around the sphere and on the flat plate is similar for ε = 0.5 and 1.0. The object velocity after bounce for285
ε = 0.5 is half of the case of ε = 1.0. The primary vortices in the vicinity of the flat plate for the bouncing case do not286
spread in the horizontal direction comparedwith ε = 0.287
4 | DEMONSTRATIONS288
4.1 | Drafting-Kissing-Tumbling Process289
A free-falling problem of cylindrical objects placed in-line and pulled by gravity in the same directionwas computed.290
In this situation, the cylinders undergo a characteristic behavior called drafting-kissing-tumbling (DKT) [51]. The291
calculation results were compared to those of previous numerical studies [7, 30, 52]. The density ratio of fluid and292
cylinders was set to be ρc/ρf = 1.5. The Reynolds number based on the fluid density, the viscosity coefficient µ, the293
diameter of the cylinder D , and the estimated terminal velocityUt was set to be 347. Here, the estimated terminal294











where g is the acceleration of gravity. The computational domain was 0 ≤ x ≤ 10D and −40D ≤ x ≤ 0, and the grid296
resolution was set to be NPD = 40. The pair of cylinders were placed in-line in at x = 5D (center of the computational297
domain in the x−direction). The trailing and leading cylinders were placed at y = −4D and −6D , respectively. It should298
be noted that the position in the x−direction of the leading and trailing cylinder was ±D/250 off-center. In the present299
computation, the gravity and buoyancy forces act at the centroid of each object, and the coefficient of restitution was300
set to be unity for both cylinders. The outflow boundary condition was imposed for all outer boundaries. The velocities301
of the cylinders and fluid were zero in every direction at the initial state.302
Figure 13 shows the snapshots of the vorticity distribution during the DKT process, and the dynamic interaction303
between the two cylinders can be observed. Initially, both cylinders begin falling by the effect of gravity with the same304
acceleration. The trailing cylinder is attracted to the wake of the leading cylinder, and its falling velocity increases305
(drafting phase). Eventually, the cylinders contact each other (kissing phase) and fall in tandem as an elongated object in306
the gravitational direction. However, such a configuration is unstable. As a result, the position in the x−direction begins307
to differ from the initial position, and the elongated object rotates so that the trailing cylinder overtakes the leading308
cylinder (tumbling phase). The quantitative comparisons are shown in Figure 14. These figures show the time histories309
of the position and velocity of the centroid of the cylinders in the x− and y−directions. The positions and velocities310
were nondimensionalized by the diameter of the cylinder and the estimated terminal velocity. Figure 13 illustrates that311
the time histories of the position and velocity of the center of the cylinders of the present result exhibit quantitatively312
agreewith the previous studies. However, the difference between each study becomes large at a later time. Koblitz et al.313
[52] pointed out the difference between their results and Uhlmann [7] during the initial contact and subsequent kissing314
phase is caused by the difference in the collisionmodel. It should be noted that the DKT problem is very sensitive so315
that a relatively large difference in subsequent kissing phase appears due to a difference in the initial stage even if a316
very small difference.317
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F IGURE 13 Snapshot of vorticity distribution for the DKT process.
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F IGURE 14 Time histories of (A) x ∗, (b) u∗, (c) y ∗, and (d) v ∗ of the centroid of the cylinders for the DKT process.
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4.2 | Particle-Laden Channel Flowwith anObstacle318
Particle-laden channel flow including an obstacle with collision and adhesion phenomena, which simulates the blood319
flow around themedical stent, was computed. The collision and adhesion effects were taken into account by our model320
and Tomita et al. [43], respectively. In the present computation, 200moving cylindrical particles and an fixed obstacle321
were contained in the channel flow. The computational domain based on the particle diameterD was 0 ≤ x ≤ 100D and322
0 ≤ y ≤ 40D with 4, 000 × 1, 600 grid points. The inflow and outflow boundaries were imposed at the −x and +x outer323
boundaries, respectively, and the no-slip boundary condition was imposed at the surfaces of the obstacle and cylindrical324
particles and the−y and+y outer boundaries, respectively. The grid size was set to beNPD = 40. The Reynolds number325
based on the inflow velocity, the viscosity coefficient, the fluid density, and the cylinder diameter was set to be 150.326
The density ratio of the fluid and small cylinders was set to be ρd/ρf = 1.0, and the height of the obstacle was 10D . The327
initial velocities of the particles and the fluid were zero and unity, respectively. The initial positions of the particles were328
randomly chosen in the region of 5D ≤ x ≤ 95D and 2.5D ≤ y ≤ 37.5D .329
The vortex shedding from the obstacle occurs as shown in Figure 15. The flow behind the obstacle stagnates and330
particles adhere to the wall, and several particles are transported due to the vortices. Figure 16 shows the average331
particle velocity in the x− and y−directions. The average velocity of particles is computed by every∆y = 1.0D in the332
region of x ≥ 30D . The particle velocity is initially zero, and particles are transported downstream due to fluid flow.333
As the flow field develops, the particles appear in the region near the bottomwall due to the recirculation region of334
the obstacle, and the average velocity of particles in this region is lower than that of other particles. In addition, the335
average particle velocity is zero at the lower wall due to adhesion (adhiered particles are shown in black in Figure 15).336
The velocity toward the wall increases due to the recirculation region of the obstacle so that adhesion occurs more337











F IGURE 15 Vorticity distribution of particle-laden channel flowwith an obstacle, including collision and adhesion
effects.




























































F IGURE 17 Velocity distribution of cylinder-wall interaction.
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4.3 | Cylinder-WavyWall Interaction339
Figure 17 shows snapshots of the interaction process between the cylinders and the wavy wall. The diameter of340
cylinders was D , and the size of the computational domain was 0 ≤ x ≤ 20D and 0 ≤ y ≤ 20D with 1, 600 × 800341
grid points. The grid resolutionwas set to beNPD = 80. The no-slip conditionwas imposed on the boundaries of the342
wavywall and cylinders, and the outflow boundary condition was imposed at all outer boundaries. The coefficient of343
restitution of the cylinders and the wavywall was set to be unity. The Reynolds number based on the fluid density, the344
kinematic viscosity coefficient, the diameter of the cylinder, and the magnitude of the initial cylinder velocity in the345
y -directionwas set to be 50. Here, the initial cylinder velocities in x - and y -directionwere uobj0 = 0 and vobj0 = −1.0,346
respectively. In this computation, the effect of the cylinders on the flow field was considered, but the effect of the fluid347
forces on the cylindermotion did not consider in order to discuss the total energy conservation of the cylinders. The348
20 cylinders collide with and rebound from the wavy wall. Here, the number of the cylinder is less at a larger time349
because a part of cylinders goes out the computational domain after collided with the wavy wall. In order to avoid350
blowing-up of the computation, the quantities of the ghost nodes or outer boundaries are not updated when the out of351
the computational domain or ghost nodes are referred to determine the value of ghost nodes or outer boundary nodes.352
The time history of the total energy of the cylinders and the collision frequency are shown in Figure 18. The kinetic353
total slightly changes during repeated cylinder-wall and cylinder-cylinder collisions. In this computation, the error in354
the total energy after the cylinder-wall and cylinder-cylinder interaction was approximately 6%. The kinetic energy loss355
occurs due tomany time collisions, despite the small error for a single collision as discussed in Figures 9. In addition,356
the present algorithm assumes binary collision, but three ormore body collisions occur in this computation, and thus357
further energy loss appears to be generated.358
F IGURE 18 Time history of the total energy of the cylinders (black square symbols) and the collision frequency
(green circular symbols).
5 | CONCLUSIONS359
In the present study, we proposed a simple collision algorithm, which can be handled arbitrarily-shaped objects, for IBM360
flow solver. The proposed algorithmwas implemented on the solid-liquid IBM flow solver based on the level set and361
ghost cell methods. This solver uses a particle-resolved approach by solving the Navier–Stokes and the Newton—Euler362
equations and can be account the collision and adhesion phenomena. The collision algorithm that we proposed in the363
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present study is a simple and efficient algorithm. It requires only little additional costs for the computation of collision364
phenomena because the collision detection and calculation are performed using the level set function and image point,365
which are incorporated into the original IBM flow solver. In addition, this algorithm is capable of solving the collision of366
arbitrarily-shaped objects.367
The solver was firstly validated by solving flow over a fixed circular cylinder and sphere. For the two-dimensional368
case, the total, pressure, and viscous drag coefficients computed by the present solver showed good agreement with the369
previous numerical results. The Strouhal number of vortex shedding based on the oscillation of the lift coefficient and370
r.m.s. amplitude of the lift coefficient also showed good agreement with the previous numerical result. In addition, the371
grid convergence on these quantities was confirmed. Moreover, the collision algorithmwas validated by calculating the372
cylinder-cylinder and cylinder-RBC interactions. In these tests, the total energy loss of objects due to the collisions373
process was investigated. For the cylinder-cylinder interaction, errors in the total energy of objects at NPD = 10 and374
20 were approximately 2% and 0.63%, respectively. At finer grid of NPD = 40 and 80, the error decreases further,375
which confirmed grid convergence (error was approximately 0.2% at NPD = 40 and less than 0.01% at NPD = 80). The376
sufficient total energy conservation for the cylinder-RBC interaction was also confirmed similar to the cylinder-cylinder377
even though including rotational motion. In the three-dimensional case, the calculated drag coefficient showed good378
agreement with the standard drag curve and previous numerical results of the sphere, and grid convergence was also379
confirmed in each component of the drag coefficient. In addition, the sphere-sphere interaction was computed to380
investigate the grid and time step size sensitivity on the total energy conservation of objects in the three-dimensional381
case. As a result, the characteristics were similar to those of the two-dimensional cases. In addition, the sphere-wall382
interaction was computed and compared to the previous experimental results.383
Several simulations withmultiple moving objects and collision phenomenawere conducted as demonstrations. As a384
first example, the DKT problemwas computed. The time histories of the positions and velocities of the centroid of the385
cylinders in x - and y -directions were compared to previous numerical results. The present result was similar to the386
previous numerical results. As a second example, a particle-laden channel flow including an obstacle with collision and387
adhesion phenomena, which simulates the blood flow around themedical stent, was also computed. In this simulation,388
200 cylindrical moving particles and an obstacle were contained in the channel flow. It was demonstrated that the389
present solver is capable of the simulation of the flow including collision and adhesion phenomenon of the particles.390
As a third example, the interaction between the cylinders and wavy wall were computed. It was confirmed that the391
computation can be conducted in stable, and the time history of the total energy was discussed.392
The present results indicate the capability of solving a flow containing arbitrarily-shaped moving objects with393
collision and adhesion phenomena by a proposed simple algorithm.394
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