The best way to learn a topic is by teaching it. Similarly, the best way to understand a new proof is by writing an expository paper about it. This was the original motivation of the present paper. Once written, I thought that it would be nice if all the readers of this Monthly had the opportunity to savor this elegant proof. All the central ideas and constructions are O'Hara's, but I have made a few minor improvements and shortcuts that I believe to make the argument clearer. I would like to thank Kathy O'Hara for stimulating conversations and correspondence.
The unimodality of the Gaussian polynomials (1) received several 'fancy' proofs, the first one by Sylvester [13] . The most elementary proof before O'Hara's was that of Proctor [8] who only used linear algebra. The reader is urged to look up Proctor's beautiful paper [8] for the history and significance of this problem. I should also mention White's [15] elegant proof that uses Polya theory.
What does it mean to give a direct combinatorial proof? The coefficients of the Gaussian polynomials G(b,a) have a well known combinatorial interpretation. Namely, the coefficient of q k in G(b,a), let us call it c k (b ,a ), equals the number of "partitions of k that have at most a parts and whose largest part is ≤b ". In other words, c k (b ,a ) equals the number of elements in the set 
For example U 0 (2,2)={00}, U 1 (2,2)={01}, U 2 (2,2)={11, 02}, U 3 (2,2)={12}, U 4 (2,2)={22}, whose number of elements are 1, 1, 2, 1, 1 respectively, the same as the coefficients of G(2,2).
The proof of this combinatorial interpretation is as follows ([2],3.2). U k (b ,a ) can be partitioned into two disjoint subsets: those elements p for which p a <b, whose number is equal to the cardinality of U k (b −1,a ), and those elements p for which p a =b , whose number is equal to the cardinality of U k −b (b ,a −1). Thus ( for any finite set A,  A  will denote its number of elements),
Now, it is readily checked that the Gaussian polynomials (1) satisfy the recurrence
which translates to the following recurrence in terms of the coefficients
Since both  U k (b ,a )  and c k (b ,a ) satisfy the same recurrence ( (3) and (4) are identical), and their boundary values match (check!), they are identical.
In particular it follows from this combinatorial interpretation that G (b ,a ) is indeed a polynomial, and that its degree is ab , since U k (b ,a ) is certainly empty for k >ab .
It is readily seen that the coefficients of G (b ,a ) are symmetric with respect to the middle coefficient : c k =c ab −k . This also follows from the obvious bijection
It follows that in order to prove that G(b,a) is unimodal it is enough to show that
for every k in the range 0≤k <ab ⁄2.
A direct combinatorial proof of (5) will consist in exhibiting an explicit injection ( one-toone and into mapping) from U k (b ,a ) into U k +1 (b ,a ) for 0≤k <ab ⁄2.
2.Posets
We will need some standard definitions and elementary results from the the theory of partially ordered sets (POSETS). All that we will need will be presented here, but the reader who wishes to know more about posets is referred to chapter 2 of Stanton and White's excellent textbook [12] , and to Greene and Kleitman's well written survey article [4] .
A poset (P ,≤) is a set P with an order relation ≤ which has the following properties:
(i) a ≤a for all a εP , (ii) a≤b and b≤a implies a=b, and (iii) a≤b and b≤c implies a≤c.
If a ≤b and a ≠b , we write a <b . We say that b covers a if a <b and there is no c such that a <c <b . We shall write a → b for "b covers a". A poset is ranked if each element a εP can be assigned a nonnegative integer, rank (a ), so that a →b implies rank (b )=rank (a )+1. The set L i ={a εP ; rank (a )=i } is called the set of rank i, or a level set.
A good way to visualize a poset P is in terms of its Hasse diagram. The vertices of the Hasse diagram represent the elements of the poset and the cover relations are indicated by edges: a →b is denoted by an edge from a to b. By the transitivity of the order relation ( property (iii)) these cover relations completely imply the order relation on P. A maximal symmetric chain in a rank symmetric poset is a sequence of elements (a 1 , . . . ,a r ), such that a 1 →a 2 → . . . →a r , and rank (a 1 )+rank (a r )=rank (P ) , (i.e. the middle rank of the chain coincides with the middle rank of the poset .) A maximal symmetric chain decomposition (SCD) of a rank symmetric poset P, is a partition of the set P into a disjoint union of maximal symmetric chains: 
In particular the property of having an SCD implies rank unimodality and , because the chains are symmetric, also rank-symmetry. In fact , it also implies something else. A ranked poset has the Sperner property if the maximal size of an antichain ( a set of elements of P that are pairwise unrelated) equals the size of the largest level set, w [m ⁄2] . A poset that possesses an SCD is Sperner. This follows from the facts that the largest level set is certainly an antichain (as are all level sets ), and every conceivable antichain can have at most one representative from every one of the w [m ⁄2] chains.
3.Young's Lattice U(b,a)
How does this tie in with the problem of the unimodality of the Gaussian polynomials? It is readily seen that the sets of partitions U k (b ,a ) introduced at the beginning are the level sets of the poset U (b ,a ) consisting of all partitions with ≤a parts and whose parts are ≤b : 
, and w 3 =1, and since 1 <= 1 <=2 >= 1, Y 12 is rank unimodal.
The same phenomenon turns out to be true for much larger λ, so it was reasonable to conjecture that Y λ , although obviously not rank symmetric, is nevertheless rank unimodal. It came as a great surprise when Dennis Stanton [11] , assisted by computer, found a counterexample: for λ= (4, 4, 8, 8) , Y λ is not rank-unimodal. Furthermore, Stanton proved something that no computer can do by itself: he found infinite families of counterexamples, the simplest one being ( 4, 4 , 2k , 2k ) for k ≥4.
Let us go back to the rank unimodality of U(b,a), which we saw was equivalent to the unimodality of the Gaussian polynomials G(b,a). The rank unimodality itself was first established by Sylvester [13] , as a spin-off of a deep theorem in the theory of invariants. But what about a constructive proof, or better still, an explicit construction of an SCD for U(b,a) ? As we saw, such an SCD would imply the Sperner property.
Even the mere existence of an SCD for U(b,a) is still an open problem. However to deduce the Sperner property, as well as rank unimodality, you don't quite need a symmetric chain decomposition. It is enough to have a maximal chain decomposition all whose chains pass through the largest level set. Stanley [10] , using the "hard Lefschetz theorem" from algebraic geometry, proved the existence of such a chain decomposition for the poset U(b,a) as well as for some other posets, among them the posets M(n) of all strict partitions whose largest part is ≤ n:
with the same rank and order relation definitions as for U(b,a).
Stanley's proofs for U(b,a) and M(n) were subsequently simplified by Proctor [8] . Incidentally, the Spernerity of M(n) , that Stanley discovered almost as an afterthought , trying to apply the "hard Lefschetz" hammer to as many nails as possible, turned out to be equivalent to a long standing conjecture of Erdos and Moser. Stanley found out about it, quite by accident, from Larry Harper, during a phone call whose original purpose was to discuss a house sublet during a sabbatical leave! ( see Proctor [8] for this fascinating story of serendipity).
However, Both Stanley's proof and Proctor's simplifications were non-constructive, existence, proofs. It is still an open problem to find an explicit construction of an SCD for U(b,a), (or even that of a non-symmetric decomposition as above) . To date such a construction is only known when a or b are either 3 or 4 (see Lindstrom [5] , West [14] , Riess [9] ).
In order to get a constructive proof of the unimodality of G (b ,a ) we would have to define explicit injections U k (b ,a ) → U k +1 (b ,a ) for k <ba ⁄2. However the existence of an SCD in Young's lattice U(b,a) would entail that these injections, given by (6), are "nice": they map each partition of k not just to an arbitrary partition of k+1, but to one that is covered by it. Perhaps this is asking for too much?
It turns out that the problem of constructing not necessarily "nice" injections can be formulated in terms of an SCD for a modified poset. Just change the order relation! Now that "everything goes", we can define a new order: p <q if and only if rank (p )<rank (q ) , and an SCD with respect to this new order will still yield explicit injections U k →U k +1 . >From now on we will forget all about the natural order and will tacitly assume that U(b,a) is equipped with this new, trivial, order.
( Fig. 3 here ) 
4.Three Lemmas
We will need three simple lemmas.
LEMMA 1: Let P be a rank-symmetric ranked poset of rank m and let us define P   to be the same poset ( i.e. the same set and the same order relation), but with the rank defined by
for some integer α. Then P   is a rank-symmetric ranked poset of rank m +2α.
( We say that P   is the shift of P by α.)
.
A mapping π: P →Q between two posets P and Q is a rank preserving, order preserving bijection if:
is a bijection between P and Q as sets, (ii) rank (π(p))= rank(p), and (iii) if p ≤p′ then π(p )≤π(p′ ).
LEMMA 2 : Let P and Q be ranked posets. Let π:P →Q be a rank preserving, order preserving bijection from P to Q, then if P has an SCD, so does Q. Furthermore, if we know π explicitly, and the SCD for P is explicit, then the SCD for Q can be constructed explicitly.
If P and Q are posets then their cartesian product (P ×Q , ≤) is defined by P ×Q ={(p ,q ) ; p εP , q εQ } , and the order relation is defined by (p ,q )≤(p′ ,q′ ) if and only if p ≤p′ and q ≤q′ . If P and Q are ranked, then P ×Q is made into a ranked poset by defining the rank by rank (p ,q )=rank (p )+rank (q ). Of course (p ,q ) → (p′ ,q′ ) if and only if either p →p′ and q =q′ or p =p′ and q →q′ . LEMMA 3 ([3]): If P and Q are rank-symmetric ranked posets, of rank m and m' respectively, and we know how to construct SCDs for both P and Q, then there is an explicit way to construct an SCD for P ×Q , and P ×Q is a ranked, rank-symmetric poset of rank m+m'.
∪ M D j be the SCDs for P and Q respectively. Then
Let C i =p 1 → . . . →p r and D j =q 1 → . . . →q s . We claim that C i ×D j can be decomposed into a union of min(r,s) maximal symmetric chains of P ×Q . Indeed, the following chains exhaust C i ×D j , 1≤l ≤min (r ,s ) :
These chains are symmetric, ( and the rank of P ×Q is m+m' ) since
A good way to picture these chains is as follows. Arrange C i ×D j in rectangular form: , then the chains are obtained by successively "peeling off" the chain that is obtained by going from left to right along the top row and continuing all the way down the rightmost column.
( Fig. 4 here)
5.The Art of Constructing Symmetric Chain Decompositions
How does one go about constructing SCDs for a family of posets such as U (b ,a )? One approach would be to discover a recursive decomposition that expresses U (b ,a ) in terms of U (b′ ,a′ ) for b′ <b or a′ <a . This by itself is not hard. For example by the proof of the combinatorial interpretation of the Gaussian polynomials G (b ,a ) given at the beginning , there is a bijection has rank (a −1)b +2b =ab +b . In other words the chains of the first subposets, if they exist, would be "too high", while those of the second one would be "too low", while we need all the chains to be "smack in the middle". It follows that we can only use a decomposition of a poset into smaller subposets if all these smaller subposets are rank-symmetric posets of the same rank as the original poset.
Another possibility might have been to express U(b,a) as the cartesian product of smaller U(b',a'). For example, for the Boolean lattice B n , we have B n ={0,1}×B n −1 , and applying lemma 3 recursively gives an SCD for B n ( [3] ). This does not seem to be possible for U (b ,a ). O'Hara's ingenuity consisted in dividing and conquering: She found a refinement of U (b ,a ), a certain doubly indexed family of subposets, U (b ,a ; m ,d ), that empirically also appeared to be rank-unimodal, ranksymmetric and of the same rank , ab, as U(b,a). She then discoved a "structure theorem" for these smaller subposets, that expressed each of them in terms of the operations "union" and "cartesian product" of posets U (b′ ,a′ ;m′ ,d′ ) for a′ <a .
It was thus possible to use the three lemmas to recursively construct an SCD for each of these U (b ,a ; m ,d ) in terms of those of smaller a. The base cases a =−1, a =0 , and a =1 being trivial, this showed that each of these U (b ,a ; m ,d ) had an SCD, and by taking union over all conceivable m and d, it was possible to construct an SCD for U(b,a) itself. We will now present the details.
6.O'Hara's Construction
Recall that
Henceforth, for convenience reason p i =0 for i ≤0 and p i =b for i >a .
Define:
where the D j are maximally connected intervals, and define the degree of p, deg (p ), by
For example for a=13, b=10, and p= 1 2 2 3 4 5 6 6 6 7 8 8 10 , spread(p)=2, M(p)= { 2, 5, 6, 7, 11, 13, 14 }= {2} ∪ {5, 6, 7} ∪ {11} ∪ {13, 14} ;
We now define the following subposets:
We make the reasonable convention that U(b,0) contains a single partition: the "empty partition". If a is negative, then U(b,a) is the empty set. We will also make the convention that the cartesian product of the empty poset with a poset P , φ×P , is isomorphic to P, and its elements will be denoted by (-,p).
Everything would follow from the following theorem.
THEOREM:( The O'Hara Structure Theorem)
Let a,b,m,d, be positive integers. The mapping σ :
to be defined below, is an order preserving bijection such that for every q εU   (b −md ,a −2d ; m −1) and r εU (ma +2m −2b ,d ), we have We can assume , recursively,that we know how to construct an SCD for U   (b −md ,a −2d ; m −1), since it is a union of certain U (b′ ,a′ ; m′ ,d′ ) for a′ =a −2d <a . We can also assume that we know how to construct an SCD for U (ma +2m −2b ,d 
7.Proof of the O'Hara Structure Theorem
In order to prove the theorem we have to:
(i)Define the mapping σ .
(ii)Define its alleged inverse π .
(iii)Prove that σ is well defined .
(iv)Prove that π is well defined . It is easier, pedagogically, to start with the definition of π. So we will perform the eight tasks above in the following order :
Define a partition p′ =(p′ 1 , . . . ,p′ a −2 ) by:
and,
[ We will show that r′ has d −1 parts ]. r (p )=r = (r 1 , . . . ,r d ), is defined by:
Let q εU   (b −md ,a −2d ; m −1) and r εU (ma +2m −2b , d ), we will have to define σ(q ,r )=p , say.
Let r′ be the partition with d −1 parts obtained from r by deleting the first part:
[ We will show that p′ has a −2 parts.]
We will now define a certain integer t , 1≤t ≤a . If r 1 =0, let t=a. Otherwise let t be the [unique] integer that satisfies
We define p =π(q ,r ) by
p′ is a genuine partition, since p′ t −1 =p t +1 −m =p t −1 ≥p t −2 =p′ t −2 . Here we have used the fact that t +1 εM (p ) , and thus p t +1 −m =p t −1 . Now it is readily seen that M(p')=M 
Making the convention that t′ =−1 when d =1 , (11) becomes encompassed by (10) , so it suffices to prove (10), but for d ≥1.
The left side of (10) is equivalent to: 
PROOF: If A −B is even then
. . This is equivalent to 0≤r 1 ≤m (a +2)−2b , which is obvious.
Now it is readily seen that the closed (discrete) interval [2b −m (a +2),0] can be partitioned as follows into a union of a single point and half open intervals:
So the t that was defined in the definition of σ is well defined. Now let us show that p is a genuine partition. We must show that p t ≥p t −1 and p t +1 ≥p t , both of which follow easily from (9) . Furthermore, p a =p′ a −2 +m ≤b −m +m =b , so p εU (b ,a ). Also t +1 ε M (p ) , while t may or may not be in M(p).
Now since
the " previous t ", let us call it t′ , that was obtained in the previous step out of r 2 , satisfies t′ ≤t −2 . (if (vi) PROOF THAT πσ IS THE IDENTITY Let p =σ(q ,r ). We have to show that π(p )=(q ,r ). We have just seen that M (p )=M (p′ ) ∪ {t } or M (p )=M (p′ ) ∪ { t ,t +1 }. In either case t +1=maxM (p ), so the " t obtained in doing π(p )", is the same as " the t obtained in doing σ(q ,r )". By the inductive hypothesis, if p′ =σ(q ,r′ ), then π(p′ )=(q ,r′ ).
Finally, " the r 1 obtained from π(p )" is p t +p t +1 +m (a −t +1)−2b =r 1 −p′ t −1 −m (a −t +2)+2b +p′ t −1 +m +m (a −t +1)−2b =r 1 , as it should.
(v) PROOF THAT σπ IS THE IDENTITY Let (q ,r )=π(p ), we have to show that σ(q ,r )=p .
We have that p t +p t +1 =r 1 −m (a −t +1)+2b . But p t +1 =p t −1 +m , since t +1εM (p ) . So p t =r 1 −m (a −t +2)+2b −p t −1 . Now t may or may not be in M (p ), thus p t −p t −2 ≤m , which yields the right side of (9), and t +2 does not belong to M (p ), so p t +2 −p t <m , which yields the left side of (9) . Thus the "t obtained in doing σ(π(p ))" is the same as the "t obtained in doing π(p ). The rest follows from the inductive hypothesis.
(vii) Proof That rank σ(q ,r )=rank (q ,r )+2bd −md −md 2 .
We have Applying σ yields the following SCD for U (4,3;3,1):
