ABSTRACT Wireless nanosensor networks (WNSNs), which consist of numerous nanosensors, offer a number of unprecedented and promising applications in the biomedical, environmental, industrial, and military fields. However, a single nanosensor in WNSNs has very limited capability as a result of nanoscale components, especially the extremely small nanobatteries. Therefore, energy efficiency has become an essential issue for WNSNs. In this paper, by considering the scenarios of transmitting binary source symbols in WNSNs, an energy optimization coding (EOC) for communication in WNSNs is proposed, and the energy model by jointly accounting for the energy consumption of both a transmitter and a receiver is presented. Based on the optimal source-word length and the optimal code-word length by solving an energy optimization problem, an energy-efficient coding scheme and the corresponding coding algorithm are presented. Simulation results show that EOC performs better energy efficiency than the existing nanonetwork minimum energy coding while requiring a smaller source-word length. Moreover, the proposed coding algorithm is more suitable for the scenarios of transmitting long binary source symbols.
I. INTRODUCTION
With the development of nanotechnology, nanosensors can be produced by exploiting the novel nanomaterials, such as graphene and its derivatives. Wireless nanosensor networks (WNSNs) [1] , which consist of numerous nanosensors and adopt the electromagnetic wave in the terahertz (THz) band (0.1 THz-10 THz) as information carrier, present amount of promising and unprecedented applications in the biomedical, environmental, industrial, and military fields. Therefore, WNSNs will significantly improve our daily lives and affect the social development [1] .
In detail, a single nanosensor in WNSNs is constrained by the limited capability as a result of nanoscale components, particularly the extremely small nanobatteries. Therefore, energy efficiency has become an essential issue for WNSNs [2] . In [3] , WNSNs will offer infinite lifetime when the nanosensors can harvest enough energy through energyharvesting systems. To the state of art, the energy-harvesting system in the nanoscale is still under researching and not mature [2] , [4] , especially the current energy-harvesting rate is not sufficient to provide reliable data transmission [5] , [6] . Therefore, energy optimization in WNSNs still needs to be further investigated and improved.
By considering the scenarios of transmitting binary source symbols, we propose an energy optimization coding (EOC) for pulse-based communication in WNSNs, which focuses on the coding scheme, energy consumption model, and the corresponding coding algorithm. The contributions of this paper are summarized as follows:
First, we map the source-words divided from binary source symbols into longer code-words, which is different from nanonetwork minimum energy coding (NME) [7] . In NME, the code-word length is the same as the sourceword length [7] . In addition, we use average weighted distance (AWD) other than maximum distance of consecutive logical ''1'' in NME, which can further reduce the effect of molecular absorption in the THz channel and multi-user interference in WNSNs.
Second, we propose an energy consumption model by considering the energy consumption of both the transmitter and the receiver, which includes the energy consumption for transmitting and receiving both the data (binary source symbols) and the coding dictionary (one-to-one mapping table of source-words and code-words).
Third, we present the EOC algorithm based on the proposed energy optimization problem that can obtain the optimal source-word length and the optimal code-word length. EOC performs better energy efficiency than non-coding (NC) and NME while utilizing a smaller source-word length.
The reminder of this paper is organized as follows. In Section II, we review the existing related works in coding for WNSNs. In Section III, we present coding scheme and energy consumption model for EOC. In Section IV, we present the detailed EOC algorithm for WNSNs based on an energy optimization problem. In Section V, simulation results are presented to evaluate the performance of EOC. Finally, this paper is concluded in Section VI.
II. RELATED WORKS IN CODING FOR NANONETWORKS
In this section, we review the related works in coding based on on-off keying (OOK) modulation for WNSNs. Adopting OOK-based low-weight coding can decrease communication energy consumption [2] . Erin et al. [8] proposed minimum energy codes (ME) based on OOK for wireless communication. ME first constructs the optimal codebook and then maps the code-word with lower code-word weight (the number of logical ''1'' in a code-word ) to the source-word with higher occurrence probability. ME reduces the transmission energy consumption by decreasing the transmission number of logical ''1''.
For the time being, WNSNs generally use the timespread OOK (TS-OOK) modulation scheme. In TS-OOK [9] , the nanosensor transmits one bit with an interval of T s and transmits a high bit (logical ''1'') by transmitting one 100-femtosecond-long Gauss pulse (pulse duration is denoted by T p ), and keeps silent while transmitting one low bit (logical ''0''). In TS-OOK, the transmission interval between two bits is considerably larger than the pulse duration. According to [9] , while transmitting one 100-femtosecond-long Gauss pulse, the energy per pulse, E p , can be approximately set as 0.1 aJ (10 −18 J), i.e., E p = 0.1aJ.
For WNSNs in the THz band, most of the existing coding schemes are based on TS-OOK modulation. As shown in Fig. 1 , the transmitter maps each source-word into a code-word and then transmits the code-word through a nanoantenna to the THz channel after TS-OOK modulation; while receiving the code-word, the receiver obtains the source-word after demodulation and decoding. After coding in the transmitter, the number of high bits to be transmitted is decreased, which contributes to energy-saving.
According to code-word length, the existing coding schemes in WNSNs can be divided into two categories, i.e., fixed-length coding [2] , [7] , [9] - [11] and variable-length coding [4] . To date, fixed-length coding is the major cod- ing scheme in WNSNs. The representative coding schemes include low-weight channel coding (LWC) [9] , minimum energy coding (MEC) [10] , minimum transmission energy coding (MTE) [11] , and NME [7] . LWC aims to reduce the multi-user interference and the molecular absorption noise, which results in lower code-word error rate and higher achievable information rate. MEC reduces the average codeword weight (ACW) to decrease transmission energy consumption while providing suitable communication reliability by keeping Hamming code distance among all code-words. MTE maps source-words into longer code-words to reduce the transmission energy consumption. NME aims to the scenarios of transmitting real-time symbols.
For clarity, we show the examples of these coding schemes for WNSNs in Table I and Table II , respectively. In Table I , PPC (pulse position coding) [12] is a special case of LWC with the code-word length 2 m and the constant code-weight 1; both ACW-MC (ACW-minimization coding) [2] and MTE construct the optimal codebook with the minimum ACW for a given code-word length; and SLW (superior lowest-weight codes) [4] is a kind of variable-length prefix-free codes, which has both the minimum ACW and the minimum average code-word length.
According to the code-word weight, the existing coding schemes in WNSNs can be divided into constant-weight coding [9] , [12] and maximum code-word weight (MCW)-constraint coding [2] , [10] , [11] . The coding schemes in [2] , [11] present a MCW w max , which can be denoted as follows [11] :
L. where K is the total number of source-words and n i = n! i!(n−i)! denotes the total number of code-words with codeword length n and code-word weight i. The coding scheme in [2] considers the total number of source-words, K = 2 m for the given source-word length m. In fact, how to decrease the communication energy consumption while transmitting binary source symbols is one of the main challenges in WNSNs. However, NME only takes into account the transmission energy consumption. Particularly, NME is similar to ME [8] , which transmits the more frequent source-word by using the code-word with lower weight. For certain code-words with same weight, NME maps the code-word with larger maximum distance of consecutive logical ''1'' to the source-word with higher frequency, which is the only difference between ME and NME [7] . For example, for three code-words with same weight (equal to 2): ''101'', ''011'', and ''110'', their maximum distances of consecutive logical ''1'' are 1, 0 and 0, respectively. Finally, NME will use ''101'' to map the source-word with higher frequency.
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The code-word length of NME, n, is same with the sourceword length m, that is, n = m. Therefore, the code-words of NME can be obtained by sorting the source-words. As a result, NME needs not to transmit the code-words in the coding dictionary [7] . In addition, NME only considers the transmission energy consumption. Therefore, the energy consumption of NME can be calculated by summing up the energy consumption of transmitting all code-words and that of transmitting the source-words in the coding dictionary, which can be expressed as follows [7] :
where M is the number of possible source-words (also the corresponding number of code-words) in the coding dictionary; E c i is the energy consumption of the ith code-word, which satisfies E c
n i is the frequency of the source-word mapped into the ith code-word, which satisfies n 1 ≥ n 2 ≥ . . . ≥ n i ≥ . . . ≥ n M ; and E s i is the transmission energy consumption of the ith source-word in the coding dictionary. In addition,
i n i is the transmission energy consumption of the data, and
E s i is the transmission energy consumption of source-words in the coding dictionary.
III. CODING SCHEME AND ENERGY CONSUMPTION MODEL A. COMPARISONS BETWEEN EOC AND NME
In Table II , the comparisons of NME, EOC (n = 5) and MEC with Hamming code distance d = 4 are shown with the same source-words. For source-word length m = 3 and E p = 0.1aJ, the transmission energy consumption of NME from (2) is 33.6aJ, whereas that of EOC with code-word length n = 5 is 27.3aJ, which is 18.75% lower than NME. Therefore, we can improve NME by adopting code-word longer than source-word.
As mentioned above, the code-word length of NME is equal to source-word length, and NME only takes into account the energy consumption of the transmitter. However, in this paper, the proposed EOC considers longer code-word length and both the energy consumption of the transmitter and the receiver for the scenarios of transmitting binary source symbols, where the possible number of source-words, M , in the coding dictionary, satisfies M ≤ 2 m for a given sourceword length m after dividing the binary source symbols. The advantages of EOC compared with NME are presented as follows:
• EOC adopts the code-word length longer than the source-word length and minimizes the communication energy consumption by jointly optimizing both the source-word length and the code-word length.
• The energy model jointly takes into account both the energy consumption of the transmitter and the receiver, which includes the communication energy consumption of transmitting and receiving the data and the coding dictionary.
• For the code-words with identical weight, the EOC sorts the code-words non-increasingly according to the AWD, which results in the lower molecular absorption noise and multi-user interference. Note that the longer codeword length will reduce the transmission energy consumption. According to [9] , the nanosensors deployed in WNSNs can be assumed by following a spatial Poisson distribution. Assume that the symbols arrive at the receiver following the uniform distribution with a probability density function (p.d.f.) 1/T s ; the p.d.f. of the interference power can be computed from [9] . When the density of nanosensors is 10 5 nodes/m 2 and the spreading factor β = T s /T p = 10 3 , by utilizing the same method as [12] , for the given source-words and their frequencies in Table II , the p.d.f. of interference for EOC, NME, and NC are shown in Fig. 2 .
From Fig. 2 , we observe that the interference power of EOC is smaller than those of NME and NC, and the average L. interference power of EOC and NME is −153 dBW and −150 dBW, respectively. It means that the average interference power of EOC is approximately 50% of that of NME. Therefore, EOC can further decrease the interference power.
B. CODING SCHEME Let L be the total length of the binary source symbols, m be the source-word length, and n (n > m) be the code-word length. If the binary source symbols can be exactly divided into M source-words, we will transmit N = L/m code-words for the data. For example, when L = 100 and m = 2, we have M = 4 and N = 50; otherwise, several excess bits are generated with a length smaller than m. In this case, we can perform several special processes, such as the addition of several logical ''0'' to the last source-word to guarantee its length as m.
Given the source-word length and the code-word length based on the frequencies of all kinds of source-words, the coding procedure of EOC can be conducted as follows:
Firstly, we construct the optimal codebook under the MCW-constraint according to [2] ; Secondly, we sort the code-words in their non-decreasing order of the code-word weight and sort the code-words with same weight w s in the non-increasing order of the AWD D w s j , where j = 1, 2, · · · and 1 ≤ w s ≤ w max . Finally, we sort the source-words in their non-increasing order of the frequency, construct the one-to-one mapping relation of the source-words and the code-words, and obtain the coding dictionary.
Obviously, the code-words with the weight w s possess k = w s − 1 consecutive logical ''1s''. Let d ij (1 ≤ j ≤ k) be the distance of consecutive logical ''1s'', which is the number of logical ''0'' among two consecutive logical ''1s''. If we sort d ij non-increasingly and endow the larger weighted parameter θ ij (1 ≤ j ≤ k) to the larger distance of consecutive logical ''1s'', the AWD can be computed as follows:
Therefore, EOC not only distinguishes the same maximum distance of consecutive logical ''1s'' but also satisfies the requirement of maximum distance of the consecutive logical ''1s''.
C. ENERGY CONSUMPTION MODEL
In practical, total energy consumption includes both the transmission energy consumption of the transmitter and the reception energy consumption of the receiver. The longer code-word length indicates the more reception energy consumption [2] ; therefore, the code-word length, which mainly determines the reception energy consumption, cannot be very long.
For the time being, an accurate circuit energy model for nanosensors is not available. Similar to [13] , in this paper, the circuit energy consumption of the transmitter and the receiver is considered as a constant. Therefoe, the communication energy consumption of EOC can be considered as the sum of the transmission energy consumption E tx and the reception energy consumption E rx , which can be expressed as follows:
where E tx includes the transmission energy consumption for the data as well as that for transmitting the source-words and the code-words in the coding dictionary, which can be expressed as follows:
where w c i is the weight of the ith code-word , which satisfies the constraint w c 1 ≤ w c 2 ≤ . . . ≤ w c i ≤ . . . ≤ w c M , n i is the frequency of the source-word mapped into the ith code-word, which satisfies the constraint n 1 ≥ n 2 ≥ . . . ≥ n i ≥ . . . ≥ n M , w s i is the weight of the ith source-word in the coding dictionary,
w c i n i is the total weight of all code-words to be transmitted, and
w s i + w c i is the total weight of the coding dictionary, which indicates that EOC transmits both the source-words and code-words in the coding dictionary.
In WNSNs adopting the TS-OOK modulation scheme, the transmitter only consumes transmission energy while transmitting high bits, whereas the receiver consumes reception energy while receiving both high bits and low bits [3] . According to [3] , the reception energy consumption per bit, E rb , can be expressed as E rb = µE p , where µ (0 < µ ≤ 0.1) is a constant [2] . The reception energy consumption, E rx , for receiving N code-words for the data and M source-words, as well as corresponding code-words in the coding dictionary can be expressed as follows:
Therefore, the communication energy consumption for EOC, E eoc , can be expressed as follows:
Moreover, the communication energy consumption E eoc can be expressed as the sum of the energy consumption for transmitting and receiving the data, E data , and that of transmitting and receiving the coding dictionary, E dict , which can be expressed as follows:
To minimize the communication energy consumption, the source-word length and the code-word length should be jointly optimized.
IV. ENERGY OPTIMIZATION PROBLEM AND CODING ALGORITHM A. ENERGY OPTIMIZATION PROBLEM
EOC needs to obtain the optimal source-word length and the optimal code-word length to optimize the communication energy consumption. For EOC, the code-word length n is longer than the source-word length m, i.e., n ≥ m + 1, and it is better for energy-saving to satisfy n ≤ 2 m − 1 from [2] . Thus, we can explore the code-word length from m + 1 to 2 m −1 to obtain the optimal code-word length for different m. In addition, the energy consumption of the coding dictionary increases rapidly when the source-word length become larger. Thus, the source-word length satisfies m L generally. Therefore, the optimization problem can be conducted as follows:
After solving the above optimization problem by utilizing exhaustive method, we can obtain the optimal source-word length m * and the optimal code-word length n * , which minimizes the communication energy consumption. For example, when the binary source symbols with L = 2.772 × 10 4
Algorithm 1 Coding Algorithm of EOC

Input:
Binary source symbols, RS Output: Coding dictionary, CS Steps:
Step 1: Divide RS according to the optimal source-word length m * ; Obtain the set of source-words (the number is M ).
Step 2:
Count the frequencies of all source-words; Sort source-words S i , (1 ≤ i ≤ M ) in the non-increasing order of the frequency; Obtain a statistical table as follows:
Step 3: Construct the set of code-words, C, according to the optimal code-word length n * . The code-words in C are first sorted in the non-decreasing order of the weight, and then the code-words with the same weight w s are sorted in the non-increasing order of the AWD D w s i in (3). As a result, we obtain the set of code-words, C =
Step 4: Construct and successively add a mapping relation
to CS by choosing the source-word S i from SN and the code-word C i from C, respectively.
Step 5: Return coding dictionary CS.
(approximately 3.38 KB) are randomly generated, we can obtain m * = 6 and n * = 11, and the corresponding minimum communication energy consumption is 1.3489 × 10 3 aJ for E p = 0.1 aJ.
B. CODING ALGORITHM OF EOC
Algorithm 1 is the corresponding coding algorithm of EOC, which is based on the optimal source-word length m * and the optimal code-word length n * by solving the optimization problem in (10) .
The time complexity of Algorithm 1 depends on the sorting algorithm, which is O M log 2 M or O M 2 in general. The optimal source-word length of EOC, m * , takes a smaller value generally; thus, the number of source-words in the coding dictionary satisfies the constraint M ≤ 2 m * < 1024 in general. Therefore, EOC is suitable for WNSNs consisting of nanosensors with extremely limited energy storage and computation capacity. Note that after solving the optimization problem, the coding dictionary determined by the optimal source-word length and the optimal code-word length can be obtained by the receiver prior to transmitting the codewords for the data. In this case, the energy consumption for transmitting and receiving the dictionary is unnecessary. 
V. SIMULATION RESULTS AND ANALYSIS
In our simulation, the binary source symbols with total length of symbols, L, are randomly generated, and the logical ''1s'' and logical ''0s'' follow uniform distribution. Without loss of generality, according to [3] , [6] , we setE p = 0.1aJ, and E rb = 0.01aJ.
By solving the optimization problem in (10), for L ∈ 1.2 × 10 3 , 9 × 10 3 and L ∈ 1.2 × 10 4 , 4 × 10 5 , the optimal source-word length and the optimal code-word length are shown in Fig. 3 , and the corresponding energy consumption of EOC versus NME and NC are shown in Fig. 4 , respectively.
On the one hand, as seen from Fig. 3a , the optimal sourceword length m * and the optimal code-word length n * satisfy 2 ≤ m * ≤ 5and 3 ≤ n * ≤ 8, respectively. On the other hand, from Fig. 3b , m * and n * satisfy 5 ≤ m * ≤ 8 and 8 ≤ n * ≤ 11, respectively. Therefore, for EOC, both the optimal sourceword length and the optimal code-word length are generally set with a smaller value because the energy consumption of both the data and the dictionary is lower for the fewer number of source-words when the optimal source-word length and the optimal code-word length become smaller.
From Fig. 4a , it is observed that the communication energy consumption of EOC is lower than those of NME and NC, and that of NME is the maximum for L ∈ 1.2 × 10 3 , 9 × 10 3 . As seen from Fig. 4b , the communication energy consumption of EOC is lower than NME and NC, and that of NC is the maximum for L ∈ 1.2 × 10 4 , 4 × 10 5 . Therefore, EOC exhibits better energy efficiency than NME and NC. In addition, the communication energy consumption of all three coding schemes increases when the total length of symbols increases because more data requires more communication energy. Fig. 5 shows the proportion of energy consumption for the coding dictionary, α = E dict /E eoc × 100%, for EOC with different source-word lengths. According to the results, we observe that α decreases when L increases. For example, in dictionary is always lower than 0.3%; when the source-word length m < 7, we obtain α < 0.5% for all different L. In this case, the energy consumption of the coding dictionary could be ignored.
Therefore, EOC is more suitable for the scenarios wherein long binary source symbols are transmitted. Notably, for larger number of source-words, the energy consumption of the dictionary will become higher because of the transmitting of more source-words and code-words in the coding dictionary. Here, we let L be a common multiple of a set of the possible source-word lengths. For example, L = 2.772 × 10 4 is a least common multiple for a set of possible source-word lengths Sm = {2, 3, · · ·, 11}. As a result, for each given source-word length m, the binary source symbols can be divided into N = L/m source-words exactly. Fig. 6 shows the energy consumption comparisons of EOC, NME and NC, where L = 2.772 × 10 4 . From the results, the energy consumption of EOC is lower than NEM and NC. The energy consumption of NC determined by L and the high bits in the binary source symbols are constant and can be expressed as follows:
where w i is the number of logical ''1'' in the ith source-word. For L = 2.772 × 10 4 , the energy-saving rate ζ of EOC in comparison with NME and NC is shown in Fig. 7 . We can observe that 8.3% < ζ < 14.8%and 10.4% < ζ < 18.9% for EOC versus NME and NC, respectively. Therefore, EOC has better energy efficiency.
Here, the energy-saving rate is defined as follows:
whereE other denotes the energy consumption of NME, E nme , or that of NC, E non . As seen from Fig. 7 , EOC exhibits superior energy efficiency. Due to the optimization of EOC in the source-word length and the code-word length, the energy-saving rate is not monotonous. For example, in Fig. 7 , the energy-saving rate reaches the minimum value for M = 256 and the maximum value for M = 64.
VI. CONCLUSION
Aiming at the scenarios of transmitting binary source symbols, we proposed an energy optimization coding for communication in WNSNs. The code-word length of EOC is longer than the source-word length, which is different from NME and results in better energy efficiency. The communication energy consumption model takes into account the energy consumption of the transmitter and the receiver, and also includes the energy consumption of the coding dictionary. Based on the optimal source-word length and the optimal codeword length by solving the energy optimization problem, an energy-efficient coding scheme and the corresponding coding algorithm are presented. EOC presents better energy efficiency than NME and NC, and takes smaller source-word length. Moreover, EOC is suitable for the scenarios in which long binary source symbols are transmitted. VOLUME 5, 2017 
