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ABSTRACT 
Results similar to those of Thomas L. Markham concerning inverse M-matrices are 
shown to hold for inverse No-matrices. A more general result and an alternate method 
of proof using Schur complements are given for one of Markham's theorems. Condi- 
tions are given to transform a nonpositive matrix to an No-matrix by multiplication by 
Householder t ansformations. Also, an LU factorization of an inverse No-matrix is 
given. 
1. INTRODUCTION 
Throughout we deal with real matrices of order n. If M = (aij) is a matrix 
such that aij ~< (>/)  0 for all i, j, then we write M ~ (>/)  0, respectively. 
Suppose M is a matrix partitioned into the form 
then if A is nonsingular, the Schur complement of A in M is (M/A)= D - 
CA-lB. It is well known [1] that if M and A are nonsingular, then (M/A) is 
also and 
M_I=[A-I+A-1B(M/A)_(M/A) -ICA-IlCA-1 -A(M/A) -llB(M/A) l ] .  (1.2) 
Let a and /3 be strictly increasing sequences of integers chosen from 
1, 2 .. . . .  n. Then we denote the submatrix of M with rows a and columns/3 
by M[a: f l ] ,  the submatrix of M with rows a and columns /3 deleted by 
M(a: f l ) ;  and if a=f l ,  by M[a] or M(a), respectively. Haynsworth and 
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Crabtree [2] have shown that if M is partitioned as in Equation (1.1), and A 
has order k, then 
(M/A) , j=detM[1  . . . . .  detk'i:lA . . . . .  k , j ]  for i , j=k+l  , ~, 
(1.,3) 
and 
det (M/A) [a :B]  = 
det M[1 ... . .  k ,a : l  ..... k,fl] 
det A 
fora,f l_c {k+l  .....  n}. (1.4) 
Following Fiedler and Ptb.k [6], the class of M-matrices is denoted by K. 
We make use of the facts that if M ~ K, the off-diagonal elements are 
nonpositive (Z-matrices), the inverse of M is nonnegative, all principal minors 
of M are positive, and if M is partitioned as in Equation 1.1, then (M/A)  ~ K. 
The matrix M is an No-matrix provided M = tI - B, B >i O, and h ~< t < 
p(B), where p(B) is the spectral radius of B and ~ is the maximum of the 
spectral radii of all principal submatrices of B of order n -  1. In [9], the 
author shows that this class of matrices is an extension of Ky Fan's [4] 
N-matrices. We use the facts that ff M ~ No, M ~ Z, the inverse is nonposi- 
rive, the determinant is negative, all proper principal minors are nonnegative, 
the principal minors of the inverse are nonpositive, and (M/A)  ~ N O whenever 
M is partitioned as in Equation (1.1). No-matrices are closely related to 
M-matrices. Recently, interest in inverse M-matrices has developed. A survey 
of this class is given by C. R. Johnson [8]. In this paper, we consider inverse 
No-matrices. The matrix M is called an inverse No-matrix provided M l ~ N~). 
In Section 2, a characterization f a class of totally nonpositive inverse 
No-matrices i given. In Section 3, the almost principal minors of an inverse 
No-matrix are shown to be nonpositive. It is noted that a more general result 
can be obtained in the same manner as Theorem 3.3. In Section 4, multiplica- 
tion of nonpositive matrices by Householder t ansformations are considered, 
and an L U factorization of an inverse No-matrix is given. 
2. TOTALLY NONPOSITIVE INVERSE No-MATRICES 
The matrix M is totally nonpositive provided all minors of all orders are 
nonpositive, and is order k nonpositive provided all minors of order k are 
nonpositive. 
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TrmoREu 2.1. Let M <<, 0 be order n -  1 nonpositive. Then M is an 
inverse No-matrix i f  and only i fdet  M < 0 and det M( i : j )  = 0 for i + j = 2k, 
where k is a positive integer and i 4: j. 
Proof. Suppose M is an inverse N0-matrix. Then det M-  1 < 0, so det M 
< O. Let M -1 = (a~j). Then a~ = ( - 1)i+Jdet M(j : i ) /det  M and aij <<. 0 for 
i 4: j. Since det M(i: j )  <<. 0 for all i, j, det M(i: j )  = 0 for i + j = 2k. 
The converse is obvious. • 
COnOLLAnY 2.2. Let M <~ 0 be nonsingular and totally nonpositive. 
Then M is an inverse No-matrix i f  and only i f  det M( i : j )=  0 for i + j = 2k, 
where k is a positive integer and i ~ j. 
The matrix M = (a/j) is a matrix of type D provided 
f a i, i<~ j, aiJ= a j, i> j ,  where an>an_ l> . . .  >al .  
THEOREM 2.3. I f  M is a matrix of  type D and a n < O, then M is totally 
nonpositive. 
Proof. Let A be k × k submatrix of M. If k = 2, then clearly det A ~< 0. 
Assume the result is true for all submatrices of order k - 1. If A has at least 
three distinct entries in its first row (or column), then column (row) one of A 
is multiple of column (row) two of A and det A = 0. Without loss of 
generality, suppose A has at most two distinct entries in its first column. Then 
either 




or A = 
L ,o a .. y_] 
T 
If T has at least three distinct entries in its first row (column), then 
det A =-  a det A(l:2)~< 0 by the inductive hypothesis. Without loss of 
generality, assume the entries of the first column of T are identical. Then 
detA=adetT -adetA( l :2 ) ,  which is either a( t -a ' )detT"  or a( t -  
a) det T',  where t is the entry of the first column of T, and T '  is the matrix 
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obtained by replacing the first column of T with ones. By the inductive 
hypothesis, det T '  >I 0 and det A ~ 0. Therefore, M is totally nonpositive. • 
Markham [10] has shown that if M is type D, then det M( i : j )=  0 for 
]i - j[ > 1. As a consequence of this and Theorems 2.1 and 2.3, we have 
THEOREM 2.4. I f  M is type D and a,, < O, then M-1 is a tridiagonal 
No-matrix. 
3. ALMOST PRINCIPAL MINORS OF INVERSE No-MATRICES 
Gantmacher and Krein [3] define det M[a:/3] to be an almost princip',fl 
minor of M provided a and /3 have the same length, 1 ~< a l, flj < a 2,/3,2 < 
• • • a,~, fl~ ~ n, and ]at -/3rl ~< 1 for 1 <~ r <~ s. Following Markham [10], we 
define the almost principal minors as det M[a:f l ] ,  where l a - f l [  = (]a~ 
/311 . . . . .  las -/3~1) has exactly one nonzero term. 
Let A have order k + 1 and be an almost principal submatrix of the 
matrix M, and let A k denote the principal submatrix contained in A. After 
some simultaneous permutations of rows and columns, we may assmne that 
M can be partitioned into the form 
and 
A t. B4J ~ ] 
A =- q i ,  dii J 
for some i, j ,  (:3.2) 
where B Cj~ is the j th  column of B, and Co~ is the ith row of C. The sign of 
the almost principal minor remains the same after these permutations. Without 
loss of generality, if a t < ~ for 1 ~< t ~< k, the transpositions p = (~,  fit + l ) 
and q = (at, at+ 1) give a t = f i t  and ott+ 1 < fit+ 1 and result in one column and 
one row interchange in A. By iteration, we have ak+ 1 < flk+l and further 
permutations of rows and columns to put A k in the upper left corner of M 
leaves the sign of det A invariant. Also, under simultaneous permutations of 
rows and columns, M- and No-matrices are invariant. 
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In [10], Markham proved the following. 
THEOREM A. I f  M >1 0 and M- ~ ~ K, then the almost principal minors 
of M are nonnegative. 
We now prove the corresponding result for inverse N0-matrices and then 
give a more general result. 
THEOREM 3.3. I f  M <~ 0 and is an inverse No-matrix, then the almost 
principal minors of M are nonpositive. 
Proof. Let A be an almost principal submatrix of M. Assume M and A 
are as in Equations 3.1 and 3.2. We consider two cases. 
Case I. Suppose A k contains a nonsingular principal submatrix. Let q 
be the largest integer such that 1 ~< q ~< k and A o is a nonsingular principal 
submatrix of A k. From Equation (1.4), certain almost principal minors of 
(M/Aq)  are given by 
det A 
det (M/Aq) [q  +1 ..... k, i :  q + l . . . . .  k, j] - detAq" (3.4) 
Since (M/Aq)  -1 is a proper principal submatrix of M -1, it belongs to K. 
Then (M/Ao)>1 O, and by Theorem A, the almost principal minors of 
(M/Aq)  are nonnegative. Since det Aq < 0, det A ~< 0. 
Case H. Suppose A k contains no nonsingular principal submatrix. Then 
we may assume (Corollary 2.3 of [9]) that A k is upper triangular, and since 
M <~ 0, det A ~< 0. 
From the above cases, the almost principal minors of M are nonpositive. • 
REMARK. In Case I, when q = k, Equation (3.4) becomes precisely the 
elements of (M/Aq)and use of Theorem A is unnecessary. Since all principal 
submatrices of M-matrices (and their inverses) are nonsingular, this method of 
proof may be used for Theorem A. We note that the converse of Theorem 3.3 
is false. Let 
-2  0 -1 ]  
M= 0 -1  0 • 
1 0 -1  
The almost principal minors are nonpositive, but M-1 ~ No . 
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We define M[a: f l ]  to be a nearly principal submatrix of M provided a 
and/~ have the same length s, and M[a:/3] contains a principal submatrix of 
M of order s - 1. The proof of Theorem 3.3 relies on the fact that simtdta-- 
neous permutations of rows and columns do not alter the sign of an almost 
principal minor. After some simultaneous permutations of rows and cohunns, 
the sign of a nearly principal minor remains invariant provided the sequence 
(lal - fllJ . . . . .  la~ --/3~.1) has and odd number of nonzero terms. If at+ 1 = f i t ,  
where 1 <~ t <~ s - -1 ,  the transposition q = (a t, a t + l) gives a t = fit, results in 
one row interchange in A, and leaves a t ~ ~ < fit+ r If a t + z = fit+ t, we repeat 
the process until we obtain an almost principal submatrix. From this, we see 
that an odd number of nonzero terms in the sequence leaves the sign of the 
minor invariant. Thus we have the following theorem (and corresponding 
result for Theorem A). 
ThEOreM 3.5. I f  M <~ 0 is an inverse No-matrix, then the nearly prin- 
cipal minors with an odd number o f  nonzero terms in the sequeru;e (]a~ .... 
/311 .. . . .  la~ -B~i) are nonpositive. 
4. HOUSEHOLDER TRANFORMATIONS AND INVERSE 
No-MATRICES 
We denote by H(i )  the Householder t ansformation I - 2eie~ t, where e i is 
the standard ith basis vector in R". The matrix obtained from M by changing 
the sign of each entry in the ith row and column, except he diagonal entry, is 
given by H( i )MH( i ) .  Also, H(i )  is its own inverse. Imam [7] considers 
nonnegative matrices multiphed by Householder transformations, which give 
M-matrices. In this section, we consider nonpositive matrices transformed to 
No-matrices and an LU Iactorization. 
Let H = H(t l )H( t2 ) . . .  H(tk), where 1 ~< t~ ~< n - 1 and t~ 4: t i for i ¢ j. 
Since No-matrices and inverse No-matrices remain invariant under simulta- 
neous permutations of rows and columns, we may assume in the following 
theorem that H= H(1)H(2) . . -H(k )  and M is partitioned as in Equation 
(1.1), where A has order k. 
THEOREM 4.1. Let M <~ 0 and A and D be nonsingular. 7hen -- HMH 
N O i f  and only i rA  and D are diagonal - (M/A)  and - (M/D)  belong to 
No. 
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Proof. Suppose - HMH ~ N o. Since - HMH ~ Z, A and D are easily 
seen to be diagonal. Also, - (M/A)  = - D + CA 1B = - D - C( - A ) -  1B 
= (( - HMH) / (  - A)) ,  so - (M/A)  ~ N o. Similarly, - (M/D)  ~ N o. 
Suppose A and D are diagonal and - (M/A)  and - (M/D)  belong to 
N O . Clearly - HMH ~ Z. From Equation (1.2), - (M/A)  i and 
- ( M / D ) -  l are the diagonal blocks of ( - HMH ) 1, so -HMH~N o. • 
COROLLn_nY 4.2. Let  M <~ 0, A be nonsingular, and k = 1. Then 
- HMH ~ N O i f  and only i fD  is diagonal and - (M/A)~ N o. 
Proof. Since det( - HMH)  = - Adet( - (M/A) )  < 0, the (1,1) entry of 
( - HMH) -  1 is det( - D) /det (  - HMH) ,  which is nonpositive. • 
As noted in [9], an LU factorization exists for No-matrices. That is, if M is 
partitioned as in Equation (1.1), and A is a nonsingular principal submatrix of 
order k such that no proper principal submatrix of order greater than k is 
nonsingular, then 
where LU = A ~ K and (M/A)  is monomial. 
An elementary matrix which is an inverse of an M-matrix is called an 
elementary inverse matrix. These are I + a~iEij, when i ~ j and a,j  > 0 and 
where E~j is the n × n matrix with 1 in the (i, j )  position, and when i = j, 
the identity matrix with aii > 0 in the (i, i) position. It is shown in [5] that if 
M is a lower-triangular nonnegative matrix with positive diagonal, then M is a 
product of elementary inverse matrices, and that an inverse M-matrix can be 
expressed as the product of upper- and lower-triangular elementary inverse 
matrices. A similar result holds for inverse No-matrices. We shall assume M is 
not monomial, since if it is the theorem is trivial. 
THEOREM 4.4. Let  M <~ 0 be an inverse N O -matr ix .  Then M can be 
written as the product o f  Householder transformations, elementary inverse 
matrices, elementary M-matrices, and a monomial  matrix o f  ones. 
Proof. Since M-1 has an LU factorization, we may write M as 
 xL1BsII[ L l 
S I _ CU-1L  1 ' 
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where M i is as in Equation (4.3) and S = (M/A) .  We may assume the 
diagonal entries are ones and the entries of S are minus ones, since inverse 
No-matrices and No-matrices are invariant under mtdtiplication by positive 
diagonal matrices. That ~ ~ is an inverse M-matrix is clear, and it can be 
expressed as a product of elementary inverse matrices. For each i, j such that 
1 ~< i ~< k and j > i, the matrix R i = Fl(I + aqEi i )  is the matrix with ones on 
the diagonal and the remaining nonzero elements those of the ith row of q7 
If j ~< k, then a~i >i 0 and I + a~jE~) is an elementary inverse matrix. 
Otherwise, it is an elementary M-matrix. It is easy to see that ~ L = HTRk 
• •. R 1, where H = H(k + 1)- - - H(n) and T is a positive monomial matrix. • 
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