ABSTRACT This paper is concerned with robust stability for impulsive systems with polytope uncertainties. At first, the stability for impulsive systems without uncertainties is addressed by employing a Lyapunov-like functional. The Lyapunov-like functional is time-varying, discontinuous, and not imposed to be definite positive. t], integral equations of the impulsive system are introduced and an advanced inequality is employed. By the Lyapunov-like functional theory, a new stability result is obtained for impulsive systems without uncertainties. Then, the stability result is adapted to impulsive systems with polytopic uncertainties and a robust stability result is derived. At last, the numerical examples are given to illustrate that the stability results for impulse systems with or without polytopic uncertainties improve over some existing ones.
I. INTRODUCTION
An impulsive system is modeled after many real world processes that undergo abrupt state changes, and it is comprised of three parts; a continuous-time dynamical equation which governs the evolution of the system between two successive impulsive instants; a difference equation which describes how the system state is changed at impulsive instants; and finally a criterion for determining the impulsive instant sequence [1] - [4] . An impulsive system is a class of hybrid systems with trajectories discontinuous at some certain instants. Due to these properties, impulsive systems have found applications in many fields such as epidemiology [5] , forestry [6] , power electronics [7] , networked control systems [8] , and sampled-data systems [9] - [10] , among others. As a basic quality, the stability for impulsive systems has been in focus, and some approaches to stability for impulsive systems have been reported in the literature. The eigenvalue analysis is one approach to analyze the stability of impulsive systems. However, this method is not appropriate for aperiodic impulsive systems or uncertain
The associate editor coordinating the review of this manuscript and approving it for publication was Ning Sun. impulsive systems. Another one is the discrete time Lyapunov approach, by which the impulsive system was transformed into a discrete time system, and then a discrete time Lyapunov functional is constructed to deal with the stability for the discrete time system. However, when the impulsive system involves uncertainties or the impulse is aperiodic, the discrete time Lyapunov approach will lead to robust linear matrix inequalities with uncertainties at the exponential, which is complex numerically. To deal with the stability of impulsive systems, a Lyapunov functional method was developed in [11] , and an exponent stability criterion was obtained. To improve the Lyapunov functional method, recently the looped-functional approach was proposed in [12] - [14] . By employing the looped-functional approach convex dwell-time characterizations were given for the linear impulsive systems with uncertainties in [12] , where the stability analysis was changed into an infinite dimensional semi-infinite feasibility problem, which was hard to solve. On the contrary, the stability results obtained in [13] and [14] were in the form of linear matrix inequalities (LMIs) and could be checked easily. Note that in [13] or [14] the functional did not include the integral of the system state, and Jensen inequality [15] was used to estimate the derivative of the functional. Considering that new integral inequalities were reported recently to improve Jensen inequality [16] - [18] , the stability results in [13] - [14] left some room to improve. Inspired by [14] a Lyapunov-like functional approach was given recently in [19] to deal with the stability for impulsive systems, and improved stability results were reported. However, the Lyapunov-like functional in [19] only used the system information on the interval (t k , t], failed to make use of that on [t, t k+1 ]. Therefore, the results in [19] are expected to further improve if the Lyapunov-like functional is expanded by making full use of the system information on the whole impulsive interval [t k , t k+1 ].
As for impulsive systems with uncertainties, recently reported stability results can be found in [13] , [14] , and [19] . However, in [14] the stability result is not linear in all the system parameters while in [13] system parameters are admitted to contain uncertainties but they are independent. Therefore the stability results in [13] and [14] can not be directly applied to the impulsive systems with uncertain parameters coupled in a polytope. For these uncertain impulsive systems, the stability result in [19] is applicable, but it leaves room to improve.
In this paper, a new Lyapunov-like functional is constructed to investigate the stability for impulsive systems, which has following characteristics:
• The Lyapunov-like functional is time-varying, discontinuous and not required to be positive definite. Moreover, it is two-sided due to employing the system information on both [t, t k+1 ] and (t k , t];
• An advanced inequality and integral equations of the impulsive system are introduced when estimating the derivative of the Lyapunov-like functional;
• An improved stability result is derived for impulsive systems without uncertainties, and the stability result further extended to impulsive systems with polytope uncertainties. Notations: Throughout this paper, X T and X −1 denote the transposition and the inverse of the matrix X , respectively. * in the symmetric matrix stands for the symmetric term. For a symmetric matrix P, P > 0(P < 0) denotes P is positive definite (negative definite). I denotes the identity matrix with appropriate dimensions. | · | is the Euclidean norm for a vector and · is the induced matrix norm. k, R n , R n×m refer to the set of non-negative integers, n dimension vectors, n×m dimension matrices, respectively. λ min (·) and λ max (·) denote the smallest eigenvalues, and the largest eigenvalues of a real symmetric matrix, respectively. For given matrix A, He{A} stands for A + A T . S n and S + n are the set of symmetric and symmetric positive definite matrices of size n×n respectively. For impulsive instant t k , x(t
II. PROBLEM FORMULATION
Consider the following impulsive system
where x(t) ∈ R n is the state; A ∈ R n×n , J ∈ R n×n are constant matrices. I = {t 0 , t 1 , . . . , t k , . . .} is a set of impulse instants, and
is the impulse period. This paper will construct a Lyapunov-like functional to study the stability for impulsive systems (1)- (2) . A stability criterion will be given to determine the period range for the system to be asymptotically stable. Then, the stability result will be extended to impulsive systems with polytopic uncertainties. To deal with the derivative of the Lyapunov-like functional constructed, we need an equality that is relevant to
, ∀α ∈ (0, 1) the following inequality holds:
Proof : From
It follows that
Corollary 1:
If there exist X 1 ∈ S n 1 , X 2 ∈ S n 2 and Y 1 , Y 2 ∈ R n 1 ×n 2 such that for α = 0, 1
the following inequality holds, ∀α ∈ (0, 1):
Proof : On the one hand, let
and then by Lemma 1,
On the other hand, from the condition of Corollary 1 it follows
Therefore,
This means Corollary 1 holds.
Proof: Let X 1 = X 2 = 0 and Y 1 = Y 2 = Y , and then Corollary 1 reduces to Corollary 2.
Remark 1: Recently some inequalities related to M (α, Z 1 , Z 2 ) were reported in [20] and [21] . When n 1 = n 2 = n, Corollary 1 reduces to the inequality in [20] , while Corollary 2 reduces to the inequality in [21] . So Lemma 1 is less conservative than the inequality in [20] , even less than the inequality in [21] .
In this paper we will take the advantage of Lemma 1 as well as the following lemmas:
Lemma 2 [19] : Consider the following nonlinear system:
where f (x(t), t) satisfies f (0, 0) = 0, and for ∀x(t),
Assume that there exist positive scalars c 1 , c 2 , a piecewise continuous functional V a (x(t)) and another time-varying one V b (x(t), t), ∀t ∈ (t k , t k+1 ] along the trajectory of system (3) with (2) 
Then impulsive system (3) with (2) is asymptotically stable.
Remark 2: Different from the usual Lyapunov functional, the time-varying functional W (x(t), t) is not imposed to be positive definite or be continuous. So hereafter we call it Lyapunov-like functional.
Lemma 3 [17] : For a given matrix R > 0, the following inequality holds for all continuously differentiable function
III. MAIN RESULTS
In this section, a new Lyapunov-like functional for impulsive system (1)- (2) is introduced as follows:
with
where the matrices involved will be detailed in Theorem 1.
Remark 3: Lyapunov-like functional (4) extends recently reported ones in [19] as well as [13] - [14] by adding the following four terms:
, In the sense of employing the system information on both (t k , t] and [t, t k+1 ], the Lyapunov-like functional (4) is twosided. Using the two-sided Lyapunov-like functional, we can derive the following result:
Theorem 1: For given h > 0, the impulsive system (1)-(2) is stable, if there exist
where +He{−e
with Proof: System (1)- (2) is a special case of system (2)-(3), stated in Lemma 1, and Lyapunov-like functional (4) satisfies (i) and (ii) of Lemma 1. In the following we show the Lyapunov-like functional also satisfies (iii) of Lemma 1.
For t k < t ≤ t k+1 (k = 0, 1, · · · ), taking the time derivative of Lyapunov-like functional (4) along the trajectory of impulsive system (1)- (2), we havė 
By Lemma 3 and x(t
and
By Lemma 1,
By Jensen inequality [15] , the following inequalities hold:
. (15) Integrate both sides of impulsive system (1) on (t k , t] for t ∈ (t k , t k+1 ], and then
Therefore, there exists N 1 ∈ R 6n×n such that
Integrate both sides of impulsive system (1) on [t; t k+1 ] for t ∈ (t k , t k+1 ], and then
Therefore, there exists N 2 ∈ R 6n×n such that
In addition, for impulsive system (1) it concludes there exists N 3 ∈ R 6n×n such that
From (10)- (15), (17), (19), (20), after tedious operations one can obtainẆ
where
with i (i = 0, 1, 2, 3) defined in (6)- (9) . From (5), by the Schur complement it follows that (t k ) < 0 and (t k+1 ) < 0. Since (t) is affine with respect to t ∈ (t k , t k+1 ), we have (t) < 0. From (21) it followsẆ (x(t), t) ≤ ξ T (t) (t)ξ (t) < 0. Now all the conditions in Lemma 1 are satisfied. So the impulsive system (1)- (2) is asymptotically stable. This completes the proof.
Remark 4: To deal with coupled integrals arising from the derivative of Lyapunov-like functional (4), a superior inequality Lemma 1 over those recently reported in [20] and [21] is employed to get a tighter upper bound, as shown in (13) . On the other hand, considering the derivative of Lyapunov-like functional (4) includes the integrals of the state, the integral equations (16) and (18) are introduced to make full use of the system information. The two techniques above are expected to derive an improved stability result, as demonstrated in section 5.
Remark 5: Consider a sampled-data system:
with the sampling period h = h k+1 − h k . By introducing
we can transform the sampled-data system to an impulsive system in the form of (1)- (2) with
So Theorem 1 can be employed to study stability for the sampled-data system. Remark 6: Employing the Lyapunov functional (4) with P 1 = P 2 , similar to the proof of Theorem 1, it is not difficult to derive a stability result for aperiodic impulsive systems.
IV. ROBUST STABILITY RESULTS
Consider the system (1)-(2) with polytopic uncertainties:
where A i , J i (i = 1, 2, · · · , N ) are known matrices. Recently robust stability results were reported for impulsive systems (1)- (2) with uncertainties in [13] , [14] , and [19] . In [14] the stability result is not linear in A. In [13] A is independent on J though both A and J are admitted to contain uncertainties. Note that in (22) A and J are both uncertain and coupled in a convex polytope, so the stability results in [13] - [14] don't apply when checking the stability for impulsive system (1)-(2) with (22). The stability result in [19] can be applicable to the impulsive system (1)-(2) with (22), but it is expected to be improved. In the following we will present an alternative stability result that improves over that in [19] . Firstly we modify Theorem 1 to adapt to the impulsive system with uncertainties:
Theorem 2: For given h > 0, the impulsive system (1)-(2) is stable, if there exist P j (j = 0, 1, 2, 3), Proof: From system (1), x(t
By employing the same Lyapunov-like functional as (4) and introducing x(t + k ) together with (23) when estimating the derivative of the Lyapunov-like functional, in a similar way to the proof for Theorem 1, we can get Theorem 2. For brevity, the details are omitted.
Different from Theorem 1, Theorem 2 are jointly linear in A and J . It can be applied to the impulsive system (1)-(2) with (22) to obtain a robust stability result:
Theorem 3: For given h > 0, the impulsive system (1)-(2) is stable, if there exist We intend to find the admissible period range [h,h] that guarantees the system is asymptotically stable. The admissible period ranges obtained by stability result Theorem 1 in this paper and those in [13] , [14] , and [19] are listed in the Table 1 . As seen from Table 1 , the admissible period range obtained by Theorem 1 in this paper can cover those by the stability results in [13] , [14] , and [19] . In this sense, the stability result Theorem 1 in this paper has less conservatism than those in [13] , [14] , and [19] . Note that for this example the admissible period range [0.1824, 0.5776] obtained by Theorem 1 is identical to the analytical result coincidently [13] .
In the following we give another example to illustrate the stability result Theorem 1 improves over those in recently published paper [19] as well as [13] , [14] :
Example 2 : Consider impulsive system (1)- (2) Table 2 shows the stability result Theorem 1 in this paper is less conservative, compared with those in [13] , [14] , and [19] .
Finally we list an example to illustrate the robust stability result Theorem 3 improves over the counterpart in [19] . In this example, A and J are both uncertain and coupled in a same polytope, so the stability results in [13] and [14] are not applicable. Now we resort to Theorem 3 in this paper to calculate the admissible period range which guarantees robust stability for the system. It turns out [0.4267, 5.3486], which covers [0.4270, 5.1790], the recently reported one in [19] . Therefore, the robust stability result Theorem 3 has less conservatism than that in [19] .
