Several recent papers assume that private information (PIN), proposed by Easley, Hvidkjaer and O'Hara (2002, 2004), is a priced risk factor. In this paper, we formally test whether PIN is indeed a priced risk factor. We first replicate the Easley, Hvidkjaer and O'Hara (2002) and show that while PIN does predict future returns in the sample they analyze, the effect is not robust to alternative specifications and time periods. We divide the sample each year into three groups based on size, and further into three sub-groups based on PIN within each size group, and construct a PIN factor using a methodology similar to Easley, Hvidkjaer and O'Hara (2004) that goes long on high PIN stocks and short on low PIN stocks. We investigate the properties of the PIN factor by adding this factor to standard Fama-French 3-factor and 4-factor models tests of one-year-ahead monthly returns. We find that the average PIN factor loading for small firms is negative whereas loadings for large firms are positive, indicating counter-intuitively that the information risk component of the cost of capital is lower for small firms. Further, we find a strong correlation between PIN and loading on the PIN factor, necessitating the need for tests that isolate the impact of PIN loading after controlling for PIN characteristics. Following Daniel and Titman (1997), we further divide the sample into three sub-groups based on PIN loading estimated using past data and compare the associations of high-loading and low-loading firms. We find no evidence that PIN loadings predict returns after controlling for the PIN characteristic. In addition to the portfolio tests, we find similar results hold in cross-sectional tests. Overall, our findings cast doubt on whether PIN is a priced risk factor.
Several recent papers assume that private information (PIN), proposed by Easley, Hvidkjaer and O'Hara (2002, 2004) , is a priced risk factor. In this paper, we formally test whether PIN is indeed a priced risk factor. We first replicate the Easley, Hvidkjaer and O'Hara (2002) and show that while PIN does predict future returns in the sample they analyze, the effect is not robust to alternative specifications and time periods. We divide the sample each year into three groups based on size, and further into three sub-groups based on PIN within each size group, and construct a PIN factor using a methodology similar to Easley, Hvidkjaer and O'Hara (2004) that goes long on high PIN stocks and short on low PIN stocks. We investigate the properties of the PIN factor by adding this factor to standard Fama-French 3-factor and 4-factor models tests of one-year-ahead monthly returns. We find that the average PIN factor loading for small firms is negative whereas loadings for large firms are positive, indicating counter-intuitively that the information risk component of the cost of capital is lower for small firms. Further, we find a strong correlation between PIN and loading on the PIN factor, necessitating the need for tests that isolate the impact of PIN loading after controlling for PIN characteristics. Following Daniel and Titman (1997) , we further divide the sample into three sub-groups based on PIN loading estimated using past data and compare the associations of high-loading and low-loading firms. We find no evidence that PIN loadings predict returns after controlling for the PIN characteristic. In addition to the portfolio tests, we find similar results hold in cross-sectional tests. Overall, our findings cast doubt on whether PIN is a priced risk factor.
Introduction
An influential set of recent papers by Easley, Hvidkjaer and O'Hara (2002, 2004) suggests that a risk factor based on private information in a stock and proxied by the probability of informed trading measure, PIN, is a determinant of stock returns. The magnitude of returns affected by PIN is pretty large as well. Easley et al. (2002 Easley et al. ( , 2004 find that (i) a 10% increase in PIN is associated with an increase in annual expected returns of 2.5%, on average; and (ii) a zero-investment portfolio that is size neutral, but long in high PIN stocks and short in low PIN stocks, earns a mean monthly return of 0.27% with a t-statistic of 2.86. Easley et al. (2004) interpret these data as evidence that PIN captures information risk that is systematically priced by investors.
Several recently published papers in the finance and accounting literatures cite this interpretation (e.g., Bhattacharya and Daouk 2002 , Amihud 2002 , Grullon et al. 2003 , Botosan et al. 2004 , Brown et al. 2004 , 2006 , Aboody et al. 2005 , Bushman et al. 2005 , Francis et al. 2005 , Hou and Moskowitz 2005 , Ellul and Pagano 2006 , and Vega 2006 . However, whether PIN is really a priced risk factor is debatable. In particular, Spiegel and Wang (2005, footnote 6) suggest that PIN captures a stock's liquidity characteristics and whether liquidity is systematic risk is unclear.
We investigate whether PIN is indeed a priced risk factor. We begin by probing deeper into the properties of the PIN factor and the PIN characteristic. Because size and PIN are highly correlated, we form nine portfolios sorted first on size and then sequentially on PIN at the outset to conduct our tests.
1 Consistent with Easley et al.
(2004), we find that the PIN characteristic predicts future returns for small stocks.
However, several observations from a deeper investigation of PIN and the PIN factor cast doubt on whether PIN is really a priced risk factor. First, the average PIN factor loading for small firms is negative while the corresponding loadings for large firms are positive. In particular, approximately 60% of the PIN factor loadings for small firms are negative relative to roughly 40% of corresponding loadings for large firms. This counter-intuitively suggests that the information risk component of cost of capital for large firms with the highest PIN is lower than that for small firms with the highest PIN.
Recall, in contrast, that the PIN characteristic predicts future returns only for small firms.
Hence, we would have expected to see more positive PIN factor loadings in small firms.
Second, when we decompose the source of power in the construction of the PIN factor, we find that firms with the lowest PIN drive the average PIN factor loading for small firms while firms with the highest PIN drive the average PIN factor loading for large firms. We would have expected firms with the highest PIN to drive the average factor loading for small firms, especially given that return predictability for PIN is strongest among small firms with the highest PIN.
Next, we conduct formal tests for whether the PIN factor reflects rational risk premium associated with the information risk factor or whether the returns merely reflect firms that have similar characteristics such as transaction costs that may be correlated with PIN. To do so, we rely on an approach developed by Daniel and Titman (1997) to examine whether risk (covariance) or mispricing (characteristics) explains the size and 1 We restrict the sorts to only three portfolios because we conduct triple sorts later on size, PIN and PIN factor loadings. Triple sorts, based on three, as opposed to say five, groups lead to a manageable 27 (3 3 ) sub-portfolios as opposed to an unwieldy 125 (5 3 ) sub-portfolios.
book-to-market effects in average returns. That is, we investigate whether high (low) returns to greater (smaller) information risk can be attributed to the PIN factor loadings.
Because the PIN factor is constructed from firm-specific PIN measures, the constructed risk measures (the PIN factor loadings) and the original characteristic (PIN) are likely highly correlated. Thus, finding a successful PIN factor that explains returns, as in Easley et al (2004) , is a necessary but not sufficient condition for rational risk pricing of PIN. To distinguish risk from mispricing explanations for PIN factor, it is therefore essential to test whether variation in factor loadings that is unrelated to the PIN characteristic still predicts returns. Following Daniel and Titman (1997) , Davis, Fama and French (2000) , and Daniel, Titman and Wei (2001), we test whether characteristics associated with PIN or whether covariances of high (low) PIN stocks with other high (low) PIN stocks are priced.
To distinguish between loadings and characteristics effect on returns, we sort stocks based on both the level of PIN and the level of loadings on the PIN factor. This allows us to test whether, after controlling for the firm characteristic (PIN), a higher level of risk (PIN factor loading) is associated with higher average returns. We find that this is not the case. Specifically, when the PIN characteristic is held constant, increasing the PIN loading has no impact on average returns. If the PIN factor were a priced risk factor, we would expect increases in PIN factor loadings, holding the PIN characteristic constant, to be positively associated with stock returns.
To buttress these results, we follow Hirschleifer, Hou and Teoh (2006) and conduct tests of risk versus (mis) pricing using Fama and MacBeth (1973) cross-sectional regressions of returns on PIN, PIN loadings, and other average return predictors. The cross-sectional regression approach allows us to (i) integrate portfolio results in a parsimonious manner; and (ii) employ individual stocks in the asset pricing tests without imposing portfolio breakpoints; and (iii) introduce a richer set of asset pricing controls such as the CAPM beta, characteristics and factor loadings for size and book-to-market and lagged stock returns. We find that neither the PIN characteristics, nor the PIN factor loadings, exhibits strong statistical associations with returns after the introduction of such control variables under the cross-sectional regression approach. In sum, our evidence suggests that there is no robust return premium associated with the PIN factor and the difference in returns attributed to the PIN factor cannot be confidently viewed as compensation for information risk.
The remainder of the paper is organized as follows. Section 2 replicates the return premium to PIN demonstrated by Easley et al. (2002) . Section 3 constructs a PIN factor in line with Easley et al. (2004) , and probes its properties. Section 4 presents covariance versus characteristics tests inspired by Daniel and Titman (1997) in a portfolio form and in a cross-sectional regression approach. Section 5 concludes.
Return premium to the PIN characteristic

PIN: theory and estimation
The theoretical intuition for why PIN ought to be priced is derived in Easley and O'Hara (2001) and Easley et al (2002) . In particular, Easley et al. (2002 Easley et al. ( , 2004 use a structural microstructure model to formalize the learning problem confronting a market maker in a world with informed and uninformed traders. When information about the payoff on risky assets is private rather than public, the market requires a greater expected excess return. When information is private rather than public and uninformed investors cannot perfectly infer such private information from prices, they view the asset as being more risky. Uninformed investors could avoid this risk, but they choose not to do so. To completely avoid this risk, uninformed traders would have to hold only the risk free asset.
However, holding a risk free asset is not optimal because uninformed investors get higher expected utility from holding some of the risky, private information assets. Because uninformed investors are rational, they hold an optimally diversified portfolio, but no matter how they diversify, uninformed traders are taken advantage of by informed traders who have learned which assets to hold.
In a series of papers, Easley et al demonstrate how such models can be estimated using trade data to determine the probability of information-based trading, or PIN, for specific stocks. The PIN estimation methodology is detailed in Easley et al. (2002 Easley et al. ( , 2004 . To summarize this methodology, given a history of trades, the market maker can estimate the probability that the next trade is from an informed trader. Easley et al. (2002) show that this probability of information-based trade is given by:
where α is the probability that there is new information at the beginning of the trading day, µ is arrival rate of orders from informed traders, ε S is arrival rate of orders from uninformed sellers and ε B is arrival rate of orders from uninformed buyers. The numerator in (1) represents the arrival rate of information based orders and the denominator in (1) is the arrival rate for all orders. Thus, PIN in expression (1) is the fraction of orders that arise from informed traders relative to the overall order flow. Easley et al. (2004) estimate PIN for specific stocks using maximum likelihood estimation with trade and quote data for NYSE and AMEX stocks.
PIN characteristic
We rely on the dataset of PIN estimates graciously provided by Professor Soren Hvidkjaer on his personal website (http://www.smith.umd.edu/faculty/hvidkjaer/). The dataset covers the sample of all ordinary common stocks listed on the New York Stock Descriptive data reported here confirms that our sample matches theirs (Table 1) .
In particular, the average of the yearly cross-sectional median PINs is 0.196 Hara (2006) explore the firm characteristics associated with PIN and find that PIN is (i) negatively 2 The number of observations per year appears to be almost identical but not exactly the same as reported by Easley et al (2004) . Given that we use the data provided by them, our explanation for this difference is either that the data were updated, or that a few observations were deleted in their analysis because of the lack of availability of some other data items.
correlated with analyst following, institutional ownership, share turnover and Tobin's q;
and (ii) positively correlated with smaller firms, ROA, stock return volatility.
Replicating the Easley et al 2002 result that PIN is priced
As mentioned before, our dataset and tests rely heavily on the working paper, Easley et al. (2004) 
where R it is the excess return of stock i in month m of year t, γ jt represents the estimated coefficients. The coefficients from the cross-sectional regressions are averaged over time, using the standard Fama and MacBeth (1973) methodology. To address the inefficiency in this procedure related to time-varying volatility, we also use the correction suggested by Litzenberger and Ramaswamy (1979) . This correction weights the coefficients by their precisions when summing across the cross-sectional regressions.
The results of estimating (2) over 1984-1998 are reported in panel A of Table 2 and mirror closely those reported by Easley et al. (2002 
PIN-size portfolios-independent sorts
We begin by verifying that portfolios sorted on PIN earn differential returns. An important methodological issue deserves mention here. Traditionally, the asset-pricing literature has relied on independent sorts of the variables whose ability to predict returns is being tested (Fama and French 1993 , 1996 , Daniel and Titman 1997 , Fama French and Davis 2000 and Hirschleifer, Hou and Teoh 2006 . In keeping with this tradition, at the outset, we independently sort stocks on the3 basis of size and PIN. That is, at the beginning of the year t, we sort stocks into three equal groups, based on market capitalization at the end of the prior year (t-1) and independently sort stocks into three equal-sized groups based on PINs estimated in the prior year (t-1). Panel A of Table 3 reports the resultant number of observations from such an independent sort into nine portfolios formed by the intersection of the above sorts. This approach is also consistent with the way Easley et al. (2004) construct the PIN factor in their paper. We hasten to add that we have replicated all the tables in the paper using independent sorts of PIN and size. The fundamental inferences from such tables (related to whether or not PIN is robustly able predict returns or behave like a risk factor) remain similar to the ones reported in the paper based on sequential sorts. 
PIN-size portfolios-dependent sorts
Given the earlier finding that PIN and size are negatively correlated, we attempt to isolate the effects of PIN by first sorting stocks on the basis of size and then sorting on PIN within size groups. In particular, at the beginning of the year t, we sort stocks into three equal groups, based on market capitalization at the end of the prior year (t-1). Next, within each size group, we sort into three equal-sized groups based on PINs from the We rely on these sequentially sorted portfolios in the remainder of the paper. Table 4 reports descriptive data on PIN, Size and value-weighted monthly returns in excess of one-month T-bill rates (Exret) for each of these nine portfolios are computed from January to December of year t. The data in Table 4 Table 4 is that we observe economically significant abnormal return to PIN only among small stocks.
Constructing the PIN Factor and Examining its Properties
Creating the PIN factor
We form PIN factors based on PIN and size groups formed via dependent sorts in accordance with Easley et al (2004) . In particular, at the end of December of each year t from 1983 to 2001, all stocks on NYSE and AMEX with non-missing size and PIN data are assigned to size decile, and within each decile, three equal size groups are formed on the basis of PIN. We then compute value weighted hedge returns for each size decile of portfolios long on high PIN firms and short on low PIN firms. The PIN factor is defined as the (equally weighted) average of the hedge returns for each of the ten size deciles.
5
The descriptive statistics reported in Table 5 related to the PIN factor and the other factors closely resemble those reported in Easley et al. (2004) . The correlation table shows that the PIN factor returns exhibit modest correlation with SMB and the HML factor returns (ρ = -0.09 and 0.027 respectively) but reports a strong correlation with the momentum factor UMD (ρ = 0.576). At first blush, the low correlation between SMB and PIN factor appears inconsistent with the high correlation between PIN and size.
Recall, however, that we create the PIN factor within size groups using dependent sorts partly to counter the high correlation between size and PIN. 6 On a different note, the relatively high correlation between UMD and PIN factor underscores the need to control for momentum when considering the PIN factor.
Does the PIN Factor Load for the Entire Sample?
In panel A of Table 6 , we investigate whether the PIN factor explains returns for the sample as a whole. In particular, we compute value-weighted returns for the entire sample of firms from January to December of year t. We then estimate the Fama-French three-factor model enhanced by the momentum factor (UMD) and a five-factor model that adds the PIN factor (PINF) by regressing the value-weighted monthly returns in excess of the one-month T-bill rates, R it -R ft on the relevant factors. The sample covers 228 months of data (19 years for which PIN data is available and 12 months of data per year). In other words, for each portfolio i we perform the following time series regressions:
The first row of panel A presents the results from estimating the standard three factor Fama-French model for our sample. The adjusted R 2 for this regression is a high 94.3% and more notably, the intercept term from such an estimation is statistically insignificant (t-statistic = -0.12). Thus, the three-factor model seems to adequately capture the cross-section of returns in our sample period. Row 2 shows that the momentum factor loads weakly (t-statistic = -1.96) and the adjusted R 2 increases a bit to 94.4%. Row 3 reports that the PIN factor also weakly predicts returns for the entire sample when introduced by itself (coefficient = 0.0826 and t-statistic = 1.87 As an aside, it is worth thinking about why the PIN factor attains statistical significance when the intercept term from the three-factor model is zero. We believe there are two explanations for this. First, as seen in Table 5 , UMD factor returns are highly correlated with PIN returns (ρ = 0.576). Thus, PIN and UMD borrow some of their explanatory power from each other and collectively do not seem to provide significantly new explanatory power. 8 Second, the PIN characteristic predicts stock returns only for a sub-section of firms (small firms) and not the entire portfolio of firms.
Hence, the intercept term for the sample as a whole might be insignificant although subsamples partitioned on size might yield significant intercepts. The latter point is clear from the results presented in panel B of Table 6 .
Loadings on the PIN Factor by Size Groupings
In panel B of Table 6 , we decompose the entire sample into three size groups and report the results of estimating the Fama-French three-factor model with UMD and PIN factors for each of these size groups. The first row shows that intercept terms are significant and negative in for the S and M size groups with the three-factor model (tstatistic of -2.75 and -2.12 respectively). Thus, there is room for improving on the threefactor model in two of the three size groups. Consistent with this intuition, Row 2 shows that the UMD momentum factor produces statistically significant loadings in only the S and M size groups and not in the B group (t-statistic = -1.4). Row 3 finds that the PIN factor attains a significant loading in the S group and surprisingly, in the B group.
Row 4 estimates a five-factor model with both UMD and the PIN factor and shows that the PIN factor loadings are statistically significant in all three size groups.
Note that the PIN factor loadings for the three size groups, S, M, and B are -0.372, 0.275, and 0.192 respectively. This pattern, counter-intuitively, suggests that smaller firms have a negative sensitivity to the information risk factor (hedge against information risk!) whereas medium and larger firms are sensitive to information risk. In other words, these results imply that the information risk component in the cost of capital of larger firms is higher than that for smaller firms. One would have expected the opposite as a greater number of informed intermediaries follow large firms and hence, the related premium for private information ought to be lower.
Loadings on the PIN Factor by Size/PIN Groupings
We seek to understand the properties of the PIN factor in greater depth in this section. In particular, we sort each size group shown in panel A of Table 7 into three sub groups based on the PIN and report the results of estimating equation (2) Table 7 . The last row in each size group reports the returns to a zero-investment portfolio where we go long in the High PIN group and short in the Low PIN group within a size partition.
The loadings on the PIN factor in each of the three size-based zero-investment PIN portfolios decrease with size (1.083, 0.567 and 0.441), suggesting intuitively that small firms are more sensitive to information risk than large firms. However, a closer look at the source of the PIN factor loadings reveals some anomalous patterns.
First, the PIN factor loading of 1.083 on the zero-investment portfolio of the smallest firms is driven by the negative loading of -0.86 on small firms with the lowest PIN (t-statistic = -6.74). Small firms with the highest PIN are sensitive to the PIN factor but the statistical significance of such sensitivity is modest (loading = 0.222, t-statistic = 1.91). This is especially surprising considering how small these firms really are (average market capitalization of such firms is only $29.37 million, see Table 4 ). In contrast, the PIN factor loadings of 0.567 and 0.441 on zero-investment PIN portfolios for medium (M) and large firms are driven by firms with the highest PIN. That is, M/High PIN group has a PIN factor loading of 0.608 (t-statistic = 6.53) and B/High PIN group has a PIN factor loading of 0.535 (t-statistic = 7.35) whereas the M/Low PIN and the B/High PIN groups report statistically insignificant PIN factor loadings (t-statistic = 0.42 and 1.45 respectively). In sum, one would have expected firms with the highest PIN to drive the average factor loading for small firms, especially given that return predictability for PIN is strongest among small firms with the highest PIN.
Second, the table again, counter-intuitively, suggests that the information risk component of the cost of capital is greater for larger firms than smaller firms. In particular, compare the average PIN factor loading for the B/High PIN portfolio (loading = 0.535, t-statistic = 7.35) with that of the S/High PIN portfolio (loading = 0.222, tstatistic = 1.91). This leads to a difference of 0.313 that is significant at the 5% level.
Similarly, compare the average PIN factor loading for the B/Medium PIN portfolio (loading = 0.234, t-statistic = 3.63) with that of the S/Medium PIN portfolio (loading = -0.154, t-statistic = -1.18). These data imply that the information risk component of cost of capital for large firms with the highest PIN is higher than that for small firms with the highest PIN. This observation, prima facie, seems to be odds with the generally accepted idea that stock prices of larger firms are informationally more efficient than stock prices of smaller firms. To put this statistic in perspective, recall from Table 4 that the average market capitalization of large firms with the highest PIN is $2.417 billion whereas the corresponding market capitalization of small firms with the highest PIN is only $29.37 million. Moreover, the average PIN for large firms with the highest PIN is itself much smaller (0.199) than the average PIN for small firms with the highest PIN (0.36).
Characteristics versus Covariances
Daniel-Titman tests
Although there appear to be inconsistencies in the descriptive statistics of the PIN factor loadings as discussed above, the fact remains that the PIN factor loads in a statistically significant manner in six out of the nine size-PIN portfolios in Table 7 .
These findings are potentially consistent with a rational model in which the PIN factor captures the risk factor underlying private information about the stock. However, as pointed out by Daniel and Titman (1997) , in tests where factors are constructed from characteristics that are known return predictors, factor loadings can be found to predict returns even if risk is not priced.
In particular, PIN factor loadings and the PIN characteristics themselves are likely correlated (as confirmed later in Table 8 ). If markets are inefficient and investors misprice PIN characteristics perhaps because they proxy for transaction costs or liquidity, the factor loadings can pick up the mispricing that is correlated with such transaction cost characteristics. Daniel and Titman (1997) suggest that one way out of this deadlock is to identify variation in the PIN factor loading that is unrelated to the PIN characteristic and then evaluate whether the independent variation in PIN factor loadings is associated with spreads in average returns. The risk hypothesis predicts that PIN factor loadings will continue to predict returns after controlling for PIN characteristics. However, mispricing theory predicts that the PIN factor loading will have no incremental explanatory power after controlling for variation in the PIN characteristic.
Portfolio based Daniel-Titman Tests
We follow the methodology laid out in Daniel and Titman (1997) An examination of the factor loadings presented in Table 8 reveals several interesting findings. First, the average factor loading on the PIN factor increases within each size group as PIN increases. For instance, among small firms, the average factor loading increases from -0.832 for low PIN firms to -0.528 for high PIN firms, while for large firms, the average factor loading increases from 0.018 for low PIN firms to 0.207 for high PIN firms. This suggests that factor loadings and characteristics are likely to be correlated, necessitating a sorting on factor loadings keeping characteristics constant as suggested by Daniel and Titman (1997) . Secondly, the frequency of negative PIN factor loadings, reported in panel B, for each of the nine portfolios appears unusually high for small firms, ranging from 60.6% in the S/Low PIN group to 41.7% in the S/High PIN group. In contrast, negative PIN factor loadings in Big firms range from 48.7% in B/Low PIN to 41.7% in B/High PIN sample. Even after allowing for the noise in estimating firm-level loadings, such a high frequency of negative loadings for small firms is disconcerting for the interpretation of PIN as a priced risk factor. Recall that the PIN characteristic appears to predict returns robustly only for small firms. Given that result, we would have expected to see a greater frequency of positive loadings in small firms.
On an overall basis, 50.2% of PIN factor loadings are negative for the entire sample. As a benchmark, the frequency of negative market betas for the entire sample is 4%, negative SMB loadings is 24.7% and negative HML loadings is 37.1%. Only UMD has a higher proportion of negative loadings (55.5%) than PIN but not many researchers claim that UMD is a priced risk factor. The intercepts from the four-factor model, without the PIN factor, reported in panel A of Table 9 offer initial evidence that is inconsistent with rational factor pricing for PIN. If the PIN factor is indeed priced, the intercepts should be increasing with loadings on the PIN factor. Of the 27 intercepts, only one has a t-statistic in excess of the absolute value of two suggesting that there is no statistically significant spread between firms with high and low PIN factor loadings. Thus, it appears as though the three-factor Fama-French model (notably without the PIN factor) is sufficient to describe the crosssection of returns for a majority of these 27 portfolios.
Following Daniel and Titman (1997) 
Under the null hypothesis of rational factor pricing, the five-factor regression intercepts for each characteristic-balanced portfolio should be equal to zero. In contrast, under the alternative behavioral hypothesis, variation in PIN factor loading that is independent of the PIN characteristic should not be related to average returns.
The column labeled t(p i ) in panel B of Table 10 indicates that none of the intercepts is associated with a t-statistic greater than two in absolute value. Thus, prima facie, it appears as though PIN could be rationally priced as a risk factor. However, note that only one of the loadings on the PIN factor in the nine sub portfolios is positive and significant at the 5% level (for S/Low PIN portfolio, t-statistic = 3.28). While the PIN factor loading for the S/Medium PIN group approaches significance (t-statistic = 1.93), none of the other seven loadings are significant. Thus, when the PIN characteristic is held constant, increasing the PIN loading is associated with greater average returns in only one case and is associated with no change in average returns in eight cases.
As an aside, it is interesting to ask which sub-portfolio in S/low PIN portfolio is responsible for the significant PIN factor loading. Ideally, one would expect the high factor-loading sub portfolio to contribute most to the characteristic-balanced portfolio's PIN factor loading. However, that does not turn out to be the case. Panel B of Table 9 reports the results for the high and low loading firms in the 27 portfolios underlying equation (5). That panel reveals that the PIN factor loading for the S/low PIN/low factorloading portfolio is -1.355 (t-statistic = -7.11) whereas the PIN factor loading for the S/low PIN/high factor loading portfolio is -0.78 (t-statistic = -4.97). Thus, the low factor loading, as opposed to the higher loading, drives the positive PIN factor loading in the characteristic balanced S/low PIN portfolio.
Before we leave this section, it is important to note that 13 of the 27 PIN factor loadings attain t-statistics in excess of absolute value of two in panel B of Table 9 .
Further, when we consider the t-statistics on other factors for benchmarking purposes, we find that 27 of the 27 market betas and HML factor loadings and 23 of the 27 SMB loadings attain t-statistics in excess of two. Hence, it becomes harder to argue that statistical power is a problem in our analysis.
Cross-Sectional Daniel-Titman tests
The evidence thus far relies on sorts of firms into portfolios. The sorting portfolio based approach, however, is subject to several limitations. The cutoffs for assigning firms into portfolios, although consistent with convention, are necessarily arbitrary.
Further, tests based on sorts of stocks into portfolios are not easily amenable to the introduction of control variables such as firm characteristics such as size, market-to-book or lagged stock returns accumulated over various intervals.
Hirschleifer, Hou and Teoh (2006) argue that one way to address these limitations and buttress the portfolio-based tests is to conduct monthly Fama and MacBeth (1973) cross-sectional regressions. The Fama-Macbeth regressions are useful because (i) they provide an integrated and parsimonious representation of the portfolio-based tests reported so far; (ii) they enable use of data on all individual stocks in the tests rather than relying on potentially arbitrary portfolios of sub-samples of stocks; and (iii) the FamaMacbeth set up is flexible enough to accommodate several control variables at the same time. A potential cost of the Fama-Macbeth approach is that all stocks are assigned equal weights while the portfolio approach allows value-weighting of return observations.
To examine whether PIN loadings predict returns after controlling for the PIN characteristic, in Table 11 , we regress monthly individual stock returns on the firm characteristics of SIZE (log of a firm's market capitalization at the end of previous year), LBM (log of the book-to-market ratio at the fiscal year end of the previous year), R1 (the previous month's return to control for the short-term reversal effect of Jegadeesh 1990), R2_12 (the return from month -12 to month -2 to account for the medium-term momentum effect of Jegadeesh and Titman 1993), and R13_36 (the return from month -36 to month -13 to control for the long-term winner/loser effect of DeBondt and Thaler (1985) . PIN characteristics measured as at the fiscal year end of the previous year, and factor loadings with respect to the market factor R m -R f , SMB, HML, and PIN.
It is well known that factor loadings for individual stocks are noisy (Fama and
French 1992) and using such noisy factor loadings in the Fama-Macbeth regression will unfairly bias the tests against finding evidence that PIN is a priced risk factor. Hence, we However, a closer scrutiny of the properties of PIN factor reveals that such enthusiasm for the interpretation of PIN as a priced factor might be somewhat premature.
In particular, the average PIN factor loading for small firms is negative whereas that for large firms is positive. This finding implies that the information cost component of cost of capital for large firms is greater than for small firms, although the PIN characteristic seems to predict returns only for small not large stocks.
A formal test based on the covariances (PIN factor loadings) versus characteristics (PIN characteristic) advocated by Daniel and Titman (1997) shows that keeping PIN characteristics constant, increases in PIN factor loadings are unrelated to increased average returns. A combined reading of the findings presented here suggests that there is not much evidence to support the interpretation that information risk, proxied by PIN, is a priced risk factor. Future empirical research might want to be cautious about the premise that information risk represented by PIN is priced.
We acknowledge that tests of asset-pricing factors ideally require a long timeseries of data and our endeavor is hampered by the availability of PIN data from only 1983 onwards. However, this is yet another reason why empirical research might want to be cautious about interpreting PIN as a priced systematic risk factor. . BETA is a portfolio beta based on 40 portfolios using the procedure described in section 2.3. PIN is measured at prior year end. SIZE is the log of market capitalization at prior year end. LBM is the log of the book-to-market ratio at prior year end. Time-series means of monthly regression coefficients are reported with their time-series t-statistics below in parentheses.
Time At the beginning of each year from 1984-2002, stocks are sorted into three groups based on market capitalization at the end of the prior year, and within each size groups, three portfolios are formed based on the PINs estimated over the prior year. There were 39,376 observations in total, or approximately 4,375 per group based on size-PIN grouping. Panel A contains the time-series average of the yearly value-weighted mean PIN for each portfolio, and Dif is the difference between high and low PIN portfolios. Panel B contain the time series average of the average firm size in each portfolio, and Dif is the difference between high and low PIN portfolios. Panel C contains the time series average of the monthly returns of each portfolio. Returns are weighted by the prior year-end market value. Dif is the average return difference between high and low PIN portfolios, and t(Dif) is the t-statistics of Dif. The last row provides return statistics on a portfolio, denoted PINF, which is equally invested in each of the individual portfolios in the 5 preceding rows. The remaining tables in the paper rely on PINF thus calculated. market excess return (R m -R f ), small stock returns minus large stock returns (SMB), high book-to-market stock returns minus low book-to-market stock returns (HML), and past 1-year winner stock returns minus past loser stock returns (UMD); and on portfolio returns based on pin-sorted portfolios (PINF) described in Table 3 . The construction of the PINF portfolio is explained in the text. Panel B contains the time-series correlations between the factor portfolios over the sample period. At the beginning of each year from 1984-2002, stocks are sorted into three groups based on market capitalization at the end of the prior year, and within each size groups, three portfolios are formed based on the pins estimated over the prior year. We further divide each 3x3 grouping based on size and PIN into 3 groups based on the firms' loading on the PIN factor calculated using firm-level regressions described in Table 6 . The sample is reduced to reduced to 32,630 as we lose observations for the first two years (1984 and 1985) in estimating factor loadings. Value weighted portfolios are formed for each of these groups. Monthly excess returns for each of these portfolios are regressed against r m -r f , SMB, HML , UMD and PINF using the following specification. At the beginning of each year from 1984-2002, stocks are sorted into three groups based on market capitalization at the end of the prior year, and within each size groups, three portfolios are formed based on PIN estimated over the prior year. We further divide each 3x3 grouping based on size and PIN into 3 groups based on the firms' loading on the PIN factor calculated using firm-level regressions described in Table 6 . The sample is reduced to reduced to 32,630 as we lose observations for the first two years (1984 and 1985) Monthly individual stock returns (RET) are regressed on SIZE (log of market capitalization at prior year end), LBM (the log of the book-to-market ratio at prior year end), R1 (previous month's return), R2_12 (return from month -12 to month -2), R13_36 (return from month -36 to month -13), PIN measured at prior year end and 5-year pre-ranking portfolio factor loading with respect to the market factor (LRMRF), SMB (LSMB), HML (LHML) and PINF (LPIN). Portfolio factor loadings are calculated using 60 prior months of returns using nine portfolios, based on three groups of size and three groups of PIN with size groups. Time-series means of monthly regression coefficients are reported with their time-series t-statistics below in parentheses. In Panel B, mean coefficients and tstatistics are calculated using the precision of coefficients from regressions as weights, using the procedure from Litzenberger and Ramaswamy (L-R) (1979). 
