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ABSTRACT
To express an economic model Including expectations in a manageable 
form econometricians frequently replace expectationa with a functional 
form resulting from an hypotheala as to their formation. The most 
popular expectationa hypothesea are overviewed in Chapter 2.
Survey data, if available and suitable, are an alternative to 
expectations hypothesea to represent expectations. How to ascertain the 
suitability of a survey aeries, and expectations hypothesis, Is discussed 
throughout the thesis.
Identification of models involving expectations, conditional on the 
assumed expectations hypothesis, is examined by introducing e third class 
of economic variable, expectations, which enables the contribution to (or 
sub tr ac t i onfrom) ldentlflability, of expectations, to be assessed. The 
naive, adaptive and extrapolative hypotheses in general do not effect the 
ldentlflability of a model identified when expectations are assumed to 
be exogenous. The distributed lag and weakly rational models of expects* 
tions require additional assumptions to enable a model including them to 
be Identified. These findings are elaborated in Chapter 3.
It is demonstrated that whether or not current fully rational 
expectations models are identified may depend upon the assumptions made 
regarding the information set utilized in forming the rational expectation. 
Conditions for ident iflability given Wickens' assumptions are developed 
and compared with those derived by Wallis, given his assumptions, lhe 
conditions are found to differ.
Efficient conditional estimation of expectations models is discussed. 
FIML methods are appropriate in all instances; in general non linear, cross 
equation restrictions are involved when any hypothesis (except of course 
the naive) is assumed true.
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Consistent estimation methods for current and future rational 
expectations models which have been suggested in the literature are 
reviewed. A generalized time series approach producing consistent 
estimates of future rational expectations models is developed.
As identification and estimation of expectations models are condi­
tional upon the assumed hypothesis being true it is desirable to test the 
validity of this assumption. A model selection procedure is advanced 
as an improvement on methods which isolate and test a single hypothesis. 
Whether or not survey data are available a model selection procedure is 
appropriate.
The model selection procedure is also proposed to select an appro­
priate series when a number are available. All procedures extend to 
include a number of structural models. An example of the model selection 
procedure to choose a suitable series and structural model simultaneously 
is presented.
Many and varied survey series are required but these series should 
be quantitative not qualitative. Qualitative series need to be transformed 
to quantitative series for use in econometric models. The behavioural 
models underlying transformation methods may not be representative of 
the survey group; a number of plausible behavioural models not consistent 
with the transformation methods are discussed in Chapter 5. The often 
used Carlson-Parkin transformation method assumes the distribution of 
the variable concerned, across respondents, is normal. This assumption 
is tested in Chapter 6, with respect to expected inflation, and found to 
be invalid. Data obtained by such a transformation method should be 
carefully considered before being employed.
TABLE OF CONTENTS
Page
CHAPTER 1 INTRODUCTION 1
CHAPTER 2 REPRESENTATION OF EXPECTATIONS IN ECONOMETRIC 6
MODELS
CHAPTER 3 IDIOSYNCRASIES OF ESTIMATION AND IDENTIFICATION 32
OF MODELS INVOLVING EXPECTATIONS
CHAPTER 4 TESTING THE FORMATION AND NATURE OF 99
EXPECTATIONS
CHAPTER 5 EXPECTED INFLATION: QUALITATIVE SURVEY DATA AND 125
QUANTIFICATION METHODS
CHAPTER 6 QUANTITATIVE SURVEY DATA ON EXPECTATIONS: USE 163
AND ABUSE
CHAPTER 7 FURTHER USE OF QUANTITATIVE SURVEY DATA ON 203
EXPECTATIONS




I N T R O D U C T I O N
Expectations, economic agents’ predictions of economic variables, are 
prominent in an increasing number of economic models in both applied and 
theoretical studies. The emphasis, in this thesis, is placed upon the 
econometric aspects of models including expectations. Although the 
economic theorist may not need to detail the nature of expectations for 
the purposes of his research, the econometrician, to obtain a relevant 
variable for analysis of a model, must be specific as to whose expecta­
tions are involved, when the expectations are formed (the information set) 
and how far ahead economic agents predict (the time horizon).
Futures prices, data resulting from surveys or functions of observable 
variables as prescribed by divers theories may be employed to represent 
expectations in econometric models. Theories of the formation of expecta­
tions are plentiful and an overview of those frequently used in, and some 
not yet introduced to, econometric models, together with a discussion of the 
nature of expectations and directly observed data, is presented in Chapter 2.
Identification and estimation of models is an important area of 
econometrics. When expectations are present in a model some adjustments to 
conventional analysis are necessary if suitable directly observed data are 
not available and the expectations are assumed to be formed according to a
particular theory. The original model proposed will contain the unobserved
eexpectations, z say, whilst the model used by the econometrician replaces
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the expectations by a function of observable variables, f(z) say. Thus 
there is an unobservable model involving z and an observable model involving 
f(z); the latter varies with the expectations theory (the particular f(z)) 
assumed.
The identification and estimation of the observable model are
conditional on the validity of the expectations theory assumed. Given that 
0z = f(z), for the f(z) chosen, identification and estimation may be 
analysed in the conventional manner. Conditional identification and 
estimation are the subjects of Chapter 3.
Typically identification conditions for models would be examined in 
terms of the endogenous and exogenous variables appearing in the observable 
model. Such analysis provides no scope for determining the contribution of 
expectations to the identifiability, or non identifiability, of a model.
In Chapter 3 economic variables are divided into three categories; endogenous, 
exogenous and expectations variables. Identification conditions for 
observable models are then obtained in terms of these three types of 
variables in an attempt to ascertain the contribution to (or subtraction 
from) identification, of expectations.
Estimation of observable models generally involves non linear cross 
equation restrictions and thus for efficient estimation FIML methods are 
required. This point is also elaborated in Chapter 3.
The rational expectations theory being currently popular is treated 
more extensively than other theories. Wickens (1979) and Wallis (1980), 
under slightly different assumptions as regards the information set 
available when the rational expectation is formed (Wallis assumes exogenous 
variables up to and including period t-1 are known while Wickens assumes 
those in period t also known) have dealt thoroughly with the efficient
- 3-
estimation of current and future rational expectations. Wallis also 
examines the identifiability of the observable model resulting from his 
assumptions regarding rational expectations. The work of Wallis and 
Wickens that is relevant to identification and estimation is reviewed in 
Chapter 3.
Wickens does not examine the condition for the identifiability of 
rational expectations models under his assumptions and they are not present 
elsewhere in the literature. The relevant conditions are derived in 
Chapter 3 and compared with the conditions for the identifiability of 
rational expectations models under Wallis’ assumptions.
Efficient estimation of future rational expectations models may not 
always be possible: when it is possible such estimation may involve many
complex, non linear, cross equation, restrictions. Simpler consistent 
estimation is therefore a desirable, and often necessary, alternative.
Although this topic, the consistent estimation of future rational 
expectations, is dealt with at the end of Chapter 3 it is an area where 
some of the major developmental work of the Chapter occurs. Consistent 
estimation of current rational expectations models has been detailed by 
Wallis (1980) and McCallum’s (1976) instrumental variable (IV) approach 
provides consistent estimates of future rational expectations. The 
disadvantage of the IV approach is that serial correlation is present in 
the observable model and must be catered for in the estimation procedure.
A generalized time series estimation scheme is developed as an alternative 
to the IV procedure (and to ef fielent procedures when they are not possible 
or are cumbersome to implement).
There are many theories available to explain the formation of expecta­
tions and it would be beneficial if the appropriate theory for a model could
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be determined empirically. It has been the habit in applied work to test 
the validity of a specific theory in isolation by testing the restrictions 
imposed by that theory. This practice is discussed in Chapter 4.
Different theories of expectation formation within a structural 
model produce a number of different structural models. In preference to 
isolated testing of individual theories a model selection approach, to 
discriminate amongst the various structural models resulting from alternative 
expectations hypotheses, is advanced. Also in Chapter 4 whether or not 
the the endogeneity or exogeneity of expectations can be decided empirically 
is investigated.
There are available many more qualitative than quantitative survey 
data on expectations. Methods of transforming these qualitative data to 
quantitative data are examined in Chapter 5. Most methods imply certain 
behavioural models underlying the responses of participants in the surveys 
and these models, in conjunction with those suggest by other authors, 
are analysed and alternatives proffered.
The distribution of the change, 6 say, in the variable relevant to 
the survey and the conditional probability of a particular response given 6 
have a significant role in transforming qualitative data. The relationship, 
the probability that a specific response is given and a change 6 occurs is 
the product of the conditional probability of the response given 6 and the 
probability of 6 occurring, is the basis of all transformation procedures.
The available transformation methods are analysed within this framework.
Quantitative survey data, when available and suitable to the study 
being undertaken, reduce unobservable models to observable models amenable 
to orthodox econometric techniques. How this survey data may be employed 
for the purposes of estimating models containing expectations and for testing
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alternative theories of expectation formation is discussed in Chapter 6.
Each expectations theory implies a different structural model for the 
observable expectations and it is obvious that again a model selection 
procedure is desirable to determine the appropriate model of expectations.
Popular transformation methods, deriving quantitative data from 
qualitative data, rely on the assumption that the distribution of expecta­
tions across consumers is normal. Quantitative survey data may be used to 
examine the distribution of expectations across the participants in the 
survey and in Chapter 6 the distribution of expected inflation across 
consumers is investigated. The normality assumption of transformation methods 
is tested and alternative distributions fitted.
Frequently (although not in Australia) a number of survey series may 
be available and thought appropriate to a model. A model selection 
approach to determine the most suitable series is outlined in Chapter 7.
A broad selection procedure, across the various expectations series and 
alternative structural models simultaneously, is presented and applied.
In general existing work on the econometric aspects of expectations 
is reviewed and brought together in a unified study. Expectations are an 
integral part of econometric models and their specification should be 
carefully considered within the context of a complete model. This thesis 
attempts to illustrate how expectations may be dealt with within a basic
econometric framework.
C H APTER 2
R E P R E S E N T A T I O N  OF E X P E C T A T I O N S  IN 
E C O N O M E T R I C  M O D E L S
2.1 Introduction
The term expectations, now so frequently used by economists, is very 
general and far too often unqualified by theorists. For estimation 
purposes, at least, it is necessary to make certain distinctions: whether
expectations are the value an economic variable is expected to have one or 
two periods hence, whose expectations are to be considered and whether 
expectations are formed in the current or past period. All such character­
istics must be taken into account when contemplating estimation of a 
model involving the general term expectations. The qualifications necessary 
when specifying an econometric model containing expectations and the general 
nature of expectations will be discussed in Section 2.
Expectations play an important role in economic theory and the 
econometrician is inevitably confronted with a model containing an unobserv­
able variable which complicates estimation immensely. Even when expectations 
in a model are exactly specified, with respect to timing, whose expectations 
and the information used, the estimation of the model is rarely possible 
without further assumptions as regards the formation of the expectations. 
Theories abound describing this formation of expectations and enabling an 
observable variable, or a function of observable variables, to replace the 
unobservable expectations. Popular theories and theories treated in 
later chapters will be briefly surveyed in Section 3.
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As an alternative, to theoretical behavioural proxies for expectations 
in econometric models, directly observed series may be employed. These 
direct proxies will be discussed in Section 4.
The aim of this chapter is to provide a brief overview of the ways in 
which expectations may be represented in econometric models and to intro­
duce the specific models of expectation formation dealt with in subsequent 
chapters. The survey of the theories of expectation formation is by no 
means exhaustive nor is it innovative. Precision is required when defining 
expectations in a model and the nature of this precision is elaborated and 
emphasised.
2.2 Nature of Expectations
Consider an economic theory which includes the expectation of a
0variable z. This expectation, z , may be current (that is the expected 
value of z in time t) or future (that is the expected value of z in time 
t+n). Not only is it important to distinguish between current and future 
expectations but it is also necessary to clearly state when the expectation 
is formed or upon what information it is based. Current expectations are 
normally assumed to be based upon information available at time t-1 or 
formed in time t-1, whilst future expectations may be based upon informa­
tion available at time t-1 or t. Notation for current and future expecta­
tions is varied. For example current expectations formed in time t-1 may 
be represented as ^(z^), ^ Zt^t 1^  °r Zt t 1 an<^  ^uture expectations
as Et(zt+1). E ^ C z ^ p ,  *t+l.t-l °r V l , t ;
<f> and (J>  ^ are the information sets available at time t and t-1 respectively,
Confusion arises when expectations are merely represented in economic
0theory, and sometimes in applied work, by z^_ and not precisely defined as 
current or future. The subscript t may be the time period when the
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expectation is formed or for which the value of z is predicted. Whether 
a model is.entertained purely as a theory or for estimation purposes the 
timing of the formation, and the time horizon, of the prediction should 
be clearly defined, or possible alternatives discussed.
Equal in importance, to the timing of expectations, is the consider­
ation of who is forming the expectations; whether they are uninformed (lay) 
or informed (professional) expectations. Being explicit in this sense may 
also assist in selecting a suitable theoretical model or appropriate 
survey data for applied work. We would expect consumers’ predictions of 
inflation to be less informed than economists' predictions for example.
The variable, z, for which the prediction is being made may be 
exogenous or endogenous, as may be the expectation itself. Given that 
z^_ is endogenous, the expectations pertaining to it, E(z ^ )  , E(z | ^ ^ )  
or E(z |^(j) ) for example, may be either endogenous or exogenous. However, 
when z i s  exogenous it does not appear feasible that predictions as 
regards its future values will be endogenous. Thus we may have the 
exogenous expectation of either an endogenous or exogenous variable or the 
endogenous expectation of an endogenous variable.
The variables occurring in models in expectational form are many and 
varied. One of the most prevalent expectational variables is expected 
inflation (or price) which occurs in consumption functions, Phillips 
curve models, demand for money functions, portfolio analysis and many 
other models. Expected sales is an important variable in inventory 
equations and expected interest rates in term structure of interest rate 
models and money market models. A prodigious amount of current economic 
theory involves expectations of some variables, often as an attempt to 
model uncertainty. Theorists and applied workers must be specific with
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respect to the definition of expectations in a model as far too frequently 
expectations is used as a "catch-all" variable.
2.3 Theoretical Models of Expectation Formation
Most attention has been given to modelling the formation of expecta­
tions of endogenous variables as relevant future values of exogenous 
variables are assumed known in many models. Although economic theory is 
not always specific as regards the formation, measurement and timing of 
expectations the econometrician must be to facilitate estimation. This 
need to be specific, with respect to expectations' formation, has lead to 
theories being expounded to describe their formation. These theories 
postulate models attributing a technical gambit to expectation formation. 
Expectations are taken to be conditional predictions from certain models:
6 A.z^  is the prediction, z^, from the model
z = f (X ) + n t t t
where is the set of variables upon which the expectation is based
and n is a random disturbance term; usually normally distributed
2with zero mean and variance a .
Alternatively they are assumed functionally related to observable variables
zt= 8(V
or z g(X ) + qt a t t
where X and n are as above, t t
The formation of expectations is highly controversial but the 
numerous theories proposed as explanations may be divided into three basic 
groups:
(i) time series models of expectation formation 
(ii) rational expectations models
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and (111) structural or consistent expectations models.
Some of the common theories In each of the above groups will be outlined 
In this section.
2.3.1 Time Series Models o f Expectation
The theories of the formation of expectations falling Into this 
category purport that the expectation of the future value of an economic 
variable Is a prediction from a model based solely on past values of that 
variable; or Is functionally related to the past history alone. For 
example, an economic agent forms his prediction of Inflation by examining 
only past values of Inflation.
In certain Instances the assumption that the past history of the 
concerned variable Is the single Influence In determining expectations 
appears to be an appropriate one. Many economic agents do not have access 
to data on other variables but may have records of the variable they wish 
to predict. Also the cost associated with acquiring and using extra 
Information may far outweigh- the benefits of improved predictions.
The following notation will be used In this section: 
yt»yt_^,yt_2 »••• will denote the current value and past history of 
the variable y, 
and k -  0,1,2,...
j ■ 0,1,2 will denote the value variable y 
Is expected to obtain in time t+k, the expectation being made at time 
t-j or based upon information available at time t-j.
Naive Expectations Hypothesis
The naive expectations hypothesis assumes that expectations are formed 
by 8Imply projecting the most recently observed value of the variable 
concerned. Thus the naive expectation of variable y is represented by
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e
(2 . 1)yt+k,t-l = yt-l
or
e k = 1,2,... (2 .2)yt
Keynes (1936) postulated such a model for producers' short term 
expectations stating: "it is sensible for producers to base their expecta­
tions on the assumption that the most recently realised results will 
continue, except insofar as there are definite reasons for expecting a 
change" (p.51, Chapter 5). Hicks (1939) discusses expectations and intro­
duces the term "elasticity of expectations" which he defines as "the ratio 
of the proportional rise in expected future prices of X to the proportional 
rise in its current price". His ensuing analysis assumes this elasticity 
is unity thus "current prices will change expected prices in the same 
direction and in the same proportion". Hicks restricts his analysis to 
"unitary expectations" claiming such expectations are of "obvious importance".
This hypothesis is often implicit in efficient markets literature and 
also frequently used in portfolio analysis where theory provides a model 
involving expected interest rates but in applied work actual interest 
rates are substituted. For estimation purposes, in the context of the 
classical model, the naive hypothesis is ideal in that no extra complications 
are introduced into the model by employing the naive proxy. However it is 
useless if the variable y^ ^(y^) Is already in the model and the proxy 
yt (y ) is substituted for expectations under the naive hypothesis.
The situations where the naive hypothesis is appropriate appear to be 
limited in number. It can, and will where relevant in later discussion, 
be shown that the naive hypothesis results from special cases of other
theories.
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Distributed Lag Models of Expectation Formation
Distributed lag models of expectation formation widen the information 
set, upon which expectations are based, from the most recently observed 
value of the concerned variable to the entire, or part, past history of the 
variable.
Thus
00yt,t-i = } . Vt-r1=1
The lag length need not be infinite but may be truncated as felt appropriate
by the researcher. The value of El. is debated by theorists. Some
i 1
maintain E (j). should equal one so that the long run expectation realises
the actual value of the variable; as if y converges to y, say, then y 
should, in time, also converge to y. Alternatively, others argue this is 
not the case.
When estimating, the problems associated with distributed lag 
estimation, such as optimal lag length and possible multicollinearity of the 
lagged values, are likely to arise and general distributed lag techniques 
need to be applied to overcome these. The general distributed lag model 
above is not identifiable when substituted for expectations thus restric­
tions on the lag structure are necessary: for example imposing an Almon, 
a rational or Koyck lag structure.
By imposing different restrictions on the lag structure described by 
the <j) 's alternative hypotheses of expectation formation are obtained.
The naive hypothesis, obviously, is nested within the general distributed 
lag framework; other hypothesis embodied in this general framework are 
outlined below.
Adaptive Expectations
One variant of the distributed lag model, popularised by Cagan (1956) 
with respect to expected inflation, is the adaptive expectation hypothesis
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which avers that economic agents form their current and future expectations 
by revising their previous periods expectation in proportion to the 
difference between the actual value of the variable and the expectation 
in the previous period:
yt,t-l yt-l,t-2 Y(yt-1 - yt-l,t-2) (2.3)
which reduces to
t, t-1 (l-X) Z Ay i=o t-l-i*
where A = 1-y (2.4)
Equation (2.4) illustrates the distributed lag nature of the hypothesis; 
the expectation is an infinite distributed lag function of the actual 
variable, with weights declining geometrically.
Arrow and Nerlove (1958) relate the adaptive expectations model to 
Hicks' definition of elasticity of expectations. Hicks, they claim, 
assumes the system is in equilibrium up to the instance of a change 
occurring; however, this is rarely the case and, they assert, it is "useful 
therefore to express current price, not as a deviation from what prices have 
been in the past, but from what people had previously thought of as normal" 
(Arrow and Nerlove, 1958, p.229).
Muth (1960) and Nerlove (1967) illustrate that an adaptive expectations 
model is a special case of an economic agent using minimum mean square 
error forecasts as his expectations given certain assumptions. To briefly 
outline Nerlove's approach; assume the available measure of an economic 
variable may be divided into two components. One component is the variable 
about which the economic agent forms his expectations and the other is a 
random disturbance. Thus for a variable X we have:
where
X = X + Xmt pt rt
is the measure of variable X 
is a random disturbance component
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is the component about which the economic agents forms his 
expectation, X say.
the minimum mean square error predictor of X given its time seriespt nature.
Nerlove considers the special case
■ aX + v pt-1 t M  < 1
2where is a white noise process with variance a ,
2a is the variance of XA  rr
2 2and o /o - X.V «Vr
Given these assumptions Nerlove demonstrates that the mir^mnm moan square 
error predictor of X^t, X^t may be expressed in the form:
x - 2dL £ 6JX
PC ° j-o P£-l
where
8 - {(1 + X + a2) - /(I + X + a2) - 4a2 }/2a
X - aX - —  {X - aX ,} pt pt-1 a mt pt-1
which is equivalent to adaptive expectations when a equals one.
Nerlove recognises that this time series model is far too simple for 
most economic variables and examines larger order autoregressive schemes 
which of course give rise to far more complex models of expectation 
formation.
Some critics of the adaptive expectations hypothesis, as represented 
by (2.3) and (2.4) argue thaty, the adaptive parameter should not be constant 
but should vary over time, perhaps with time or with the change in the
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concerned variable. Turnovsky (1969) provides a Bayesian behavioural 
analysis generating an adaptive expectations scheme involving a varying 
adaptive parameter. An economic agent, Turnovsky assumes, has, at a point 
in time, prior subjective knowledge of the true distribution of the 
variable about which he is forming predictions. The mean of the subjective 
probability distribution of the variable is equated to expectations. As 
new information is gleaned the subjective probability distribution, and 
thereby expectations, is updated. Thus an error learning process is 
incorporated in expectation formation; economic agents employ Bayesian 
sampling methods to revise their subjective knowledge, and past expectations, 
as new information becomes available.
Turnovsky assumes the variable about which expectations are being 
formed, price, p , in his case, to be normally distributed with mean p*
O
and variance o^ _. Economic agents have subjective knowledge of p^ such that 
they believe it also to be normally distributed with mean p^_ and variance 
. Turnovsky derives the posterior distribution of p* at time t which 
becomes the prior distribution in time t+1 and the adaptive scheme follows. 





-I n-L + -JLoj 2
ü Gt
and n is the number of observations on p^ during period t.
For the adaptive parameter to be constant Turnovsky illustrates that
the economic agents subjective variance must decrease geometrically with
time. If this subjective variance is infinite then expectations are naive
or static and if an initial infinite subjective variance is combined with
2a constant variance, o and only one price is observed in each period the
expectations are simply an unweighted average of past prices.
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Frledman (1979) attempts to furnish a behavioural model underlying a
time varying adaptive parameter of expectations but his resulting model
is not really appropriate to adaptive expectations. It is instead a model
demonstrating how economic agents may revise their expectations of the
value of a variable in period t+k as the time horizon of expectations
shortens. Thus he describes the evolution of y ® . .,y®. . . .- ,y®. ,..0 »...,t+k,t 't+k,t+l 't+k,t+2
0where yt+^ t+j denotes the expected value of y in period t+k, based on 
information available at time t+j. The resulting expectations model is
yt+k.t - yt+k.t-i ’ ytt+k(yt - yt.t-i)
where y ^ varies over time as new information becomes available.
Taylor (1975) also proposes an adaptive expectations model, with a
time dependent coefficient of expectations, as a short run model of
expectation formation during a transition period to rational expectations.
A continuous time Phillips curve model, augmented by expected inflation,
is the basis of Taylor's analysis. He assumes monetary policy authorities
2select a constant mean, y, and time varying variance, o (t), for inflation.
2The public, however, is assumed to know only the variance, a (t), with
certainty and has prior knowledge of the mean, y, in the form of a
subjective distribution. Specifically, at time tQ, an initial guess of
y is made by the public which may be described by a normal distribution
2with mean y and variance o . It is assumed that y + y and further, 0 0  o
that expected inflation is the minimum mean square error estimator of inflation. 
Given these assumptions Taylor derives that, as new information is gathered, 
expected inflation follows a stochastic difference equation: .
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-2
d7Te ( t )
a ^+z(t) o
[ TT ( t ) d t - TT (t)dt]
where tt (t) is actual inflation 
0
tt (t) is expected inflation 
•t
and z(t) a ^(s)ds.
This is basically an adaptive expectations model: the adaptive parameter,
rr- 2
, decreases with time; the rate of decrease being dependent upon 
o 2
the variance, o (t), of the path selected by the monetary authorities. 
Koot (1975) proposes that expectations are adaptive but revised according 
to changes in the log of the relevant variable:
X = cf>o + <f>1Ay 0 < 4> <1, (p, > 0o 1
where X is the adaptive parameter involved in forming expectations of 
the value of y
denotes the "natural" expectations elasticity.
As illustrated above adaptive expectations result from a variety of 
underlying behavioural models. By employing such expectations in applied 
work non-linearity, and possibly serial correlation, are introduced into 
the model but both are easily facilitated by conventional estimation tech­
niques thus the hypothesis is econometrically appealing and has been widely 
employed in econometric models.
Extrapolative Expectations
An hypothesis, similar to the adaptive, is the extrapolative expecta­
tions hypothesis which asserts that expectations are the observed previous 
period’s value plus an extrapolation of the observed change in value:
t , t-1 y + 0(y 1J t-1 w t-l yt-2) (2.5)
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Enthoven and Arrow (1956) appear to be the first to formulate an extra­
polative type expectations model. They admit that their main motive for 
such a scheme is that it is mathematically simple. Three specific cases 
are defined by Enthoven and Arrow; 0 ■ 0, 0 > 0 and 0 < 0 which they 
classify as static, extrapolative and conservative expectations respectively.
Equation (2.5) may be written in distributed lag form as 
yt,t-1 ‘ (1+6)yt-l -6yt-2*
It is immediately obvious that the sum of the lag coefficients is one and 
that when 0 is zero the model reduces to the naive expectations model.
Very little, it appears, has been done to provide underlying 
behavioural models for extrapolative expectations; emphasis in this area 
has been In deriving adaptive or exponentially weighted distributed lag 
models. The appealing characteristic of the extrapolative hypothesis is 
Its simplicity which allows quite straightforward estimation procedures to 
be employed.
The extrapolative model is subject to criticism, as is the adaptive 
model, for assuming 0, the extrapolative parameter, is constant over time. 
Perhaps a more feasible assumption would be a time varying parameter. As 
the model merely extrapolates current trends, turning points will never 
be predicted prior to actual turning points which seems to be a very 
restrictive assumption as often upturns or downturns would be correctly or 
incorrectly forecast.
The extrapolative model may be combined with the adaptive model, and 
has been in a number of applied studies.Helliwell and Glorieux (1970) 
combine adaptive and extrapolative type elements in a model of expectations 
which also allows for trend growth . They define a-* general expectations
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model an
yt,t-l " yREG t,t-l * * X2*yt-2~^1+g*yt-3 *
%rb#r* yR£C t,t-l "Yl^ 1+g^ yt-l + y2^ 1^ 2yt-2 ■*■••• 18 th® *d*ptiv*
element
and g la Cha trend rata of growth.
Halllwall and Glorieux further assume the X^ and y^ decay exponentially 
thus,
ob m
yt,t-l ■ Y(l+g)^ r (Ya+g)LJ1yt.1.1 + bX E (XL)1(yt_1_1-a+g)yt.2.t)
- T(l+g)a-Y(l+g)L)'1yt_1 + bi(l-XL)-l(ye_1-(l+*)ye_2).
For zero trend rate of growth the model becomes
yj(t_! - Y(l-YL)_1ytl + bX(l-XL)”14y^_1 . (2.6)
Valentine (1977) employs a combined model of the form
y*^.! - a-e)(l-8L)"1yt_l + b(l-8)(l- ßl.)_1Ayt_1
which le similar to (2.6) when X * y » 6. This model may be written In 
obvious notation as
■ yt-i+ V w W  + ‘l V f V i . t J
where the term In the first parentheses represents the extrapolative 
element and the term In the second parentheses represents the adaptive 
element of expectation formation.
Weakly Rational Expectations
Some theorists advocate that economic agents utilize past history of 
the concerned variable optimally to obtain a minimum mean square error
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prediction as their expectation; such expectations have been termed weakly 
rational by Nelson (1975). Where y is generated by an ARIMA(p,0,q) 
the weakly rational expectation is denoted by
‘ Vt-i + + 9pyt-p + Vt-i + + Yq t-q (2.7)
With the proliferation of programmes employing Box-Jenklns techniques 
to estimate time series models and with the increasing availability of such 
packages to firms it may, in many instances, be appropriate to model 
expectations as weakly rational. Obviously, when y is generated by a 
pure AR model weakly rational expectations are equivalent to the general 
distributed lag model and, when this AR is a first order process, weakly 
rational are not distinguishable from naive or static expectations.
Wallis (1980) demonstrates that when y is generated by an AR1MA(0,1,1) 
process weakly rational expectations are adaptive.
Although a basic behavioural model underlies this hypothesis it is 
often employed because of its ease of application. Traditionally, under 
the assumption of weakly rational expectations, the ARIMA model for y£ 
is estimated by the model builder, one step ahead forecasts are obtained, 
substituted for expectations and then treated as predetermined for 
estimation pruposes.
General time series type expectations, where economic agents are 
assumed to form their expectations solely on the basis of the past 
history of the concerned variable, have been criticised for being over­
simplifications of economic behaviour and theoretically unsophisticated. 
Economic agents, argue critics, are aware that the variable about which 
expectations are formed is influenced by variables other than its own 
past history and would therefore include relevant variables in their 
prediction or expectation forming models whilst time series models ignore
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this additional information completely. As indicated above there are 
many possible behavioural models underlying these apparently simple 
representations of expectations. Because of their statistical tractable­
ness, such theories have formed the basis of great deal of empirical 
research.
2.3.2 Rational Expectations
In contrast to theories proposing that expectations are based purely 
on past values of the variable itself the rational hypothesis admits 
other variables may influence the formation of expectations and assumes 
expectations "depend specifically on the structure of the entire system" 
(Muth 1961). Expectations are equated with the mathematical conditional 
expectation of the relevant model; the expectation being conditional on 
the model’s structure and parameter values.
To ensure that rational expectations exist it is assumed that
1. random disturbances of the structural model are normally 
distributed,
2. for all variables to be forecast, certainty equivalents exist 
and
3. all equations involved in the system, including those for 
expectations, are linear (Muth, 1961, p.317).
Rational expectations may then be represented by:
*t = E(yt) 
or
y6 , = E(y I <J> )Jt,t-1 w t|Tt-l
where (f> . is the information available at time t-1.t-1
Rational expectations deviate from the actual value of a variable by only
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a random error term. Economic agents are assumed to behave as if they 
know the structure of the economic model and the relevant parameter 
values.
This hypothesis is theoretically appealing and has gained current 
popularity. Economic theorists have studied its implications for policy 
making, stability etc. in a variety of models. For actual expectation 
formation however, some, for example Feige and Pearce (1976) and Darby 
(1976), dispute rational expectations as an extreme theory. The dissenters 
claim rationality, in the Muth sense, does not allow for any error learning, 
updating process nor for costs of information gathering. The assumption 
that an economic agent acts as if he knows the economic model and its 
parameter values is argued to be hardly plausible. Economic agents may 
well assume the wrong functional form or incorrect nonlinearities or 
erroneously omit certain arguments from the function.
Shiller (1978) suggests rationality may be suitable to "auction" markets 
but is not always appropriate in macro models. It has been posited 
(Friedman (1979) and Poole (1976)) that rationality is an equilibrium 
concept and is not an appropriate assumption in a dynamic short-run model. 
Taylor (1975) also supports this idea claiming rationality ignores the 
"transition period" during which old and new information are combined to 
update old opinions. Expectations, Taylor posits, converge in the longrun 
to rational expectations equilibrium but in the short run they will, most 
likely, not be rational as individuals may be misinformed or make incorrect 
predictions of exogenous variables.
Sargent and Wallace (1973), Turnovsky (1977), Wickens (1976) and 
Wallis (1980) have obtained similar results regarding the rationality of 
expectations of leading endogenous variables. Such rationality "requires 
some rather unlikely foresight" (Wickens (1976)) as it implies expectations
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are based on expectations of all future values of exogenous variables, 
structural disturbances and expectational errors.
Cyert arid de Groot (1974) provide a Bayesian basis for rationality by 
introducing a Bayesian learning process. They develop a model describing 
the progression towards equilibrium, illustrating how the interdependence 
of Bayesian learning and expectations achieve equilibrium and enable 
rational expectations to be realised. Unknown parameters are assigned 
prior distributions by economic agents and conditional distributions of 
outcomes in the future are continually changed as either the posterior 
distributions of parameters are modified or serial correlation is taken 
into account. The learning process continues as more information is fed 
back through the market.
The learning process involved in forming expectations is ignored, by 
previous theories, assert Cyert and de Groot, and their proposed model attempts 
to remedy this deficiency of previous theories. Economic agents are continu­
ally updating the prior distributions of unknown parameters as information 
on them is gathered, even if the exact structural form is not known. Cyert 
and de Groot's model does not rely upon the assumption that the economic 
agents know the form of the model.
In specific models the equivalence of rational expectations and other 
models may be illustrated. Muth's own example, supply and demand in a 
commodity market with an autoregressive disturbance term, produces rational 
expectations which are adaptive. Mussa (1975) provides a "rational" basis 
for an adaptive regressive model; the adaptive element determines the 
long term expectation and a regressive element determines "the extent to 
which short term deviations from the long term rate are expected to be 
eliminated". On the other hand Sargent and Wallace (1973) impose adaptive 
expectations and rationality simultaneously in a model of hyperinflation.
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2.3.3 Alternative Behavioural Methods
In this section a few alternative models posited by various authors 
will be outlined. These theories are not dealt with in the body of the 
thesis but are of interest in that they attempt a more rigorous behavioural 
analysis than the theories previously examined. The theories acknowledge 
that factors, other than past values of the variable concerned, may be 
involved in determining expectations but do not in general impose the 
restriction that economic agents have full knowledge of the structural model 
and its parameters. In some cases costs of information gathering are 
considered and traded off against benefits from improved accuracy of 
forecasts.
Walters (1971) has modelled what he terms "consistent" expectations.
He acknowledges that there may be costs associated with gathering informa­
tion upon which to base expectations but assumes these costs to be the 
same for competing theories and proceeds to study "profit maximising 
expectations". Economic agents "believe" the economic model and "behave 
as if they know its parameters". The actual value the variable obtains 
differs from the expected value by a random component thus expectations 
are "consistent in the statistical sense" he claims. Walters also asserts 
expectations to be "consistent with a particular theory". The analysis is 
basically Muth's (1961) rational expectations model but the subject matter, 
the quantity theory, is different.
Taylor (1975) is particularly interested in the effectiveness of 
monetary policy and is critical of the rational expectations assumption 
that economic agents can make unbiased predictions of the monetary policy 
makers' decision. Such an unbiased prediction, he claims, would only be 
possible if economic agents had been able to collect data on these
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decisions under various economic conditions over a long period of time. 
Thus over a shorter period of time, in the absence of data, biased 
predictions could result.
However the biased predictions are only transient as after a time 
"guesses would converge, on the average, to the actual policy being used". 
This period, during which predictions are biased, Taylor terms the 
"transition period". For this transition period he proposes expectations 
may be formed adaptively with the adaptive parameter being time dependent.
Taylor considers the possibility that authorities have a particular 
welfare function, the expected discounted value of which they maximise. 
However the general public is only aware of the existence and use, not of 
the form nor the parameter values, of such a function. This he argues 
appears a feasible situation in most modern economies as a general 
consensus of opinion as regards the form and parameters of the welfare 
function is most unlikely amongst both the policy makers and the public. 
The actual social welfare function of policy makers being unknown to the 
public prevents people from unbiasedly predicting the decisions of policy 
makers.
Taylor's assumption of biased predictions of policy decisions is in 
the same vain as Turnovsky’s (1977) "structural" expectations, which are 
determined in a similar fashion to rational expectations, except that the 
expectations of the exogenous variables involved are not rationally formed 
Turnovsky is also interested in the effectiveness of policy decisions 
given these structural expectations. Expectations of exogenous variables 
being non-rational implies they are biased predictions, as assumed by 
Taylor. Turnovsky emphasises that only when the public is misinformed 
regarding policy decisions can they be effective and thus advocates that 
authorities deliberately announce incorrect policy decisions. Taylor, on
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the other hand, claims ignorance of the exact social welfare function will 
automatically ensure that predictions of policy decisions are biased. 
Turnovsky's model of expectations is not an interim, but an alternative, 
model to rational expectations.
Rational expectations of y, y^  ^  ^may be expressed as:
Y i = Pz* n ^tjt-l t,t-l
where represents the exogenous variables
z* represents the expectations of exogenous variables
and the elements of P are functions of structural parameters.
If economic agents are misinformed, or ignorant, regarding z as at *
result of government strategy as suggested by Turnovsky, or as a result of 
lack of knowledge as regards the social welfare function as Taylor argues, 
then
z* 1 ^E(z[d) ,)t,t-l t|yt-l
and I
y6 , f E(y I <j> ,)
where <{)  ^ is the structual model, its parameters, and policy makers’
decision rules.
Although economic agents know the structure and the parameters of the 
model, incorrect information on the formation of z prevents expectations 
from being rational.
For the econometrician the problem of representing z* is introduced
as it is not formed as a mean square error predictor, nor is it unbiased, 
nor is it generated by a structural or ARIMA model. To model such a 
variable under Turnovsky's assumptions we would have to search newspapers 
and journals for policy announcements.
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De Canio (1979) also advocates a learning period in forming expecta­
tions, but questions whether such a learning process will converge to 
rational expectations. He considers expectations, based on past history 
of both the concerned variable and other endogenous variables (one in his 
case) and the current and past values of exogenous variables, which are 
updated as economic agents learn more of the system according to a specific 
scheme.
For rationality an economic agent needs to estimate, or know, 
structutal equations, parameters, the nature of the disturbance term and 
know how every other agent forms his unbiased forecasts. In the acutal 
market situation where there are many participants and markets are 
decentralized this is a practical impossibility thus rationality must 
depend upon the convergence of a developing process of learning based on 
observations. However, concludes De Canio, it is not necessarily so that 
initial guesses of economic agents will be adjusted in such a way that 
they move closer to rationality, given a specific updating scheme.
From an updated expectation generation process, De Canio asserts, 
expected total benefit depends upon the increase in accuracy, while 
costs are those involved in estimating a new prediction function. Costs, 
he maintains, decrease as observations increase, so as these costs become 
infinitely small and benefits become large, an optimal interim time span, 
between prediction function updates, will result. Still it is not 
necessarily true that the process will converge to rational expectations.
Feige and Pearce (1976) are also concerned with the costs of 
acquiring information required to form expectations and define economic­
ally rational expectations as expectations resulting from the use of a 
forecasting model selected by weighing costs and benefits of models 
available. Costs involved in gathering information for extrapolative type
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expectations are assumed to be negligible whilst those associated with 
information processing of other variables are non-negligible. An economic 
agent is assumed to balance the benefits of predictions based on alternative 
information sets against costs of gathering and processing alternative 
information sets. The non-negligible cost information sets, past history 
of the variable concerned, are utilized only if they will provide overall 
gains. Feige and Pearce propose that a necessary condition for utilizing 
information s.ets, additional to the past history of the variable, is that 
such sets satisfy Granger’s causality conditions (Granger 1969).
Darby (1976) also examines the effect of "costly" information gathering 
and processing on rational expectations. He suggests different models of 
expectations may be employed at different times and by different economic 
agents. The various models arise as a result of different predictions of 
exogenous variables, costs of information processing and different values 
attached to predictive accuracy.
The models outlined above do not exhaust the list of expectations 
theories but serve to provide a general overview of the direction in which 
theories are moving. Models emphasising learning are perhaps best suited 
to studies at a micro level where economic agents, forming the expectations 
involved, face the same costs of information gathering and are most likely 
to have the same information sets and prediction methods. At the macro 
level appropriate expectations will involve aggregation over economic 
agents with dissimilar information gathering costs, information sets and 
prediction methods and may therefore be more difficult to model. On the 
other hand a simple expectations model may capture the essence of aggregate
expectations.
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Many theories are, at present, difficult, if not impossible to 
implement in the estimation of economic models. However by being aware 
of these theories and the estimation difficulties involved econometricians 
may, in the future, be able to develop estimation techniques to cater for 
all alternatives.
2.4 D irectly  Observed Series
A most desirable alternative, to the representation of expectations 
as a functional form, Is the use of directly observed series in models.
Of course rarely are suitable series available as the requirements of
4
such a series are stringent. To be considered "suitable" such a series 
would be required:
(a) to represent the relevant economic agents,
(b) to be available for the same sample period and at the same time 
points as other data in the model,
(c) to have an appropriate time horizon of expectations,
(d) to record opinions stated by respondents which are the same as 
those upon which they act and
(e) to be subject to smaller measurement error than other proxies. 
Candidates for suitable series are limited in number and some possibilities 
are discussed below.
Direct survey data on expectations are of two types; quantitative and 
qualitative. Quantitative data involve respondents replying, as the name 
suggests, quantitatively. Thus if questioned on expected inflation 
responses would be five per cent, six percent etc. Qualitative data result 
from surveys requiring only up, down or remain the same responses.
Quantitative data exist, in Australia, for expected inflation and 
the readily available series are the Shrapnel and the Melbourne Institute 
of Applied Economic and Social Research. The Shrapnel series could be
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termed "informed" expectations as they are expectations of a group of 
economists. The survey is made six monthly, in March and September, and 
respondents are asked to state their expectations of the annual percentage 
change in the consumer price index, all groups. The series begins 1958(1).
The Institute survey, in contrast to the Shrapnel series, could be 
termed "lay" or uninformed expectations as the group surveyed consists of 
consumers. This survey, which began in 1972(1), is carried out quarterly 
and respondents are requested to give their expectations of percentage 
price changes over the next four quarters. As it began quite recently 
this series is only available for a limited sample period.
Qualitative data are also available on expected inflation however 
such data are of limited use. In qualitative form the data are useless 
to the econometrician and thus have to be transformed to quantitative 
data. However methods of transformation are really not suited to this 
type of data"'' and the value of qualitative data on expected inflation 
is questionable.
Other quantitative data, than that on expected inflation, appear 
non-existent in Australia and it would be desirable in the future to have 
many more surveys providing a wide range of expectational data.
As an alternative to survey data forward interest rates and future 
prices may be employed as proxies for expectations if thought appropriate 
to the model. Such data may be suitable to commodity market models. 
Futures markets exist in a number of commodities and foreign currencies.
William Poole (1976) argues for the use of future market prices in 
preference to survey data or hypothetical models. In Australia such data
1 See Chapter six for a full discussion of transformation methods.
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series may be of limited length as markets in some commodities are 
relatively new.
2.5 Cone!usion
When faced with a model involving expectations the econometrician may 
choose from a number of theories of expectation formation or use a 
directly observable series. A directly observed series would be preferred 
to theoretical representation of expectations but the availability of an 
appropriate series will be the major determinant of its use. Deciding on 
a relevant theory, in the absence of a directly observed series, requires 
careful study of the economic model and the economic agents involved, 
taking into consideration the macro or micro aspects of the model and 
their implications for expectations.
CHAPTER 3
I D I O S Y N C R A S I E S  OF E S T I M A T I O N  A N D  I D E N T I F I C A T I O N  
OF M O D E L S  I N V O L V I N G  E X P E C T A T I O N S
3.1 Introduction
As indicated in the previous chapter numerous theories have been 
proposed to explain the formation of expectations. In the absence of 
such theories the econometrician is confronted with the problem of 
estimating a model containing an unobservable variable. The literature 
on the estimation of such models is quite vast, however most "solutions" 
to this problem involve postulating a relationship between the unobserved 
variable and a set of observed variables and then removing the unobserved 
variable by substitution. The various theories expressing expectations 
as a function of observed variables are amenable to the adoption of such 
an approach and estimation is then resolved into the estimation of a 
model comprising observed variables only.
Yet, consider the model in its original form;
By + Tx + CzG = u ~~t ~~t ~~t ~t (3.1)
where
and
y is a vector of endogenous variables 
x^_ is a vector of exogenous variables 
zG is a vector of expectations 
u is a random disturbance vector.~t
0Any analysis of the model (3.1), assuming z^_ exogenous, or endogenous may 





By + Tx + Cf(z ) = u ~~t ~~t ~ ~t ~t
x and u are as above ~t ~ t
is a vector of observed variables~t
0
f(z^) is the function relating z^_ and z .~t
(3.2)
Policy implications, stability conditions and identifiability of the
model in "unobservable" and "observable" form may differ markedly. In
eunobservable form z^_ may be regarded as exogenous, or endogenous, and
policy implications, stability conditions and identifiability examined.
0
However in "observable" form f(z ) is substituted for z and the nature~t ~t
of f(z^ _) will effect the conclusions of similar analysis. When employing 
f(z^) it is the observable model which is pertinent to analysis by the 
econometrician.
As aforesaid, identification conditions for observed and unobserved 
models may differ; also within the set of observed models identification 
may be "conditional" on the f(z^) assumed. Conditional identification 
of expectations models has not been explicitly documented, except for 
Wallis' (1980) treatment of models with rational expectations.
It is implicit in the literature that the identifiability of an 
observed model is determined by the fulfilment of rank and order conditions, 
the restrictions imposed by f(z^) and the endogeneity, or exogeneity, of 
z^_ being taken into account. In many instances it may be an onerous task 
to check these conditions. Order conditions, conventionally, are in terms 
of the number of exogenous and endogenous variables in the model and in 
each equation. Thus when expectations prevent a model satisfying order 
conditions it is not obvious from the counting rule employed. By 
introducing expectations as a third class of economic variables, necessary 
conditions in terms of endogenous, exogenous and expectations variables 
may be derived. This may enable limits to the number of expectations in
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a model, relative to the number of endogenous and exogenous variables, 
to be ascertained. Identification of models, for specific fCz^), in this 
framework,will be discussed in Section 2.
Estimation of the "unobservable" model«posing an apparently 
Intractable problem,has encouraged econometricians to concentrate on 
appropriate "conditional" estimation (that is estimation conditional on 
the f(z^) assumed). In general, estimation is discussed by authors as 
it appears in empirical work. For most f(zt), estimation of models, 
non linear in parameters, is involved and, in most empirical studies 
undertaken, particular theories are dealt with in isolation in a single 
equation setting. Section 3 discusses estimation of models containing 
expectations for a variety of f(zt), emphasising the salient features 
and peculiarities of each, in both single equation and systems frameworks.
Estimation and identification conditions for some theories are 
very straightforward but for rational expectations, which is novel and 
widely canvassed, major estimation and identification problems are posed. 
Emphasis will therefore be placed upon models involving rational 
expectations.
Wallis (1980) examines the identiflability of models involving 
current rational expectations in the context of his estimation procedure. 
His results are presented and discussed in Section 2. Wickens does not 
investigate the identiflability of models involving rational expectations 
given his assumptions; whereas Wallis' observable model involves more 
exogenous variables than the unobservable model, Wickens' model does not, 
and identification conditions are different for each method. Rank and 
order conditions for the identification of rational expectations models, 
given Wickens' assumptions, are derived in Section 2. The identiflability
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of specific models under both Wallis' and Wickens' assumptions is 
examined and comparisons are made.
Efficient estimation of current and future rational expectations 
models has been dealt with by Wallis (1980) and Wickens (1979) and their 
methods are presented and discussed in Section 3. As efficient estimation 
of rational expectations will in general involve complex cross equation 
restrictions and, for future rational expectations models, may not in 
some instances be possible, limited information methods have great appeal. 
Limited information procedures for current rational expectations as 
represented in the literature (for example Wallis (1980) and McCallum 
(1976)) are discussed in Section 3.
Wickens (1979) suggests some limited information methods for future
rational expectations models but it is shown in Section 3 that only one
of these methods is legitimate; namely, substituting the actual value of
the variable for its expectation and estimating using instrumental
variables. One of the major contributions of Section 3 is the development of
an alternative limited information method for future rational expectations
models. A generalized time series approach,not detailed in the literature, is
derived. When instruments are scarce this alternative method may be of great 
value.
3.2 Ident i f icat ion
When examining the identifiability of a model involving expectations 
the actual model to be identified must be explicitly defined to avoid 
possible confusion. Consider the unobservable model
BY + r X., + I\X0 + B Z~~t ~l~lt ~2~2t ~2~ t (3.3)
where Y is a G*1 vector of endogenous variables 
X is a K^xl vector of predetermined variables not
determining expectations
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X is a K^xl vector of predetermined variables determining
expectations
0Z^ is an exl vector of expectational variables
and u is a G*1 vector of disturbances.~t
Assuming expectations to be an observable exogenous or endogenous 
variable, conventional rank and order conditions being fulfilled will 
determine the identifiability of model (3.3). However, identification 
of (3.3) under such an assumption will not ensure that the system result­
ing from the substitution of a functional representation for expectations 
will also be identified. "Conditional" identification, whether the 
parameters of (3.3) and the additional parameters introduced under alter­
native hypotheses regarding the formation of expectations are identified, 
will be discussed in this section.
for
Substituting (where z^ is a vector of predetermined variables),
0z in (3.3) results in the observable model ~t
BYt + r x + r2x2t + b 2£<5 ) (3.4)
For particular f(z^), it will be demonstrated that conventional rank and order
conditions in terms of observable variables in (3.4) plus conditions involving
the expectations are necessary for identification of the model to be estimated .
The assumptions underlying the theorems stated in the analysis are of a very 
general nature (see Rothenberg (1971)).
To outline the approach adopted, assume in model (3.4) that V =0
and f(z^) = Dz^ where z is a vector of predetermined variables. The
restricted observable structural model is
BY~~t + hht + ?2?-t u~t
the unrestricted observable model is
(3.5)
BY~~t + r.x, + cz' i ~ i t  ~ ~ t u ~ t (3.6)
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and the corresponding reduced form is
Yt ■ - 5'Vt + \ (3.7)
where
and
Yt - nj* + vt (3.8)
n - (-B_1r - b_1c )
z*t
Let tt denote the vector of p elements ln II
6 denote the (m+n) vector of m unknown elements in B and 
and n unknown elements in C
Y denote the (nH-£) vector of m unknown elements in B and 
and l unknown elements in and D.
The conventional condition for local ldentiflability of the unrestricted 
observable model, (3.6), that is B, T, and C, given II is identifiable, 
is
3 tt 1
 ^ 36 J "m + n
whilst the condition for the local identiflability of the restricted 
observable model, (3.5), that is B, T, B^ and D, given the parameters of 
(3.8) are identifiable, is
3 TT 
3Y m + l ,
Since
3 tt _  DuS _3n 
3y 3y * 36
3 i r
3y < mim p
36.
BYP
3  TT \
36 J*
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Thus for the identification of the parameters in (3.5), given the 
parameters of (3.6) are identified,
(m+£) < minsp If I . (■*»> (3.9)





f n 9c(often —  da 0)
where c is the vector of n unknown elements in C
a is the vector of m unknown elements in B and T.
and 0 is the vector of £ unknown elements in and D











£ < mins p 9c90 (3.10)
9c




£ < n (3.12)
£ <_ n implies that the sum of the number of extra variables introduced 
into each equation through expectations must be greater than the.sum of 
the number of expectations in each equation plus the number of variables 
in z^, which is normally so unless / 0.
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The identifiability of the restricted observed model may be 
determined by first ensuring that the unrestricted observable model is
identified, that is that p 




m+n, (by examining rank and order condi-
By examining for alternative theories of expectation formation 
these "extra" conditions will be specialised for each theory considered. 
The following notation will be employed:
k ^  denotes the number of predetermined variables from in the 
i'th equation
k^^ denotes the number of predetermined variables from X^t in the 
i'th equation
g^ denotes the number of endogenous variables in the i'th equation
Oj denotes the number of equations in which the j'th expectation
occurs
e^ denotes the number of expectations occurring in the i'th equation
k^^ denotes the number ofpredetermined variables in and not in 
in the i'th equation
K* denotes the number of predetermined variables in z^ and not 
in X2t.
3.2.1 Naive Expectations
Naive expectations is represented by
ez = z , .~t -t-1 (3.13)
0
Substituting z^ ^ for z^ in (3.4) gives the observable model (restricted 
and unrestricted)
+ hht + C2?2t + -2-t-1 - st • (3.14)
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Consider the following cases:
(i) r2 = 0
It is obvious that identifying this model is equivalent to 
identifying the unobserved model assuming expectations to be exogeneous. 
Conventional rank and order conditions for identifiability of the model 
are appropriate and are, for the i’th equation:
(a) a necessary condition for identifiability is
If the necessary condition for identifiability of the model without 
expectations is satisfied then the necessary condition for identifiability 
of the model with naive expectations will be satisfied. (This is obvious 
from (a).
(Ki + e) “ (kH  + ei> i - 1
(b) the rank condition for identifiability is
p {(b r1 b 2H . )  = G
where ip. is the (G+K+e) x r. restriction matrix for the l 1 l
i 'th equation
and r_^  is the number of restrictions on the parameters of the 
i’th equation.
(ii) F? t 0
The restricted observable model is
( 3 . 15)
where S is an e*K selection matrix selecting coefficients of2
elements in both zt-1 and X,21
-Al­
and S la an exe selection matrix selecting elements of zt-1
not in
The model may be written in unrestricted form as
BYt + riXlt + ClX2t + C2Zt-l ’ “t (3.16)
A necessary condition for the ldentiflability of the i'th equation of 
the unrestricted observable model is
<K1 + K2 + V  - (kll + k2i + “el5 i  E1 - 1
and the rank condition for the identiflability of the i'th equation is 
(p (B rx cx c2)^±> - G
Theorem: The coefficients B^S and are not separately Identifiable,
given that B,T^, and are identifiable if there are no zero 
elements in
Proof: For the identiflability of and B^S, given that B, r^, and
are identified, from the general exposition,
- 21k21
where c contains the elements of C.
and 0 contains the elements of and B2 S.
r\ 3 C
However is 21kOJ * lkOJ and a necessary condition for the rank of —30




Thus a necessary condition for the identiflability of B2 S and is that 
there be no variables in that is 0.
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3.2.2 Distributed Lag Models of Expectations
The distributed lag model of expectations is
z t = a ( L ) z t_ 1




and aj(L) = “jl + “j2L + “j3L +
Again consider the following cases:
V 1. + a. L 3 i
jqj
(D C2 ■= o
The restricted observed model is
BY + r.X, + B a(L)z _ t 1 It 2 t-1
and the unrestricted observed model is
BY + r.X, + C,z . + C0z „ + ...+ C z t 1 It 1 t-1 2 t-2 q t-q
where q = q j = 1,...,e
q is the maximum q.,J
q^  is the lag length for the j 'th expectation
and C. = B2diag{ali,a2i,...,aei) i = 1 > • • • 9
Identification of the Unrestricted Observed Model
To identify B, C^, C2>...,C^ the rank condition to be
fulfilled is
p {(B C ± ... C )^i± ) = G 






The order condition for the i'th equation is
Ki - kn  - gi - 1 - (E. Y j "? 5kjqj)
j 3
where 6, . is the Kronecker delta kj
and
k=j when expectation j appears in the i'th equation 
k^j otherwise.
Since ( E n.q. - E 6, .q.) > 0 
3 3 3 j k ] J  '
if K - k > g. - 11 li —  l
then it is always true that K - k, . > g . - 1 - (E n .q - E 6, .q ) .
1 11-1  i J 3 j kJ j
Thus if order conditions for the identifiability of the model without
expectations are satisfied order conditions for the identifiability of
the unrestricted observed model with distributed lags representing
expectations will be also satisfied. A preliminary check that
K, - k , . > g. - 1 would be advisable.1 li -  l
Identification of distributed Lag and Expectation Parameters Given that 
the Unrestricted Observable Model is Identified 
Theorem: The identification of and a(L) is not possible without
restricting a(L). A common restriction imposed is that a.^ = 1, 
j = 1, ...,e.
Proof: For the identifiability of B 0 and a(L), given that B ,T,,Ch,...,C2 1 1 q
are identified, it is required that
E (n . + q . ) 
J J
where c contains the elements of C1 ,C_,...,C1 2  q
and 0 contains the elements of B^ and a(L),
E (n . + q . ) < En . q . , 
J 3 ~  3 3
which is always satisfied.
and
- 44-
M 9cN o w  ae
a 0 I.
F(I 0 B’)• eq l «
assuming * q, j * and In_j « Ge for ease of exposition,





















where b^ (i • 1....e) is the i*'*1 column of B^.




. < 1 A3






where is GexCe, A2 is e xGe, A 3 is CexGe(q-l) and A4 is e (q-1)xGe(q-1) 
taking into account the zero restrictions on the off diagonal elements 
of the matrices d i a g f a ^ ,... . a ^ } . For the identif lability of the non 




■ Ge + eq
■ Ge + eq - e
thus without further restrictions on a(L) the model is not identifiable.
The restrictions
“ 1 J “ 1» • • • >e
8c
80
(where A5 is e(q-l)xGe(q-l) p(A5> - e(q-l))
8c
~%Q now has rank Ge+e(q-l) as required for the identiflability of a(L) 
and B2 *
(Ü) r2 J4 0
The unrestricted observed model is similar in form to the unrestricted 
observed model when “ 0 and may be Identified similarly.
The restricted observed model is now
BY+riXlt +[r2+< V l B2“2 ••• B2“k2)1X2t+[(B2 V 1"-BA ))




However as the model is not identified when T2 = 0 without further 
restrictions on a(L), it follows that similar restrictions are required 
when r2 f 0. The number of restrictions required defeats the purpose of
the expectation hypothesis and thus, as far as expectations is concerned,
the model is not identified.
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3.2.3 Adaptive Expectations Models
Adaptive ex p ecta tio n s  are denoted by
e e . / e v
l t  " z t - l  +
-1-  (I-XL) (I -X )z t -1  X -  ( I - y) ,  a d iagonal matrix.
Consider
r2 -  o
The r e s tr ic te d  observed model i s
-1
t  + ri Xl t  + B2 ( I - XL) ‘  “ t
(3.20)
|l-XL|BYt + |l -X L |r i Xl t  + B2«dJ(I-X L )(I-X )*t _1 -  uj
(3.21)
and the u n restr ic te d  observed model la
BV r i XU * :i V l + - • •+CeYt - e +Dl Zc - l + - • •+De ZC- e +El Xl t - l + - ' ' +Ee Xl t - e  ‘  u
(3 . 22)
I d e n tif ic a tio n  o f  the U n res tr ic ted  Observed Model
The rank con d ition  for  the i d e n t i f l a b i l i t y  o f the i ' t h  equation i s
p{(Br1 C2 . . .  . . .  DeEx . . .  Ee) * ±> -  c
where i s  the r e s t r ic t io n  m atrix as b e fo re .
The order con d ition  for the i d e n t i f l a b i l i t y  o f  the i ' t h  equation la
e ( ( K 1- k u ) +  (C -g i ) + ( e - e ±) ) > g ^ l  .
I f  ex p ecta tio n s  were observab le and exogenous, the necessary  
co n d itio n  for ident i f l a b i l i t y  o f the i ' t h  equation  would be
1 l i  i  -  bi
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and if this condition is satisfied the necessary condition for the
identifiability of the i'th equation in the unrestricted observed model
will be satisfied. An examination of K -k, . + e-e. would be a suitable1 li l
first step in determining the identifiability of an equation in the 
unrestricted observed model.
Identification of Expectation Coefficients and Adaptive Parameters Given 
that the Unrestricted Observed Model is Identified.
Theorem: The identifiability of the expectation coefficients, B^, and
the adaptive parameters A,,...,A , given that the unrestricted observed1 e
model is identifiable, is assured.
Proof: Given that the unrestricted observed model is identified, for
the identification of and A a necessary and sufficient condition is
p(|f)=Zn. + e (3.23)
A necessary condition is
or
£ n. + e < e(£ g. + £ k . + e) 
J - i i i l1
I n. < e(£ g. + £ k . + e - 1)J “  i li
(3.24)
which is always satisfied.
3 cExamining —  it is easily seen that (3.23) is also satisfied. Thus
O U
if the unrestricted observed model is identified the restricted observed 
model is identified.
3.3 .4  Extrapolative Expectations
Extrapolative expectations are represented by




(l) r2 - o
The restricted observed model is
BYt + ' A t  + V t - l  + B26(zt-1 - Zt-2> ut
and the unrestricted observed model is
BYt + riXlt + B2Zt-l + C(zt-1 - Zt-2> u . t
Identification of the Unrestricted Observed Model
The rank and order conditions for the identifiability of the 
i'th equation are, respectively,
p {(B T1 b2 C)^} = G
where is the restriction matrix
and + 2(e_ei) ±
If the necessary condition for the identifiability of the i'th 
equation from the unobserved model with exogenous expectations,
(K1 - ku ) + (e - ei) >_ g± - 1,
is satisfied the order condition for the identifiability of the i'th 
equation from the unrestricted observed model will be satisfied. However 
both conditions are simple to check and nothing is to be gained by 
examining the unobserved model first.
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Identification of Extrapolative Parameters Given that the Unrestricted 
Observed Model is Identified
Theorem: The parameters of extrapolative expectations, 0^,...,6e, are
Identifiable If the unrestricted observed model parameters are 
Identifiable.
Proof: Given B, and C are Identifiable the Identlflability of 0
depends upon
where c contains the elements ln C
*and 6 contains the elements In 6.
(3.25)
and e _< E n . (3.26)
j J
(3.25) and (3.26) will always be satisfied thus 6 Is Identified If the 
unrestricted observed model Is Identified.
(ID r2 i 0
The restricted observable model now is
BYt + rixu  + (W )zt-i + W l  + b2 0 t - 1 •  z t - 2 )
and the unrestricted observable model may be expressed as
BY + r X + C, z + C„z* _ + C A Z  -z _) - ut 1 It 1 t-1 2 t-1 3 t-1 t-2 t
where S selects the elements of zt l  in X2c; Szt_1 - z
and S selects the elements of z ^ not in X2t; Sz^^
Identification of the Unrestricted Observed Model
The unrestricted observed model when f 0 is equivalent to its 
counterpart when = 0, thus the identification conditions are identical.
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Identification of Expectatioyi Coefficients and Extrapolative Parameters 
Given that the Unrestricted Observed Model is Identified
Theorem: Given that the unrestricted observed model is identified, the
expectation coefficient of the j1th expectation in the i?th equation, b , ^J
the j 1th extrapolative parameter, 0., and the corresponding element in 
r„, , are not identified unless y^  . . =0. Thus for the identiflability2 2ij 2ij
of r„, and 0 for at least one i, for each i, it must be that y~ , . = 0.2 2 2ij
A necessary condition for the identifiability of B^ and 0 is
e < E n. - E k •— . j 2iJ i
the number of expectations in the model must be less than the sum, over 
the expectations of the total number of times an expectation appears in 
the model less the sum, over equations, of the total number X variables 
in an equation.
Proof: For the identifiability of F9, B^ and 0 it is required that
3c
30
E k0. + E n. + e 2 i  J
where c contains the elements in , C^ ,
0 contains the elements in B^, 0
3 cA necessary condition for — 7 to have the above rank is
E k _ . + E n . + e < 2 E n .2i . ] — . j1 J J
that is
E k + e < E n . .2i — . j1 J
Thus a necessary condition for the identifiability of a model involving 
extrapolative expectations of variables already in the model in lag
form is
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e < I n
" j j
3.3.5 Time Series Models of Expectations




z = P z +...+P z +R1e4_ ,+...+R e t 1 t-1 q t-q 1 t-1 p t-p
2q and p are assumed known) which involves e (q+p)
r2 =  0
The observed model is
BYt + riXlt + B2PlZt-l + + B-R £2 p t-p ut
or
BY + T X + C Z _ + ...+ C Z + C  , + ...+ C , et 1 It 1 t-1 q t-q q+1 t-1 p+q t-p ut
and it is easily seen the model is equivalent to the distributed lag 
model in 3.3.2. By similar analysis to that of the distributed lag 
model it may be established that the model, as it - stands, is not 
identifiable. Rather than obtain identifiability via restrictions on 
the P or R matrices it is achieved by augmenting the model with the 
ARIMA model generating the z^. However this is only valid when is 
exogenous as adding equations for endogenous variables already in the 
model yields a system with more equations than endogenous variables, 
obviously.
For "weakly rational" expectations to result in identifiable 
models the expectations must be of an exogenous variable and the 
complete model must include the ARIMA process generating the exogenous 
variable about which the expectations are formed. Identifiability may 
then be determined on the basis of the conventional rank and order 
conditions applied to this augmented model. This is also true for
r2 /  0
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Of course if it is assumed the ARIMA model generating the exogenous 
variables is known, the expectations may be treated as predetermined 
variables and conventional rank and order conditions applied to the 
unobserved model with exogenous expectations resolve identiflability.
3.2.6 Rational Expectations Models
Alternative estimation schemes are possible for models involving 
rational expectations, as will be demonstrated in 3.3, and identiflability 
may depend upon the adopted method. Wallis (1980) emphasises that 
McCallum's (1976) single equation estimation procedure, involving replacing 
the rational expectation with the actual observed value of the variable 
will result in loss of identification if the rational expectation and 
the actual value occur simultaneously in the equation.
Wallis (1980) also examines the identification of the models 
involved in his suggested estimation method and his results are outlined 
below.
Consider the model
BY + TX + B2Y*t = ut (3.27)
where Y^ is a Gxl vector of endogenous variables 
is a Kxl vector of exogenous variables
*Y^t is a Hxl vector of rational expectations.
The unobserved reduced form is 
Y, . nilYlt + n!2Xt + Vlt
n21Ylt + n22Xt + V2t
(3.28)
and utilizing the rational expectations hypothesis
-1Y = (I-II ) ni2Xt* where xt is ttie exPected value of X^_
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X^_ is assumed observable and the identification of n.^, ^12* ^21 an£^
11^ 2 given P is identified, the structural parameters given P is identified 
and the structural parameters given that II n.^» ^21 anc* ^22 are 
identified, are discussed. Denote the column vector of r unknown 
elements of B, Y and by 6, the vector of elements in , II^» ^21*
^22 U anc* t*ie column vector of elements of P by p.
The rank conditions stated explicitly by Wallis are 
(i) For the identifiability of the structural parameters given 
that P is identified:
where is r*2GK.
do
(ii) For the identif iability of the elements of II given P is 
identified:
P G(H+K)
where — is C(H+K) x 2GK 
8tt
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S  7T—  is r*G(H+K).dö
Wallis also deduces some simple counting rules, namely:
(i) To identify t t , given P is identified, the number of exogenous 
variables in the model must be at least as great as the number of 
expectations variables.
(ii) To identify 6, given P is identified,
(a) when r = G(H+K); the number of exogenous variables in 
the model must be at least as great as the number of expectations 
variables,
(b) when r = G(H+K)-m; it is required that m _> G(H-K)
To deduce (ii)(b) Wallis imposes the condition H > K but this 
appears to be invalid: the rank condition is
P r where rx2GK
and a necessary condition for this when r = G(H+K)-m is
G(H+K)-m ^ 2GK 
or
m > G(H-K) . (3.29)
(3.29) is necessary whether H = K. Assuming m to be positive (3.29) is 
of course automatically satisfied when H _< K and need only be examined 
when H > K.
A special case, not examined by Wallis, is when the unobserved 
structural form is already the reduced form. It is then possible for 
tt to be identifiable, given that P is identifiable, when H > K; when
_
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there are more rational expectations than exogenous variables, contrary 
to the general result above.
To elaborate
_ _8tt _9p 
3 6  ~  8 6  * 8 tt
The condition for identifiability of the structural parameters (and the 
unobserved reduced form parameters), given P is identified, is
P = r
that is
r = GK + Gp(P12) .
For H <_ K, p (P 2) 1 H and r G(H+K) while for H > K p(P 2) ^  K and 
r <_ 2GK.
Wickens' estimation procedure for current rational expectations 
differs from Wallis’ in that he substitutes actual observed values of 
the endogenous variables for expectations rather than functions of x^ _, 
assumed observable by Wallis when examining identification. Thus no 
additional predetermined variables are introduced. The identification 
of a model involving current rational expectations of endogenous 
variables under Wickens’ assumptions will be examined.
Consider the model
Y. B, + Y, B + Y_ B + X C It 1 lt,t 2 2t 3 t (3.30)
where Y ^  is lxp vector of endogenous variables which also occur
in expectational form 
0Y ^   ^ is lxp^  vector of expectation variables
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Y21 is l*p2 vector of endogenous variables which do not occur 
in expectational form
is lxq vector of exogenous variables 
and u^_ is normally distributed, N(0,E).
As will be presented in Section 3.7 the model may be written as
YltBl + YltB2 + Y2tB3 + \ C = \ ( I+B'1gB2)
where G is a selection matrix such that Y^G =
Y = (Y Y ) t  ^ It 2t;
and B
where
Y B + X C = u (I+B 1GB_) t t t 2
B =
Bl+B2
YtB(l+B 1GB2) 1 + XtC(I+B 1GB2) 1 = ut
or, in obvious notation,
Y BA + X CA = u (3.31)t t t
The reduced form of the above model is
Y = -X CB_1 + u (I-B-1GB0)B_1t t t 2
= x n + vt t
where v^ is normally distributed, N(0,fi).
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The exclusion and normalising restrictions on the parameters B^, B^, B^, 
C and E may be expressed as
^.(B1,B2 ,B3,C,E) = 0  i = 1,...,r.
Theorem i: AssumingE to be unrestricted, the necessary and sufficient
condition for the local identifiability of B^, B^ and C, given n is
identified is
p(Q.i|>) = (2p1+p2) (p1+p2>
where




I , 0 A'B’G -I , 0 A'C'
Pl+P2 1*1*2
and 4> = (ip ,... ,\jj )' 1 r
Theorem ii: For the identifiability of the i’th equation, given n is
identified, the necessary and sufficient condition is
p(Q.i|0 = (2px + p2)
where Q
A'B' 0 - A ’C r
0 A ’B ’G - A ’C'
Theorem Hi: A necessary condition for (i) and (ii) is that there be
at least (2p^+p0) independent restrictions on the parameters of each 
equation.
Note: The normalising and zero restrictions involved are those
a —
on the unobserved structural model (3.28) whilst Q and Q involve the 
parameters of the observed structural model (3.29).
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Proof: Given that II ia identifiable, the local identiflability of the
structure (3.30) depends upon the uniqueness of the solutions of
IIB ♦ C - 0
[I+2_1GB ] I+B-1GB ]_1- Z b q (3.32)
^i ^ 1*^2*  ^ 3 ' ^*^ 0 i • 1»• • • ,
That is identiflability hinges upon the rank of the Jacobian of (3.32). 
Partition n - (JI^ n^ )
where is q*p^ and Il2 is q*P2 and denote
vec B by 8 
vec B^  by &2 
vec C by c 
and vec £ by o.













” I  (pi‘*'p2^2 *o
2 {I . B) -
2j3vec B (B,C , a £) + B^C’
pl+p2 1 33
2 d  x 
Pl+P2









The above Jacobian may be written as the following product
I . 0 B 1,[I+B 1GB„] 'pl+P2 2 i e n '  - a .
Pi+p2
-1'0 g 'b [i+b g b0]' i 0 n'
(p1+p2)q
-A,
0 I, . v2
(P1+P2)
( p1+ p 2 )q
1(Pn+Po)21 2'
where
I , «[I+B 1GB.J 1 B’
Pl+P2 2
0 I , 0[I+B 1GB0]'B'Gpl+P2 2
' - I  - 1 '  ~_1 -I'-I , 0[I+B GB ] C' I , 0[I+B GB_] B'A,Pl+P2 2 p1+p2 2 1
-I , 0 [ I+B_1GB„ ]_1 C' I 0[I+B'"1GB.r1 B'a.
PL+P2 2 Pi+P2 2
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ib' = {li ~ iiif ’ 16T } .V Vas
The first partitioned matrix of the above product is nonsingular 
for all values of the parameters in the unrestricted parameter space. 
Hence the rank of the Jacobian is (p^+p2) P^us t i^e ran^ °f W.
Since the structural parameters are identifiable if and only if the 
rank of the Jacobian is (p^+p2)(3p^+2p2+q) the rank of W must be 
(2p^+p2)(p^+p2). A necessary condition for W to have this rank is that 
there be at least (2p^+p2) (p^+p2) independent restrictions ij; on the 
parameters B^, and C.
Consider r^ restraints on the k ’th equation thus
pi+p2
r = I r, . 
k=i k
W can be arranged in the form
* WPi+p2
where
W is (2p1+p2)(p1+p2) x r
and
Wk is (2p1+p2) X rk
For W to have rank (2p,+p„)(p,+p„) each W, must at least have rank1 2 1 2  k
(2p^+p2). A necessary condition for this and a necessary condition 
for the identifiability of each equation is that there are at least 

























“ y 21y 12 y 22
1 _ 312y 21 1 _ 312y 21
ut (3.34)
From the normalization and zero constraints in (3.33)
Pi = p2 = 1
2pi + p2 = 3
r! = 3 = 2p1+p2





~1 0 0 0
312 1 0 0






0 " Y22 0 " Y22
1_312Y21 1_312Y2
1 0 0 0
0 0 1 g12
0 " Y22 0 - y22
1_312Y21 1_312Y21
p(W1) = 3 = 2p1+p2
Thus the first equation of (3.33) is identified. Similarly the second 
equation is identified since
1 0  0 



































Y 22_ Y 12Y 21 y
1 312Y21
0 0 0 




Pi = P2 = 1
2pl + P2 = 3
ri = 3 = 2p1+p2
thus the necessary condition for the identifiability of the first 
equation is satisfied.
and
1 0 0 0





P(V — ^ = 2Pl + P2
Thus the first equation in (3.35) is identified. ' However
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p (W^ = 2 / 2P1+P2 P(W2) = 2  ^2P1+P2
Thus neither equation of (3.37) is identified.
It is of interest to examine rank and order conditions pertaining 
to the unobservable model assuming expectations to be endogenous. Let 
Q denote the matrix of parameters of the unobservable model. The 
rank and order conditions for the identifiability of the i1th equation 
are, respectively,
The order condition is identical to that of the observed model, as 
is expected, but fulfilment of the rank condition will not ensure the 
identifiability of the observed model. To illustrate this deficiency 
consider the rank conditions, of the above examples, for the unobserved 
models.
(i) Equation 1
p(ipi .Q) = 2V ±+ V 2
and
p(lpiQ) = 2 < 2px + p2
Equation 2
P (ih2Q) = 2 < 2px + P2
(ii) Equation 1
pC^Q) = 2 < 2p1 + p2
Equation 2
p(^Q) = 2 < 2pj + p2
(iii) Equation 1
pOl^Q) = 2 < 2p1 + p2
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Equation 2
p (<1>2Q) = 2 < 2p1 + p2
Thus it would be concluded that none of the equations is identified 
based upon the rank conditions for the unobserved model.
To compare identifiability under Wallis' and Wickens' assumptions 
consider example (iii) above where, under Wickens' estimation procedure 
and assumptions, the model is unidentified. With Wallis' assumptions, 
the unobservable reduced form is







! h t  + Y22
e " nl2 '
ylc +
_ n22_
x + v t t
and
It (1- V ~ lni2\













x + v t t
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P 11 P 12
P 21 P 22
+ v
Let H be the number of expectations in the model
K be the number of exogenous variables in the model 
G be the number of endogenous variables in the model 
and r be the number of parameters, in the structural form, to 
be estimated.
Thus
H = K = 1 (3.39)
r = G(H-fK) = 4. (3.40)
From (3.39) it is seen that the necessary condition for the identifiability
of the n . . ’s given the P..’s are identifiable is satisfied and from 
ij ij
(3.40) it is seen that the necessary condition for the identifiability
of the 3..'s and Y..’s given the P..'s are identifiable is satisfied. Thus ij iJ iJ
both the IT s and the ß's and y ’s may be identified given that the P's are 





3 TT 4 = G(H+K)
and in fact the II ’s and ß's and y 's are identified; given that the P's 
are identified.
Also p 3 7T96 4 = r, and the 3's and y ’s are identified given that
the IT's are identified.
That identification is achieved under Wallis' assumptions and not
under Wicken's assumptions is not surprising as expectations introduce
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extra predetermined variables and parameters with Wallis' method whereas 
with Wickens' method they introduce only extra parameters. The assumptions 
regarding the rational expectations information set, and the estimation 
method adopted, are thus crucial to the identifiability of a model 
containing current rational expectations.
3.3 E s t i m a t i o n
A discussion of alternative theories pertaining to the formation 
of expectations has been presented in Chapter 2 thus the explicit nature 
only of f(z^) for a number of theories, will be given and appropriate 
"conditional" estimation procedures outlined. Serial correlation is 
ignored in general.
There are two alternative roles of f(z^) to be considered. First,
0 0it may represent the behavioural model of the formation of z^ _; z being 
regarded as another endogenous variable. Thus the unobserved model is 
augmented by either the identity
z Ct  = f(zt) (3.41)
or the stochastic relationship
zG = f(z ) + n (3.42)-1 ~ t ~ t
Secondly, f(z^) may be regarded as a proxy for z ^ , thus
f (zfc) = + §t (3.43)
where F is the measurement error involved.~ t
For estimation purposes (3.41) and (3.42) are equivalent as q is 
subsumed in the error term of the model and it is independent of the 
explanatory variables. The second role of f(z^ _), as a proxy, has been
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lgnored previously but It Is a feasible alternative and estimation under 
such an assumption, where appropriate, will be examined In addition to 
estimation under the usual assumption (3.41) (which Incorporates (3.42)).
The estimation of naive, adaptive and extrapolative expectations In 
a single equation context Is quite straightforward, and Is Implicitly 
covered In empirical work but It Is explicitly outlined here for 
completeness. The Implications for systems estimation of these theories 
and distributed lag and weakly rational expectations theories are 
emphasised. It Is Illustrated that efficient estimation of weakly 
rational expectations models Is not always possible.
Efficient estimation of fully rational expectations models is 
complex and, as often only a single equation Is to be estimated and 
consistent estimation is generally simpler, a consistent procedure Is 
desirable. For current rational expectations an Instrumental variable 
estimator has been suggested by McCallum (1976) and a time series method 
by Wallis (1980). Wlckens (1979) proposes a number of consistent pro­
cedures for future rational expectations emphasising instrumental variable 
estimation. Variations of these methods are discussed and a generalised 
time series method for future rational expectations Is developed which may 
provide consistent estimates when Instrumental variable estimation is 
not admlssable, perhaps because of lack of Instruments.
3.3.1 “Naive" Expectations
Assuming expectations are formed "naively" we have either
or




Estimation under these assumptions is quite elementary, provided z  ^does
0not occur , in any equation in and z . Given (3.44), z^   ^may be 
substituted into the model for expectations and conventional estimation 
procedures adopted to produce estimates of the structural parameters which 
will be efficient "conditional" on the assumption of "naive" expectations.
If z is a vector of endogenous variables and serial correlation is 
present estimation methods would need to accommodate lagged dependent 
variables and serial correlation.
Alternatively, given (3.45),  ^is again substituted for the
expectations variable but now measurement error is introduced. Consistent 
estimates may be obtained by employing an instrumental variables estimator.
3.3.2 Distributed Lag Models of Expectations
When expectations are assumed to be some distributed lag of past
values of the concerned variable they may be expressed as, assuming for
0simplicitly that z is a scalar,
z^ = 4> (L) z t_1 (3.46)
where
cj) (L) = <|)^L 4- cj)^L + ...
and L is the lag operator,
or <f> (L) z = z& + n • (3.47)t-i t t
In general, as with distributed lag estimation, different restrictions 
are imposed on the lag structure described by the (Jk 's to facilitate 
estimation, achieve identification, and represent alternative hypotheses 
regarding the formation of expectations. The naive, adaptive, extrapolative 
and weakly rational expectations models are really restricted distributed
lag models.
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Conceivable estimation problems which may arise are best illustrated 
by studying a few simple examples. Consider first a single equation 
involving expectations;
ylt = aZt + ^Xt + Ult (3.48)
where y is an endogenous variable
x is an exogenous variable
0z is an expectations variable 
and u is a disturbance term.
Substituting (3.46) into (3.48) gives the observable equation
ylt = a<K L)zt_i + ßxt + uu  (3.49)
a and the <f> ' s are not separately estimable. Usual methods of estimation 
will obtain estimates of ot4>_^(i = 1,2,3,...). Of course an infinite 
unrestricted lag cannot be estimated therefore a suitable lag length must 
be assumed or selected. Other problems associated with distributed lag 
estimation, in addition to optimal lag length, arise in this situation 
such as possible multicollinearity resulting from the large number of 
lagged values of the concerned variable.
Treating cf>(L)zt  ^ as a proxy for expectations introduces measurement 
error and thus correlation between the proxy and the new error term as 
the equation to be estimated is:
yit = a(^ (L^zt_i + $xt + (ult-ont) (3.50)
Instrumental variables would provide consistent estimates of cx4>^ (i = 
1,2,3,...) but for extremely long lag lengths such estimation may not be 
a viable proposition due to the number of instruments required.
Now assume that expectations appear in one equation of a two equation
system:
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y, = a,z + $, x + u, Jlt I t  I t  It
y2t = V l t  + ß2Xt + U2t
Given an identity such as (3,46) substituting for z gives
yit = °i*a)zt-i + ßixt + uit




Assuming the model is identified estimation, of $ , 3^» a2 » and 
(i = 1,2,3,...), is achieved by conventional methods, (allowing for the 
within equation restrictions necessary to identify <j>(L)). However if 
expectations appear in the second equation also, after substitution the 
model is of the form:
It aH (L)zt-i + ßixt + Uu
'it = **(L)zt-l + ß2xt + a2ylt + u2t
(3.54)
Estimation now involves restrictions across equations in the form of
Vo
Y^
"Conditional" efficient estimates of all parameters may be obtained by 
maximum likelihood methods, assuming the model is identified.
For the alternative specification 
<J> (L) zt-1
ez + q t t
measurement error is again introduced and effectively z^_  ^ (i = 1,2,3,...) 
are jointly dependent variables* Instrumental variables estimation will 
produce consistent estimates of (i = 1,2,3,...), a2> 3^ and 32 in
(3.53) and of cx^ cJk  (i = 1,2,3,...), (i = 1,2,3,...), $ , ß2 and c*2 in
(3.54) . However other limited information methods, such as 2SLS, require




One variant of the distributed lag model is the adaptive expectations 
hypothesis where:
e e e .; = z , + v(z -z )t t-1 Y t-1 t-1
which, for scalar z , reduces tot*
e 1- X z = -— —  z (3.55)t 1-XL t-1
where L is the lag operator 
and X = 1-y .
This model of expectation formation is an attempt to model the behaviour
of economic agents and it is therefore not appropriate to consider the
alternatives where the specification (3.55) is a proxy for expectations.
To obtain an equation suitable for estimation, — —y- z , is substituted1-XL t-1
for the expectations variable which, after multiplying through by (1-XL), 
results in the regressor set containing a lagged dependent variable. The 
disturbance term of such a model needs to be deliberated on as serial 
correlation may be introduced by the above substitution.
For example, reconsider model (3.48) with z as in (3.55), thus the 
equation to be estimated is:
ylt = a(l-X)zt_1 + 3xt + Xyt_1 + (l-XL)ut . (3.56)
The presence of serial correlation depends upon the nature of the original
2disturbance, u^. With u assumed to be distributed N(0,o ) the disturbance
u^-Xu  ^ is a first order moving average process with parameter -X and this
must be incorporated in estimation. Alternatively u may be assumed to
have been of such a nature that the resulting (l-XL)u , v say, is 
2distributed N(0,o ) and this complication overcome. The equation (3.56) is 
non-linear in parameters and estimation methods taking into account these
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non-linearities, and possibly restricted moving average disturbances,are 
required for efficiency; thus maximum likelihood methods are appropriate.
As with distributed lag expectations, the appearance of adaptive 
expectations in more than one equation of a system will produce across 
equation restrictions which may be accommodated by a restricted systems 
estimator such as FIML.
3.3.4 Extrapolative Expectations
An expectations hypothesis similar to the adaptive is the extrapolative 
under which
ezt z , + 0(z , -z n) t-1 t-1 t-2' (3.57)
Substitution of (3.57) for the expectations variables again results in 
equations non-linear in parameters and, if expectations appear in a number 
of equations in the system, across equation restrictions; thus, for 
efficiency, estimators such as m.l.e., for single equations, and FIML 
for systems should be employed.
As extrapolative is similar to adaptive expectations, in that it is 
postulated as a behavioural model, it is inappropriate to consider it as 
a proxy for expectations which introduces measurement error.
3.3.5 Adaptive/Extrapolative Expectations
The two preceding theories may be combined and adaptive/extrapolative 
expectations defined as:
V i + °‘i(zt-rzt-2) + a2(zt-rzt-i)- (3.58)
Substituting (3.58) for expectations introduces lagged values into the 
regressor set which presents no problem if these lagged values are not 
already in the model, nor for z^_ endogenous, nor when no serial correlation
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is present. As for adaptive expectations serial correlation may be 
introduced in the form of a moving average process and equations are 
now non-linear in parameters. Also across equation restrictions are 
involved if expectations occur in more than one equation in a system. 
Efficient estimation procedures are therefore identical to those adopted 
for extrapolative expectations; m.l.e. for single equations and FIML for 
systems.
3.3.6 Time Series Models of Expectations
The so called "weakly rational" expectations are assumed to be one- 
step ahead predictions from an ARIMA model thus:
V t - l  + “2Zt-2 + • . + a z + y_ rq t-q Ylbt-1 + . . . + Vt-p (3.59)
where the process generating z^, and thus the cu's and y^'s are known.
In practice the ARIMA model generating z^_ is not known but is estimated
e ~ eand an estimate of z^ _, z^ _, obtained. For ease of exposition consider 
generated by an AR(1) process
thus
z = 0. z , + e t 1 t-1 t
z t = eizt-i
(3.60)
Given that 0^ is known z^_ is now a directly observable series and
estimation may proceed in the conventional fashion treating expectations
as exogenous. However when 0^ is not known an estimate of it is obtained
0and then an estimate of z :
zt = Vt-i
 ^0 0The proxy error, (z^-z ), is a function of the white noise process of
~ ethe time series model and is uncorrelated with z^_. This error may be thus
~ e eabsorbed into the equation error z^ is substituted for z and the proxy,
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0z^ _, may be regarded as a predetermined variable for estimation purposes 
allowing orthodox estimators to be employed. Such a procedure however 
will only provide consistent estimates.
eIf z^_ is an exogenous variable, 6^zt  ^may be substituted for z in 
the structural model and efficient estimation of time series (expectations) 
parameters and structural parameters achieved by estimating, jointly, the 
time series model and the observed structural model taking into account 
the cross equation restrictions. When z^_ is endogenous such an approach 
is not feasible as augmenting the system with the time series model for 
z^  results in two equations for the one endogenous variable. Thus effici­
ent estimation, when z is endogenous, is not possible.
An alternative estimation procedure supplying consistent estimates, 
which has not been suggested in the literature, nor been employed in 
empirical studies in the context of weakly rational expectations, is 
readily available. The observed value of the variable about which 
expectations are formed may be substituted for its weakly rational 
expectation. Measurement error e is introduced but instrumental variable 
estimation will furnish consistent estimates, provided the actual variable 
and its weakly rational expectation do not occur simultaneously in an 
equation. McCallum (1976) proposes this procedure for consistent estim­
ation of parameters of models containing fully rational expectations.
He, however, fails to recognise that such a procedure provides consistent 
estimates when expectations are either fully or weakly rational.
Substituting the right hand side of (3.59) for weakly rational 
expectations and estimating the resulting restricted model may be thought 
a possible alternative procedure to adopt to obtain consistent estimates. 
However, the time series parameters and expectation coefficients are not 




3.3.7.1 Efficient Estimation of Current Rational Expectations
Alternative estimation methods catering for rational expectations 
have been suggested by Wickens (1976, 1979) and Wallis (1980). These 
methods differ from McCallum’s (1976) method, discussed later, in that 
they deal specifically with systems, rather than single equation, estima­
tion. Wickens defines current, rational expectations, of a vector of 
endogenous variables as
*it,t=
where <(> is the information available at time t excluding y 
but including x^_
y is a vector of endogenous variables
~t is a vector of exogenous variables.
In contrast Wallis defines current rational expectations as
where * , excludes y, and x .t-1 ~lt ~t
The estimation procedures proposed by Wallis and Wickens are outlined 
below.
Wickens’ approach is basically an errors in variables approach. He, 
as does McCallum, utilizes the rationality assumption;
Zlt.t = E(yit}
thus
?lt = 4 , t  + 3t*
where is measurement error, and substitutes the actual observed value 
of the variable, y for its expectation. However Wickens proceeds further
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and illustrates that the measurement error introduced, n , may be
expressed as a function of the original structural errors in the model. 
Wickens considers a model of the form
Rational expectations of exogenous variables are also included in 
Wickens' model but are omitted here as the estimation procedure can be 
illustrated with this simpler model.
Wickens deduces, assuming rational expectations are a known linear 
function of all variables known at time t, that:
(3.61)
where
is the information available at time t 
Y^t, i = 1,2, is a vector of endogenous variables 
is a vector of exogenous variables 
u^ is a disturbance vector distributed N(0,Z).
From the assumption of rationality
(3.62)
where
nlt,t is a normal variate with zero mean.
(3.63)





and (ii) Y®t t = -XtCB 1G (3.64)
where B = B + GB^.
One method, suggested by Wickens, of efficiently estimating the
0structural parameters of (3.61) is to substitute from (3.64) for  ^
thus obtaining the model
YltBl + Y2tB3 + xtc(I-B_lGB2) = ut (3.65)
which is estimated by non-linear systems methods.
A second method proposed by Wickens, to obtain asymptotically 
efficient estimates, is to employ actual values, Y , as proxies for all 
expectational variables thus creating measurement error  ^ (from.
(3.62)), which is subsumed by the error term of the system. This measure­
ment error (from (3.63)) is a linear combination of the original structural 
disturbances, thus the observable model is:
+ X C = u (I+B_1GB0). (3.66)t t 2
A systems estimator such as FIML applied to this model will give efficient 
estimates.
V B2
If rational expectations of exogenous variables appear in model 
0(3.66),  ^ say, with coefficient then, where
It Xlt,t + n2t,t
the observable model becomes, assuming X and X^_ do not contain the same 
exogenous variables.
V B2 + XtC + XltC1 = ut(l+B 1GB2) + n2t tC2 (3.67)
and X is correlated with the disturbance term. As there are now more 
jointly determined variables than equations, for asymptotic efficiency,
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estimates of the structural parameters must be acquired by a subsystem 
estimator.
Wickens advocates augmenting (3.67) with
It zt“2 + 2t,t (3.68)
so that there are as many equations as jointly determined variables, 
and employing FIML which will produce efficient estimates when applied 
to (3.67) and (3.68) jointly.
The approach adopted by Wickens emphasizes the fact that rationality 
is strictly a systems concept and Wallis too draws on this fact. Rather 
than assume exogenous variables are an arbitrary linear function, as in
(3.68), Wallis assumes they have a time series vector ARMA representation 
and integrates this with the structural model. He considers the model
defining
??t + Ei*it + = ?t
-it= E(yitht-i)
(3.69)
where <h is the information available at time t-1 Tt-1
y^ _ is a vector of endogenous variables partitioned as 
x^_ is a vector of exogenous variables.







Tllht + ~12~t + Yit
~2t = ~21~lt + H22?t + ~2t
(3.70)
then taking conditional expectations and solving for y gives
ylt = (I-'Tii)" S 2E(5tU t_i)- (3'71
Assuming the set of past values, x ^, Xt-2’'’*’ t i^e re-*-evant inf°rma~ 
tion set for predicting x^ _, the model is completed by adding a vector
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ARMA model for x^, namely:
Y(L)xt = 0(L)Ct
where is white noise independent of
(3.72)
and y(L) and 0(L) are polynomials in the lag operator L of degree, 
say p and q respectively.
E(x Id) .,) are thus the forecasts from this time series model, x* say. t1 t-1 ~t
Substituting
-1
ylt = (I- Y l ) (3.73)
into the reduced form an "observable" reduced form is obtained
*it= !ii(I_i u )’1;i25t+ ii2?t+ -it
y2t = -21(I~~ll)-1~12't + *22*t + ~2t
(3.74)
where










. Y 2 t  .
and P is a matrix of coefficients which are functions of the tt..,s .ij
Assuming v^ is distributed N(0,f2) and given x*, estimates of the 
coefficients in P are obtained by conventional methods. To retrieve 
estimates of the original reduced form parameters, the tt^ ^1s, maximum 
likelihood methods may be employed. For estimation of the structural 
parameters, Wallis suggests, from the reduced form
-1 e -1 -1y = -B Ik y - B rox + B u~t - ~ 1~ t ~ ~2~t ~ ~t
k  - - ( B + r  )_1r X*
obtain
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and the observable structural form
-1
?2t - b (?+V  I25? + = 2t (3.75)
Again, assuming x* is known, FIML methods may be used to estimate (3-75).
In general, however, x* is not known as the ARMA process generating 
the exogenous variables is unknown and must therefore be estimated. For 
fully efficient estimation substitute
-yl V l  - Y2Xt-2 Y x + 0 e t + p t-p 1 t-1 + 0 e.q t-q
in (3.75) and estimate the resulting system and the ARMA model (3.72)
jointly by FIML methods, imposing the cross equation restrictions. This
is similar to the method proposed by Wickens where he substitutes 
—1 e-X CB G for Y, . Wickens is assuming X known whereas Wallis assumes t lt,t & t
it unknown and therefore requires the ARMA model to complete the system. 
Wickens proposes a similar procedure for models involving the expectations 
of exogenous variables but does not specify an ARMA model in particular 
for the exogenous variables merely the general linear relationship
Llt Zt“2 + *2t,f
That exogenous variables are generated by an ARMA process does not appear 
to be overly presumptive as if there were a behavioural model for X it 
should have appeared in the original structural model. Thus to explicitly 
state the linear relationship in ARMA model form seems appropriate and 
desirable.
3 . 3 . 7 . 2  L i m i t e d  I n f o r m a t i o n  M e t h o d s  for C u r r e n t  Ra tional E x p e c t a t i o n s
As efficient estimation of models involving current rational 
expectations is usually a formidable task involving many cross equation 
restrictions, simpler, consistent estimation procedures are attractive. 
McCallum and Wallis have provided some consistent procedures which are
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outlined below. To estimate a single equation from the structural form 
(3.69) with rational expectations given by
Wallis suggests the following:
substitute x ~t x* + e ~t ~t in the observable reduced form (3.74) to
obtain
' l l t  + -12('t+'t) + Vlt
I^-'ll)~1'12~t + ^ t + ' l d (3.76)
now substitute
x*~t -Y i?t-i Y x Vt-p + 0i?t-i + + 0 G.q~ t-q
in (3.76), unrestricted, and estimate the resulting equation and the
ARMA model (3.72) jointly which provides consistent estimates of the
unrestricted parameters of (3.73), the rational expectations equation.
The estimates of y , y , ^rom regression are then employed as
0proxies for y^fc in the structural equation to be estimated and
treated as predetermined variables.
The error introduced by such a proxy is composed of parameter 
estimation error which is a function of e and v^. Subsystem estimators 
applied to this new structural equation will provide consistent estimates 
of its parameters.
Alternatively a proxy for x* may be employed in (3.76) to obtain
A 6y . Estimating the ARMA process (3.72), provided there are an adequate 
number of starting values available, will enable one-step ahead forecasts, 
x* say, to be derived. These forecasts may then be used to proxy x*; the 
proxy error x*-x* involves parameter estimation error, a function of the
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white noise process of the ARMA model, thus estimates of the parameters 
of (3.73) will be consistent.
This same proxy x* may be substituted directly into the structural 
form (3.75) and FIML applied to the system to obtain consistent estimates. 
The advantage of using x£ indirectly via the proxy y ^  is that the 
estimation of a much simpler system is required.
Consistent estimation of models containing current rational expecta­
tions, as detailed by McCallum (1976), involves using an instrumental 
variables approach to overcome the measurement error problem created by 
the proxy introduced. McCallum utilizes the rationality assumption:
Yt = E(yt) °r E^ tl({>t)
where cj)^ is as before, the information available at time t.
This implies that
e ,y = y + n
where nt is a white noise process.
Thus McCallum uses the actual observed value as the proxy and then uses 
an extrapolative instrument for y .
This approach is also suitable for future rational expectations (see 
Section 3.3.7) but it is not appropriate if an equation contains, simul­
taneously, an endogenous variable and its current rational expectation as 
it will not enable their separate coefficients to be identified.
3.3.7.3 Efficient Esti mation of Future Rational Expectations Models 
Wickens (1976, 1979), Wallis (1978) and Turnovsky (1977) have 
illustrated that future rational expectations involve forecasts of 
exogenous variables over an infinite horizon, given their past values. 
Defining rational expectations as in Wallis (1980)
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yU+r = E(ylt+rl*t-l)
Wallis suggests his method for current rational expectations may be 
applied to future rational expectations models provided that the forecasts
*lt+r = A(L)?t-l + B(L)?t-l (3'77)
(A(L) and B(L) matrices whose elements are polynomials in the lag operator,
L,) are able to be expressed in manageable form. A(L)x^_^ + B(L)et ^
0from (3.77) is substituted for y  ^in the structural equations then, 
again with the proviso that the restrictions needed may be also put in a 
convenient form, the resulting system and the ARMA model (3.72) are 
estimated jointly.
This substitution method is also advocated by Wickens for efficient 
estimation of future rational expectations, under his definition
yIt+r,t = E(ylt+rl*t}-
For the structural model (using Wickens' notation)
YltBl + * Ylt+r, tB2r + Y2tB3 + \ V,V + XU , t Cl + X2tC2 = utr=o q=l
(3.78)
future rational expectations are given by





and P^, P^ and P^ are coefficient matrices of the first order difference
equation
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V l  ■ yt+lP2 + XtP3 + “t * “t _ (V  °..0)
R
ut ‘ ut + nlc+r,tB2r + I>2t,tCl
From the assumption of rational expectations
Xlt,t ‘ Zt°2 (3.80)
For efficient estimation Wlckens recommends estimating (3.78) subject to 
the restrictions In (3.79) and (3.80).
Alternatively Wlckens suggests It may be possible to represent the 
exogenous variables by an ARMA process and thus express future values of 
functions of x^, ^t-l**** coefficients which are non-linear
functions of the structural coefficients and the parameters of the ARMA 
process. Substituting these predictions Into (3.78) and estimating 
subject to all restrictions will provide efficient estimates of structural 
parameters.
3 .3 .7 .4  Limited Information Estimation o f  Future Rational Expectations 
Models
Fully efficient estimation of models containing future rational 
expectations via Wallis' and Wlckens' methods Is often not possible as 
predictions and restrictions cannot be expressed in simplified form. If 
efficient estimation is possible it is, in general, complex as a large 
number of non-linear across equation restrictions are Involved. Less 
formidable, consistent procedures are therefore a viable proposition and 
often a preferable alternative. Procedures related to those proposed by 
Wickens (1979) are discussed in this section. The limited information 
method, detailed by Wallis for estimating models involving current rational
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expectations, and discussed in 3.3.7.3, is extended here to cater for 
models with future rational expectations.
"Classical" Methods
Wickens suggests two possible alternatives for estimating future 
rational expectations (y^t+r t) models. The first advocates obtaining 
regression predictions from the regression of on all predetermined
gvariables of the system, substituting these predictions for y^t+r t 
then estimating by systems methods. Wickens claims these estimates will 
be consistent if all variables necessary to predict expectations of 
exogenous variables are Included in the regression. It is of interest to 
note that if it is assumed future values of exogenous variables are known 
this procedure is not applicable. For example consider the reduced form
^lt " A?lt + B?t * ~t (3.81)
where y^t is a vector of endogenous variables
is a vector of predetermined variables 
y*t is a rational expectation, y^t+r t* y^c such Chat
ht “ tfe + On 0z* is the rational expectation, z ^ r t» °f z^ such that
?t " + o2t-
For the single future expectation y^t+  ^ from (3.81)
,
y n + i = * A B*t+j+i#t •
Substituting for expectations in (3.81) gives
yu  - A I AJbz^ + Bzt + ut.
j=o
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Regresslng y ^  on z^ and all variables necessary to predict z^
J - 0,1,...,» gives the regression estimates
y « A E AJBz“ . + Bz lc j-o t+J+l*t t
a» 1 er £ A Bz . the rational expectation, 
j-o
Thus such a procedure is not appropriate for future rational expectations
when future values of exogenous variables are assumed known.
The second method proposed by Wlckens Is an error In variables method 
by which future and current rational expectations of variables are 
supplanted by their actual values, dealt with as jointly dependent variables 
and the new system estimated by a subsystem estimator. Rather than sub­
system estimation, If the system Is completed by the addition of the 
reduced form equations for the expected variables In the system and z 
regarded as predetermined, systems estimation would then give consistent 
estimates Wlckens asserts.
Substituting actual values for expectations Is exactly McCallum's 
estimation procedure, when an Instrumental variables estimator Is the 
subsystem estimator employed, and It Is an appealingly easy one. However, 
serial correlation Is Introduced via the measurement error and this should 
be accounted for in the Instrumental variable procedure. Wlckens' other 
suggestion to augment the system, after substitution, with reduced form 
equations for expectations variables will generally introduce serial 
correlation and infinite lead relationships, when future values of 
exogenous variables are assumed known.
If in the structural form equation
ylt ‘ Ay2c+1 + “Zt + “it (3,82)
the rational expectation is substituted out using
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y2t+l “ y2t+l + n2t+l 
to give the observable model
ylt “ Ay2t+1 + BZt + “it ' An2t+1 •
The reduced form equation for y2t is of the form
y2t “ ClZt + C2y2c+1 + V2t
•
• • y2t+l “ ClZt+l + C2y2t+2 + v2t+l
Substituting y2t+2 for y2t+2 gives
y2t+l " Cl2t+1 + C2y2t+2 + V2t+1 ” C2n2t+2 (3.83)
(I-C2F) Cizt+i + (I-C2F) (v2t+i"C2n2t+2^ (3.84)
where F is the forward operator: Fx^ * xt+ »^
which is the reduced form equation for y2t+ .^ Ths augmented system to be 
estimated is thus
ylt * Ay2t+1 + 3zt + ult - An2t+1
(3.85)
y2t+l * DClZt+l + D(v2c+rC2n2t+2)
where D ■ (I-C^F) ^, provided it has all the desirable properties, 
produces an infinite forward lag function of zt+  ^and the disturbances 
(v2t+^“C2n2 t+2 ^» is already serially correlated. Estimation of
(3.85) appears an intractable task. It may possibly be contemplated 
that (3.83) will suffice as the reduced form for y2c+  ^but suffers 
also from the problem that an extra jointly determined variable, y2C+2* 
is Introduced.
Two alternatives suggested by Wickens will not provide estimates of 
rational expectations models,when future values of exogenous variables 
are assumed known. In this situation the only viable procedure is
substitution
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of the actual value for the rational expectation followed by estimation 
by instrumental variables, as suggested by McCallum.
Generalised Time Series Approach
Wallis (1980) suggests a procedure for obtaining consistent estimates 
of current rational expectations which is outlined in 3.3.7.2. Here a 
generalization of his approach to include future rational expectations 
is derived as an alternative to the instrumental variables method. Often 
there is doubt as to the suitability of an instrument, or there is a 
lack of instruments, in which case instrumental variables estimation is 
not practicable and an alternative is desirable.
Consider the reduced form
ylt = l0 *ll,JylfU,t-l + *12 Xt + Vlt
y2t = *21,jylc+j,t-l + *22 xt + V2tJ=0
where y^t and y ^  are vectors of endogenous variables 
x^_ is a vector of exogenous variables 
and ^lt+j t-1 a vector rational expectations of y^ in 
period t+j based on information available at time t-1.
Assuming x^_ is generated by the ARMA (p,q) process,
xt P x , + . . . +  P x + 1 t-1 p t-p et + Riet-i + + R £q t-q
it may be written as
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A  I -It-p+1
t-q+1
... Pn ■ R . . . R
i 2 I 1 q t-1
i
i 0
* 1 0  1 X
i t-p
i
1 o et-11 I
0 •




Using obvious notation (3.86) and x^ may be written respectively as
h = $h i + 6t t-1 H
and t t
where G is a selection matrix.
(3.87)
(3.88)
From (3.87) the prediction of h in period t+k based on information 
available at time t-1 is
^t+k,t-l  ^^t,t-l 
and the similar prediction for x is
- k~x ,, , = G$ h .t+k,t-1 t,t-l
Taking conditional expectations of the reduced form equation for yIt
y 1 j t ]_» rational expectations, is seen to satisfy a x-order difference 
equation which may be written in companion form as





^  ^11,0^ ^ll, 1 (I *11,0^ *11, 2 ’ * ’ (I *11,0) *11,t-1 (I *11,0^ *11,t
I 0 ... 0 0
and (I^ ll,0r l ™12'
Providing a stability conditions are satisfied the solution of (3.89) 
is
OO
Y® _ . = t CkDx , , k=Q t+k
0
from which may be deduced expressions for y ^ t i J =
ylt,t-l \ 7T12Xt+k,t-lk=0
y .  t1 - = E A. tt, „ X  ■^lt+ljt-l , « kk=0 12 t+k+1,t-1
ylt+x,t-l = 1 \ 7T12Xt+k+i,t-lK. VJ
(See Wallis (1980, p.58-59) for the derivation of these expressions.) 
Employing (3.87) and (3.88), rational expectations may be written as
ylt+j,t-l E A y  „G$khk=0 12 t+j,t~l
j = 0,...,x




Wallis', with reference to the observable reduced form, states
that "the general expression is not informative" (Wallis (1980) p.59).
However for the purpose of obtaining consistent estimates of 
1c
^Ak TT12G$ it: is most: informative. Substituting for rational expectations 
in the reduced form equation for y gives
'It ii.o kl0W t +Kt-i+\i,kfQ \ 7I12Xt+k+l,t-l+
+ hl.T J  V l 2 Xt+k+x,t-l + x12xt + vlt
k!0 V l 2 Xt+k,t-l + <"l2Gh  + "it5
z V l 2 G* htjt-l + (»12Gq  + vlt) •k=0
(See Appendix for a fuller derivation of this reduced form.)
00 VThus for an estimate of £ tt G3> regress y on h The
k=0 k 1Z 11 t’1-1
rational expectations proxies are then formed as
ylt+j,t-l " ( J  V l 2 G4,k) ht+j,t-l j =
K.
where ( £ ^k71] ^ ^   ^ as t i^e regression estimate.
k=0
When only a single future rational expectation, ye . , appears1t+j,t—1
in the model the procedure is unaltered. The single rational expectation 
is
oo
ylt+j,t-l ■ klQ +j)t-l
and the reduced form is
h t  = k^0 TrU , j T 2 G(<fJ)kht>t-l + "l2^t + Vlt •
(See Appendix for a fuller derivation of this reduced form). Regression 
°f ylt °n ht t-1 Provides a consistent estimate of
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1c i 1cE tt .Tr10G(r) as required to form the rational expectations 
k=0 1 1 1 2
proxy.
Wallis examines the case of a single rational expectation for j = 0, 
where the rational expectation is
e v k nuy 1 _ = E tt tt _Gh 7lt,t-l . n 11,0 12 t,t-l k=0
and the reduced form is
ri = £ tt _ tt Gh - + tt G £  +  V.It . _ 11,0 12 t,t-l 12 3t Itk=0
So here y may be regressed on Gh i = x , as Wallis suggests, toIt Ü • Ü"“J- Ü •
oo 7kobtain an estimate of E r tt .
k=0 11,0 11
Of all theories of expectation formation the rational expectation 
hypothesis presents the greatest problems for econometricians. Efficient 
estimation is computationally burdensome when possible and less complex 
consistent estimation is often preferable. When efficient estimation is 
not possible of course consistent estimation is the only viable alternative. 
McCallum's consistent estimation procedure for current rational expectations 
is appealing because of its simplicity but fails when a variable and its 
current expectation appear simultaneously in an equation. For future 
rational expectations McCallum’s method does not suffer from this deficiency, 
but does introduce j 'th order serial correlation when an expectation j 
periods ahead is involved (Wallis (1980) p.59).
Wallis’ consistent estimation method for current rational expectations 
and the generalization obtained above to cater for future rational 
expectations are less complex than efficient methods in that large numbers 
of across equation non-linear restrictions are avoided. Also, when 
efficient estimation of models involving future rational expectations is 
not possible and consistent estimation is required the generalized time
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series approach would appear preferable to McCallum’s instrumental 
variable approach as it does not add serial correlation to the model. 
However a comparative study of the relative performance of the two 
methods is necessary before any definite conclusions are reached.
As the appropriate estimation procedure depends crucially on the 
definition of expectations, that is whether they are current or future, 
and whether the information set includes time period t or not, the 
importance of deciding this before proceeding with estimation needs to 
be stressed. Hopefully eocnomic theory would provide a basis for 
defining these aspects of expectations.
3.4 Conclusion
The "conditional" estimation and identifiability of models involving 
expectations have been examined under alternative theories of expectations. 
Conditional identifiability has been investigated with a view to developing 
counting rules, additional to conventional rank and order conditions on 
an interim observed unrestricted model, necessary for the identifiability 
of all parameters in the structural model. The identifiability of the 
system was examined in most cases as cross equation restrictions were 
frequently involved and could assist in identifying the model. It has been 
demonstrated that the number of expectations may be limited by the neces­
sary conditions for identifiability. Results indicate that the 
distributed lag expectations model remains unidentifiable unless restric­
tions are imposed on the lag structure. The dynamics of a model may 
interfere with its identifiability when expectations are assumed to 
involve lagged variables already in the model; for example naive and 
extrapolative expectations models. To identify weakly rational expecta­
tions parameters and model parameters the time series model of the
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expectations variable and the structural model must be considered 
jointly. This is only possible for expectations of exogenous variables.
By introducing expectations as a third class of economic variable 
and expressing rank and order conditions in terms of exogenous, endo­
genous and expectations variables some notion of the contribution of 
expectations to the identifiability, or non-identifiability, of models 
was achieved.
The identifiability of rational expectations models was shown to 
depend on the method of estimation adopted. Specific rank and order 
conditions for the identifiability of rational expectations models 
under WickenTs assumptions were derived whilst those obtained by Wallis 
for the identifiability of rational expectations models under his 
assumptions were presented for comparison purposes. A model which is 
not identified under Wickens’ assumptions may be identified under Wallis’ 
assumptions as his method introduces restrictions and extra exogenous 
variables to obtain an observed model while Wickens’ method introduces 
parameters and restrictions but not variables.
It has been demonstrated that, for naive, adaptive and extrapolative 
expectations, estimation is quite straightforward requiring only the use 
of non linear methods allowing the restrictions, if any, introduced by 
the expectations, to be imposed. For distributed lag and weakly 
rational expectations, estimation of expectation parameters and coeffici­
ents is not possible without restricting expectation parameters, in the 
distributed lag case, or augmenting the model or assuming predictions 
predetermined, in the weakly rational case. Augmenting the structural 
model with a time series model when expectations are weakly rational is 
only viable when the expectations refer to an exogenous variable.
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Non linear methods have been recognised as the appropriate methods 
for models involving adaptive and extrapolative expectations in 
empirical studies. Also the need to restrict lag parameters in general 
distributed lag models and assume predictions exogenous for weakly 
rational expectations have been acknowledged. However these methods 
have been employed largely in the context of single equation estimation 
and the implications for systems estimation of models involving these 
expectations needs to be emphasised.
Cross equation restrictions are introduced when adaptive, 
extrapolative or distributed lag expectations appear in a system, in 
more than one equation, and therefore efficient FIML methods are necessary. 
Assuming weakly rational expectations known, by using predictions from 
time series models with known parameters, does not add restrictions to a 
system but merely adds an exogenous variable and systems estimation is 
straightforward.
When it is possible to augment the structural model with the time 
series model for the variable about which expectations are formed, the 
restrictions across structural equations involving the expectations and 
across these structural equations and the time series model must be 
imposed when estimating. Again FIML methods are required for 
efficient estimation.
Fully rational expectations entails many non-linear cross equation 
restrictions and is very much a systems concept. For efficient estimation 
of rational expectations models FIML, incorporating all the non-linear 
cross equation restrictions, with both Wallis’ and Wickens' approach to 
estimation, is necessary and will frequently be an onerous task. Since 
the consistent estimators discussed are computationally less burdensome
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they are therefore appealing but between the instrumental variable and 
the generalized time series approach no hierarchy, in terms of relative 
performance, has been established.
The instrumental variable approach for future rational expectations 
introduces serial correlation which may complicate an already serially 
correlated disturbance; for current rational expectations this method is 
not viable when the expectation and the actual variable appear simultane­
ously in an equation. As the generalized time series approach does not 
suffer from these defects it appears superior to the instrumental variable 
method but this comparison needs to be thoroughly examined.
It has been assumed throughout this analysis that all expectations 
in a model are formed similarly; that is all adaptive or all rational 
for example. However it is quite possible that this is not in fact the 
case and that many theories may be simultaneously appropriate to a 
model. Future research could be directed toward examining these "mixed”
expectations models.
C H APTER i\
TES TING THE FORMATION AND NATURE OF EXPECTATIONS
4.1 Introduction
As illustrated in Chapter 2, many theories have been proposed to describe
the formation of expectations and the question arises whether or not these 
theories may be tested statistically, to provide evidence of the process 
generating expectations. Empirical evidence, at the moment, is scarce and 
far from conclusive.
It has generally been the practice of econometricians, when model 
building, to include in their maintained hypothesis a specific expectations 
generating process. The model is then estimated and inferences made 
conditional on that assumed expectations theory. Rarely is the expectation 
hypothesis itself separately or simultaneously tested. A desirable proce­
dure would be to test expectation formation theories prior to, or simultane­
ously with, model specification.
Any testing of expectation hypotheses within an econometric model has 
usually been conducted by combining adaptive and extrapolative formulations 
in a general model and making inference based on the significance of the 
respective parameters. (See for example Valentine 1977). Restricting ones 
choice of expectations theories to one between only two proposed theories 
involves placing rather strong priors on the econometric model entertained.
A more general approach, testing the validity of a wider set of theories,
would seem desirable.
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Alternative theories have been tested for their appropriateness to 
describe various survey series. However this approach to testing expectations 
formation only serves to explain the determination of the survey series and 
cannot be generalised at all. Such tests and their usefulness will be 
discussed in Chapter 6 and are not dealt with here.
Some authors suggest the restrictions, imposed by a specific expecta­
tions theory, be tested and, if rejected, the expectations theory should also 
be rejected. However the economic significance of the unrestricted model 
should be carefully considered when employing such a test. Whether or not it is 
feasible to perform isolated tests of individual theories will be discussed 
in Section 2.
Rather than test each theory separately it may be more pertinent to 
endeavour to test all theories as alternatives in a model. A number of 
questions arise when testing all possibly suitable theories is considered. 
Should an attempt be made to order a testing procedure? For example test 
rationality and if rejected test adaptive or vice versa. Is there a "best" 
method of ordering? Alternatively should all possible models be nested in 
a more general model and tested sequentially? Nesting all theories appears 
impossible and there does not appear to be any clear cut answer to the 
question of ordering testing procedures. Possible procedures for discrimina­
ting between theories will be outlined in Section 3.
In Section 4 determining the general nature of expectations such as 
whether they are endogenous or exogenous is briefly discussed.
4.2 Testing an Isolated Expectations Theory 
4.2.1 Adaptive/Extrapolative Expectations
What scope does the assumption of adaptive and/or extrapolative 
expectations provide for testing the formation of expectations? The general
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model, combining both theories, may be written as:
z + a, (z -z .,) + a^(z -z ) t I t t-1 2 t t-l' (4.1)
where is the extrapolative parameter
and is the adaptive parameter.
As mentioned previously, tests of significance of the alternative 
expectation parameters have been the bases for differentiating between these 
two theories. However, incorporating these expectations in a model intro­
duces lagged variables and the significance of their coefficients need not 
imply an adequate specification of expectation formation but merely the 
presence in the model of these lagged variables. Thus significance tests 
are not entirely satisfactory as tests of expectation formation.
The above procedure proposes an exact functional relationship between 
expectations and the observed variable and allows only a choice between the 
two theories, adaptive and extrapolative. It is thus rather restrictive.
An alternative to (4.1) is the stochastic relationship
ezt zt + V W H  + a2(zt-zt-i) + (4.2)
Substitution of either (4.1) or (4.2) into a model alters the structure of 
the disturbance term. Assuming the original disturbance to be white noise 
and utilizing (4.1) leads to a disturbance generated by a first order moving 
average process, the parameter of which is the adaptive parameter; whilst 
the use of (4.2) augments this moving average disturbance with the x^hite 
noice process, q^.
It may be possible to examine the structure of the disturbance term 
to ascertain whether or not expectations are adaptive. However, if the 
original structural disturbance is generated by some autoregressive moving 
average process the structure of the composite disturbance is not so obvious.
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In general then examining the disturbance structure will not prove 
useful.
Adaptive/extrapolative expectations imposes restrictions on the 
parameters of a model and these restrictions could perhaps be tested, as a 
test of the validity of the assumption that expectations are formed adaptively/ 
extrapolatively. However, the alternative hypothesis for such a test proposes 
the acceptance of the unrestricted model which may not be economically mean* 
ingful. Rejection of the restrictions may imply expectations are not 
adaptive/extrapolative but this is conditional on the correct specification 
of the model.
For example consider the model
ylt " y2tY + Xt0 + Ut 
where y® is the expectation of
e 1-Ay2t " i~~xl y2t 1* t l^at *8 a<*aptive expectations are assumed 
0Substitution for y^t gives the restricted model
ylt - Xylt l + y2tr(l-X) + Xtß(l-XL) + (l-XL)ut (4.4)
and the unrestricted model
yu  ‘ Xyit-i + y2t6i + V  * xt - i V  vt ■ (4,5)
If the restricted model (4.4) is rejected in favour of the unrestricted 
model (4.5) adaptive expectations may be rejected but what is the economic 
significance of model (4.5)? Comparing with "spurious" alternatives is not 
a wise procedure. Even if the unrestricted model is accepted as a meaningful 
model and rejection of the restrictions taken to imply expectations are 
not adaptive other theories need to be tested. Rather than compare (4.4)
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with (4.5), a model without theoretical basis, an alternative model with 
economic meaning should be considered. When tested against these viable 
alternatives adaptive expectations may be preferred.
4.2.2 Weakly Rational Expectations
When expectations are thought of as weakly rational they are assumed 
to be one-step-ahead predictions obtained from the time-series model of the 
observed variable. Thus if z^ _ is generated by an ARMA (p,q) process, the 
weakly rational expectation of z i s
where
t,t-l zt, t-1 0 z + 0 z +A..E: . + ...+1 t-1 p t-p 1 t-1 A eq t-q
0(L)zt = A(L)e
0 (L) = 1 - 0 L - ... - 0 LP 
1 P
A(L) = 1 + A.L + ... + A L qi q
(4.6)
(4.7)
Generally a two step procedure is employed for estimation purposes.
Equation (4.7) is estimated and the predictions, z obtained andt, t — 1
0
substituted into the model for zt,t-l
Such a procedure can only be consistent. A fully efficient estimation 
procedure would estimate the time series model and the structural model 
together, imposing the implied restrictions. A test of the validity of 
these restrictions, in the context of the joint model, structural plus time 
series, would possibly provide a test of the weakly rational expectations 
hypothesis. Such a test would necessarily be conditional upon z having a 
time series representation, with known order, and the correct specification
of the economic model.
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If z is exogenous the restrictions may be tested by comparing the 
restricted and unrestricted joint models (structural plus time series) 
and employing, for example, the Likelihood Ratio or Wald test. The unres­
tricted model involves lagged values of z which may represent weakly 
rational expectations or model dynamics due to other factors. As, in 
practice, model dynamics is largely an empirical question and also the 
order of the time series model is not known testing the restrictions imposed 
by weakly rational expectations is a joint test of correctly specified 
dynamics, correctly specified order of the time series model and weak ration­
ality. Each subhypothesis cannot be isolated as a cause of rejection of 
the restrictions thus rejection is inconclusive as regards the validity of 
the weak rationality assumption. Usually expectations are formed about 
endogenous variables and it is therefore relevant to examine this particular 
case further. Consider the following two equation structural model:
yIt y2t,t-lYl + Xltßl + It (4.8)
y2t = ylty2 + X2tß2 + U2t (4.9)
where
and
u and u are serially uncorrelated random disturbances,
E(ult) = E(u2t} = °>





Assuming expectations are weakly rational:
2t,t-1 y2t,t-1 (4.10)
2t,t-1 y2c-l6l+ -'-+ y 2t-p0p + E;t-lh + + e X (4.11) t-q q
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y2t0(L) = etx(L) (A.12)
where
0(L) = 1 - 0 L - . . . - 0 1 /  1 P
A(L) = 1 + X,L + . . . + A LCi q
and e^_ is a white noise process independent of the structural disturbances 
ult and u2 f
0Using (4.10) and (4.11) to eliminate y^t the restricted model is
ylt = Xlt3l + y2t-l0lYl + ---+ y 2t-p9pYl + £t-lAlYl
+ . . . + £  X Y- + U, t-q q 1 It
y2t = X2tß2 + ylty2 + u2t
(4.8R)
(4.9R)
y 2 t 0 (L) = e t 4 (L)
and the corresponding unrestricted model is
y_ = X ß +y .a. + . . . + y a +e 61 + . . . + e 6 + u
Jlt 1 1 y2t-l 1 J2t-p p t-1 1 t-q q t
y2t = X2tß2 + yltY2 + U2t
(4.8UR)
(4.9UR)
y2t0(L) = etA (L) (4.12UR)
For simplicity assume there is no moving average component in the 
time series representation of y . The restrictions across (4.8UR) and 
(4.12UR), conditional on known p are then
al a2 —  which can be written as
S{vec[(I 0) a0'(j) - (I O)0a’ (j) ]}I rQy
where S is a selection matrix
- 106-
and a' = (a , . . . ,a ) 0’ = (0 ,...,0 )1 p l p
or more compactly as
r(a,0) = 0.
Would a test of these restrictions test the validity of the weakly rational 
expectations hypothesis?
Before answering this question consider how such a test would be 
implemented. Employing Wald, Likelihood Ratio or Lagrange Multiplier tests 
would involve the likelihood of models (4.8R), (4.9R), (4.12R) and (4.8UR), 
(4.9UR), (4.12UR). (Efficient full information maximum likelihood estima­
tion procedure would also involve the likelihood.) These models consist 
of three equations in two endogenous variables. Estimation of the three 
equations simultaneously is required to test the restrictions.
0The transformation (u^u^e) -> ^^2^2^ Provides the joint density of 
0 0y^, y^ and y^. y^, however, is unobservable thus the conditional trans-
I 0 I 0formation | y ^ c o u l d  be considered but then hypotheses
0regarding the generation of y^ cannot be tested. By removing the unobserv­
able, y^, to obtain the observable models (4.8R), (4.9R), (4.12R) and (4.8UR), 
(4.9UR), (4.12UR) the transformation (u^u^t) ^^2^2^ is required for the
joint density of y^, y  ^ and y^. Attempts to perform this transformation 
are however thwarted by the fact that the Jacobian of this transformation 
is singular.
Digressing slightly, let us consider a similar situation: a two
equation structural model with rational expectations
ylt = Xltßl + y2tyl + ult





We have three equations in the two endogenous variables y and y 2 ^ ’ ^he
transformation (u^u^n) ** ^ ^ 2^2  ^ again has a singular Jacobian. The
apparent singularity is however removed by substituting (4.15) into (4.13) and
noting n is a function of the structural disturbances u, and u0 thus t It 2t
reducing the model.
In the case of weakly rational expectations the "extra" equation 
cannot be removed by substitution. It is thus impossible to obtain the 
likelihood to attempt efficient estimation and to test the restrictions 
implied under the assumption that expectations are predictions from time 
series models (or similarly predictions from any technical model).
If instead of (4.8), (4.9), (4.10), (4.11) and (4.12) we assume, to 
overcome the singularity problem, (4.8), (4.9) and
y2t = y2t-lSl + ' + y_ 0 + z \ + ... + e X (4.16)■72t-p p t-1 1 t-q q
we obtain by substitution the restricted and unrestricted models (4.8R), 
(4.9R) and (4.8UR), (4.9UR) respectively. Such a substitution results in 
loss of identification.^ However, given that (4.16) is further restricted 
to enable all parameters to be identified, it would be possible to test 
the restrictions resulting from the expectation hypothesis. Once again 
this procedure is conditional on known p and q and in practice one would 
be attempting to ascertain their values,test model specification and test 
weak rationality simultaneously.
As with adaptive extrapolative expectations acceptance (rejection) of 
the restrictions does not provide absolute proof that expectations are
1 See Chapter 3 for a discussion of identification.
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(are not) weakly rational. The question of the economic significance of 
the unrestricted model again arises; if the unrestricted model has economic 
meaning whether the restrictions could or could not result from any cause, 
other than weakly rational expectations, should be considered.
4 .2 .3  Rational Expectations
Incorporating rationality in a model Introduces severe restrictions. 
Wallis (1980) and Uickens (1976) and (1979) have proposed efficient systems 
estimation procedures for models involving rational expectations which 
have been discussed in Chapter 3. Wallis and Wlckens differ in their 
assumptions as regards the information set available to economic agents 
forming rational expectations.
Wlckens' definition of current rational expectations assumes that the 
values of exogenous variables are currently known. The estimation method
used by Wickens (1976) involves substituting the observed values of the 
variables about which expectations are being formed as expectations proxies. 
The parameters of the resulting observed structural model are functions of the 
original unobserved structural model parameters; restrictions are thus 
introduced.
To illustrate the type of restrictions involved consider the example 
on page 61. The unobserved structural model is
1 0 3 Y 0 x.+ k 12 T12 It










ylc + Y12 0 xu
y2t ~Y 21Y12 Y22
1_^12Y 21 ^12Y21 X2ti
whilst the observed structural model, unrestricted is
*
ß. It cn 0
c c21 22
It ‘it
Consider the general model
YtB + Y^tB2 + XtC = ut (4.17)
where Y^ _ = ( Y^Y ) is a vector of endogenous variables
Y^t= E(Y^t/4>^ ) is the rational expectation of Y^t given 
the information set (p^ ,
X^ _ is a vector of exogenous variables 
B.
and S 1
Upon substitution (4.17) becomes the observed restricted model 
YtB(I + B"1GB2)"1 + X tC(l + B_1GB2)_1 = ut
Y B + X C(I + S 1GB ) 1 = u t t 2 t





Is it then feasible to test rationality via a test of the restrictions on 
the coefficients of the exogenous variables, introduced by the expectations 
proxy? Usual tests of restrictions consider the restricted and the 
unrestricted models which, in this case, are (4.18) and
Y B + X C* - U (4.19)t t t
respectively.
Expectations, however, are absent from the model (4.19). Thus one 
cannot be certain whether a rejection of the restricted model in favour 
of the unrestricted model is a rejection of rationality or a rejection of 
the inclusion of expectations. Also testing these restrictions relies 
heavily on correct structural specification and any conclusions therefore 
are conditional on the structure being known.
Wallis assumes current rational expectations are formed on the basis 
of information available at time t-1 and assumes the expected values of 
exogenous variables, in time t, to be the one-step ahead predictions from 
their multivariate time series model. The method thus depends greatly 
upon these variables actually having a time series representation and 
upon the expectations of these variables being optimal predictions.
The fully efficient estimation procedure proposed by Wallis involves 
the joint estimation of the time series model of the exogenous variables, 
conditional on its known order, and the structural model by FIML methods. 
Restrictions involved in such estimation will be complex. As with Wickens' 
method, testing these restrictions, by comparing restricted and unrestricted 
models may be considered. This approach is suggested by Wallis and 
detailed examples are given in Hoffman and Schmidt (1978), who also
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demonstrate that these restrictions are not always testable. Whether the 
restrictions are testable or not, the economic significance of the unres­
tricted model is again questionable, as expectations are absent and, in 
their place are lagged values of exogenous variables. If the dynamics of 
the model, apart from those resulting from rationality, have already been 
specified additional dynamics are illegitimate.
Wallis also suggests a consistent two step procedure whereby the 
time-series model of the exogenous variables is estimated separately; the 
predictions are then used as proxies for the expectations of exogenous 
variables in forming rational expectations of endogenous variables. For 
a static model, when the vector of exogenous variables contains no lagged 
values, Wallis' analysis leads to an "unobservable" reduced form, say
e
= Tllht.t-l + *12*t + Ylt 




and y are vectors of endogenous variables
x is a vector of exogenous variables 
e  ^  ^ is the rational expectation of
0expectations and solving for y^ _^  ^  ^ gives the observable
model
Ylt = !ll(I-Ill)“1Il25t + -I2?t + -It
~2t = ~21(I~~ll^~1'12^t + Y22~t + Y2t
where x is the expected value of x . ~ t ~ t
Sargent (1978) and Salemi and Sargent (1979), in the context of specific 
economic models carry out similar tests, using the likelihood Ratio 
test.
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Substituting the one step ahead predictions for x^, after estimating 
the time series model, leaves the coefficients in the observable model above 
as functions of the unobservable reduced form coefficients. Wallis 
suggests testing the implied restrictions as a test of the rationality 
hypothesis.
Once again consider the unrestricted model, which will be of the
form
?lt - P-, x + P X
■k
+  V,~ll~t ~12~ t ~lt
v„ = P X +  P . X
*
+  V„
y~2t ~21~t ~ 22~ t ~2t
If the restricted model is rejected in favour of the unrestricted model 
what is the role of x in the unrestricted model? Rational expectations 
are functions of the x and are thus the sole source of their presence in 
both the restricted and unrestricted model. Testing the validity of the 
above restrictions assumes x^ _, and thus rational expectations, is part of 
the model and merely tests whether or not the coefficients of rational 
expectations have been correctly restricted. It is thus merely a test of 
whether including or excluding the rational expectations of certain 
endogenous variables is justified; it is not a test of rationality itself.
As x^ is present in the model solely as a result of the rational expect­
ations hypothesis a test of the significance of the parameters P and P2  ^
would test the validity of the hypothesis.
One result of the rationality assumption is that the actual observed value 
of the expectations variable serves as a proxy for expectations. That is
McCallum (1976) demonstrates for models where rational expectations 
of a variable and the actual variable do not occur simultaneously in the 
one equation, a consistent single equation approach to estimation. The 
expectation is replaced by the actual value of the variable, introducing 
measurement error, and estimation by instrumental variables then provides
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consistent estimates.
3A test for the presence of measurement error could be thought 
appropriate to testing rationality in this context. However, as demon­
strated in Chapter 3, this estimation procedure also provides consistent 
estimates under the assumption of weak rationality thus the measurement 
error introduced could be a result of either fully rational or weakly 
rational expectations; testing for the presence of this error would not 
determine the type of rational expectations.
The measurement error associated with the expectations proxy is 
subsumed into the structural error term and, as the variable about which 
expectations are formed is frequently endogenous, tests, such as those 
suggested by Sargan (1958) and Hausman (1976), would be inadequate as they 
merely test this endogeneity.
To elaborate, consider the first equation of a system
yIt Y  4- X B + t ut
where y and y^t are endogenous variables
is a vector of exogenous variables
and u is a disturbance term, t
0Substituting y ^  = y ^  + h we have
y, = y _ y  + X(3 + u - n Y ■*lt y 2t t t t'
y_ y + X 8 + v , v = u - q y. y 2t t t t t t'
The Sargan and Hausman tests test pliir^y^v^) = 0 not plim(y2 tnt) = 0 
as desired.
If it were possible to test for the presence of this measurement error 
the worth which may be attached to the test needs to be considered. The
3 A test such as that of Sargan (1958)
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above model serves to demonstrate this point. The structural equation
einvolves the expectation, y , the formation of which is to be tested. The 
null and alternative hypotheses would be respectively,
V  Plim(y2tnt) = 0
: plim(y2tnt)  ^0 .
If is accepted expectations would not be rational but the structural 
model under involves y^ not expectations, as in the original model, 
and the interpretation of this model is not obvious. The value of this 
procedure as a test of the formation of expectations is doubtful.
4.3 Discriminating Between Expectations Theories 
4.3.1 Weakly Rational and Ful ly Rational Expectations
Weakly rational expectations are optimal predictions from time series 
models. Consider z^_ the prediction from an estimated time series model.
zt = z^ + n (4.20)
0where z^_ is the weakly rational expectation of z^_ 
and nt compromises parameter estimation error.
If weakly rational expectations are assumed when in fact expectations are 
fully rational then the measurement error, p , introduced by the use of 
the proxy z is correlated with the exogenous variables in the model, 
(Nelson 1975).
A viable procedure for deciding between weakly and fully rational
/n 0expectations is to substitute z for the expectation z and test the 
independence of the augmented structural error and the exogenous variables: 
Sargan and Hausman tests would be suitable providing sufficient instruments 
exist. The inadequacy of such a scheme is that either weakly or fully 
rational expectations will be rejected without considering other alternative 
theories.
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4.3.2 Adaptive and Extropolative Expectations
Recapitulating 4.2.1, choosing between adaptive and extrapolative 
expectations involves testing the significance of their respective 
parameters, a^ and , inequation (4.1). The possible outcomes using this 
decision rule are:
a significant, a^ not significant; accept the extrapolative 
expectations hypothesis.
significant, not significant; accept the adaptive expectations 
hypothesis.
and a. significant; accept the general adaptive/extrapolative 
expectations hypothesis.
and a n o t  significant; reject both hypotheses.
The weakness of such a test has been mentioned in 4.2.1. It is stressed 
again that as a result of this process adaptive, extrapolative, adaptive/ 
extrapolative expectations or none of these is accepted without considering 
other possible relevant theories.
4.3.3 Testing a Number of Theories Conditional on an Assumed Structure
Rather than limiting the application of a testing procedure to isolated 
theories of expectation formation or just two specific theories, without 
any solid statistical foundation, it would seem preferable to adopt a 
procedure, with a rigorous framework which allows a number of alternative 
hypotheses to be considered. It is suggested that the "testing" of the 
formation of expectations be placed in the context of a general model 
selection problem.
If it is assumed the form of the structural model, but not the 
expectations model, is known and each model of expectations formation 
entertained is substituted in this given structural model as many models
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as expectations hypotheses are obtained. The preferred model may then be 
selected on the basis of a conventional criterion; conditional on the 
assumed structure.
In many instances selecting an appropriate expectations model will
4involve discriminating among non-nested models. Various criteria, most of 
which rely on maximum likelihood estimation, are available for non-nested 
model selection. When rational expectations is one of the alternatives 
hypothesised, for maximum likelihood estimation, systems estimation is 
necessarily involved and a criterion amenable to comparing systems of 
equations is required.
Some absolute criteria based upon the likelihood adjusted for degrees 
of freedom, such as Akaike’s Information Criterion, would be appropriate 
as would the extended Cox test suggested by Pesaran and Deaton (1978).
Any absolute criterion would enable a preferred expectations hypothesis 
to be selected whilst the Cox test may not provide a unique ordering and 
thus no model would be preferred overall.
For situations where some hypotheses are nested orthodox, sequential 
testing procedures, for example the Likelihood Ratio or Wald test applied 
sequentially, will precede any non-nested selection.^ Generally the 
approach to model selection will be specific to the alternatives and 
structural model hypothesised.
As interest lies in selecting an expectations model given a particular
structural model analysis may be carried out via the unrestricted reduced
form which greatly simplifies matters. Consider a model containing the 
_ _ -
Model I is nested in Model II if it may be derived by restricting Model I.
Mizon (1977) provides a comprehensive discussion of appropriate significance 
levels of sequential tests and the relative power of alternative sequential 
procedures.
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endogenous variables, Y^ _, their expectations based on information available 
eat time t-1, Y^_  ^  ^ and exogenous variables, X^ _. For the present assume 
consists of no lagged endogenous variables. The unrestricted reduced 
form of this model may be expressed as
7T1 Y + TT _ X + V1 t,t-l 2 t t (A.21)
Adopting the approach of Wallis the reduced form, under the hypothesis 
that expectations are rational, may be written as
Y = P ^ X  + P ^ X  + v t RI t R2 t Rt (A.22)
where X^_ is the prediction of X^_ based upon past X.
Under the hypothesis of adaptive expectations the reduced form becomes
Y = PA1(L)Y , + P AO(L)X + V A t Al t-1 A2 t At (A.23)
where P^(L) and P^^(L) are polynomials in the lag operator L. 
Under the hypothesis of extrapolative expectations it becomes
Yt PElXt + PE2Yt-l + VEt (4.24)
and under the hypothesis of weakly rational expectations, with Y generated 
by an ARMA (p,q) process
P .X +P 0Y + wl t w2 t-1 + P Y +P e + wp t-p wp+1 t-1 + P e + v wp+q t-q t
(A.25)
(A.24), extrapolative expectations, is nested in (A.25), weakly rational, 
and (A.23), adaptive expectations.
Thus nest one comprises
H : (A.25)o





The possible outcomes of sequential testing within the nests are
(i) select (4.24)
(ii) select (4.25) and (4.23)
(iii) select (4.25) from nest one and (4.24) from nest two 
and (iv) select (4.23) from nest two and (4.24) from nest one.
As there is a unique ordering of models (4.25) and (4.24) and also of 
models (4.23) and (4.24) resulting from nest one and nest two respectively, 
in outcomes (iii) and (iv) the end result is that (4.24) is selected. The 
set of distinct outcomes is thus reduced to (i) and (ii).
A non-nested procedure is employed to choose between the models 
resulting from the above nestings and (4.22). As aforesaid the extended 
Cox test may not provide an unique ordering of models whilst an absolute 
criterion will select a preferred model. None of the expectations hypothesis 
proposed may be appropriate thus the fact that the Cox test rejects all 
alternatives need not be disconcerting.
4.3.4 Testing Expectation and Model Speci f icat ion Simultaneously
In practice selection of a structural model and an expectations 
model occur simultaneously although this fact is ignored in most 
approaches to either testing expectation specification or testing model 
specification. The model selection approach outlined above is readily 
adapted to this problem.
Consider an alternative structural model, (4.21a), nested in (4.21) 
and corresponding to (4.22), (4.23), (4.24) and (4.25), respectively,
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(4.22a), (4.23a), (4.24a), and (4.25a). There are now five nestings NI, N2, 
N3, N4, and N5 as follows:
Nl: (4 23), (4 24), (4.24a)
N2: (4 25), (4 23a), (4. 24a)
N3: (4 25), (4 24), (4.24a)
N4: (4 25), (4 25a) (4.24a)
N5: (4 22), (4 22a)
Sequential testing within the nests will result in a set of distinct outcomes 
which are then subjected to non-nested testing procedures to select a 
preferred model (or perhaps no model if the Cox test is employed).
In this simple example it is assumed there are only two alternative 
structural models; both reduced forms. As interest now lies in selecting 
an appropriate structure as welt as an expectations model, in general, it 
will be necessary to consider the alternative structural models when 
organising our nested and non-nested selection procedures. More elaborate 
schemes of nesting and non-nesting will be required as more structural 
and/or expectations model are introduced as alternatives.
Having available suitable proxies, such as survey data or futures 
prices may eliminate the need to search for an appropriate expectations 
formation process. The selection procedure, under certain assumptions, 
could involve a search over the alternative proxies and structural models.
Not wishing to pre-empt the work of Chapter 6 the discussion of such a 
selection procedure is postponed.
4.4 The General Nature of Expectations 
4.4.1 Causal Relationships
Granger (1969) has defined a time series (X^ _} as "causing" another 
time series {Y^} if the present value of Y can be better predicted when
- 119-
past values of X and other relevant information (including the past history 
of Y) are used than by using past values of Y alone. Procedures for 
empirically testing such causality have been proposed by Sims (1972), Haugh 
(1972), Granger (1973) and others. Pierce and Haugh (1977) review several 
of these procedures.
In determining the formation of expectations it would be useful 
if it could be decided which variables "cause" expectations. However 
"causality" tests would have to be carried out via a proxy for expectations 
If it is ascertained that a variable "causes" the chosen proxy it cannot 
be inferred that this variable "causes" expectations. As noted by Pierce 
and Haugh (1977)"... the causality definition assumes the nature of the 
series given". If measurement error is present (x=x^ + e^ and y = y^ + e^^ 
"... it may well be that different causality events will hold for x^ and 
y^ than for x and y". Thus tests of causality of expectations proxies do 
just that; test causality of the proxy.
4.4.2 Endogeneity or Exogeneity of Expectations
A relevant question is: are expectations exogenous or endogenous?
If they are endogenous then the complete structural model should contain 
an equation for each expectations variable: either an identity or
stochastic relationship. For the econometrician the endogeneity or 
exogeneity question becomes: can one test whether expectations are
endogenous or exogenous? As weak exogeneity (defined by Richard (1979)) 
is sufficient to allow separate analyses of expectation formation and the 
remainder of the structural model, it is of interest to test for weak 
exogeneity and, in the following analysis, it is this weak exogeneity that
is discussed.
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The implications of exogenous or endogenous expectations on the 
final equations (so named by Zellner and Palm, (1974)) could be contemplated 
as a possible means of testing the exogeneity or endogeneity of expectations. 
Without making any assumptions regarding the process generating expectations 
the consequences of exogenous and then endogenous expectations will be 
examined.
Consider the following dynamic, non-recursive, structural model
+ u (4.26)t
ewhere y is the expected value of y ,
B(L) and V (L) are matrices of polynomials in the lag operator L,
^lt’ ^2t anC* ^3t are enc*°8enous variables,
0
X , X 2 t ’ X 3(- anc* y 2 t are exogenous variables 
and u is a random disturbance term.
Assuming the exogenous variables have a time series representation:
= e*(L)£* , (4.27)
where <})*(L) and 0*(L) are matrices of polynomials in the lag 
operator L,














Thus the final equations are, in obvious notation,
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U*(L)|. IB (L) I
The autoregressive factor, | (J>* (L) | . j B (L) [ , of the final equations is 
common to all endogenous variables (Zellner and Palm, 1974). In addition 
the autoregressive factor itself has a common factor, |cj)*(L)|, from the 
autoregressive factor of the exogenous variables. By testing for this 
common factor inference could be made as regards the exogeneity of expecta­
tions, y® . Finding |<J>*(L)| to be a common factor of the common autoregres­
sive factor would imply that expectations may be exogenous but such evidence 
is far from conclusive.
There exists a great practical drawback to implementing such a test; 
expectations are unobservable and thus the multivariate time series model 
of the exogenous variables cannot be modelled. Consequently an estimate of 
I 4> * (L) I cannot be obtained.
As an alternative to (4.26), consider the case of endogenous expecta- 




















where 4>(L) and 0(L) are matrices of polynomials in the lag operator L 
and . £ is a serially uncorrelated disturbance term.
Thus the final equations are, again in obvious notation,







The common factor of the common autoregressive factor of the endogenous 
variables is now |<j>(L)| where cJ)(L) is obtained from the time series model 
of the observable exogenous variables.
Assuming all other variables in a model have been correctly categorised 
as exogenous or endogenous, and assuming that the orders of the polynomials 
in 4> (L.) , B(L), and 0(L) are known, it may be possible to test the endogeneity 
of expectations as follows:
estimate the time series model generating the exogenous variables to 
obtain an estimate of | 4> (L.) | ,
although the final equations of all endogenous variables cannot be 
estimated, consider the "unrestricted" equations pertaining to the 
observable endogenous variables
y (l )
(the common autoregressive factor restriction is still imposed); obtain 
consistent estimates of (4.32) and test the restrictions y(L) = | <p (L)| .|B(L)| 
via a Wald test.
As previously stated conclusions from such a test can only be that
(i) expectations may be endogenous 






It thus appears that the nature of expectations is difficult to determine 
and will depend very much on the subjective views of the model builder.
4.4 Conclusion
Examining various alternative procedures for testing isolated theories 
of the formation of expectations yields rather negative conclusions.
Embedding a particular theory in the maintained hypothesis and testing the 
restrictions implied by that theory is not entirely satisfactory. The 
unrestricted model resulting from this procedure may have no economic basis 
and the restricted model may thus be rejected in favour of this "spurious" 
unrestricted model. If another economically meaningful alternative was 
hypothesised, rather than the unrestricted model, the maintained expectations 
theory may be accepted.
Accepting the restrictions implied by a specific theory is not 
absolutely conclusive either as the restrictions may arise from causes 
other than the assumed expectations theory.
When testing the validity of restrictions implied by rationality, in 
both Wickens' and Wallis' case, rejection of the restrictions does not 
indicate "non-rationality". In Wickens' case rejection implies the absence 
from the model of variables in expectational form whilst in Wallis' case 
rejection implies an incorrectly specified menu of rational expectations. 
Further, as a result of rationality being a systems concept, it would be a 
practical impossibility to separate model and expectation formation 
misspecification, when expectations are endogenous.
Assuming expectations to be predictions generated by stochastically 
independent relationships, as does the weakly rational hypothesis, makes 
efficient estimation and testing of implied restrictions impossible.
(Assuming expectations to be expected values of endogenous variables.)
- 124-
A procedure has been suggested for discriminating between rational 
and weakly rational expectations. However either rational or weakly 
rational expectations will be accepted if such a procedure is adopted and 
this is not at all satisfactory.
The only conclusive test of an isolated expectations theory appears 
to be the test of rationality via the tests of significance of the coeffici­
ents of the extrapolative exogenous predictions in the unrestricted reduced 
form, in the context of Wallis' procedure. This of course is conditional 
on the exogenous variables having a time series representation and expecta­
tions being optimal predictions.
Postulating behavioural models for expectations and incorporating 
them in the maintained hypothesis regarding the structure of the model does 
not really provide latitude for testing an isolated subhypothesis of 
expectation formation. The alternative approach suggested is to simultane­
ously select the appropriate structural and expectations models by combining 
them both in a general model selection procedure.
There are a number of advantages of a model selection approach: all
expectation formation theories thought appropriate may be tested, all 
alternative models are economically meaningful, testing of the expectations 
hypothesis is no longer conditional on an assumed structure and a rigorous 
framework for selecting an expectations theory is provided.
Due to the unobservability of expectations any empirical analysis of 
their general nature is difficult. Theoretical assumptions, as regards the 
endogeneity and exogeneity of expectations, must therefore be heavily
relied upon.
CHAPTER 5
E X P E C T E D  IN F L A T I O N :  Q U A L I T A T I V E  S U R V E Y  D A T A
A N D  Q U A N T I F I C A T I O N  M E T H O D S
5.1 Introduction
Qualitative, or tendency, surveys require that respondents merely 
state whether certain economic variables will increase, decrease or remain 
in the same (or have increased, decreased or remained the same) compared 
with some base, usually the preceding, period. The data thus obtained is 
generally in the form of percentages of respondents who report an increase, 
a decrease or no change in the relevant economic variable.
Qualitative data on current trends in economic variables are frequently 
available earlier than published figures and are therefore of value in 
assessing and planning general trends. Of extreme interest are the 
qualitative data on expected future trends, being data on a rather elusive 
variable. In fact a variable which is most often deemed unobservable and 
for which there is no statistical counterpart.
Whilst early knowledge of trends and expected trends in economic 
variables is important in providing a general view of the economy, quanti­
tative data is necessary for applied econometric modelling. Recognition 
of this need has led to the quantification of qualitative data.
Anderson (1952), Theil (1952), Carlson and Parkin (1975) and Knöbl 
(1974) are some who have supplied and applied "solutions" to this
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quantification problem. Anderson and Theil appear to be the first to 
attempt such a transformation. They are particularly interested in 
procuring useful data from monthly industrial surveys of entrepreneurs’ 
opinions regarding the movements of prices, stocks, production etc.
Anderson and Theil are concerned with deriving a quantitative macrovariable 
from the qualitative microvariable data of the surveys. Anderson's method 
produces a balance index whilst, by the method of Theil, time series data 
may be obtained. Carlson and Parkin (C-P) and Knöbl adapt and apply Theil’s
transformation method to cross-sectional, time-series survey data on the movement 
of expected inflation. The various proposed procedures of quantification 
will be outlined in Section 2.
Without certain behavioural assumptions it is not possible to trans­
form cross-sectional, time-series data on expectations in qualitative form 
to quantified aggregate time series data. Thus quantification depends very 
much on the acceptance of the assumptions implicit in any transformation 
method. The importance of considering these implied assumptions and their 
consequences will be stressed in the following sections.
The crucial assumption of methods of transforming quantitative data 
to aggregate time series data is that responses of participants in the 
survey are related to the distribution of the change in the relevant 
economic variable. This assumption necessitates the further assumption of 
a specific distribution for the concerned variable in its quantified form.
As Theil comments, one specific model will not be generally applicable to 
all microvariables and this must be considered when contemplating any 
transformation. Discussion will therefore be confined, in the main, to a 
particular variable, expected inflation.
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The distribution of expected inflation varies with the behavioural 
models assumed to underly the formation of these expectations. In Section 
3 the models implied by the assumptions of Theil, C-P and Knöbl will be 
examined and compared with the models necessary for the validity of the 
transformation procedure. The assumptions implicit in the Theil, Knöbl,
C-P transformation are quite restrictive and this warrants emphasis as a 
warning to curb any compulsions to use such a transformation as the volume 
of qualitative survey data increases.
The distribution of the change 6, say, in the relevant economic 
variable and the conditional probability of a certain response given 6 play 
important roles in quantifying tendency survey data. The probability of 
a specific response and a change 6 occurring is the product of the conditional 
probability of the response given 6 and the probability of 6 occurring.
This relationship underlies all transformation procedures and it will be 
employed to analyse these procedures in Section 4.
Theil, Knöbl and C-P present rather confusing and somewhat inconsistent 
analyses. All initially assume individuals have varying subjective distri­
butions of 5, which implies a multivariate distribution across individuals, 
but, in the actual transformation this assumption is dropped, without 
adequate explanation, and a univariate distribution across individuals is 
assumed.
Theil defines the aggregate variable as a weighted average across 
firms which is equivalent to a simple average if firms of a similar size 
are grouped together. Given the assumption of varying individual distri­
butions the distribution of this aggregate variable will depend upon the 
form of these individual distributions. Similarly C-P define expected 
inflation for the population as a whole as the mean of the medians of
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individual subjective distributions. However it is not obvious how to 
interpret their definition, given their behavioural assumptions, without 
exemplification.
Certain behavioural assumptions result in expectations having a 
multivariate distribution which necessitates aggregate expectations being 
explicitly defined. Quantification of tendency survey data in these 
circumstances appears invalid and alternative proxies for expectations 
should be sought. These apparent inconsistencies in the analyses of the 
authors mentioned above will be discussed in Section 5.
5.2 Transformation Methods 
5.2.1 Anderson's Balance Index
Anderson (1952), in his analysis of the data of the Ifo - Institute 
for Economic Research, Munich, Business Tests, appears to have been the 
first to attempt to quantify qualitative data. He concentrates on the 
quantification of the ex post developments rather than the expectations 
of future developments reported in the surveys. The data are in the 
form of weighted percentages of firms who respond that a positive, negative 
or zero change has occurred in a specific economic variable.
To quantify the series Anderson computes the balances, percentage of
positive responses minus percentage of negative responses. His basis
for this approach is that "the monthly increase of the statistical variable,
e.g. the population figure, can be ascertained by the difference between
increase and decrease of the population" (Anderson 1952, p.2). In
Anderson’s notation the balance is
+Eg,
A . t  = — -
i  Eg.
Zg:
El. 100 . 100 (5.1)
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where ——  . 100 and -—  . 100 are the weighted percentages of firms
Zgi Sgi
reporting a positive and negative change respectively.
The change in the actual statistical series is regressed on this 
balance series and the predictions from the estimated model are then employed 
as a quantified series comparable to the actual series. Anderson suggests 
that by regressing on both the positive and negative percentage responses 
(multiple regression) the criticism, that the simple regression presumes 
the weighted percentages of positive and negative replies equally (but in 
opposite directions) effect changes in the actual statistical variable, may 
be rebutted. Theil (1952) points out that this regression assumes the 
relationship to be constant over time.
Expectations may be compared with "the statistical series" in this 
same manner claims Anderson. However "the statistical series", that is a 
quantitative series on expectations, does not, in most cases, exist. It 
appears that Anderson would recommend regressing the actual changes in the 
economic variable, about which expectations are being formed, on the 
expectations balance statistic obtained from the survey data. This, however, 
would merely serve to ascertain whether expectations of changes in the 
economic variable effect actual changes.
Anderson suggests a similar alternative method for expectations which 
also involves "the statistical series" and therefore is inappropriate to 
use in obtaining quantitative data on expectations. The only expectation 
series resulting from Anderson’s analysis is the balance statistic: the
percentage of positive responses minus the percentage of negative responses.
5.2.2 T h e i l 's Transformation Method
Theil (1952) formalizes and generalizes Anderson's approach to 
quantifying qualitative data. His analysis has as its basis the distribution
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of changes in the economic variable over respondents. In Theil's case 
this is the distribution of changes in certain microvariables across 
firms (or unit firms).
Employing Theil's notation F^ denotes the cumulative distribution 
of changes across respondents, d^ _, s^_ and c denote respectively the propor­
tion of negative, positive and no change responses. Theil defines the 
positive interval (-p,p) such that a firm responds to no change if and only 
if the change perceived or expected by that firm lies in this interval and 
refers to it as the indifference interval. That this indifference interval 
may change over time and firms is acknowledged by Theil, but assumed 
unimportant, and thus maintained constant.
The method proposed by Theil enables an estimate of the mean of the 
distribution, F^, to be obtained. By equating sample proportions d^, s^ 
and c^ to the probabilities associated with F^ _ an expression for the mean 
of this distribution is found in terms of the probabilities, proportions 
and the indifference interval.
Equating survey proportions to theoretical proportions of F
s = 1-F (p) t t F (5.2)
d = F (-p) t t p (5.3)
ct = Ft(p) “ Ffc(-p) (5.4)
for some fixed, unknown p where F^(p) is the probability that the change 
in the economic variable is less than or equal to p.
The estimation procedure adopted will depend upon the type of 
distribution function, F^_ and may not in some instances be feasible. 
Theil illustrates that given F is a rectangular distribution with 
constant range, 2q, an expression for the mean y is as follows:
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y = q (s - d ) 
yt 1 t t (5.5)
This is, of course, the linear relationship assumed by Anderson, s - d^ 
being his balance index.
Sufficient conditions, but not necessary as Anderson gives alterna­
tive conditions, for the validity of Anderson's regression approach are given 
by Theil namely,
(i) the frequency distribution F is rectangular for each time 
period,
(ii) the range of F is independent of time
and
(iii) the indifference interval lies wholly within the range.
Theil also analyses the cases where F^_ is a normal distribution with
constant variance and a normal distribution with changing variance. For
2a normal distribution with mean y and constant variance a
s = 1 - N t (5.6)
d = N t (5.7)
ct = N (5-8)
where N(x) represents the probability that a standard normal variable is 
smaller than x. Defining h(z) for 0 £  z < 1 such that
h(N(x)) = x .
Theil obtains the following expression for the mean y of F :
y. = -^a{h(l-s ) + h(d )} t t t (5.9)
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which is non linear in s and d . Thus the assumption of a normalt t
distribution with constant variance refutes Anderson’s method of 
quantification.
By eliminating a from (5.6) and (5.7) the following expression is 
obtained
h(dt) + h (1—s t)
yt P h(d^) - h(1-sj_)
2(This expression also holds for varying variance a .)
(5.10)
Given the indifference interval, from qualitative survey data a 
quantified series for the mean changes in the economic variable may be 
obtained using (5.10). As Theil indicates (5.10) is inappropriate if 
d^_ equals (1-s^) (that is c^ = 0). It is also inapplicable if p is zero, 
that is if the indifference interval vanishes, or if there is complete 
unanimity as regards expected movements, c^ = s^ = 0 or c^ = d^ = 0.
Theil (1961) proposes an alternative derivation of the balance 
statistic by considering the distribution, which he calls the "signum 
distribution", of changes in microvariables. The distribution has 
frequencies equal to the proportion of firms experiencing a decrease, the 
proportion experiencing an increase and the proportion experiencing no 
change at -1, +1 and 0 respectively. The balance statistic is the mean 
of this signum distribution. If there is a consensus of opinion the 
balance statistic is simply -1, +1 or 0 when this opinion is of a 
decrease, an increase or no change respectively.
Accepting normality, and thus (5.9) and (5.10), estimates of the 
mean may be obtained using regression methods to estimate (5.9) and 
(5.10) and then obtaining a predicted series as in Anderson’s approach. 
However this again requires that an actual series exists and in the case
L
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of expectations this is rarely so. To utilize Theil’s method to quantify 
tendency survey data on expectations it is therefore necessary to assume 
an arbitrary value for the indifference interval.
Regression methods were not proposed for the purpose of quantifying 
qualitative data but for acquiring predictions of an actual observed 
series. The observed series is available up to period t and qualitative 
data, for the same series, are available up to period t+j. By estimating 
the relationship between the actual series and the qualitative series a 
prediction of the observed series in period t+j, based upon the qualitative 
data, is obtained. For expectations, however, there is no observable counter­
part, in fact the observable counterpart and the relationship between it and the 
qualitative data are to be estimated. This is obviously asking much of the data 
hence the need to assume an arbitrary relationship (indifference interval) and 
reduce the problem to that of estimating the observable counterpart only.
5.2.3 Carlson-Parkin and Knöbl Transformation Methods
C-P and Knöbl are specifically interested in expected inflation and 
they follow Theil in that they assume inflation to be distributed normally 
across respondents. They also detail behavioural models determining 
survey responses and these will be discussed in Section 3. Here the 
computational procedures required to derive a quantitative series are 
outlined.
C-P and Knöbl also arrive at (5.10), Theil’s basic equation. As 
aforesaid actual data on expectations is not available and it is necessary 
to estimate p, by methods other than the regression method of Anderson, 
or assign it some arbitrary value, to obtain values for y , the series of 
expected inflation. Knöbl selects p = 2 while C-P choose p such that 
the average of the constructed series over time equals the average of
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actual inflation. In recent work Defris and Williams (1979) derive a 
series y /p rather than make further assumptions regarding p.
5.2.4 Summary of Methods
The various methods proposed for quantifying qualitative data are 
briefly summarized as follows:
(i) Compute the balance statistic; the proportion of positive 
responses minus the proportion of negative responses.
(ii) Regress the actual series on the balance statistic and obtain 
predictions from the estimated regression. This method is of 
course inappropriate for expectations.
(iii) Using the proportions of positive and negative responses,
together with the assumption of normality, evaluate hCd^) and 
h(l-s ) and then, estimating or assuming an arbitrary value 
for the indifference interval, employ equation (5.10).
(iv) From equation (5.10) obtain an '’unsealed" series
h(dt) + h(l-st)
yt/p = h(dt) - h(i-st7  ’
again assuming normality to evaluate h(d ) and h(l-s ).
5.3 Alternative Behavioural Models Underlying the Distribution of 
Expected Inflation
5.3.1 Introduction
Anderson and Theil are concerned with obtaining quantitative 
aggregate data from qualitative micro data. Participants in the Munich 
Business Tests are reporting on the movements in prices, sales, production 
etc. of their individual firm. The numerical aggregate counterparts are 
indices which are weighted averages of the individual firm’s actual changes
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in these variables. Anderson and Theil therefore desire to obtain 
approximations of these indices from the survey data.
There is a slight distinction to be made when dealing with a survey 
on expected inflation. Respondents in such a survey may be reporting on 
their expectations of the movement in ostensibly the same variable, the 
general level of prices as measured by a price index; that is they are 
reporting expected movements in an index. Thus the discussions of 
Anderson and Theil need to be adjusted accordingly. However respondents 
may, on the other hand, be reporting expected movements in individual 
indices and Anderson and Theil's analysis may be employed replacing firm 
with individual.
Anderson does not attempt to provide any behavioural basis for his 
quantification procedure but merely carries out an algebraic analysis to 
derive a linear relationship between the balance statistic (percentage of 
positive responses minus percentage of negative responses) and the change 
in the economic variable as measured by an aggregate index. The balance 
index has certain intuitive appeal as one would expect a large increase 
(decrease) in that aggregate variable if the number of positive (negative) 
responses greatly outweigh the negative (positive) responses and of course 
it is simple to compute.
Theoretical bases for quantification procedures describe behavioural 
models attempting to link the probability of a response "increase", 
"decrease" or "no change" to the distribution of the change in the 
relevant variable. By assuming these probabilities constant over 
individuals the survey proportions are their maximum likelihood estimates 
and may thus be employed to extract estimates of the parameters of the 
distribution involved. The assumptions regarding the linking of the 
probabilities of alternative responses to the distribution of the changes
- 136-
in the economic variable and the assumptions of the form of this 
distribution are consequently critical to the qualification methods.
It is these theoretical behavioural models, the various distributions 
which may arise from alternative assumptions and the possibility that 
the link between the probabilities of responses and the distribution is 
not computationally tractable which will be discussed in this section.
Theil (1952) introduces the concept of an indifference interval, 
both fixed and stochastic, and relates the probabilities of responses 
to the proportion statistics of the survey via this interval. Theil 
recognises that the distribution of changes in the relevant economic 
variable plays a crucial role in his transformation procedure and examines 
the adjustments required for different distributions. To gain insight 
into the nature of this distribution he studies the frequency distribution 
of a particular variable across firms and proposes a theoretical model 
compatible with these empirical distributions. Theil's theoretical model 
will be discussed briefly and possible alternative models underlying 
the distribution of expected inflation will be suggested.
Knöbl and C-P follow and extend Theil's analysis; they assume a 
fixed indifference interval and a specific distribution of changes in 
the relevant economic variable, and particularly detail individual behaviour, 
to relate the probabilities of responses to the distribution of inflation, 
or expected inflation, across individuals.
C-P assume that expected inflation is specifically related to actual 
inflation which is in the spirit of the rational expectations theory 
(Muth 1961). Knöbl, however, assumes no such relationship and merely 
considers the distribution of expected inflation per se. Thus the behav­
ioural models to be discussed will be divided into "Rational" (where 
expectations are the mathematical conditional expectations) and "Non
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Rational". Adopting a Bayesian approach the distribution of expected 
inflation evolving from the previously mentioned authors' assumptions 
regarding the distribution of individual inflation indices and/or 
individial expectations will be compared with the distribution employed 
in the transformation procedure.
Analysis will proceed with the aid of hyperparameter or hierarchical 
models^ where prior beliefs are introduced in stages. It will be shown 
that the models implied by the assumption of individual distributions 
varying are not the appropriate models for validly employing the trans­
formation method. This indicates that the theoretical models proposed 
by Knobl and C-P are not consistent with the quantification procedure 
finally adopted.
5.3.2 The Indifference Interval
As the indifference interval, introduced in relation to Theil's 
method of quantification in the preceding section, is common to all 
behavioural models it will be treated separately. Theil (1952) admits 
that a firms indifference interval may vary over time, and indifference 
intervals may also vary over firms. However, he assumes them to be 
constant over both in his analysis, as do C-P and Knöbl in their adaption 
and application of Theil's procedure. Theil (1966) examines this indif­
ference interval in greater detail, by means of response functions and 
his analysis will be reviewed and the important role of this indifference 
interval in quantification methods will be discussed.
Theil (1966, p.331) states that "There exists, for each survey 
participant and for each variable, an interval (a,b), a 0 < b, such 
that the participant reports "increase" if the percentage increase exceeds
1 A discussion of hierarchical models is contained in Box and Tiao 
(1973) .
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b, "decrease" if the percentage decrease is larger than a in absolute value, and 
"no change" if the percentage change is between a and b" . This assumption of 
individual indifference intervals is immediately relaxed when a diagrammatic 
illustration is presented, and all individuals are assumed to have the identical 
indifference intervals, (a,b), at a point in time. Figure 5.1 represents the fre­
quency distribution of change, 6 (from time period t-1 to t) in the relevant 
economic variable for all individual respondents with common indif ference 
interval (a,b).
Fig. 5.1 The d is t r ib u t io n ,  f^ ,  of changes (6) in an economic variable .
Theil equates areas A, B and C to the proportion of "decrease", "no change" 
and "increase" responses respectively.
To cater for varying indifference intervals Theil introduces the 
probabilities of the responses "increase", "no change" and "decrease" as 
functions of the log change in the variable. Where 6 now represents the 
log change let:
tt^(6 ) be the probability an individual will respond "increase"
(6) be the probability an individual will respond "no change"
and tt^(5) be t i^e probability an individual will respond "decrease".
Theil asserts that it is reasonable to assume that is a monotonically 
non-decreasing function of 5 and tt^  is a monotonically non increasing 
function of 6. To ensure that when 6 is sufficiently large negatively
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(positively) a response "decrease" ("increase") is certain to be reported 
it may be assumed
lim tt (6) = lim tt (-6) =  1 .
6-K) 1 6-x» J
Given that the responses functions tt^  and tt^  are differentiable 
the first assumption above implies 
d tt dr
■ . - < 0 and - ■ < 0 -oo < 6 < °° .do —  do —
These assumptions allow the response functions to be regarded as cumulated 
distribution functions. (Theil gives as an example the normal distribution.) 
Although the indifference interval is now stochastic in nature it remains 
constant over individuals in the sense that for a given change, 6, tt^ , 
tt2 and tt  ^ are the same for all individuals.
Theil attempts to find empirical support for the hypothesis that the 
percentage of "increase" and "decrease" responses vary with 6, the log 
change in the variable, by estimating response functions for two industries, 
the Textile and Clothing and Engineering industries, using Swedish data.
He concludes that the data for the Textile and Clothing industry are "in 
reasonable agreement" with such an hypothesis but the data for the 
Engineering industry is "less favourable".
Evidence of variation in individual indifference intervals for a
given variable is provided by the results of a survey carried out in 
2Stockholm asking participants to place numerical values on the limits 
of such intervals symmetrical about zero. Although Theil*s response 
function allows for variability in one sense, it remains restrictive in 
that it assumes that, for a given 6, the probability of a particular
2 See Theil (1966, p.332) for details of this survey.
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response ’’increase", "decrease" or "no change" is identical for all 
individuals.
Theil's response function is an attempt to model participants 
behaviour, a Bayesian approach is adopted as an alternative below to 
examine the distribution of changes in a particular economic variable, 
prices, as measured by inflation.
5.3.4 "Rational1 Behavioural Models
C-P have applied Theil’s transformation method to qualitative survey 
data to obtain an expectations series assuming, in the process, a parti­
cular distribution of expected inflation and the model implied in their 
stated behavioural assumptions will be the first examined. C-P assume 
individuals have varying price indices, and their responses to the 
survey are based upon the expected movements, over the next period, of 
the "price index of their own bundle of commodities" (C-P 1975, p.126).
For a percentage change p^ in an individual's price index over the next 
six months, f^(p^) denotes the subjective probability density function of 
p^ for a respondent during month t. This subjective distribution may 
vary across individuals and may change from one time period to another.
C-P assume an individual's subjective distribution of inflation, f (p^ .),
3has median m . They further assume this median has a normal distribution, 
which represents individual expectations being distributed around a 
consensus rate. Assuming f^Cp^) is also normal, for purposes of analysis, 
the C-P model may be expressed, for N individuals, as
(pitImit^ % N(mit’°it) 1 = (3.11)
C-P omit the subscript i but if subjective distributions vary across 
individuals it follows the medians of these distributions will in 
general vary.
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(mit| pp ^ N(pp o p (5.12)
nu being synonomous with individuals’ expectations. Implicit in this 
model is the assumption of rationality at the individual level: an indivi­
duals expectation, urn ^ , equals the mathematical expectation of actual 
inflation, E(p_^) .
The model consisting of (5.11) and (5.12) represents an individuals 
prior knowledge of the distribution of inflation and expected inflation, 
that is his knowledge at the beginning of the period. It would appear 
plausible to assume time periods of length one month or one quarter are 
of such short duration that, within this period, the prior distribution 
is not updated. An individual may then be assumed to continually revise 
his measure of inflation during the period as new information on actual 
prices of commodities in his index is gathered via advertisements, super­
markets etc. At the end of the period the prior distribution would be 
updated, by combining it with this sample information, to obtain a 
posterior distribution. The responses in the survey would be based thus 
upon this posterior distribution of inflation.
e 2 2The prior distributions of p , a. and a need to be discussed to  ^ t’ it t
complete the above specification. As the posterior distribution of nr
the individual's expectations, depends upon the assumptions made regarding
this prior knowledge various alternatives will be considered. Assuming
the prior and posterior distributions to represent the individual's
knowledge at the beginning and end of period t, respectively, the time
period can be divided into smaller time periods t1,t0,...,t forI z n .l
individual i; the t^'s represent the points at which the individual 
obtains sample information. For example if the time period t is 
quarterly, information may be gathered weekly or monthly.
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Under the assumption of diffuse prior knowledge of p^ _, in the form
2 , 2of a uniform prior, and known variances a^ ’s and a (in particular
2 -2variances over individuals are assumed constant, o^ = i = 1,...,N)
0
the joint density of m - (m^t m2t *** ’ and p is:
p(mt p*|pt) « exp {- Z (p.t - ">.t)2/ 2 ^  - E(r,.t - P*)2/2o2j
 ^ 1J J 1 '
0and the posterior distribution of expectations, m , integrating out p , 
is multivariate normal:
p(mt |pt) « exp [-{hi ( (n^o? + a2) / o 2q 2 - 1/Na^) (mit - \i±t>
--- n % (m-*. “ “ y.«.)}]m 2.. it it it itNo n  j jt J
with means
'it
Pi t V t  + V t
n.a2 + Ö2i t  t
P = I {n.p . /(n.a + a )}/E{n ./(n.a + a )} t . lit i t  t . 1  i t  t l l




i 2 - 2n.a +ol t (n.a +o ) S (n./n.a +a }i t  t l i t  tl
It is not, however, the nature of the posterior mean and variance but the 
fact that the resultant posterior distribution is multivariate which is 
important when considering quantification methods. A multivariate 
distribution implies, in general, that the marginal distributions of the 
m ’ s upon which survey responses are based, vary. It is illustrated in
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Section 4 that only when these distributions are identical is it valid to 
employ quantification methods to transform qualitative data.
2 -2As an alternative model a and a may be assumed unknown and assignedt t
prior distributions. This may be interpreted as reflecting an individual's
uncertainty pertaining to his expectations and actual inflation or his
confidence in his beliefs. In periods of steady inflation an individual
would be expected to have greater confidence in his expectations than in
periods of rapidly increasing inflation or hyperinflation. If conjugate 
2 -2priors for cr and a ^ , namely inverse chi squared distributions, are 
presupposed and again individuals observe, P^t » inflation based on their 
individual price indices, during period t, sample information and prior 
information may be combined to give the joint density:
p(p ,m ,p^,a^a^) « exp{-X>[E E (p - m )2 4- vA ]/a2}~ t ~ t t t t  .. it. it ti J 1
2 9 _? „-(N+f|+2)
X exp{-^[E ( m it — p^) +  ny]/at}at 1 x ° t
where vA/a and ny/cr^  are distributed as chi squared distributions with
v and n degrees of freedom respectively. Integration of the joint distri-
e 2 -2bution with respect to p^, a and a provides the posterior distribution
2 9 -^(En.+v)
P Cm IP. ) <* {E E (p -p. ) + E(p +m ) n.+vA}~t1~t . . it. it it it li 3 1
x {E(m.t - m)2 + qy} ^(N+n 1)
The posterior distribution of expectation, is now the product of two
multivariate t distributions. The means and variances of poly-t densities 
are not obtainable analytically but suffice it to say again that the
posterior distribution is multivariate not univariate. The implications
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again are that the distributions, upon which individuals base their survey 
responses, vary and therefore it is not possible to quantify the qualitative 
data.
A more realistic assumption may be that individuals have varying 
degrees of faith in their individual indexes of inflation, they are not 
sure of the variation in inflation as measured by their index, thus 
individual distributions would have different variances and an appropriate 
model would have suitable priors attached to all unknown variances.
Lindley (1971) analyses such a model and the resultant posterior distri­
bution is even more complex and analytically intractable than those 
previously considered.
The possible theoretical models, and consequently distributions of 
expectations, are numerous and ideally a theoretical model compatible 
with empirical evidence of the distribution of an individual's expectation 
over a relatively short period of time would be selected. As most 
available data are not panel data it does not appear, at present, to be 
feasible to examine the distribution of an individual’s expectations.
The tendency in applying transformation procedures is to assume a 
univariate distribution of expectations across individuals. However it 
has been demonstrated that, in the context of the model proposed initially 
by C-P the posterior distribution of expectations is, in general, 
multivariate. This fact is apparently ignored by C-P and yet it is 
consistent with their stated assumptions. The consequences of ignoring 
the multivariate nature of the distribution of expectations when attempt­
ing to transform qualitative data has been mentioned previously and will
be discussed in more detail in later sections.
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In the course of their analysis C-P appear to abandon their
assumption that f (p_^ ) may vary across individuals and their subsequent
analysis could be interpreted as assuming individual notions of inflation 
constitute a random sample from a distribution across the population.
If this distribution is assumed to be normal the model becomes
The distribution (5.13) represents the distribution of inflation across 
the population and (5.14) indicates the uncertainty regarding expectations, 
m . Rationality is again implied at the first stage by assuming that 
expectations, m^, equal the mean of the distribution of actual inflation 
in (5.13).
Assuming, as in previous models, that prior beliefs are updated at
the end of period t, after sampling within period t, a posterior
distribution of expectations may be obtained. During period t observations
on p , (p ,p ,...,p ) are made; the p may be observed at different
1 2 n ti
times or from various sources such as a number of individuals, news 
papers, opinion polls etc.
If people are assumed to be confident of their knowledge of the
-2variability of inflation and expectations, that is the variances 




4 Turnovsky (1969) has considered this model as providing a Bayesian 
basis for adaptive expectations.
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p (m I Pt) “ exPs- k —  + —  2 -2
[1 j 2 p t +





■ - L  +  —  
2 -2
Gt G2
with mean 2a 't
-2'-at
t. — - + —  2 2a at t
and variance = 1 /  {~  + ~
"O ot t
where
P, = -  ^ P, t. n . t.
-2To allow for uncertainty about the fluctuations of inflation, a is
assumed unknown and a suitable prior introduced. Consider, for example,
-2m^ and 1/a having a joint normal-gamma prior distribution with parameters
p , o and v . The marginal posterior distribution for m is, in this case, a a a t
in the form of a Student t distribution
(v +n+l) a
P(mt|p ) «
•• — 2? ? o _9 (y +np ) f (P.+npJ




f 2v +1 v a
P (a I ö ,v ) (a a ) exp -j - —  y  
1 a a 2o2
P (m I a,p )L 3.






P. = - Z P. • t n t
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Thus, in the context of the C-P model, for expectations to have a 
univariate distribution across the population it is necessary to drop the 
assumption of individual subjective distributions of inflation varying. 
Further, this distribution of expectations depends on the prior distribu­
tions assumed and a number of distributions are theoretically possible. 
Again, ideally, the suitable theoretical model would be supported by 
empirical evidence of the distribution of expectations across individuals
5.3.5 Non Rational Behavioural Models
Imposing a relationship between the distribution of actual inflation 
and expectations implies that, at the first stage of a hierarchical 
model, expectations are rational. Relaxing this assumption models, 
similar to the two previous models, and the distributions of expectations 
resulting, given that expectations are not formed rationally, will be 
examined.
Consider the model comprising
m 'v N(p6 a^) t t,
at the first stage, which represents the distribution of expectations
across individuals. Without the addition of further stages expectations
are simply distributed as mentioned; a univariate distribution. If,
again, uncertainty regarding the fluctuations in expectations is admitted
2by assuming unknown variance, a , and placing upon it an inverted gamma 
prior distribution, the posterior distribution of expectations, m^ _, is a 
univariate t distribution:
p(mfc) a [1 4- (mt-p^)* 2/a^(2m-2) ] m
where








Allowing the distributions of individual expectations to vary and
each to be independently and normally distributed at the first stage
mit % N(pu ’ait) 1.....N
Without further stages in the model the distribution of expectations is 
multivariate. This model is implicit in Knobl's (1974) analysis, but he, 
as do C-P, ignores the fact that, given the assumption of variability 
across individuals, the distribution of expectation is multivariate.
If a second stage is added to the model by assuming
pit  ^N(ph°2t)>
to represent a consensus of opinion regarding expectations, and individual
2 2variances are assumed equal (a = o for all 1)> the posterior distribution 
of expectations, itu ^ , is now univariate normal:
2mean p*/2o Ft t
and
2 2var(a + a2fc)
The analysis of the preceding alternative models serves to illustrate 
that if individual subjective distributions of expectations of inflation 
are allowed to vary the distribution of expectations is generally
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multivariate. The form of this multivariate distribution could be one of 
a number of possible alternatives depending upon the assumptions of the 
behavioural model. When the individual variability assumption is relaxed 
the distribution is then univariate but again the form of the distribution 
depends upon the underlying behavioural model postulated. As aforesaid, 
to determine an appropriate model we need to examine empirical distributions 
and the compatibility of the theory with these distributions.
An analysis of an available series has been carried out by Carlson 
(1975). He examines the distribution of wage and price expectations 
across individuals using the Livingston survey data. Carlson concluded 
that a scaled log t distribution provided a much better fit than the 
normal distribution. As Carlson stresses any conclusions are relevant only 
to the group surveyed which, in this case, consisted of selected economists. 
In Chapter 6 the distribution of expected inflation across a group of 
consumers is examined. Although no distribution fitted the data well 
results indicate that the distribution is non normal.
A great deal more analysis of this type is necessary to provide a 
basis for greater understanding of the distribution of expectations.
However investigating the possibility of multivariate distributions 
would appear to be rather difficult given the frequency of most surveys 
and their "non panel" nature. The availability of panel data sampled 
over a period within which it is reasonable to assume no updating of 
distributions has occurred may enable such models to be investigated. It 
would also be possible then to examine the distribution over individuals 
and time.
5.3.6 Thei 1 1 s "Discrete Shock Model1
Theil (1952) examines the empirical distribution of production 
changes and provides a theoretical basis for a distribution he feels
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bears "some resemblance" to the empirical distribution. As the model 
can also be interpreted as a model of expected inflation it will be 
briefly outlined.
Theil defines the change in the economic variable (which becomes 
expected change for inflation) from period t-1 to period t for firm or 
individual i as
“it 1 + Kit
having set the value of the variable at unity in period t-1 and K . ^  as 
the fraction or percentage increase. The assumptions forming the basis 
of the model are:
(i) Kit = kit£ ; kit = °> ±1> ±2’-••
(ii) k ,1c , . . . ,k  ^ are independent random variables for each It It nt
time period t
(iii) For each i and t there are "positive shocks" and
negative shocks. The probability any positive shock produces
an increase e in p^ and the probability any negative shock
causes a decrease e is p ' . N and N T are assumed larget t 0
while p^ _ and p^ are assumed to be small.
Let denote the number of positive shocks producing an increase e for
individual i in period t
and
ß^ denote the number of negative shocks producing a decrease e for 
individual i in period t.
The probability is exactly equal to r is given by the Poisson
distribution with parameter c*t = N^p^ and similarly the probability ß . ^
is exactly s is given by the Poisson distribution with parameter ß = N ’p'.t t t
Since k. = a,. - ß . ^ its distribution is the difference between two it it it
Poisson variables (Theil 1952, p.119):
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P (k = k ) = e it t
where
I (2) is the Bessel function. 
P
Theil tabulates this distribution for certain values of a and 3 and thus 
arrives at his conclusion that it resembles the empirical distribution 
for "moderate” values of a and 3. However a more rigorous attempt at 
fitting this distribution to the data is desirable before any definite 
conclusions are made.
5.4 T h e Ro l e s  of the D i s t r i b u t i o n  of the C h a n g e  in an E c o n o m i c  V a r i a b l e  
a n d the R e s p o n s e  F u n c t i o n  in Q u a n t i f i c a t i o n  M e t h o d s
Theil (1966) attempts to link the response function and the distribution 
of the change in a variable with the proportional data obtained in a 
tendency survey. Employing response functions with the properties assumed 
in 3.2« and making further assumptions regarding the nature of both the 
response function and the distribution of changes in the economic variable, 
Theil again arrives at the balance statistic as the quantified form of 
the survey data proportions.
The relationship between survey response proportions, the distribu­
tion of changes in the economic variable and the "response functions" may 
be expressed as the relationship between various probabilities. Theil's 
"response function" may be viewed as a conditional probability and his 
analysis also interpreted in this framework. The general relationship 
and the modifications and assumptions necessary for the quantification 
of tendency survey data will be presented below.
Let f^(6) denote the density function of actual changes in the
relevant economic variable for individual i; 6 is the actual
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change or expected change in the variable,
tt^(1 j 6 ) denote the conditional probability of response "increase" 
given an actual change 5 has been experienced, for individual i 
tt  ^(2 I 6 ) denote the conditional probability of response "no 
change" given an actual change 6 has been experienced, for 
individual i
7T^  (31 6) denote the conditional probability of response "decrease"
given an actual change 6 has been experienced, for individual i
tt^ (1 6) denote the probability of both response "increase" and
actual change 6 occurring, for individual i
7ii(2 6) dentoe the probability of both response "no change"
and actual change 6 occurring, for individual i
7T(3 6) denote the probability of both response "decrease" and
actual change 6 occurring, for individual i
tt^ ( 6 )  denote the probability that actual change 6 is
experienced by individual i
and
let
x^  denote the fraction who respond j in the survey (j = 1,2,3 
representing increase, no change and decrease respectively). 
Assume each of the N individuals at time t is sampled times and
n^ be the number of responses "increase" for individual i 
n^ be the number of responses "no change" for individual i
and
n^ be the number of responses "decrease" for individual i.
The joint distribution of (n^n^n^) is multinomial with parameters 
N , tt^ (1 6), tt  ^(2 (S) and tt^ (3 6). The maximum likelihood estimates of 
7T1(j 6), (j = 1,2,3) are simply the relative frequencies, n^/N^, (j = 1,2,3),
for each individual:
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TT^ (j 6) = n^/NJ i j = 1,2,3
The joint distribution of (Z n^, Z n^, Z nj*j) is also multinomial with
i i i
Z / ( I  «) Z / ( 2  S) Z tt1 (3 6)
parameters N., -  . ^ Y T T and Z N . For N = N2 = ...
N„ = 1, Z N. = N and the parameters become: N l
Z tt 1 (1 6) Z tt1(2 5)
N, and
Z tt (3 6)
Relative frequencies, x~\ from the surveys provide maximum likelihood 
Z tt * (j 6) ^
estimates of the —---—---- . Equating — —„ — —  to these relativeN N
frequencies results in three equations in 3N unknowns and obtaining 
estimates of the individual Tr^ (j 6)’s is not therefore feasible. Note also, 
that the number of tt^ ( j 6 ) ' s  to be estimated increases with the number of 
individuals surveyed.
If the further restrictive assumption, that the probability of
response j and change 6 is the same for all individuals, ir^ Cj 6) = tt(j 5)
for all i, is made it follows that the distribution of ( Z n^, Z n^, Z n^)
i i i
is multinomial with parameters N, tt(1 6), tt (2 6) and tt (3 6) since the 
multivariate distribution is reproductive with respect to N. The maximum 
likelihood estimate of tt(j 6) is then, utilizing the relative frequencies,
x^  = Z ni/N j = 1,2,3, 
i J
Employing
TT1 (j <5) = TT1(6).TT1(j|6) (5.15)
as a basis we can compare the methods of Theil, C-P and Knöbl, and the
assumptions implicit in each.
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TT^ (j|6) is Theil’s response function; the conditional probability 
of response j given a change 6 in the economic variable. Theil assumes 
this to be constant over individuals:
7Ti ( j | 6 )  = tt (j I 6 ) for all i.
Implicit in Theil’s assumption that the change in the variable is distributed 
across individuals is the assumption that tt^ ( 6 )  is also constant over 
individuals:
7Ti ( 6 )  = t t(6 ) for all i.
Thus given Theil’s assumptions
TTi ( j  6 )  = TT ( 6  ) .  TT ( j I 6 )  .
That is the probability of response j and change 6 is constant, tt (j 6), 
say, over individuals.
xj, given Theil's assumptions is the maximum likelihood estimate of 
tt (j 6) and if substituted for tt (j 6) in (5.15)
TT ( 6 )  . 7 1  ( j  | 6 ) j = 1,2,3
r
tt (.j j 6 ) . f ( 6 ) d 6 j = 1,2,3 (5.16)
— OO
where f(6) is the distribution of 6 across individuals.
Theil interprets x^  as "the expected value of Type j response" 
(Theil 1966, p.349) but this interpretation is not at all obvious. Just 
what is meant by "the expected value of Type j response" is not clear as 
Type j response has no value. x^, the maximum likelihood estimate of 
t t(j 6) has expected value tt (j 6).
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If the distribution of 6 across individuals and the conditional 
probability (Theil's response function) are known, equation (5.16) may 
be utilized to obtain estimates of the parameters of the distribution 
f(6) if the number of parameters is not too large.
With additional assumptions:
(i) f(6) is rectangular with mean m and range 2a
(ii) the response functions n(l|s) and tt(3 16) are determined by 
rectangular distributions means y and -y respectively and 
common range 2a
and
(iii) m-a £  -y-a _< y+a <_ m+a,
Theil derives the linear relationship at time t, say:
a (x^ - 3, x ) (5.17)
from the equations for x and x resulting from integrating (5.16). 
Fixed indifference intervals are defined, for interval (a,b), say, by:
(11 6)
0 if 6 £  b
1 if 6 > b
(0 if 6 £  a
(21 6) = \l if a < 6 <_ b 
0 if 6 > b
(3 I 6)




if 6 > a
Theil has also shown that for rectangular f(5) and fixed indifference 
interval the linear relationship (5.17) results from solving (5.16). 
Theil has presented a number of theoretical models underlying the linear
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relationship (5.17) and there are possibly many more. As the balance index 
is also easy to compute it is an appealing quantification method.
C-P and Knöbl follow Theil and assume tt (j [ 6) and tt(6) are constant 
over individuals when implementing the quantification method. They assume 
fixed indifference intervals, thus the conditional probabilities t t( j [6) 
are given by (5.18), (5.19) and (5.20), with a = -b. f(6) is assumed
normal. As illustrated, with these assumptions, x^ may be substituted for 
t t(j 6) and the parameters of f(6) estimated from (5.16). As an extra unknown 
b is introduced via tt (j | 6) an arbitrary value must be assigned to it to 
enable estimates of the parameters of f(6) to be obtained.
In their behavioural models C-P and Knöbl assume individual varying 
subjective distributions, f (6), resulting in variation in the t t (6).
With the assumption of constant tt"*- (j J  6 ) , tt (j | 6 ) say,
tt (j 6) r ttt (j I 6). f (6)d6
tt (j 6 )  is no longer constant over individuals and xJ does not therefore 
provide an estimate of tt^ (j 6 )  and the quantification method is not 
appropriate for estimating the parameters of f^(6).
To validly employ x ^  as an estimate of tt (j 6) in (5.16) both the 
conditional probability, tt (j 1 6) , and the distribution of 6, f1(6), must 
be identical for all individuals. For fi(6) to be the same for all 
individuals 6 must be distributed across individuals or all marginal f^(6) 
must coincide. These two alternatives, for practical purposes, are 
indistinguishable.
5.5 Incons is tenc ies
5.5.1 Consequences of a M u l t iv a r ia te  D is t r ib u t io n  o f  Expectations
Although Theil, Knoble and C-P employ the same transformation formula 
each arrives at this formula from different assumptions. By explicitly
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stating the probability laws behind the relationship between survey 
responses and theoretical distributions of changes in economic indices 
the assumptions necessary for the validity of the suggested transformation 
procedure become obvious. The assumptions of Theil, Knöbl and C-P are 
not consistent with these assumptions and thus the transformation method 
is not applicable given their underlying behavioural models.
In the context of the above authors’ models the assumption of varying 
individual distributions of inflation or expected inflation implies a 
multivariate distribution of expected inflation and even if the conditional 
probability of a response j, tt^  (j [6), is identical for all individuals, 
i, the joint probability of a response j and change 6, ir^ (j 6), will 
vary since
TTi (j 6) = 7Ti (j I 6) .7Ti (6) .
The transformation procedure is legitimate given certain behavioural 
assumptions but definitely not given these authors' assumptions.
If the stated procedure is not consistent with the assumption of 
varying individual subjective distributions is there an alternative 
authentic method? Varying individual subjective distributions implies a 
multivariate distribution of expectations for the population:
e 2
m  %  N ( P t ’ 0  »
6say, where m^  is an Nxl vector of expectations with mean vector p^_ also 
N*l. Still required is a definition of aggregate expectations. Feasible 
aggregates would be the average of the m ' s (elements of m^ _):
the distribution of which depends on the distribution of the m 1 s or the
0 0 average of the p^'s (elements of p ):
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To quantify the survey data we would require an estimate of p*, 
aggregate expectations. The survey relative frequencies, , provide 
estimates of tt ( j 5 ) :
N V  n
n(j 6) = l -^  6 - j = 1,2,3 
i=l ‘




tt1 (j I 6) f1 (6)d6 1,2,3,
Thus





= I  E 6f1 (cS)d6 . (5.22)
i J — oo
The survey relative frequencies are useful if it is possible to utilize 
(5.21) to estimate (5.22) but the information content of (5.21) is not 
sufficient to enable such estimation. Some linear or non linear function 
g>
1 2  3
P* = g(* >x )
is required; but without very restrictive assumptions such a relationship 
is not possible.
Thus it would appear that with the assumption of a multivariate 
distribution of expectations for the population, qualitative survey data, 
in the form of relative frequencies, can serve no useful purpose for 
modelling expectations.
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5.5.2 Confusion Regarding Aggregate Expectations
C-P define f^(6) as the subjective distribution of 5 for "a
respondent" and proceed to define individual joint probabilities of
expecting 6 inflation and responding j, ^(j <$), in terms of the median,
m. , of this distribution: it
tt(1 6) = Pr(mit _> a)
tt(2 6) = Pr(-a < m  < a)
TT (3 6) = Pr (mit £ -a) ,
assuming all participants respond either 1, 2 or 3. For expectations of
the population as a whole C-P propose the mean of the medians, m.^. C-P
1 2  3conclude that, since the sample size is large, x , x and x are "good
approximations to the true proportions". As illustrated in Section A it
1 2is not the sample size which determines the validity of employing x , x
and x^ as estimates of ft^ Cj 6 )  or t t(j 6 )  but the assumed behavioural
models. C-P need to indicate which "true proportions" are approximately 
1 2  3by x , x and x . "From our assumptions it is clear that":
x = Pr(m. > a) it —
x = Pr(-a < m. < a)it
x = Pr(nut<_ -a)
claim C-P. However such a conclusion is rather obscure.
Denoting expectations for the population as a whole as p*, within the 
context of the C-P model, it requires further explanation. C-P define 
p£ as the mean of the medians of the individual f^(6). If we assume the
mean of the medians to be the mean of the distribution of the medians we
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have the model of equations (5.11) and (5.12). As demonstrated the 
posterior distribution of the medians is multivariate
e 2m ^ N(p , a I)> say,
t-and p* requires further definition as the mean p^_ is a vector.
Alternatively we may interpret the mean of the medians as the 
average of the nu^’s:
P>t = N I mit ’
and its distribution will depend on the distribution of the m 1s. The 
transformation procedure proposed and applied by C-P does not produce 
p* so defined. Thus the quantification procedure does not provide an 
aggregate expectation series consistent with C-P ’ s assumption.
Similarly a multivariate distribution is implied by Knobl’s assumption 
that the distribution of expectations varies over individuals. As 
indicated a further explanation of aggregate expectations is essential to 
any ensuing analysis.
6. Conclusion
The basic relationship linking tendency survey data to the distribution 
of the change in the relevant economic variable is
/(j 6) = 7i1 (i|«).7,1 («) j = 1,2,3.
It has been illustrated that only with the assumption that t t  " ^ ( j  | 6 )  and 
tt^ (6) are constant over individuals is the method of equating relative 
frequency of a response j (from the survey data) to the right hand side 
of the above equation a valid method of obtaining estimates of the moments 
of the distribution of 6.
- 161-
In addition to assuming tt ^  (j [ 5) and tt ^  ( 6 )  constant over individuals, 
the form of the distribution f (6) (from which tt^ (6) results) and the 
form of T T ^ ( j | 6 )  = tt (j | 6 ) must be specified and tt (j | 6 ) must be assumed 
constant over time to obtain a time series. Various models underlying 
the distribution of expectations are plausible and a number have been 
outlined which indicate that this distribution may be, quite realistically, 
multivariate, in which case, the quantification method is invalid.
If it cannot be accepted that the distribution of expectaions in 
univariate, the relative frequencies, x'^ , do not provide sufficient 
information to permit the moments of individual distributions or an 
aggregate series to be estimated. The survey data in this situation would 
appear to be of no use. Thus, if any doubts regarding the assumptions 
necessary for a univariate distribution and constant conditional probabil­
ities tt (j I 6) exist, qualitative data should not be employed to proxy 
expectations.
An important related question is the nature of the distribution of 
6 ,  even if univariate. Only empirical evidence can provide insight; however 
lack of suitable data prohibits a great deal of research in this area.
The evidence of Carlson (1975), Theil (1952), and Chapter 6 indicates, 
if a distribution is univariate, a non normal distribution is appropriate.
Defris and Williams (1979) have transformed qualitative survey 
data on expectaions using the method put forth by C-P together with the 
assumption of normality. Available also is a directly comparable quant­
itative series as respondents replied both qualitatively and quantitatively. 
Substantial differences were found between the two series which throws 
additional doubt upon the validity of, and/or the assumptions underlying 
the method employed.
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Considerable thought should be given to behavioural models appropriate 
to the model being estimated to ascertain whether qualitative survey data 
may serve any useful purpose. If the implicit assumptions of the 
transformation method are not acceptable alternative expectation 
proxies should be employed.
CHAPTER 6
QUANTITATIVE SURVEY DATA ON EXPECTATIONS:
USE AND ABUSE
6.1 I n t r o d u c t io n
Quantitative data result from questionnaires worded to require 
numerical responses. The number of such surveys, conducted in order to 
obtain series on expectations, is increasing. With this "abundance" of 
quantitative data econometricians need to ask themselves to what uses it 
can be put and what are the limitations of these uses.
Clearly, for the econometrician the availability of appropriate 
quantitative survey data on expectations greatly simplifies estimation by 
providing an observable variable. It may also eliminate the need to test 
expectation formation and model specification simultaneously. However, 
care must be taken to ensure that such data are appropriate.
As indicated in Chapter Two, when expectations appear in a theoretical 
model they should be quite specifically defined. The economic agent whose 
expectations are involved, when the expectations are being formed and the 
time horizon of the expectations need to be explicitly stated and "appropriate" 
survey data chosen to comply with these specifications.
To what other useful purpose, apart from this obvious one of 
facilitating estimation of econometric models involving expectations, can 
survey data be put? In the absence of directly observed data, to obtain 
"observable" espectations, various theories have been expounded regarding
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the process generating expectations. (As illustrated in Chapter Two.)
These theories enable expectations to be represented in models by functions 
of observable variables.
As estimation of the resulting model and subsequent inference as 
regards its parameters are conditional on the particular expectation 
hypothesis assumed, it is necessary to test the validity of any such 
assumption. In Chapter Four a desirable procedure for testing the 
validity of an expectation hypothesis and model structure simultaneously 
was proposed. With the availability of quantitative survey data the 
assumption that the observable structural system, of which expectations 
is a part, is block recursive the need to search for an appropriate 
theory of expectations and a preferred model structure simultaneously 
is removed. It is now necessary to carry out a search procedure across 
alternative survey series and structural models.
A strategy for such a search procedure and an empirical example are 
the bases of Chapter Seven so we forego a detailed discussion here to 
avoid pre-empting the work of that chapter. It should be emphasised 
however that, although this search procedure, which results in a preferred 
structural model and survey series, need no longer encompass alternative 
theories of expectation formation, if the formation of expectations is 
also of interest a separate search procedure over the alternative 
theories of expectation formation entertained is necessary.
Quantitative survey data may serve to partially answer the question 
of expectation formation. The ability of alternative theories to 
explain the survey data may be assessed to give insight on the formation 
of expectations of various economic agents or groups depending on the 
scope of the survey. Methods for analysing the formation of quantitative 
survey data on expectations will be discussed in Section 3.
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Most methods of transforming qualitative survey data rely on assuming 
a specific distribution of the concerned variable across individuals or 
firms. By examining the distribution of quantitative survey data some 
notion of the form of the distribution of expectations for the group 
surveyed may be obtained. For similar groups, for which qualitative data 
only exist, we may postulate a like distribution and thereby ascertain the 
validity of employing known transformation methods. The empirical distri­
bution of quantitative survey data on expected inflation will be examined 
in Section 4.
6.2 Direct Use of Survey Data in Econometric Models
Expectations play an important role in economic theory but empirical 
work on models involving expectations has been greatly hindered by the 
lack of an appropriate measure of expectations. The availability of 
quantitative survey data renders, to such models, a form amenable to 
orthodox econometric estimation methods. As aforesaid, the relevant 
economic agent or group must be represented by the survey data, the time 
horizon of the expectation and the information set upon which the expecta­
tion is based must be well approximated by the survey data.
Carlson (1977) illustrates how survey data on expected price and 
wage levels may be misused in computing expected changes in these 
variables. He discusses the problem of ascertaining the available 
information from which the expectation is formed: knowledge of the base
period is necessary to calculate the expected change given the expected 
level and forecast horizon. A thorough understanding of the information 
available when the expectations are formed and the forecast horizon is 
required when employing survey data on expected levels to construct
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expected changes. Even if the survey data record expected changes the 
timing and forecast horizons are important as they assist in determining 
the appropriateness of the series.
Carlson is also concerned with obtaining an expedient series for 
applied research and is critical of authors who employ or analyse the 
expectations data published by Livingstone in his newspaper column. 
Livingstone surveys a number of economists for their forecasts of 
certain economic variables and then revises these data to compute his 
published forecasts. Carlson "reworks” the data to produce expectations 
based solely on the economists' forecasts and claims them to be the 
relevant data for empirical studies.
However readers of Livingstones' forecasts will in general base their 
expectations on the published forecasts without knowledge of the opinions 
of the economists surveyed and, in so far as it is the expectations of 
these readers that is of interest and pertinent to many empirical studies, 
analysis of the published data is most useful. Here the expectations of 
two groups of economic agents are involved and this illustrates the 
importance of being specific as to whose expectations are included in the 
particular model being studied.
Survey data come under the general classification of "directly observed 
data" for estimation purposes. In practice there are likely to be a 
number of suitable candidates for a series and one should not be chosen at 
random. All possibilities should be subjected to a rigorous selection 
process. In Chapter Seven an appropriate selection procedure, when 
there are more than one directly observed series of expectations available, 
is expounded and an empirical example given.
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6.3 Surrey Data as Vehicles for Testing Expectation Hypotheses
A number of authors have subjected various series to tests to 
determine the process generating them. For example Turnovsky (1970), 
Defris and Williams (1979) and Valentine (1977). As noted by the 
authors such tests serve only to explain the particular series analysed 
and results cannot be generalised. Much more analysis of this type is 
required before any assumptions, as regards the formation of expectations 
in general, can be made.
The tests used by previous authors when analysing survey data, are 
outlined and alternatives suggested and applied, stressing again that the 
results of these tests pertain only to the series examined. As with 
testing the formation of expectations in structural models in Chapter 
Four testing isolated theories and discriminating between theories is 
considered.
i
6.3.1 Weakly Rational Expectations
Assuming expectations are current and weakly rational
e
yt,t-l “ yt,t-l e(L)yt_1 + y(L)et_i
where y ist,t-l the expected value of y in period t given information
at time t-1
y  ^  ^ is the prediction of from the time series model 
generating y
e is a white noise process
and 0(L) and y(D are polynomials in the lag operator L.
I
In general 0(L) and y(L) are unknown to the econometrician and are 
estimated to obtain an estimate of weakly rational expectations






yt + n t
comprises error arising from estimating the parameters
 generality, is assumed zero in the ensuing analyses.
The quantitative survey data, > measure the actual expectations
of economic agents for period t+j. Agents may have formed their
expectations rationally, weakly rationally, adaptively, extrapolatively
or by some other method. If expectations are formed fully rationally
economic agents have behaved as if they knew the structural model and its
6parameters in obtaining their expectations Y t+j > if expectations are
formed weakly rationally economic agents have behaved as if they knew the
A
time series model generating y^ in obtaining the prediction Y t+j 5 similarly 
if expectations are formed adaptively, extrapolatively or by other methods 
economic agents use known appropriate schemes for prediction.
However economic agents form their expectations the survey data, 
yGC*. , are generated accordingly as they measure these expectations. Thus,
A0 nif expectations are weakly rational Y t+j is a proxy for Y t+j ’ the prediction 
from the known time series model generating y^ ; if expectations are fully 
rational Y^+j is a proxy for Y^+j the fully rational expectation
of y
t + J
When expectations are fully rational
t+j
r . , + nt+j, t-i t+j
where n . is simply the measurement error, assumed to be white noise, 
t + J
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Alternatively when expectations are weakly rational
Aeq
t+j y . + nyt+J 't+j (6 .1)
where n . is as above.t + j
Given that expectations are current, that is the expected value 
of y in period t, to test whether or not the weak rationality theory is 
relevant to a specific series the regression
y eqt Vt + (6.2)
could be considered. Under the hypothesis of weakly rational expectations 
(Xq and equal zero and one respectively. Testing the hypothesis:
may thus be a means of testing weak rationality.
If this hypothesis is rejected can it be concluded that expectations 
are not weakly rational? Weak rationality has been rejected in favour 
of model (6.2) but model (6.2) has no sound economic rationale. Weak 
rationality should be tested against mZCLwiviQ Alternatives.
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If the hypothesis is accepted can it then be inferred 
that expectations are weakly rational? Examining the particular case 
where y is generated by the process:
\  * yt-i +  Et
(6.3)
and expectations are fully rational:
y = ye + a) where U) is white noise.
7t t,t-l t t
(6.A)
The prediction of y from (6.3) is
' yt-i
(6.5)
Since expectations are fully rational, for the quantitative data y^ :
y » y ^  + where is white noise (6.6)
Substituting (6.6) into (6.3)
tq = yt-l + (Gt " *t}
yt + nt *
Accepting the hypothesis that aQ and are zero and one respectively 
may imply expectations are weakly or fully rational. In this instance 
then such a procedure does not produce conclusive results. It should be 
noted that naive expectations are also implied by acceptance of the hypo­
thesis since weakly rational and naive expectations are indistinguishable
in this case.
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It may be thought pertinent to turn to model (6.1) to test weak, 
rationality. Rewriting (6.1) as, for j=0,
(6.7)
current weak rationality may be tested by testing whether or not the series
. 0Q A .(yt - yt) iß white noise. However it may be shown that (6.7) is true 
also for current fully rational expectations.
Given fully rational expectations
y = ye + hi , w as before, 
t t
v = v + c , e as before. yt yt V  t
Since
* y + ui — e , t t t
yec* ■ ve + n ,n measurement error as before, t t t t
then yc "yt = \  + £, - “t
Testing whether or not y ^  - is white noise therefore only serves to 
ascertain if expectations are rational; it does not assist in discriminating 
between fully and weakly rational expectations.
However if the survey data represents future expectations (6.7) is no
eqlonger valid when expectations are fully rational. Consider y ^  c 
survey data representing the expected value of y in period t+j based upon 
information available at t-1. When expectations are weakly rational
yt+i,t-i - yt+j,t-i - "t+j
yt+i.t-, is the forecast obtained from the estimated time
series model of y
- 1 7 1 -
and ri is a white noise process (the measurement error
t+j
involved).
Given fully rational expectations
yt+j = + “t+j
Since
where v , is the unobservedyt+j,t-l
A
rational
and yt+j “ yt+j,t-i + et+j
where et+j= V t + V t + i + ••• + ajet+j
A
yt+j,t-l ” yt+j,t-l + ^t+j " et+j
i yeq = y e , +  nyt+j,t-i yt+j,t-i t+j
yt+j.t-l ~ yt+j,t-l “ nt+j + et+j wt+j
Because of the nature of e t + J
ve<l _ 0 Will not be a white noise process.yt+J,t-l yt+j,t-l
Testing whether or not - yt+j#t_i is white noise ^  assist
in discriminating between fully and weakly rational expectations. If it
is accepted that y ^  t_1 - is white noise thiS iS consisCent
with expectations being weakly not fully rational.
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There may be specific instances when the time series model 
generating y^_ and the reduced form equation for y are such that fully
A
rational future expectations is consistent with y6^ . , - y , ^ *t+j,t-l ^t+j,t-l
being white noise. However, as both models, reduced form and time 
series, are known whether or not testing is warranted or valid may 
be determined analytically.
The test procedure outlined is adopted to examine two survey 
series on expected inflation: one series is compiled by Philip
Shrapnel and Company (Shrapnel Series) and the other is compiled by the 
Institute of Applied Economic and Social Research, Melbourne (IAESR 
Series). Full details of these series are given in Chapter Seven; 
both series are of future expectations.
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Box Jenkins techniques were applied to the variable inflation, tt , 
defined as the annual percentage change in the Consumer Price Index (CPI) 
and the following model selected'*'
A it = et t (6.8)
This model was chosen on the basis of the Box-Pierce portmanteau test of 
whether or not a series is white noise. The autocorrelation function 
(ACF) and the partial autocorrelation function (PACF) were also examined 
and together with the Box-Pierce test statistic are presented in Table 6.1.
The prediction of inflation for j periods ahead from (6.8) is
eqtt^   ^ (j = 0,1,2,...) . (tt^  -tt^  )^ was therefore analysed using Box
Jenkins identification methods to determine whether or not it was white 
eqnoise. tt^  was rePresented by both the above series in turn. The 
estimated autocorrelation function and partial autocorrelation function 
and the Box-Pierce test statistic are given in Table 6.2.
y ^  - y^ for the Shrapnel series was not accepted as white noise 
whilst for the IAESR series it was accepted as white noise. It may thus 
be concluded that, for the period examined, the IAESR series is consistent, 
but the Shrapnel series is not consistent, with weak rationality.
6 .3 .2  Fully  Rational Expectations
Under the assumption of fully rational expectations
ey = y + u■^ t t t 
0where y^ and y^ _ are, respectively, the actual and expected value
of y in time period t
and is white noise.
As the IAESR series is a quarterly series available only from 1973(1), 
both series (IAESR and Shrapnel) were confined to the period 1973(1) to 
1978(IV). tt was modelled using quarterly CPI figures at 66-67 prices.
A quarterly Shrapnel series is analysed even though the survey is 
conducted only twice a year.
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Table 6.1
Inflation -  First Difference
ACF
.192 .084 .315 -.117 -.066 .140 -.086 -.150
(.218) (.226) (.228) (.247) (.250) (.251) (.255) (.256)
PACF
.192 .049 .302 -.261 -.017 .089 -.019 -.165
(.218) (.218) (.218) (.218) (.218) (.218) (.218) (.218)
Box-Pierce Portmanteau Test Statistic 4.4286 
2Critical Value y 0 is 15.51 at the 5 percent level of signigicance.
O
Notation
ACF is the autocorrelation function.
PACF is the partial autocorrelation function. 
Figures in parentheses are standard errors.
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Table 6.2
Shrapnel minus Lagged Inflation 
ACF
.311 .613 .481 .319 .200 .009 -.193 -.291
(.213) (.324) (.272) (.401) (.412) (.416) (.416) (.420)
PACF
.811 -.128 .071 -.194 .049 -.376 -.122 -.007
(.213) (.213) (.213) (.213) (.213) (.213) (.213) (.213)
Box-Pierce Portmanteau Test Statistic 33.620 
2Critical Value X is 15.51 at the 5 percent level of significance. 8
IAESR minus Lagged Inflation
ACF
.297 -.220 .009 .209 .039 -.125 -.200 -.169
(.213) (.231) (.241) (.241) (.249) (.249) (.252) (.259)
PACF
.297 -.338 .244 .048 -.028 -.151 -.208 -.115
(.213) (.213) (.213) (.213) (.213) (.213) (.213) (.213)
Box-Pierce Portmanteau Test Statistic 5.8529 
2Critical Value X is 15.51 at the 5 percent level of significance. 8
Notation
ACF is the autocorrelation function
PACF is the partial autocorrelation function.
Figures in parentheses are standard errors.
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To test whether a particular quantitative survey series is generated
according to the rational expectations hypothesis various authors have
eqregressed observed values, y^, on the survey data, y^_ , to estimate
yt = “o + alytq + ut (6-9)
Testing a = 0  and a.. = 1, these authors assert, is a means of testing o 1
the rationality hypothesis.
It may be thought that if y is an endogenous variable estimating an 
equation such as (6.9) involves misspecification of the structural equation 
for y in the model of which rational expectations is an integral part. 
Consequently testing = 0 and = 1 would not be a valid procedure.
However misspecification is not introduced by any equation such as 
(6.9). To illustrate consider a simple model which includes the rational 
expectation of an endogenous variable:
ylt = aiXlt + a2y2t,t-l + Ult
y2t = ßlX2t + ß2yit + U2t




0Assuming y^t observable the system (6.10), (6.11) and (6.12) involves
0three endogenous variables y , y^ .^ and y 2 '^ Provided the system is 
identified, in the classical manner, each equation may be estimated. 
Equation (6.12) is not a misspecification of equation (6.11).
Similarly replacing (6.12) with
2t Yo + Yly2t,t-1 + U3t (6.13)
does not involve misspecification. However (6.13) is not a meaningful 
theoretical alternative to (6.12) and a comparison of the two models is
rather spurious.
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Testing rationality in the above manner is thus a rather dubious 
procedure, and there is justification for being sceptical of any conclusions 
based on analysis of this type. As an alternative the time series nature
0 qof both the quantitative series, , and the actual value of the variable 
about which expectations are being formed, y^, may be examined.
eqThese two variables y^_ and y^, supposedly proxy the same variable, 
current rational expectations, and thus would be expected to be generated 
by the same time series model. Comparison of the estimated time series
eqmodels of y^ and y^_ may serve as a test of rationality. However identical
eqtime series models for y^ and y is only a necessary condition for 
rationality and the conclusions, after carrying out such a test, can only 
be: expectations are not rational or expectations may be rational.
As with the test proposed for weakly rational expectations, discrimina­
tion between current fully rational and current weakly rational expectations 
is not possible. If current expectations are fully rational
y = y + nyt yt t
eq e v = v + U y t y t t








Thus when expectations are current and either fully or weakly rational y 
eqand y will be generated by the same time series model.
eqFor future fully rational expectations y ^  and maF be employed
as proxies for y^+ .
yt+j = yt+j + V j
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eq ev . = V . + U yt+J yt+J t+J
and y and y should have similar time series representations,
However for future weakly rational expectations
yt+j yt+j,t-l + h+j
where Kt+j
eq
as + . . . + a. £ o t 1 t+j
yt+j “ yt+j)t-i + \+j
and yt’ and will not in general be generated by the same time series
model.
eqIdentical time series models for y and y imply then thatt+j ^t+j K y
expectations may be fully rational whilst different models would imply
that expectations are not fully rational.
The time series nature of annual inflation, as measured by the Shrapnel 
Series and the IAESR Series, was examined using Box Jenkins techniques.2 
From previous analysis the time series model of inflation is:
Att = e t t
eqIt is therefore necessary only to examine the nature of Att^  for each 
survey series, and determine whether or not it is white noise to ascertain 
the full rationality of the series. Table 6.3 contains the ACF, PACF and 
the Box-Pierce portmanteau test statistic.
The series represent future expectations: an examination of Att^
indicates that expectations represented by the Shrapnel Series are not 
consistent with full rationality whilst those represented by the IAESR 
Series are consistent with full rationality. The result contradicts that 
of the previous section where the IAESR
2 Each series is as previously defined in 6.3.1
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Table 6.3





























































2Box-Pierce Portmanteau Test Statistic 31.994 Critical Value i-s 25,0
at the 5 percent level of 
significance.
IAESR -  First Difference
ACF
-.139 -.335 -.032 .070 .178 -.167 -.045 .277 -.084 -.325 .158 .085
(.218) (.222) (.245)(.245)(.246)(.252)(.258)(.258) (.272) (.273)(.291)(.295)
PACF
-.139 -.361 -.171 -.113 .123 -.133 .011 .245 -.001 -.269 .109 -.085
(.218)(.218)(.218)(.218)(.218)(.218)(.218)(.218)(.218)(.218)(.218)(.218)
2Box-Pierce Portmanteau Test Statistic 8.8344 Critical Value X ^  i-s 21.0
at the 5 percent level of 
significance.
Notation
ACF is the autocorrelation function.
PACF is the partial autocorrelation function.
Figures in parentheses are standard errors.
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Series was found to be consistent with weakly rational expectations. By 
performing the two isolated tests no unique model of expectations is 
selected.
6.3.3 Adaptive/Extrapolative Expectations
Adaptive and/or extrapolative expectations have been tested by a 
number of authors; for example Tumovsky (1970), Valentine (1977) and 
Defris and Williams (1979). These authors are implicitly assuming a 
structural equation for expectations in the form resulting from the 
adaptive/extrapolative hypothesis.
Generally the combined adaptive/extrapolative hypothesis model is 
estimated and the significance of a single hypothesis’ parameter (adaptive 
or extrapolative) used to determine the process generating the survey data. 
This procedure ignores completely other hypotheses and is therefore not 
entirely satisfactory. The "fit" of adaptive/extrapolative models should 
be compared with that of alternative models.
6.3.4 Discriminating Between Expectations Hypotheses
Testing the process generating survey data on expectations is similar 
to testing expectations hypotheses in the context of an economic model. 
Isolating particular theories and testing their explanatory power may 
produce inconclusive or contradictory results; most tests test necessary 
conditions for a particular theory to explain expectations.
As with testing expectations hypotheses in the absence of survey 
data, testing the generation of survey data requires a procedure which 
considers all relevant alternative hypotheses. A model selection approach 
is again most suitable.
Assuming the structural model, apart from the expectations formation, 
is known each expectations hypothesis may be interpreted as an alternative
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structural equation for expectations. A search may thus be carried out 
across these alternative expectation specifications.
For example the following structural equations may be considered 
to represent weakly rational, adaptive/extrapolative and fully rational 
expectations respectively:
= + nt (6.14)
yt,t- i = yt-i+ai(yt-ryt-2) + a2 (yt- r yt-i,t-2)+Et (6-15)
and yGf| , = x 3 + u .t,t-l t (6.16)
y^  ^  ^ is the one step ahead prediction of y based upon the time series 
model of y and x^ is the one step ahead prediction of x, the exogenous
variables, based upon the time series model of x. The rational expectations 
equation is based upon Wallis' assumptions. Orthodox model selection 
procedures to discriminate amongst (6.14), (6.15) and (6.16) may be 
employed; selection is first carried out among nested models, if any, and 
then among the resulting nonnested models.
There are of course obvious defects in this approach. By isolating 
the structural equation for expectations for model selection analysis the 
interaction between this equation and the rest of the structural model is 
ignored. A preferable procedure may be to regard the structural model, M 
say, plus each expectation model, (i = l,...,n) in turn as alternative
models. The n models to which a model selection criterion would be applied 
M + E (i = 1,. . . ,n) .
However, if an absolute criterion, based upon the likelihood of the 
model is employed and each model is block recursive, E^, E^,...^ being 
the first blocks of the models and M the second block in each, applying
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the criterion to E-,E_,...,E in isolation is equivalent to applying it 1 2  n
to M+E-. ,M+E_ , . . . ,M+E . That is isolating the structural equations for 1 2  n
expectations and selecting the preferred model will produce the same 
preferred model as when selection is made from alternative complete 
structural models where only the expectation equation varies.
This is equivalent to requiring observed expectations to be "weakly 
exogenous" in the terminology of Richard (1979). Weak exogeneity requires 
that the covariances of the disturbances in the observed expectations 
equation and the disturbances in the remainder of the observed model be 
zero and that the parameters of the observed expectations equation be 
nuisance parameters.
The assumption of zero covariances may be interpreted in a number of 
ways. For illustrative purposes consider the following simple two equation 
model
It V l  + y2t62 + ult
21 V  + U2t
where x^_ and z^ are vectors of purely exogenous variables,
E(V = E(u2t) " 0
E(Uj ) = a2 It U^
2 2E(u,J = a21 u„
E(ultu2t) ulu2
and u and u are serially uncorrelated.
The expectations equation may be isolated for analysis only if the
covariance of u, and u„ is zero (aIt 2t u^u 0).
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If the two equation model is a reduction of the three equation 
system
t t =  V ft 4- ->re  ft 4- „ It
then




= y2t + V2t
e
y2t ■ V + V3t
Ult = -V2tB2 + vlt
u2t V2t + V3t
and ö = 0  implies that, in obvious notation,ulu2
2o + o  - o  - o ß_ =  0
V1V3 V1V2 V2V3 v2 2
As is the measurement error involved in using the survey series as a
measure of expectations it is reasonable to assume the covariances ov v 1 2
and a are zero. Thus requiring a = 0 is equivalent to requiring
V2V3, U1U2
o - 0 B, = 0.vlv3 v2 2
The condition
o - o 3 = 0
vlv3 v2 2
appears to have no theoretical basis. However, if y is assumed to be a
nuisance parameter and expectations are assumed to be "weakly exogenous"
2ö = 0  and the condition reduces to a =0. This implies that the
V1V3 V2
survey series measures expectations exactly.
Thus, in this simple model, when expectations are exogenously formed 
and the survey series measures expectations without error, isolating the 
expectations equation to test its specification is a valid procedure. These 
conditions may be explicitly stated as underlying assumptions when adopting
such a procedure.
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In general, the properties of the observed model, where expectations 
have been proxied by the survey data, are of interest. It is only valid 
to isolate the observed expectations equation if its parameters can be 
regarded as nuisance parameters for analysis of the rest of the model and 
its composite error term has zero covariance with all observed structural 
equation errors. The assumption that these conditions are fulfilled is 
implicit in separate analyses of expectations equations.
If there is any doubt attached to making this assumption it is
possible to test the validity of the model specification search procedure
by testing the zero covariance assumption. In the simple example given
the Wu (1973) test is appropriate to test a = 0  whilst in general
U1U2
simultaneous equations model Sargan's (1958) instrumental variables test 
may be used.
In the example above accepting the hypothesis that a = 0  does not
U1U2
imply expectations are weakly exogenous and the survey series measures





so too does 32 - v /av and any test employed will not determine the
cause of a being zero.
U1U2
To illustrate the procedure outlined in this section the Shrapnel and 
IAESR series on expected inflation are examined. To cover comparable time 
periods data from 1973(1) to 1978(4) were employed. The observed expectations 
is assumed to be weakly exogenous.
Since the change in inflation is white noise the observable equation 
for weakly rational expectations is
eq
t+3 TT +  £t-1 t (6.17)
The equation for adaptive/extrapolative expectations is of the form of 
(6.15). Assuming, for ease of exposition, the only relevant exogenous
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v a r i a b l e  i s  t h e  p e r c e n t a g e  change i n  t h e  money s u p p l y ,  Am, when fo rm ing  
x f o r  f u l l y  r a t i o n a l  e x p e c t a t i o n s  and f u r t h e r  assum ing  t h e  e x p e c t e d  change 
i n  t h e  money s u p p ly  t o  be t h e  change i n  p e r i o d  t ,  t h e  e q u a t i o n  f o r  f u l l y  
r a t i o n a l  e x p e c t a t i o n s  i s :
7T
eq
t + 3 , t - 1 3 + 3-, Am + u o I t  t
( 6 .1 8 )
In  t h i s  example w eak ly  r a t i o n a l  e x p e c t a t i o n s ,  ( 6 . 1 7 ) ,  i s  a r e s t r i c t e d
v e r s i o n  o f  a d a p t i v e / e x t r a p o l a t i v e  e x p e c t a t i o n s ,  ( 6 . 1 5 ) :  t h e  r e s t r i c t i o n s
b e i n g  = 0 and = 0. Thus ( 6 .1 7 )  i s  n e s t e d  i n  (6 .1 5 )  and an F t e s t
may be u sed  to  d e t e r m i n e  t h e  p r e f e r r e d  model .  The r e s u l t i n g  model  may t h e n
be compared w i t h  t h e  f u l l y  r a t i o n a l  e x p e c t a t i o n s  model  ( 6 .1 8 )  v i a  an a b s o l u t e
c r i t e r i o n .  The Akaike I n f o r m a t i o n  C r i t e r i o n  (AIC) i s  employed h e r e :
Y'M Y 2Ki
AIC = l o g  — —----- I — whe r e  Y'MLY i s  t h e  r e s i d u a l  sum o f  s q u a r e s  o f  model  i ,
T i s  t h e  number o f  o b s e r v a t i o n s  and i s  t h e  number o f  p a r a m e t e r s  e s t i m a t e d  
f o r  t h e  i t h  model .  The p r e f e r r e d  model b e i n g  t h e  one w i t h  minimum AIC.
The r e s u l t s  a r e  a s  f o l l o w s :
Shrapnel S e r ie s
When t e s t i n g  = 0 t h e  c a l c u l a t e d  F i s  54 .5 9 8 4 ;  t h e  c r i t i c a l
v a l u e  o f  F^ ^  a t  t h e  f i v e  p e r c e n t  s i g n i f i c a n c e  l e v e l  i s  3 .52  t h u s  model  
( 6 . 1 5 ) ,  a d a p t i v e  e x t r a p o l a t i v e  e x p e c t a t i o n s ,  i s  p r e f e r r e d .
AIC model ( 6 . 1 5 )  = .7159 
and AIC model  ( 6 .1 8 )  = 3.0000
t h u s  model ( 6 . 1 5 )  i s  a g a i n  p r e f e r r e d .
IAESR S e r ie s
When t e s t i n g  = 0 t h e  c a l c u l a t e d  F i s  7 .1 963 ;  t h e  c r i t i c a l
v a l u e  i s  a s  above  and model  ( 6 . 1 5 ) ,  a d a p t i v e / e x t r a p o l a t i v e  e x p e c t a t i o n s  
i s  p r e f e r r e d .
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AIC model (6.15) = 1.5172
and AIC model (6.18) = 1.8924
thus model (6.15) is also preferred for this series.
For the IAESR series the result is contrary to those of Sections 3.1 
and 3.2 where the series was found to be consistent with either weakly 
or fully rational expectations. Using model selection procedures the 
adaptive/extrapolative model is preferred. In fact for both series 
adaptive/extrapolative expectations is the preferred model.
It must be emphasised however that the fully rational expectations 
formulation employed here is very crude and is for illustrative purposes 
only. The results of Sections 3.1 and 3.2 are therefore not directly 
comparable with the above results. With a "better" specified fully rational 
expectations model full rationality may be accepted. The above examples 
merely serve to demonstrate the model selection procedure.
Both the structural model, M, and the appropriate survey series are 
assumed known in the preceding analysis. In practice there may be a number of 
alternative models and a number of survey series thought appropriate. A 
procedure to adopt in this situation is suggested and applied in Chapter 
Seven.
6.3.5 Structural or Reduced Form Equations for Expectations
Some authors have analysed the formation of expectations by regressing 
the quantitative survey data on economic variables thought to be relevant; 
for example Defris and Williams (1979). The equation estimated may be 
either a structural equation or a reduced form equation.
If the equation is specified as a structural equation care must be 
taken to ensure that appropriate estimation methods are employed. Such a 
structural equation is an alternative specification to specifications based
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on the theories of expectation for models previously mentioned and should 
therefore be compared with them before any conclusion is reached. This 
specification would be considered as another alternativein the general 
model selection approach of Section 3.4.
Alternatively, the proposed equation may be regarded as a reduced 
form equation. Given that expectations are endogenous, whether they 
are weakly rational, fully rational or adaptive/extrapolative, they will 
appear as dependent variables in the reduced form. Estimating the reduced 
form equation does not provide evidence in support of a particular theory 
nor does it assist in determining the variables influencing expectations.
It merely, as assumed, provides an estimate of the reduced form equations.
6.4 The Distribution of Expectations
As there appears to be available far more qualitative than quantita­
tive data on expectations much research has been devoted to deriving 
methods to transform qualitative data to quantitative data. Most methods 
proposed rely upon the change in the relevant economic variable having a 
particular distribution across economic agents. It is pertinent therefore 
to examine the distribution of quantitative survey data to ascertain 
whether suggested distributions, vital to the transformation methods, have 
any empirical foundation.
The distribution of expected inflation (expectations) across consumers 
will be examined. The normal distribution plays a dominant role, not only 
in transforming qualitative data, but also in general economic theory.
Since the normality assumption is so important and so frequently employed 
it will be tested and provide the basis of the analysis but possible 
alternative distributions will also be explored.
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To investigate the distribution of expectations sample moment 
ratio statistics are computed to provide an initial indication of possible 
theoretical distributions which would be most appropriate to the sample 
distributions. The Kolmogorov-Smirnov test and the Chi-Squared test are 
employed to ascertain the "goodness of fit" of distributions entertained 
as feasible. These statistics and tests are described below.
6.4.1 The Data
The IAESR has conducted quarterly surveys to obtain consumers 
expectations as regards the increase in prices over the ensuing year.
These surveys began in the first quarter of 1973 (Survey 1) but since 
the final quarter in 1975 (Survey 12) quantitative data are available 
only for expected icnreases in prices. Analysis is therefore confined 
to Surveys 1 to 11 which record both expected increases and expected 
decreases in prices.
The data, which are not generally available, were kindly provided 
by the IAESR for use in this specific study. Participants in the survey 
were asked whether they expect prices,to rise, fall or remain the same 
in the ensuing twelve months; those expecting a change are asked to give 
a percentate estimate of this change. Recorded data show the number of 
consumers replying "up" and the number replying "down". These categories 
are subdivided into the classes 0 percent, 1 percent,..., 100 percent 
and 0 percent, -1 percent,...,-100 percent (for "up" and "down" responses 
respectively). The 0 percent increase and decrease categories, however, 
comprise "same" and "don't know" responses. As interest lies in the 
distribution of the expectations of consumers with opinions the "don't 
know" responses need to be screened from the 0 percent category.
In Surveys 9, 10 and 11 the figure for the number of "same" responses 
has been isolated and recorded separately. As the "same" responses were
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approximately two thirds of the total "same/don't know" responses in 
these surveys, to approximate the number of "same" responses in earlier 
Surveys 1 to 8 two thirds of the total "same/don't know" responses there 
recorded was employed.
Preliminary investigation of the data including both "same" and 
"don't know" responses as 0 percent increase responses indicated that a 
second mode was introduced to the distribution at zero. The analysis 
reported here deals with the data where the zero class does not include 
the "don’t know" responses.
As replies clustered around ±5 percent, +10 percent, i:15 percent,... 
it appears consumers have unconsciously rounded off their expectations. 
However, the data are regarded as ungrouped for calculating sample moment 
ratio statistics and the Kolmogorov-Smirnov test statistic. The data 
are then grouped according to "natural classes" (Mineo 1979) and the Chi 
Squared test employed to determine the goodness of fit of various 
distributions.
6.4.2 Testing Deviations from Normality
Numerous tests of departure from normality are founded upon the
sample moment ratio statistics either individually or jointly. The sample
moment ratio statistics, based upon the second, third and fourth sample
moments about the sample mean are, for the sample x.,x_,...,x :1 z n
/b, = m./s^ and b„ = m./s^ 1 i z 4
where
m = S (x.-m,) /n r . . l 1 i=l
s = nm /(n-1) .and
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Pearson, D’Agostino and Bowman (1977) emphasise the distinction 
between directional and omnibus tests for departure from normality. If a 
priori information is available as to which way the data depart from 
normality (for example skewness) a directional test is appropriate whilst 
an omnibus test is suitable if no such information exists and a test 
covering any form of departure from normality is required.
An omnibus test and some directional tests, based upon the sample 
moment ratio statistics, employed in testing the normality of the IAESR 
data are outlined below.
6.4.2.1 Omnibus Test: Test Contours
Denoting the standardised normal equivalents to sample skewness, /b^,
and kurtosis, b^, statistics as X(/b^) and X(b^) respectively Bowman and
2 2Shenton (1975) modify the test statistic, X (/b^) + X ( b ^ s suggested by 
D ’Agostino and Pearson (1973).
Bowman and Shenton simulate points in the /b^jb^ plane for various 
sample sizes and approximate the densities of /b and b^. They draw ovaloid 
contours such that under the hypothesis of normality the probability of a 
(/b^jb^) point falling outside the area enclosed by the appropriate contour 
is a, for a equal to .10, .05 and .01. Pearson, D'Agostino and Bowman 
(1977) point out that these contours are not "the contours of equal 
density of the (/b^jb^) distribution" and thus a more powerful omnibus 
test may possibly be derived. Bearing this in mind, the contours presented 
in Figure 2 (p.248) of Bowman and Shenton’s paper will be utilized as a 




For a sample from a normal distribution the expected value of v4>^ is 
zero and the expected value of is three. Pearson, D’Agostino and 
Bowman (1977) indicate four possible directions of departure from normality 
and appropriate tests for each departure. After examining the histograms 
of the survey data three of these directional departures appear feasible 
and they (and their suggested tests) are as follows:
(a) /ß^ =0, ß^  > 3. In this case we consider whether b^ is 
significantly greater than three assuming b  ^ to be normally distributed 
with variance 24/n, since sample size for a survey is never less than 
500. A departure such as this may arise when the population surveyed 
is a mixture of two or more normal populations.
(b) /ß > 0. The appropriate one tail /b test may be employed 
here. Again, because of the large sample sizes involved, normality may 
be assumed; /b is assumed to be normally distributed with variance 6/n.
(c) /ß > 0, ß^  > 3. A test, suggested by Pearson, D'Agostino and 
Bowman, which can be employed in this case is their "right angle test", 
based upon the joint distribution of /ß and ß^. The normality hypothesis 
is rejected if sample /b and/or b^ lie outside the upper 100 percent 
points of /b^ and/or b^. If A> and b^ are independent an overall 
significance level of 5 percent may be achieved by carrying out single 
tailed tests of /b^ and b^ at the 2.5 percent significance level.
Pearson, D'Agostino and Bowman found, when examining Bowman and 
Shenton's data on (/b^b^), that the two statistics were "very nearly 
independent for n >_ 100". Since survey data sample sizes are far in 
excess of 100 single tailed tests at the 2.5 percent level of significance 
will be employed. The variances of /b^ and b^ are again approximated by 
6/n and 24/n respectively.
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6.4.3 Systems of Frequency Curves
If normality is rejected alternative distributions need to be consid­
ered for generating the data. The Pearson System of frequency curves and 
the systems generated by methods of translation approximate many different, 
credible, observed distributions. By exploring the potentially suitable 
curves from these systems a general class of relevant distributions may 
be found; a particular distribution from within this class may then be 
selected and fitted to the data. The Pearson System and methods of 
translation are discussed below.
6.4.3.1 The Pearson System
The probability density function, p(x), for each member of the 
Pearson system satisfies a differential equation of the form
1 cfp _ ____a+x____
p * dx 2c +c.x+c„x o 1 2
The values of the parameters a, c^, c^ and c  ^determine the shape of the 
distribution. These different shapes have been categorized into types 
by Pearson and from their definitions it follows that for:
Type I K = ß1(ß2+3)2(4ß.
Type II
h  - 0 and ß2 < 3
Type III 2 ß 2 - 3ß^ - 6 = 0
Type IV 0 < K  < 1
Type V < = 1
Type VI K > 1
Type VII h =: 0 and ß2 > 3
2-3) 1(2ß2-3ß1-6) 1
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The P-^-ane as thus partitioned into areas pertaining to these
seven types. The normal distribution is the limiting distribution of all 
types and does not fit into the category of any specific type. Johnson and 
Kotz (1970, p.14) provide a diagram of the divisions of the (ß^,^2  ^ Plane 
appropriate to the Pearson Type curves.
Approximating 3^ and 32 by the sample moment rations b^ and b^, 
respectively, (b^jb^) points may be plotted on this diagram and suitable 




may be computed as rough guides to the type of category suitable for the 
survey data.
6 .4 .3 .2  Methods of T ran s la t io n
Methods of translation involve transforming variables such that the 
resulting transformed variables have well know distributions. Johnson 
(1949) represents all possible points in the (3^,32) plane by a set of 
three transformations to normal variates. These transformations are:
(i) Z = Y + 6 iog(x-e) X 1 V vT"! (log normal)
(ii) Z = Y + 6 log{(X-?)/(?+X-X)} E, < X £ £+A (V
and (iii) Z = Y + 6 Sinh_1{ (X-O/X} (V
where X is the original variable and Z the transformed variable.
Johnson (1949) provides a diagram depicting the division of the 
(3,, 3,,) plane sample moment ratio statistics, b and b„, to approximate
L i .  1 2
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3^  and 3^ , respectively and with the aid of Figure 2 in Johnson (1949, 
p.157) a suitable transformation will be selected to fit the data.
6.4.4 Testing the "Goodness of F i t "  of Selected Distr ibut ions
Using the above criteria distributions will be chosen to be fitted
to the survey data and tested for "goodness of fit". The goodness of
fit problem involves testing the hypothesis that a random sample x^,x0,...,
x comes from a population with distribution function F(x), say. The n
tests utilized in this analysis are outlined below.
6.4.4.1 The Kolmoaorov-Smirnov Test
The Ko.lmogorov-Smirnov test employs the statistic
D = Sup IS(x) - F(x)I . 
x
F(x) denotes the theoretical cumulative distribution function and S(x) the 
sample cumulative distribution function. The statistic provides a means 
for testing the hypothesis that a given sample comes from a population 
with a distribution function F(x). In this form the statistic requires 
knowledge of the theoretical distribution F(x) and needs to be modified 
when only the estimated distribution function, F(x) say, is available.
Substituting F(x) in the above statistic results in the distribution
of this modified statistic depending upon the knowledge of the parameters
of F(x). The distribution theory associated with this modified D statistic 
3is complex however, Monte Carlo studies, by Lilliefors (1967) and 
Stephens (1974), provide critical values for the case when F(x) is normal 
and both the mean and the variance are unknown and thus estimated.
Stephens finds the points resulting from both his and Lilliefors' 
study generally concur; there are some differences in their respective
3 See Durbin (1973)
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estimates of asymptotic points but "the practical difference is very small" 
(Stephens,. 1974, p.733). Thus the critical values obtained by Lilliefors, 
quoted below, are subsequently used to test whether the survey data comes 
from a normal population.
Table 6.4
Crit ical points taken from Li 11iefors (1967, p.406).
Sample Size Level of Significance









As critical values of the modified D statistic are provided only for 
normal F(x) the Kolmogorov-Smirnov test cannot be employed to test other 
hypotheses regarding the distribution of the population from which the 
surveys are samples.
6 .4 .4 .2  The Chi Squared Goodness of F i t  S ta t is t ic
The Chi Squared goodness of fit test is the classical test of the 
hypothesis that a given sample comes from a population with a particular 
distribution function, F(x) say. An advantage of the Chi Squared test 
over the Kolmogorov-Smirnov test is that it is easily modified to cope 
with the situation when F(x) has unknown parameters which must be estimated 
from the data.
To employ the Chi Squared test the sample range is divided into 
selected class intervals and the significance of the difference between 
the observed frequencies of observations in these intervals and the
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expected frequencies calculated from the hypothesisd F(x) is then
measured via the statistic
x2 = e(o-e)2/e
where 0 is the observed frequency and E is the expected frequency.
This statistic is then compared with Chi Squared tabulated critical 
values at the chosen significance level and (n-1) degrees of freedom; 
where n is the number of class intervals. When an estimate of F(x) is used 
to calculate the expected frequencies the degreees of freedom become 
(n-k-1); where k is the number of parameters estimated.
The choice of class intervals and the estimation of the parameters of
2F(x) may result in the distribution of the statistic X varying markedly
from that of Chi Squared. There are three bases for class intervals:
"equal classes", "equal probabilities" and "natural classes"; The base
2chosen may significantly effect the X value obtained and thus the 
conclusion reached regarding the hypothesised F(x).
A brief discussion of the three bases is given below. As the method 
of "natural classes" appears to overcome many of the disadvantages of the 
other methods it is employed in the subsequent analysis.
The Method of "Equal Classes"
The method of "equal classes" is the most frequently used method of 
selecting class intervals and is so named because the sample range is 
divided into k, say, classes of equal length. For the upper (x .) and
xuj X j = 1,2,...,k.
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Grouping the data according to this criterion results in an associated 
distribution, and thus parameter estimates, which differ from that of the 
ungrouped series which is a disadvantage.
The main disadvantage of this method is that, in most cases, it
2produces extremely large X values and assessing the goodness of fit of an
hypothesised distribution via the Chi Squared test is hindered. Evidence 
2of the large X values is provided by the Monte Carlo study of Mineo (1979). 
2High values of X also result from large samples as: "Differences between 
observation and theory, which may be practically unimportant from the 
point of view of graduation and which might not be picked out in samples 
of more usual size, are statistically significant having regard to the 
large numbers involved." (Johnson, 1949, p.171).
The method of "Equal Probability Classes"
As the name suggests this method selects class intervals so that 
their associated probabilities are equal. Dahiya and Gurland (1972) use 
estimates of the parameters of the hypothesised distribution, F(x), based 
upon the ungrouped sample data, to determine equi probable class intervals. 
The percentage points of the asymptotic distribution of a modified X2, 
when F(x) is normal, are presented by Dahiya and Gurland.
The class endpoints, for testing normality, are for k classes:
X + c^s (i = 0,1,...,k)
where X is the ungrouped sample mean,
s is the ungrouped sample standard deviation, 
and c^ is chosen such that p^(0) = 1/k for all i; p^(0) being 
the ith class probability.
- 197-
For various values of k, Dahiya and Gurland provide values of c_^ and
2critical values of the distribution of their modified statistic for 
ten, five and one percent levels of significance.
Dahiya and Gurland claim the optimal number of class intervals, k, 
depends upon the distribution assumed under the alternative hypothesis and 
in Dahiya and Gurland (1973) Monte Carlo results indicated that no value 
of k was best for all alternatives. Thus, unless one has a specific 
alternative the choice of k is rather arbitrary.
2As critical values of are tabulated only for F(x) normal it has 
limited use. A disadvantage of the statistic, even for F(x) normal, is 
the problem of the choice of an optimal k. Also, as will be discussed 
below, the statistic is biased.
The Method of "Natural Classes "
Mineo (1979) proposes a new method for grouping, which he calles the 
method of "natural classes", based on minimizing the variance within 
classes. The method is as follows:
(i) Calculate D
n.n (x -x.) j .1+1 .1+1 d
n • + n - . iJ J+1
j = 1,...,m-1
where m is the number of observations
x_. is the j th observation from the sample distribution 
and n^ is the jth frequency.
(ii) Find min D. = D...
(iii) Replace Xj*’Xj&+q and corresponding frequencies by
- = X.i *ni *+ V + i V + l"i* + v
n = n + n s J * J*+land
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(iv) Iterate m-k times, where k is the number of classes selected.
(v) Obtain class interval boundary points by taking the points midway 
between the larger value falling in the class accommodating the mean 
and the smaller value falling in the class accommodating the mean xs+^*
The extreme values may be found by adding and subtracting half a unit of 
the measure used in reporting the data to the smaller and larger value of 
the frequency distribution, respectively.
Mineo conducts a Monte Carlo study which illustrates the biasedness 
2of the X statistic computed when grouping is based on "equal classes" 
and "equal probabilities" and its unbiasedness when grouping is based on 
"natural classes". The results of Mineo's study indicate that the number 
of classes is not an important factor in determining X^; consequently the 
problem of ascertaining the optimal number of classes dissolves.
6.4.5 F i t t ing and Testing 
6.4.5.1 The Normal Distribution
Prior to grouping the data the means, variances, /b^jb^jK* and 
(2b2~3b^-6) were computed and employed to test the normality assumption 
and to assist in deciding suitable distributions to fit. These results 
appear in Table 6.5.
Employing the test contours in Bowman and Shenton (1975, Figure 2, 
p.248) and plotting (/b^jb^) points the assumption of normality is 
rejected for all surveys. Normality is also rejected when the hypotheses 
/ß^ = 0 and ß^ = 3 are tested.
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Table 6.5
Survey Sample Si ze Mean Variance / b i b2 k* (2b . -3 b . -6 )
1 518 11.22 171.22 1.74 7.91 4.03 0.78
(.11) (.22)
2 761 11.57 135.36 2.48 11.69 7.15 -1.06
(.09) (.18)
3 923 10.91 161.29 1.60 8.71 0.74 3.75
(.08) (.16)
4. 872 11.38 180.49 1.57 9.63 0.47 5.89
(.08) (.17)
5 874 16.09 252.65 2.17 12.05 1.49 3.95
(.08) (.17)
6 832 16.02 311.99 2.31 10.56 -7.44 -0.84
(.08) (.17)
7 831 16.84 329.27 2.15 10.02 22.97 0.23
(.09) (.17)
8 820 14.59 262.38 1.42 10.13 0.28 8.19
(.09) (.17)
9 876 14.90 277.77 2.39 12.49 4.03 1.81
(.08) (.17)
10 879 17.46 283.94 2.33 10.87 -11.12 -0 .58
(.08) (.17)
11 884 18.56 308.80 2.24 10.23 -9.81 -0.59
(.08) (.17)
F i g u r e s in  p a r e n t h e s e s  a r e  s t a n d a r d e r r o r s .
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As an additional test of normality, normal distributions were fitted 
to the data and, to test the goodness of fit, the Kolmogorov-Smimov 
and the Chi Squared statistics were computed for ungrouped and grouped 
data respectively. Again the normality assumption is rejected; the 
computed values for the statistics are presented in Table 6.6.
When calculating each of these statistics the mean and variance of 
the theoretical distribution, F(x), were estimated by the sample mean and 
variance and F(x) replaced by the estimate, F(x). The approximation
P(x) ^-^(l+d^x + d^x2
d = .0498673470 
d2 = .0211410061 
d3 = .0032776263
(Abramowitz and Stegun, 1970, p.932)
, 3 , 4 5 6.-16+ d„x + d.x + drx + d,x )3 4 5 6
0 < x < m
d. = .0000380036 4
d5 = .0000488906
d£ = .0000053830 6
was utilized to compute the appropriate areas under the normal curve.
Table 6.6
Survey /no x2
1 5.9881 189.91 At the 5% level of significance
2 6.8966 388.13 2the X critical value is 14.07
3 7.3309 474.89
4 6.2573 1215.46 At the 5% level of significance the
5 5.9866 1259.21 /nD critical value is 0.886 (from
6 4.9324 367.24 Table 6.1)
7 5.6876 295.91
8 4.3927 174.11 10 natural classes used in calculat-





The (b^jb^) points from the ungrouped data were plotted on the
(ßl,^2) Plane to obtain a rough idea of the Pearson Type curve and the
Johnson translation which may suit the data. For the majority of the
surveys (seven of the eleven) the (b ,b ) points fall in the S area.1 Z B
Type I, Type IV and Type VI Pearson Type curves share almost equally 
the (b^jb^) points; k* indicates similar allocation amongst the Pearson 
Type curves (see Table 6.5).
Assuming the form of the distribution to be common to all surveys
S curves were fitted to the data and tested for goodness of fit. The
S translation involves four parameters y, 6, £ and X say, where the B
transformed variable is
Z = y + 6 log Y+X-x » (5 < x < 6+X).
x is the original variable and Z is distributed normally with zero mean
and unit variance. These parameters need to be estimated to compute Z 
2and the X statistic.
Following Johnson (1949) the method of percentiles was applied to 
obtain estimates. Johson recommends this method when data are grouped. 
The lowest natural class boundary point was set equal to £ and X was set 
to the range. Estimates of y and 6 were then chosen to give exact 
agreement of expected and observed frequencies in the two extreme classes 
The parameter estimates for each survey appear in Table 6.7.
2On the basis of the computed X values (Table 6.8) the hypothesis
that the theoretical distribution generating the data conforms to the
2Sg translation is rejected. X values are extremely large; the estimated 
distributions are apparently very poor fits. This could possibly result 
from the method of estimation of parameters. If minimum chi-squared
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Table 6.7
Survey Y 6 6 X
1 0.75 1.27 -5 0 .5 126.0
2 1.34 1.28 -1 0 .5 101.0
3 -0 .1 3 1.79 -5 0 .5 136.0
4 0.23 1.82 -5 0 .5 151.0
5 i o oo LO 0.85 -5 0 .5 151.0
6 - 0 .2 8 0.97 -2 5 .5 125.0
7 - 0 .4 8 1.14 -33 .5 133.0
8 0.36 1.06 -50 .5 150.0
9 0.04 1.76 -5 0 .5 151.0
10 -0 .0 4 0.90 -2 5 .5 125.0














10 natural classes used in calculating X
2At the 5/  level of significance the x critical value is 11.07.
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estimates were obtained or if a search over £ and X were carried out
2"better" fits may have been achieved. The actual X values exceed those
of the normal distribution which may seem surprising since the S curve
B
2is more general than the normal curve. However X are not comparable as 
a different number of parameters were estimated for each distribution 
and different estimation methods were employed. Had minimum chi squared 
estimates been obtained for both, direct comparisons could be made.
As Type I, Type IV and Type VI Pearson curves appear equally suited 
to fitting to the data, beta distributions (Type I category) were fitted 
The probability density function of the beta distribution is of the form
_ 1 (y-a)p 1(b-y)q 1
" B(p’q) (b-a)P+q-
(a _< y b) 
p > 0, q > 0
The four parameters p, q, a and b must be estimated to fit this distribution 
to the data.
a was set equal to the lowest natural class boundary and b to the 
highest natural class boundary. Then using the mean, y^, and the second 
central moment, y , P and q were computed
'P-j-a' 2
1 p 2 i
-1 y1~a
b-a b-a • (b-a)2> b-a
q
y - j - a
i A f  *Z 1b-a b-a ' (b-a)2-*
-1
1 - p.
However the estimated distributions again provided a very poor fit
(see Table 6.9) which may, as with the S curve, be due to the method of
B
parameter estimation: a search over a and b values may yield beta
















10 natural classes in calculating X
2At the 5% level of significance the X critical value is 11.07.
Although none of the estimated distributions furnished good fits to 
the data the results are not altogether negative. The results of earlier 
sections testing normality indicate that assuming the survey data come 
from normal distributions is invalid and transformation methods relying 
on normality are not appropriate. Support is thus given to the theoretical 
conclusions of Chapter Five; transformation of qualitative data by the 
Carlson-Parkin method is not always a valid procedure as the underlying 
assumptions may be violated.
It may well be the case that no single distribution is applicable 
to every survey. The approach adopted in fitting a distribution has 
been to allow the sample moment ratio statistics, /b and b^j assist in 
determining possible distributions. However such an approach failed to
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be as sucessful as anticipated and perhaps randomly selecting possible 
distributions to fit may prove more fruitful.
A classical approach has been adopted, in that all responses have
been included in the analysis, however, a number of responses could
perhaps be regarded as "outliers" (for example expected inflation equal
to minus fifty percent) and removed from the data. The beta distribution
and the S curve could then be fitted over a smaller range. Given that a B
few people frequently respond in this manner, such expectations would also, 
presumably, be reflected in qualitative data. As the distribution of 
expected inflation is the basis of the transformation of qualitative data 
on expected price movements it seems appropriate to retain these responses 
which would be included in this transformation.
The fact that respondents apparently rounded their expectations to 
the nearest quintile may have accounted, to a certain extent, for the poor 
fits of the distributions considered. A discrete distribution may be 
more appropriate. It would appear that many more distributions need to 
be fitted to the data and tested for "goodness of fit" before a suitable 
distribution (or distributions) is (are) found. The results above agree 
with those of Carlson (1975) in that they reject the assumption that 
the data are samples from a normal distribution.
6.5 Conclusion
Quantitative survey data can be extremely valuable to the econometri­
cian provided a series suitable to his purpose is available. Assuming 
a series is appropriate it may be employed as an observable counterpart 
to the unobservable expectations variable. A structural equation for 
expectations is then required in the specification of a model; the 
resulting "observable, augmented model" is amenable to orthodox econo­
metric methods of estimation and identification.
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If it is reasonable to assume the observable expectation equation 
is the first block of a block recursive system, estimation of this equation 
and the remainder of the model may be carried out separately. Furthermore, 
given this block recursive nature of the model and assuming the specifi­
cation of the model, apart from the expectations equation, and the 
appropriate survey series is known various hypotheses regarding the 
formation of expectations may be tested in a model selection framework.
However, even with the above assumptions, isolating and testing a 
single expectations hypothesis has doubtful value. Most suggested tests 
are inconclusive, may give misleading conclusions and do not consider 
theoretically plausible alternative specifications.
When block recursiveness is not a valid assumption "augmented models" 
need to be subjected to model selection procedures even though the models 
differ only in the expectations equation. Obviously a similar approach 
is suitable when the complete model specification is under question.
To complicate selection procedures further a number of survey 
series may be thought suitable to the alternative models specified. The 
number of models to be considered in a model selection procedure is 
increased; each model will become n models when there are n suitable 
survey series. If there are M structural models, n survey series and 
e expectations hypotheses, Mne models are involved.
The existence of block recursiveness greatly simplifies matters. 
Without it testing the formation of expectations may be a horrendous, yet 
necessary, task if meaningful conclusions are to be reached. Quantitative 
data are far too often abused by those who isolate and test a single 
hypothesis without regard for the implicit alternative hypothesis
involved.
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Determining the suitability of a series will depend largely on the 
subjective judgement of the econometrician. When selecting a series 
consideration must be given to how and when the survey was conducted, 
who participated in the survey and whether or not the time horizon of 
the survey expectations is appropriate.
Of course the assumption here is that there are available a number 
of survey series. In Australia this is not so but hopefully the words of 
Professor Powell do not warn of the demise of econometricians if they, 
like Oliver, persistently ask for more: "... any Australian investigator
with such an insatiable appetite would have long since died from 
starvation...". (Powell 1976).
Studying the distribution, across respondents, of survey data 
provided empirical evidence to discourage the use of transformation 
methods, at present available, to obtain quantitative data from qualita­
tive data. Although no particular distribution provided a "good fit" to 
the data the analysis was not rendered useless as it indicates that the 
data are not consistent with a sample from a normal distribution, the
basis of the Carlson-Parkin transformation method.
CHAPTER 7
FURTHER USE OF QUA NTIT ATIVE SURVEY 
DATA ON EXPECTATIONS
7.1 Introduction
Determining the formation of expectations by discriminating between 
the theories proposed by various authors and employing survey data to test 
the formation of expectations where placed in a model selection framework 
in Chapters Four and Six respectively. However "... looking for neat, 
robust, invariant formulae to characterise the formation of expectations 
may be a futile exercise" (Carlson 1977, p.49). The econometrician may 
benefit far more by searching for an appropriate proxy for expectations.
Over a number of possible proxies, structural models and expectations 
hypotheses, as aforesaid, model selection could involve a prohibitive number 
of models. However, if the observed structural model is assumed to be 
block recursive such that observable expectations are weakly exogenous 
(as in Chapter 6) a search procedure may be reduced to one across models 
and proxies.
The assumption of weak exogeneity does not appear to be too 
unreasonable; the implication is that observed expectations are determined 
"outside" the system. For practical purposes, to facilitate estimation and 
reduce the number of models considered, such an assumption seems unavoidable.
Assuming there are m structural models and p proxies, mp models will 
be involved in a model selection procedure, assuming weak exogeneity of
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expectations. Any nesting of models will occur among models with the same 
proxy for expectations. These nested hypotheses would be tested first and 
then the non-nested hypotheses tested. The overall preferred model 
implies the preferred structure and the preferred expectations proxy.
To illustrate this approach the household saving ratio, for 
Australia, is analysed. As the main objective of the study is to demon­
strate the selection procedure, models specified by previous authors are 
employed and these are discussed in Section 2. A number of survey series 
on expected inflation (expectations)are available and they, together with 
the remaining data, are detailed in Section 3. In Section 4 the nested and 
non-nested hypotheses to be tested and the techniques employed are presented. 
The results are outlined in Section 5 and conclusions drawn in Section 6.
7.2 Model Spec i f ica t ions
In Australia, because of the recent substantial increases in the 
household saving ratio"*" it has been the object of much research, both 
theoretical and empirical, which has largely been pursued via models of 
consumption or saving behaviour. Original models of consumption and saving 
concentrated on the effects of lagged consumption, lagged income and liquid 
assets but recently models involving inflation, expected inflation and 
unemployment have been proposed and studied empirically. For example, 
Freebairn (1977), Williams and Defris (1979) and Deaton (1977).
Most empirical studies in Australia, for example Freebairn (1977) and 
Williams and Defris (1979) , have found that inflation, or expected inflation, 
exerts a positive influence on savings and a number of arguments have been
The appropriate measure of the household saving ratio is currently under 
discussion (Johnston and Looker (1979), Williams (1979) and Bonyhady and 
Caton (1976)). This debate is outside the scope of this study and the 
conventional measure of the ratio is employed.
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put forward to exemplify this relationship. One reason suggested is that 
consumers increase savings in periods of high inflation to maintain the 
real value of those savings. Only unanticipated inflation is considered by 
some to influence savings (Deaton (1977)); consumption decreases (savings 
increases) when consumers are confronted with actual prices which are higher 
than expected. Uncertainty arising from high inflation and expected 
inflation, it is argued, also causes consumers to increase savings as 
a precaution against future reductions in their real income levels.
Similarly rapidly increasing unemployment generates uncertainty about 
future income levels and thereby evokes an increase in savings. A 
reduction in expected future income levels of consumers lessens their 
expected life incomes and they adjust by decreasing their current consumption. 
Consumers employed in groups of the labour force where unemployment is 
rapidly increasing are threatened with future unemployment and complete loss 
of income which would effect their future income directly. Many consumers 
will not face the possibility of being unemployed, as they belong to 
groups not suffering from high unemployment, however their expected future 
income levels will be indirectly effected by rapidly increasing unemployment 
in so far as it reduces potential output and effects wages in general. The 
change in the unemployment rate is used in this study to capture the effect 
of the uncertainty of future income levels arising from increasing 
unemployment.
The models analysed here are basically those studied by Williams and 
Defris (1979). Emphasis is placed upon employing a model selection 
approach to determine a preferred model and expectations proxy. Williams 
and Defris, in contrast, are mainly interested in studying the usefulness 
of proxies obtained from surveys and are satisfied with two preferred models
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and a number of preferred versions of each model; different versions of a 
model involve different combinations of proxies.
Nested hypotheses are tested by Williams and Defris and one non­
nested model is rejected as it has "considerably poorer fit" and "inferior 
error properties" (Williams and Defris, 1979, p.10). However, the 
remaining models are discussed generally in terms of sign, magnitude and 
significance of various coefficients and any selection is not placed in a 
rigorous framework.
The savings functions considered are presented in Table 7.1. Each 
model in the table involving expectations was repeated for each expectation 
proxy. Inflation, expected inflation, unanticipated inflation and the 
change in the unemployment rate are used to augment the basic models of 
Houthakker and Taylor (1970), Zellner (1957), Brown (1951) and Klein (1947). 
Unanticipated inflation is measured by the difference between actual 
inflation in time period t and expected inflation in time period t+4; the 
expectation being formed in time period t. Williams and Defris indicate that 
the true measure would be actual inflation in time period t minus expected 
inflation in time period t; the expectation being formed in t-4. The 
measure employed is really a measure of the expected change in inflation, 
over the ensuing twelve months.
7.3 Data
Data are quarterly seasonally adjusted and cover the period 1973(1) 
to 1978(2). Savings, income and liquid assets, taken to be the money supply 
as defined by M3, data were obtained from "Seasonally Adjusted Indicators 
1979" an Australian Bureau of Statistics publication, Catalogue number 1308.0.
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Consumption was calculated as income minus savings. All four variables were 
expressed in real per capita terms; the deflator used was the implicit 
deflator for personal consumption expenditure.
The unemployment rate data are four quarter moving averages of the 
unadjusted unemployment rates as published in "Employment and Unemployment" 
by the Australian Bureau of Statistics. A one quarter change in the 
adjusted unemployment rate was employed when estimating.
The series on inflation and expected inflation were some of those 
compared by Williams and Defris (1979) which appear in Table 1, page four, 
of their study. Inflation is measured by the four quarter percentage 
change in the implicit deflator for personal consumption expenditure. Two 
of the expectations variables analysed by Williams and Defris, namely the 
IAESR series and the Shrapnel series, were selected.
Williams and Defris also analyse two expectations series based on 
transformed qualitative data. For the particular survey series quantified 
by Defris and Williams (1979) individuals participating in the survey gave 
both quantitative and qualitative responses. The IAESR series is based 
upon the quantitative data and quantification of the qualitative data is an 
attempt to estimate this series. Also, the assumptions underlying the 
transformation procedures may be frequently violated thus invalidating the 
quantified series so obtained: in Chapter 6 the distribution of the quanti­
tative data was found to be inconsistent with the normality assumption of 
the transformation method of Carlson and Parkin. The transformed variables 
were not considered in this study since the quantitative series itself was 
available.
The IAESR series is obtained from their Quarterly Survey of Consumers. 
One of the questions asked requires that consumers quantify, in percentage 
terms, their expectations of price changes over the ensuing twelve months.
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The mean value of these expectations is then used to represent aggregate 
expectations. Philip Shrapnel and Company, economic consultants, provide 
forecasts of price increases, in March and September, for twelve months 
ahead. A quarterly series is obtained by interpolation.
The IAESR data have a number of possible interpretations. The 
surveys are conducted two months prior to the release of the CPI or the 
implicit deflator for personal consumption figures and, if it is assumed 
that consumers are forming expectations of movements in either of these 
indices, then the survey data may represent, in percentage terms, the 










4 x E P t+ l-pt 1
4 x E W iVi
2 X E
P -P 'l t+2 t
2 x E pt+i pt-iVi
where P is the value of the CPI or the deflator in the 
quarter t
and E is the expectations operator.
In cases (a), (c) and (e) consumers predict P and P . or P . or P .t t+1 t+2 t+4
whilst in (b), (d) and (f) only P^ or p t + 2 or p t + 3 is predicted. Consumers
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responses may reflect their expectations of twelve months ahead as in (a) 
and (b) or express their expectations for a quarter or six months ahead in 
annual terms (noted by Williams and Defris) as in (c), (d), (e) and (f).
Each respondent may, alternatively, be considered to have his own 
price index, P , upon which he bases his expectations of inflation. The 
survey data then represents the average over individuals of
(a)
(b)
f Pit+4 Pit 1El - ^ T "  J
4 x E Pit+1 Pit 
Pit
or (c) 2 x E
P -P it+2
it
It may be assumed individuals know their own price index in the quarter of 
the survey.
The Shrapnel series is published in March and September and, in so 
far as it is used by subscribers as a basis for expectations twelve months
ahead, represents E
As indicated above the time horizon and timing of each series may 
differ and each series may represent predictions of movements in different 
indices (the CPI, implicit deflator or individual indices).
f Pt+A~Pt )i P t  J
7.4 Model Selection Procedure
Each of the expectations series, the Shrapnel and the IAESR, for 
purposes of exposition, is assumed to be an alternative for expectations in 
the household savings relationship; which is the relevant variable is 
largely an empircial matter.
The Shrapnel and IAESR expectations series may be regarded as informed 
and uninformed respectively; just which is important in determining aggregate
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savings is not clear theoretically. This could partly justify considering 
them as alternatives. Another reason could be that each series is formed 
at slightly different times and based upon different information sets: 
theory again is not definite as regards timing, information sets and time 
horizons of expectations. Also the Shrapnel series is a forecast for 
twelve months ahead and would be most likely used by those economic agents, 
to whom it is available, as a basis for their decisions. However, whether or not 
the participants in the IAESR survey base their decisions on the expectations 
reported therein is not certain.
As aforesaid the two series may well be measuring vastly different 
expectations either of which may influence savings decisions of consumers. 
Which is the appropriate series is a question to be answered empirically.
In Table 7.1 many of the models are restricted versions of others 
and the validity of the restrictions involved may be tested in a nested 
framework. Writing the least restricted model first and progressing to 
the most restricted the following nests, 1L (i = 1,...,15), result from 
the models considered:
V 2a 3a 3d
V 2a 2d 3d
N3: 4a 4d
V la Id 3d
V la 3a 3d
V 2a 3a 3b
V 2a 2b 3b
V 4a 4b




Nn: 2a 2 c 3c
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N12: 4a 4c
N13: la lc 3c
N14: la 3a 3c
N15: 2a 3a 3c
See Figure 7.1 for a diagrammatic representation.
In the class of tests which fix the probability of a Type 1 error, 
a sequential testing procedure progressing from the least restricted model 
to the most restricted model, is uniformly most powerful (Anderson (1971)). 
The appropriate sequence of tests, in most of the nests above, involves 
testing, at each step, the significance of a single parameter: a series of
t tests is thus pertinant. When the restrictions are not zero restrictions 
on specific parameters they are linear restrictions on two parameters 
and thus an F test may be employed.
The overall significance level of a nested sequence of tests depends
upon the significance level of successive tests. For n successive tests
with significance level cu (i = l,...,n) the overall significance level 
n
is 1 - n (1-a.)- An overall significance level of .05 for each nest was 
i=l 1
achieved by setting cu = a (i = l,...,n).
From each nest a model was selected for first the Shrapnel and then 
the IAESR series on expectations. The distinct non-nested models resulting 
from this selection procedure were further scrutinized and an overall 
preferred model, and thus expectations proxy, was chosen on the basis of 
Akaike’s Information Criterion (AIC).
Estimates were obtained by the OLS method. Serial correlation was not 









Table 7.1: Models Considered
1. H o u th a k k e r - (a) S/Y












= 3 + 8 , 3  1/Y+80AY/Y+80Tr+8/ 7re+8cAu o 1 -1  2 3 4 5
= 8 + 8 , 3  , / Y + 8 0AY/Y+8„(7T-7Te ) + 8 / Au o 1 -1  2 3 4
= 8 +8 ,S  /Y+80AY/Y+8,k +8, Au
o 1 - 1  2 3 4
= 8 +8 ,S  , / Y + 8 0AY/Y+8„7Te+3 / Au o 1 - 1  2 3 4
= 6 +8,C , /Y+B0L/Y+8qtt+ 8,7Te+8,Au o 1 -1  2 3 4 5
= 3 +8,  C , / Y + 8 0L/Y+8„(7T-7Te )+8.Au o 1 -1  2 3 4
= 6 +3-.C , /Y+80L/Y+8 tt+8 , Au o 1 -1  2 3 4
= 8 +6,C /Y+80L/Y+8«TTe+3/ Auo 1 -1  2 3 4
= 8 +8, C , / Y + 3 0v+8„ire+3.Au o 1 - 1  2 3  4
= 8 +8,  C , /Y+B0 U-TTe )+B0Au o 1 -1  2 3
= 8 +8, C , / Y + 8 0tt + B0Au o 1 -1 2 3
= 3 +8, C , / Y  + B0TTe + 8 0Au o 1 -1  2 3
4. K l e in  (1947)  (a)  S/Y =
(b) S/Y =
(c)  S/Y =
(d) S/Y =
S = r e a l  h o u s e h o ld  s a v i n g
Y = r e a l  h o u s e h o ld  d i s p o s a b l e  
income
C = r e a l  p e r s o n a l  consumpt ion
8 +B,AY/Y+30L/Y+B„TT+8/ 7Te +BI-Au 
o 1 2 3 4 5
8 +8 AY/Y+8.L/Y+8 ( t t — t t 6 ) +8 . Au 
o 1 2 3 4
8 +8 AY/Y+3»L/Y+80tt+ 3 . Au o 1 2 3 4
3 +8,AY/Y+8_L/Y+80TTe+3.Au o 1 2 3 4
L/Y = r a t i o  o f  l i q u i d  a s s e t s  to  income
tt = i n f l a t i o n  
e
tt = e x p e c t e d  i n f l a t i o n
Au = t h e  change  i n  t h e  unemployment  
r a t e
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Table 7.2: Nested Selection Results
Nest IAESR Shrapnel
N i 3d 3d
N 2 3d 3d
N 3 4d 4d
N 4 3d 3d
N 5 3d 3d
N 6 3b 3b
N 7 3b 3b
N 8 4a 4a
N 9 3b 3b
N 10 3b 3b
N 11 3c 3c
N 12 4c 4a
N 13 lc la
N 14 3c 3c
N 15 3c 3c
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3d Shrapnel .2412 *
3b Shrapnel .2654
4d Shrapnel .6873
Preferred model and proxy.
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7.5 Results
The preferred model from each nest for the two expectations series 
is given in Table 7.2 and the models involved in non-nested selection are 
presented, with their AIC, in Table 7.3.
The overall preferred model is
S/Y = 75.3851 - .7172 C_±/Y + .0614 tt6 + .6237 An
(10.4702) (8.3809) (2.4466) (2.9781)
Standard Error of Residuals = .4512 h = -.2264
The figures in parentheses are absolute t values, h denotes Durbin's statisic 
for testing for first order serial correlation in the residuals in the 
presence of a lagged dependent variable.
The above model is only marginally superior to 3d IAESE which, 
together with a Williams and Defris (1979)preferred equation, is given in 
Table 7.4 for comparison purposes.
Table 7.4: Other Models
IAESR Expectations
S/Y = 81.3293 - .7958 C /Y + .0867 t t 6 + .6389 Au
(11.7361) (9.5370) (2.0580) (2.9367)
Standard Error of Residuals = .4694
Williams and Defris (1979)
S/Y = 86.03 - .7924 C /Y + .0674 t t e - .0453 ICS
(13.87) (12.10) (1.29) (2.25)
R2 = .8902 h = -0.42
Figures in parentheses are absolute t values.
ICS is an index of consumer sentiment constructed by the IAESR 
TTe in Williams and Defris equation is also the IAESR expectations 
series lagged one quarter.
h is Durbin's statistic for testing for first order serial correla- 
ion in the presence of a lagged dependent variable.
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7.6 Cond usions
The aim of this study was to demonstrate how the selection of a 
structural model and expectations proxy may be integrated in the one 
procedure. It was not the intention to modernize the ratio of savings to 
disposable income function but some inference as regards its determinants 
appears justified from the results.
Support is lent to the Brown type model and in accordance with
previous studies, Williams and Defris (1979) and Freebairn (1977) for
example, expected inflation and changes in the unemployment rate were
found to exert positive effects on the savings income ratio. The preferred
equation implies that rising unemployment is an important factor causing
the increase in the savings income ratio in recent years. In comparison
Freebairn (1977) found the change in unemployment to have a positive but
insignificant effect on savings: he does not indicate however whether a
one quarter or four quarter change was employed. Williams and Defris (1979)
include qualitative unemployment variables, USF (unemployment serious in the
future) and USN (unemployment serious now), together with expected inflation in
2a. Brown type model: all three variables are found to be insignificant.
Evidence that high expected inflation has also contributed to the 
rise in the ratio of savings to disposable income, but to a lesser extent 
than rising unemployment, is provided by the results of this study. That 
expected inflation has only a small impact on the savings income ratio is 
also borne out by one of Williams and Defris’ preferred equations (see 
Table 7.4). Their equation includes the variable ICS which measures not 
just unemployment but general consumer feelings as regards the state of 
the economy. Johnston and Looker (1979) argue that the money illusion
2 Equation 6, Table 6, p.ll (WTilliams and Defris (1979)).
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effect of inflation and expected inflation is of major importance.
This study, in real terms, indicates that expected inflation does have 
effects, albeit small, other than money illusion. It appears that 
consumers when expecting high inflation do, to a certain extent, either 
attempt to maintain the real value of savings or reduce their consumption 
in accordance with a drop in expected real income.
Freebairn (1977) stresses the role of actual inflation in determining 
consumption however the model selection approach adopted in this study, 
in conjunction with survey data on expected inflation, rejects actual 
inflation in favour of expected inflation. It is tentatively suggested 
by Freebairn that the change in the rate of inflation captures the 
uncertainty effect of rising inflation in his models; it could be interpreted 
as being essentially an expectations proxy.
On the basis of AIC the Shrapnel series of expectations was found 
most suitable. This implies that consumers base their savings decisions on 
informed forecasts of inflation twelve months hence. The Brown type 
model however is not overly sensitive to the expectations proxy used. In 
the two comparable equations in Table 7.4 expectations are proxied by the 
IAESR series; lagged consumption, expectations and the change in the 
unemployment rate, when it appears, have coefficients similar in magnitude 
to those of the preferred model.
As, hopefully, the number of survey series on expectations, and 
other unobservable variables, increases studies of the type outlined in 
this chapter should prove most useful in determining, simultaneously, a 
preferred structural model and proxy for expectations. For selecting a 
model from a number of non-nested models the AIC is not the only 
criterion but it serves to illustrate the simultaneous selection procedure.
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With the increasing availability of survey data, by assuming survey 
expectations to be weakly exogenous, estimation is greatly simplified 
and expectation effects are readily obtainable. In many instances this 
weak exogeneity assumption appears valid: for example where the forecasts
of business consultants are relayed directly or indirectly to a large 
proportion of the economic agents whose behaviour is being modelled it 
would be reasonable to assume these forecasts form the basis of expectations 
and are weakly exogenous.
Assuming weak exogeneity of expectations implies that the process 
generating these expectations is irrelevant to the analysis of the 
structural model. Separate analysis of the survey data provides informa­
tion on the formation of these expectations which would be determined by 
purely exogenous and predetermined variables of the system.
Quantitative survey data, used wisely, will prove invaluable, solving 
many probelms for the econometrician. It should, as it becomes available,
play an important role in future research.
CHAPTER 3
C O N C L U S I O N
Most econometric problems arise when expectations occurring in a 
model are essentially unobservable variables . If appropriate quantitative 
survey data on expectations are available they are rendered observable and 
many problems disappear. The appropriateness of a series is decided 
subjectively by the econometrician who must give due consideration to: 
the participants in the survey being representative of the economic agents 
whose expectations are involved, the suitability of the time horizon of 
the data, if known, and the relevance of the information set, again if known.
When a single quantitative survey series is thought appropriate it 
may be treated as any other variable in the model and conventional 
estimation methods and identification conditions are pertinent. Assuming 
expectations to be endogenous requires, in the context of systems analysis, 
that a structural relationship be specified explaining their formation.
Of course if expectations are assumed exogenous no such relationship is 
necessary if only the system is of interest as analysis of the system may 
be separated from analysis of expectation formation.
In addition to facilitating estimation and rendering expectations 
models to a form which may be examined for identifiability via orthodox 
conditions, quantitative expectations survey data enables the expectation 
effects to be obtained straightforwardly. If the survey expectations can 
be assumed to be weakly exogenous survey data may assist in discriminating
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between expectations theories. Under the assumption of weak exogeneity 
a model selection procedure across expectation theories is admitted. In 
contrast to most of the isolated tests of expectations theories a model 
selection approach encompasses meaningful alternative models and may be 
executed within a rigorous framework.
If the quantitative survey expectations are assumed to be endogenous 
the sub model of expectations cannot be subjected to separate analysis.
The selection procedure for choosing an appropriate theory necessarily 
involves the structural model augmented by an expectations equation for 
each theory. The number and size of models may quickly become unwieldly.
For practical purposes weak exogeneity appears to be an essential requirement.
A number of quantitative survey series, with different time horizons 
and/or based on different information sets, may oft-times be available.
For a given structure a selection procedure across the various models, 
obtained by substituting each series in the structure for expectations, is 
carried out. When a number of structural models are entertained and a 
number of quantitative survey series are thought appropriate a model 
selection procedure determines simultaneously the preferred structure and 
series (as demonstrated in Chapter 7). By choosing a particular series 
some notion of the time horizon and information sets pertinent to the 
expectations in the model may be obtained.
Quantitative survey data, when appropriate, is an immense boon to 
econometricians. There is a great need for many and varied quantitative 
survey series on expectations as they are far preferrable to theoretical 
representation of expectations. Collection of such data should be encouraged.
However the collection of qualitative survey data on expectations, in 
so far as it is for econometric purposes, should be restrained as it is 
of limited use. Qualitative data must be transformed to quantitative data
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to be utilized by the econometrician. Existing transformation methods 
are based.upon rather restrictive assumptions as illustrated in 
Chapter 5.
In previous notation the relationship
TT1(j 6) = TT1(j/6)7T1(6) j = 1,2,3
is the basis of transformation methods. The available methods assume 
tt"^ (j /6) and constant over individuals. A number of plausible
behavioural models violating these assumptions were presented and there 
are possibly many more.
The assumption that the distribution of the concerned variable across 
respondents is normal is important in transforming data by the Carlson 
and Parkin and Knöbl methods. In Chapter 6 the distribution of expected 
inflation across consumers was examined and found to be inconsistent with 
the normality assumption. Carlson, as previously mentioned, found the 
distribution of expected prices as recorded by an American survey series 
also to be non normal.
Any data resulting from the application of transformation methods 
reliant upon the assumption of normality and other behavioural assumptions 
which may be easily violated must be highly suspect. Defris and Williams 
(1979) found that a series obtained by the Carlson-Parkin method when 
compared with the actual quantitative response data of the same respondents 
was vastly different. This evidence also casts doubt upon the appropriate­
ness of the transformation method. The plea then is for more survey data 
on expectations but quantitative not qualitative data.
In the absence of appropriate survey data the various expectations 
theories must be employed to represent expectations. Before selecting a
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theory, or theories, as relevant to a model consideration should be 
given to the economic agents involved, the model itself and the macro 
and micro aspects of both the expectations and the model. If a number 
of theories, after due regard, are thought pertinent a model selection 
procedure is desirable. The model selection approach is preferred to 
testing isolated hypotheses as it compares only economically meaningful 
alternatives and it may be implemented within a well defined structure, 
as aforesaid.
Empirical evidence of the endogeneity or exogeneity of expectations 
is not readily obtainable. Any assumptions as regards the nature of 
expectations are largely subjective.
Assuming expectations to be generated according to a particular theory, 
conditional on the validity of this assumption, identifiability of the 
model may be examined and estimation carried out.
Conditional identification of models under the assumption of various 
theories was examined by introducing a third class of economic variable, 
expectations, in addition to endogenous and exogenous variables.
Deriving conditions for ident ifiability in terms of these three classes 
gave some idea of the extent of the contribution of expectations to the 
identifiability or non identifiability of a model.
Some theories, for example the naive hypothesis, when introduced 
into a dynamic model may render it unidentifiable. Weakly rational 
expectations cause a model to be unidentified unless the time series 
model generating the expectations is assumed known (thus the expectation 
itself is known) or the expectations pertain to exogenous variables and 
the structural model is augmented by the time series model.
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A review of the conditions for the identifiability of rational 
expectations models under Wallis' assumptions, as derived by Wallis, was 
delivered in Chapter 3. As they had not been previously derived, 
identifiability conditions for rational expectations models under 
Wickens' assumptions were developed and shown to differ from those of 
Wallis. Models identified under Wallis' assumptions may not be identified 
under Wickens' assumptions.
Efficient estimation of models involving expectations, conditional 
on an assumed theory, is generally achieved by FIML methods applied to 
the observable model with all restrictions resulting from the theory 
imposed. When expectations occur in a number of equations of a system 
non linear cross equation restrictions are frequently involved.
A fact not noted in the literature is that weakly rational expecta­
tions pose an interesting estimation problem. If the weakly rational 
expectations are of an endogenous variable then more equations than endo­
genous variables are involved when the time series model generating the 
expectations and the structural model are viewed as a system. The 
relevant Jacobian is singular and efficient estimation is not possible.
For the weakly rational expectation of an endogenous variable it is 
necessary to assume the time series model known for efficient estimation.
Full rationality is treated at the end of the estimation section in 
Chapter 3 but, as mentioned in the introduction, a major contribution to 
the estimation of future rational expectations models is tendered. A 
generalized time series estimation procedure providing consistent estimates 
was developed. As with other consistent estimation procedures this 
estimation procedure is appealing because it is less burdensome computation­
ally than an efficient procedure (FIML) which involves many non linear, 
cross equation restrictions.
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An alternative consistent estimation procedure, employing instrumental
variables, requires that serial correlation resulting from the expectations proxy
be incorporated in the model. The generalized time series approach may therefore
be more manageable as it only introduces extra exogenous variables. However no
ranking of these two methods was established and there is scope for further 
research in this area.
As with other expectations models, fully rational models may be 
efficiently estimated by FIML methods imposing all restrictions introduced 
by rationality. Whether rational expectations are current or future FIML 
estimation involves non linear cross equation restrictions and may be an 
onerous task.
Estimation, and identification, of models involving only one 
expectations theory at a time has been examined, as previously mentioned, 
mixed models, models including a number of theories simultaneously, mav 
be plausible. Models of this nature are of interest and will be an area 
of future analysis.
The ideal estimator for expectations would be "robust" in the sense 
that it would provide efficient, or consistent, estimates under the 
assumptions of a wide range of alternative expectations theories. The 
procedure closest to this ideal concept is to employ survey data and 
assume the survey expectations exogenous.
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AP P E N D I X
DERIVATION OF REDUCED FORM EXPRESSIONS FOR 
FUTURE RATIONAL EXPECTATIONS MODELS
( i ) t Future Rat ional  Expecta t ions
Writing C and D of equation (3.89) as






0 0 I 0
£  TT11,0
and
The fully rational expectation is as given in Chapter 3
m k;
= ^  V l 2 G$ ht+j ,t-lIt+j,t-1 j = 0,...,
where is obtained from the first block of C D.
For example
oo mA = £ TTO 11,0o
1 Summations are over k,m,n or s where not indicated.
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.  v  S  mA = E TT E TT TT1 11,0 11,1 11,0o o
a  / r»  TT1 v 2 , _  S  IT)A = E TT (E TT TT ) + E TT E TT TT2 ll,o 11,1 ll,o ll,o 11,2 ll,oo o o o
A_ = E TT (E TT T T “  ) + E i t "  E TT . T T 1"  E TT ~ T T .  .3 ll,o 11,1 ll,o ll,o 11,1 ll,o 11,2 ll,oo o o o o
, v s v m _ n+  E TT E T T  _TT_ E TT .TT .11,0 11,2 11,0 11,1 11,0o o o
The observed reduced form equation for y is
Ylt ^11,0 E Ak7T12Xt+k,t-l + ^11,1 E \ TT12Xt+k+l,t-l +
+ "ll.x Z V l 2 Xt+k+T,t-l + \ 2\  + Vlto
Examining some tt^  _.A^ j = 0,...,
k = 0,1,2,...
A V STT A = E TT11,0 O 11,0o
TT A = A - E TT TT11,0 1 1 11,1 11,0
*11,0^ A2 (Z 7T11,17T11,o) E7T11,27T11,oo
00 oo oos 3 c mTT A = A - (E TT . TT ) - E TT TT E TT TTll,o 3 3 11,1 11,0 11,1 11,0 11,2 ll,oo ’ ’ o o
E TT TT E T T .  .  .  T T .11,2 ll,o 11,1 ll,o o o
E  TT TT11,3 ll,o o
nA11,1 o E TT T f ?11,1 11,0o
*11,1A1
/ y s .2
(Z 11,1 11,o)o
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s 3 s m
*11,1A2 = *11,1*11,<2 + I *11,1*11,0  ^*11,2*11,0
°° s 4 s 2 °°
*11,1A3 = (l *11,1*11,o} + (E *11,1*11,o) I *11,2*11,0
s m _ n
+  Z  tt , ,  ,  tt Z  tt ,  Z  "n’ i  1^1111,1 11,0 11,2 11,0 o 11,1 ll,o
, _  S  _  m
+  Z  IT , 1 ,  ,  Z  T T , - ,  0 ^ 1 111,1 11,0 11,2 ll,oo o
T T . , ,  0 A  =  Z  TT TT11,2 o ll,211,oo
» v s „ m
7T A  =  z  TT TT Z TT 7T11.2 1 11,2 ll,o 11,1 ll,oo o
CO oo COA V / T, ITT V 2 , „ S N 2
TT „  =  Z TT „  TT ( Z TT ,  TT )  + (Z T T ,  ,  _  T T ,  ,  )11.2 2 11,2 11,0 11,1 11,o ' 11,2 11,o 'o o o
00 00 00 00
A V  s m N3 , „ S mtt,. ~A„ = Z tt it (Z tt . tt ) + Z tt it Z tt it11.2 3 11,2 ll,o 11,1 ll,o 11,2 ll,o 11,1 ll,o’ o o o o
v n , s 2 m
x  Z  TT TT +  ( Z  TT TT )  Z  TT TT11,2 11,0 11,2 ll,o 11,1 ll,oo o o
_ s m
+  Z  TT „TT Z  TT o f n11,2 ll,o 11,3 ll,o o o
The observed reduced form for y may be written as
V ,  =  TT A TT X  ,  +  ( tt ,  , A, + TT ,A ) T T , 0 X  ,, ,ylt ll,o o 12 t,t-l ll,o 1 11,1 o 12 t+l,t-l
+  ( tt A_ + tt A + tt A ) tt xll,o 2 11,1 1 11,2 o 12 t+2,t-l
+ ( tt A + TT A. + TT _A +  TT A ) TT X  +  .  .  .  +  TT X  +  V11,0 3 11,1 2 11,2 1 11,3 o 12 t-2,t-l 12 t It
Substituting the above expansions the reduced form is
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s4-l ~ a ä
' = 2 TT: , TT X + A,TT10X , + A 07T _X +  .It 11,0 12 t 1 12 t+1 2 12 t+2o
. + ff X + V,12 t It
S+1  ^ V ^ ^
l TT tt Gh + l ^  tt „G h +tt Gh + (tt ?G£ + V )11,0 12 t,t-l  ^ k 12 t,t-l 12 t,t-l 12 It
l TT tt 0Gh + t t "  TT Gh + E A, tt _G "h , ^ ll,o 12 t,t-l ll,o 12 t,t-l  ^ k 12 t,t-l
(G, $, h and E, are as in Chapter 3)
oo
k;
+ (GZ05 + V
Z irll,o1i2Ght,t-l + ? V l 2 G ht,t-l + (”12G5 + V
V l 2 G*\,t-l + = V l 2 G*\,t-l + (*12G? + V
E V l 2 G* + (lT12G  ^+ Vo
( i i ) A Single Future Rational Expectation
The reduced form is
ylt = ’Tl,jylt+J,t-1 + + Vlt
V = TT V + T T X + Vy2t 21,jylt+j,t-l 22 t 2t
and the rational expectation is
ylt+j,t-l kfQ 1Ill,j7T12Xt+j (k+1) ,t-l
2 , G O A "  h
k=o J
Substituting for rational expectations in the reduced form
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y,  . = E tt 1  . - ft C ( $ J ) h  . 1 "I-  tt 0 G h t  +  v ,
I t  . l l , i  12 k=o J t + j , t - 1  12 t  I t
"n j* i 2G($J)k+\ t-i + *i2G(V t ~ i V  + vitk=o J
TT) "1 TT) / \  /v
2 . U i j . 12G ( ^ )  h t ; t _1 + + (ir12G5t  + ^
m=l
I + + (\2^t + Vin=l
Z "ll,ri2G($J)m \,t-l + ("l2G?t + Vm=o J ’
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