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Abstract
Complex computer simulators are increas-
ingly used across fields of science as gener-
ative models tying parameters of an under-
lying theory to experimental observations.
Inference in this setup is often difficult, as
simulators rarely admit a tractable density
or likelihood function. We introduce Ad-
versarial Variational Optimization (AVO), a
likelihood-free inference algorithm for fitting
a non-differentiable generative model incor-
porating ideas from generative adversarial
networks, variational optimization and em-
pirical Bayes. We adapt the training pro-
cedure of generative adversarial networks by
replacing the differentiable generative net-
work with a domain-specific simulator. We
solve the resulting non-differentiable mini-
max problem by minimizing variational up-
per bounds of the two adversarial objectives.
Effectively, the procedure results in learn-
ing a proposal distribution over simulator pa-
rameters, such that the JS divergence be-
tween the marginal distribution of the syn-
thetic data and the empirical distribution of
observed data is minimized. We evaluate and
compare the method with simulators produc-
ing both discrete and continuous data.
1 Introduction
In many fields of science such as particle physics, epi-
demiology or population genetics, computer simula-
tors are used to describe complex data generation pro-
cesses. These simulators relate observations x to the
parameters θ of an underlying theory or mechanistic
model. In most cases, these simulators are specified
as procedural implementations of forward, stochas-
tic processes involving latent variables z. Rarely do
these simulators admit a tractable density, or likeli-
hood, p(x|θ). The prevalence and significance of this
problem has motivated an active research effort in
so-called likelihood-free inference algorithms such as
Approximate Bayesian Computation (ABC) and den-
sity estimation-by-comparison algorithms (Beaumont
et al., 2002; Marjoram et al., 2003; Sisson et al., 2007;
Sisson and Fan, 2011; Marin et al., 2012; Cranmer
et al., 2015).
In parallel, with the introduction of variational auto-
encoders (Kingma and Welling, 2013) and generative
adversarial networks (Goodfellow et al., 2014), there
has been a vibrant research program around implicit
generative models based on neural networks (Mo-
hamed and Lakshminarayanan, 2016). While some of
these models also do not admit a tractable density,
they are all differentiable by construction. In addi-
tion, generative models based on neural networks are
highly parameterized and the model parameters have
no obvious interpretation. In contrast, scientific sim-
ulators can be thought of as highly regularized gen-
erative models as they typically have relatively few
parameters and they are endowed with some level of
interpretation. In this setting, inference on the model
parameters θ is often of more interest than the latent
variables z.
In this work, we introduce Adversarial Variational Op-
timization (AVO), a likelihood-free inference algorithm
for non-differentiable, implicit generative models. We
adapt the adversarial training procedure of generative
adversarial networks by replacing the implicit gener-
ative network with a domain-based scientific simula-
tor, and solve the resulting non-differentiable minimax
problem by minimizing variational upper bounds of
the adversarial objectives. The objective of the al-
gorithm is to match the marginal distribution of the
synthetic data to the empirical distribution of obser-
vations.
2 Problem statement
We consider a family of parameterized densities p(x|θ)
defined implicitly through the simulation of a stochas-
tic generative process, where x ∈ Rd is the data and
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θ are the parameters of interest. The simulation may
involve some complicated latent process where z ∈ Z
is a latent variable providing an external source of ran-
domness. Unlike implicit generative models defined by
neural networks, we do not assume z to be a fixed-size
vector with a simple density. Instead, the dimension
of z and the nature of its components (uniform, nor-
mal, discrete, continuous, etc.) are inherited from the
control flow of the simulation code and may depend
on θ in some intricate way. Moreover, the dimension
of z may be much larger than the dimension of x.
We assume that the stochastic generative process that
defines p(x|θ) is specified through a non-differentiable
deterministic function g(·;θ) : Z → Rd. Opera-
tionally,
x ∼ p(x|θ) , z ∼ p(z|θ),x = g(z;θ) (1)
such that the density p(x|θ) can be written as
p(x|θ) =
∫
{z:g(z;θ)=x}
p(z|θ)µ(dz), (2)
where µ is a probability measure.
Given some observed data {xi|i = 1, . . . , N} drawn
from the (unknown) true distribution pr(x), our goal
is to estimate the parameters θ∗ that minimize some
divergence or some distance ρ between pr(x) and the
implicit model p(x|θ). That is,
θ∗ = arg min
θ
ρ(pr(x), p(x|θ)). (3)
3 Background
3.1 Generative adversarial networks
Generative adversarial networks (GANs) were first
proposed by Goodfellow et al. (2014) as a way to
build an implicit generative model capable of produc-
ing samples from random noise z. The core principle
of GANs is to pit a generative model g(·;θ) against
an adversarial classifier d(·;φ) : Rd → [0, 1] that has
for antagonistic objective to recognize real data x from
generated data x˜ = g(z;θ). Both models g and d are
trained simultaneously, in such a way that g learns
to fool its adversary d (which happens when g pro-
duces samples comparable to the observed data), while
d continuously adapts to changes in g.
In practice, the discriminator d and the generator g
are usually trained with alternating stochastic gradient
descent in order to respectively minimize
Ld(φ) = Ex∼pr(x) [− log(d(x;φ))]
+ Ex˜∼p(x|θ) [− log(1− d(x˜;φ))] (4)
Lg(θ) = Ex˜∼p(x|θ) [log(1− d(x˜;φ))] , (5)
where Ld corresponds to the binary cross-entropy be-
tween true and synthetic data and Lg is the negative
of Ld restricted to synthetic data.
When d is trained to optimality before each (infinites-
imally small) parameter update of the generator, it
can be shown that the original adversarial learning
procedure of Goodfellow et al. (2014) amounts to min-
imizing the Jensen-Shannon divergence JSD between
the distributions pr(x) and p(x|θ). Of course this as-
sumption is never met in practice and it is often ob-
served that the GAN alternating optimization proce-
dure does not lead to convergence. As a result, re-
cent research has focused on finding better training
algorithms (e.g., Salimans et al., 2016; Metz et al.,
2016; Arjovsky et al., 2017; Gulrajani et al., 2017; Roth
et al., 2017) for GANs, as well as gaining a better the-
oretical understanding of the training dynamics (e.g.,
Arjovsky and Bottou, 2017; Mescheder et al., 2017a;
Nagarajan and Kolter, 2017). In this work, we follow
Mescheder et al. (2018) and adapt the GAN training
procedure by adding a regularization term
R1(φ) = Ex∼pr(x)
[||∇φd(x;φ)||2] (6)
to the loss Ld of the discriminator. Under suitable as-
sumptions, this regularization term guarantees the (lo-
cal) convergence of the training procedure, while keep-
ing the original GAN algorithm otherwise unchanged.
3.2 Variational optimization
Variational optimization (Staines and Barber, 2012;
Staines and Barber, 2013) and evolution strate-
gies (Wierstra et al., 2011) are general optimization
techniques that can be used to form a differentiable
bound on the optima of a non-differentiable function.
Given a function f to minimize, these techniques are
based on the observation that
min
θ
f(θ) ≤ Eθ∼q(θ|ψ)[f(θ)] = U(ψ), (7)
where q(θ|ψ) is a proposal distribution with parame-
ters ψ over input values θ. That is, the minimum of
a set of function values is always less than or equal to
any of their average. Provided that the proposal dis-
tribution is flexible enough, the parameters ψ can be
updated to place its mass arbitrarily tight around the
optimum θ∗ = minθ∈Θ f(θ).
Under mild restrictions outlined by Staines and Barber
(2012), the bound U(ψ) is differentiable with respect
to ψ, and using the log-likelihood trick its gradient can
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be rewritten as:
∇ψU(ψ) = ∇ψEθ∼q(θ|ψ)[f(θ)]
= ∇ψ
∫
q(θ|ψ)f(θ)dθ
=
∫
∇ψq(θ|ψ)f(θ)dθ
=
∫
q(θ|ψ)∇ψ log q(θ|ψ)f(θ)dθ
= Eθ∼q(θ|ψ)[∇ψ log q(θ|ψ)f(θ)] (8)
Effectively, this means that provided that the score
function ∇ψ log q(θ|ψ) of the proposal is known and
that one can evaluate f(θ) for any θ, then one can
construct empirical estimates of Eqn. 8, which can in
turn be used to minimize U(ψ) with stochastic gradi-
ent descent (or a variant thereof, robust to noise and
parameter scaling).
In reinforcement learning, Eqn. 8 similarly appears
in the context of policy gradients, where f(θ) corre-
sponds to a reward signal for the action θ and q(θ|ψ)
corresponds to a policy piψ that we aim to optimize. In
this context, empirical estimates of Eqn. 8 are better
known as REINFORCE estimates (Williams, 1992).
4 Adversarial variational optimization
4.1 Algorithm
The alternating stochastic gradient descent on Ld and
Lg in GANs (Section 3.1) implicitly assumes that the
generator g is a differentiable function. In the setting
where we are interested in estimating the parameters
of a fixed non-differentiable simulator (Section 2) –
as opposed to learning the generative model itself –
gradients ∇θg either do not exist or are not accessible.
As a result, gradients∇θLg cannot be constructed and
the optimization procedure cannot be carried out.
In this work, we propose to rely on variational opti-
mization to minimize Ld and Lg, thereby bypassing
the non-differentiability of g. We consider a proposal
distribution q(θ|ψ) over the parameters of the simu-
lator g and alternately minimize the variational upper
bounds
Ud(φ) = Eθ∼q(θ|ψ)[Ld(φ)] (9)
Ug(ψ) = Eθ∼q(θ|ψ)[Lg(θ)] (10)
respectively over φ and ψ. The discriminator d is
therefore no longer pit against a single generator g,
but instead against a hierarchical family of generators
induced by the proposal distribution.
When updating the discriminator parameters φ, un-
biased estimates of ∇φUd can be obtained by directly
evaluating the gradient of Ud over mini-batches of real
and synthetic data. When updating the proposal pa-
rameters ψ, ∇ψUg can be estimated as described in
the previous section with f(θ) = Lg(θ). That is,
∇ψUg = Eθ∼q(θ|ψ),
x˜∼p(x|θ)
[∇ψ log q(θ|ψ) log(1− d(x˜;φ))],
(11)
which we can approximate with mini-batches of syn-
thetic data.
While the latter REINFORCE-like gradient estima-
tor is unbiased, it is well known that it also suffers
from high variance, which makes the optimization un-
stable and difficult. A common remedy to this is-
sue (Williams, 1992) is to make use of the fact that
Eθ∼q(θ|ψ)[∇ψ log q(θ|ψ)f(θ)]
= Eθ∼q(θ|ψ)[∇ψ log q(θ|ψ)(f(θ)− b)] (12)
for any constant b. The choice of the baseline b does
not bias the gradient estimator, but it can however
have an effect on its variance. For AVO, we pick the
baseline which minimizes the variance of the empirical
estimates of ∇ψUg, that is
b =
E
[
(∇ψ log q(θ|ψ))2(1− log(d(x˜;φ))2
]
E [(∇ψ log q(θ|ψ))2] . (13)
For completeness, Algorithm 1 outlines the proposed
Adversarial Variational Optimization (AVO) proce-
dure, as built on top of GAN with R1 regularization.
4.2 Parameter Point Estimates
The variational objectives 9-10 effectively replace the
modeled data distribution of Eqn. 1 with the parame-
terized marginal distribution of the generated data
q(x|ψ) =
∫
p(x|θ)q(θ|ψ)dθ. (14)
We can think of q(x|ψ) as a variational program as de-
scribed by Ranganath et al. (2016), though more com-
plicated than a simple reparameterization of normally
distributed noise z through a differentiable function.
In our case, the variational program is a marginalized,
non-differentiable simulator. Its density is intractable;
nevertheless, it can generate samples for x whose ex-
pectations are differentiable with respect to ψ. Oper-
ationally, we sample from this marginal model via
x ∼ q(x|ψ) , θ ∼ q(θ|ψ), z ∼ p(z|θ),x = g(z;θ).
(15)
We can view the optimization of q(x|ψ) with respect to
ψ through the lens of empirical Bayes, where the data
are used to optimize a prior within the family q(θ|ψ).
Adversarial Variational Optimization
Algorithm 1 Adversarial variational optimization (AVO).
Inputs: Observed data {xi ∼ pr(x)}Ni=1, simulator g.
Outputs: Proposal distribution q(θ|ψ), such that q(x|ψ) ≈ pr(x).
Hyper-parameters: The number k of training iterations of the discriminator d (default: k = 1),
The size M of a mini-batch (default: M = 32),
The R1 regularization coefficient λ (default: λ = 10),
The entropy penalty coefficient γ (default: γ = 0).
The baseline strategy b in REINFORCE estimates (default: Eqn. 13).
1: q(θ|ψ)← prior on θ (with differentiable and known density)
2: while ψ has not converged do
3: for i = 1 to k do . Update d
4: Sample true data {xm ∼ pr(x), ym = 1}M/2m=1.
5: Sample synthetic data {θm ∼ q(θ|ψ), zm ∼ p(z|θm), x˜m = g(zm;θm), ym = 0}Mm=M/2+1.
6: ∇φUd ← 1M
∑M
m=1∇φ [−ym log(d(xm;φ))− (1− ym) log(1− d(xm;φ))]
7: ∇φR1 ← 1M/2
∑M/2
m=1∇φ
[||∇φd(xm;φ)||2]
8: φ← RmsProp(∇φUd + λ∇φR1)
9: end for
10: Sample synthetic data {θm ∼ q(θ|ψ), zm ∼ p(z|θm), x˜m = g(zm;θm)}Mm=1. . Update q(θ|ψ)
11: ∇ψUg ← 1M
∑M
m=1 [∇ψ log q(θm|ψ)(log(1− d(x˜m;φ))− b)]
12: ∇ψH ← 1M
∑M
m=1∇ψ [−q(θm|ψ) log q(θm|ψ)]
13: ψ ← RmsProp(∇ψUg + γ∇ψH)
14: end while
Since the GAN procedure effectively minimizes the
Jensen-Shannon divergence between pr(x) and q(x|ψ),
ψ∗ corresponds with the maximum marginal likeli-
hood estimator advocated by Rubin (1984). When
the model is well specified, ψ∗ coincides with the true
data-generating parameter; however, if the model is
misspecified, the ψ∗ is typically different from the
maximum likelihood estimator (MLE). Thus, if the
simulator p(x|θ) is misspecified, q(θ|ψ) will attempt
to smear it so that the marginal model q(x|ψ) is closer
to pr(x). However, if the simulator is well specified,
then q(θ|ψ) will concentrate its mass around the true
data-generating parameter.
In order to more effectively target point estimates θ∗,
we can also augment Eqn. 10 with an entropic regu-
larization term H(q(θ|ψ)), such that
Ug = Eθ∼q(θ|ψ)[Lg] + γH(q(θ|ψ)), (16)
where γ ∈ R+ is a hyper-parameter controlling the
trade-off between the generator objective and the
tightness of the proposal distribution and H is the
Shannon entropy. For small values of γ, proposal dis-
tributions with large entropy are not penalized, which
results in learning a smeared variation of the original
simulator. On the other hand, for large values of γ, the
procedure is encouraged to fit a proposal distribution
with low entropy, which has the effect of concentrating
its density tightly around one or a few θ values.
Finally, we note that very large penalties may eventu-
ally make the optimization unstable, as the variance
of ∇ψ log q(θm|ψ) typically increases as the entropy of
the proposal decreases. Depending on the proposal, it
may also be possible to always arbitrarily decrease the
entropy, without necessarily producing accurate pa-
rameter estimates. In this case, properly controlling
for γ and the number of training epochs is critical.
5 Experiments
5.1 Illustrative example
As a first illustrative experiment, we evaluate infer-
ence for a discrete Poisson distribution with unknown
mean λ. We artificially consider the distribution as a
parameterized simulator, from which we can only gen-
erate data.
The discrete observed data is sampled from a Pois-
son with mean λ∗ = 7. Algorithm 1 is run for 3000
iterations with mini-batches of size M = 32 and the
following configuration. For the discriminator d, we
use a 3-layer MLP with 20 hidden nodes per layer and
PReLU activation units. For estimating λ∗, we pa-
rameterize θ as log(λ) and use a univariate Gaussian
proposal distribution q(θ|ψ) initialized with a mean of
log(1) and a variance of 0.52. The R1 regularization
coefficient is set to 10, and the entropy penalty is eval-
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uated at both γ = 0 and γ = 0.0001. The learning rate
of RmsProp is set to 0.001, both for the discriminator
d and the proposal q.
The top left plot in Figure 1 illustrates the resulting
proposal distributions q(θ|ψ) after running AVO. For
both γ = 0 and γ = 0.0001, the proposal distribu-
tions correctly concentrate their density around the
true parameter value log(λ∗) = 1.94. Under the effect
of entropic regularization, the proposal distribution for
γ = 0.0001 concentrates its mass more tightly, yielding
in this case more precise inference. The top right plot
compares the model distributions to the true distribu-
tion. As theoretically expected from adversarial train-
ing, we see that the resulting distributions align with
the true distribution, with in this case visually slightly
better results for the penalized model. The bottom
plot of Figure 1 evaluates the negative log-likelihood
of the true parameters λ∗ with respect to the num-
ber of simulated samples. For the two settings, the
loss steadily decreases as the proposal converges to-
wards the nominal parameter value. This short exam-
ple highlights that adversarial variational optimization
works despite the discreteness of the data and the lack
of access to the density p(x|θ) or its gradient.
5.2 High-energy particle collisions
As a more challenging example, we now turn to a
particle physics inference problem. We consider the
Pythia simulator (Sjo¨strand et al., 2008) for high-
energy particle collisions routinely used by physicists
at the Large Hadron Collider. We simulate electron-
positron collisions at a center-of-mass energy of 91.2
GeV, in which a Z boson is produced and decays to
quarks. We assume a detector that emulates a 32× 32
spherical uniform grid in pseudorapidity η and in az-
imuthal angle φ, covering (η, φ) ∈ [−5, 5] × [0, 2pi].
The detector is parameterized by an offset param-
eter θ in the z-axis relative to the beam crossing
point (Borisyak, 2018). An offset of θ = 0 means
that the sphere is centered at the collision point, while
θ = 1 leads to a shift of roughly one pixel.
The inference problem we are interested in is the esti-
mation of the offset parameter θ from a set of 32×32-
dimensional observations. This task is representative
of calibration and alignment tasks, which are critical in
experimental particle physics as they have significant
impact on the accuracy of reconstruction algorithms.
The leftmost plots of Figure 2 show the average detec-
tor response for two distinct offsets θ = 0 and θ = 1.
The remaining plots illustrate individual random sam-
ples from these respective configurations. The fig-
ures highlight the challenging difficulty of the inference
problem: the difference between the average responses
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Figure 1: Discrete Poisson model with unknown mean.
(Top left) Proposal distributions q(θ|ψ) after training.
For both γ = 0 and γ = 0.0001, the distributions cor-
rectly concentrate their density around the true value
log(λ∗). Entropic regularization (γ = 0.0001) results
in a tighter density. (Top right) Model distributions
q(x|ψ) after training. This plot shows that the re-
sulting parameterizations of the simulator closely re-
produce the true distribution. (Bottom) Negative log-
likelihood −q(θ∗|ψ) of the target parameters, as func-
tion of the number of simulated samples.
Figure 2: Pythia-alignment: Samples. (Top row):
Average detector response (approximated over 200,000
samples) for the detector offset θ = 0, along with 3 in-
dividual random samples. (Bottom row) Same but for
the detector offset θ = 1. Given the sparsity and vari-
ability of the simulated events, these plots highlight
the difficulty in observing a difference between sam-
ples from one or the other parameter setting.
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is barely noticeable, while individual samples are very
sparse and reflect a wide range of variability. These
samples also stress the critical role of a relevant sum-
mary statistic on such high-dimensional data, which is
required in likelihood-free inference methods such as
ABC.
For this experiment, we consider observed data sim-
ulated at the nominal value θ∗ = 1. Algorithm 1 is
run for 5000 iterations with all hyper-parameters set
to their default values. The discriminator d is defined
as a 9-layer MLP with 600 hidden nodes per layer and
PReLU activations. The proposal distribution is ini-
tialized as a Gaussian with zero mean and unit vari-
ance. As shown in the top plot of Figure 3, the pro-
posal distribution properly centers around the target
θ∗ = 1 after training. The bottom plots in the figure
also illustrate the convergence of AVO as a function
of the number of simulations. Despite the complexity
of the Pythia simulator, the sparsity, variability and
high-dimensionality of the observations, as well as the
absence of any domain knowledge, AVO properly iden-
tifies the target parameter within a reasonable num-
ber of simulations. As suggested clearly by the bottom
right plot of Figure 3, where the negative log-likelihood
− log q(θ∗|ψ) has not yet converged, more accurate re-
sults could certainly be obtained by running AVO for
more iterations. Equivalently, we anticipate room for
hyper-parameter tuning.
Finally, let us also comment on the bump around 105
simulations in the left bottom plot of Figure 3. This il-
lustrates the particular scenario in which a temporary
deviation in the mean of the proposal from the target
parameter value is compensated by the variance of the
proposal, which thereby results in even lower negative
log-likelihood − log q(θ∗|ψ). In particular, this is con-
firmed by the right bottom plot of the figure, where
no such bump is observed.
5.3 Benchmarks
Methods. In this section, we systematically evalu-
ate AVO on benchmark problems. We compare our
algorithm against ABC-SMC (Toni and Stumpf, 2009)
and BOLFI (Gutmann and Corander, 2016) as base-
lines. ABC-SMC is the most commonly used instance
of Approximate Bayesian Computation. It makes use
of importance sampling to improve efficiency. BOLFI
is a simulation-efficient likelihood-free inference algo-
rithm that combines Bayesian optimization with a
Gaussian process-based approximation of the likeli-
hood of summary statistics of the data. For ABC-SMC
and BOLFI, we respectively use the PyABC (Klinger
et al., 2017) and the ELFI (Lintusaari et al., 2018)
implementations. All hyper-parameters are set to the
default values recommended in these packages.
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Figure 3: Pythia-alignment: training. (Top) Pro-
posal distribution q(θ|ψ) before and after AVO. (Bot-
tom left). Distance between the target parameter θ∗
and the average parameter under the proposal, as a
function of the number of simulated samples. (Bottom
right). Negative log-likelihood of the target parameter
value value θ∗ under the proposal, as a function of the
number of simulated samples.
Inference tasks. We evaluate all three methods on
four inference tasks of increasing difficulty. These
tasks include discrete, continuous, low-dimensional
and high-dimensional observations. For each task, we
evaluate the quality of inference in terms of squared
error for 15 different target parameter values θ∗i , for
i = 1, . . . , 15. For each target value, we consider a data
set with 100,000 observations representing x ∼ pr(x).
All methods evaluated share the same simulation bud-
get (160,000 samples).
• Poisson. This inference problem is the same as
in Section 5.1, with θ∗i ∼ U(0, 4). The discrimi-
nator d is defined as a 3-layer MLP with PReLU
activation units and 600 nodes per hidden layer.
• Carl-Multidimensional. We reproduce the in-
ference problem originally defined in Section 4.2
of (Cranmer et al., 2015). The generator is pa-
rameterized by two parameters α and β and pro-
duces 5-dimensional continuous data x ∈ R5. For
our benchmark, we consider α∗i ∼ U(−2, 2) and
β∗i ∼ U(−2, 2). The discriminator d is defined as
a 4-layer MLP with PReLU activation units and
100 nodes per hidden layer.
• Weinberg. We consider a simplified simulator for
electron-positron collisions, as described in Ap-
pendix A.1. We consider Ebeami ∼ U(43, 47) and
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Gfi ∼ U(0, 2). The discriminator d is defined as 4-
layer MLP with PReLU activation units and 1000
nodes per hidden layer.
• Pythia-alignment. This inference problem is the
same as in Section 5.2, with θ∗i ∼ U(−1.5, 1.5).
The discriminator d is defined as a 9-layer MLP
with PReLU activation units and 600 nodes per
hidden layer.
The summary statistics used in ABC-SMC and BOLFI
are the same. For Poisson, Carl-Multidimensional
and Weinberg, the summary statistics are defined as
the Euclidean distance between (the bins of) the his-
togram of the observations generated at θ∗i and (the
bins of) the histogram of simulated data. For Pythia-
alignment, the summary statistics is defined as the `2
norm between the average image of the observed data
and the average image of the simulated samples at the
model parameter. In both methods, 128 simulation
samples are generated per model parameter evalua-
tion. The priors used are identical to the uniform pri-
ors used for generating the 15 problems θ∗i . For AVO,
the proposal distribution is initialized as a Gaussian
of zero mean and unit variance.
In contrast to some related works, we focus on the set-
ting where we have more than one observation x from
the data distribution pr(x). For this reason, we do
not consider likelihood-free benchmarks such as the
M/G/1 queue model, the Lotka-Volterra population
model or the Hodgkin-Huxley neuron model, which are
all defined as inference problems from single observa-
tions. We anticipate that AVO is less appropriate for
this use case, as the discriminator d would not be ex-
pected to provide a good learning signal for fitting the
simulator parameters. The proper treatment of this
scenario is left as future work.
Results. Figure 4 summarizes our results for AVO,
ABC-SMC and BOLFI on each of the four inference
problems. Each plot reports as a box plot the squared
distance of the best fit θˆi to the nominal model pa-
rameters θ∗i , for i = 1, . . . , 15. In AVO, θˆi corresponds
to the mode of the final proposal. For ABC-SMC and
BOLFI, θˆi is the maximum a posteriori estimate un-
der the posterior. Best fit values are comparable since
we assume uniform priors.
The figure clearly indicates AVO works better on av-
erage compared to ABC-SMC and BOLFI. We at-
tribute this superior performance primarily to the fact
that AVO is not limited by the deficiencies of a hand-
crafted summary statistic. Instead, AVO benefits from
a high-capacity discriminator that dynamically adapts
to the inference problem and to the current proposal.
This is clearly apparent for Pythia-alignment, where
AVO ABC-SMC BOLFI
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Figure 4: Benchmark results comparing AVO against
ABC-SMC and BOLFI. AVO shows superior perfor-
mance against these methods. This advantage stems
from the fact that AVO is not limited by the sub-
optimality of an ad hoc summary statistic. Instead,
the discriminator in AVO can dynamically adapt to
the inference problem.
a generic summary statistic leads to a sub-optimal es-
timator. By contrast, because of the high-capacity dis-
criminator d, AVO has no issue in guiding the proposal
towards a solution, despite the high-dimensionality of
the observations or the complexity of underlying gen-
erative process. Of course, ABC-SMC and BOLFI can
be improved by engineering better summary statistics,
but this requires a deep understanding of the prob-
lem. While it is not illustrated here, the active learn-
ing strategy of BOLFI shows better sample efficiency
than AVO, in the sense that it can often reach a good
solution within a smaller simulation budget. Finally,
for the Weinberg benchmark, we observe that there is
no clear winner in terms of the squared error. This is
mainly due to the an approximate degeneracy between
the parameters leading to a very broad minimum and
a number of solutions that fit the observed data dis-
tribution (see Appendix A.2).
6 Related work
This work sits at the intersection of several lines
of research related to likelihood-free inference, ap-
proximate Bayesian computation (ABC), implicit gen-
erative models, and variational inference. Viewed
from the literature around implicit generative mod-
els based on neural networks, the proposed method
Adversarial Variational Optimization
can be considered as a direct adaptation of gener-
ative adversarial networks (Goodfellow et al., 2014)
to non-differentiable simulators using variational op-
timization (Staines and Barber, 2012). From the
point of view of likelihood-free inference, where non-
differentiable simulators are the norm, our contribu-
tions are threefold. First is the process of lifting the
expectation with respect to the non-differentiable sim-
ulator Ex˜∼p(x|θ) to a differentiable expectation with re-
spect to the variational program Ex˜∼q(x|ψ). Secondly,
is the introduction of a novel form of variational infer-
ence that works in a likelihood-free setting. Thirdly,
AVO can be viewed as a form of empirical Bayes where
the prior is optimized based on the data.
As for many likelihood-free inference algorithms, AVO
is intimately tied to a class of algorithms that can
be framed as density estimation-by-comparison, as re-
viewed in (Mohamed and Lakshminarayanan, 2016).
In most cases, these inference algorithms are formu-
lated as an iterative two-step process where the model
distribution is first compared to the true data distri-
bution and then updated to make it more comparable
to the latter. Relevant work in this direction includes
those that rely on a classifier to estimate the discrep-
ancy between the observed data and the model dis-
tributions (Gutmann and Hyva¨rinen, 2012; Cranmer
et al., 2015, 2016; Dutta et al., 2016; Gutmann et al.,
2017; Rosca et al., 2017). Of direct relevance in the
likelihood-free setup, Hamiltonian ABC (Meeds et al.,
2015) estimates gradients with respect to θ through
finite differences from multiple forward passes of the
simulator with variance reduction strategies based on
controlling the source of randomness used for the la-
tent variable z. Sharing similar foundational principles
as AVO but developed independently, the SPIRAL al-
gorithm (Ganin et al., 2018) makes use of the Wasser-
stein GAN objective and variants of REINFORCE gra-
dient estimates to adversarially train an agent that
synthesizes programs controlling a non-differentiable
graphics engine in order to reconstruct target images
or perform unconditional generation.
Likewise, AVO closely relates to recent extensions
of GANs, such as ALI (Dumoulin et al., 2016), Bi-
GANs (Donahue et al., 2016), α-GAN (Rosca et al.,
2017), AVB (Mescheder et al., 2017b), and the PC-Adv
algorithm of (Husza´r, 2017), which add an inference
network to the generative model. Each of these assume
a tractable density p(x|θ) that is differentiable with re-
spect to θ, which is not satisfied in the likelihood-free
setting. Our lifting of the non-differentiable simula-
tor p(x|θ) to the variational program q(x|ψ) provides
the ability to differentiate expectations with respect
to ψ as in Eqn 8; however, the density q(x|ψ) is still
intractable. Moreover, we do not attempt to define
a recognition model q(z,θ|ψ) as the latent space Z
of many real-world simulators is complicated and not
amenable to a neural recognition model.
This work has also many connections to work on vari-
ational inference, in which the goal is to optimize
the recognition model q(z,θ|ψ) so that it is close to
the true posterior p(z,θ|x). There have been efforts
to extend variational inference to intractable likeli-
hoods; however, many require restrictive assumptions.
In (Tran et al., 2017), the authors consider Varia-
tional Bayes with an Intractable Likelihood (VBIL).
In that approach “the only requirement is that the in-
tractable likelihood can be estimated unbiasedly.” In
the case of simulators, they propose to use the ABC-
likelihood with an -kernel. The ABC likelihood is
only unbiased as  → 0, thus this method inherits
the drawbacks of the ABC-likelihood including the
choice of summary statistics and the inefficiency in
evaluating the ABC likelihood for high-dimensional
data and small . More recently, (Tran et al., 2017)
adapted variational inference to hierarchical implicit
models defined on simulators. In this work, the au-
thors step around the intractable likelihoods by re-
formulating the optimization of the ELBO in terms
of a neural and differentiable approximation r of the
log-likelihood ratio log pq , thereby effectively using the
same core principle as used in GANs (Mohamed and
Lakshminarayanan, 2016). With a similar objective,
(McCarthy et al., 2017) adapt variational inference to
a non-differentiable cardiac simulator by maximizing
the ELBO using Bayesian optimization, hence bypass-
ing altogether the need for gradient estimates.
7 Summary
In this work, we develop a likelihood-free inference
algorithm for non-differentiable, implicit generative
models. The algorithm combines adversarial training
with variational optimization to minimize variational
upper bounds on the otherwise non-differentiable ad-
versarial objectives. The AVO algorithm enables
empirical Bayes through variational inference in the
likelihood-free setting. This approach does not in-
cur the inefficiencies of an ABC-like rejection sampler
nor the disadvantages of likelihood-free inference algo-
rithms that rely on ad hoc summary statistics. When
the model is well-specified, the AVO algorithm pro-
vides point estimates for the generative model, which
asymptotically corresponds to the data generating pa-
rameters. Experimental results highlight the good per-
formance of AVO in comparison to the well-established
ABC-SMC and BOLFI algorithms.
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A Weinberg benchmark
A.1 Simulation
For this benchmark inference task, we consider a sim-
plified simulator from particle physics for electron–
positron collisions resulting in muon–antimuon pairs
(e+e− → µ+µ−). The simulator approximates the
distribution of observed measurements x = cos(A) ∈
[−1, 1], where A is the polar angle of the outgoing
muon with respect to the originally incoming electron.
Neglecting measurement uncertainty induced from the
particle detectors, this random variable is approxi-
mately distributed as
p(x|Ebeam, Gf ) = 1
Z
[
(1 + x2) + c(Ebeam, Gf )x
]
where Z is a known normalization constant and c is an
asymmetry coefficient function. Due to the linear term
in the expression, the density p(x|Ebeam, Gf ) exhibits
a so-called forward-backward asymmetry. Its size de-
pends on the values of the parameters Ebeam (the
beam energy) and Gf (the Fermi constant) through
the coefficient function c.
A typical physics simulator for this process includes
a more precise treatment of the quantum mechan-
ical e+e− → µ+µ− scattering using Pythia or
MadGraph (Alwall et al., 2011), ionization of matter
in the detector due to the passage of the out-going
µ+µ− particles using GEANT4 (Agostinelli et al., 2003),
electronic noise and other details of the sensors that
measure the ionization signal, and the deterministic
algorithms that estimate the polar angle A based on
the sensor readouts. The simulation of this process is
highly non-trivial as is the space of latent variables Z.
A.2 Results
A prominent issue with the Weinberg benchmark is
the presence of a nearly degenerate direction for the
likelihood in the model parameter space. This leads
to a number of solutions that provide good fits to the
observed data. Since Figure 4 evaluates ||θ∗− θˆ||22, the
presence of this broad minima significantly influences
the result. To show that AVO, SMC-ABC, and BOLFI
do find solutions that describe the data well, we sam-
ple x ∼ p(x|θˆ) (inferred) and compare against pr(x)
(observed) for several θ∗i , as shown in Figure 5. These
plots demonstrate that for this benchmark, there ex-
ist many equivalent solutions that induce the observed
data, even if they may be quite distant in parameter
space.
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Figure 5: (Left) AVO. (Center) SMC-ABC. (Right)
BOLFI. Despite the apparent poor performance of
AVO, SMC-ABC and BOLFI in Figure 4, all meth-
ods approximate the observed data distribution pr(x)
for different θ∗i (rows). This discrepancy is attributed
to multiple minima in the Weinberg benchmark.
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