We derive an expression for a short-time phase space propagator. We use it in a new propagation scheme and demonstrate that it works for a Morse potential. The propagation scheme is used to propagate classical distributions which do not obey the Heisenberg uncertainty principle. It is shown that the simple classical deterministic motion breaks down surprisingly fast in an anharmonic potential. Finally, we discuss the possibility of using the scheme as a useful approach to quantum dynamics in many dimensions. To that end we present a Monte Carlo integration scheme using the norm of the propagator as a part of the sampling function.
I. INTRODUCTION
The time evolution of quantum mechanical states is of central importance to many areas of chemistry and physics. The frontal attack on the time-dependent Schrödinger equation is one possibility. The numerical work in this approach scales, however, unfavorably with the dimensionality of the system. The use of a short-time propagator in conjunction with Monte Carlo integration is, at least in principle, the optimal approach. 1 The advantage of this method is that the numerical work grows slowly with the dimensionality of the system. In standard formulations the propagator is a complex-valued object and a major problem in existing methods is that it is difficult to find a natural and good sampling function in the Monte Carlo integration schemes. In addition, the connection to classical pictures is not completely transparent. The propagator gives the amplitude for motion out of a given point in position space. A well-defined position implies that all momenta have the same weight and this situation never connects up with classical mechanics in an elementary fashion.
The purpose of the present paper is to suggest a new twist on existing propagation schemes as well as to provide some additional insight into the classical limit.
We take here as a starting point a propagator in the Wigner phase space formulation of quantum mechanics. [2] [3] [4] [5] This propagator gives the ''pseudoprobability'' for motion out of a specified point in phase space. The phase space propagator has some nice properties. It is real-valued and for systems which are at most harmonic the connection to classical mechanics is very transparent-the propagator is simply a delta distribution around the classical trajectory. The first property could make it a more convenient tool in conjunction with Monte Carlo integration and the second property gives a nice connection to the classical mechanics, on which our physical intuition is based.
This paper is organized in the following way: We begin by introducing a time propagator in phase space. We derive a general expression for a short-time propagator and develop an analytical expression for the Morse potential. Using this propagator repeatedly on a grid we consider the phase space quantum dynamics of a Morse oscillator. We present subsequently some work on a Monte Carlo integration scheme using the norm of the propagator as a part of the sampling function. Finally, the results are summarized and we consider what needs to be done in order to make the present scheme a versatile tool for quantum dynamics in many dimensions.
II. THEORY
First we should note that all derivations throughout this paper are based on a one dimensional system, however generalization to many dimensions is straightforward.
Let Â (t) denote a quantum mechanical operator, the corresponding Wigner phase space function, is now obtained performing the Wigner transform 2, 3 A͑q,p,t ͒ϭ 1 2ប
͑1͒
The Wigner phase space density function f (q,p,t) is obtained transforming the density operator (t)ϭ͉(t)͗͘(t)͉. From which it follows that ͵ dq ͵ dp f ͑q,p,t͒ϭ1.
͑2͒
The time evolution is governed by
where the Moyal-bracket is defined by
where the subscripts A and B indicate that the operator acts only on A(q,p,t) and B(q,p,t), respectively.
A. The phase space propagator
Following McLafferty 4 we define a propagator in phase space K (2, 1) 
where the notation (q 1 , p 1 ;t 2 Ϫt 1 ) means propagated along the classical trajectory from t 1 to t 2 starting in (q 1 ,p 1 ). This simple form for the propagator is the inspiration for the so called ''Wigner method'' for time propagation. [6] [7] [8] Here it is assumed that this propagator is a good approximation for not too anharmonic systems.
The short-time propagator we get using Eq. ͑8͒ for the first order time derivative. Retaining terms only up to first order in a Taylor expansion, we get 
We get for the short-time propagator,
We now split up the integrals in a kinetic and a potential part
where we have used that to first order in ⌬t is
͑17͒
Since T( p)ϭ p 2 /2m we get T ϭ pЈp 2 /m, using for I(q 2 Ϫq 1 ,p 2 ) the first order approximation 1Ϫxϭe
Ϫx , we get
͑18͒
Our final expression for the propagator is then
Finally we can assure us that K(2,1) is in fact a real function. I(q 2 Ϫq 1 ,p 2 ) is certainly real, and J( p 2 Ϫp 1 ,q 2 ) is formed from a Fourier transform of a function which has an even real and an odd imaginary part, meaning that the imaginary part cancels out due to symmetry.
B. A short-time propagator for the Morse oscillator
For the Morse oscillator the potential is given by
We change to dimensionless variables; ϭ(⌬t/ប)D e , Qϭ␤q 2 and ⌬ Pϭ P 2 Ϫ P 1 ϭ(p 2 Ϫp 1 )/␤ប, and get for the J( P 2 Ϫ P 1 ,Q 2 ) integral, using the first order approximation 1Ϫxϭ1/(1ϩx), 
͑31͒
Using the fact that J is analytical ensures that it is also valid for ⌬ Pр0. Further it ensures that since ⌰ j are either real or complex conjugate pairs ប␤J will indeed be real.
To compute the value of ប␤J we first solve the quartic equation
using a standard formula ͑Decartes-Euler or Ferrari͒. 9 Then we find the ⌰ j from
͑where the argument of ln is in the interval ͔0,2͔͒ ប␤J is now computed by insertion in Eq. ͑31͒. In Fig. 1 ប␤J is plotted as a function of Q and ⌬ P. It is certainly a much more complicated function than the potential part of the propagator for the harmonic oscillator.
III. RESULTS AND DISCUSSION

A. A finite grid propagation scheme
We shall now introduce a new propagation scheme based on the phase space propagator. For a short time propagation we get from Eqs. ͑5͒ and ͑19͒, f ͑ q 2 ,p 2 ,⌬t ͒ϭ ͵ dq 1 ͵ dp 1 
we can easily integrate over q 1 and get
͑35͒
If we now place f on a finite grid, choosing a second order approximation for values outside the grid points f ͑ q i ϩ⌬,p j ,0͒ϭ
the propagation scheme is obvious. We start out by testing the validity of this scheme, and for this purpose we propagate a minimum uncertainty state ͑MUS͒,
Q and P are in the same dimensionless units as we defined earlier and ϭ&⌬Qϭ(&⌬ P) Ϫ1 , i.e., ⌬Q⌬ Pϭ Note that the Morse oscillator is fully described by the dimensionless parameter ϭ ͱ2mD e /␤ប. 10 In the same dimensionless units the propagation scheme becomes
Using this repeatedly we are able to propagate the minimum uncertainty state a tour around in phase space. In Fig. 2 the motion is plotted as snapshots. Corresponding values of norm, overlap to the 0th, 1st, and 2nd eigenstates 10 and the energy are shown in Table I . We see that all these check values are indeed constant to within a percent. An arbitrary precision can be obtained making the grid bigger and the time steps smaller, for this calculation the grid consisted of 80ϫ80 points and the time steps was ϭ0.1. From this calculation we see that the scheme works. It is also clear from the plots that the propagation is not entirely classical, since areas of new amplitudes form and vanish, as pointed out in   FIG. 1. A plot of the potential part of the short-time propagator for the Morse oscillator; ប␤J vs Q and P 2 Ϫ P 1 , with ϭ0.1. Fig. 2 . We shall now try to make a smooth connection to classical mechanics. With the propagation scheme introduced we are in fact able to propagate any distribution, even though it does not satisfy the Heisenberg uncertainty principle. Take that we know the exact position and momentum of a particle to a certain time, i.e., the distribution arising is the delta distribution   FIG. 2. ͑a͒,͑b͒,. ..,͑h͒ corresponds to the minimum uncertainty state being propagated to, respectively, ϭ0, 10,...,70 in a Morse potential with ϭ20. Contours for the potential are taken as the first eight energy eigenvalues, contours for the Wigner function are Ϫ0.2, 0.2,...,0.26. We see that even though the center of the distribution essentially follows a classical propagation, some of the distribution takes negative values during the propagation, and hence the classical picture breaks down.
͑39͒
This we can plug into Eq. ͑38͒, integrating twice, and hence obtain the analytical form of the delta function after two small time steps,
This function is plotted in Fig. 3 from which it is seen that even though the distribution is narrow it is certainly no longer a delta distribution. This in fact enables us to put it on a grid and propagate it further using our propagation scheme. However since it is still quite narrow the grid would have to be very fine-meshed, and since the superposition of the delta distribution on the eigenstates of the Morse oscillator contains considerable contributions from high energy states the grid would also have to be quite large in order to represent the time evolution properly. All in all this would require a grid containing many points, making the calculation almost impossible. With the biggest grids we were working on ͑300 ϫ300 points͒ we only succeeded to propagate the delta distribution up to ϳ3. In order to show what is happening, when we propagate a delta distribution, we instead propagated another narrow-non-Heisenberg-distribution; a squeezed Gaussian,
with ␥ϭ10 and , Q 0 and P 0 as before. The uncertainty of this state can easily be calculated to be ⌬Q⌬ Pϭ1/(2␥), and hence is Heisenberg's uncertainty principle violated by a factor of 10. The propagation is shown for ϭ20 in Fig. 4 and for ϭ120 in Fig. 5 . For ϭ20 the propagation is highly nonclassical, however as we increase to 120 the distribution only feels the harmonic part of the potential and hence behaves more classical as we would expect from the form of the time propagator for the harmonic oscillator ͓Eq. ͑10͔͒. The calculation illustrates that the concept of classical deterministic motion breaks down surprisingly fast in an anharmonic potential. A comparison between Figs. 2 and 4 shows, however, that the overall motion of the quantum mechanical phase space distribution is much more classical than suggested by the motion of individual phase space points ͑narrow distributions͒.
B. Monte Carlo integration
It is natural to mention Monte Carlo integration when discussing propagation via a propagator. The problem in using Monte Carlo techniques in ordinary Feynman path integration lies in the lack of a good sampling function, this is because the propagators are complex with a norm independent of the integration variables. Usually this is dealt with by introducing some other sampling function based on some physical knowledge of the system, e.g., a Gaussian distribution around the classical path. 1 This however, will not always assure us fast convergence; what if the system does not behave classical at all? If we instead use the phase space propagator, we are assured the fastest convergence we could possible hope for; 12 the phase space propagator has no complex oscillations and the norm dependents strongly on the integration variables. It is hence obvious to use the norm of the propagator as a part of the sampling function in a Monte Carlo calculation.
We considered especially the calculation of the quantity P ͑ t ͒ϭ͉͉͗͑ t ͉͒͘ 2 ϭ2ប ͵ dq ͵ dp f ͑q,p͒ f ͑q,p,t͒. ͑42͒
This we can compute using Eq. ͑5͒ followed by repeated use of Eq. ͑6͒, P ͑ t ͒ϭ2ប ͵ dq N ͵ dp N ͵ dq NϪ1 ͵ dp NϪ1 ••• ϫ ͵ dq 0 ͵ dp 0 f ͑q N ,p N ͒ϫK͑N,NϪ1͒••• ϫK͑1,0͒ f ͑q 0 ,p 0 ,t͒. ͑43͒
We now use Eqs. ͑16͒ and ͑18͒ to do all but one of the position integrals, leaving the expression FIG. 3 . This plot shows the form of a delta distribution propagated up to ϭ0.2 in a Morse potential with ϭ20. The delta distribution was initially centered at Q 0 ϭ&/, P 0 ϭ0. We see that the classical picture breaks down immediately after the propagation is started.
