Application of Group Contribution Theory to Heats of Mixing by Smith, Mark Laurin
APPLICATION OF GROUP CONTRIBUTION THEORY 
TO HEATS OF MIXING 
By 
MARK LAURIN SMITH 
11 
Bachelor of Science 
University of Wisconsin 
Madison, Wisconsin 
1960 
Submitted to the faculty of the Graduate College 
of the Oklahoma State University 
in partial fulfillment of the requirements 
for the degree of 
MASTER OF SCIENCE 
May, 1967 
~-
., 
·rhe<:JID 
1c;, 7 
S L""',·-" (::;I ,'.:) ;;;; It,). 
i:. c>;:>, ;:1, 
APPLICATION OF GROUP CONTRIBUTION THEORY 
TO HEATS OF MIXING 
Thesis Approved: 
re.~ ~ Thesis Adviser 
~¥-
Dean of the Graduate College 
660293 
ii 
PREFACE 
Chemical engineers and members of other disciplines in sc ienc.e and. 
technology are frequently concerned with the determination of all types 
of thermodynamic properties. It is generally accepted that these 
properties must be determined as individual functions of the molecules, 
or mixtures of molecules, being considered. 
This project presents a method by which thermodynamic properties 
may be evaluated as functions of the groups or radicals composing the 
molecules. This has the advantage that the group functions, once 
determined, are valid for all systems containing the same groups. 
Thus, experimental data for each individual system is no longer 
necessary. 
Details of this theory and results of its application to experi-
mental heat-of-mixing data are presented in this thesis. 
I am indebted to Dr. K. C. Chao and Dr. R. L. Robinson, my advisor~, 
for valuable suggestions and guidance in relation to this study. I 
also wish to express my appreciation to the Air Force Institute of 
Technology for providing me with the opportunity to pursue graduate 
studies, and furnishing the financial support for my entire graduate 
program. 
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CHAPTER I 
INTRODUCTION 
Until recently, thermodynamic properties such as heat of vapor-
ization and heat of mixing have been treated as molecular functions, 
Experiments and theories are normally based on the supposition that the 
molecule determines the values of thermodynamic functions, and the 
presentation of data reflects this viewpoint. 
Lately, considerable development and refinement have been devoted 
to the theory that such molecular functions may be reduced to functions 
of the component groups or radicals comprising the molecule, Once 
such group functions are evaluated, it follows that it is no longer 
necessary to experimentally determine values of the thermodynamic 
functions for all compounds of interest, since the known group func-
tions may be applied to. all molecules containing the groups, This has 
the potential of substantially reducing the experimentation necessary 
to characterize a given class of compounds, 
The following presentation shows the application of a particular 
type of group contribution theory to heats of mixing. The resultant 
correlation is shown to give reasonable agreement with experimental 
data. Thus, one purpose of the development is accomplished by demon-
strating that the physical concepts assumed in formulating the corre-
lation are val.id. This indicates that the physical model should be 
applicable not only to heats of mixing, but to other thermodynamic 
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functions as well. 
In fact, the model may prove to have great versatility in liquid 
theory, just as the lattice theory of solids and the "billiard-ball" 
theory of gases have demonstrated. The model essentially pictures the 
liquid molecule and its component groups or radicals as being "bathed" 
in surrounding liquid, and in constant interaction with these sur-
roundings. It assumes neither the fixed points of a solid lattice nor 
the necessity for collisions of a gas. It is certainly possible that 
this might reasonably represent the true physical picture of a liquid 
system. 
There was a second purpose involved in selecting heats of mixing 
as the thermodynamic function to be tested. The variation of excess 
free energy with temperature is a simple function of the heat of 
mixing. Similarly, the variation with temperature of the activity 
coefficient of a component in solution is a simple function of the 
partial excess enthalpy of the component. Thus, a correlation for 
heats of mixing may have great importance in the development of 
relations for other thermodynamic functions. 
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CHAPTER II 
LITERATURE R.EVIEW 
Surface Area Theory 
Langmuir (13), as early as 1916, proposed that certain character= 
istics of fluids could be expressed in terms of the chemical groups or 
radicals comprising the molecules. He suggested that interaction forces 
among molecules were dependent on the exposed surface areas of these 
groups in the molecule being considered and in the molecules surrounding 
it' 
He applied this theory primarily to two-phase relations, such as 
surface tension, film adsorption and vapor pressures. Langmuir recog-
nized that such relations would be strongly influenced by preferential 
orientation of the molecules at phase interfaces. 
Others (2, 5, 6, 7, 9, 10, 11, 26, 27) who have expanded on 
Langmuir 1 s theory have attempted to account for such orientation effects 
by applying statistics to a quasi-lattice arrangement of the molecules, 
in which a molecule is free to rotate about a fixed lattice point, 
subjecting different groups to contact with surrounding molecules. 
Guggenheim (9, 10, 11) credits Chang (5, 6) with being the first to 
propose this theory. The model leads to some fairly tedious, but not 
necessarily difficult, statistical calculations, even for simple fluids, 
Barker (2) attempted to relate excess fri=e energy, enthalpy and 
3 
entropy by the quasi-lattice model. He considered solutions of alcohols 
with non-polar (cyclic) molecules only. After considering both one-
dimensional and three-dimensional arrays, he concluded that the three-
dimensional ar:r.·ay i.s necessary to represe.nt the data. 
Tompa (27) refined Guggenheim 1 s work, and tested his model on the 
activity coefficients of bi.nary mixtures of linear hydrocarbons. The 
fit is reasonably good for the three mixtures considered. A similar 
model was presented by Flory (7) and modified by Tobolsky and Blatz 
(26), but no tests of the model were presented. 
Group Contribution Theory 
Redlich, et al. (17, 19) used Langmuir's basic idea of separating 
the molecule into component groups, but their development differed 
greatly from previous ones. They assumed a characteristic 1~ross-
section" of the groups, a function of the change effected in molar 
volume by adding the group to a molecule. 
Several simplifyi.:ng assumptions were made in the development.. 
Groups which di.d not show a posi.ti.ve contribution to molar volume were 
assumed to be so deeply i.mbedded within the molecule that they could not 
interact with other groups. Isomers were all treated as if they were 
normal, and interactions between paraffini.c groups were assumed negli-
gible compared to interactions with other groups. Finally, the inter-
action energy of a paraffini.c CH3 group with a group u was assumed to 
be the same as for an interaction of a para.ffinic C, CH, or C:H2 group 
with the same group u. While these assumptions greatly simplified the 
calcula.ti.ons by reducing the number of different interactions, the 
effect of introducing them could be determined only by repeating the 
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calculations without the assumptions. The model also makes no allowance 
for the possibility that interactions involving higher energies may be 
mathematically preferred. 
The model was tested by calculation of heats of mixing for various 
binary mixtures. Agreement with data was good. Entropies of mixing 
were also determined, but results in this case were very poor. This is 
probably due, at least in part, to the simplifying assumptions. 
Other authors (23, 24) have offered basically similar theories. 
Scheller (24) attempted to determine activity coefficients from partial 
excess entropies and partial heats of mixing, for alcohol-water and 
alcohol-hydrocarbon mixtures, Results were good. 
Local Concentration Effect 
Wilson (28) proposed that differences in energy of interaction 
would cause local concentration effects, with a clustering of the mole-
cules having higher interactions. Others have made similar observations, 
and it was the application of this principle to group theory which led 
to modifications of the basic model presented in this paper. 
Heat-of-mixing Data 
A thorough proof of a proposed theory or correlation has in most 
cases been virtually impossible due to a lack of extensive data on 
homologous chemical series. Such data has only recently begun to 
appear in the literature. In the case of heats of mixing, Lundberg (14) 
has published data on a variety of binary mixtures of hydrocarbons. 
Van Ness, et al. (16, 21, 22) offer very extensive data on mixtures of 
alcohols and hydrocarbons, both aliphatic and cyclic. Van Ness has 
indicated that he intends to publish data on a wide variety of other 
mixtures as it becomes available. Rose and Storvick (20) also have 
data on alcohol-hydrocarbon mixtures. 
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CHAPTER III 
THEORY. 
The following development includes concepts adapted from both the 
Langmuir and Redlich theories, as well as modifications original to 
this paper. A model is developed to calculate alcohol-hydrocarbon heats 
of mixing from group interaction parameters. 
Group Surface-area Model 
We consider a molecule to be composed of individual groups or 
radicals, linked together. For example, a straight-chain hydrocarbon 
is made up of CH3 groups and CH2 groups. Each group, i, has a certain 
area of free surface, S., available for contact and interaction with 
l. 
the free surface of other groups. The amount of surface area available 
is assumed to be dependent not only on the group itself, but on the 
groups connected to it in the particular molecule. Calculation of the 
free surface follows closely a method used by Bondi and Simkin (3) 
involving the van der Waals and covalent radii, and is shown in detail 
in Appendix A. While this is superficially similar to Redlich 1 s 
'~ross-section'', the method used to determine values is entirely 
different. 
It is further assumed that an interaction of any two groups, u 
and v, always produces the same energy contribution, 11.uv' per unit area 
of contacting surfaces. As a first approximation, the probability of an 
7 
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interaction of a group i with any group j is assumed to be dependent on 
only the fraction of the total free surface area of the molecule which 
is occupied by group j. Thus if A is a contribution to the internal 
UV 
energy of vaporization of a pure compound containing n groups of type 
u 
u per molecule, each having a surface area S , the total energy of inter-
u 
action of all u groups in one molecule with v groups is 
where A = n S 
u u u 
A A A 
U V UV 
AT 
(1) 
AT= total surface area of the molecule. Sum of all group areas. 
It follows that the total energy contribution of u groups with 
all other groups will be 
A 
u (2) 
and the grand total of all energy contributions for a single molecule is 
Both~ and~ represent summation over all types of groups, The neces-
J . 
sity for division by two is readily apparent from the fact that each 
interaction is counted twice in the total summation. 
Finally, multiplication by Avogadro's number, N, gives the molal 
internal energy of vaporization 
6.FV 
N r; Gd(~ \~l (4) ""2k 
Note that, from the original assumption, I\. = A jk kj' 
Using straight-chain hydrocarbons, excluding methane, as a simple 
example, we have only the CH2 and CH3 groups to consider. Assigning 
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the subscripts 2 and 3, respectively, and recognizing th.at n3 equals 
two in all cases, the equations are 
(5) 
(6) 
AT = A2 + A3 = n2s2 + 2S 3 (7) 
N(A; A3 A2 
A3~ tiu = ~ - i\22 + 2A2 A i\23 +2 V 2 AT T AT 
(8) 
While pair interactions are a necessary consequence of this model, 
this is based on the fact that, from purely physical limitations, a 
specific area of surface cannot possibly be in contact with more than 
one other surface at any given time. However, there is nothing in the 
model to prevent the possibility of different portions of the surface of 
a given group interacting with other groups of any type. Thus a specific. 
group may be undergoing several different pair interactions at the same 
time. The only assumption implied is that the interaction energy of a 
pair of groups is not affected by any other interaction which may be 
taking place. 
Application to Mixtures 
This concept may be extended to mixtures of any number of different 
molecules, using a pseudo-molecule concept. The total surface area of 
a particular group in the pseudo~molecule is simply the area in a 
particular molecule times the mole fraction of that molecule in the 
mixture, summed over all types of molecules. For examplE!, in a bi.nary 
mixture of molecules a and b, the area of group k is 
x nk sk a ,a ,a (9) 
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where X = mole fraction of molecule a in the mixture. a 
n = number of k groups in molecule a. k,a 
s = surface area of group k in molecule a. k,a 
This new definition of area simply replaces the other definition in 
equation (4). The equation remains exactly the same. 
It is apparent, however :1 as noted in the calculation of s-crrface 
areas in Appendix A, that Skis not necessarily a constant within a 
given molecule. In an alcohol, for example, all CH2 groups except one 
are linked to two other carbon atoms. The one exception i.s linked to 
one carbon and one oxygen atom. Consequently, the free surface area of 
this group is not the same as the others. 
Strictly speaking, the model requires that such a group be treated 
as a completely different type of group, with an entirely separate set 
of interactions. However, this approach would appreciably complicate 
the calculations for all but the simplest molecules. It was decided 
to simplify the calculations by defining an dVerage group surface area 
as 
s k,a 
~ i 8 i 
= i nk , a k 2i!:. 
~ ni 
i k,a 
where Si = a particular area value of group kin molecule a. k,a 
(10) 
nki = number of k groups in molecule a which have area Ski. . 
,a ,a 
The summation is made to include all k groups in the molecule. Proof 
of the validity of this assumption would be difficult. However, a 
check was performed by recalculating values for. several data points by 
the exact method. Results, discussed later, indicate that the 
assumption is indeed valido 
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Local Concentration Effect 
Although there is some possibility that such a simple model as 
has been proposed will give a reasonable fit to experimental data., the 
experience of others with somewhat similar models indicates that the 
likelihood is very small. Results presented later bear this out. Some 
modification seems necessary to account for the probability that there 
will be a natural preference for those group interactions having higher 
interaction energies. The method chosen to reflect these preferential 
interactions is similar to that used by Wilson (28). However, Wilson 
applied the concept only to molecules. The present model extends the 
application to groups. 
It is proposed that molecular interactions having higher energies 
will occur in prefere.nce to those with lower energy, rather than being 
strictly proportional to surface area fractions. Extending this to 
group interactions, it is logical that those pair interactions exhibit-
ing higher interaction energies will be the more probable. 
This influence may be expressed as follows. If the area of contact 
between the surfaces of groups u and v in a single interaction is 
S , then the surface interaction energy will be 
u-v 
E = S 11. S U-V UV (11) 
The thermal energy of a group is kT, where k is the molecular Boltzmann 
constant and Tis the absolute temperature. Then since S /S is the 
u-v u 
fraction of the surface area of group u involved in the interaction., 
the thermal energy of that portion of the u group which is involved in 
the interaction is 
s 
u-v 
~k·r 
u 
(12) 
Similarly, the thermal energy contribution of the v group is 
s 
u-v 
S kT 
V 
and the total thermal energy contribution is 
s s 
E - ..J!:.Y. kT + u-y kT 
'l' - s s 
U V 
The ratio of surface energy to thermal energy is then 
ES s A A s s A u-v UV UV U V 
-= = = 
ET s s 
+'9kT 
s + s u-v kT u-v kT u V s +-s 
u V 
UV 
kT 
(13) 
(14) 
(15) 
and the relative contribution of the interaction-energy magnitude to 
12 
the probability of interaction is assumed to be the exponential function 
e 
s s 
U V 
s + s 
U V 
A 
UV 
kT 
where e = base of the natural logarit.!:uns. 
If we define 
s s 
S = U V 
UV ----S + S U V 
then the term for u-v i.nteractions will be 
A 
u 
S "A /kT A e uv uv 
V 
!:- s . X • 
· ui ui/kT i A.e 
]._ 
A 
UV 
(16) 
(17) 
(18) 
where r:. = summation over all types of groups present. Finally, the 
]._ 
molal internal energy of vaporization is 
13 
( S 'k A,/l<r Aj) A J J .. b, UV N ft Ak I:. { (19) =z J X J E S .k .k kT 
. A 1 1 1 .e 
l 
This performs a function similar to that of the quasi-lattice 
theory found in several models cited in Chapter II. Its greatest 
advantage is that it is free from the assumption of a lattice which 
actually exists only for crystalline solids. 
Heats of Mixing From Internal Energies of Vaporization 
If the energies mentioned above are internal energies of vapori-
zation to the ideal gas, then heat of mixing may be determined by the 
following method. Considering a given mixture, if the components are 
first mixed in the liquid state at a particular temperature, and the 
mixture is then vaporized to the ideal gas, the total energy change 
includes both the internal energy of vaporization and the heat of 
mixing. 
If instead, that amount of each pure component equal to its mole 
fraction in the mixture is vaporized from the same initial temperature 
to the ideal gas, and the gases are then mixed, the total energy 
change is the internal energy of vaporization only, since the heat of 
mixing of ideal gases is zero. Thus the heat of mixing is the differ-
ence between the internal energies of vaporization of the pure compo-
nents and the internal energy of vaporization of the mixture. In 
equation form, 
(20) 
Then if values of interaction energy, ·11.jk' can be determined for all 
group pairs to fit the internal energies of vaporization to the ideal 
gas, these same A values may be used to find the heats of mixing for 
various mixtures. 
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This is a much more severe test of the method tha.n a si.mpl.e fit to 
internal energy of vaporization data would be, sinc:e the heat of mixing 
is of a much smaller order of magnitude. If, as is c.ommon, the energy 
of vaporization is on the order of 100 times the magnitude of the heat 
of mixing, then an error of 1% in the energy of vaporization value may 
result in an error of 100% in the heat of mixing value. 
CHAPI'ER IV 
DATA AND CALCULATIONS 
This section outlines the selection of a set of mixtures on which 
to test the model, and the development of a computer program to deter-
mine the interaction energy values from the data. The exact method of 
fitting the energy values to the data is explained. 
Alcohol-hydrocarbon Mixtures 
The basic factors considered in selecting a set of mixtures on 
which to test the model were twofold. First, suffi.c ient data must be 
available to provide a reasonably thorough test over a variety of mix-
tures. Second, for the initial test the molecules involved should be 
simple, involving only a few different groups. Both these criteria 
are met by mixtures of normal hydrocarbons and normal alcohols. Van 
Ness, et al., (21) have produced extensive data on these systems, and 
only three groups (CH3 , CH2 , OH) are involved. 
Internal Energy of Vaporization 
Data on internal energy of vaporization to the ideal gas may be 
derived from heat of vaporization data by the relation 
f:::.U* = f:::....H + (H* - H_) - (1 - z ) RT V ~ -~ L (21) 
15 
where (H* - 1\r) = enthalpy differenc.e between ideal and actual gases. 
z1 = compressibility factor of the liquid. 
R = the gas constant, or molal Boltzmann constant. 
T; absolute temperature. 
The second and third terms may be found from generalized correlations 
by Lydersen, et al. (15). 
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The determination of 6U* values for normal hydrocarbons at 25°c is V 
shown in Table I. Values of A.1\7 are from API-44 (1). 
Computer Progra~ 
Considering the complexity of attempting to simultaneously optimize 
several different parameters, and the present state of the art in com-
puter programming, it was inevitable that a computer should be used to 
optimize the A values. The basic program selected (4) is a non-linear 
regression developed at California Research Corporation (now Chevron 
Research Corporation). It has been adjusted and refined to produce a 
completely general packaged program for the nonlinear fit of data to 
any equation, within fairly liberal size limitations. A complete list 
and explanation of the program are given in Appendix B. 
The program was used to find values of the three A parameters 
which gave the best fit to 60~ data on hydrocarbons, based on a 
least-squares criterion. The resultant parameters and the fit they 
give to the data will be presented later. 
TABLE I 
INTERNAL ENERGIES OF VAPORIZATION TO IDEAL GAS FOR NORMAL HYDROCARBONS 
Hydrocarbon 
~' 25°c T ZL H -1\r H*-1\, (l-z1) RT tiu;, 25°c r 
TC 
Propane 3605 .806 .029 .77 285 576 3314 
n-Butane 5035 .702 .010 .25 106 586 4555 
n-Pentane 6316 .635 .005 .09 42 590 5768 
n-Hexane 7540 .587 .002 .04 20 591 6969 
n-Heptane 8735 .552 .002 .02 11 591 8155 
n-Octane 9915 5 592 9328 
n-Nonane 11099 2 593 10508 
n-Decane 12276 1 593 11684 
Units of all the above quantities are cal/g-mole, except for Tr and z1 , which are dimensionless, and 
* H - !\r, which has dimensions of cal/g-mole 0 k. 
r C 
I-' 
-...J 
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Heats of Mixing 
The next step would logically seem to be to determine the three 
parameters involving the hydroxyl group, by fitting internal energies of 
vaporization of alcohols, considering the three previously determined 
hydrocarbon parameters to be known constants, However, there are two 
reasons for not doing this. First, data on heats of vaporization of 
alcohols at 25°C are not readily available. Second, as mentioned before, 
parameter values calculated to fit heats of vaporization may give a very 
poor fit to heats of mixing, since we are obtaining small values by 
addition and subtraction of large values. 
Instead, an alternate method was chosen. It was decided to fit the 
hydroxyl group parameters directly to the heat-of-mixing data. In this 
way, closer agreement with the heat-of-mixing values should be possible, 
and ideally the parameter values this yields should be usable to back-
calculate the values of the internal energies of vaporization of the 
alcohols. 
The heat~of-mixing values which were used were extracted from the 
data of Savini, Winterhalter and Van Ness (21). Since data were not 
available at 2s 0 c, values for 30°C were used. Although this introduces 
some bias, the effect should be very nearly equal for all data points, 
and the error introduced should be quite acceptable. 
The original source gives smoothed datq for seven different mix-
tures, covering five different alcohols and three hydrocarbons. The 
data selected for input to the computer program includes nine equi-
spaced points for each mixture, from ten to ninety mole percent alcohol. 
These are shown in Table ri. For this data, the three hydrocarbon para-
meters were set at the values previously determined to fit the hydro-
19 
carbon data. Only the three hydroxyl parameters were left free to v.ary. 
TABLE II 
HEATS OF MIXING OF ALCOHOL-HYDROCARBON MIXTURES AT 30°c 
Mixture Mole Fraction Alcohol ~1\i, cal/g-mole (21.) 
0 .1. 112 .3 
0.2 1.:38. 0 
0.3 148.5 
Ethanol- 0.4 150.3 
Hexane 0.5 144.0 0.6 1.32.5 
0.7 113.9 
0.8 87.9 
0.9 52.3 
0.1 129.9 
0.2 160.2 
0.3 174.6 
Ethanol- 0.4 178.4 
Nonane 0.5 174.4 0.6 163.4 
0.7 145.0 
0.8 117 .4 
0.9 74.4 
0.1 126.5 
0.2 156.4 
0.3 169.1. 
Propanol- 0.4 169.2 0.5 159.5 Heptane 0.6 141.l 
0.7 115 0 9 
0.8 84.5 
0.9 46.5 
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TABLE II (Continued) 
Mixture Mole Fraction Alcohol · 
~' 
ca17g-mole 
0.1 123.0 
0.2 151.0 
0.3 164.1 
Butanol- 0.4 164.0 
Heptane 0.5 153.5 0.6 133.6 
0.7 106.9 
0.8 74.9 
0.9 38,9 
0.1 109 .o 
0.2 131.S 
0.3 141.0 
Pentanol- 0.4 139.9 
Hexane 0.5 129 .o 0.6 109.5 
0.7 85.3 
0.8 58.1 
0.9 29.2 
0.1 105.8 
0.2 122.3 
0.3 128.5 
Octanol- 0.4 126.7 
Heptane 0.5 118.3 0.6 103.2 
0.7 81.8 
0.8 56.6 
0.9 28.4 
0.1 120.9 
0.2 141.5 
0.3 149.0 
Octanol- 0.4 148.5 
Nonane 0.5 140.4 0.6 122.2 
0.7 98.9 
0.8 69.6 
0.9. 35.9 
Data on two menthanol-hydrocarbon mixtures were also ava.i.lable 
from another article (22). These were not included in the computer 
input since the systems are only partially miscible at 30°c, and the 
effect of this fact on the model is impossible to predict. 
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CHAPrER V 
PRESENTATION AND DISCUSSION OF RESULTS 
This section shows and explains the results which were obtained by 
fitting the interaction energy parameters to experimental data, 
The six values of group interaction energy, the first three as 
determined by hydrocarbon vaporization data, and the three involving the 
hydroxyl group as fitted to heat-of-mixing data are shown in Table III. 
Relative values are within expectations, since interactions involving 
the hydroxyl group may be expected to involve larger energies than those 
between hydrocarbon groups and the hydroxyl-hydroxyl interaction, in 
particular, should be quite large. 
Table IV is a comparison of the hydrocarbon data from Table I and 
the values calculated from the three hydrocarbon-hydrocarbon inter-
actions. The fact that the agreement is very good is not particularly 
significant since the relationships invotved are quite simple, and any 
reasonable three-parameter correlation may be expected to give good 
results. 
A comparison of the heat-of-mixing data with the values calculated 
from the model is shown in Table V. To better visualize the fit, data 
for each of the seven mixtures is plotted separately in Figures 1 
through 7 .. The experimental 4ata are indicated by continuous curves, 
and the computer-calculated points are shown individually. 
22 
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TABLE III 
GROUP INTERACTION ENERGIES 
Interaction /1. X 109, cal/cm 2 
CH2-cH2 861.08 
CH2-cH3 723. 71 
CH3-cH3 468.64 
OH-OH 3412.50 
OH-CH2 1533,85 
OH-CH3 1218.73 
'):ABLE IV 
COMPARISON OF HYDROCARBON DATA WITH CALCULATED VALUES 
Liu;, cal/g mole 
Hydrocarbon Data Calculated Percent Deviation 
Propane 3,314 3,313 -0.03 
n-butane 4,555 4,557 0.04 
n-pentane 5,768 5,769 0.02 
n-hexane 6,969 6,966 -0.04 
n-heptane 8,155 8,152 -0.04 
n-octane 9,328 9,332 0.04 
n-nonane 10,508 10,509 0.01 
n-decane 11,684 11,683 -0.01 
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TABLE V 
COMPARISON OF HEAT-OF-MIXING RESULTS WITH DATA 
~@ 30°c, cal/g mole Percent 
Mixture Mole Fraction Alcohol Data Calculated Deviation 
0.1 112.3 91. 9 -18.2 
0.2 138.0 146.9 6.4 
0.3 148.5 172.0 15.8 
Ethanol- 0.4 150.3 173.3 15.3 0.5 144.0 156.8 8.9 Hexane 0.6 132.5 127.8 - 3.5 
0.7 113.9 92.0 -19.2 
0.8 87.9 54.7 -37.7 
0.9 52.3 21.9 -58.1 
0.1 129.9 92.5 -28.8 
0.2 160.2 156.5 - 2.3 
0.3 174.6 193.6 10.9 
Ethanol- 0.4 178.4 206.0 15.4 0.5 174.4 196 .3 12.6 Nonane 0.6 163.4 168.3 3.0 
0.7 145.0 126.6 ~12.7 
0.8 117 .4 77. 7 -33.9 
0.9 74.4 30.8 -58.6 
0.1 126 .5 90.2 -28.7 
0.2 156.4 147.6 - 5.6 
0.3 169.1 177 .5 4.9 
Propanol- 0.4 169.2 184 .8 9.2 0.5 159.5 174.1 9.2 Heptane 0.6 141.l 149.8 6.2 
0.7 115.9 116.0 0.1 
0.8 84.5 76.9 ~ 9.0 
0.9 46.5 36.8 -20.9 
0.1 123.0 85.9 -30.2 
0.2 151.0 139.9 - 7.3 
0.3 164.1 168.l 2.4 
Butanol- 0.4 164.0 175 .5 7.0 
Heptane 0 . .5 153.5 166.6 8.5 0.6 133.6 145.3 8.7 
0.7 106.9 ll5 .o 7.5 
0.8 74.9 78.8 5.2 
0.9 38.9 39.6 1. 7 
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TABLE V (Continued) 
~@ 30°c, cal/g mole Pereent 
Mixture ~ole Fraction Alcohol Data Calculated Deviation 
0.1 109.0 78.2 -28.3 
0.2 131.5 123.4 
-
6.1 
0.3 141.0 1.44.6 2.5 
Pentanol- 0.4 139.9 148.0 5.8 0.5 129.0 138.5 7.4 Hexane 0.6 109.5 119.8 9.4 
0.7 85.3 94.6 10.9 
0.8 58.1 65.2 12.2 
0.9 29.2 33.2 13 .6 
0.1 105.8 65.6 -38.0 
0.2 122,3 103.7 -15.2 
0.3 128.5 122.0 - 5.0 
Octanol- 0.4 126.7 125.9 - 0,6 
Heptane 0.5 118.3 119.2 0,8 0.6 1.03.2 104.6 1.3 
0.7 81.8 84.0 2.7 
0.8 56.6 59.0 4.3 
0.9 28.4 30.7 8.2 
0.1 120.9 69.7 ~42.3 
0.2 141.5 114.6 -19.1 
0.3 149.0 1.39. 2 - 6,6 
Octanol- 0.4 148.5 147.7 - 0,.5 
Nonane 0.5 140.4 14::3.2 2.0 0.6 122.2 128.2 4.9 
0.7 98.9 104.7 5.9 
0.8 69,6 74.7 7.3 
0.9 3.5.9 39.3 9.6 
Although it is apparent that the overall agreement is not as close 
as could be desired, the results verify the qualitative validity of 
the model. A shift of the curve toward the hydrocarbon side is manifest 
as the length of the alcohol molecule increases. One possible solution 
to this problem is discussed in Chapter VI, 
Several points for the methanol mixtures were also calculated from 
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the same A values. These are shown in Table VI. As expected, the 
agreement is poor, indicating that application of the model to partially 
miscible systems is doubtful. However, further refinement of the model 
might possibly give a much better fit to this data. 
It was necessary to check the validity of the previously outlined 
assumption of an average area value, where groups of the same type have 
different areas within one molecule. This was done by recalculating 
the heats of mixing for the butanol-heptane system, using an exact 
model, in which those groups with different cross-sections were treated 
as having separate interactions, but the same interaction energy. 
Results are compared with those of the "average area" model in Table 
VII. The discrepancies are fully explained by the fact that the 
averaged areas used were rounded to the third decimal place . Thus, the 
value l.4lxl09 cm2 was used for the CH2 groups in butanol, while the 
value should actually be 1.41333 .... This indicates that the averaging 
method is valid. 
As a final check, values of internal energy of vaporization were 
calculated for three alcohols from the previously determined A values. 
The actual values are determined from heats of vaporization given in 
the International Critical Tables (12). These are compared in Table 
VIII. Agreement is not very good. A discussion of possible reasons 
and remedies is included in Chapter VI. 
In order to determine the effect of the local concentration con-
cept (exponential function) on the model, calculation of the six inter-
action coefficients was repeated, substituting the simple linear model, 
equation (4), for the more refined model, equation (19). Determination 
of the hydrocarbon parameters gave good results. The parameter values 
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are shown in Table IX. The fit to hydrocarbon internal ener gies of 
vaporization is shown in Table X. 
TABLE VI 
HEATS OF MIXING, METHANOL MIXTURES 
~@ 30 C, cal/g mole Percent 
Mixture Mole Fraction Methanol Data (22) Calculated Deviation 
0.1 102.7 94.6 - 7.9 
Methanol- 0.2 126.9 150. 7 18.8 0.3 139.6 174.1 24.4 Uexane 0.8 117 .3 22.0 - 81.2 
0.9 80.3 - 4.2 -105.2 
Methanol- 0.1 108.2 94.4 - 12.8 0.2 130.5 153.8 17.9 Heptane 0.9 87.9 -4.0 -104.6 
TABLE VII 
EXACT MODEL, BUTANOL-HEPTANE MIXTURES 
Mole Fraction 6t\i, cal/g mole 
Butanol Exact Areas Averaged Areas Percent Deviation 
0.1 85 . 6 85.9 0.3 
0.2 139.3 139.9 0.4 
0.3 167.3 168.1 0.5 
0.4 174.5 175.5 0.6 
0.5 165.6 166.6 0.6 
0.6 144.3 145.3 0.7 
0.7 114.2 115 .0 0.7 
0.8 78.2 78.8 0.8 
0.9 39.3 39.6 0.8 
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TABLE VIII 
INTERNAL ENERGIES OF VAPORIZATION OF ALCOHOLS 
W*@ V 2s 0 c, cal/g mole 
Alcohol Data Calculated Percent Deviation 
Methanol 8,420 5,946 -29.4 
Ethanol 9,500 7,216 -24.0 
Propanol 10,540 8,367 -20.6 
TABLE IX 
HYDROCARBON INTERACTION ENERGIES FROM SIMPLE MODEL 
Interaction AX 9 10 , cal/cm 2 
CH2 - CH 2 856.32 
CH2 - CH 3 732.87 
CH3 - CH 3 474.04 
TABLE X 
HYDROCARBON INTERNAL ENERGIES, SIMPLE MODEL 
6.u* @ V 25°c, cal/g mole 
Hydrocarbon Data Calculated Percent Deviation 
Propane 3,314 3,314 0.01 
n-Butane 4,555 4,555 0.00 
n-Pentane 5,768 5,769 0.01 
n-Hexane 6,969 6,966 -0.04 
n-Heptane 8,155 8,153 -0.02 
n-Octane 9,328 9,334 0.06 
n-Nonane 10,508 10,509 0.01 
n-Decane 11,684 11,681 -0.02 
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However, in attempting to find values of the three hydroxyl group 
interaction energies to fit heat-of-mixing data, the simplified model 
failed entirely. The computer made sixty iterations in an attempt to 
find a convergence. Results indicated that dependence of the calculated 
heats of mixing on the parameter values is so small for thi.s model that 
the computer could not find "best" values. The average devia,tion 
changed only slightly over wide ranges of parameter values, from very 
large positive to very large negative values. The smallest root mean 
square deviation for any iteration was 44.2, compared with a value of 
18.8 for the refined model. This indicates that the local concentration 
concept is not only a valid modification of the simple model, but in 
fact a practical necessity for all but the simplest calculations, 
CHAPTER VI 
CONCLUSIONS AND RECOMMENDATIONS 
Conclusions 
The results presented in this work are in semi-quantitative agree-
ment with da,ta, for mixtures which are highly non-ideal. This substan-
tiates the validity of the proposed group-interaction model. Thus, the 
primary purpose of this work has been achieved. 
Further refinements to the model, based on sound theory and prop-
erly applied, should yield improved results. The more refined model 
may then be thoroughly evaluated and extended to other thermodynamic 
functions, including excess free energies and activity coefficients. 
One of the primary advantages of this model is that, once a value 
of A for any pair interaction has been determined, it is applicable 
to the same type of interaction i.n any other system. Thus, by judicious 
selection of successive systems, values may be determined for a wide 
range of interactions in a "building.-block" fashion, using those values 
which have been previously determined as known constants. 
Also, the model is as valid for multi-component mixtures as it is 
for binary mixtures. Obviously, a mixture of more than two components 
will increase the complexity of the calculations and make the work 
more tedious, but there is nothing at all in the theory to prevent such 
an application. It is entirely possible to determine values of pair 
interaction energies from very simple systems, and to then apply these 
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known values to multi-component systems which, from a molecular view-
point, are much more complex. 
Recommendations 
One concept which, at least in theory, might well provi.de the 
modification to the present model necessary to bring it into closer 
agreement with experimental data is that of degrees of freedom of 
thermal motion. This has not yet been explored, due solely to time 
limitations. However, since the present model includes thermal energy 
as a factor, the modification is relatively simple. 
From Prigogine (18), the degrees of thermal freedom of a molecule 
may be expressed as 
F = 2r + 1 (22) 
where r may be considered to be the number of groups in the molecule. 
Then, assuming each individual group has the same degrees of freedom, 
the value per group is 
F 2r + 1 f=-=---
r r 
(2.3) 
From the principle of equipartition of energy, each degree of freedom 
has associated with it an average thermal energy of motion of kT/2. 
Then the average energy of each group is 
If we define 
then 
2r + 1 
r 
2r 
°' = 2:r + 1 
(24) 
(25) 
(26) 
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The value of a for any molecule can be simply calculated . 
Inclusion of this factor in the model gives a new expression for 
the ratio of surface energy to thermal energy, 
and a modified expression for 
A 
UV 
kT 
e 
kT 
s Ci 
u u 
A 
UV 
+..l'L. s Ci 
V V 
the interaction 
c~+/a) U U V V 
probability 
This may be substituted directly for the exponential expression in 
(27) 
(28) 
equation (19). Note, however, that since a is a function of the mole-
cule containing the group, a group in one molecule must now be treated 
as having separate interactions from the same type of group in another 
molecule, except in the special case where the value of a is the same 
for both molecules. The primary assumption, that the interaction energy 
11., is always a constant for a given pair interaction, st i ll holds true. 
Thus, this concept increases the number of possible interact ions for a 
particular case, but does not otherwise complicate the model. 
It is recommended t hat the effect of this concept be thoroughly 
evaluated. 
It is further recommended that, if sufficient data can be obtained 
on heats of vaporization of alcohols, the hydroxyl interaction para-
meters should be evaluated by direct fit to internal energies of 
vaporization of the alcohols. All six parameters could then be r efined 
by using the predetermined values as initial estimates and allowing all 
six parameters to be refit to the heats of mixing. In this way it 
should be possible to find values which will best fit both the energy 
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of vaporization data and the heat of mixing data. 
Finally, and again presuming the availability of data, the model 
should be applied to multi-component mixtures. Thi.sis an area i.n which 
very little theoretical work has been possible to date, 
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APPENDIX A 
CALCULATION OF GROUP SURFACE AREAS 
The following is based on a method outlined by Bondi and Simkin 
(3). The surface of each atom in a molecule is considered to be a 
spherical segment whose radius i.s the van der Waals radius of the atom. 
The point of intersection of two atoms bonded to each ot~er i.s a func-
tion of the covalent radii. The free surface of an atom is then that 
portion outside any points of intersection with other surfaces. The 
free surface of a group i.s simply the sum of the free surfaces of the 
component atoms. 
A two-dimensional representation of this model is shown in Figure 
8 :.;·. Since there is symmetry about the common centerline, the figure 
represents any plane surface through the centerline. R1 and R2 are the 
van der Waals radii, and Lis the sum of the covalent radii. Note that 
L1 and L2 are not necessarily the individual covalent radii, but may 
easily be determined by geometry as explained below. 
The values of both the van der Waals and covalent radii are known 
to two or three places for the more common atoms. Values for the atoms 
of present interest are given in Table XI. 
Determination of L1 and L2 
From Figure 8, 
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L + L = L 1 2 (29) 
R2 
- L2 = R2 - L 2 1 1 2 2 (30) 
Combining (29) and (30) ~ 
R2 
- L2 R2 - (L - Ll)2 R2 2 - L 2 = = - L + 2LL1 1 1 2 2 1 (31) 
R2 
- R2 + L 2 
Ll 
1 2 
= 2L (32) 
and 
L = L - L 2 1 (3.3) 
Surface Area of a Spherical Segment 
As indicated in Figure 9, the area of an elemental ring of width 
dQ on a spherical surface is 
dS = R sinG (RdQ) 2TI = 2TI R2 sin9dQ (34) 
Then the surface area of a spherical segment subtended by an angle 
e is e 
S = 2TI R2 5 sinGd9 = 
0 
2 
-2TT R case 2 = 2TI R {l - cos9) 
0 
Free Surface Area of Hydrogen Bonded to Carbon 
(35) 
From equation (32), using the subscripts H for hydrogen and C for 
carbon, 
= (1.20) 2 - (1.70) 2 + (0.77+o.28) 2 = 
2(0. 77+o.28) . 
0 
-0.165 A 
The negative value may be surprising at first glance, but it simply 
(36) 
indicates a physical struc.ture such that the center of the hydrogen atom 
Atom 
C 
H 
0 
TABLE XI 
ATOMIC RADII 
0 
van der Waal 1 s Radius, A 
1. 70 (3) 
1.20 (3) 
1.40 (8) 
0 
Covalent Radius, A (8) 
o. 77 
"o; 28 
0.74 
Figure 8, Geometry of Bonded Atoms 
Figure 9. Differential Element of Surface 
on a Sphere 
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lies to the carbon side of the plane of intersection of the two atoms, 
rather than to the hydrogen side. This is entirely possible and poses 
no problem. The geometry is shown in Figure 10, which is drawn to scale. 
For the carbon, from equation (33), 
0 
LC= (0.77 + 0.28) - (-0.165) = 1.215 A 
The angle of the plane of intersection in the carbon is 
cosQCH = :~ • i:~~5 = 0.715 
The angle in the hydrogen is 
L . 
H 
=-=- = ~ 
-0.165 
1.20 
Then the free surface of the hydrogen is 
Substituting the known values, 
SH= 2TI (1.20) 2 (1-0.1375) = 7.80 A 2 
Methylene Group Attached to Two Other Carbons 
(37) 
(38) 
(39) 
(40) 
(41) 
Considering the carbon-carbon bond, since we have two spheres of 
equal size, the values of 1 1 and 1 2 are the same and are equal to the 
covalent radius. Then the angle in the carbon is 
cos9cc = ~:~6 = 0.453 (42) 
and 
2 
= 4TI RC (cos9CC + cosQCH-1) 
= 4TI (1.70) 2 (0.453+o.715-1) = 6.09 X 2 (43) 
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RH 
. 9HC 
LH L 
<t. I 
Le. 
Figure 10. Surfaces of Bond~d Hydrogen and Carbon 
TABLE XII 
FREE SURFACE AREAS OF GROUPS 
Group Bonded to S X 10- 9~ 2 cm /mole/group 
CH2 two carbons 1.35 
CH2 one carbon, 1.54 
one oxygen 
CH3 carbon 2.13 
CH 3 oxygen 2.32 
OH carbon 1.30 
4,8 
Then the total free surface area of the methylene group li.nked to two 
other carbons is 
0 2 
= 21.70 A /group 
In molal terms, 
SCH = 21.70x6.02xl0 23 ;1016 = 1.35xl09 cm2/mole/group 
2 
Similarly, for a methyl group attached to a carbon, 
SC·= 4rr R~ - 2rr R~ (1 .. cosGCC) -3 [2rr R2 (1-cosQCH)J 
2 
= 2rr RC (cos9CC + 3 cosQCH~2) 
? 0 2 
= 2rr (L70)- (0.453+2.14.5=2) - 10.86 A 
The total area of the methyl is 
In molal terms, 
0 2 
= 34.26 !A 
SCH = 34.26x6.02xl023;1016 = 2.13xl0 9 cm2/mole/group 
- 3 
(44) 
(45) 
(46) 
(47) 
(48) 
Calculations for the ot.!:>,e:r groups are exactly analogous. Results are 
sum.111arized in Table XII, 
It is apparent from the above examples that the assumption is made 
throughout that there is no intersection or overlapping of areas except 
between groups which a:ce bonded together, 'f'or irrstance, the hydrogens 
on a carbon are assumed to be so situated that they intersect only with 
that particular carbon. 
APPEND:iX B 
COMPUTER PROGRAM 
The basic program, written at Chevron Research Corporation (4), 
accepts as input the data values to be fitted and initial estimates of 
the parameter values. Using subroutines outlined below, the parameter 
estimates are improved until successive estimates give changes in all 
parameter values which are no great.er than a percentage specified by 
the programmer. The set giving the least-sum-of-squares fit is then 
taken as a convergence. Printout includes the specified and calculated 
values of the depender.t variable, and the percent deviation, for each 
data point) as well as the parameter values, Average and maximum devia-
tions are also printed out. 
The program is written in FORTRAN IV language, and has been run 
on both IBM 7040 and 7090 computers. It is fu.11.y standardized so that 
the only additions needed for a particular problem are as follows: 
1) Data, including initial estL1118.tes of parameter values and 
specifications such as number of data points, number of param-
eters, etc. 
2) The particular equation to be fitted. 
Limitations of the program are a maximum of three hundred data points, 
twelve variables, and twenty parameters. 
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Subroutine YCOMP 
This routine accepts the equation to which the data are to be 
fitted, and calculates the va.1:ue of the dependent variable for each data 
point using successive estimates of the parameters as determined in the 
main routine. 
Subroutine DERIV 
In this section, the values of partial derivatives of the correla-
ting equation are estimated by a differencing method. Thus, we avoid 
the problem of determining and programming partial derivatives which 
may be very complex. Comparisons of the results obtained by this method 
with those obtained by use of actual partial derivatives show no 
appreciable advantage in convergence from mathematically accurate 
derivatives. 
This routine obtains the current parameter values from the main 
program, and changes each parameter successively by a small percentage, 
both plus and minus. Subrou.ti.ne YCOMP is then used to find the depen-
dent variable values for these slightly differing parameter values. 
The result gives estimates of the partial derivative.s, which a.re used 
to establish the parameter values for the succeeding it:erat ion, 
Subroutine SOLV 
The values obtained from the YCOMP and DERIV subroutines are used 
by the main program to formulate a matrix which is fed to the SOLV 
subroutine for solution, The results are returned to the main program, 
which uses them to determine the parameter values for the next iteration. 
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This routine uses the largest avai.labl.e element of each -.row as a 
pivotal element, rat.her than solving on the diagonal. The major advan-
tage of this is that it eliminates the possibility of using a zero 
element as a pivot unless there is an entire zero row or co1.umn in the 
matrix. This eventuality is also provided for. If it occurs, the pro-
gram terminates with a printout informing the programmer of the reason. 
Parabolic Fit 
After each third iteration, the next estimate is made by applying 
a parabolic fit to the three previous sum-of;_squares values. In 
general, this will materially increase the convergence rate. 
Programming of Correlating Equation 
The program statement of the equation must have the digit 1 (one) 
in column 5. This controls a DO loop which cycles through the data 
points. The dependent variable must be specified as CY(N), where the 
subscript, N, is the index for the DO loop. 
Th · d d t · bl d · t d 7 (" N') ·h th · e 1.n epen en va.r1.a es are es1.gna ·e as ,.., 1., _ , w._ere .. ,e 1
identifies the particular variable. The parameters are identified as 
B, subscripted. 
For example, the equation 
e 
(CX-DY) 
where the parameter values to be optimized are A, B, C, and D, and the 
independent variables are X and Y, can be programmed as 
1 CY(N) = (B(l)+B(2)i,Z(l,N)~h'i2h'<' EXP(B(3)~'<' Z(l,N)-B(4)* Z(2,N)) 
This is inserted in subroutine YCOMP after the statement 
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DO 1 N = 1,Nl1MBER 
Programming of Data 
The fiI·st data card contains spec ific.ation.s in 1.216 fo:r:mat whi.ch 
are listed in the program as subscripted MM, They represent the 
following: 
MM(l) = number of data points 
MM(2) = index of dependent variable, or one digit higher than the 
highest indexed independent variable 
MM(3) = number of parameters 
MM(4) = limit on number of iterations. A value of 30 to 60 is 
usually sufficient for convergence. 
MM{S), if negative, skips reading of Z (i, N) values from input. 
MM(6) = -1 gives results of calculations for each iteration. 
MM(6) = 0 gives final results only. 
MM(6) = 1 gives results for only the first and last iterations. 
MM(7) = 1 gives straight fi.t. 
:MM(7) = 0 gives parabolic fit. Recommended. 
MM(8) = 1 for input. This value is changed internally during the 
program run. 
MM(9) = 1 prints input data as part of output, 
MM(9) = 0 bypasses this recording. 
MM{lO) = -1 records each matrix. 
MM(lO) = 0 bypasses these. 
MM(lO) = 1 records first matrix only. 
MM(ll) = number of problems in the run. Allows multiple problems 
on one computer run. 
MM(l2) = if negative, nullifies printing of all output except final · 
solution. 
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The second through fifth data ca·.r:ds are the initial estimates of 
parameter values in 6Fl2.12 format. The maximum number of parameters 
is twenty. The twenty-first through twenty-fourth fi.elds a:r.e. used as 
follows: 
B(21) = tolerance on convergenc:e. Recommend 0.0001. 
B (22) is used internally i.n DERIV routine. Leave this field blank. 
B(23) = limit on magnitude of iteration changes. Recommend 1.0. 
B(24) is not normally used. May be used to control entry point i.n 
YCOMP for multiple program runs or for other purposes. 
The program reads 24 values regardless of the number of parameters 
actually used. Therefore, there must be four data cards in this section, 
even though one or more may be blank. 
The remaining cards contain the Z(i, N) in 6Fl2.12 format. All 
variable values for the first data point are listed first, followed by 
those of the second data point, etc. The dependent variable is the 
last value listed for each point. There are no unused fields. The 
first value of one data point must be in the first field following that 
of the last value of the previous data point. 
Prog:r:am Lists 
The following program lists are shown on succeeding pages: 
Li.st I: .. The general prgg:ram excluding YCOMP subroutine. 
List II: YCOMP subroutine and data for hydrocarbon parameters. 
List III: YCOMP subroutine and data for heats of mixing, used to 
determine parameters involvi.ng the hydroxyl group. 
LIST I 
51BFTC DKNAME NODECK 
C EMBEDDING PROGRAM FOR GAUSS 
DIMENSION 61241, Z<lZ,3001, MM<l21 
COMMON NUMBER,B,Z 
COMMON /COMA/ MM 
COMMON /COMB/ JJ 
1 READ <5,21 IMMtJl,J•l,121 
2 FORMAT 112161 
NUMBER=MM(ll 
NSET•MMl2) 
JJsMMl31 
IF INUMBERI 4,4,10 
4 WRITE 16,51 
CALL EXIT 
5 FORMAT 140HO GAUSS INPUT ZERO, PROGRAM STOP /lHll 
10 REAOl5,lll IB<Jl,J•l,241 
11 FORMAT (6Fl2ol21 
IF 4MMl51) 15,14,14 
14 READ (5,111 IIZ(J1Nl,J=l,NSET1,N=l,NUMBERI 
15 CALL GAUSS 
IF CMMIS)-21 30,20,30 
20 WRI ff 16,21 I 
21 FORMAT 140HO GAUSS CONVERGENCE //I 
HNi81=1 
30 MMllll=MMllll-1 
IF <MMlllll 1,1,14 
ENO 
SIBFTC GAUSS NOOECK 
SUBROUTINE GAUSS 
DIMENSION A(20,2ll,B124l,BMIN(201•BSTARTl201,Cl20tll,X(201l), 
X Z(l2,3001,DEL1201,El201,MMl12)1RECOROllOOl,CY(300),FPl20,3001 
COMMON NUMBER,B,Z 
COMMON /COMA/ MM 
COMMON /COMB/ JJ 
COMMON /COMC/ CY 
COMMON /COMO/ FP 
COMMON /COME/ A,C,M 
EQUIVALENCE IA,Xl 
NUMBER MM Ill 
NSET = MM(2) 
JJ = MMl31 
LI M I T = MM I 4 I 
NULL = MMl12 I 
MMl121 = MMl121 + l 
IONTFC • MMl121 
TZERO = loO 
SCALE l ,. Oo2 
SCALE 2 "lo5 
SCALE 3"' loO 
TOLl = 8(211 
X NORM= OoO 
MARK P = 0 
KKPATH = -1 
NOOWN = 0 
NN = 0 
NNPARA = 0 
NPATH = 1 
NTZERO a -1 
SUMSQ = OoO 
T = o.o 
X3"' 3o0 
xz = 2.0 
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DECKOOlO 
OECK0020 
DECK0030 
DECK0040 
OECKOU50 
DECK0060 
DECK0070 
OECK0080 
DECK0090 
DECKOlOO 
OECKOllO 
OECK0120 
OECK0130 
OECK0140 
DECK0150 
DECK0160 
DECK0170 
DECK0180 
DECK0190 
DECK0200 
DECK0201 
DECK0210 
DECK0220 
OECK0230 
DECK02 40 
DECK0250 
GAUS0030 
GAUS0040 
GAUS0050 
GAU50060 
GAUS0061 
GAUS006 2 
GAUS006 3 
GAUS0064 
GAU!>0065 
GAUS0070 
GAUS0490 
GAUS0500 
GAUS0510 
GAU50520 
GAU50530 
GAUS0540 
GAU50550 
GAUS0570 
GAUS0580 
GAUS0590 
GAU50600 
GAUS0610 
GAUS0620 
GAUS0640 
GAUS0650 
GAUS0660 
GAUS0670 
GAUS0680 
GAUS0690 
GAUS0700 
GAUS0710 
GAUS0720 
GAUS0730 
GAUS0740 
Y2 • 2e0 
Y3 • 3e0 
LIST I (Continued) 
IF !LIMIT - 1001 2,47,47 
2 IF ITOLll 420,420,l 
l 00 4 J=l,JJ 
BM I N C J I • B C J I 
BSTARTIJI • BIJI 
X NORM• X NORM+ B1Jl**2 
OELIJI • o.os•ABS IBIJII 
IF I DEL I JI I 4 t 3 t4 
3 OELIJI • OeOS 
4 CONTINUE 
WRITE 16,SI 
S FORMAT 151Hl GAUSSIAN PARAMETER SUBROUTINE 
WRITE 16,4121 IMMILI, L•l,121 
WRITE 16,1081 IBIJI, J • 1,241 
IF IMMl911 400,6,400 
6 IF IMMl81 - 11 7,80,7 
1 IF 1612311 8,8,430 
8 JPARA = -l 
MPATH = -1 
T = o.o 
MMl81 • 2 
WRITE16tS91 
00 9 J=l,JJ 
9 BSTARTIJI • BIJI 
10 SQLAST = SUMSQ 
SUMSQ = OeO 
NTZERO • NTZERO + l 
NN = NN+l 
IF INN - LIMlTI 12,12,11 
11 MMI 81 '" -2 
GO TO 80 
12 CALL YCOMP 
00 17 N= ltNUMBER 
YC = CYINI 
OELY = YC - ZINSET,NI 
SUMSQ • SUMSQ + OELY**2 
IF (NULL) 17,13,13 
13 IF IMMl611 14,17,14 
14 IF IN-ll 16,15,16 
15 WRITE 16,4101 
16 WRITE 16,181 N,YC,ZINSET,Nl,DELY 
MARK P" l 
17 CONTINUE 
RECORDINNI z ·suMSQ 
18 FORMAT 116t4El8e71 
GO TO 440 
19 IF INN - 11 20,22,30 
2U IF ISUMSQ-SQMINI 21,21,27 
21 NDOWN = l 
22 SQMIN = SUMSQ 
00 24 J=l,JJ 
24 ~MINIJI = BIJ> 
25 IF IMPATHI 301,200,38 
27 IF INDOWNl 28,28,29 
28 NDOWN = -1 
29 IF IMPATHI 301,200,36 
30 IF IMMl611 32,32,31 
31 MMl6 I • 0 
32 IF IMMI 101 I 20,20,33 
33 NflUA<> • Q l 
38 DO 39 J=l,JJ 
B I J I = BM I N I J I 
2112,3001 
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GAUS07SO 
GAUS0760 
GAUS0780 
GAU50790 
GAUS0810 
GAUS0820 
GAUS0830 
GAUS0840 
GAUS0850 
GAUS0860 
GAUS0870 
GAUS0880 
GAUS0900 
GAUS0910 
GAUS0930 
GAUS0940 
GAUS0960 
GAUS0980 
GAUS1000 
GAUS1010 
GAU51020 
GAUS1030 
GAUS1040 
GAUS1050 
GAUS1060 
GAUS1070 
GAUS1090 
GAUSllOO 
GAUSlllO 
GAUS1l20 
GAUS1130 
GAUS1150 
GAUS1l60 
GAUS1180 
GAUS118l 
GAUS1190 
GAUS1200 
GAUS1210 
GAUS1220 
GAUS1230 
GAUS1240 
GAUS1250 
GAUS1260 
GAUS1270 
GAUS1280 
GAUS1290 
GAUS1300 
. GAUS1310 
GAUS1330 
GAUS1360 
GAUS1370 
GAUS1380 
GAUS1390 
GAUS1400 
GAUS1410 
GAUS1430 
GAUS1440 
GAUS1450 
GAUS1470 
GAUS1480 
GAUS1490 
GAU61~00 
GAUS1560 
GAUS1570 
LIST I (Continued) 
39 BSTARTIJI = BMINIJI GAUS1580 
Yl • SQMJN GAUS1600 
Xl • OeO GAUS1610 
JPARA • -1 GAUS1620 
MPATH • -1 GAUS1630 
GO TO 301 GAUS1640 
40 SUM2 • SUMl GAUS1660 
SUMI • SUMSQ GAUS1670 
NNPARA • 0 GAUS1680 
IF ISUMl - SUM21 19,45,19 GAUS1690 
45 TZERO • SCALEl*TZERO GAUS1710 
NDOWN • 0 GAUS1720 
T • O.O GAUS1730 
GO TO 8 GAUS1740 
47 LIMIT • 99 GAUS1760 
GO TO 2 GAUS1770 
49 T = -0.5•11Xl•Xl-X2*X2l*IYl-Y31-1Xl*Xl-X3*X3l*IYl-Y2ll/ GAUS1800 
X IIX1-X31*1Yl-Y21-(Xl-X21*1Yl-Y311 GAUS1810 
MPATH • 1 GAUS1830 
JPARA = -1 GAUS1840 
NNPARA = 1 GAUS1850 
NDOWN • 0 GAU51860 
GO TO 366 GAU51870 
53 WRITE 16,541 GAUS1890 
54 FORMAT 124HO OVER-UNDERFLOW //1 GAUS1900 
MMl81 = -1 GAUS1910 
MMllOI = -1 GAUS1920 
GO TO 301 GAUS1930 
56 WRITE 16,571 GAUS1960 
57 FORMAT 124HO MATRIX IS SINGULAR //1 GAUS1970 
MM(81 = -1 GAUS1980 
MMllOI • -1 GAUS1990 
GO TO 301 GAUS2000 
59 FORMAT lll4HOCYCLE SUM OF SQUARES ***********************GAUS2020 
X**************** PARAMETERS *********************************Ill 
58 FORMAT 116, Fl8e5, 5El8e6/IE42e6,4El8.611 
60 DO 66 J•l,JJ 
BTEST • BIJI-BSTARTIJI-DELIJI 
IF IBTESTI 63,63,62 
62 BIJI = BSTARTIJI + DELIJI 
63 CONTINUE 
BTEST = BIJI - BSTARTIJI + DELIJI 
IF IBTESTI 65,65,66 
65 BIJI = BSTARTIJI-DELIJI 
66 CONTINUE 
MPATH = -1 
67 DO 69 J=l,JJ 
69 BSTARTIJI = BIJI 
GO TO 10 
80 IF INULLI 1000,82,82 
82 AV• OoO 
AVl = O.O 
AV2 • OeO 
YMAX • OoO 
ZMAX = OoO 
ZZMAX • O.O 
DO 81 J•l,J~ 
81 BIJI = BMINIJI 
N = l 
DO 90 J•l,JJ 
90 WRITE 16,911 J,BIJI 
91 FORMAT 14H B 12, El4o51 
WRITE 16,1001 
92 WRITE 16,931 
GAUS2030 
GAUS2040 
GAUS2090 
GAUS2l00 
GAUS2110 
GAU52120 
GAUS2l30 
GAUS2140 
GAUS2l50 
GAUS2160 
GAUS2170 
GAU52190 
GAUS2200 
GAUS2210 
GAUS2220 
GAUS2260 
GAU52270 
GAU52280 
GAU52290 
GAU52300 
GAU52310 
GAU52320 
· GAUS2330 
GAU52340 
GAUS2350 
GAUS2360 
GAUS2370 
GAU52380 
GAUS2390 
GAUS2410 
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LIST I (Continued) 
93 FORMAT 182HONUMBER Y OBSERVED Y CALCULATED GAUS2t+20 
GAUS2430 
GAUS2450 
GAus2 .. 51 
GAUS2460 
GAUS2470 
GAUS2480 
GAUS2490 
GAUS2!100 
GAUS2510 
GAUS2520 
GAUS2530 
GAUS2540 
GAUS25SO 
GAUS2560 
GAUS2570 
GAUS2!'>80 
GAUS2590 
GAUS2600 
GAUS2610 
GAU52620 
GAUS26 30 
GAUS 2640 
GAU52660 
GAUS26 70 
GAUS2680 
GAU52690 
GAUS2700 
GAUS2710 
X DELTA Y PCT DEVIATION ///1 
94 CALL YCOMP . 
98 YC • CYINI 
DELY • YC - ZINSET,NI 
RATIO• lOOeO * IDELY I ZINSET,NII 
ABSRAT • ABS IRATIOI 
AV• AV+ DELY 
AVl • AVl + RATIO 
AV2 • AV2 + ABSRAT , 
WRITE 16,951 N,ZINSET,Nl,YC,DELY,RATIO 
95 FORMAT II5,E23e5,El7e5,2El9e51 
ABSVAL • ABS IDELYI 
IF IYMAX - ABSVALI 96,96,97 
96 YMAX • ABSVAL 
YYMAX • DELY 
MARK• N 
97 IF IZMAX-ABSRATI 971,971,972 
971 ZMAX • ABSRAT 
ZZMAX • RATIO 
MARKl = N 
972 N = N+l 
IF IN - NUMBER) 98,98,99 
99 D = NUMBER 
AV= AVID 
AVl ,. AVl/D 
AV2 = AV2/D 
RTMNSQ = SQRT ISUMSO/DI 
WRITE 16,100) 
100 FORMATl118HO*****************************************************GAUS2720 
X***************~************************************************IIGAUS2730 
XII 
10 l 
X 
X 
103 
104 
105 
107 
X 
108 
109 
11 0 
111 
112 
114 
200 
201 
202 
203 
301 
302 
305 
AV,AV1,AV2 WRITE 16,1011 
FORMAT 130HO 
20H 
20H 
AVERAGE DEVIATION 
AVERAGE PCT DEV 
AVE ABS PCT DEV 
WRITE 16tl03l 
FORMAT 130HO MAXIMUM 
WRITE 16,1041 
FORMAT 130HO MAXIMUM 
WRITE 16tl051 
YYMAX , MARK 
DEVIATION 
ZMAX,MARKl 
PCT DEV 
RTMNSQ 
El4.5, 
El4e5t 
El4.5l 
El4.5,161 
El4.5,16l 
FORMAT 130HO ROOT 
FORMAT I 21HO 
MEAN SQUARE DEVIATION El4.5l 
El6e7/ 22HO FOR 
FORMAT 15F20e5l 
FORMAT 1//l 
AT ITERATION 13, 24H, THE SUM OF 
PARAMETER VALUES /lH0//16E20•71 l 
FORMAT 1120, F20e8l 
WRITE I 6 • 5 l 
IF IMMIBl + 2l 114,111,114 
WRITE 16,112) 
FORMAT 130HO EXCEEDED ITERATION 
GO TO 999 
IF IMMIBl - 11 999181999 
IF INDOWNI 201,201,202 
T "T*SCALEl 
GO TO 203 
T = T*SCALE2 
MPATH = 0 
JPARA = JPARA + l 
GO TO 366 
MPATH = 0 
1iOOW65=NSl,JJ 
AIM,Nl = OeO 
CALL DE~IV 
LIMIT I II 
GAUS2740 
GAUS2750 
GAUS2760 
GAUS2770 
GAUS27BO 
GAUS2790 
GAUS2BOO 
GAUS2Bl0 
GAUS2820 
GAUS2830 
GAUS2840 
SQUARES IS GAUS2o60 
GAUS2870 
GAUS2BBO 
GAUS2890 
GAUS2900 
GAUS2910 
GAU!.2920 
GAUS2930 
GAUS2940 
GAUS2950 
GAUS2970 
GAUS2990 
GAUS3000 
GAUS30lv 
GAUS3020 
GAUS3030 
GAUS3040 
GAUS3050 
GAUS3070 
GAU53HO 
GAUS3120 
GAUS3170 
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CALL VCOMP 
00 313 N • l,NUMBER 
00 313 K • ltJJ 
LIST I (Continued) 
CIK,11 • CIK,11 + FPIK,NI * IZINSET,NI - CYCNII 
DO 313 J • K,JJ 
313 AIK,JI • AIK,JI + FPIK,NI * FPIJtNI 
lF INTZEROI 318,318,317 
317 TZERO • laO 
318 T a TZERO 
00 316 1=2 ,JJ 
11=1-l 
00 316 J=l,11 
316 All,JI = AIJ,I> 
IF IMMllOII 319,331,319 
319 WRITE 16,3201 NN 
320 FORMAT 119HO ~ATRIX, ITERATION 131 
MMPATH = 0 
322 DO 323 I=l,JJ 
323 WRITE 16,3241 . IAll,JI, J•l,JJI 
324 FORMAT 19El3o51 
DO 328 I• 1, JJ 
328 WRITE 16,3241 CII,11 
IF IMMPATHI 350,331,350 
331 DO 340 lsl,JJ 
DENOM • ABS IAII,111 · 
DO 336 J•2,JJ 
IF IDENOM-ABS IAll,JIII 335,336,336 
335 DENOM c ABS IAll,JII 
336 CONTINUE 
DO 338 K=l,JJ 
338 All,KI .• All,KI/DENOM*SCALE3 
340 Cll,11 = Cll,ll/OENOM*SCALE3 
MMPATH . = 1 
IF IMMllOI I 322,350,322 
350 DO• loO 
IF IMMl811 999,354,354 
354 CALL SOLV 
GO TO 1351,53,561, M 
351 IF IMMl611 352,363,352 
352 WRiTE 16,3531 IXIJ,11, J•l,JJI 
353 FORMAT 113HO DELTA BIJI /19El3~511 
363 Y NORM= O.O 
DO 364 J=l,JJ 
364 Y NORM= Y NORM+ XIJ,11**2 
IF IY NORM - X NORM) 366,366,365 
365 T = Oo5*SQRT IX NORMI/SQRT IY NORM) · 
X 1 = T 
366 DO 367 J=l,JJ 
367 BIJ) = BSTARTIJI + T*XIJ,11 
371 00 376 J=l,JJ 
IF IBIJII 372,374,372 
372 XX= ABS IIBIJI - BSTARTIJII/BIJII 
GO TO 375 
374 XX= ABS IBIJI - BSTARTIJII 
375 IF IXX-TOLll 376,376,378 
376 CONTINUE 
MMC 81 = 2 
GO TO 80 
378 IF IMMl71l 60,379,60 
379 IF INDOWNI 10,10,380 
380 IF IJPARAI 10,10 ,49 
400 IF INULLl 6,401,401 
401 WRITE 16,100) 
IF IMMl511 406,403,403 
GAUS3160 
GAUS3210 
GAUS3220 
GAUS3230 
GAUS3240 
GAUS3250 
GAUS3300 
GAUS3310 
GAUS3320 
GAUS3340 
GAUS3350 
GAUS3360 
GAUS3370 
GAUS3390 
GAUS3410 
GAUS3420 
GAUS3430 
GAUS3440 
GAUS3450 
GAUS3460 
GAUS3480 
GAUS3490 
GAUS3500 
GAUS35 20 
GAUS3530 
GAUS3540 
GAUS3550 
GAUS3560 
GAUS3570 
GAUS3580 
GAUS3590 
GAUS3600 
GAUS3620 
GAUS3630 
GAUS3650 
GAUS3660 
GAUS3670 
GAUS3680 
GAUS3690 
GAUS3700 
GAUS37lO 
GAUS3730 
GAUS3740 
GAUS3750 
GAUS3770 
GAUS3780 
GAUS3790 
GAUS3800 
GAUS3810 
GAUS3820 
GAUS3830 
GAUS3840 
GAUS3850 
GAUS3860 
GAUS3870 
GAUS3880 
GAUS3890 
GAUS3<:'00 
GAUS3920 
GAUS3940 
GAUS3960 
GAUS3980 
GAUS3990 
GAUS3991 
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LIST I (Continued) 
403 WRITE 16,4021 
402 FORMAT 115H OBSERVATIONS//) 
00 404 N=l,NUMBER 
404 
405 
406 
WRITE 16,4051 N, IZIJ ,NI, J•l,121 
FORMAT 114,8El4o5/IE18o5;7El4o51 I 
WRITE 16,51 IONTFC 
GO TO 6 
410 FORMAT I 60HO DATA 
XRENCE 
411 FORMAT 116,F20e71 
412 FORMAT 112161 
420 TOLl • OoOOOl 
GO TO l 
43 0 IF 161231 - loOI 431,8,8 
431 T ZERO= 81231 
Y COMP 
WRITE 16,4331 TZERO 
433 FORMAT I 30HO VECTOR SCALE FACTOR= 81231, 
440 
441 
442 
443 
444 
GO TO 8 
IF INULLI 446,441,441 
N SPIN= N SPIN+ 1 
IF(MARK Pl 444,443,444 
IF IN SPIN - 151 445,444,444 
N SPIN= 0 
YOBS 
El2o4/ II 
WRITE 16,591 
445 WRITE 16,581 
446 X3 X2 
NN, SUMSQ, IBIJ), J•l,JJ) 
X2 = Xl 
Xl T 
Y3 = Y2 
Y2 = Yl 
Yl SUMSQ 
IF (NNPARAI 40,19,40 
999 WRITE (6,9911 
DO 990 J=l,NN 
990 
991 
993 
WRITE 16,4051 J, RECORO(JI 
FORMAT ( 28HO RECORD OF SUM OF SQUARES 
FORMAT (24HO MINIMIZING PARAMETERS //1 
WRITE 16,9931 
WRITE 16,1081 
1000 RETURN 
ENO 
$IBFTC SOLV NOOECK 
SUBROUTINE SOLV 
(BMINIJI, J•l,JJ) 
II 
DIMENSION Al20,211, Cl20,ll, 
COMMON /COMB/ JJ 
LOCl20I, CK1201 
COMMON /COME/ A,C,M 
M = ~ 
NP= JJ+ 1 
DO 11 I = l,JJ 
CK 11 I = O. 
11 All,NPI = Cll,11 
00 50 I = l,JJ 
IP= I+ 1 
C••••••FINO MAX ELEMENT IN I•TH COLUMN. 
AMAX= O. 
DO 2 K = l,JJ 
IF I AMAX - ABS (AI K, I I 11 3 , 2, 2 
c•••••• ·1s NEW MAX IN ROW PREVIOUSLY USED 
3 IF ICKlkll 4,4,2 
4 LDC ( 11 = K 
AMAX= ABSIA(K,111 
!ii COIHllBOE I I 
CK IL I = lo 
AS PIVOT 
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GAUS4000 
GAUS4010 
GAUS4030 
GAUS4040 
GAUS4050 
GAUS4060 
GAUS4070 
OIFFEGAUS4080 
GAUS4090 
GAUS4100 
GAUS4110 
GAUS4130 
GAUS4140 
GAUS4160 
GAUS4170 
GAUS4180 
GAU54190 
GAU54200 " 
GAUS422 0 
GAUS4230 
GAUS4240 
GAUS4250 
GAUS4260 
GAUS4270 
GAUS4280 
GAUS4290 
GAUS4300 
GAU54310 
GAUSl,"120 
GAU!:>4330 
GAU.54340 
GAUS4350 
GAUS4360 
GAU54370 
GAUS4380 
GAUS4390 
GAUS4400 
GAUS4410 
GAUS4420 
GAUS4450 
GAUS4460 
C• •••••PERFORM ELIMINATION. L IS PIVOT ROW, AIL,11 IS PIVOT ELEMENT. 
SOLVOOlO 
SOLV0020 
SOLV0030 
SOLV0040 
SOLV0050 
SOLV0060 
SOLV0070 
SOLVOOBO 
SOLV0090 
SOLVOlOO 
SOLVOllO 
SOLV0120 
SOLV0130 
SOLV0140 
SOLV0150 
SOLV0160 
SOLV0170 
SOLV0180 
SOLV0190 
SOLV02eo 
SOLV0240 
SOLV0250 
DO 50 J = l,JJ 
IF IL-JI 6,50,6 
6 F = -A I J •·I l I A IL, I l 
DO 40 K = IP,NP 
LIST I (Continued) 
40 AIJ,Kl = A(J1Kl + F * AIL,Kl 
50 CONTINUE 
DO 200 I= l,JJ 
L = LOC < I l 
2uv AII,ll = A<L,NPl I A<L,11 
RETURN 
99 M = 3 
RETURN 
END 
$IBFTC DERIV NODECK 
SUBROUTINE DERIV 
DIMENSION B1241 ,Zll2,3UOl ,CYl300l ,FP(20,300J ,1-t(20) ,Yl300l 
COMMON NUMBER,B,Z 
COMMON /COMB/ JJ 
COMMON /COMC/ CY 
COMMON /COMO/ FP 
IF IB122ll 20.1,20 
1 13(22) = 1. 
DO 7 J = l,JJ 
TEST = AB51B(Jl l 
IF <TEST - O.OOll 5,6,6 
5 H(J) = OoOOl 
GO TO 7 
6 H(Jl = 0.0001 * TEST 
7 CONTINUE 
2v DO 22 J = l,JJ 
TEMP= BIJI 
B(Jl =TEMP+ H(Jl 
CALL YCOMP 
DO 21 N = !,NUMBER 
21 YIN) = CY(N) 
B(J) = TEMP - H(J) 
CALL YCOMP 
BIJl = TEMP 
DO 22 N l,NUMBER 
22 FPIJ,Nl = (YINl - CY(Nll/12• * H(J)l 
RETURN 
END 
60 
SOLV0260 
SOLV0261 
SOLV0262 
SOLV0270 
S0LV02B0 
SOLV0290 
SOLV0300 
SOLV0310 
SOLV0320 
SOLV0330 
SOLV0340 
SOLV0350 
SOLV0360 
DERIVOlO 
DERIVOZO 
DERIV030 
DERIV040 
DERIV050 
DERIV060 
DERIV070 
DERIV080 
DERIV090 
DERIVlOO 
DERIVllO 
DERIV120 
DERIV130 
DERIV140 
DERIV150 
DERIV160 
DERIV170 
DERIVlBO 
DERIV190 
DER! V200 
DERIV210 
DERIV220 
DERIV230 
DERIV240 
DER!V250 
DERIV26d 
DERIV270 
DERIV280 
SIBFTC YCOMP NODECK 
SUBROUTINE YCOMP 
LIST II 
DIMENSION B1241,Zll2,3001,CYl300) 
COMMON NUMBER,B,Z 
COMMON /COMCI CY 
El= EXPIU.675 * Bill I 5920521 
E2 = EXP(0.826 * 812) I 5920521 
E3 EXP(l.065 * 8131 I 592.521 
DO 1 N = l,NUMBER 
Fl= lo35 * Zll,NI * El 
F2 lo35 * Z(l,NJ * E2 
F3 = 4o26 * E2 
F4 = 4o26 * E3 
Dl =Fl+ F3 
D2 F2 + F4 
l CY(NJ=lo35*Zll,Nl*Fl/Dl*B(l)+lo35*Zll,Nl*F3/Dl*Bl21+4o26*F2/D2* 
X Bl21+4o26*F4/D2*Bl31 
RETURN 
END 
.$ENTRY 
8 3 3 60 -1 1 1 -1 1 
86loU8 723.71 468.64 
.0001 1. 
1. 3.3 ll+o 2. 4555. 3. 57680 
4·. 6969. 5. 8155, 60 9328, 
1. 10508, 8. 11684, 
$IBSYS 
1 
61 
YCOMPOlO 
YCOMP020. 
YCOMP030 
YCOMP040 
YCOMPlOO 
YCOMP200 
YCOMP210 
LIST III 
$l8FTC YCOMP NODECK 
SUBROUTINE YCOMP YCOMPOlO 
DIMENSION B(241,Z(l2,3UOl,CY(3001 YCOMP020 
COMMON NUM8ER,B,l YCOMP030 
COMMON /COM(/ CY YCOMP040 
El= EXP (00675 * 86loU8 I 592 0521 YCOMP050 
E2 EXP ( 00826 * 723 o7l I 592052) YCOMP060 
E3 • EXP ( lo065 * 468064 I 592052) YCOMP070 
F3 • 4o26 * E2 YCOMPOBO 
F4 • 4o26 * E3 YCOMP090 
E4 • EXP(U o65 * 8(11 I 5920521 YCOMPlOO 
F5 l o3 * E4 YCOMPllO 
DO N = 1,NUMBER YCOMPlOO 
Fl z lo35 * Z(2,N> * El YCOMP130 
F2 lo35 * l(2,NI * E2 YCOMPl40 
Dl Fl+ F3 YCOMP150 
D2 F2 + F4 YCOMP160 
Ul=lo35*Z(2,Nl*fl/Dl*86l oU8 +lo 3~*L!2 , Nl*F3/D1*723 o7l+4o2 6*F2/ YCUMP170 
X D2*723o7l+4o26*F4/D2*468 o64 YCOMPl7l 
502 l.3 * Z(4,N) I ( 1.3 + Z(4,NI I YCOMP180 
S22 = Z14 ,NI ** 2 I 12. * Z14 , N) I YCOMP190 
523 = ll4 ,NI * Z15,NI I IZ14,NI + Z15,Nl I YCOMP200 
E6 = EXP (00807* 8(31 I 592 0521 YCOMP2l0 
E9 E3 YCOMP220 
2 E5 EXP( 502 * 8(2) I 592 . 521 YCOMP260 
E7 EXP I S22 * 861.08 I 592 052) YCOMP270 
EB EXP 523 * 723.71 I 592 .5 21 YCOMP280 
F6 lo3 * E5 YCOMP290 
F7 1.3 * E6 YCOMP300 
F8 Z14,Nl * Zll , Nl * E5 YCOMP310 
F9 Zl4 ,Nl * Zll ,Nl * E7 YCOMP320 
FlO Z14,N) * Zll,N) * EB Y(OMP330 
Fll Z(5,Nl * E6 YCOMP340 
Fl2 = Z15,Nl * EB YCOMP350 
Fl3 Z(5,NI * E9 YCOMP360 
D3 F5 + FB + Fll YCOMP370 
04 = F6 + F9 + Fl2 YCOMP380 
D5 = F7 + FlO + Fl3 YCOMP390 
U2=1.3*F5/DJ*B(ll+Zll , Nl*Zl4,Nl*F6/D4*bl2) +l(5,N)*F7/D5~bl31+ YCOMP400 
X lo3*F8/D3*dl21+Z(l,Nl*ll4,Nl*f9/D4* 86l o08 +Ll5,Nl*Fl0/D5*723o7l YCOMP401 
X +l.3*Fll/D3*bl3l+Lll,Nl*Zl4,Nl*Fl2/D4*723.7l+L(5,N)*Fl3/D~*468.64YCOMP402 
52=1Zl3 ,Nl* L14 ,Nl*ll l, Nl +(l.-L13,NI l* Z l2,Nl*lo35)/(l(3,N)*lll,NI YCUMP410 
X +(l.-Z(3,N) l*Z(2,Nl l YCOMP.:+11 
S3 = 2• 13 YCOMP420 
3 502 1.3 * S2 I (l.3 + 521 YCOMP460 
503 1.3 * S3 I 11.3 + 53 ) YCOMP470 
S22 52 ** 2 I 12• * 52 ) YCOMP480 
S23 S2 * S3 I 152 + S3 l YCOMP490 
533 S3 ** 2 I 12. * S3l YCOMP500 
El U = EXP( 502 * 812) I 592 . 521 YCOMP510 
Ell EXP S03 * B131 I 592.521 YCOMP520 
El2 ~XP S22 * 861 . ~8. I 592 . 52) Y(UMP530 
El3 = EXP ~23 * 723.71 I 592.521 YCOMP540 
El4 EXP S33 * 468 . 64 I 592 . 521 YCOMP550 
Fl4 1.3 * Z(3,Nl YCOMP560 
Fl5 52 * IZ13,NI * 211 , Nl + 11. - 213,Nll * l12 , N) l YCOMP570 
Fl6 = 53 * 12. - Z13 ,N)) · YCOMP 58 0 
D6 = Fl4 * E4 + Fl5 * ElO + Fl6 * Ell YCOMP590 
D7 = Fl4 * ElO + Fl5 * El2 + Fl6 * El3 YCOMP600 
D8 = Fl4 *Ell + Fl5 * El3 + F l6 * El4 YCOMP610 
U3=Fl4**2*E4/D6*Blll+Fl4*Fl5*Bl21 * E10*(lo /D6+ l. lD71 +Fl4*Fl6* YCOMP620 
X Bl31*Ell*(l./D6+l./D8l+Fl5**2*El2/D7*86l.08+Fl5*Fl6*723.7l*El3 YCOMP62l 
62 
63 
LIST III (Continued) 
X *llo/D7+l.lDB1+Fl6**2*El4/DB*468.64 YCOMP622 t 
1 CYINl 
"' 
( 1. - Z13,Nll * Ul + Z13,/\il * U2 - U3 YCOMP630 O,· 
$ENTRY 
63 6 3 6U -1 1 l ~l ( '~ 1 1 
3209. 1490. 1142 • 
• 0.001 1 • 
1. 4. • 1 lo54 2ol3 112 o3 
1. 4o .2 lo54 2ol3 1380 
1. 4o .3 lo54 2.13 148•5 
lo 4o o4 lo54 2 .• 13 15003 
1. 4. o5 lo54 2ol3 1440 
1~ 4• 06 lo54 2ol3 1320!> 
lo 4o .1 1.54 2ol3 ll3o9 
1. 4o .a lo54 2ol3 87o9 
lo 4o .9 l,54 2,13 52.3 
1. 1. ol 1,54 2,13 129,9 
1. 7. o2 1 .• 54 2,13 160,2 
lo 7, o3 1,54 2ol3 17406 
lo 7o ,4 1,54 2 o l 3 178,4 
1, ·7. .s 1,54 2, 13 174,4 
L, 7, ,6 1,54 2, l 3 163,4 
l. 7 •' • 7' 1,54 2, 13, 14 !:io 
lo 7, ,8 1,54 2,13 117,4 
l, 7o ,9 lo54 2,13 74o4 
2, 5, ·o l 1·.44 2ol3 126 o!.i 
2. 5, .2 1,44 2,13 156,4 
2, 5, ,3 l,44 2ol3 169,l 
2, 5o ,4 1,44 2,13 169,2 
2. 5, ,5 1,44 2,13 159,!> 
2, 5, 06 1,44 2, 13 141,1 
2, 5, ,7 1,44 2ol3 11509 
2, 5, ,8 1,44 2,13 ,84,5 
2o 5, ,9 1,44 2,13 46oS 
3, s. ,, ,1 1,41 2, 13 l'2 3. 
3, 5, ,2 1,41 2, 13 1,1. 
3. 5, ,3 lo4l 2ol3 164,l 
3o 5, ,4 1,41 2,13 1640 
3o So ,5 lo4l 2ol3 15305 
3o 5o 06 lo4l ·2 .13 133,6 
3o s. ,7 lo4l 2ol3 10609 
3o 5o o8 lo41 2ol3 74o9 
3o 5o o9 lo4l 2ol3 38o9 
4o 4. o l l o40 2.13 109• 
4, 4o o2 lo40 2ol3 13! o, 
4o 4o o3 1,40 2ol3 141, 
4. 4o o4 lo40 2.13 13909 
4o 4o • 5 ' 1,40 2,13 129, 
4o 4. .6 le40 2ol3 1 U9 ,5 
4. 4, .1 1,40 2.13 85,3 
4o 4o .0 lo40 2ol3 58 .1 
4o 4, o9 1,40 2ol3 29o2 
1. 5. .1 1.38 2,13 105,8 
1. 5. .2 1.38 2.13 122.3 
1o 5, o3 lo38 2,13 128~5 
·7. 5o · o4 1,38 2,13 12607 
1. 5, .5 1,38 2,13 118,3 
1. 5, 06 1,38 2ol3 1U3,2 
i. 5, .1 1,38 2.13 81.8 
1; 5, .. 8 1,38 2,13 56,6 
,. 5, ,9 lo38 2,13 28,4 
64 
LIST III (Continued) 
1. 1. .1 1~38 2.13 120.9 
7. 1. .2 lo38 2.13 14lo5 
1. 1. .3 1.38 2.13 1490 
1o; 1. e4 1.38 2.13 148 .• 5 
1. 1. .5 lo38 2.o 13 14004 
7. 1. 06 1.38 2.13 · 122.2 
1. 1. .1 lo38 2.13 98.9 
7. 1. .0 1.38 2ol3 69.6 
1. 1. .9 1.38 2.13 35.9 
$[B5YS 
APPENDIX C 
NOMENCLATURE 
A. total free surface area of i groups in one molecule. 
l. 
0 -8 A - Angstrom unit, 10 cm. 
B - Parameter in computer program. 
CY - Dependent variable in computer program. 
ES - group surface energy. 
ET - group thermal energy. 
F M degrees of freedom of a molecule .. 
f • degrees of freedom of a group. 
~ - heat of mixing. 
Ev - enthalpy of a real gas, 
I\; - enthalpy of an ideal gas. 
~ - heat of vaporization. 
k - molecular Boltzmann constant. 
L - sum of covalent radii of bonded atoms. 
L1 - distance from center of atom 1 to plane of inte·rsec ti.on of bond. 
MM - specification in computer program. 
N - Avogadro's number. 
ni number of i groups in a molecule. 
R - universal gas constant, or molal Boltzmann constant. 
R1 - van der Waals radius of atom 1. 
r - total number of groups in a molecule. 
65 
S. free surface area of group i. 
l. 
S .. - defined by equation (17). 
l.J 
T - absolute temperature. 
T - critical temperature. 
C 
T - reduced temperature, T/T ~ 
r C 
~u; - internal energy of vaporization to the ideal gas. 
xA - mole fraction of molecule A in a mixture. 
Z .. independent variable in computer program. 
zL - liquid compressi.bility factor. 
Greek Letters 
a - thermal freedom factor, defined.by equation 2.5. 
A - energy of interaction between u and v groups. 
UV 
e12 - angle subtended in atom 1 bonded to atom 2. 
TT 
E 
i 
2 
3 
C 
H 
- 3.14159 .... 
- summation over all types of groups. 
Subscripts 
- CH 2 group. 
- CH 3 group. 
- carbon atom. 
- hydrogen atom. 
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