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We investigate magnetic ordering in metallic Ba(Fe1−xMnx)2As2 and discuss the unusual magnetic phase,
which was recently discovered for Mn concentrations x > 10%. We argue that it can be understood as
a Griffiths-type phase that forms above the quantum critical point associated with the suppression of the
stripe-antiferromagnetic spin-density-wave (SDW) order in BaFe2As2 by the randomly introduced localized
Mn moments acting as strong magnetic impurities. While the SDW transition at x = 0, 2.5% and 5% remains
equally sharp, in the x = 12% sample we observe an abrupt smearing of the antiferromagnetic transition in
temperature and a considerable suppression of the spin gap in the magnetic excitation spectrum. According
to our muon-spin-relaxation, nuclear magnetic resonance and neutron-scattering data, antiferromagnetically
ordered rare regions start forming in the x = 12% sample significantly above the Néel temperature of the
parent compound. Upon cooling, their volume grows continuously, leading to an increase in the magnetic
Bragg intensity and to the gradual opening of a partial spin gap in the magnetic excitation spectrum. Using
neutron Larmor diffraction, we also demonstrate that the magnetically ordered volume is characterized by a
finite orthorhombic distortion, which could not be resolved in previous diffraction studies most probably due
to its coexistence with the tetragonal phase and a microstrain-induced broadening of the Bragg reflections.
We argue that Ba(Fe1−xMnx)2As2 could represent an interesting model spin-glass system, in which localized
magnetic moments are randomly embedded into a SDW metal with Fermi surface nesting.
PACS numbers: 75.50.Lk 75.50.Ee 74.70.Xa 75.30.Ds 76.75.+i 78.70.Nx
I. INTRODUCTION
A. Magnetic phase transitions in disordered systems
It is well established that intrinsic randomness, often
present in real condensed-matter systems in the form of
quenched substitutional disorder, can exert a crucial in-
fluence on the behavior of the system’s thermodynamic
parameters close to a phase transition.1,2 Such effects
have been studied in detail in several model systems,
most notably in disordered Ising or Heisenberg ferro- and
antiferromagnets.3–9 It has been demonstrated that suffi-
ciently strong disorder can alter the critical scaling behavior
of a phase transition, or even lead to the appearance of
qualitatively new electronic or magnetic states. In partic-
ular, quantum phase transitions can be smeared because
of the coexistence of disordered (paramagnetic) regions
and locally ordered clusters within the so-called Griffiths
region of a phase diagram,2,3,10 which has been observed
experimentally in various real materials.11–18
The specifics of itinerant magnetic systems,19–21 which are
of the most relevance to our present study, is determined by
the presence of long-range Ruderman-Kittel-Kasuya-Yosida
(RKKY) interactions22–25 between local magnetic moments
that induce correlations between the magnetically ordered
rare regions, leading to the formation of so-called clus-
ter glass (CG) phases preceding uniform ordering.26–29 At
present, theoretical understanding of rare-region effects in
itinerant systems still remains a topic of active research
and is yet far from being complete.19,20 It has been also
noted20 that most of the experimental reports of Griffiths-
type phases in itinerant systems are concerned with fer-
romagnetic metals, while there are barely any clear-cut
experimental observations of such phases in itinerant anti-
ferromagnets. Metallic compounds with pronounced Fermi-
surface nesting, which are close to a spin-density-wave
(SDW) instability, are especially promising as model sys-
tems for demonstration of the above-mentioned effects, be-
cause the RKKY interaction is known to be enhanced at the
nesting vector.30 Hence, if localized magnetic moments are
randomly embedded into such a metal to form a so-called
RKKY spin glass (SG),31–33 the long-range superexchange
between them34 is expected to support magnetic correla-
tions between antiferromagnetic (AFM) rare regions with
the same SDW wave vector. The RKKY interaction in lay-
ered metals with Fermi surface nesting has been considered
theoretically, for example, in Refs. 35–37. However, ther-
modynamic properties of such strongly nested systems with
randomly embedded local magnetic moments have not been
investigated, to the best of our knowledge.
B. Phase diagram of Ba(Fe1−xMnx)2As2
Layered iron pnictides38 are among the most actively
studied metallic materials, in which Fermi surface nesting is
generally considered to be responsible for the formation of
an AFM spin-density-wave state at low temperatures.39 They
have attracted enormous attention in recent years mainly be-
cause of the high superconducting transition temperatures
that can be induced in these systems by chemical substitu-
tion or pressure.40–43 In particular, the so-called ‘122’ com-
pounds with the body-centered-tetragonal ThCr2Si2-type
structure, such as AFe2As2 (A=Ba, Sr or Ca), usually ex-
hibit superconductivity upon transition-metal doping on the
Fe site.44 Prominent exceptions are Mn- and Cr-substituted
systems,45–51 which exhibit no superconductivity, but in-
stead show unusual magnetic behavior that is not typical
for their stoichiometric parent compounds. Moreover, it
has been demonstrated that substituting Mn for Fe in a
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hole-doped Ba1−xKxFe2As2 leads to a much more rapid sup-
pression of the superconducting transition temperature, Tc,
as compared to other transition-metal elements.52,53 Our
recent nuclear magnetic resonance (NMR) measurements54
indicate that this distinct behavior results from the localiza-
tion of additional Mn holes, which prevents the change
in the electron count within the conductance band, in
contrast to Co or Ni dopants, but instead stabilizes local
magnetic moments on the Mn sites. Their absolute value
was initially assessed at 2.58µB from dc magnetization
measurements,52 yet this quantity is likely overestimated
according to a more recent analysis.55 Such a localized mag-
netic behavior extends to the pure and doped BaMn2As2
compounds, in which large spin-5/2 local moments have
also been reported.56–61
The Ba(Fe1−xMnx)2As2 (BFMA) system reportedly
changes its ground-state structure from orthorhombic to
tetragonal at a critical Mn concentration of xc ≈ 10%,
while its (pi, 0) magnetic ordering wave vector remains
unchanged.50,51 This observation is surprising, because the
anisotropic arrangement of magnetic moments in the stripe-
AFM state, characterized by this propagation vector, is ex-
pected to break the tetragonal symmetry of the crystal and
naturally lead to an orthorhombic distortion, as it happens
in the BaFe2As2 and in many other iron pnictides. The SDW
ordering temperature, TN, is initially reduced upon Mn sub-
stitution, like in Sr(Fe1−xMnx)2As2,62 for x < xc, but starts
to increase again above this critical concentration. This is
accompanied by a drastic broadening of the phase transition
in temperature.49,50 So far, both the unusual suppression of
the structural distortion and this nonmonotonic behavior of
the ordering temperature remain unexplained. They appear
to be unique to BFMA, as they are not observed in the very
similar Ba(Fe1−xCrx)2As2 system, which changes its ground
state abruptly from the stripe-AFM SDW to a checkerboard
(G-type) AFM order, typical for pure BaCr2As2,
63 at ∼30%
Cr concentration.46
Finally, in a recent inelastic neutron scattering (INS)
experiment on a BFMA sample with x = 7.5% (x < xc,
TN = 80 K), the presence of an additional branch of short-
range quasielastic spin fluctuations was demonstrated at the
(pi,pi) wave vector, corresponding to the checkerboard-type
AFM order that is not observed in the parent compound.64
This result indicates a tendency to the formation of anti-
ferromagnetically polarized Néel regions around Mn local
moments, which compete with the stripe SDW order of the
parent compound and are likely responsible for the initial
reduction of TN at low Mn concentrations (x < xc).
II. SAMPLE PREPARATION AND CHARACTERIZATION
A. Single crystals of Ba(Fe1−xMnx)2As2
For the present study, we used three single-crystalline
BFMA samples with Mn concentrations of 2.5%, 5.0%, and
12% and a reference sample of the pure parent BaFe2As2
compound. These samples are identical to those studied in
Refs. 54 and 65, respectively. All single crystals were grown
from self-flux in zirconia crucibles sealed in quartz ampoules
under argon atmosphere, as described elsewhere.66 All four
compositions have been characterized using dc resistivity,
NMR, and muon spin relaxation (µSR) spectroscopy. INS ex-
periments were performed only on the x = 0 and x = 12%
samples, which represented arrays of multiple single crystals
Fig. 1 (color online). Characterization of the magnetic transitions
in Ba(Fe1−xMnx)2As2. (a) Temperature dependence of the nor-
malized in-plane resistivity, ρ(T)/ρ(300 K), for all samples used
in the present study. (b) In-plane resistivity (smooth curve) and
its temperature derivative (noisy curve) for the x = 12% sample,
exhibiting an inflection-point anomaly at T ∗ ≈ 105 K. (c) Tempera-
ture dependence of the elastic neutron scattering intensity at the
( 12 0
1
2 )Fe1 magnetic Bragg peak position (monotonic curve) and its
temperature derivative with a minimum at T ∗.
with a total mass of the order of 1 g, coaligned to a mosaicity
of ∼2◦ using a real-time digital x-ray Laue backscattering
camera. In addition, the x = 12% sample was investigated
by neutron Larmor diffraction. The lattice parameters corre-
sponding to this composition, as measured on a triple-axis
neutron spectrometer during sample alignment at room tem-
perature, were a = b = 3.97(4)Å (which is nearly the same
as in BaFe2As2) and c = 13.44(5)Å (about 1% larger than in
BaFe2As2).
67 These relative changes in the unit cell dimen-
sions are similar to those reported for Sr(Fe1−xMnx)2As2 in
an earlier study.48
B. Resistivity and elastic neutron scattering
The temperature dependence of the in-plane resistivity,
ρ(T), for all four BFMA samples, normalized to its room-
temperature values, is shown in Fig. 1 (a). In agreement
with Ref. 50, we observe sharp anomalies in ρ(T) at the
SDW transition for all samples with x < xc, whereas for the
x = 12% sample the resistivity curve is smooth. This ob-
– 2 –
servation is consistent with the absence of anomalies in the
temperature dependence of the specific heat.68 Only after
differentiation [Fig. 1 (b)], an inflection point is revealed
near T ∗ ≈ 105 K, somewhat above the SDW transition tem-
perature of the x = 5.0% sample, in agreement with the
increasing tendency for T ∗ in this composition range that
was reported in Ref. 50.
To establish the origin of this T ∗-anomaly in the resistivity,
in Fig. 1 (c) we compare it with the temperature dependence
of the magnetic Bragg intensity (without background sub-
traction), measured on the same sample at the ( 12 0
1
2 )Fe1
magnetic Bragg peak by means of elastic neutron scattering.
Here and henceforth, the subscript “Fe1” indicates that the
reciprocal-lattice vector, (H K L), is given in the unfolded
notation corresponding to the Fe-sublattice (one Fe atom per
unit cell),69 and its coordinates are presented in reciprocal
lattice units (r.l.u.), defined as 1 r.l.u. = 2
p
2pi/a for the H
and K directions and as 1 r.l.u. = 4pi/c along the L direction,
where a and c are the lattice constants of the crystal in the
tetragonal (I4/mmm) symmetry. First, we note that in con-
trast to the sharp order-parameter-like onset of the magnetic
Bragg scattering at TN that is typical for most iron-arsenide
parent compounds,65,70–74 here we see a smeared transition
with a gradual onset around ∼240 K, which lies approxi-
mately 100 K above the ordering temperature of BaFe2As2.
One possible explanation for this smearing, which we will
later substantiate by direct measurements, is a disorder-
induced separation of the sample into spacial regions with
different local values of TN that leads to a gradual change of
the magnetically ordered volume with temperature. How-
ever, the conventional random-TN type of disorder
1 alone,
which one would expect from a locally inhomogeneous dis-
tribution of the Mn atoms, can not explain the dramatic
enhancement of the onset temperature. Indeed, at small
Mn concentrations, TN is suppressed as a function of x and
therefore an inhomogeneous Mn distribution should result
in the spread of local TN values between zero and at most
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Fig. 2 (color online). Temperature dependence of the main 75As
NMR line intensity (filled symbols) for samples with different Mn
concentrations, normalized to the respective high-temperature
saturation values. Empty circles show the volume fraction of the
tetragonal phase in the x = 12% sample (right vertical axis), as
measured by neutron Larmor diffraction (see text).
140 K, i.e. we would normally expect it to be limited from
above by the transition temperature of the parent compound.
This conventional type of behavior is found, for instance,
in Ba(Fe0.99Ni0.01)2As2, where despite the strong disorder
the transition is merely suppressed by Ni substitution with
no significant broadening, according to a recent 57Fe Möss-
bauer spectroscopy study.75 In contrast, the behavior of
magnetic Bragg intensity in Ba(Fe0.88Mn0.12)2As2 is qualita-
tively different, because at 140 K it already reaches 27% of
its saturation value, suggesting that the local TN exceeds that
of the pure BaFe2As2 in approximately 1/4 of the sample
volume. Hence, we must conclude that although individual
Mn impurities tend to suppress the ordering temperature, at
sufficiently large concentrations (perhaps at x ¦ xc) there
exists an increasing probability of finding certain local con-
figurations of Mn moments (rare regions) that stabilize the
(pi, 0) type of order sufficiently to reverse the downward
trend in the onset temperature, as can be seen in the pub-
lished phase diagram.50 For this to happen, collective effects
of several Mn moments (deviation from the dilute limit)
must be at play. In Fig. 1 (c), we also show the temperature
derivative of the magnetic Bragg intensity, whose striking
similarity with the dρ(T)/dT curve in Fig. 1 (b) leaves no
doubt about the magnetic origin of the T ∗-anomaly.
C. Nuclear magnetic resonance
In Ref. 54, we already reported a detailed NMR study per-
formed on the same set of BFMA samples. Without reiterat-
ing the results of that work, here we will only be interested
in the T -dependence of the paramagnetic (PM) volume frac-
tion, which can be directly measured by following the main
75As NMR line wipeout as a function of temperature. The
NMR line intensity, multiplied by temperature, is plotted in
Fig. 2 for samples with different Mn content. For the conve-
nience of comparison, the high-temperature saturation val-
ues for every dataset were normalized to unity. The plotted
quantity therefore serves as a direct gauge of the nonmag-
netic fraction of the sample volume. For both x = 2.5% and
x = 5.0%, the NMR line intensity sharply drops to zero at
the SDW ordering temperature, indicating a transition to
the magnetically ordered state in the whole volume of the
sample: The freezing of the Fe moments results in a strong
shift of the NMR line out of our limited observation window.
In the x = 12% sample, however, a gradual intensity drop
starts already near ∼240 K, well above the ordering tem-
perature of the parent compound, and progresses down toeTN ≈ 50 K, where the entire signal is lost. The shape of the
transition curve is strikingly similar to that of the magnetic
Bragg intensity in Fig. 1 (c), which unequivocally confirms
that the smearing of the magnetic transition occurs due to
the gradual expansion of the regions with static magnetic
moments and to the corresponding reduction in the PM
volume upon cooling, most naturally explained by the broad
distribution of the local ordering temperatures. We note
that even in the x = 5.0% sample, a small, but similarly
gradual wipeout of the NMR line can be seen below 200 K,
which leads to only a 10% reduction of the PM volume upon
reaching TN.
D. Neutron Larmor diffraction and orthorhombicity
Perhaps the most surprising property of the BFMA sys-
tem, according to previous neutron and x-ray diffraction
– 3 –
studies,50 is the complete suppression of the tetragonal-to-
orthorhombic structural phase transition for x > xc, which
reportedly holds down to the lowest temperatures despite
the presence of the well established (pi, 0,pi)Fe1 stripe-AFM
order that appears to be identical to that in the parent com-
pound. This observation is very difficult to explain, because
the stripe-AFM order obviously breaks the C4 rotational
symmetry, and the corresponding orthorhombic distortion
is anticipated due to the non-vanishing magnetoelastic cou-
pling. In Ref. 50, the authors speculate that a new double-Q
magnetic structure with an order parameter of the form
∆1e
i (pi,0)·R +∆2ei (0,pi)·R (with both ∆1 6= 0 and ∆2 6= 0),
theoretically suggested by Eremin and Chubukov,76 could
be reconciled with their experimental observations. We find
this explanation theoretically compelling, yet unpersuasive,
as it is hard to imagine that in the presence of very strong
magnetic disorder and the dramatically broadened distribu-
tion of the local transition temperatures, the system could
keep the delicate balance between the ∆1 and ∆2 order
parameters over macroscopic volumes. Apparently, such an
exotic order that has never been observed in any clean iron-
pnictide compound requires precisely tuned conditions to
be stabilized, which are unlikely in a magnetically inhomo-
geneous system with randomly embedded local moments.
In search for an alternative explanation for the missing
orthorhombicity, we have performed neutron Larmor diffrac-
tion measurements on our x = 12% sample, which is very
similar to the x = 11.8% sample from Ref. 50, if judged by
the shape of the resistive transition, the temperature depen-
dence of the magnetic Bragg intensity, and the value of T ∗.
Neutron Larmor diffraction78–80 is a polarized-neutron tech-
nique known to be extremely sensitive to minor structural
distortions and the lattice-spacing spread, ∆d/d, with res-
olution better than 10−5, which does not depend on beam
collimation and monochromaticity and is independent of
the mosaic spread. The detailed principle of this technique
is explained, for instance, in Ref. 81.
Our measurements were done at the neutron resonant
spin-echo triple-axis spectrometer TRISP installed at the
FRM-II research reactor in Garching, Germany. The neutron
polarization was measured as a function of the Larmor pre-
cession phase, controlled by the magnitude of the magnetic
field that was applied in the same direction before and after
the sample. To be sensitive to variations in the d-spacing
of the (200)Fe1 Bragg reflection, the magnetic field bound-
aries were made parallel to the (200)Fe1 Bragg planes. The
results are shown in Fig. 3 (a). In Larmor diffraction, the
measured polarized-neutron intensity is proportional to the
Fourier transform of the d-spacing distribution.80,81 This
means that for a single mean value of d, distributed with
a certain full width at half maximum (FWHM), the mea-
sured signal would monotonically decrease with increasing
magnetic field (increasing Larmor phase). However, for two
closely spaced characteristic values of d, one will observe
destructive and constructive interference in the measured
neutron polarization. Larmor diffraction is therefore highly
sensitive to orthorhombic distortions, as it can distinguish
very clearly between a single Bragg peak in the case of a
tetragonal crystal and a pair of peaks that are split due to
an orthorhombic distortion, even if this splitting is too small
to be resolved by conventional neutron or x-ray diffraction.
The appearance of a pronounced minimum in the low-
temperature data measured on the x = 12% sample
[Fig. 3(a), bottom curve] is therefore definitive evidence
Fig. 3 (color online). Neutron Larmor-diffraction measurements of
the orthorhombic splitting in Ba(Fe0.88Mn0.12)2As2. (a) Experimen-
tal data for different temperatures (indicated above each curve),
fitted to a model containing a mixture of the orthorhombic (O)
and tetragonal (T) phases (solid lines). The dashed line shows a
failed fit of the T = 4 K data assuming a single tetragonal phase.50
For clarity, each dataset is offset vertically by an increment of 0.2
units from the one below it. (b) Modeled diffraction profiles, corre-
sponding to every temperature in panel (a), as they would look like
in an x-ray diffraction experiment with infinitesimally small reso-
lution. These models account for the experimentally determined
orthorhombic splitting, ratio of the tetragonal and orthorhombic
phase volumes, and the peak broadening due to the finite width of
the microstrain distribution, as extracted from the fits in panel (a).
(c) Temperature dependence of the orthorhombicity parameter,
" = (a − b)/(a + b), extracted from the same fits. The dashed
line is a temperature-independent fit. The grey dotted line is the
corresponding dependence for the parent BaFe2As2, reproduced
from Ref. 77 for comparison.
that the majority of the sample is orthorhombic. At higher
temperatures, it proved impossible to fit the data under the
assumption that the whole sample was either orthorhombic
or tetragonal. However, by assuming a coexistence of or-
– 4 –
thorhombic and tetragonal phases, the data could be fitted
consistently at all temperatures, with all parameters nearly
independent of temperature apart from the orthorhombic
and tetragonal fractions of the sample volume. The latter
fraction is plotted in Fig. 2 as a function of temperature
(empty symbols), showing an increase upon warming that is
consistent with that of the PM volume fraction measured on
the same sample by NMR and exhibiting a similarly broad-
ened transition with a comparable width and centered at
approximately the same temperature. Note that at high
temperatures, the fitting of the Larmor diffraction data sys-
tematically underestimates the tetragonal volume fraction
by ∼20%, which is most likely due to a deviation of the
∆d/d distribution from a perfect Gaussian shape that cannot
be trivially accounted for. In the experimental data, such
a deviation is difficult to distinguish from a small admix-
ture of the orthorhombic phase, which explains the 20%
reduction of the high-temperature saturation value in Fig. 2
from the expected 100%. Otherwise, the similar shapes of
the curves describing the evolution of the PM and tetrago-
nal volume fractions let us conclude that only the PM part
of the sample remains tetragonal, whereas the remaining
magnetically ordered fraction is orthorhombic. The cor-
responding orthorhombicity parameter, obtained from the
same fits and plotted in Fig. 3 (c), turns out to be nearly
independent of temperature, with a mean magnitude of
(a − b)/(a + b) = 3.5(1) × 10−3 that is almost identical
to that found in the orthorhombic phase of the undoped
BaFe2As2 (Ref. 71).
As another parameter of the fits in Fig. 3 (a), we have
also obtained the FWHM of the microstrain distribution,
which describes the lattice-spacing spread, ∆d/d, and the
intrinsic width of the Bragg reflection that would be mea-
sured in a conventional diffraction experiment if both
the diffractometer resolution and the sample mosaic were
infinitesimally small. For the (200)Fe1 Bragg peak, this
width is nearly independent of temperature and amounts
to ∆d/d = 4.6(1)× 10−3, which is comparable to the or-
thorhombic distortion. For the out-of-plane (002)Fe1 reflec-
Fig. 4. (a) Temperature dependence of the momentum width,
∆Q/Q, measured on the ( 12 0
7
2 )Fe1 magnetic Bragg reflection.
(b) The energy width measured on the ( 12 0
1
2 )Fe1 magnetic Bragg
reflection vs. temperature. Measurements above 160 K were un-
feasible due to the dramatically reduced intensity of the signal.
tion, ∆d/d marginally increases from 1.37(1)×10−3 at room
temperature to 1.44(1)×10−3 at T = 6 K. In Fig. 3 (b), we re-
construct the scattering function, S(Q), from the parameters
of the fits in Fig. 3 (a). These model curves correspond to the
longitudinal Bragg-peak profiles that would be measured
in a conventional x-ray or neutron diffraction experiment
under the assumption of an infinitesimally small diffrac-
tometer resolution. Even at the lowest temperature of 4 K,
we observe some intrinsic overlap of the two orthorhombic
peaks due to the broad microstrain distribution, so there
is no doubt that the sizeable intrinsic variation of the d-
spacing would make it exceedingly difficult to observe the
orthorhombic distortion directly using traditional diffrac-
tion methods. At higher temperatures, the splitting would
be additionally masked by the coexisting tetragonal phase.
This appears to be the most likely reason for the reported
absence of orthorhombicity in a similar sample.50
E. Intrinsic width of the magnetic Bragg peaks
We now turn our attention to the evolution of the mo-
mentum and energy widths of the magnetic Bragg peaks
with temperature in the x = 12% sample. The momentum
width of the ( 12 0
7
2 )Fe1 magnetic Bragg peak was measured
using Larmor diffraction in the same experimental setup
as described in section II D. We find no temperature depen-
dence of this width up to 150 K [Fig. 4 (a)], with the mean
value of the normalized FWHM ∆Q/Q = 2.3(1)× 10−3. In
general, the momentum width of a commensurate magnetic
Bragg peak is determined by both the structural micros-
train ∆d/d and the size of the ordered magnetic domains
that could lead to an additional finite-size broadening. One
might expect that since the magnetically ordered fraction
of the sample becomes smaller with increasing temperature,
the ordered magnetic domains would shrink upon warm-
ing, thereby increasing the momentum width. However, in
our case we find the momentum width to be independent
of temperature, which suggests that the magnetic order-
ing remains long range at least up to 150 K. Under this
assumption, the sole source of the broadening is the struc-
tural microstrain, which in the case of the ( 12 0
7
2 )Fe1 mag-
netic Bragg peak lies between the values of ∆d/d that were
found in section II D for the (200)Fe1 and (002)Fe1 structural
peaks. Such an anisotropy in the width of the microstrain
distribution is typical for the iron pnictides and has been
already reported previously.82
The magnetic Bragg peak energy width was measured
using the neutron resonance spin-echo (NRSE) technique at
the TRISP spectrometer. In NRSE, the dependence of neu-
tron polarization on the magnitude of the magnetic fields
before and after the sample is proportional to the Fourier
transform of the lineshape of magnetic fluctuations.83 NRSE
spectroscopy routinely provides accurate measurements of
energy widths down to the µeV range at TRISP. In Fig. 4 (b)
we show the energy width of the ( 12 0
1
2 )Fe1 magnetic Bragg
peak in the x = 12% BFMA sample as a function of tem-
perature. We find that the width is vanishingly small at
all temperatures, meaning that the observed peak remains
static and shows no quasielastic behavior up to at least
160 K within our instrumental resolution. In other words, its
characteristic lifetime τ is longer than ∼1 ns, which is the
typical timescale over which the NRSE measurement was
sensitive. We therefore conclude that the magnetic order in
BFMA remains truly static and long range above the critical
– 5 –
Fig. 5 (color online). Temperature dependence of the c-axis linear
thermal expansion coefficient, αc/T , for Ba(Fe0.88Mn0.12)2As2 as
measured by polarized-neutron Larmor diffraction (circles). The
grey line shows the analogous dependence for the pure BaFe2As2,
reproduced from Ref. 85 for comparison.
Mn concentration even at temperatures that are comparable
with the TN of the parent compound.
F. Thermal expansion coefficient
The magnetic and structural phase transitions in iron pnic-
tides typically have a pronounced signature in the tempera-
ture dependence of the thermal expansion coefficients.84–86
Linear thermal expansion can be directly measured using
neutron Larmor diffraction by following the shift of the total
Larmor precession phase vs. temperature, even though the
precision of this type of measurements is typically inferior
to the state of the art capacitive dilatometry. To avoid the
complications related to the coexistence of the tetragonal
and orthorhombic phases and the resulting nontrivial struc-
ture of the in-plane Bragg reflections, here we will only
concentrate on the c-axis isobaric linear thermal expansion
coefficient,
αc =
1
c
∂[c(T )− c(0)]
∂T
, (1)
measured on the (004)Fe1 structural Bragg reflection of the
x = 12% BFMA sample. It is presented in Fig. 5 as the
αc/T ratio in order to emphasize the asymptotic behavior
at T → 0. We compare it with the equivalent result of the
BaFe2As2 dilatometry measurements from the literature.
85
No significant changes in the absolute values of the αc/T
coefficient upon Mn substitution can be observed either
in the low- or high-temperatures regions, whereas in the
immediate vicinity of the SDW transition the sharp anomaly
at TN is replaced by a broad and shallow minimum near
T ∗, reminiscent of the one seen in the T -derivative of the
resistivity [Fig. 1(b)].
III. µSR SPECTROSCOPY
A. Experimental details
Muon-spin-rotation spectroscopy87,88 is a very powerful
tool when it comes to studying magnetism in samples with
several coexisting phases. As spin-polarized muons are im-
planted in the sample, the precession of their magnetic mo-
ment is determined by the value of the local magnetic field
at the muon site. Therefore, this method is sensitive to the
statistical distribution of the local magnetic environments in
the sample in a very similar way to NMR. For a system that
exhibits static magnetism, µSR can therefore offer valuable
information about the degree of magnetic ordering (long-
vs. short-range, commensurate vs. incommensurate, etc.),
the value of the static magnetic moment, its homogeneity
in the sample, and the magnetic volume fraction. By per-
forming measurements in a weak transverse field, one can
also accurately estimate the fraction of the sample volume
with no static magnetism, i.e. PM or nonmagnetic. This
is achieved by counting the fraction of muons that feel no
internal magnetic field, so that their precession frequency
matches the magnitude of the applied field. In particular,
µSR spectroscopy has already accumulated a long track
record of studying phase-separation phenomena in both
iron-pnictide and iron-chalcogenide superconductors.89–98
We performed our µSR measurements on BFMA single
crystals with all four available compositions (x = 0, 2.5%,
5.0%, and 12%) using the DOLLY instrument at the muon
source of the Paul Scherrer Institute in Villigen, Switzer-
land. The incident muons were polarized parallel to the
beam direction, and the samples were mounted with their
c-axes turned by 45◦ in the horizontal plane with respect
to the muon beam. Because the internal magnetic field
at the muon site in the AFM phase is directed parallel to
the crystallographic c-axis,99 in this experimental geome-
try the signal could be counted both on the left-right and
forward-backward pairs of positron detectors.
B. Zero-field µSR (AFM phase)
Figure 6 shows µSR data measured in zero magnetic field
on samples with different Mn concentrations as a function
of temperature. The parent compound (leftmost column),
which we used here as a reference sample, showed pro-
nounced oscillations in the time dependence of the muon
asymmetry below TN with two characteristic frequencies, in
agreement with Ref. 99. Upon increasing Mn concentration,
we observed an increase in the depolarization rate of the
oscillating signal, as can be seen from the comparison of the
lowest-temperature (T = 5 K) datasets in Fig. 6. This trend
is indicative of the increasing inhomogeneity in the system
that leads to a broadening of the local-field distribution at
the muon site. As a result, the T = 5 K dataset for the
x = 5.0% sample looks qualitatively similar to the one mea-
sured on the parent compound at T = 133 K, immediately
below the SDW transition.
At a temperature of 200 K, which lies significantly above
TN, we observed no loss of the muon asymmetry either in
the x = 2.5% or in the x = 5.0% sample. This proves
that samples with x < xc remain fully PM at this temper-
ature. However, the x = 12% sample shows a noticeable
SG-like exponential depolarization of the µSR signal even at
T = 200 K, which points at the nucleation of static magnetic
islands in the small fraction of the sample volume. This
signal persists down to ∼75 K, where it coexists with the
rapidly depolarizing oscillatory component. Knowing that
the onset of the static ( 12 0
1
2 )Fe1 magnetic Bragg peak can be
observed in the same temperature range [Fig. 1(c)], we can
associate these islands with AFM rare regions. The size of
such static magnetic domains must be sufficiently small to
explain the absence of clear oscillations in the muon asym-
metry down to 130 K in temperature. Therefore, to support
the long-range AFM order that is evidenced by the sharp
magnetic Bragg peaks (Fig. 4), long-range AFM correlations
– 6 –
Fig. 6 (color online). Zero-field µSR data collected on the forward-backward pair of detectors at various temperatures (as indicated in the
panels) on samples with four different Mn concentrations. The solid lines represent fits described in the text.
between these domains must be present, possibly mediated
by the nesting-assisted RKKY exchange interaction.36,37 It is
natural to associate this type of order with an RKKY SG or a
CG phase.19,31–33
In order to extract quantitative information from the zero-
field µSR data, we have fitted the time-dependence of the
muon asymmetry with the following model:
A(t) = A0

Posc(t) + PSG(t) + PPM(t)

, (2)
where A0 is the initial asymmetry, while the Posc(t), PSG(t),
and PPM(t) terms represent the oscillating, exponentially
depolarizing, and PM components of the µSR signal, respec-
tively. These, in turn, can be described by
Posc(t) =
υosc
2
 2∑
i=1
pi cos(2piνi t +ϕ)e
−λZFi t + e−λLO t

; (3)
PSG(t) =
υSG
2

e−λSG t + e−λLO t

; PPM(t) = υPM e
−λPM t . (4)
Fig. 7 (color online). Fitting parameters for the zero-field µSR data.
(a) Temperature dependencies of the muon oscillation frequencies.
(b) The same for the muon depolarization rate. Arrows indicate
transition temperatures. For the x = 12% sample, depolarization
rates for the exponentially decaying component of the µSR signal
are additionally plotted with empty symbols. The lines are guides
to the eyes. The inset shows the T → 0 limit of the depolarization
rate, which is a measure of the degree of magnetic disorder in the
ground state of the system, as a function of Mn concentration. The
line is a linear fit to these data.
Here υosc, υSG, and υPM stand for the volume fractions
of the corresponding phases; νi are the two muon preces-
sion frequencies; pi are the fractions of the muons on the
two muon stopping sites corresponding to these frequencies
(such that p1 + p2 = 1); ϕ is the initial phase of the muon
spin; λZF and λSG are the depolarization rates for the os-
cillating and for the rapidly decaying SG-like parts of the
zero-field µSR signal, respectively; λLO describes the slow
relaxation of the muon polarization component longitudinal
to the local magnetic field, originating from the 45◦ rotation
of the sample’s c-axis with respect to the muon beam in our
experimental geometry; λPM represents the slow depolariza-
tion rate of the PM response. As we fitted the experimental
data, we fixed υPM to the PM volume fraction determined
from the transverse-field µSR, as described below. The υSG
volume fraction was considered zero for all samples except
for x = 12%, where it was treated as a free fitting parameter
within the full width of the smeared phase transition.
Further insight is gained by directly plotting the tempera-
ture dependent fitting parameters of the zero-field µSR data,
such as the oscillation frequencies and the depolarization
rates (Fig. 7). A nonmonotonic dependence of the oscillation
frequencies on Mn concentration is revealed by Fig. 7 (a).
Initially, for the x = 0, x = 2.5%, and x = 5.0% samples,
the oscillation frequency decreases with Mn substitution,
whereas for the x = 12% sample it is remarkably restored to
roughly the same value as in the parent compound. More-
over, the oscillation frequencies in the x = 12% sample
no longer exhibit the order-parameter-like suppression as a
function of temperature, which is typical for samples with
sharp AFM transitions. Instead, they remain approximately
constant in the whole range of temperatures where the fre-
quency can be properly defined (T ® 130 K), possibly with
a weak local minimum at T ∗.
In Fig. 7 (b), we also show the depolarization rate of the
zero-field µSR signal, λZF(T). For x = 0, x = 2.5%, and
x = 5.0% samples, the depolarization rate is only defined
for the oscillatory response below TN, as shown by solid
lines. For the x = 12% sample, we also plot in addition
the depolarization rate for the SG-like phase that exhibits
a rapid exponential depolarization without oscillations in
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Fig. 8 (color online). (a) Time dependence of the transverse-field µSR asymmetry at three selected temperatures for the x = 12% sample.
Fitting results are shown with solid lines. The dashed line shows the respective fit for pure BaFe2As2 at T = 200 K for comparison.
(b) Temperature dependence of the PM volume fraction extracted from the transverse-field µSR data. (c) The phase diagram of the
x = 12% sample, summarizing the zero-field (squares) and transverse-field (circles) µSR data. The T -dependence of the AFM Bragg
peak intensity from Fig. 1, rescaled to its maximum and minimum values, is shown by the dashed line. The plot shows volume fractions
of the bulk ordered AFM phase (oscillating µSR signal in zero field), the CG phase (rapid exponential muon depolarization in zero
field accompanied by a magnetic Bragg peak in neutron diffraction evidencing long-range magnetic correlations), the SG phase (muon
depolarization in zero field without any long-range magnetic order), and the PM phase (µSR oscillations in the transverse field).
a T -dependent fraction of the muons stopping in the sam-
ple, λSG(T). This parameter, which turns out to be nearly
constant within the accuracy of our fits, can only be mea-
sured at elevated temperatures (T ¦ 75 K) and is plotted in
Fig. 7 (b) with empty symbols (dashed line). To demonstrate
that the actual amount of magnetic disorder introduced in
the system with Mn substitution is indeed proportional to x ,
in the inset to Fig. 7 (b) we plot the x-dependence of the de-
polarization rate in the zero-temperature limit, λZF(T → 0),
resulting from the empirical fits of λZF(T). This quantity is
a good measure of the degree of magnetic disorder in the
ground state of the system. As expected, it shows a nearly
perfect linear increase with Mn concentration, which con-
firms that the nominal Mn content is statistically distributed
within the crystals, and that the exceptional behavior of the
x = 12% sample is not a consequence of macroscale Mn
inhomogeneities at this particular composition. A qualita-
tively similar enhancement of the depolarization rate with
increasing Mn concentration has been also reported recently
in the LaFe1−xMnxAsO series of samples.100
C. Transverse-field µSR (paramagnetic phase)
To measure the temperature dependence of the PM vol-
ume fraction in our samples, we have applied a weak trans-
verse field of 30 G and measured the fraction of the muons
that experienced slow precession in the external field, as
shown in Fig. 8 (a). A constant part of the observed oscilla-
tion amplitude, which persists down to the base temperature
(5 K curve) and originates from muons stopping outside of
the sample, has been subtracted during the fitting process.
The remaining (T -dependent) amplitude of the oscillations,
normalized to the maximum muon asymmetry, is plotted
in Fig. 8 (b) vs. temperature for all the four sample compo-
sitions. In agreement with the corresponding NMR result
(Fig. 2), the x = 0, x = 2.5%, and x = 5.0% samples exhibit
sharp magnetic transitions in their full volume, whereas in
the x = 12% sample the volume fraction of the PM phase
changes gradually from 0 at low temperatures to ∼80% at
300 K. The remaining 20% of the volume fraction at 300 K
can be naturally ascribed to the magnetic clusters that are
responsible for the SG-like exponential depolarization of
the muon asymmetry in zero field, which is observed in a
comparable volume fraction of the sample. The width of the
smeared transition is perfectly consistent with the results
of NMR measurements discussed earlier. However, both in
NMR and in µSR, the transition happens over a narrower
range of temperatures than in elastic neutron scattering or
in resistivity (Fig. 1). As a consequence, the midpoint of
both NMR and µSR transitions is shifted to ∼ 150 K, which
is significantly higher than T ∗.
D. Phase diagram for x = 12%
In Fig. 8 (c), we present a phase diagram that summarizes
the results of both zero-field and transverse-field µSR mea-
surements and elastic neutron scattering for the x = 12%
composition. It shows the temperature evolution of the
volume fractions corresponding to the bulk ordered AFM
phase (oscillating µSR signal in zero field), the CG phase
(rapid exponential muon depolarization in zero field accom-
panied by a magnetic Bragg peak in neutron diffraction
evidencing long-range magnetic correlations), the SG phase
(muon depolarization in zero field without any long-range
magnetic order), and the PM phase (µSR oscillations in the
transverse field). This lets us define several characteristic
temperature scales for this particular sample composition.
Below eT ≈ 50 K, the sample exhibits bulk AFM order in
its whole volume. This is consistent with the monotonic
trend of Néel temperature suppression with Mn substitution,
already established at lower concentrations.
At higher temperatures, the system enters the Griffiths
regime of multiple coexisting phases. Above ∼150 K, oscilla-
tions in the zero-field µSR signal can no longer be observed,
which indicates the disappearance of the bulk AFM ordered
phase. The CG phase, characterized by long-range AFM cor-
relations between static magnetic clusters that are too small
or too inhomogeneous to produce muon oscillations, persists
to somewhat higher temperatures. We define the character-
istic offset temperature of the CG phase, TCG ≈ 210 K, by
the 95% suppression of the magnetic Bragg intensity with
respect to its low-T value. A weak exponential depolariza-
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Fig. 9 (color online). INS data on the Ba(Fe0.88Mn0.12)2As2 sample
at the magnetic ordering wave vector, QAFM. (a) Several represen-
tative unprocessed momentum scans, measured at T = 1.5 K along
the ( 12 K
1
2 )Fe1 reciprocal-space direction with kf = 2.662 Å
−1, cen-
tered at QAFM. (b) Color map of the low-energy INS intensity in the
spin-gap region, compiled out of multiple low-temperature momen-
tum scans such as those shown in panel (a). (c) The background-
subtracted scattering intensity, S(Q,ω), at QAFM = (
1
2 0 L)Fe1 , with
L = 12 (grey points) or L =
3
2 (all other points). The filled sym-
bols were obtained from fits of the full momentum scans, such
as those shown in panel (a), whereas empty symbols result from
3-point scans. The data taken with kf = 2.662 Å−1 and 3.837 Å−1
are shown with circles and squares, respectively. Datasets mea-
sured with different experimental conditions have been rescaled
to match each other in the overlapping energy window. The solid
curve is a guide to the eyes. The corresponding energy depen-
dence for the BaFe2As2 parent compound from Ref. 65 is shown
for comparison as a dashed curve to emphasize the suppression of
the spin gap by Mn substitution. (d) Evolution of the low-energy
part of S(Q,ω) with temperature, demonstrating a partial spin
gap at intermediate temperatures with a magnitude that decreases
upon heating. (e) Temperature dependence of S(Q,ω) at various
energies within the spin-gap region. (f) The same for the dynamic
spin susceptibility, χ ′′(Q,ω), obtained from the data in panel (e)
after Bose-factor normalization. The lines are guides to the eyes.
tion of the muon asymmetry in ∼20% of the sample volume
persists up to the room temperature, but with no traces of
long-range AFM correlations in the elastic neutron scatter-
ing, which is suggestive of fully magnetically disordered
static clusters similar to a dilute SG.101–103
As one can see from Fig. 8 (c), the characteristic temper-
ature T ∗, defined in Ref. 50 and in Fig. 1 by the inflection
point in the T -dependence of the resistivity, corresponds to
Fig. 10 (color online). INS data acquired on the x = 12% sample at
the magnetic zone boundary (L = 2). (a) Three unprocessed mo-
mentum scans, measured at T = 1.5 K along the rocking trajectory
in the (H 0 L)Fe1 plane with kf = 2.662 Å
−1. The inset shows the
scan trajectory in the (H, L) plane. (b) The background-subtracted
scattering intensity, S(Q,ω), taken at Q = ( 12 02)Fe1 . The filled
symbols were obtained from fits of the full momentum scans, such
as those shown in panel (a), whereas empty symbols result from
3-point scans. The data taken with kf = 2.662 Å−1 and 3.837 Å−1
are shown with circles and squares, respectively. The solid curve is
a guide to the eyes. The corresponding energy dependence for the
BaFe2As2 parent compound
65 is shown for comparison with the
dashed curve.
the midpoint of the transition associated with the suppres-
sion of the bulk ordered AFM phase. This observation is not
surprising, as one would expect the transport properties to
be much stronger affected by the long-range static AFM or-
der, leading to a Fermi surface reconstruction, than by dilute
random inclusions of static magnetic clusters into the oth-
erwise PM material. For a two-dimensional square lattice,
the site percolation threshold amounts to 59.3%.104 There-
fore, at 50% filling of the sample volume by AFM ordered
regions, the system is close to a percolative transition. In
other words, at T < T ∗ the AFM phase volume is mostly con-
nected, whereas at T > T ∗ it consists of disconnected clus-
ters embedded in the magnetically disordered or PM matrix.
Such a percolative crossover is the most likely reason for
the inflection point in the T -dependence of the resistivity.
IV. INELASTIC NEUTRON SCATTERING
A. Experimental details
We have performed a series of INS measurements on the
x = 12% BFMA compound using thermal-neutron triple-axis
spectrometers IN8 (ILL, Grenoble, France), PUMA (FRM-II,
Garching, Germany), and 1T (LLB, Saclay, France). All mea-
surements were performed with the fixed final neutron wave
vector, kf = 2.662 Å−1 or 3.837 Å−1. A pyrolytic graphite
filter was installed between the sample and the analyzer
to eliminate the contamination from higher-order neutrons.
The sample was mounted in one of the (H K 0)Fe1 , (H 0 L)Fe1 ,
or (H K H)Fe1 scattering planes, depending on the particular
goal of the experiment.
B. Low-temperature spin gap
We start our discussion of the INS data by pre-
senting the low-energy spectrum of spin excitations in
Ba(Fe0.88Mn0.12)2As2 at the magnetic ordering wave vec-
tor, QAFM. In Fig. 9 (a), we show several representative
low-temperature momentum scans along the Brillouin zone
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boundary, centered at ( 12 0
1
2 )Fe1 . A number of such scans
is also summarized in Fig. 9 (b) as a color map. We ob-
serve a notable depletion of the scattering intensity at low
energies, reminiscent of the spin anisotropy gap in the par-
ent compound.65 However, in contrast to BaFe2As2, where
the intensity completely vanishes below ∼10 meV in the
AFM state, here the onset energy of magnetic fluctuations
is strongly reduced, so that weak remnant spectral weight
persists at least down to 2–3 meV. This can be best seen in
Fig. 9 (c), where we plot the scattering function, S(Q,ω),
obtained by measuring the background-subtracted ampli-
tude of the peak at various energies and by combining
data from L = 12 and L =
3
2 acquired with different kf. In-
deed, a comparison of our data with an equivalent result for
BaFe2As2 from Ref. 65 (dashed curve) shows a reduction of
the spin-gap energy from ∼ 10 meV in BaFe2As2 to ∼ 3 meV
in Ba(Fe0.88Mn0.12)2As2, with a weak intensity tail extending
to even lower energies. Note that despite this dramatic spin-
gap reduction, the characteristic ordering temperature (T ∗)
in BFMA is only 25% lower than in the parent compound.
With increasing temperature, the spin gap in the x = 12%
BFMA sample is suppressed as shown in Fig. 9 (d). Instead
of a gradual order-parameter-like reduction of the gap en-
ergy, which one would expect for a SDW transition, here
the gap energy remains nearly constant with temperature,
whereas the magnetic intensity inside the gap is continu-
ously increasing, so that the spin gap is completely filled in
upon reaching T ≈ 140 K, which coincides with the ordering
temperature of the parent compound. This unusual behavior
can be naturally explained in the framework of the phase-
separation scenario, which we have already established in
sections II and III. The spin-excitation spectrum should be
considered as a sum of two components: gapless excitations
originating from the PM phase and gapped spin-wave-like
excitations from the magnetically ordered regions. As the
PM volume of the sample increases upon warming at the
expense of the AFM phase, the anisotropy gap appears to be
filled in. At the same time, the characteristic energy scale
of the residual partial gap in the low-energy magnetic spec-
trum is nearly unaffected, because it is mainly determined
by the rare regions with relatively high local values of TN.
Further insight is obtained by following the tempera-
ture dependence of the INS intensity at several fixed en-
ergies, shown in Fig. 9 (e). To account for the thermal
population factor, in Fig. 9 (f) we have also plotted the
imaginary part of the dynamical spin susceptibility, ob-
tained from the same data after Bose-factor correction:
χ ′′(Q,ω) = (1− e−}hω/kBT )S(Q,ω). Remarkably, the anoma-
lies related to the magnetic transition appear to be much
sharper for the inelastic signal than for the magnetic Bragg
peak in Fig. 1 (c). This could be due to the fact that for a
given energy transfer, E, only those magnetic regions whose
spin gap is larger than this energy (i.e. those that are char-
acterized by a sufficiently high local value of TN) would
yield an anomaly in the temperature dependence of the
INS intensity. Therefore, this measurement effectively se-
lects only a part of the magnetically ordered regions with
TN ¦ E/kB, whereas the Bragg peak intensity in Fig. 1 (c)
originates from the whole magnetic volume of the sample
independently of the local ordering temperature.
We have also studied the dispersion of the spin gap
along the out-of-plane direction by measuring the spin-
excitation spectrum at integer L, i.e. at the magnetic zone
boundary. In Fig. 10 (a), we show representative momen-
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Fig. 11 (color online). Comparison of the elliptical cross-sections
of the low-temperature INS intensity in the Q xQ y -plane projec-
tion for different compounds, measured at a constant energy, }hω,
which is indicated above each panel. (a) Ba(Fe0.88Mn0.12)2As2 sam-
ple from the present work. (b) Parent BaFe2As2 compound from
Ref. 105. (c) Electron-doped Ba(Fe0.85Co0.15)2As2 sample from
Ref. 69. (d) Hole-doped Ba0.67K0.33Fe2As2 sample from Ref. 106.
The white dotted lines in all panels mark Brillouin-zone boundaries
corresponding to the conventional body-centered tetragonal unit
cell. Note that both the orientation and the momentum scales in
all panels are identical.
tum scans through ( 12 02) measured at several energies
along the rocking trajectory in the (H 0 L)Fe1 plane (see
inset), whereas in Fig. 10 (b) we plot the corresponding
background-subtracted scattering function at the same wave
vector, obtained in the same way as the similar spectrum
in Fig. 9 (c). Again, the reference spectrum for the parent
compound from Ref. 65 is shown with the dashed curve for
comparison. Here, the 20 meV zone-boundary gap observed
in BaFe2As2 is also strongly suppressed and smeared out
upon Mn substitution, so that the gradual onset of magnetic
fluctuations is found near ∼ 5 meV, whereas the high-energy
offset of the spin gap stays unchanged at ∼25 meV. In the
framework of a localized Heisenberg-type description of
spin-wave excitations in iron pnictides,105 the spin-gap mag-
nitude at integer L is directly related to the value of the
effective out-of-plane exchange constant, J⊥. The observed
smearing of this gap in BFMA is therefore indicative of a
broad distribution of J⊥ within the sample, whose maximal
value coincides with that in the parent compound, whereas
at the opposite extreme of this distribution a small fraction
of the sample exhibits a quasi two-dimensional behavior
with the much smaller zone-boundary gap of only 5 meV.
C. In-plane ellipticity and the absence of charge doping
In iron arsenides, the ordering wave vector, QAFM =
( 12 0
1
2 )Fe1 , lies on the axis of twofold rotational symmetry
in the unfolded Brillouin zone, which determines its ellip-
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tical in-plane cross section. We demonstrated previously69
that the orientation of this ellipse and its aspect ratio can
serve as an indirect measure of the doping level and can
be well described by the band-structure theory. Indeed,
in electron-doped Ba(Fe1−xCox)2As2 (BFCA) the ellipse
is strongly elongated along the transverse direction,69,107
whereas in hole-doped Ba0.67K0.33Fe2As2 (BKFA) its longer
axis flips to the longitudinal direction.106,107 In compari-
son to the doped compounds, the cross section of mag-
netic excitations in BaFe2As2 is nearly isotropic, with only a
weak transverse elongation.105 In Fig. 11 (a) we present
a similar measurement of the in-plane cross section in
Ba(Fe0.88Mn0.12)2As2, measured at T = 4 K at an energy
transfer of 10 meV. The color map represents an interpo-
lation of several K-scans, measured with a regular step
along the H direction in the (H K H)Fe1 scattering plane.
For comparison, we reproduce the corresponding maps for
the pure BaFe2As2, electron-doped BFCA and hole-doped
BKFA in Figs. 11 (b), (c) and (d), respectively. One can see
that the x = 12% BFMA sample shows a nearly isotropic
in-plane cross section of the INS intensity, which is charac-
terized by the same aspect ratio and orientation as in the
parent compound and is clearly different from the much
more anisotropic response in the two superconducting sam-
ples. This indicates that the nesting properties and conse-
quently the size of the Fermi surface sheets are not affected
by the Mn substitution, in accordance with the absence of
either hole or electron doping demonstrated by NMR.54
D. Spin anisotropy of magnetic excitations
Recent polarized-neutron scatting measurements108 re-
vealed two components in the spin-wave spectrum of
BaFe2As2, characterized by the out-of-plane and in-plane
polarizations, with distinct zone-center spin gaps of 10 meV
and 16 meV, respectively. This observation implies that the
gradual onset of magnetic fluctuations, as measured by
conventional unpolarized INS [e.g. Fig. 9 (c) or Ref. 65], in
fact represents a sum of two steplike functions with dif-
ferent onset energies, similar to those observed in copper
oxides.109–112 Usually, the onset of the in-plane scattering
in iron pnictides can not be resolved as a separate step in
the unpolarized data. As a result, one expects that the low-
energy part of the spectrum between the spin-gap energy
and the midpoint of the spin-gap edge has an out-of-plane
polarization, in contrast to the higher-energy part of the
spectrum that should be more isotropic. This gives us an
opportunity to investigate the spin anisotropy of magnetic
excitations in BFMA and to verify if they adhere to the same
kind of behavior as in BaFe2As2 even without employing
polarized neutrons.
For this purpose, we have investigated the L-dependence
of the scattering amplitude at the ordering wave vector in
the x = 12% sample, as shown in Fig. 12. At the lowest
energy of }hω = 2 meV, which lies well below the onset en-
ergy of the spin gap, no measurable signal was found in
the magnetically ordered state at T = 4 K. At an elevated
temperature of 130 K, however, a periodic modulation of
intensity with several maxima at half-integer L values could
be observed [Fig. 12 (a)]. This behavior is typical for the
PM state of the pure and lightly doped iron pnictides,69,113
indicating the three-dimensional nature of the isotropic para-
magnon excitations above TN that ultimately gives rise to
the Qz-component of the magnetic propagation vector as
the system enters the AFM state.
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Fig. 12 (color online). (a, b) L-dependence of the background-
subtracted intensity in Ba(Fe0.88Mn0.12)2As2 in the low-temperature
AFM state (T = 4 K) and in the PM state (T = 130 K), mea-
sured at an energy transfer of 2 meV and 8 meV, respectively.
(c) Comparison of the low-temperature datasets (T = 4 K) at
several energies. (d) Schematic representation of the scatter-
ing function in the normal and ordered states, the latter con-
sisting of two broadened steplike functions corresponding to the
magnetic scattering intensity with out-of-plane (Szz) and in-plane
(Sxy) polarizations. (e) The Sxy/Szz ratio extracted from the fits
in panel (c). The expected energy dependence of this ratio is
schematically shown with the dotted line.
Above the spin-gap onset, a similar periodic modulation
was observed both above and below TN [Fig. 12 (b, c)]. At
intermediate energies of }hω = 6 and 8 meV, the reduction
of the scattering amplitude with increasing L in the AFM
state appears to be more rapid than expected for isotropic
spin fluctuations following the Fe2+ spin-only magnetic form
factor.69 This behavior results from the out-of-plane polar-
ization of the fluctuating moment, as the angle between
the momentum transfer, Q, and the c-axis falls off with in-
creasing L. By fitting the corresponding L dependencies for
various energy transfers, as shown in Fig. 12 (c), we could
extract the corresponding ratios of the magnetic scatter-
ing intensities with in-plane and out-of-plane polarizations,
Sxy/Szz , which are presented in Fig. 12 (e). These results
are consistent with the presence of two spin gaps for differ-
ent polarizations, as in the parent compound, though with
reduced energy scales [see Fig. 12 (d)]. We can therefore
confirm that the low-energy onset of the magnetic signal,
seen in Fig. 9 (c), originates predominantly from the out-
of-plane polarized moments, whereas the spin-gap onset
corresponding to the in-plane polarization is located above
8 meV, according to Fig. 12 (e).
V. SUMMARY AND DISCUSSION
A. The x-T phase diagram of Ba(Fe1−xMnx)2As2
We summarize our results in a schematic phase diagram
presented in Fig. 13, where we plot various temperature
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Fig. 13 (color online). Schematic phase diagram of BFMA after
Refs. 50, 51 and the present work. Composition of the samples
used in this study is indicated by arrows. The SDW transition
temperatures (TN or eTN), below which the whole volume of the
samples remains fully magnetic, as determined by transverse-field
µSR spectroscopy in section III C, are marked by circles. The
diamond symbol marks the onset of the elastic neutron-scattering
intensity at the AFM wave vector, TCG, which we define at 5%
of the magnetic Bragg peak’s maximal intensity. It is associated
with the formation of long-range magnetic correlations in the CG
phase. The star symbol stands for T ∗, defined by the position of the
inflection point in the temperature dependence of the resistivity
(Fig. 1) or by the 50% reduction in the oscillating component of
the muon asymmetry in zero field [Fig. 8 (c)].
scales characterizing magnetic order in BFMA vs. Mn con-
centration. Above the critical concentration of xc ≈ 10%,
we distinguish three distinct crossover temperatures. BeloweTN (circle), the sample orders antiferromagnetically in its
whole volume, as determined by transverse-field µSR spec-
troscopy in section III C. As the temperature is increased, the
magnetically ordered volume fraction decreases, whereas
the AFM order remains long-range, as evidenced by the
persistence of the magnetic Bragg peak intensity and by
its temperature-independent resolution-limited width. The
inflection point observed in the resistivity at T ∗ (star-shaped
symbol in Fig. 13) corresponds to the 50% reduction in the
magnetically ordered volume fraction (oscillating part of
the muon asymmetry), i.e. to the midpoint of the smeared
AFM transition. We also associate it with the percolation
threshold of the magnetically ordered clusters, reminiscent
of that found in Mn-substituted Sr3Ru2O7 upon varying Mn
content.114–116
At T > T ∗, the volume fraction of the AFM ordered clus-
ters corresponding to the oscillatory component of the zero-
field µSR signal rapidly vanishes. However, static magnetic
moments still persist in most of the sample volume in the
form of two distinct phases: (i) the CG phase, characterized
by long-range AFM correlations responsible for the remnant
magnetic Bragg peak intensity persisting up to 240 K, and
(ii) the SG phase that leads to a rapid exponential depolar-
ization of the muon asymmetry without long-range AFM
correlations. We define the CG onset temperature, TCG (di-
amond symbol in Fig. 13), at a point where the magnetic
Bragg peak reaches 5% of its maximal intensity. Above TCG,
the PM volume fraction reaches its saturation value and be-
comes nearly temperature-independent, marking the upper
boundary of the smeared AFM transition.
The region of phase coexistence, where magnetically or-
dered (CG-type) or spin-frozen (SG-type) clusters coexist
with paramagnetic regions on the nanoscale within the sam-
ple, is in line with the Griffiths-phase concept.1,19–21 It is
natural to associate the observed magnetic clusters with the
AFM rare regions, which are pinned at the local statistical
fluctuations of the Mn-ion distribution. As a result, the
AFM quantum critical point that is typical for most fami-
lies of iron-pnictide compounds is destroyed in the case of
Mn substitution by the phase-transition smearing, giving
way to a Griffiths-type behavior with the nanoscopic phase
coexistence.
B. Local moments in a metal with Fermi-surface nesting
In the present study, we have uncovered the microscopic
mechanisms that underlie the previously reported50 smear-
ing of the AFM phase transition in BFMA at high Mn con-
centrations. Most remarkably, we have demonstrated that
long-range AFM correlations between the static magnetic
clusters persist up to temperatures that are much higher
than the TN of the parent compound and exist well above
the percolation threshold. Indeed, although nearly 80% of
the sample volume is paramagnetic at T > TCG, a clearly
detectable magnetic Bragg peak persists in the x = 12%
sample even above this temperature, at least up to 240 K.
Moreover, the absence of oscillations in the zero-field µSR
response of the CG phase implies a nanoscopic size of the
magnetic clusters, such that the muons locally implanted
inside such clusters do not see them as a bulk ordered phase.
They possibly represent individual Mn moments or small
random configurations of such moments (rare regions) sur-
rounded by the spin-polarization clouds of the neighboring
Fe electrons.
These observations necessarily require the presence of
some long-range magnetic interaction, acting between the
small separated clusters through the PM volume in order
to establish the long-range coherence of their magnetic mo-
ments. The most natural candidate for such an interaction
is the RKKY exchange, which in the case of iron pnictides is
known to be strongly affected by the nearly perfect nesting
property of the Fermi surface.36,37 The BFMA compound
therefore represents a model system, in which localized
magnetic moments are randomly embedded into a SDW
metal, providing an interesting playground for theorists
to study the spin-glass behavior of magnetic impurities in
metals with Fermi surface nesting.
So far, the influence of disorder on magnetic properties
of iron pnictides has been mostly investigated only for the
case of nonmagnetic impurities. For instance, in a recent
theoretical study117 is has been shown using Monte Carlo
simulations that the introduction of non-magnetic impu-
rity sites into the Fe sublattice can lead to the formation of
anticollinear magnetic order, i.e. qualitatively alter the mag-
netic ground state of the material. There is also a persistent
interest in understanding the influence of disorder on the
superconducting properties of doped iron pnictides.118,119
Future theories extending these results to magnetic impu-
rities, which have not been addressed in detail until now,
– 12 –
should be informed by our present work. In particular, it
would be desirable to explain theoretically the existence of
a well defined critical concentration of Mn ions, xc, below
which no smearing of the AFM transition is observed. Un-
derstanding thermodynamical properties of a nesting-driven
SDW metal with embedded local moments also represents a
challenge that should be addressed in future studies.
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