Abstract-This paper shows four different methods to evaluate multiple-output logic functions using decision diagrams: Shared BDD (SBDD), Multi-Terminal BDD (MTBDD), BDD for characteristic functions (CF), and BDDs for Encoded Characteristic Function for Non-zero outputs (ECFNs). Methods to compute average evaluation time for each type of decision diagrams are presented. By experimental analysis using benchmark functions, the number of nodes and average evaluation time are compared. Our results show that BDDs for ECFNs outperforms MTBDDs, BDDs for CFs, and SBDDs with respect to both number of nodes and computation time. The sizes of BDDs for ECFNs are smaller than for MTBDDs, BDDs for CFs, and SBDDs.
. BDDs for CFs and MTBDDs are suitable for high speed evaluation. Unfortunately, the sizes of these BDDs tend to be too large. Thus, we have to resort to SBDDs, which require longer evaluation time.
In [7] , a new data structure, a BDD for encoded characteristic function for non-zero outputs (ECFN) is introduced. In this paper, we show that by using BDDs for ECFNs, logic evaluation can be more than two times faster than by using SBDDs. Also, the size of the memory is smaller than by using SBDDs.
II. FUNCTION EVALUATION USING BDDS
One method to represent a logic function is the branching program [1] . Fig. 1 shows a method to convert a BDD into a branching program. For a given logic function, construct a BDD, as shown in Fig. 1(a) . Then, replace each non-terminal node by an if then else statement. The result is a branching program, as shown in Fig. 1(b) . Then, by implementing this program on a computer, we can evaluate the logic function.
The time to evaluate a logic function for a given input is proportional to the number of non-terminal nodes that appear on the path from the root node to a terminal node. Fig. 1 . When 
Example 2.1 Consider the BDD in
(a) BDD. this involves traversing along three edges. Fig. 1 
also shows that the minimum path length is two, while the maximum path length is four. (End of Example)
As shown in the above example, the evaluation time depends on the input values. To estimate the evaluation time of different DDs, we introduce a metric average path length (APL), which measures the average evaluation time over all possible combinations. We measure the average evaluation time by the APL in the BDD. We assume that each variable occurs as a 0 with the same probability as a 1. That is, at any node, a 0-edge is as likely to be traversed as a 1-edge. Since, the probabilities that 0 and 1 occur are assumed to be equal and 1 2, we have P 
(End of Example) 
III. FUNCTION EVALUATION USING BDDS FOR ECFNS
A new method to represent multiple-output functions, using a BDD for ECFN (encoded characteristic function for non-zero outputs) [7] is faster and requires smaller memory than SBDDs. This section shows the properties of the BDD for ECFN. 
A. ECFN and Output Encoding Problem

Definition 3.2 For an m-output function f i
Note that different encodings can simplify the representation. 
Example 3.2 Consider the four-output function F
¦ ¡ f 0 ¥ f 1 ¥ f 2 ¥ f 3 £ , where f 0 ¦ 0, f 1 ¦ x 1 , f 2 ¦ x 2 ,
B. Optimization of BDDs for ECFNs
The BDD shown in Fig. 4 can be considered as a special case of a BDD for ECFN. As shown in Fig. 5 , in an SBDDg , the auxiliary variables appear above the input variables. However, in a general, the auxiliary variables and the input variables can be mixed together in the BDD for ECFN. By optimizing the ordering of the input and the auxiliary variables, the BDD can be minimized. In this way, a BDD for ECFN can be made smaller than the corresponding SBDDg . By optimizing both the output encoding and the variable ordering, we can obtain the BDD for ECFN having fewer nodes than the corresponding SBDDg .
Definition 3.3 The number of nodes in the BDD (including both non-terminal and terminal nodes) is denoted by nodes(BDD).
C. Fast Evaluation using BDDs for ECFNs
By using the BDD for ECFN in Fig. 6 , we can save memory and evaluate functions faster than the corresponding SBDDg . For example, when we apply the input Fig. 6 , we can see that all the outputs f 0 , f 1 , f 2 , and f 3 are 1. On the other hand, if we use the SBDDg in Fig. 4 , we need to traverse the BDD four times. This shows that a BDD for ECFN often evaluates several outputs in one traversal. Fig. 7 . Note that not all the auxiliary variables appear in a path from the root to a terminal node. Let
Example 3.4 Consider the BDD for ECFN shown in
1£ be an input to the BDD for ECFN. By traversing five paths 0 through path 4, we can evaluate eight outputs From here, we will show a fast method to evaluate a BDD for ECFN. During BDD traversal, when we encounter an auxiliary variable, by searching both subtrees for 0-edge and 1-edge, we can evaluate all the outputs efficiently.
Algorithm 3.1 (Evaluation of Multiple-Output Function using a BDD for ECFN) Let the input variables be X
¦ ¡ Fig. 7 by using Algorithm 3.1. Let the input vector be 
Example 3.5 Consider the evaluation of the BDD for ECFN shown in
The average evaluation time is obtained from the APL, which can be obtained similarly to the case of BDDs.
IV. EXPERIMENTAL RESULTS
For the selected MCNC benchmark functions [9] , we constructed MTBDDs, BDDs for CFs [1, 8] , and SBDDg s. Table II compares the average number of nodes and evaluation time of those decision diagrams. To construct BDDs for ECFNs, we used the encoding method presented in [6] and [7] . In the table, Name denotes the function's name, In denotes the number of inputs, Out denotes the number of outputs, Nod denotes the number of nodes, and Tra denotes the average number of edge traversal to evaluate all the outputs. For MTBDDs, Tra corresponds to the APL.
This table shows that sizes of BDDs for ECFNs are 81% of corresponding SBDDg . Also, the average number of edge traversal is 41% of corresponding SBDDg . However, because of the overhead for implementation the recursive traversal procedure, the time for one edge traversal in a BDD for ECFN is longer than in the SBDDg . The average evaluation time for MTBDDs and BDDs for CFs are smaller, but they are very large.
V. SUMMARY
In this paper, we presented four different methods to represent multiple-output functions by BDDs. We compared the sizes and the average number of edge traversal. Theoretically, decision-diagram (DD) based function evaluation is orders-ofmagnitude faster than traditional logic simulation methods [4] . The number of input variables is typically smaller than the number of gates in the circuit, which is the complexity of levelized complied-code simulation [1] . Unfortunately, the sizes of MTBDDs and BDDs for CFs grow very quickly.
Our experiments show that the functional evaluation using a BDD for ECFN is at least two times faster than SBDDg for the functions in Table II . The applications of the method include software synthesis [3] and logic simulation of small-scale circuits.
