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pollinator-dependent crops. There
were no differences in price trends,
however, between pollinator-
dependent and pollinator-independent
crops in the United States between
1966 and 2003 (J. Ghazoul and L.P.
Koh, personal communication). A
second indicator would be an increase
in the price farmers pay to rent honey
bees for pollination purposes. In fact,
the prices paid by North American
almond growers have increased
from $35 per hive in the early
1990s to $150 per hive today [8].
A key question for those concerned
with pollinator decline is whether
changes in pollinator abundance
translate into changes in crop
production [18–20]. Determining this is
not as easy as it would seem because
a multitude of inputs can limit crop
production, including soil fertility, pest
control, irrigation, and weather, thus
requiring large-scale experimental
manipulations to determine how often
pollination is a limiting factor at the
field scale. Aizen et al.’s [11] findings,
although non-experimental, suggest
that such limitation has not yet
occurred globally, though the lower
yield of the most pollinator-dependent
crops suggests that it may be
beginning to occur. A second key
question, and one that is more
difficult to answer, has to do not with
current yields but with risk. On this,
Aizen et al.’s [11] results are
unambiguous. Our increasing reliance
on pollinator-dependent crops could
act synergistically with our increasing
reliance on single pollinator species
to increase the risk of a future crisis
in the global food supply. The time
to act on diversifying our suite of
pollinators and solving honey bee
health problems is now — before we
see significant changes in crop
production.
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Figure 1. Pollinating bees.
(A) Native, wild bee (Augochlora pura) pollinating tomato. (B) European honey bee (Apis
mellifera) pollinating watermelon. Photo credit: Lisa Mandle.
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R969Purkinje Neurons: What Is the Signal
for Complex Spikes?
Cerebellar Purkinje neurons generate characteristic complex spikes; but are
these bursts of activity generated by somatic or dendritic excitability? A recent
study may have settled this debate by giving the soma the dominant role, but it
does not fully resolve the question of what information is transmitted
downstream of the Purkinje cells.Sungho Hong1
and Erik De Schutter1,2
The cerebellar cortex receives two
distinct types of afferent: mossy andclimbing fibers. While mossy fibers
carry inputs from many different
regions of the central nervous system,
climbing fibers originate only from the
inferior olive and contact only one cell
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Figure 1. Effects of a complex spike at different stages.
(A) During a complex spike (shaded), the dendritic excitation (red) causes a large calcium inflow, which triggers LTD of activated parallel fiber
synapses. However, the complex spike burst, seen at the soma (blue), is generated almost independently of the dendritic mechanisms, and
then surprisingly most of its characteristics are lost in the axon (green). (B) An additional dendritic spike can trigger a hyperpolarization
both at the dendrite and the soma, which leads to a longer pause in the spike train (magenta). This can become a reliable signal, transmitted
by the axon to the deep cerebellar nuclei neurons. (Adapted with permission from [11].)type, the Purkinje neuron. Even though
each Purkinje cell receives only one
climbing fiber input, this synaptic
connection is unusually strong and can
reliably evoke a strong depolarization
to generate a characteristic burst:
the complex spike. In vivo, a Purkinje
cell emits simple spikes with a rate of
w50 Hz [1], while the inferior olive,
the source of the climbing fiber inputs,
has a much lower firing rate ofw1 Hz;
as a result, complex spikes, which
are usually followed by a 10–30 msec
long pause [2], intermittently interrupt
the simple spike trains.
The Purkinje neuron is equipped
with the morphological and ionic
mechanisms to support these two
types of signaling. It has an extremely
elaborate dendritic structure which,
together with a low density of sodium
channels [3], effectively prevents
back-propagating spikes from
invading and affecting the dendritic
tree [4]. Furthermore, as already
suggested in an early study by Llina´s
and Sugimori [5], there are abundant
calcium-mediated mechanisms, such
as voltage-activated calcium and
calcium-dependent potassium
channels, that can generate dendritic
spikes. Historically, the voltage-gated
dendritic calcium spike has been
considered an important contribution
to the climbing-fiber-evoked complex
spike [6]. As observed in other neurons,
this dendritic spike could possibly
propagate toward the soma and axon,and thereby cause the second and
later spikes in a burst, or at least
a plateau depolarization. But it has
been unclear how much contribution
from the dendritic tree is actually
required [7], as later experiments
raised doubts about the importance
of the dendritic calcium spike for
generating the somatic burst — even
though the somatic complex spike
waveform barely changes, dendritic
local calcium influx can be greatly
reduced by either localized inhibition
[8] or climbing fiber plasticity [9]. Also,
dissociated Purkinje neurons, stripped
off their entire dendritic tree, can still
generate a bursting response to
a transient input [10].
Contrary to the dendritic paradigm,
Davie et al. [11] have now reported
that a complex spike can be evoked
exclusively by a large conductance
input at the soma, delivered via
a dynamic clamp, without leading to
any significant excitation of the distal
dendrite. Furthermore, the influence
of a dendritic spike on the somatic
burst waveform turned out to be quite
small: an extra dendritic spike rarely
leads to an extra somatic spike during
the burst. The reason for this is that
the Purkinje cell dendritic spike has
a small amplitude and a short duration,
plus it arrives at the soma with high
attenuation (w40%) and usually during
the somatic refractory period. Note
that the results of Davie et al. [11]
apply only to the intracellularwaveform — presumably dendritic
excitation is required to generate the
classic extracellular signal [12].
There is an ongoing debate about
what is signaled by climbing fibers and
how it affects the output of Purkinje
cells [13]. In the Marr-Albus-Ito theory
of cerebellar learning, the climbing fiber
carries an error feedback teaching
signal which induces long-term
depression (LTD) of activated parallel
fiber synapses on the Purkinje dendrite
[12]. In this view, the climbing fiber
delivers a Purkinje-neuron-specific
signal which, by its large calcium influx,
evokes LTD (Figure 1). An alternative
view is that the synchronized firing of
olivary neurons, transmitted via the
climbing fiber input, convey precise
timing information that is important
for motor control [14]. In this case,
regardless of synaptic plasticity,
climbing fiber input evokes distinctive
timing signals in Purkinje cells, which
propagate to the deep cerebellar
nuclei. Davie et al. [11], together with
an old finding of Callaway et al. [8],
suggest that the complex spike
somatic signal is almost indifferent
to what is happening in the dendrites,
which sounds compatible with the
latter viewpoint.
It seems unlikely, however, that the
complex spike would be propagated
in a distinguishable manner: even
though a Purkinje cell axon can
reliably transmit a spike train of up to
about 200 Hz, depending on conditions
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speed, propagation failure rapidly
increases above this firing rate and,
at 500 Hz, more than 50% of spikes
are lost during transmission [15,16].
Because complex spike bursts can
instantaneously exceed 500 Hz, only
two or three spikes of a single burst
are transmitted and this will hardly
change the output rate (Figure 1A).
This makes the observation by Davie
et al. [11] that the somatic burst shape
is evoked independent of dendritic
signaling puzzling and difficult to
interpret.
Surprisingly, Davie et al. [11] also
found that dendritic calcium spikes
influence another aspect of the Purkinje
cell response to climbing fiber input:
the length of the pause after a complex
spike increases byw50% with an
additional dendritic spike. This
elongation is caused by a significant
increase of the afterhyperpolarization
following the dendritic spike, possibly
due to calcium-activated potassium
currents, which play an important
role in regulating the Purkinje neuron
spike patterns [17].
It has previously been suggested
that pause coding might be important
in Purkinje cell signaling. Analysis of
spontaneous and evoked simple spike
trains has shown that they can be
divided into two components: regular
patterns with relatively short interspike
intervals and longer pauses [1]. While
it has been shown that complex spikes,
and presumably also their pauses, can
be synchronized over long distances
[18], the simple spike pauses are only
synchronized among neighboring
Purkinje cells [2]. A closely related
recent result is that parallel fiber
patterns generate a simple spike pause
which encodes the dissimilarity
between the input and patterns
previously learned by LTD [19]. The
proposed mechanism is similar to
that of Davie et al. [11]: LTD modulates
the voltage-gated calcium entry indendrites, which in turn determines
the activation of calcium-dependent
potassium channels and the level of
hyperpolarization. Taken together,
this suggests that the influence of the
climbing fiber evoked dendritic spike
on the duration of the pause following
the complex spike might be the
more important coding principle
(Figure 1B).
The final question is then how this
output is decoded in the deep
cerebellar nuclei. The simple spike
pause has been proposed to be an
effective signal [1,2] because deep
cerebellar nuclei neurons show
a strong rebound depolarization and
subsequent bursts when released from
a deep continuous hyperpolarization.
Interestingly, rebound spiking has
originally been proposed as
a mechanism that allows a deep
cerebellar nuclei neuron to identify
climbing fiber activation [20], but now
this can be extended to any pause. But
to fully understand how pause coding
works in this system we need a better
understanding of the synchronization
of pauses across the Purkinje cell
population and of the quantitative
anatomy of the Purkinje cell to deep
cerebellar nuclei projection [1].
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