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Abstract-Introducing a linear structure for a fuzzy relation, we could prove the linearity of the 
fuzzy integral with respect to this relation. It is known that the fuzzy integral does not have the 
linearity, so this becomes an obstacle in developing the fuzzy dynamic system. To avoid this, we 
will impose some restrictive assumptions for a fuzzy relation defined on the positive orthant of an 
n-dimensional Euclidean space. Also, fuzzy Markov decision processes with deterministic stationary 
policies are formulated and its characterization is given by a recursive equation in the fuzzy state. 
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1. INTRODUCTION 
Let denote F(lRn+) be the set of all fuzzy sets d on lR7, being upper semicontinuous with a compact 
support and supZCwn, S(x) = 1 where JR, 12 is the positive orthant of an n-dimensional Euclidean 
space. We will follow the usual notation in the fuzzy thoery. For any fuzzy set S on IR; and 
(Y E [0, l], its a-cut is defined by 
5, := {x E R”+ 1 S(x) > cy} (1 > Q > 0) and So := c4?{x E R”, 1 S(z) > 0) 
where c! means the closure of a set. We call 50 a support of 3. For fuzzy sets 5, ? and a scalar X, 





(X)(x) := s 1 ’ 0 
if X > 0, 
$0) (x)7 if X =O, 
2 E q, 
where XA~ = min{A,p} for X,p E R:, and IA(.) is the indicator function for any ordinary subset 
A of Rn+. 
Then, the corresponding cr-cut representations are as follows (see [l]): 
(a + qa = ii, + F,, for 5, ? and cx E [0, 11, 
(AS), = AS,, for S, X E IF!,:, and cy E [0, 11, 
whereA+B={x+y~x~Aandy~B}(A,BCIWn+)andXA={Xx~x~A}(AcIWn+,X~IWL~). 
This research is a joint work with M. Kurano, J. Nakagami, Y. Yoshida of Chiba University, Japan. The intensive 
discussions with the colleague have improved the results. 
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A fuzzy relation, in this paper, is defined by @ : lR3 x WT + [0, l], which satisfies the next two 
conditions. 
ASSUMPTION 1. 
(i) It is continuous on Ry x lR7 \ { (0, 0)) and 
(ii) @(., y) E 3(RT), for y E WT. 
Note that the continuity breaks at ((0, 0)) b ecause of the linearity introduced in the next 
section. The fuzzy relation 4 defines a rule of transition in dynamic fuzzy system. Also, it 
reduces the fuzzy measure I_~Q, and then the fuzzy integral can be defined. 
It is shown that, for any fuzzy set fi E F(WT), the fuzzy integral with respect to relation (1(x, .) 
becomes 
where pqcz,.)(D) = sup Q(z, Y) and ficr = {Y E a? I 1?(y) 2 a}, a E [O, 11. 
YED 
In this paper, the linearity of the fuzzy integral with respect to this relation is discussed in 
Section 2. In Section 3, fuzzy Markov decision processes with deterministic stationary policies 
are formulated and its characterization is given by a recursive equation in the fuzzy state. The 
discussion in Section 3 does not assume the linearity of the integral. 
2. RELATIONS FOR THE DYNAMIC FUZZY SYSTEMS 
Assumptions for relations of the dynamic fuzzy system are imposed as follows. 
ASSUMPTION 2. 
(i) (Convexity) Q(., y) is convex for each y, that is, &(y) is a convex set for each cr, y. 
(ii) (Linearity) Q(+, ay + bz) = a@(., y) + bq’(-, z) for each y, z and a, b > 0. 
LEMMA 1. Let A be a convex set. For a, b 2 0, it holds that 
aA+bA=(u+b)A. 
PROOF. It is clear. The proof is omitted. 
Note that since we are considering the integral by the fuzzy relation, the fuzzy integral is not 
the usual scalar one, but the fuzzy set. Therefore, the scalar product and sum appearing in the 
next theorem must be understood in the sense of the fuzzy operation. 
LEMMA 2. Assumption 2(ii) is equivalent to 
G(UY + bz) = GUY) +bGaa(dr for a 2 0. 
PROOF. Since &(y) = {Z E WY 1 ij(z, y) 2 a}, it is easily obtained. 
THEOREM 1. Under these assumptions, the linearity of the fuzzy integral with respect to the 
relation holds, that is, for S, F E F(R3) and a, b _> 0, 
f 
(US+ bF)dij(z,.) = a 
f 
sdQ(z,.) + b 
f 
Fd@(z,.), 5 E iR;. 
PROOF. Using two lemmas, Assumption 2 implies this linearity. 
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3. RECURSIVE EQUATION OF FUZZY MDP 
The previous assumption is somewhat too restrictive, so we try to discuss the dynamic de- 
cision process without this assumption. Our main tool is to use a-cuts. Firstly, using Zadeh’s 
extention principle [2], we will define the total fuzzy reward in the deterministic Markov decision 
process(MDP) and their associated rewards of stationary policy are characterized by the fixed 
point of a mapping. 
In this section, we will formulate a fuzzy Markov decision process which transition follows a 
deterministic law. The policy is restricted to a stationary deterministic one. 
A rough sketch on the classical MDP is described by the set 
(X, A, 4, r). 
We consider, for simplicity, the case such that X is a compact state space, A is a compact 
action space, a deterministic transition function q : X x A --f X and a bounded reward function 
r:XxA + [O,M], where M is a positive constant. A stationary policy f(“) = (f, f, . . . ) is 
a sequence of function f from X to A and ,8 denotes a discount factor. Hereafter, assume that 
each of q, r, f is continuous. 
Under these assumptions, the aim of this section is to formulate a fuzzy Markov decision process 
from the classical one. 
Let us denote that F(Y) equals the set of all upper semicontinuous fuzzy sets on Bore1 set Y. 
Using the above notion, define the fuzzy state S as in the set of all fuzzy state space F(X). 
Similarly the fuzzy action 6 as in the set of all fuzzy action space F(A). 
To consider the recursive equation in the fuzzy MDP, we fix the policy f(“) = (f, f, . . . ) so 
could be used for simplicity. 
For a fuzzy state fi E 3(X) and fixed policy f coo) = (f, f, . . . ), let define a fuzzy transition by 
@f@)(Y) := sup@(z); 4f(X) = Y> z E X1, YEX 
and a fuzzy reward by 
ff(l?)(Z) := sup{fqz); 3: E x, 7-f(X) = z}, z E P,J4, 
respectively. 
If we adapt the fuzzy policy f(“) = (f, f, . . . ),the fuzzy state process changes as time goes by, 
PO := F E wa fit+1 := 4f(% 
for t = 0, 1,2, . . . . 
Now for the initial fuzzy state 2, and the stationary policy f(“) = (f, f, . . ), the discounted 
total fuzzy reward is defined formally as 
fi,(,) := -f$(@-). 
t=o 
This is a formal sum so that we must discuss its convergence. 
Let CS[O, A.41 be a set of all closed subset in the interval [0,1M]. And let p be Hausdroff metric 
on CS[O, M]. Hence, the space (CS[O, hl], p) b ecomes a compact metric space. 
To discuss the convergence for fuzzy states, the a-cut is a useful tool as previously applied 
in [3]. 
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DEFINITION 1. For S,,: E F(X), 
S,--+Sasn-+co, 
if and only if 
suP{P(&, Q; 0Icr~1}--t0 asnnco, 
where the subscript a means the corresponding a-cut. 




The fuzzy total reward R,(@) with a stationary policy f(“) = (f, f, . . . ) and the initial 
fuzzy state 6 converges. 
For any QI > 0, 
&(l?), = 5 PtQ(pt)(2 
t=o 
where 110 := 13 E F(X), &+I := (If(&), for t = 0, 1,2,. . . with the fuzzy transition @. 
us consider the following function space 
v:= ~:cs(x)+cs(~,&])}. 1 
That is, for any closed set D c X, if u E V, then w(D) is a closed subset, of [0, M/(1 - p)]. Let 
define an operator Uf associated with a policy f(“) = (f, f, . . . ) from V to V such that 
up(D) := rf(D) + PdqAD)), 
where qf(D) := {qf(x);x E D}. 
for v E V, D E CS(X) 
LEMMA 3. The operator Uf for each policy f(“) = (f, f, . . . ) is a contractive mapping on V. 
Hence, by this lemma, there exists a fixed point and we denote it as vi E V. 
THEOREM 3. The fuzzy total reward R,(p) with an initial fuzzy state @ and a fuzzy stationary 
policy f(“) = (f, f, . . ) is characterized by using cr-set as 
&(l?)Q: = q&)7 OIo!<l 
PROOF. From Theorem 2 and Lemma 3. 
t=o 
= ~.f@J + P&(Qf@a)). 
Since ii,($), depends on $,, it could be assigned as v(j&) := l?f (p),. Letting D = I?,, 
v(D) = Ufv(D). 
That is, u is the fixed point of Uf and v = vi. I 
This report is the preliminary results about the fuzzy integral and Markov decision processes. 
It will be applied to define a fuzzy potential and the multistage decision processes in order to 
expand the notion of fuzzy. 
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