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Controller Synthesis for Nonlinear Systems
with Reachability Specifications Using Monotonicity
Vladimir Sinyakov and Antoine Girard
Abstract— In this paper, we consider a control synthesis
problem for a continuous-time nonlinear system. The problem
under consideration consists in driving the state of the system
to some target interval at a given time instant. We propose
a solution based on candidate under-approximations of the
backward reachable sets using multi-dimensional intervals. We
show that a suitable controller can be designed by enforcing a
monotonicity property of the closed-loop system on these inter-
vals. For this purpose, we utilize the monotonicity conditions
for nonlinear systems with inputs in the infinitesimal form.
From these differential inequalities on the control strategy,
we design some particular controllers which are time-varying,
linear with respect to the state. The approach is illustrated by
two examples.
I. INTRODUCTION
This paper is concerned with the control problem of
steering a nonlinear system to a specified target set at a
given time instant. The system under consideration is of
general nonlinear time-varying type with time-varying un-
certainty. The proposed solution strategy is constructed using
candidate multi-dimensional interval under-approximations
of the backward reachable (i.e. co-reachable) sets. A suitable
controller, which keeps the trajectories inside these intervals,
can be designed by enforcing a monotonicity property for the
closed-loop system.
There exist several different approaches to control syn-
thesis problem in the aforementioned setting. Our approach
belongs to the class of methods which do not require state s-
pace discretization and do not directly approximate the right-
hand side [1], [2], [3], [4]. Those methods usually consider
simple-shaped regions like ellipsoids or parallelotops as basic
under-approximations of the backward reachable sets. From
these under-approximations, one can usually construct the
corresponding controller (see, e.g. [5]). Such methods can
yield families of approximations which may be combined
into one covering a larger part of the actual co-reachable sets.
Our paper follows this paradigm as well. Multi-dimensional
intervals are obviously a particular case of parallelotops.
However, we believe that the class of systems, to which
our approach is applicable, and the proposed solution based
on monotonicity, are different from what is present in the
literature.
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This work is motivated by symbolic control, a control
design methodology where discrete abstractions (also called
symbolic models) are used to enforce complex behaviors of
continuous dynamical systems [6], [7]. In symbolic control,
one of the methods for constructing a symbolic model from
a continuous-time control system is to associate symbolic
states with elements of a partition of the state space and
to define transitions from one state to another if and only
if there is a controller steering every trajectory initiating
from the region associated with the first state to the one
associated with the second state (see e.g. [8], [9]). The
problem of polytope-to-polytope control for nonlinear sys-
tems in relation with symbolic control has also been studied
using algebraic properties of multi-affine and polynomial
vector fields in [10], [11], [12], or a combination of linear
approximations with robust control in [13].
Our approach is based on a monotonicity property. In-
tuitively, monotone systems are systems that preserve some
partial ordering on their trajectories. The notion of monotone
systems with inputs was introduced in [14] where the defini-
tion depends on a particular partial order under consideration.
In this paper, however, we focus on monotonicity with
respect to a specific partial order on vector spaces given by
less or equal relation between the components. In Section III,
we establish sufficient conditions for monotonicity for a non-
linear time-varying system with inputs. Similar differential
conditions are known for time-invariant systems with inputs
[14] and time-varying systems without inputs (e.g. [15]).
However, the authors are not aware of a previous result with
both features.
In Section IV, we use the conditions for monotonicity to
derive sufficient conditions on the controller to solve our
reachability problem (Proposition 2). In Subsection IV.A,
we then consider a class of monotone nonlinear control
systems for which we verify using the obtained results that a
particular control strategy solves the problem and is maximal
in some sense. For that class of systems, the approach can
be seen as an extension of [16] where a robust controlled
invariance problem was considered, which is essentially a
problem of controlling a multi-dimensional interval into
itself. Next, in Subsection IV.B we consider a more general
class of (not necessarily monotone) nonlinear systems and
propose a solution based on time-varying linear feedback
control strategies. Finally, in Subsection IV.C we discuss
how to construct a hybrid controller applicable in a larger
region from several control strategies obtained for different
multi-dimensional intervals.
The paper ends with two examples illustrating the ap-
proach. In the first example we construct one of the maxi-
mal by inclusion multi-dimensional intervals on which the
reachability problem has a solution. The second example
shows the application of our approach to an autonomous
vehicle control problem. This example illustrates the interval-
to-interval control synthesis using a number of elementary
interval approximations.
Notations: For x ∈ Rn, ‖x‖∞ = maxi |xi| is the infinity
norm. Let diag(x) denote a diagonal matrix with elements of
x ∈ Rn on the diagonal. Given vectors x, x′ ∈ Rn, x  x′
stands for xi ≤ x′i for all i = 1, . . . , n. Using this partial
order, we define multi-dimensional interval sets as follows:
for x, x ∈ Rn, [x, x] = {x | x  x, x  x}. Similarly, given
matrices M , M ′ of the same dimensions, M  M ′ stands
for Mi,j ≤M ′i,j for all i, j. 2X denotes the set of all subsets
of X . For a set-valued map W : [0, T ] −→ 2Rnw , the space
of all Lebesgue measurable functions w(·) on [0, T ] such
that w(t) ∈W (t) a.e. is denoted by L∞([0, T ],W (·)). For a
set-valued map Z: [0, T ] −→ 2Rnx , we denote the set of all
pairs (t, x) ∈ [0, T ]×Rnx such that x ∈ Z(t) by graph(Z).
Given a function h: A −→ R, we denote by Arg min
a∈A
h(a)
the set of all minimizers {a∗ ∈ A | h(a∗) = min
a∈A
h(a)}.
II. PROBLEM FORMULATION
Consider a nonlinear system of the form:
x˙ = f(t, x, u, w), u ∈ Rnu , w ∈W (t) ⊆ Rnw . (1)
Here u is the control and w is the disturbance. The problem
under consideration is to synthesize a control strategy u :
[0, T ] × Rnx → Rnu , which takes values in U ⊆ Rnu and
steers the system to the target set X1 ⊆ Rnx at time T > 0,
for any disturbance w.
We assume that the vector field f is continuous in
(t, x, u, w), continuously differentiable in (x, u, w), Lips-
chitz in (x, u). In particular, suppose we have
‖f(t, x, u, w)− f(t, y, u, w)‖∞ ≤ L‖x− y‖∞. (2)
A control strategy u : [0, T ] × Rnx → Rnu is admissible
if u is continuous in (t, x), continuously differentiable and
Lipschitz in x ∈ Rnx . We assume that the set of all possible
realizations of the disturbance w is L∞([0, T ],W (·)) where
the map W (·) is continuous.
Now let u be an admissible control strategy. Consider the
closed-loop system
x˙ = f(t, x, u(t, x), w) = F (t, x, w), w ∈W (t). (3)
Due to our assumptions, for all initial positions (t0, x0) ∈
[0, T ) × Rnx and all admissible disturbances w ∈
L∞([0, T ],W (·)), the solution of this system exists on the
whole interval [0, T ] and is unique. Let us denote this
solution as x(·; t0, x, w).
Next, we give the definition of strong invariance.
Definition 1: A set-valued map Z: [0, T ] −→ 2Rnx is
strongly invariant with respect to F if for all 0 ≤ t1 < t2 ≤
T , for all x ∈ Z(t1) and all w ∈ L∞([0, T ],W ) the solution
x(·; t1, x, w) exists on [t1, t2] and the following inclusion
holds: x(t2; t1, x, w) ∈ Z(t2).
Formally the main problem we consider in this paper is
formulated as follows.
Problem 1: Design an admissible control strategy u :
[0, T ] × Rnx → Rnu and a set-valued map X−: [0, T ] −→
2R
nx , strongly invariant with respect to F , such that
u(t, x) ∈ U ⊆ Rnu for all (t, x) ∈ graph(X−),
and for every position (t0, x0) ∈ graph(X−), the trajectory
of the closed-loop system (3) which starts from this position
reaches the target set at time T : x(T ; t0, x0, w) ∈ X1 for all
w ∈ L∞([0, T ],W (·)).
We call the set X−(t) the controllable set at time t. We
would like to emphasize that if X− is strongly invariant
with respect to F and such that X−(T ) = X1, then by
Definition 1, it follows that x(T ; t0, x0, w) ∈ X1, for all
(t0, x
0) ∈ graph(X−), for all w ∈ L∞([0, T ],W (·)).
For the following discussion let us introduce some addi-
tional related notion.
Definition 2: The set of all states x for which there exist
an initial state x0 ∈ X0 and an admissible input w(·)
such that x(t; 0, x0, w) = x is called the reachable set of
system (3) and is denoted Xr(t; 0, X0).
III. SUFFICIENT CONDITION FOR
MONOTONICITY
Consider a nonlinear system of the form
x˙ = F (t, x, w), w ∈W (t). (4)
Here W (t) = [w(t), w(t)] where w(·) and w(·) are con-
tinuous. Let F be continuous in (t, x, w), continuously
differentiable in x and in w and Lipschitz in x. Let Z be a
set-valued map, strongly invariant with respect to F .
Definition 3: The system (4) is monotone in graph(Z)
if for all 0 ≤ t1 < t2 ≤ T , for all x, x′ ∈ Z(t1) for all
w,w′ ∈ L∞([t1, t2],W (·))
x  x′, and ∀t ∈ [t1, t2], w(t)  w′(t)
⇒ ∀t ∈ [t1, t2], x(t; t1, x, w)  x(t; t1, x′, w′). (5)
If Z(t) = Rnx for t ∈ [0, T ] the system is simply called
monotone.
Now consider Z(t) = [x(t), x(t)] where x(·) and x(·)
solve the following system of equations:
x˙(t) = F (t, x(t), w(t)), x(0) = x0, (6)
x˙(t) = F (t, x(t), w(t)), x(0) = x0. (7)
Under our assumptions, the solution to these equations exists
on the whole time interval [0, T ]. The main result of this
section is the following.
Proposition 1: Consider system (4), initial value problem
(6), (7) and let the following conditions hold for all (t, x) in
some neighborhood of graph(Z) and all w ∈W (t):
∂Fi
∂xj
(t, x, w) ≥ 0, ∀i 6= j, (8)
∂Fi
∂wk
(t, x, w) ≥ 0, ∀i, k. (9)
Then Z(t) 6= ∅, for all t ∈ [0, T ] and Z is strongly invariant
with respect to F .
Remark 1: In the following proof we, in fact, only use
the continuity and monotonicity of Fi with respect to the
corresponding components of the state space vector and the
inputs. The monotonicity condition in the differential form
above may be easier to use in the synthesis problem.
Proof: First, let us establish the claim of the proposition
in the case when conditions (8), (9) hold for all x ∈ Rnx .
To prove it we utilize the dynamic optimization approach.
Let us define the value function:
V (t, x) = min
w∈L∞([0,t],W (·))
σ(x(0; t, x, w)) =
min
w∈L∞([0,t],W (·))
max
i
max{xi(0; t, x, w)− x0i ,
x0i − xi(0; t, x, w), 0}.
On one hand, the reachable set at time t satisfies the
relation [17]:
Xr(t; 0, X
0) = {x | V (t, x) ≤ 0}, X0 = [x0, x0]. (10)
On the other hand, V is the viscosity solution of the
Hamilton-Jacobi-Bellman equation (for instance, see [18])
Vt + max
w∈W (t)
〈
Vx, F (t, x, w)
〉
= 0, V (0, x) = σ(x). (11)
Consider now a function of the form
V −(t, x) = e−Lt max
i
max{xi − xi(t), xi(t)− xi, 0}. (12)
For inequality
V −(t, x) ≤ V (t, x) (13)
to hold it is sufficient for V − to be a subsolution of
equation (11):
q + max
w∈W (t)
〈
p, F (t, x, w)
〉 ≤ 0, (q, p) ∈ D+V −(t, x),
(14)
V −(0, x) = σ(x), x ∈ Rnx . (15)
Since V − is convex in x, its superdifferential D+V −(t, x)
is either empty or singleton for all (t, x). Therefore, it is
sufficient for (14) to hold at every point of differentiability
of V −.
Let us consider the case when V −(t, x)eLt = xi − xi(t):
−LV −(t, x)eLt − x˙i(t) + max
w∈W (t)
Fi(t, x, w) ≤ 0
Since Fi is monotone in each wk, we have
x˙i(t) ≥ Fi(t, x, w(t))− LV −(t, x)eLt.
Let
ξj(t, x) =
{
xj , xj ≤ xj(t),
xj(t), xj > xj .
, j = 1, . . . , n.
Then we estimate
Fi(t, x, w(t))− LV −(t, x)eLt ≤
Fi(t, ξ(t, x), w(t)) +
[
L‖x− ξ(t, x)‖∞ − LV −(t, x)eLt
]
.
Here we utilized (2). One may observe that the expression
in the square brackets is equal to zero. Note that in the
considered case ξi(t, x) = xi(t). Using monotonicity of Fi
with respect to xj for i 6= j we obtain the relation:
x˙i(t) ≥ Fi(t, x(t), w(t)).
Similar reasoning in the case when V −(t, x)eLt = xi(t)−
xi gives us the differential inequality
x˙i(t) ≤ Fi(t, x(t), w(t)).
Thus, for (14) and (15) to hold for all (t, x) ∈ [0, T ]×Rnx
it is sufficient that
x˙i(t) = Fi(t, x(t), w(t)), x(0) = x
0,
x˙i(t) = Fi(t, x(t), w(t)), x(0) = x
0
which indeed hold. Therefore, a function V − given by (12)
is well-defined on [0, T ]×Rnx and satisfies inequality (13).
Observe from the definition of the value function that
V (t, x(t)) = V (t, x(t)) = 0.
Therefore,
V −(t, x(t)) = V −(t, x(t)) = 0.
But this is only possible if x(t)  x(t). Thus, Z(t) 6= ∅.
Now from (10) and (13) we have the over-approximation:
Xr(t; 0, X
0) ⊆ Z(t) ≡ [x(t), x(t)].
From this relation it follows that for every x0 ∈ X0
and every w ∈ L∞([0, T ],W ) the solution x(·; 0, x0, w)
exists on [0, T ]. Moreover, repeating the whole argument for
(t1, Z(t1)) instead of (0, X0) we obtain the relation:
Xr(t; t1, Z(t1)) ⊆ Z(t) ≡ [x(t), x(t)].
Therefore, from the definition of the reachable set we get the
strong invariance of Z.
Observe now that the property Z(t) 6= ∅ depend
on values of F in an arbitrary small neighborhood of
{(t, x(t), w(t)), t ∈ [0, T ]} and {(t, x(t), w(t)), t ∈ [0, T ]}.
In turn, the property of Z being strongly invariant depend on
values of F in an arbitrary small neighborhood of graph(Z).
This observation completes the proof of the proposition.
Corollary 1: The system (4) is monotone in graph(Z). If
in Proposition 1 conditions (8), (9) hold for all x ∈ Rnx then
the system is monotone.
Proof: Consider x, x′ ∈ Z(t1), x  x′ and some
w,w′ ∈ L∞([t1, t2],W ), w(t)  w′(t), t ∈ [t1, t2].
Since Z is strongly invariant and [x, x′] ⊆ Z(t1), al-
l trajectories starting from [x, x′] at time t1 lie inside
graph(Z). Then the assumptions of Proposition 1 hold
for [x(t; t1, x, w),x(t, t1, x′, w′)]. Thus, this interval is non-
empty for all t ∈ [t1, t2] or, in other words, x(t; t1, x, w) 
x(t, t1, x
′, w′).
IV. CONTROL SYNTHESIS
In this section, we derive the conditions for control strate-
gies u : [0, T ]×Rnx → Rnu to solve the problem of steering
system (1) into the target set X1 = [x1, x1]. We assume that
W (t) = [w(t), w(t)] as previously.
Consider two control inputs u1(·), u2(·) ∈ L∞([0, T ];U).
Let x(·) and x(·) be the trajectories of system (1) with
disturbances w(·) and w(·) correspondingly:
x˙(t) = f(t, x(t), u1(t), w(t)), x(T ) = x1, (16)
x˙(t) = f(t, x(t), u2(t), w(t)), x(T ) = x1. (17)
Those equations are to be integrated backward in time on the
interval [0, T ]. We assume that x(t)  x(t), for all t ∈ [0, T ].
In our construction we use the interval [x(t), x(t)] as the
controllable set X−(t).
Proposition 2: Consider a control strategy u(t, x) which
is continuous in (t, x), continuously differentiable and Lips-
chitz in x and such that u(t, x(t)) = u1(t) and u(t, x(t)) =
u2(t) where the functions x(·) and x(·) are defined by
equations (16) and (17) respectively with x(t)  x(t),
t ∈ [0, T ]. Suppose that u(t, x) ∈ U for all t ∈ [0, T ] and
x ∈ [x(t), x(t)]. Let conditions
∂f(t, x, u(t, x), w)
∂x
+
∂f(t, x, u(t, x), w)
∂u
∂u(t, x)
∂x
 γI,
(18)
∂f(t, x, u(t, x), w)
∂w
 0 (19)
be satisfied for all t ∈ [0, T ], for all x in some neighborhood
of [x(t), x(t)], all w ∈ W (t) and for some γ ∈ R. Here I
is the identity matrix. Then u and X− given by X−(t) =
[x(t), x(t)] solve Problem 1.
Proof: For this strategy to solve control synthesis
problem of reaching the target set X1, it is sufficient that the
closed-loop system satisfies the conditions of Proposition 1
since X−(T ) = X1. This is indeed the case since the con-
ditions (18) and (19) coincide with (8) and (9) respectively
written in a matrix form. It then follows that X− is strongly
invariant and u enforces the monotonicity of the closed-loop
system in graph(X−).
A. Special case
Let us now consider a nonlinear system with the following
special structure (nu ≤ nx):
x˙i = fi(t, x, ui, w), 1 ≤ i ≤ nu,
x˙i = fi(t, x, w), nu < i ≤ nx. (20)
Here u ∈ U = [u, u] and w ∈ W (t). Let us introduce some
notations:
xˆ(t) = 12 (x(t) + x(t)), x˜(t) =
1
2 (x(t)− x(t)),
uˆ = 12 (u+ u), u˜ =
1
2 (u− u).
(21)
Proposition 3: Let the monotonicity conditions
∂fi
∂xj
≥ 0, ∂fi
∂ui
≥ 0, ∂fi
∂wk
≥ 0
hold for all 1 ≤ i, j ≤ nx, 1 ≤ k ≤ nw, i 6= j, for all
t ∈ [0, T ], for all u ∈ U and all w ∈W (t).
Consider an interval X−(t) = [x(t), x(t)] defined by the
equations
x˙i(t) = fi(t, x(t), ui, w(t)), 1 ≤ i ≤ nu,
x˙i(t) = fi(t, x(t), w(t)), nu < i ≤ nx,
x˙i(t) = fi(t, x(t), ui, w(t)), 1 ≤ i ≤ nu,
x˙i(t) = fi(t, x(t), w(t)), nu < i ≤ nx.
with the terminal conditions
x(T ) = x1, x(T ) = x1.
This is a maximal by inclusion interval which solves Problem
1 for some strategy u(t, x): every multi-dimensional interval
Z ⊃ X−(t) contains uncontrollable states.
Proof: First, observe that the strategy u∗ defined by
u∗i (t, x) = uˆi −
xi − xˆi(t)
x˜i(t)
u˜i (22)
solves Problem 1 for the controllable set X−(t) =
[x(t), x(t)]. Indeed, conditions of Proposition 2 are clearly
satisfied in this case.
Now let u(·) be an arbitrary control input from
L∞([0, T ], U). Consider the following system
x˙i(t) = fi(t, x(t), ui(t), w(t)), i = 1, . . . , nu,
x˙i(t) = fi(t, x(t), w(t)), nu < i ≤ nx
with the initial condition
x(t0) = x
0.
Assume that x0  x(t0). Then due to monotonicity of (20)
and uniqueness of its solution, x(T )  x1. Therefore, the
system is not controllable from (t0, x0).
Similar reasoning for the case x0 ≺ x1 completes the
proof.
B. Linear feedback case
We build up on the previous case considering now more
general linear feedback control strategies for system (1) with
U = [u, u]. Let Γ(t) = (γki(t)) be an nu × nx matrix such
that
ni∑
i=1
γki(t) ≤ 1, γki(t) ≥ 0, ∀k.
Then we may define a linear-feedback control strategy u
by the formulas:
u(t, x) = uˆ− diag(u˜)Γ(t)[diag(x˜(t))]−1(x− xˆ(t)),
x˙(t) = f(t, x(t), uˆ− diag(u˜)Γ(t)e, w(t)), x(T ) = x1,
x˙(t) = f(t, x(t), uˆ+ diag(u˜)Γ(t)e, w(t)), x(T ) = x1
where xˆ(t), x˜(t), uˆ and u˜ are the same as in (21) and
e = (1, . . . , 1)T . If xi(t) < xi(t) for all 1 ≤ i ≤ nx
and all t ∈ [0, T ] then this strategy is well-defined in the
region graph(X−). Indeed, one may directly check that
u(t, x) ∈ [u, u] in this region. Controllers of this form (for
parallelotopic regions) were considered in [3].
The monotonicity condition above gives us a relation for
Γ(t):
∂f(t, x, u(t, x), w)
∂x
diag(x˜(t))−
∂f(t, x, u(t, x), w)
∂u
diag(u˜)Γ(t)  γI,
∀t ∈ [0, T ], ∀x ∈ Rnx , ∀w ∈W (t)
for some γ ∈ R. The special case of the previous subsection
corresponds to Γ(t) = Inunx .
Now suppose we have the following estimates
∂f(t, x, u, w)
∂x
 A(t), ∂f(t, x, u(t, x), w)
∂u
 B(t).
Then it is sufficient for Γ(t) to satisfy
A(t) diag(x˜(t))  B(t) diag(u˜)Γ(t) + γI.
For example, if f(t, x, u, w) = A(t, w)x+B(t, w)u+c(t, w)
with A(t, w) ∈ [A,A] and B(t, w) ∈ [B,B] then we have
the following condition:
A diag(x˜(t))  B diag(u˜)Γ(t) + γI.
C. Discontinuous control strategies
Normally, a different choice of inputs u1 and u2 results in
different interval sets [x(t), x(t)]. In general, among those
sets there are maximal ones: the intervals which are not
included into any other such intervals at some t. Computing
different such intervals we may then construct a discontinu-
ous controller for a larger controllable set as follows.
Let us(t, x), s = 1, . . . , N be basic controllers for the con-
trollable intervals X−s (t) = [x
s(t), xs(t)] and let V −s (t, x) be
the corresponding functions of type (12). Then u(t, x) can
be formally defined by
s∗(t, x) = min
[
Arg min
1≤s≤N
V −s (t, x)
]
,
xˆs(t) = (xs(t) + xs(t))/2, x˜s(t) = (xs(t)− xs(t))/2
u(t, x) = us∗(t,x)(t, x)
with the corresponding controllable set
X−(t) =
⋃
1≤s≤N
X−s (t).
Effectively, we chose the number s such that x(t0) ∈ X−s (t0)
once and then use the corresponding control strategy us(t, x).
The controller u(t, x) above solves a version of Problem
1 where the admissible strategy is just Lebesgue measurable
in (t, x).
V. EXAMPLES
Example 1. Consider a two-dimensional nonlinear system:
x˙1 = ux1(1 + x2) + w1,
x˙2 = − 11+x21 −
2x32
1+x22
+ w2.
Here u ∈ [0, 1] is the control, w ∈ [−1, 0]× [−1, 1] is the
disturbance. This system is of the type (20) above. Let us
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Fig. 1. Simulated trajectory of the closed-loop system.
compute the strategy and the corresponding controllable set
of Proposition 3.
Figure 1 depicts the target set in red, X−(0) in green,
x(·) and x(·) in black and a simulated trajectory x(·) of the
closed-loop system in blue.
Example 2. Examples of monotone systems naturally
arise in many applications. One such area is the control
of autonomous vehicles. In [19], for instance, an efficient
solution to the vehicle platooning problem, which is based
on monotonicity of the system, was proposed.
Here we would like to consider the following takeover
maneuvre problem. Taking the kinematic car model as a
starting point we then perform an input transformation which
gives the following nonlinear control system ([20], p. 371):
x˙ = u1,
y˙ = u1 tan θ,
θ˙ = u1 tanφ,
φ˙ = u2.
Here u1 ∈ [0, 1], u2 ∈ [−1, 1] are the controls. Variables x
and y describe the position of the car, θ is the angle between
the car body and x axis, φ is the steering angle with respect
to the car body. This model is applicable for small absolute
values of θ and φ. Therefore, we pose the following state-
space constraints |θ| ≤ θ1, |φ| ≤ φ1 < pi/2.
In the following we only consider the last three equations
of this system. Let z = [y, θ, φ]T . The goal of control here
is to steer the system from any state in
X0 = [0.01, 0.03]× [−0.01, 0.01]× [−0.001, 0.001]
to some state in
X1 = [−0.01, 0.01]× [−0.01, 0.01]× [−0.001, 0.001].
Physically, if the road is aligned with the x axis, this may
correspond to a transition from one lane to another.
As we consider potential applications of the approach
to the symbolic control framework, the regions X0 and
X1 may, for instance, represent two states of a symbolic
model. If using our approach we obtain a controllable set
which includes X0 then the symbolic model would have the
corresponding transition between X0 and X1.
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Fig. 2. Cover of the initial region X0 by the controllable regions of
different basic control strategies.
Proceeding to the solution, the monotonicity condition
reads0 u1/ cos2 θ 00 0 u1/ cos2 φ
0 0 0
+
tan θ 0tanφ 0
0 1
 ∂u(t, z)
∂z
 γI.
Therefore, we obtain the relations:
∂u1(t, z)
∂θ
tan θ +
u1
cos2 θ
≥ 0,
∂u1(t, z)
∂φ
tan θ ≥ 0, ∂u1(t, z)
∂y
tanφ ≥ 0,
∂u1(t, z)
∂φ
tanφ+
u1
cos2 φ
≥ 0,
∂u2(t, z)
∂y
≥ 0, ∂u2(t, z)
∂θ
≥ 0.
Let u1(·) and u2(·) be arbitrary control inputs with
u11(t) = u
2
1(t), let z(·) = (y(·), θ(·), φ(·))T and z(·) =
(y(·), θ(·), φ(·))T form the solution of the corresponding
system (16), (17) and define a control strategy as follows:
u(t, z) =
[
u1(t)
1
2 (u
1
2(t) + u
2
2(t))− 12 φ−φˆ(t)φ˜(t) (u12(t)− u22(t))
]
.
Here φˆ(t) = 12 (φ(t)+φ(t)) and φ˜(t) =
1
2 (φ(t)−φ(t)). Then
u(t, z) is an admissible control strategy which satisfies the
monotonicity condition and solves Problem 1 in X−(t).
Constructing a discontinuous control strategy as shown
above we are able to solve the control problem from any
state in X0. In this construction we compute the trajectories
of (16), (17) checking that the condition z(t)  z(t) holds
for all t ∈ [0, T ].
Figure 2 depicts the controllable sets X−(0) for different
basic control strategies (in black) which correspond to dif-
ferent control inputs u1(·) and u2(·). The initial state X0 is
given in red.
VI. CONCLUSION
The considered approach gives a new solution to the
control synthesis problem for a certain class of nonlinear
control systems with uncertain parameters. The condition
which must be satisfied by a control strategy ultimately is
a system of linear partial differential inequalities. Although,
finding a solution to it may be very difficult in general, we
presented certain classes of systems and examples where it
is possible. The last example illustrates interval-to-interval
control synthesis which could be useful from the symbolic
control perspective. We are planning to expand in this
direction in our future work. We also plan to extend the
results to the continuous-time analogue of so called mixed-
monotone systems.
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