Abstract-The Gaussian mixture model (GMM) has been extensively investigated in nonlinear/non-Gaussian filtering problems. This paper presents two enhancements for GMM-based nonlinear filtering techniques, namely, the adaptive ordering of the measurement update and normalized innovation square (NIS)-based mixture component management. The first technique selects the order of measurement update by maximizing the marginal measurement likelihood to improve performance. The second approach takes the filtering history of a mixture component into account and prunes those components with NIS larger than a threshold to eliminate their impact on the filtering posterior. The advantage of the proposed enhancements is illustrated via simulations that consider source tracking using the time difference of arrival (TDOA) and frequency difference of arrival (FDOA) measurements received at two unmanned aerial vehicles (UAVs). A GMM-cubature quadrature Kalman filter (CQKF) is implemented and its performances with different measurement update and mixture component management strategies are compared. The superior performance obtained via the use of the two proposed techniques is demonstrated.
I. INTRODUCTION
The problem of nonlinear/non-Gaussian Bayesian filtering arises frequently in e.g., target tracking applications. The optimal solution to this problem, according to the minimum mean square error (MMSE) criterion, is known to be the conditional mean of the state posterior distribution [1] . However, the nonlinearity and/or non-Gaussianity in the filtering problems may render obtaining closed-form state estimates infeasible.
To address the above difficulty, a number of suboptimal but mathematically tractable filtering methods have been developed. Among them, the particle filtering (PF) [1] approaches can provide global approximation to the optimal solutions. They are computationally expensive and could suffer from the curse of dimensionality when handling high-dimensional problems [2] . On the other hand, the Kalman filter (KF)-based methods [3] , [4] have lower computation burden. But only local approximations of the optimal solutions can be obtained as they often assume Gaussian prior and posterior distributions. This assumption may be violated in practice, which would lead to degraded performance especially when the system nonlinearity becomes severe.
The Gaussian mixture model (GMM)-based methods [5] are known to have a better tradeoff between the computational cost and filtering accuracy. They maintain multiple nonlinear KF filters, also known as Gaussian components, to cover the state space. The Gaussian components are running in parallel, each of which is associated with a weight. The GMM filter combines the estimates from all the components to produce its state estimate. Splitting the Gaussian components can further reduce the system nonlinearity and improve performance. But this would increase the number of mixture components exponentially over time. The use of appropriate mixture reduction (MR) schemes [6] is therefore essential for making the GMMbased tracking methods practically applicable.
The decisions of the MR module on which components are pruned or merged may have significant impact on the filtering performance. Existing MR methods, which will be briefly surveyed in Section II, consider the structure of the mixture distribution at the current sampling time only. Whether the Gaussian component has yielded a consistent estimate of the state over time is not taken into account. In particular, if KF filters that produce inconsistent results are propagated further, significant performance degradation or even filtering divergence can occur. As a result, new MR schemes that are based at least partially on the filtering history of the mixture components would be beneficial for GMM-based tracking.
Another important aspect in nonliner/non-Gaussian filtering is the measurement update order with which the measurements at each sampling time are utilized in a sequential manner instead of being exploited together. It is preferable to determine for each component an update order such that its weight, which is indeed proportional to the marginal measurement likelihood, is enlarged for improved tracking accuracy.
We shall propose in this paper two enhancements for the GMM-based filtering methods. Specifically, an innovationbased mixture pruning technique that removes Gaussian components with inconsistent state estimation results is developed. This scheme is found to be able to help preserve the components that yield estimates close to the true solutions in the mixture. Another enhancement is the adaptive measurement update ordering technique. It is incorporated into every Gaussian component such that the component weight after measurement update would be maximized.
We demonstrate the effectiveness of the two proposed enhancements via developing a GMM-based cubature quadrature Kalman filter (CQKF). The resulting GMM-CQKF algorithm with different measurement update ordering and MR strategies is applied to track a moving source using the time difference of arrival (TDOA) and frequency difference of arrival (FDOA) measurements obtained at two unmanned aerial vehicles (UAVs). Extensive simulation experiments are conducted. They verify that the two proposed methods can offer performance improvements in terms of better tracking accuracy and smaller track loss probability over alternative measurement update ordering and MR schemes.
The remainder of this paper is organized as follows. Section II reviews the related works with a focus on MR. Section III introduces the CQKF algorithm, a recently developed nonlinear KF [7] . Section IV presents the GMM-CQKF algorithm with the adaptive measurement update ordering and innovationbased mixture pruning. Section V provides the simulation results. The conclusions are given in Section VI.
II. RELATED WORKS ON MIXTURE REDUCTION
In the GMM-based filtering, MR techniques are adopted in order to prevent the exponential increase in the number of mixture components [8] . The principle behind most MR methods is to find, via least modifications, a new mixture with a limited number of components from the original one. In the literature, there exist quite a few MR methods. Among them, pruning is perhaps the most straightforward approach to control the number of components. But it is subject to the loss of information and may cause filtering divergence because eliminating components could lead to insufficient coverage of the state space. Besides pruning, a more sophisticated way is to merge multiple components into one to achieve MR [9] . The selection of components for merging can be based on minimizing some cost functions or distance measure. We shall briefly review several commonly used MR algorithms in the rest of this section.
Suppose at time k, the state posterior distribution is approximated using a weighted sum of M k Gaussian components as
where x k is the state vector at time k. In this case, In this work, we use N (x|μ, Σ) to represent that the random vector x follows the Gaussian distribution with mean vector μ and covariance matrix Σ. The objective is to approximate the mixture on the right hand side (RHS) of (1) using
In [10] , Salmond develops the joining algorithm for MR. The two components that minimize the following distance
are merged, where i, j = 1, 2, ..., M k . P k|k denotes the sample covariance of x k , which is given by, from (1),
x k|k is the sample mean of x k , which is equal tô
We can deduce from (2) that the joining method [10] tends to merge components with low weights or mean vectors close to each other. The authors of [11] propose an integral square difference (ISD)-based technique. It can choose either component pruning or merging, depending on the original mixture distribution. The ISD cost function is in closed form but the parameters of the new mixture can only be found via iterative numerical optimization. Convergence to the globally optimal solution is not guaranteed. Alternative MR method that exploits the statistical decision theory is available in [12] .
Similarity-based MR methods are developed in [6] , [9] , [13] . In particular, [6] suggests a Kullback-Leibler (KL) divergence-based similarity measure such that the component pair selected for merging is the one minimizing
Here, the covariance matrix P ij k|k is equal to
With the above cost function, the two components having low weights, mean vectors near to each other or similar covariance matrices would tend to be merged [6] .
In [9] , another similarity measure is given by
x ij k|k and P ij k|k represent separately the product mean vector and covariance matrix of Gaussian components i and j. They are defined as
The component pair that maximizes (7) is selected for merging. A potential drawback of this approach lies in the fact that the similarity measure (7) does not take into account the weights of the components. Apart from the pairwise MR methods described above, there exist techniques that merge at least three Gaussian components 2018 21st International Conference on Information Fusion (FUSION) at a time, such as the one developed in [14] that chooses several components with small weights for merging. However, these methods may introduce significant bias if the mean vectors of the chosen components are distant from one another. To address this weakness, MR methods that utilizes clustering algorithms when merging multiple components have been developed in [10] and [15] . The progressive MR approaches can be found in [16] . For a more comprehensive review of the MR methods, interested readers can refer to [17] .
III. CUBATURE QUADRATURE KALMAN FILTER
We shall illustrate the CQKF algorithm via showing its application in estimating the state of the following state-space model with additive process and measurement noises
x k is the unknown state vector at time k to be identified.
is the state propagation function, which could be nonlinear with respect to x k−1 . n k is the process noise assumed to be white Gaussian with zero mean and known covariance matrix Q k . The system has n z measurements at time k and we collect them as
, which could also be nonlinearly related to x k . The measurement noise v i k is zero-mean Gaussian distributed with variance σ 2 i,k . We further assume that the measurement noises are independent to one another 1 . The recently developed CQKF [7] estimates x k using all the available measurements up to time k and the state-space model given in (10) and (11) . Specifically, it exploits the thirdorder spherical-cubature rule and Gauss-Laguerre quadrature rule to evaluate numerically the integrals involved in the optimal Bayesian filtering (BF). It has been shown [7] that the performance of CQKF is comparable to these of the existing numerical integral-based nonlinear KFs such as the cubature KF (CKF) [4] , [18] , Gauss-Hermite KF (GHKF) [3] and stochastic integration filter (SIF) [19] . Furthermore, its filtering accuracy can improve with adopting higher-order quadrature rules. The CQKF relies on the well-known prediction-update recursion for state estimation, as other nonlinear KFs.
A. Cubature Quadrature Points
The CQKF filter works with a set of weighted cubature quadrature (CQ) points. The number of CQ points increases linearly with the dimension of the state x k , denoted by n x . The CQ points ξ l and corresponding weightsw l are obtained using
1 When the measurement noises v i k are correlated, pre-whitening can be performed such that a linearly transformed version of the measurements would have independent noises. ζ m is the cubature point from the third-order sphericalcubature rule, which is equal to
where [A] m represents the m th column of the matrix A, and I nx is a n x × n x identity matrix. The quadrature point δ m in (12) is the mth root of the n d -order Chebyshev-Laguerre polynomial
where
with respect to δ m . The required number of CQ points is L = 2n x n d when the n d -order Gauss-Laguerre quadrature rule is used.
B. CQKF Prediction
Similar to other nonlinear KFs, CQKF assumes Gaussianity for the state posterior. Supposex j k−1|k−1 is the mean vector of the state estimate at previous time k − 1 and
T is its covariance matrix. CQKF achieves the state prediction via T is the predictive covariance matrix.
C. CQKF Measurement Update
The measurements can be utilized with an arbitrary order to update the predictive distribution of x k to produce its posterior distribution. Alternatively, they can be exploited in a joint manner as in [7] . We shall present the measurement update of CQKF using the measurement z i k . Subsequent measurement updates using the remaining measurements follow similarly.
First, the predicted measurementẑ
The Kalman gain is
where the cross covariance P i,j xz,k and the innovation covariance P i,j zz,k are equal to
The state posterior mean and covariance can then be found using their predictive version,x 
k|k is the posterior mean and P i,j k|k is the posterior covariance matrix after the measurement update using z i k is carried out. To perform measurement update using another measurement, we just need to replacex 
IV. GMM-CQKF WITH MEASUREMENT UPDATE ORDERING AND INNOVATION-BASED PRUNING
As pointed out in the previous section, the CQKF approximates the posterior distribution of the state using a single multivariate Gaussian distribution. This may degrade its performance in handling filtering problems with severe nonlinearity and/or non-Gaussianity. In this section, we shall incorporate the GMM framework so that a GMM-CQKF filter can be obtained, which has better approximation of the state posterior with multiple Gaussian components.
Under the GMM-CQKF, the state posterior at previous time k−1 may be expressed as the following Gaussian mixture with 
The GMM-CQKF also adopts the prediction-update recursion to calculate the state posterior at time k using the state posterior at time k − 1 , n z newly obtained measurements in
T , and the state-space model in (10) and (11) . Each Gaussian component of the GMM-CQKF carries out its state prediction in parallel. In particular, the state prediction of the jth component yields the predicted mean vectorx We shall next present the measurement update of the GMM-CQKF, which is enhanced with a proposed measurement update ordering scheme, and the MR for the GMM-CQKF, which is a newly proposed technique based on the innovation.
A. GMM-CQKF Measurement Update
The measurement update needs to be performed at every component using the same measurements in z k . The associated processing has been described in Section III.C where the measurements are utilized in an arbitrary order. Here, we shall introduce an enhancement for measurement update in GMM-CQKF, the determination of the measurement update order that maximizes the component weight. The measurement update of GMM-CQKF ends with splitting components with large weights, which is aimed at reducing the nonlinearity and nonGaussianity of the filtering problem to improve performance.
1) Measurement Update Ordering: Theoretically, under the framework of optimal Bayesian filtering, carrying out measurement update in any order should lead to the same state posterior distribution [5] . However, this is no longer valid in practice when the measurement is nonlinearly related to the state and nonlinear KFs such as the CQKF is adopted for state estimation. This is because after the measurement update using one particular measurement, the state posterior would be approximated using a Gaussian distribution, causing an approximation error. As a result, different measurement ordering can result in different approximation errors and discrepant filtering outcomes. To enhance the filtering accuracy of GMM-CQKF, we propose to determine the optimal measurement update order for each component.
There are in total n z ! possible measurement update orders. But for each component, we shall use the one that maximizes the corresponding component weight after the measurement update. If n z is high, the computation cost can be large. But for a small value of n z , an exhaustive search can be carried out and the proposed measurement update scheme for the jth component is summarized in Algorithm 1.
2) Component Splitting: Splitting a Gaussian component normally refers to decreasing the system nonlinearity and non-Gaussianity through covering the most likely area in the state space with more components. For this purpose, in the developed GMM-CQKF, we choose the component whose weight after measurement update is the largest for component splitting. To prevent excessive increase in the computational cost, the component splitting is only executed when the number of components N k−1 is smaller than some pre-specified value N max .
Suppose after the measurement update the tth component has the largest weight w t k and it is selected for splitting. The idea is to split its predictive distribution N (x k |x t k|k−1 , P t k|k−1 ) into multiple Gaussian components and then carry out the measurement update for each new component again. To reduce modification in the mixture structure due to component splitting, we assume that the predictive distribution of the tth component can be approximated via if n < n z ! then 16 Permute d n to produce d n+1 such that
where the parameters of the new components, π q ,η q and Ω q , are listed in Table I [20] . Here, e is the eigenvector corresponding to the largest eigenvalue of P p , λ, and δ = 0.5. π 3 N (x k |η 3 , Ω 3 ) has the same mean vector as w c N (x k |x t k|k−1 , P t k|k−1 ), and they are merged to maintain that after splitting the predictive distribution, only 3 components are retained. Eventually, the predictive distribution of the
where w a = w c /(w c + w p π 3 ). The three components in (30) are then updated separately using the measurement update described in Algorithm 1. After the measurement update, the state posterior at time k can be expressed as a Gaussian mixture given in (1) 
sample meanx k|k and sample covariance matrix P k|k , which can be computed using (4) and (3).
B. Innovation-based Mixture Reduction
Different from existing MR techniques such as those surveyed in Section II, the newly proposed innovation-based MR method does not attempt to constrain the number of Gaussian components under a desired value. In fact, limiting the number of components has been achieved in the measurement update, where only when the number of components is less than N max , the component splitting will be performed. The aim of the proposed MR technique is to remove, from the posterior mixture distribution, the components failing to pass the innovation-based filtering consistency test. This prevents the components with relatively small weights but following the true state from being pruned or merged. As will be shown in the simulation section, this can mitigate the degrading effect of inconsistent components on the filtering accuracy.
To decide whether to eliminate the jth component, we compute the associated normalized innovation squared (NIS) [21] . Specifically, the NIS of the jth component is equal to To account for the filtering history, the jth component that satisfy (32) is removed
where χ It is possible that after the innovation-based pruning, the remaining number of components is smaller than a prespecified threshold N min , which may lead to a poor coverage of the state space. In this case, we choose to keep all the components.
V. SIMULATIONS
This section evaluates the performance of GMM-CQKF in a nonlinear target tracking problem. We shall demonstrate the advantage of using the proposed measurement update ordering
A. Tracking Scenario
Consider a three-dimensional (3D) target tracking scenario where TDOA and FDOA measurements observed by a pair of UAVs are used for estimating target trajectory. The target has a known altitude h = 20km. Its position and velocity at time k are denoted as
T . This indicates that the target is moving in a plane that is parallel to and 20km above the x-y plane. The target trajectory follows
(33)
T is the target kinematic state at time k to be identified. F k is the state transition matrix and Q k is the covariance matrix of the process noise n k . They are given by
where T = 3s is the sampling period and q = 10 −4 m 2 /s 4 is the process noise intensity.
There are n z = 2 measurements observed at each sampling time k and they are collected in
k is the TDOA of the target signal received at the two UAVs. The measurement noise v 1 k is assumed to be Gaussian with zero mean and standard deviation σ 1,k = 40ns. The true TDOA h
where c is the signal propagation speed, * represents the Euclidean norm and s (g) k (g = 1, 2) are the known positions of the two UAVs at time k. z
k is the FDOA measurement and its true value is
f 0 = 1GHz is the carrier frequency of the target signal,ṡ
2) are velocities of the two UAVs at time k and e (g)
is the unit vector from UAV g to the target position u k . The FDOA noise v 2 k is assumed to be Gaussian with zero mean and standard deviation σ 2,k = 5Hz. We further assume that v 1 k and v 2 k are uncorrelated and they are both independent of the process noise n k .
B. Performance Metrics
We quantify the tracking performance using the root mean square error (RMSE) of the target position estimates from simulations, which is defined as
The posterior Cramér-Rao Lower Bound (pCRLB) gives the best tracking performance we can achieve. Denoting A[i, j] as the element in the ith row and jth column of matrix A, the pCRLB for the target position estimate at time k is
The information matrix J k for the considered tracking problem can be calculated recursively via [1] , [22] 
2,k } is the measurement noise covariance. H k is the Jacobian matrix equal to
. We assume a non-informative prior for the state estimate such that J k is initialized with
C. Implementation Details
In the simulation experiments, we set the GMM-CQKF filter to initially have N 1 = 6 components. The TDOA measurement z 1 1 obtained at time 1 is used to initialize them. In particular, we adopt the GMM representation of the TDOA measurement developed in [5] for component initialization. The generated components are assigned weights equal to w 
where ρ t is the eigenvector of Σ t corresponding to its largest eigenvalue λ t .
D. Results
The simulated target tracking scenario is depicted in Fig. 1 . The target moves with an initial speed of 125m/s to the left and its position at time 1 is u 1 = [58. 1434, 159.7477, 20] T km. The two UAVs have parallel trajectories with a speed of 150m/s and they maintain a fixed distance of 25km from each other such that s (2) k − s The first simulation experiment evaluates the performance of the GMM-CQKF with different measurement update ordering schemes. The results are summarized in Fig. 2 , where the target position RMSE is plotted as a function of time. Besides the proposed ordering technique in Section IV.A, we consider other three strategies. They include performing TDOA update first (denoted as TDOA-FDOA), performing FDOA update first (denoted as FDOA-TDOA) and joint exploration of TDOA and FDOA (denoted as TDOA+FDOA).
The GMM-CQKF is realized with parameters set to be n d = 3, N max = 16, N min = 3, w p = 10 −4 , α = 0.01 and N T = 3. It can be seen from Fig. 2 that these four ordering methods provide comparable target position RMSEs close to the pCRLB. Among them, the estimation accuracy from jointly exploiting the TDOA and FDOA in the measurement update is the worst. Performance improvement can be obtained when the measurements are used in sequence, because measurement update in a sequential manner may reduce the nonlinearity in the measurement update stage. The proposed measurement update ordering, which selects the ordering to maximize the component weight, offers the best performance, as expected.
In the second simulation, we compare the performance of the GMM-CQKF with various MR techniques. The simulated scenario is different from that shown in Fig. 1 in three aspects: 1) the target moves to the right; 2) the two UAVs now have a smaller turn rate of 0.0064rad/s and they do not change their turn directions during the whole tracking process; 3) UAV 1 has an initial velocity ofṡ T m/s. The parameters for implementing the GMM-CQKF are the same as those used to generate Fig. 2 , except that here, we set the maximum number of components to N max = 6. For a fair comparison, the realized GMM-CQKFs have the same measurement update ordering and component splitting strategies, as detailed in Section IV. A. We change the simulation scenario so that the target position RMSE would converge slower than in the first simulation, which could better demonstrate the effect of different MR techniques on the tracking performance. The obtained results are summarized in Fig. 3 , where the target position RMSEs of the GMM-CQKF with different MR techniques are plotted as a function of time. The results from bootstrap PFs with different number of particles are also shown. We can see that the pruning method, which removes the components with lowest weights to fix the number of components at N max , and the MR technique from [14] have poor performance. This is because the pruning method may mistakenly eliminate component following the true target trajectory. Moreover, the technique from [14] could introduce significant errors due to merging components distant from each other. Although the similarity-based method from [9] exhibits fast convergence, its target position RMSE increases drastically after 5 minutes, possibly due to that it does not consider the component weights when merging them. On the contrary, MR methods such as the KL-based method [6] and joining method [10] merge components that have small weights, close mean vectors and similar covariances perform better. But they are still inferior to the proposed MR technique that is based on innovation process and takes into 2018 21st International Conference on Information Fusion (FUSION) account the filtering history. This clearly demonstrates the advantage of removing inconsistent components in improving the tracking accuracy. The bootstrap PFs, on the other hand, even with a large number of 10 6 particles, yield unsatisfactory performance probably due to the lack of particle diversity. Fig . 4 shows the track loss probabilities of the GMM-CQKF filter when using different MR methods as a function of time. We declare the filter to have a track loss if its position estimation error is larger than 4 · pCRLB. The observations are very similar to those obtained from Fig. 3 . The proposed innovation-based MR method provides the lowest track loss probability. The underlying reason is that the component following the true target track is likely to be consistent and it would not be eliminated by the proposed MR technique. Therefore, the probability that the GMM-CQKF can converge to a solution close to the true target trajectory is increased.
VI. CONCLUSIONS
In this paper, we integrated the GMM framework with a recently developed nonlinear KF and established GMM-CQKF, a new filter capable of handling nonlinear and non-Gaussian filtering problems. Two enhancements were introduced. The first enhancement is to determine the optimal measurement update order for each component in the GMM-CQKF by selecting the one that maximizes the component weight. The second enhancement is an innovation-based MR technique that also takes into account the filtering history of a component when deciding whether it is about to be removed from the posterior mixture. Simulations using a nonlinear TDOA and FDOA tracking problem verified that significantly improved target tracking accuracy close to the pCRLB can be obtained with GMM-CQKF with the two proposed enhancements over GMM-CQKF with other measurement update ordering and MR strategies. These two enhancements may be incorporated into other GMM-based filtering techniques for performance improvement.
