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NONCOMMUTATIVE COORDINATES FOR SYMPLECTIC
REPRESENTATIONS
DANIELE ALESSANDRINI, OLIVIER GUICHARD, EVGENII ROGOZINNIKOV, AND ANNA WIENHARD
Abstract. We introduce coordinates on the spaces of framed and decorated representations
of the fundamental group of a surface with boundary into the symplectic group Sp(2n,R).
These coordinates provide a noncommutative generalization of the parameterizations of the
spaces of representations into SL(2,R) or PSL(2,R) given by Thurston, Penner, Kashaev and
Fock–Goncharov. On the space of decorated symplectic representations the coordinates give a
geometric realization of the noncommutative cluster-like structures introduced by Berenstein–
Retakh. The locus of positive coordinates maps to the space of framed maximal representations.
We use this to determine an explicit homeomorphism between the space of framed maximal
representations and a quotient by the group O(n). This allows us to describe the homotopy
type and, when n = 2, to give an exact description of the singularities. Along the way, we
establish a complete classification of pairs of nondegenerate quadratic forms.
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1. Introduction
In their seminal paper [9], Fock and Goncharov introduced a pair of moduli spaces, the X -
space and the A-space, which are closely related to the representations variety of the fundamental
group of a surface S with nonempty boundary and of negative Euler characteristic into a split
real simple Lie group G. They introduced on these spaces explicit cluster X -coordinates and A-
coordinates associated to an ideal triangulation of S. Changing the triangulation, the coordinates
change by positive rational functions. Thus the locus of positive coordinates is independent of the
choice of triangulation. When G is SL(2,R), the positive locus in the X -space is closely related to
the Teichmüller space, and the positive locus in the A-space to the decorated Teichmüller space
of S, therefore the Fock–Goncharov coordinates are extensions of Thurston’s shear coordinates,
respectively Penner’s λ-lengths [20, 17]. When G is a split real group of higher rank, these moduli
spaces give higher Teichmüller spaces, and the positive locus of the X -space is closely related to
the Hitchin component in the representation variety.
The set of positive representations of Fock–Goncharov and the Hitchin components account
only for one family of higher Teichmüller spaces, another family is given by maximal representa-
tions into Lie groups of Hermitian type. The symplectic groups Sp(2n,R) form essentially the
only family of Lie groups that are both split real forms and of Hermitian type. In this article
we generalize the work of Fock–Goncharov in the following way. We introduce two new moduli
spaces, an X -space and an A-space of representations of the fundamental group of S into the
symplectic group Sp(2n,R), and describe noncommutative A1-type cluster coordinates on them.
We show, on the one hand, that the positive locus of the X -space corresponds precisely to maxi-
mal representations into Sp(2n,R); we use this to determine the homotopy type of the space of
framed maximal representations, and for Sp(4,R) also its homeomorphism type. On the other
hand, we show that the A-space gives a geometric realization of the noncommutative cluster-like
structures introduced by Berenstein–Retakh [2].
In Fock–Goncharov’s work, an important role is played by Lusztig’s total positivity, in our
work, a similar role is played by positivity related to the Maslov index. As such, our work fits well
in the framework of Θ-positivity, recently introduced by Guichard and Wienhard [26, 14, 13, 12],
that generalizes Lusztig’s total positivity and provides a unifying framework for the different
higher Teichmüller spaces. There are four families of Lie groups which admit a Θ-positive
structure, where Θ is a subset of the set of simple restricted roots. One is the family of split real
Lie groups, the second one is the family of Hermitian Lie groups of tube type, the third family
consists of the groups SO(p, q) with p < q, and the fourth is an exceptional family consisting
of four groups which are real forms of real rank 4 of the complex simple Lie groups of type
F4, E6, E7, E8. In the case of Hermitian Lie groups of tube type, positivity is governed by a Weyl
group of type A1, giving Θ-positivity in that case the flavor of a noncommutative A1-theory. This
is precisely what is reflected in the structure of the coordinates we define here. This analogy
will be made even more clear for any classical Hermitian Lie group of tube type in forthcoming
work, by showing that any such group can be realized as Sp2 over a noncommutative ring.
In other forthcoming work we will define coordinates for appropriately framed and decorated
representations into SO(p, q), such that the positive locus corresponds to the set of Θ-positive
representations.
When the Fock–Goncharov approach is applied to the group Sp(2n,R), they define a positive
locus in the space of symplectic representations. It is important to remark that the positive
locus that our approach gives in the space of symplectic representations is larger than the Fock–
Goncharov’s one. This is because the two theories are based on two different Θ-positive structures
on Sp(2n,R): respectively the one for split groups and the one for groups of Hermitian type.
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The perspective chosen in the present paper is the one which is suitable for describing the spaces
of maximal representations.
We now describe our results in more detail.
1.1. The pair of moduli spaces. Let S be a compact surface with nonempty boundary and
negative Euler characteristic (we refer to Section 4.1 for the wider generality that can be allowed
for S, for example marked disks that will lead to space of configurations of Lagrangians).
We introduce two moduli spaces, the space of framed symplectic representations (i.e. a rep-
resentation π1(S) → Sp(2n,R) together with a k-tuples of Lagrangian subspaces (L1, . . . , Lk),
that are fixed by peripheral elements c1, . . . , ck in π1(S)) which serves as our X -space, and the
space of decorated symplectic representations (i.e. π1(S) → Sp(2n,R) together with a k-tuple
of decorated Lagrangian subspaces ((L1,v1), . . . , (Lk,vk)), where vi is a basis of Li, and the
isomorphism of Li induced by ci is − IdLi , cf. Corollary 4.18) which serves as our A-space.
Fixing an ideal triangulation T of S, we introduce systems of X -coordinates, using invariants
of triples, quadruples, and quintuples of Lagrangian subspaces. A system of X -coordinates
consists of a triangle invariant for each triangle, which is given by the Maslov index of the triple
of Lagrangians associated to the vertices of the triangle, an edge invariant for every edge of the
triangulation, which can be seen as a cross ratio function of four Lagrangians, and an angle
invariant, associated to each corner of a triangle, which comes from an invariant of quintuples of
Lagrangians. Along the way, we show that the (opposite of the) Toledo number of the associated
representation is the half sum of the triangle invariants (cf. Theorem 4.26). We then describe
in detail a map denoted by holXT from the set X (T , n) of X -coordinates to the space of framed
representations. A special role is played by the set X+∆ (T , n) of positive diagonal X -coordinates,
those for which the triangle invariants are equal to n, the edge invariants are just n-tuples of
positive real numbers, and the angle invariants take values in O(n).
Theorem 1.1. The map holXT induces a proper generically finite-to-one surjection from X+∆ (T , n)
to the space of framed maximal representations.
Maximal representations into Lie groups of Hermitian type have been extensively studied
in [7], and further considered in [6, 25]. All maximal representation are discrete embeddings, and
spaces of maximal representations are examples of higher Teichmüller spaces.
Let us emphasize that the correspondence between positiveX -coordinates and framed maximal
representations is not one-to-one. To every framed maximal representation corresponds a system
of positive X -coordinates, but in general only the edge invariants are uniquely determined, the
angle invariants involve some choices. We also explicitly describe the fibers of the map holXT (cf.
Theorem 6.4).
In general (i.e. not restricting to the positive locus), the space X (T , n) can parameterize
only certain framed representations that we call T -transverse (in particular, maximal framed
representations are T -transverse). Still, we show that the map holXT is onto the space of T -
transverse framed representations, generically finite-to-one, and we have an explicit description
of its fibers (Theorem 9.12). In turn, topological conclusions are drawn concerning the space of
T -transverse framed representations (cf. Corollary 9.21).
The X -coordinates are quite geometric, and can be used to determine the topology of the space
of maximal representations, but they do not have nice algebraic properties. For example, we did
not include in this paper the explicit formulas for the change of coordinates for X -coordinates
under a flip of the triangulation as they involve some unpleasant operations such as diagonalizing
symmetric matrices. The A-coordinates have better and cleaner algebraic properties.
To define the A-coordinates on the space of decorated symplectic representations, we introduce
the symplectic Λ-length, which is an invariant of pairs of decorated Lagrangians. Let ω denote
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the symplectic form, and let (L,v), (M,w) be a pair of decorated Lagrangians, where v =
(v1, . . . , vn) is a basis of L and w = (w1, . . . , wn) a basis of M , then the symplectic Λ-length
is Λv,w := (ω(vi, wj))i,j=1,...,n. It takes values in GL(n,R) if and only if the pair (L,M) is
transverse, and its square provides a noncommutative generalization of Penner’s λ-lengths, which
are the special case when n = 1. We show that the symplectic Λ-lengths satisfy a noncommutative
analogue of the Ptolemy relation, as well as special triangle relations (which are trivially satisfied
for n = 1). A system of A-coordinates associates to every oriented edge the symplectic Λ-length
of the two decorated Lagrangians at the vertices of the edge. The noncommutative Ptolemy
equation translates into an explicit formula for the changes of A-coordinates under a flip.
Theorem 1.2. Let (L1,v1), (L2,v2), (L3,v3), (L4,v4) be four pairwise transverse decorated La-
grangians. Let Λij be the symplectic Λ-length associated to the pair (vi,vj), then
Λ24 = Λ23Λ
−1
13 Λ14 + Λ21Λ
−1
31 Λ34.
When n = 1, this formula reduces to the formula for the flip in the SL(2,R)-situation, and
in general it is a noncommutative generalization of it. This lets us view the theory of decorated
symplectic representations as a noncommutative A1-theory, and it gives a geometric realization
of the noncommutative algebras introduced by Berenstein–Retakh [2] (see Theorem 11.11).
There is a natural map from the A-space to the X -space. Under this map, the formula for
the flip for A-coordinates leads to a formula for the flip of the cross ratios in the X -space (see
Proposition 11.9), which provides a noncommutative generalization of the well-known formula
for the coordinate change of shear coordinates under a flip.
1.2. Topology of the space of maximal representations. We now discuss the applications
to the topology of the space of (framed) maximal representations. Let us point out that contrary
to the space of positive representations or the Hitchin component, which are contractible, the
space of maximal representations has nontrivial topology. In the case of maximal representations
of fundamental groups of closed surfaces, the topology of the space of maximal representations
has been studied using the theory of Higgs bundles in [1, 5, 10, 11]. These techniques do not apply
easily to the case of maximal representations of fundamental groups of surface with punctures,
in particular since we do not fix the holonomy along peripheral curves on the surface.
Here we rely on Theorem 1.1 to determine topological properties of the space of maximal
framed representations. Note that the positive locus of the X -coordinates does not parameterize
the space of framed maximal representations, but maps surjectively to it. The fibers of this
surjection are complicated to describe, because they depend on the shape of the edge invariants.
However, they are generically finite.
There is a variant of X+∆ (T , n) from which we deduce a description of the space of maximal
representations as the quotient of an O(n)-action, see Theorem 6.10. To state the theorem we
denote by Sym+(n,R) the space of positive definite symmetric matrices and let O(n) act on it
by conjugation on each factor:
Theorem 1.3. The space of framed maximal representations into Sp(2n,R) is homeomorphic
to the quotient of Sym+(n,R)3|χ(S)|+1 ×O(n)|χ(S)|+1 by the diagonal O(n)-action.
We furthermore determine an explicit description of the space of framed maximal representa-
tions into any connected Lie group isogenic to PSp(2n,R), cf. Theorem 10.18.
As a corollary, we obtain a different proof of [25, Theorem 4] for the value of the number of
connected components.
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Corollary 1.4. The space of maximal representations and the space of framed maximal represen-
tations into Sp(2n,R) have 2|χ(S)|+1 connected components. The space of maximal representa-
tions and the space of framed maximal representations into PSp(2n,R) have 2|χ(S)|+1 connected
components when n is even; they are connected when n is odd.
There is a special subset of framed representations (Section 7.1), for which the edge in-
variants are “totally singular”. It corresponds to the subset {(Id, . . . , Id)} × O(n)|χ(S)|+1 of
Sym+(n,R)3|χ(S)|+1 ×O(n)|χ(S)|+1. From this, we obtain
Theorem 1.5. The space of totally singular framed representations is a strong deformation
retract of the space of framed maximal representations into Sp(2n,R); it is homeomorphic to
O(n)|χ(S)|+1/O(n) (where the action of O(n) is by simultaneous conjugation).
When n = 2, we analyze the quotient of Theorem 1.3 in more detail and show that all
connected components except one are orbifolds, one connected component contains a non-orbifold
singularity, see Theorem 8.1.
Structure of the paper: In Section 2 we recall classical facts on the symplectic group, the
Maslov index and the Souriau index. In Section 3 we introduce the invariants of Lagrangians
and decorated Lagrangians which are used to define coordinates. In Section 4, we introduce the
spaces of framed and decorated local systems, recall the definition and key properties of maximal
local systems. Section 5 gives an interpretation of these spaces in terms of local systems on a
quiver embedded in the surface. In Section 6 we introduce positive X -coordinates, and construct
the map to framed maximal representations. Variants of X -coordinates are introduced in Sec-
tion 6.4. The applications for the topology of the space of maximal representations are proven in
Section 7 (homotopy type) and Section 8 (singularities when n is 2). The general X -coordinates
are introduced in Section 9, and in Section 10 we generalize them to local systems on connected
Lie groups isogenic to Sp(2n,R). Finally, in Section 11 we introduce A-coordinates, describe the
relations to the noncommutative algebras of Berenstein and Retakh, and give formulas for the
coordinate changes under a flip of the triangulation. The Appendix A contains a description of
the invariants of pairs of nondegenerate symmetric bilinear forms that are used in Section 9.
Acknowledgments: We thank Arkady Berenstein, Vladimir Fock, Michael Gekhtman, Vladimir
Retakh, and Michael Shapiro for helpful and interesting discussions.
2. Symplectic group, Lagrangians
This section introduces the symplectic group and the Lagrangian Grassmannian. We also
recall facts on the Maslov and Souriau indices, and the translation number.
2.1. Lagrangian Grassmannian and decorated Lagrangian Grassmannian. We consider
the symplectic vector space (R2n, ω) where ω is the standard symplectic form on R2n, i.e.
(2.1) ω(x, y) = Tx
(
0 Id
− Id 0
)
y,
for x and y in R2n.
Every basis ofR2n such that ω, expressed in that basis, has the form (2.1) is called a symplectic
basis (hence the standard basis is a symplectic basis). We will usually write a symplectic basis
as a pair (e, f), where e = (e1, . . . , en), f = (f1, . . . , fn); thus, one has, for all i, j, ω(ei, fj) = δij .
We will denote this last equality more concisely by ω(e, f) = Id. More generally, given two
families v = (v1, . . . , vn) and w = (w1, . . . , wm) we will write ω(v,w) for the m × n-matrix
whose coefficients are ω(vi, wj); one has ω(w,v) = −Tω(v,w).
The group
Sp(2n,R) := {g ∈ GL(2n,R) | Tgωg = ω}
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is the symplectic group, and its adjoint form PSp(2n,R) := Sp(2n,R)/{± Id} is the projective
symplectic group.
Definition 2.1. A subspace L of R2n is called Lagrangian if dim(L) = n and ω(u, v) = 0
for all u, v ∈ L. The space of all Lagrangian subspaces of (R2n, ω) is called the Lagrangian
Grassmannian, and denoted Ln.
Definition 2.2. A decorated Lagrangian is a pair (L,v), where L ∈ Ln and v is a basis of L. The
space of all decorated Lagrangians of (R2n, ω) is called the decorated Lagrangian Grassmannian,
and denoted Ldn.
Our notation will often retain only the family v for a decorated Lagrangian as it determines
the Lagrangian L.
The natural projection to Ln turns Ldn into a right principal GL(n,R)-bundle.
Remark 2.3. (1) Recall that for any n-dimensional real vector space L, the group GL(n,R)
acts on the right on the space of bases of L: if v = (v1, . . . , vn) is a basis of L and
g = (gi,j)i,j∈{1,...,n} is in GL(n,R) then w = vg is the family (w1, . . . , wn) defined by
the formula: ∀j ∈ {1, . . . , n}, wj =
∑n
i=1 vigi,j. This is the simply transitive action
behind the principal bundle structure mentioned above.
(2) In the case of a symplectic vector space of dimension 2n, we get this way a simply
transitive action of Sp(2n,R) on the space of symplectic bases.
(3) We will use also the notation v · g (or sometimes vg) when v is a family (not necessarily
free, nor generating) of n elements in a vector space V and when g is a m× n-matrix.
(4) A morphism ψ : L → L′ and its matrix g with respect to bases v of L and v′ of L′ are
related by the well-known formula ψ(v) = v′g.
(5) For two families v = (v1, . . . , vn) and w = (w1, . . . , wn), the family (v1+w1, . . . , vn+wn)
is denoted v +w.
The group Sp(2n,R) has a natural left action on Ln and Ldn:
g · L := {g(x)}x∈L,
g · (L, (v1, . . . , vn)) :=
(
g · L, (g(v1), . . . , g(vn))
)
.
These actions are transitive, hence the spaces Ln and Ldn are homogeneous spaces under the
symplectic group. Furthermore, the map Ldn → Ln is Sp(2n,R)-equivariant. The left action
of Sp(2n,R) and the right action of GL(n,R) on Ldn commute.
Let L0 = Span(e0) (where (e0, f0) is the standard symplectic basis of R
2n), and consider the
stabilizers
P = StabSp(2n,R)(L0), U = StabSp(2n,R)((L0, e0)).
The group P is a parabolic subgroup of Sp(2n,R), and U ⊂ P is its unipotent radical. As
homogeneous spaces, we have
Ln = Sp(2n,R)/P, Ldn = Sp(2n,R)/U.
The action of Sp(2n,R) on Ln is not effective, its kernel is {± Id}. The group of symmetries of
Ln is the projective symplectic group PSp(2n,R). On the space Ldn, the action is effective.
Definition 2.4. Two Lagrangians L1, L2 are called transverse if their intersection is trivial. Two
decorated Lagrangians v1,v2 are called transverse if Span(v1) and Span(v2) are transverse.
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2.2. Configurations of Lagrangians. For every integer d > 2, let us denote by Confd(Ln)
the moduli space of d-tuples of Lagrangians, i.e. the quotient of (Ln)d by the diagonal action
of Sp(2n,R). The natural action of the symmetric group Sd on (Ln)d descends to Confd(Ln).
We will be particularly interested in Conf3(Ln),Conf4(Ln) and Conf5(Ln) and certain of their
subspaces. We will denote by Conf3∗(Ln) the configuration space of triples of pairwise transverse
Lagrangians. The subspace Conf3∗(Ln) ⊂ Conf3(Ln) is invariant by the action of S3.
The subspace ofConf4(Ln) consisting of (orbits of) quadruples (L1,M1, L2,M2) of Lagrangians
such that (L1,M1, L2) and (L1,M2, L2) belong to Conf
3∗(Ln) will be denoted by Conf4♦(Ln). It
is not invariant by the full symmetry group S4 but is invariant by the Klein subgroup (generated
by the double transpositions) and also the transpositions (1, 3) and (2, 4).
The map (L1,M1, L2,M2) 7→ (L2,M2, L1,M1) induces an automorphism of Conf4(Ln) de-
noted by κ.
2.3. Maslov index. In this section we review properties of the Maslov index, for a more general
discussion we refer the reader to [18, Part I, Appendix A].
Let L1,M,L2 be three pairwise transverse Lagrangians. There is a unique linear mapML1→L2
from L1 to L2 such that M = {v ∈ R2n | ∃e ∈ L1, v = e +ML1→L2(e)}. When this does not
cause confusion, it will be denoted just by M .
Using the symplectic form ω, we can define a bilinear form β on L1 in the following way: for
v1, v2 ∈ L1
β(v1, v2) := ω(v1,M(v2)).
Definition 2.5. The bilinear form β is called the Maslov form and is denoted by [L1,M,L2].
The following is well known, see [24]:
Proposition 2.6. The Maslov form [L1,M,L2] is symmetric and nondegenerate.
Remark 2.7. Let e be a basis of L1 and let f be the basis of L2 such that (e, f) is a symplectic
basis. Then the matrix [M ]e,f of M in these bases and the matrix [β]e are equal: [M ]e,f = [β]e.
We will denote the signature of β by
sgn(β) = p− q,
where p is the dimension of a maximal subspace of L1 on which β is positive definite and q is the
dimension of a maximal subspace of L1 on which β is negative definite. They satisfy p+ q = n
so that sgn(β) = n mod 2.
Definition 2.8. The Maslov index of the triple of Lagrangians (L1,M,L2) is the signature
sgn([L1,M,L2]) and is denoted by µn(L1,M,L2).
For n = 1, the three Lagrangians (L1,M,L2) are pairwise distinct points in the circle RP
1.
The Maslov index is 1 if the three points are cyclically ordered, and −1 otherwise.
There is a slightly more general definition of the Maslov index that works for any triple of
Lagrangians, not just for the pairwise transverse triples. It can be defined as the signature sgn(γ)
of the quadratic form
γ : L1 ⊕M ⊕ L2 −→ R
(v, w, x) 7−→ ω(v, w) + ω(w, x) + ω(x, v).
When the triple is pairwise transverse, the two definitions agree.
Proposition 2.9 (Properties of Maslov index). The Maslov index
• has range {−n,−n+ 1, . . . , n};
• is invariant under the action of Sp(2n,R) on L3n;
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• is antisymmetric and, as a result, is cyclically invariant;
• satisfies the cocycle relation, namely for all L1, L2, L3, L4 ∈ Ln
µn(L1, L2, L3)− µn(L1, L2, L4) + µn(L1, L3, L4)− µn(L2, L3, L4) = 0
• the group Sp(2n,R) acts transitively on the set of triples of pairwise transverse La-
grangians with the same Maslov index, i.e. the map Conf3∗(Ln)→ {−n,−n+2, . . . , n−
2, n} induced by µn is a bijection.
Note also that every decomposition of n = p + q induces an injection Lp × Lq → Ln that
is equivariant with respect to the homomorphism Sp(2p,R) × Sp(2q,R) → Sp(2n,R) and for
which µn = µp + µq.
2.4. Universal coverings. Let us also equip R2n with its standard Euclidean structure. Then
a maximal compact subgroup of Sp(2n,R) is the intersection Sp(2n,R) ∩ O(2n) that identifies
with U(n) via A+ iB 7→ (A −BB A ).
The homomorphism det : U(n)→ C∗ can be used to construct the universal cover of U(n):
U˜(n) := {(u, t) ∈ U(n)×R | det(u) = eit}.
Of course U˜(n) is a Lie subgroup of the universal cover S˜p(2n,R) of Sp(2n,R). For any de-
composition n = p + q there is a homomorphism S˜p(2p,R) × S˜p(2q,R) → S˜p(2n,R). (Similar
statements hold for any decomposition of n.)
Remark 2.10. Let (e0, f0) be the standard symplectic basis ofR
2n; it is also an orthonormal basis.
The space L0 := Span(e0) is Lagrangian and its orthogonal complement is L
⊥
0 = Span(f0). If, for
a symplectic basis (e, f), one has Span(e) = L0 and Span(f) = L
⊥
0 , then (e, f) is an orthonormal
basis of R2n if and only if f is an orthonormal family (this holds in fact as soon as that Span(e)
and Span(f) are orthogonal).
Lemma 2.11. For every M in Ln that is transverse to L0, there is a unique n-uple of real
numbers (ϕ1, ϕ2, . . . , ϕn) such that:
• 0 < ϕ1 6 ϕ2 6 · · · 6 ϕn < π, and
• there exist symplectic orthonormal bases (e, f) with
L0 = Span(e), L
⊥
0 = Span(f), and M = Span{cos(ϕi)ei + sin(ϕi)fi}16i6n.
Remark 2.12. The bases constructed in this lemma consist of one orbit under tha action of the
group StabO(n)(M).
Proof. Another way to state the conclusion is M = Span{cot(ϕi)ei + fi}16i6n.
Since M is transverse to L0, it is the graph of a map L
⊥
0 → L0 whose matrix in the bases f0,
e0 is symmetric. The ortho-diagonalization together with Remark 2.10 furnishes a (unique)
nonincreasing sequence λ1, . . . , λn and a symplectic orthonormal basis (e, f) such that L0 =
Span(e), L⊥0 = Span(f) and M = Span{λiei + fi}16i6n. Setting ϕi = cot−1(λi) gives the
result. 
For M transverse to L0, we will denote by (ϕ1(M), . . . , ϕn(M)) the n-uple provided by the
previous lemma. The ϕi are continuous functions on the open and dense subset
U := {M ∈ Ln |M is transverse to L0}.
They admit (noncontinuous) extensions to Ln:
Lemma 2.13. For every M in Ln, there is a unique n-tuple 0 6 ϕ1 6 ϕ2 6 · · · 6 ϕn < π for
which there exist symplectic orthonormal bases (e, f) such that L0 = Span(e), L
⊥
0 = Span(f) and
M = Span{cos(ϕi)ei + sin(ϕi)fi}16i6n.
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Proof. Choose first (e1, . . . , ek) an orthonormal basis of N = M ∩ L0 and apply the previous
lemma to M ∩N⊥ = (M⊥ ⊕N)⊥ which is a Lagrangian subspace of the (2n− 2k)-dimensional
symplectic vector space N⊥ ∩N⊥ω . 
The space:
L˜n :=
{
(M, θ) ∈ Ln ×R |
n∑
i=1
ϕi(M) = θ mod π
}
is a submanifold of Ln×R and the natural map L˜n → Ln is a covering. The action of Sp(2n,R)
on Ln lifts to an action of S˜p(2n,R) on L˜n; the restriction of this action to U˜(n) has an explicit
expression:
(u, t) · (M, θ) = (u(M), t+ θ), ((u, t) ∈ U˜(n), (M, θ) ∈ L˜n).
From this expression, it follows easily that the action of U˜(n) is transitive and that the stabilizer
of (L0, 0) is the subgroup SO(n) × {0} ⊂ U˜(n). This implies that L˜n is a connected and simply
connected manifold so that L˜n → Ln is the universal covering.
2.5. Souriau index. Two elements of L˜n will be called transverse if their projections to Ln are
transverse. For two transverse elements L∼1 , L
∼
2 of L˜n, there is u˜ in U˜(n), M in U , and θ in R
such that
u˜ · L∼1 = (L0, 0), and, u˜ · L∼2 = (M, θ).
Definition 2.14. The Souriau index (cf. [24, Section 4]) of (L∼1 , L
∼
2 ) is
mn(L
∼
1 , L
∼
2 ) = n+
1
π
(
θ −
n∑
i=1
ϕi(M)
)
.
We will call also Souriau index the function defined on the space of transverse pairs of L˜n.
The reader may refer to [8] (in particular Sections 5 and 6) for a more general discussion. For
the reader’s convenience, we provide below short proofs of the main properties of the Souriau
index.
Proposition 2.15. The Souriau index is well defined, antisymmetric, and S˜p(2n,R)-invariant.
Proof. We note that ϕj(g ·M) = ϕj(M) for everyM in U and every g in O(n) so that the above
formula (Definiton 2.14) does not depend on the choices since the stabilizer in U˜(n) of (L0, 0)
is SO(n).
To prove the antisymmetry, one can assume that L∼1 = (L0, 0) and L
∼
2 = (M, θ) with M =
Span{cos(ϕi)e0,i + sin(ϕi)f0,i} (as above (e0, f0) is the standard basis of R2n). Let u ∈ U(n) ⊂
GL(n,C) the diagonal element whose coefficients are ±e−iϕ1 , e−iϕ2 , . . . , e−iϕn where the sign is
fixed so that u˜ := (u,−θ) belongs to U˜(n) (i.e. it is +e−iϕ1 in the case ∑ni=1 ϕi = θ mod 2π
and −e−iϕ1 in the case ∑ni=1 ϕi = θ+ π mod 2π). Furthermore, u˜ · L∼2 = (L0, 0), and u˜ · L∼1 =
(N,−θ) with N a Lagrangian such that ϕj(N) = π−ϕn+1−j(M) (for all j). A small calculation
then gives mn(L
∼
2 , L
∼
1 ) = −mn(L∼1 , L∼2 ).
The Souriau index is continuous on the space of transverse pairs and thus locally constant
which implies that it is constant on S˜p(2n,R)-orbits hence S˜p(2n,R)-invariant. 
Let T be the element (Id, 2π) of U˜(n). This element generates the kernel of U˜(n) → U(n).
The following equality is a direct consequence of the definitions:
(2.2) mn(L
∼
1 , T · L∼2 ) = mn(L∼1 , L∼2 ) + 2 (L∼1 , L∼2 ∈ L˜n),
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more generally, for every element u˜ = (± Id, kπ) (i.e. u˜ belongs to the center of S˜p(2n,R)), one
has
(2.3) mn(L
∼
1 , u˜ · L∼2 ) = mn(L∼1 , L∼2 ) + k (L∼1 , L∼2 ∈ L˜n).
Furthermore, for every decomposition n = p + q, there is a natural map L˜p × L˜q → L˜n that
is equivariant with respect to the homomorphism S˜p(2p,R)× S˜p(2q,R)→ S˜p(2n,R) mentioned
earlier. The Souriau indices behave naturally with respect to this map:
(2.4) mn = mp +mq.
Similar statements hold for any decomposition of n.
The Souriau index is strongly related to the Maslov index:
Lemma 2.16. Let L1, L2, and L3 be three pairwise transverse Lagrangians. Let L
∼
1 , L
∼
2 , and L
∼
3
be lifts to L˜n of L1, L2, and L3 respectively. Then
µn(L1, L2, L3) = mn(L
∼
1 , L
∼
2 ) +mn(L
∼
2 , L
∼
3 ) +mn(L
∼
3 , L
∼
1 ).
Proof. Consider dn the difference of the two terms above seen as a function on the space of triples
of pairwise transverse elements of L˜n. Since Ln is the quotient of L˜n by the center of S˜p(2n,R),
Equation (2.3) implies that this function descends to a function on the space of pairwise transverse
triples of Lagrangians. This last function is Sp(2n,R)-invariant so that the equality dn = 0 needs
to be checked only on representatives of the finitely many Sp(2n,R)-orbits. Since one can choose
representatives coming from the embedding (L1)n → Ln, thanks to Equation (2.4), we can
further assume that n = 1. However, in the case n = 1, L1 can be identified with S1 with µ1
being the orientation cocycle, and L˜1 is identified with R with the Souriau index being the sign
function; the equality d1 ≡ 0 follows then from a direct calculation. 
Finally, we are able to extend the Souriau index to any pair in L˜n:
Proposition 2.17. For all L∼1 and L
∼
2 in L˜n, the following integer, defined for any L∼3 that is
transverse to both L∼1 and L
∼
2 ,
µn(L1, L2, L3)−mn(L∼2 , L∼3 )−mn(L∼3 , L∼1 )
does not depend on L∼3 .
The resulting integer will be denoted bymn(L
∼
1 , L
∼
2 ) and called the Souriau index of (L
∼
1 , L
∼
2 ).
The Souriau index is then a Z-valued, antisymmetric, and S˜p(2n,R)-invariant function on the
space L˜n × L˜n; it satisfies Equations (2.2) and (2.3) for all L∼1 and L∼2 in L˜n.
Proof. Call δ(L∼1 , L
∼
2 , L
∼
3 ) the integer in the statement.
We need to prove that for any other L′′∼3 , δ(L
∼
1 , L
∼
2 , L
∼
3 ) = δ(L
∼
1 , L
∼
2 , L
′′∼
3 ). Choosing an
element L′∼3 that is transverse to L
∼
1 , L
∼
2 , L
∼
3 , and L
′′∼
3 , we will prove that δ(L
∼
1 , L
∼
2 , L
∼
3 ) =
δ(L∼1 , L
∼
2 , L
′∼
3 ) and δ(L
∼
1 , L
∼
2 , L
′∼
3 ) = δ(L
∼
1 , L
∼
2 , L
′′∼
3 ). In fact, only the first equality needs a
proof, the second being a consequence of the first applied to the quadruple (L∼1 , L
∼
2 , L
′∼
3 , L
′′∼
3 ).
The equality δ(L∼1 , L
∼
2 , L
∼
3 ) − δ(L∼1 , L∼2 , L′∼3 ) = 0 is the result of a direct calculation using the
definitions, the cocycle property of the Maslov index, Lemma 2.16, and the antisymmetry of the
Souriau index. 
The relation between the Maslov index and the Souriau index is valid without assuming the
transversality of the Lagrangians.
Proposition 2.18. Let L1, L2, and L3 be Lagrangians and let L
∼
1 , L
∼
2 , and L
∼
3 be lifts of L1,
L2, L3 in L˜n. Then
µn(L1, L2, L3) = mn(L
∼
1 , L
∼
2 ) +mn(L
∼
2 , L
∼
3 ) +mn(L
∼
3 , L
∼
1 ).
NONCOMMUTATIVE COORDINATES FOR SYMPLECTIC REPRESENTATIONS 11
Proof. By construction of the extension of the Souriau index, the identity holds true as soon as L3
is transverse to both L1 and L2. Let then M
∼ = (M, θ) be an element of L˜n with M transverse
to L1, L2, and L3. Then, by the cocycle property of the Maslov index and its antisymmetry, one
has µn(L1, L2, L3) = µn(L1, L2,M)+µn(L2, L3,M)+µn(L3, L1,M) and the result follows from
a successive application of Proposition 2.17 and the antisymmetry of the Souriau index. 
By an easy induction one gets:
Lemma 2.19. Let L1, L2, . . . , Lr be Lagrangians and let L
∼
1 , L
∼
2 , . . . , L
∼
r be lifts of L1, L2, . . . , Lr
to L˜n. Then
r−1∑
j=2
µn(L1, Lj, Lj+1) = mn(L
∼
r , L
∼
1 ) +
r−1∑
j=1
mn(L
∼
j , L
∼
j+1).
A consequence of this last lemma, the invariance of mn and its antisymmetry is:
Lemma 2.20. Let M , L1, . . . , Lr−1 be Lagrangians. Let g be an element of Sp(2n,R) fixing M ,
let M∼ be a lift of M and let g˜ ∈ S˜p(2n,R) be the lift of g fixing M∼. Let L∼1 , . . . , L∼r−1 be lifts
of L1, . . . , Lr−1 in L˜n and set Lr := g · L1 so that L∼r := g˜ · L∼1 is a lift of Lr. Then
r−1∑
j=1
µn(M,Lj , Lj+1) =
r−1∑
j=1
mn(L
∼
j , L
∼
j+1).
2.6. Translation number. The translation number R˜ot : S˜p(2n,R) → R is a conjugation in-
variant function defined in [7] using bounded cohomology. We will need the following properties:
Lemma 2.21 ([25]). Let h be in S˜p(2n,R), L∼ be in L˜n such that the projection of L∼ in Ln
is fixed by the projection of h in Sp(2n,R). Then
R˜ot(h) =
1
2
mn(h · L∼, L∼).
Remark 2.22. For any h in S˜p(2n,R) and any L∼ in L˜n one has
R˜ot(h) = lim
k→∞
1
2k
mn(h
k · L∼, L∼),
and this equality could serve as a definition for the translation number (cf. [8, Section 10]).
3. Invariants of Lagrangian subspaces
The action of Sp(2n,R) on pairs of transverse Lagrangians is transitive. However the action
of Sp(2n,R) on triples of pairwise transverse Lagrangians is not transitive and all the more for
the actions on quadruples and quintuples.In this section we describe invariants of such tuples of
Lagrangians.
Equally the action of Sp(2n,R) on pairs of decorated Lagrangians is not transitive. We intro-
duce below the symplectic Λ-length and investigate its properties. This will help to understand
the orbits of Sp(2n,R).
3.1. Cross ratio. Let L1,M1, L2,M2 be four Lagrangians such that M1 is transverse to L2, M2
is transverse to L1, and L1 is transverse to L2. We use the linear isomorphisms M1L1→L2 and
M2L2→L1 , defined in Section 2.3, to introduce the map
[L1,M1, L2,M2] := −M2L2→L1 ◦M1L1→L2 : L1 → L1
which is a linear endomorphism of L1.
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Definition 3.1. The map [L1,M1, L2,M2] : L1 → L1 is called the cross ratio of the quadruple
of Lagrangians (L1,M1, L2,M2).
For related invariants of four Lagrangians, see [3, 4, 15, 23]. Cross ratios for quadruples of
matrices have been defined by Hua [16, Section 5] and later extended to operator by Zelikin [27];
these can be used to describe a cross ratio for quadruples of n-planes in R2n (cf. Section 5.7
in [19, Chapter 2]). Noncommutative cross ratios have been defined by Retakh [21], and later
related in [22] to the work of Berenstein and Retakh [2] (cf. also Section 11.10 below).
For n = 1, the cross ratio is a linear map from a line to itself. This is just the multiplication
by a scalar, which is exactly the classical cross ratio of four lines in R2.
Proposition 3.2 (Properties of cross ratio).
(1) The cross ratio is equivariant under the action of Sp(2n,R) on Ln, that is, for any
g ∈ Sp(2n,R), [gL1, gM1, gL2, gM2] = h[L1,M1, L2,M2]h−1 where h : L1 → g(L1) is the
restriction of g to L1.
(2) If furthermore M1 is transverse to L1 and M2 is transverse to L2, then the maps
M1L1→L2 andM2L2→L1 are bijective and one has: [L1,M1, L2,M2] = [L1,M2, L2,M1]
−1;
(3) Under the same hypothesis, [L1,M1, L2,M2] = M1
−1
L1→L2
◦ [L2,M2, L1,M1]◦M1L1→L2 =
M2L2→L1 ◦ [L2,M2, L1,M1] ◦M2−1L2→L1 .
(4) Denote ψ1 : L1 →M1 | v 7→ v+M1(v), then, whenM1 andM2 are transverse, [M1, L2,M2, L1] =
ψ1[L1,M1, L2,M2]
−1ψ−11 .
Proposition 3.3. The cross ratio B := [L1,M1, L2,M2] is selfadjoint with respect to the Maslov
forms [L1,M1, L2] and [L1,M2, L2].
Proof. Let β1 = [L1,M1, L2] and β2 = [L2,M2, L1]. Thus β2 is a symmetric bilinear form on L2.
Let v, w ∈ L1. Then:
(3.1) β1(Bv,w) = ω(−M2M1v,M1w) = ω(M1w,M2M1v) = β2(M1w,M1v),
and, exchanging v and w, β1(Bw, v) = β2(M1v,M1w). Since β1 and β2 are symmetric, B is
selfadjoint with respect to β1. Exchanging the Lagrangians, we obtain that [L2,M2, L1,M1]
is selfadjoint with respect to [L2,M2, L1]. By the second equality in (3) of Proposition 3.2,
B = M2◦ [L2,M2, L1,M1]◦M−12 and sinceM2 : L2 → L1 is isometric with respect to [L2,M2, L1]
(on L2) and [L1,M2, L2] (on L1), we get that B is selfadjoint with respect to [L1,M2, L2]. 
Corollary 3.4. If the Maslov form [L1,M1, L2] is positive definite, then [L1,M1, L2,M2] is
diagonalizable. If the Maslov form [L2,M2, L1] is also positive definite, then [L1,M1, L2,M2] has
positive eigenvalues.
Proof. We set as before β1 = [L1,M1, L2] and β2 = [L2,M2, L1]. Since B = [L1,M1, L2,M2] is
selfadjoint with respect to β1, there is a β1-orthonormal basis e of L1 diagonalizing B, i.e. such
that [β1]e = Id and [B]e = diag(λ1, . . . , λn).
Let f be the unique basis of L2 such that ω(e, f) = Id. By Remark 2.7, [M1]e,f = Id, i.e. for
all i, fi = M1ei. By Equation (3.1), for all i, one has
λi = β1(Bei, ei) = β2(fi, fi) > 0,
since β2 is positive definite. 
Definition 3.5. A quadruple of Lagrangians (L1,M1, L2,M2) is said to be positive if [L1,M1, L2]
and [L2,M2, L1] are positive definite.
A symplectic basis (e, f) will be said to be in standard position with respect to a positive
quadruple of Lagrangians (L1,M1, L2,M2) if there exists a diagonal matrix Λ with positive
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nondecreasing coefficients such that
L1 = Span(e), L2 = Span(f), M1 = Span(e+ f), M2 = Span(e− f · Λ).
The matrix Λ is uniquely determined by the quadruple (L1,M1, L2,M2) since Λ
−1 is equal to
the cross ratio [L1,M1, L2,M2] (in the basis e) and is in fact the unique diagonal matrix with
nondecreasing coefficients representing this endomorphism.
The configuration space of positive quadruples will be denoted by Conf4+(Ln) ⊂ Conf4(Ln);
it is contained in the space of pairwise transverse quadruples, and in particular in Conf4♦(Ln).
Note that (L2,M2, L1,M1) is positive as soon as (L1,M1, L2,M2) is positive. In fact the
cocycle property of the Maslov index (Proposition 2.9) implies that (L1,M1, L2,M2) is positive
if and only if (M1, L2,M2, L1) is positive (see also Lemma 4.32).
The previous corollary implies the existence of symplectic bases in standard position (actually
its proof constructs one). The following proposition complements the conclusion of the corollary
(see also Proposition 9.3 for a more general statement without the positivity assumption):
Proposition 3.6. Let (L1,M1, L2,M2) be a positive quadruple of Lagrangians.
(1) There exists a symplectic basis (e, f) in standard position.
(2) Any other symplectic basis in standard position with respect to (L1,M1, L2,M2) is of the
form (e · h, f · h) for h in O(n) commuting with Λ.
(3) Let u = Λ1/2. Then
(e′, f ′) := (e, f) ·
(
0 −u−1
u 0
)
= (f · u,−e · u−1)
is a symplectic basis that is in standard position with respect to (L2,M2, L1,M1).
Proof. Point (1) was already proved.
Let us make first two observations: for any n-tuple v and any g in GL(n,R), Span(v · g) =
Span(v); for any pairs (v,w) of n-tuples such that the family (v,w) is free and for any m, m′
in Mn(R), Span(v +w ·m) = Span(v +w ·m′) if and only if m = m′.
Let h be as in (2), and let (e1, f1) = (e ·h, f ·h). Then Span(e1) = Span(e ·h) = Span(e) = L1,
similarly Span(f1) = L2, and Span(e1 + f1) = Span
(
(e + f) · h) = M1; and finally, since h
commutes with Λ, Span(e1 − f1 · Λ) = Span
(
(e− f · Λ) · h) = M2.
Conversely, let (e1, f1) be a symplectic basis in standard position with respect to the quadruple
(L1,M1, L2,M2). There is a unique symplectic matrix g such that (e1, f1) = (e, f) · g. The
equalities Span(e1) = Span(e) and Span(f1) = Span(f) imply that the matrix g is block diagonal:
g =
(
h 0
0 Th−1
)
with h in GL(n,R). Since
Span(e1 + f1) = Span(e · h+ f · Th−1) = Span(e · h Th+ f) = Span(e+ f),
one has h Th = Id, i.e. h ∈ O(n) and g = ( h 00 h ). Similarly, one obtains Span(e − f · hΛh−1) =
Span(e− f · Λ) so that h and Λ commute.
Point (3) follows from similar considerations. 
Let ∆n be the space of diagonal matrices with positive nondecreasing coefficients. Another
way to phrase the conclusion of the proposition is:
Corollary 3.7. The map that associates to a quadruple (L1,M1, L2,M2) its invariant Λ induces
an homeomorphism between Conf4+(Ln) and ∆n.
3.2. Maximal triples of decorated Lagrangians. The following lemma will be used when
giving the parameterization of maximal decorated representations.
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Lemma 3.8. Let La, Lb, and Lc be Lagrangians. Let (ea, fa), (eb, fb), and (ec, fc) be symplectic
bases such that
La = Span(ec) = Span(fb) = Span(ea + fa)
Lb = Span(ea) = Span(fc) = Span(eb + fb)
Lc = Span(eb) = Span(fa) = Span(ec + fc).
Let the matrices A, B, and C be defined uniquely by the equalities
fb = −ec · A, fc = −ea · B, fa = −eb · C.
Then they are orthogonal and satisfy the equation CBA = − Id.
Furthermore,
eb = (ec + fc) ·A, ec = (ea + fa) · B, ea = (eb + fb) · C.
Remark 3.9. This result will be used in the presence of three other Lagrangians (Ma,Mb,Mc)
such that the quadruple (La, Lb, Lc,Mb), (Lb, Lc, La,Mc), and (Lc, La, Lb,Ma) are positive and
applied to symplectic bases in standard position with respect to these quadruples.
We will in particular use the conclusion in the situation where (eb, fb) = (ec, fc) ·
(
A −A
A 0
)
.
Proof. The pair (fb,−eb − fb) is a symplectic basis. One has Span(fb) = La = Span(ec) and
Span(−eb − fb) = Lb = Span(fc). Thus, for the uniquely defined matrix A above,
(fb,−eb − fb) = (ec, fc) ·
(−A 0
0 −TA−1
)
.
Thus eb = ec ·A+ fc · TA−1. In particular, Span(ec ·A TA+ fc) = Span(eb) = Lc = Span(ec + fc)
which implies A TA = Id, i.e. A is orthogonal. The same property holds for B and C. To conclude,
the composition of the three changes of symplectic bases must be the identity, that is(
C −C
C 0
)(
B −B
B 0
)(
A −A
A 0
)
= Id,
and the identity CBA = − Id follows. 
Remark 3.10. We will often use the fact that if, for two symplectic bases (e, f) and (e′, f ′), one
has Span(e) = Span(e′), Span(f) = Span(f ′), Span(e + f) = Span(e′ + f ′), then e′ = eA and
f ′ = fA for A in O(n).
The converse statement is:
Lemma 3.11. Let A, B, and C be orthogonal matrices such that CBA = − Id. Let (ec, fc) be
a symplectic basis and set
(eb, fb) := (ec, fc) ·
(
A −A
A 0
)
and (ea, fa) := (eb, fb) ·
(
B −B
B 0
)
.
Then (ec, fc) = (ea, fa) ·
(
C −C
C 0
)
and the three Lagrangians
La := Span(ec) = Span(fb) = Span(ea + fa)
Lb := Span(ea) = Span(fc) = Span(eb + fb)
Lc := Span(eb) = Span(fa) = Span(ec + fc)
are pairwise transverse.
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3.3. Positive quintuples. A quintuple (La,Mc, Lb, Lc,Mb) of Lagrangians is said positive if
the quadruples (La, Lb, Lc,Mb) and (La,Mc, Lb, Lc) are positive or equivalently if the triples
(La, Lb, Lc), (La, Lc,Mb), and (La,Mc, Lb) are positive.
Using Proposition 3.6, we get (eb, fb) a symplectic basis in standard position with respect to
(La, Lb, Lc,Mb) and (ec, fc) a symplectic basis in standard position with respect to (Lb, Lc, La,Mc).
The matrix A in GL(n,R) such that fc = eb ·A belongs to O(n). It is called the angle invariant
of the positive quintuple (La,Mc, Lb, Lc,Mb) (we refer to Sections 4.11 and 5.8 for the choice
of this terminology); only its class modulo right multiplication by StabO(n)(Λb) and modulo left
multiplication by StabO(n)(Λc) is well defined (where Λb and Λc are the elements of∆n associated
with the positive quadruples (La, Lb, Lc,Mb) and (Lb, Lc, La,Mc)).
3.4. Symplectic Λ-lengths. In this subsection we introduce an invariant of two transverse
decorated Lagrangians. Since this invariant is closely related to Penner’s λ-lengths in the case
when n = 1, we call it the symplectic Λ-length.
Definition 3.12. The symplectic Λ-length of two decorated Lagrangians v,w is the n×n-matrix
Λv,w := ω(v,w) = (ω(vi, wj))i,j∈{1,...,n}.
To shorten the notation, when {vi}i∈I is a family of decorated Lagrangians, we will write
Λij := Λvi,vj , for i, j ∈ I.
Lemma 3.13. For all v1,v2 ∈ Ldn, we have Λ12 = −TΛ21; v1 and v2 are transverse if and only
if Λ12 is not singular, in which case
[ω]v1,v2 =
(
0 Λ12
Λ21 0
)
.
Remark 3.14. The symplectic Λ-lengths generalize Penner’s λ-lengths for the decorated Teich-
müller space ([20]), and one can check when n = 1, the symplectic Λ-length is a square root of
Penner’s λ-length.
3.5. Ptolemy equation, exchange and triangle relations. Penner’s λ-lengths satisfy the
famous Ptolemy equation. Given four b-isotropic vectors w1, w2, w3, w4 in R
3 (b is a form of
signature (1, 2) on R3), contained in the same component of the isotropic cone and cyclically
order (see Figure 3.1), we have the relation√
b(w2, w4)b(w1, w3) =
√
b(w2, w3)b(w1, w4)−
√
b(w1, w2)b(w3, w4),
where the terms b(wi, wj) are Penner’s λ-lenghts. Our symplectic Λ-lengths satisfy a noncommu-
tative version of the Ptolemy equation. We also call this identity the exchange relation. Moreover,
they satisfy a triangle relation, which is trivial in the case of SL(2,R).
Lemma 3.15. Let v1, v3 be two transverse decorated Lagrangians. Consider a third decorated
Lagrangian v2, so that there exists a unique pair (A,B) of n× n-matrices such that
v2 = v1A+ v3B.
Then
A = Λ−131 Λ32, B = Λ
−1
13 Λ12,
and the matrix Λ23Λ
−1
13 Λ12 is symmetric.
Proof. One has Λ12 = ω(v1,v2) = ω(v1,v1A + v3B) = ω(v1,v3B) = Λ13B, so Λ
−1
13 Λ12 = B.
Similarly A = Λ−131 Λ32.
Also the equality ω(v2,v2) = 0 gives
TAΛ13B+
TBΛ31A = 0. Since Λ13 = −TΛ31, we get that
TAΛ13B =
TΛ32
TΛ−131 Λ12 is symmetric and the last result follows from the equalities
TΛ32 = −Λ23
and TΛ31 = −Λ13. 
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w1
w2
w3
w4
Figure 3.1. The tetrahedron illustrating the exchange relation
The symmetry of the matrix Λ23Λ
−1
13 Λ12 can be restated as follow (thanks to the relations
TΛij = −Λji):
Corollary 3.16 (Triangle relation). One has Λ23Λ
−1
13 Λ12 + Λ12Λ
−1
31 Λ32 = 0, and when v2 is
transverse to v1 and to v3, Λ
−1
32 Λ13Λ
−1
21 Λ23Λ
−1
13 Λ12 = − Id.
Proposition 3.17 (Ptolemy relation). Let vi, i ∈ {1, 2, 3, 4}, be decorated Lagrangians such
that v1 and v3 are transverse. Then
Λ24 = Λ23Λ
−1
13 Λ14 + Λ21Λ
−1
31 Λ34.
Proof. Using Lemma 3.15, we have
Λ24 = ω(v2,v4) = ω(v1Λ
−1
31 Λ32,v3Λ
−1
13 Λ14) + ω(v3Λ
−1
13 Λ12,v1Λ
−1
31 Λ34)
= T(Λ−131 Λ32)ω(v1,v3)Λ
−1
13 Λ14 +
T(Λ−113 Λ12)ω(v3,v1)Λ
−1
31 Λ34
= Λ23Λ
−1
13 Λ14 + Λ21Λ
−1
31 Λ34. 
3.6. Symplectic Λ-lengths, Maslov index and cross ratios. If we choose bases for all the
Lagrangian subspaces, the Maslov index and the cross ratio can be expressed in terms of the
symplectic Λ-lengths.
Lemma 3.18. Let (Li,vi) ∈ Ldn, for i ∈ {1, 2, 3}, be three pairwise transverse decorated La-
grangians. Then the matrix Λ12Λ
−1
32 Λ31 is symmetric and the Maslov index is given by its signa-
ture:
µn(L1, L2, L3) = sgn(Λ12Λ
−1
32 Λ31).
Proof. The symmetry of the matrix was established in Lemma 3.15. Changing the bases of L1, L2,
and L3 transconjugates the matrix Λ12Λ
−1
32 Λ31 and in particular it does not change its signature.
Thus we can assume that (v1,v3) is a symplectic basis and that there is p ∈ {0, . . . , n} such that
v2,j = v1,j+v3,j if j 6 p and v2,j = v1,j−v3,j if j > p so that µn(L1, L2, L3) = p−(n−p) = 2p−n.
In this situation Λ31 = Λ32 = − Id and Λ12 =
( Idp 0
0 − Idn−p
)
. 
Lemma 3.19 (Cross ratio in terms of symplectic Λ-lengths). Let (Li,vi), for i ∈ {1, 2, 3, 4}, be
four pairwise transverse decorated Lagrangians. Then
[L1, L2, L3, L4]v1 = −Λ−131 Λ34Λ−114 Λ12Λ−132 Λ31 = −Λ−141 Λ43Λ−123 Λ21,
where [L1, L2, L3, L4]v1 denotes the matrix of the cross ratio in the basis v1.
NONCOMMUTATIVE COORDINATES FOR SYMPLECTIC REPRESENTATIONS 17
Proof. By Lemma 3.15, if A and B are the matrices such that v2 = v1A+v3B, then A = Λ
−1
31 Λ32
and B = Λ−113 Λ12. Since L2 = Span(v1A+ v3B) = Span(v1+ v3BA
−1), the matrix of the linear
map L2 : L1 → L3 is BA−1, that is
[L2]v1,v3 = Λ
−1
13 Λ12Λ
−1
32 Λ31
and using the triangle relation:
= −Λ−113 Λ13Λ−123 Λ21 = −Λ−123 Λ21.
Similarly
[L4]v3,v1 = Λ
−1
31 Λ34Λ
−1
14 Λ13 = −Λ−141 Λ43.
Therefore, on one hand
[L1, L2, L3, L4]v1 = −Λ−131 Λ34Λ−114 Λ13Λ−113 Λ12Λ−132 Λ31 = −Λ−131 Λ34Λ−114 Λ12Λ−132 Λ31,
and on the other hand
[L1, L2, L3, L4]v1 = −Λ−141 Λ43Λ−123 Λ21. 
4. Moduli spaces of framed and decorated local systems
This section describes the framed and decorated local systems whose moduli spaces are later
parameterized. The interpretation of these spaces in term of “genuine” representations are also
given. We introduce Maslov indices for triples associated with framed local systems and explain
how these can be used to calculate the Toledo number. The characterization of maximal rep-
resentations in term of these Maslov indices will lead to a definition of maximal framed local
system.
4.1. Topological data. From now on, S will denote an oriented, connected, finite-type surface
with nonempty boundary and without punctures. There is an essentially unique connected
oriented compact surface S¯ with nonempty boundary ∂S¯ and a finite set R ⊂ ∂S so that S is
the complement S¯ rR. The boundary of S can be noncompact.
We denote by g the genus of S¯, by k the number of connected components of ∂S¯, and by r
the cardinality of R. We will also denote by p ∈ {0, . . . , k} the number of compact connected
components of ∂S, i.e. the number of connected components of ∂S¯ not intersecting R.
We will always assume that
4g − 4 + 2k + r > 0.
This precisely means that the double of S along its boundary ∂S = ∂S¯ r R has negative Euler
characteristic.
Remark 4.1. The conditions we assume on S can be equivalently expressed saying that S admits
a complete hyperbolic structure of finite volume with nonempty, possibly noncompact, geodesic
boundary and without cusps.
As examples, let’s see some special and “extreme” cases. On the one hand, r can be zero.
This is the case when S is compact, with negative Euler characteristic. On the other hand,
the surface S¯ can be a disk (g = 0, k = 1), or an annulus (g = 0, k = 2). In these cases, our
hypothesis implies that r > 3 for the disc, and r > 1 for the annulus.
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4.2. Fundamental group. The fundamental group of S is a free group of rank 2g + k − 1.
For definiteness, we denote by b0 the base point of the surface S, i.e. π1(S) = π1(S, b0). Thus
elements of π1(S) are classes of loops based at b0 and, for α and γ in π1(S), represented by
loops a and g respectively, their product αγ or α ∗ γ is represented by the loop a ∗ g obtained
juxtaposing g then a, in that order. More generally, for two paths a : [0, 1] → S, g : [0, 1] → S
such that g(1) = a(0), we will denote by a∗ g the juxtaposition of g and a. With this convention,
the fundamental group π1(S) acts on the right on the universal cover S˜.
For later purpose, we fix a path αC : [0, 1] → S between b0 and C ∩ S (= C r R) for every
component C of ∂S¯. This enables us in particular to give p elements of π1(S), c1, . . . , cp, repre-
senting the compact components of ∂S. Obviously, only the conjugacy class of cj is intrinsically
defined. The other components of ∂S¯ will be numbered C1, . . . , Ck−p; they contain respectively
r1, . . . , rk−p elements of R; rℓ is a positive integer and
∑
ℓ rℓ = r. The arc αCℓ joining b0 and Cℓ
will also be denoted by αℓ.
4.3. Triangulations. An ideal triangulation T of S is a triangulation of S¯ such that the vertex
set of T is contained in ∂S and that every connected component of ∂S contains exactly one
vertex of T . It will later prove useful to consider a triangulation as a maximal set of arcs in S,
that do not intersect. An arc is (the homotopy class of) a map of pairs ([0, 1], {0, 1})→ (S, ∂S)).
Hence, if an arc α belongs to T , its reverse α¯ belongs also to T . Nevertheless, in many situations,
α and α¯ will be identified and we will speak of nonoriented edges.
It is well known that triangulations can be obtained from one another by a series of elementary
moves called flips. Two triangulations T0 and T1 are related by a flip if there exist (oriented)
edges e0 in T0 and e1 in T1 such that T0r{e0, e¯0} = T1r{e1, e¯1} (we refer to the later figure 11.1
for an illustration of this classical situation).
The number of vertices of T is p+r, the number of pairs of edges {α, α¯} is 3|χ(S¯)|+2r, among
those there are r pairs of external edges, i.e. contained in exactly one face of the triangulation,
and there are 3|χ(S¯)|+ r pairs of internal edges (contained in two faces), finally the number of
faces (or triangles) is 2|χ(S¯)|+ r.
The rℓ (pairs of) arcs connecting cyclically the components of CℓrR (for every ℓ in {1, . . . , k−
p}) always belongs to the triangulations T of S. These are the arcs that account for the r external
edges.
4.4. Framed symplectic local systems. Let F be a Sp(2n,R)-local system on the surface S,
i.e. F is a right principal Sp(2n,R)d-bundle where Sp(2n,R)d is the topological group Sp(2n,R)
equipped with the discrete topology (or, what amounts to the same, the change of trivializations
are locally constant maps into Sp(2n,R)). Using the parallel transport, we find a homomor-
phism ρ : π1(S)→ Sp(2n,R) so that F is the quotient π1(S)\(S˜×Sp(2n,R)) by the left diagonal
action on S˜×Sp(2n,R) determined by ρ; namely γ ·(p, g) = (p ·γ−1, ρ(γ)g) for all γ in π1(S) and
all (p, g) ∈ S˜ × Sp(2n,R). Given F there is an associated bundle with fiber Ln, the Lagrangian
Grassmannian, which we denote by FLn . It is the quotient π1(S)\(S˜ × Ln).
Definition 4.2. A framing of a symplectic local system F is a flat section of FLn |∂S . A framed
symplectic local system is a pair (F , σ) where σ is a framing of the symplectic local system F .
Remark 4.3. The framing σ is equivalently given as a locally constant and ρ-equivariant map
σ˜ : ∂S˜; this means that, for all γ in π1(S) and all p in ∂S˜, γ · (p, σ˜(p)) = (p ·γ−1, σ˜(p ·γ−1)). This
last equality can be rewritten σ˜(p · γ−1) = ρ(γ) · σ˜(p).
The moduli space of framed symplectic local systems is denoted by Locf(S, Sp(2n,R)).
A framed local system gives rise to the following data (with the notation introduced in Sec-
tion 4.2)
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• a representation ρ : π1(S)→ Sp(2n,R),
• for every j = 1, . . . , p, a ρ(cj)-invariant Lagrangian Lj . It is obtained using the parallel
transport along the arc αC where C is the compact boundary component homotopic
to cj .
• for every ℓ = 1, . . . , k − p, a rℓ-tuple (L1,ℓ, . . . , Lrℓ,ℓ) of Lagrangians, obtained again
using the parallel transport along the arc αℓ and along arcs connecting cyclically the rℓ
components of Cℓ rR.
The tuple (ρ, {Lj}pj=1, {(Lj,ℓ)rℓj=1}k−pℓ=1 ) will be called the holonomy of the framed local system
(F , σ); it is only defined up to the action of the symplectic group and it determines completely
the isomorphism class of the framed symplectic local system (F , σ). We are thus led to consider
the following definition.
Definition 4.4. A framed symplectic representation is a tuple(
ρ, {Lj}pj=1, {(Lj,ℓ)rℓj=1}k−pℓ=1
) ∈ Hom(π1(S), Sp(2n,R))× Lpn × k−p∏
ℓ=1
Lrℓn
satisfying the condition ρ(cj) · Lj = Lj for all j = 1, . . . , p.
We denote by Homf(S, Sp(2n,R)) the space of all framed symplectic representations. This
space carries a natural action of Sp(2n,R), and we will denote the quotient by
Repf(S, Sp(2n,R)) = Homf(S, Sp(2n,R))/ Sp(2n,R).
Remark 4.5. When Repf(S, Sp(2n,R)) is endowed with the quotient topology, it is in general
not a Hausdorff space. In this work, we will be led to consider noncontinuous (Sp(2n,R)-
invariant) functions on Homf(S, Sp(2n,R)), and it is therefore more relevant not to consider any
Hausdorffication of the moduli space.
Remark 4.6. One can give a more intrinsic way to describe the moduli space Repf(S, Sp(2n,R))
by considering at the same time all the possible arcs αℓ and all the possible representatives cj of
the compact boundary components. We will not write this definition here explicitly.
We can identify Locf(S, Sp(2n,R)) and Repf(S, Sp(2n,R)):
Lemma 4.7. The holonomy map is a bijection between the moduli space Locf(S, Sp(2n,R)) and
the moduli space Repf(S, Sp(2n,R)).
We use this identification to endow the moduli space Locf(S, Sp(2n,R)) with a (non-Hausdorff)
topology.
4.5. Twisted local systems. We denote by T ′S the punctured tangent bundle of S, i.e. the
tangent bundle TS with the zero section removed. Its fundamental group is a central extension
of π1(S)
Z −→ π1(T ′S) −→ π1(S)
that necessarily splits as π1(S) is a free group. The generating element δ of the kernel of the
extension is the class in π1(T
′S) of any loop representing the homotopy of a fiber of T ′S → S.
Let G be a group and let δG be a central element in G. For the case when G = Sp(2n,R)
we will always take δG = − Id. For the case when G is a connected Lie group locally isomorphic
to Sp(2n,R), the relevant element δG is described in Section 10.3.
Definition 4.8. A G-local system F on T ′S is said to be twisted (or δ-twisted) if its holonomy
in restriction to any fiber of T ′S → S is equal to δG. The moduli space of δ-twisted G-local
systems is denoted by Locδ(S,G).
A representation ρ : π1(T
′S)→ G is said δ-twisted if ρ(δ) = δG.
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The space of δ-twisted representations is denotes byHomδ(S,G), the space of theirG-conjugacy
classes by Repδ(S,G).
The holonomy map gives an identification between Locδ(S,G) and Repδ(S,G).
Remark 4.9. Using an isomorphism π1(T
′S) ≃ Z×π1(S), the space Homδ(S,G) is in one-to-one
correspondence with Hom(π1(S), G). This identification is mapping class group equivariant but
is not canonical since it relies on the choice of isomorphism. We will rely on this correspondence
and describe in Section 6 and sqq. moduli spaces of (decorated) local systems.
4.6. Vector fields. Since S as nonempty boundary there exists a nonvanishing vector field on S.
Such a vector field gives rise to an isomorphism π1(T
′S) ≃ Z×π1(S). We describe now a slightly
different identification, which relies on the existence of a vector field with isolated zeros. This is
a bit more involved but useful for later considerations.
Let ~x be a vector field with isolated zeros and without any zero on the compact components
of ∂S. We denote by Z(~x) the set of its zeroes in the interior of S. For every u in Z(~x), the
index ind(u, ~x) (later simply denoted ind(u)) is the number of “turns” that ~x does around u (e.g.
it is +1 if ~x is tangent to a small circle around u, it is −1 if ~x presents a saddle singularity).
For every u ∈ Z(~x), let us fix γu an element in π1(S r Z(~x)) that is freely homotopic to a small
(directly oriented) circle around u.
The vector field ~x provides a trivialization of T ′(S r Z(~x)), that we can use to obtain:
Lemma 4.10. The homomorphism π1(T
′(S r Z(~x))) → π1(T ′S) induces an isomorphism be-
tween π1(T
′S) and the quotient of Z× π1(S rZ(~x)) ≃ π1(T ′(S rZ(~x))) by the normal subgroup
generated by the elements (−ind(u), γu) for u in Z(~x).
As a consequence:
Corollary 4.11. The isomorphism of Lemma 4.10 gives a one-to-one G-equivariant correspon-
dence between the space Homδ(S,G) and the space
Homδ(S r Z(~x), G) := {ρ ∈ Hom(π1(S r Z(~x)), G) | ∀u ∈ Z(~x), ρ(γu) = δind(u)G }.
We call the representations in Homδ(S r Z(~x), G) also twisted representations.
Remark 4.12. The surface S r Z(~x) is (almost) of the same type as the surface S so that
the discussion of Sections 4.1 and 4.2 applies. In particular we will also denote by c1, . . . , cp
representatives in π1(S r Z(~x)) of the compact boundary components of S. These elements
depend now on choices of arcs in S r Z(~x). Similarly, paths αℓ connecting in S rZ(~x) the base
point to Cℓ rR will be chosen.
Remark 4.13. One can go a little further in the conclusion of Corollary 4.11 and remove only the
zeroes of ~x whose index is not a multiple of the order of δG. When G = Sp(2n,R), so that δG is
of order 2, we will sometimes be able to use vector fields whose indices are all even. In this case,
the space Homδ(S, Sp(2n,R)) is in fact a space of representations of π1(S).
4.7. Triangulations and vector fields. Given a triangulation T of S we can construct a vector
field ~xT on S that satisfies the condition required in Section 4.6. It is constructed from a fixed
model on each triangle of T that we now describe:
• The zeroes of the vector field are
– the vertices of the triangles, and, in a neighborhood of these vertices, the vector
field is tangent to the clockwise oriented circles centered at the vertices;
– and the center of the triangle, and it is tangent to the counter-clockwise oriented
circles in a neighborhood of this center (index 1).
– the midpoints of its edges, where it is “half” of a saddle connection.
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• there are 3 complete flow lines emanating and ending at the midpoints of the edges; these
flow lines cut the triangle into 4 regions, 3 of them contain exactly one vertex and the
last one contains the center. Furthermore, in each of the 3 regions containing a vertex,
the flow lines foliate the region into a family of homotopic curves going from one half
edge to another half edge, the last region contains a zero of the vector field and the other
flow lines are counter-clockwise circles around this zero.
This basically determines uniquely the vector field, it is illustrated in Figure 4.1.
.
Figure 4.1. The model vector field. Dotted lines are complete flow lines.
To be complete, we remove from this local model a small neighborhood of every vertex of the
triangle if this vertex belongs to a compact component of ∂S.
We use this vector field in Section 5 to describe the spaces of twisted local systems introduced
here in terms of twisted local systems on a quiver.
4.8. Decorated twisted local systems. In this section we introduce decorated twisted sym-
plectic systems. Given a symplectic local system F on T ′S we denote by FLdn the associated
bundle over T ′S with fiber Ldn, the space of decorated Lagrangians.
We use the orientation of S and an auxiliary Riemannian metric to define a section of T ′S|∂S .
We denote the image of ∂S under this section by ~∂S ⊂ T ′S|∂S and normalize the section so that
tangent vectors forming an angle of π/2 with ~∂S are pointing inward.
Definition 4.14. A decoration of a twisted symplectic local system F on T ′S is a flat section β
of the restriction FLdn |~∂S . The pair (F , β) is called a decorated twisted symplectic local system.
The moduli space of decorated twisted symplectic local systems is denoted Locdδ (S, Sp(2n,R)).
In order to translate this notion in terms of representations, it is convenient to choose vector
fields ~x that have some compatibility with ~∂S. The vector field ~x will be said to be tangent to the
compact boundary of S if, for every b belonging to a compact component of ∂S, ~x(b) is tangent
to ∂S and the vector forming an angle of π/2 with it points inward the surface. In particular,
the vector field ~xT constructed in the previous paragraph has this property.
Using the elements c1, . . . , cp in π1(S r Z(~x)) (cf. Remark 4.12) as well as arcs (in S r Z(~x))
connecting the base point to the components of ∂S¯ containing elements of R, one gets the
following
Proposition 4.15. Let ~x be a vector field on S with isolated zeros and no zeros on the compact
components of ∂S, which furthermore is tangent to the compact boundary of S. The parallel
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transport gives rise to a one-to-one correspondence between the space Locdδ (S, Sp(2n,R)) and the
space of conjugacy classes of tuples
(ρ, {vj}pj=1, {(vj,ℓ)rℓj=1}k−pℓ=1 ) ∈ Homδ(S r Z(~x), Sp(2n,R))× (Ldn)p ×
k−p∏
ℓ=1
(Ldn)rℓ
such that, for all j = 1, . . . , p, ρ(cj) · vj = vj.
Remark 4.16. Note that when r > 0 (i.e. when R 6= ∅), there are always nonvanishing vector
fields that are tangent to the compact boundary.
Under some parity conditions, there are vector fields tangent to the compact boundary and
whose indices are all even (cf. Remark 4.13) so that the space can be interpreted as representations
of π1(S):
Corollary 4.17. Suppose that p = k (i.e. R = ∅) and that k is even. Then there is a one-to-one
correspondence between Locdδ (S, Sp(2n,R)) and conjugacy classes of tuples
(ρ, {vj}kj=1) ∈ Hom(S, Sp(2n,R))× (Ldn)k
such that, for all j = 1, . . . , k, ρ(cj) · vj = vj.
Without parity condition, we can use a vector field that has index 0 at the boundary compo-
nents and whose all other indices are even to get the following.
Corollary 4.18. Suppose that p = k (i.e. R = ∅). Then there is a one-to-one correspondence
between Locdδ (S, Sp(2n,R)) and conjugacy classes of tuples
(ρ, {vj}kj=1) ∈ Hom(S, Sp(2n,R))× (Ldn)k
such that, for all j = 1, . . . , k, ρ(cj) · vj = −vj.
4.9. Framed twisted local system.
Definition 4.19. A framing of a twisted local system F is a flat section σ of the restriction of
FLn to T ′S|∂S . The pair (F , σ) is called a framed twisted local system.
The moduli space of framed twisted local systems is denoted by Locfδ(S, Sp(2n,R)). Since the
element − Id of Sp(2n,R) acts trivially on Ln, the restriction of the Ln-local system FLn to a
fiber of T ′S → S is the trivial bundle and the section σ is constant in restriction to such a fiber
of T ′S → S (with base point in ∂S). Thus the section is entirely determined by its restriction
to ~∂S ⊂ T ′S|∂S . Therefore we also call a flat section σ of the restriction of FLn to ~∂S a framing.
With this point of view, using the natural projection Ldn → Ln and the induced map FLdn → FLn ,
there is a natural map
Locdδ (S, Sp(2n,R)) −→ Locfδ(S, Sp(2n,R))
and thus, relying on the above identification Locfδ(S, Sp(2n,R)) ≃ Locf(S, Sp(2n,R)) (depending
on the choice of a nonvanishing vector field), a map Locdδ (S, Sp(2n,R))→ Locd(S, Sp(2n,R)).
4.10. Transverse local systems. Let α : ([0, 1], {0, 1})→ (S, ∂S) be an arc and let (F , σ) be
a framed symplectic local system on S. The restriction of F to α (more precisely, its pull-back
by α) is the trivial local system [0, 1]× Sp(2n,R) and the decoration gives a pair of Lagrangians
(Lt, Lb) (Lt coming from the fiber above α(0) and Lb from α(1)). Only the Sp(2n,R)-orbit of
the pair (Lt, Lb) is well defined. However it makes sense to say when this pair is transverse in
which case we will say that the framed local system (F , σ) is α-transverse.
As the pair associated with α¯ is (Lb, Lt), a framed local system is α¯-transverse if and only if
it is α-transverse.
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Definition 4.20. Let T be an ideal triangulation of S. A framed symplectic local system is said
to be T -transverse if it is α-transverse for every α in T .
We will denote by LocfT (S, Sp(2n,R)) the space of T -transverse decorated symplectic local
systems.
Let (F , σ) be a framed twisted local system. If (F ′, σ′) is the corresponding framed local
system (obtained via the choice of a nonvanishing vector field), we will say that (F , σ) is α-
transverse or T -transverse if (F ′, σ′) is so. As different nonvanishing vector fields ~x1, ~x2 differ by
“twists” in the fiber of T ′S → S (more precisely, for any arc α, one can, up to homotopy, assume
that ~x1 and ~x2 coincide at the extremities of α, and the loop ~x1(α) ⊔ ~x2(α¯) is homotopic to a
power of δ), and again as − Id acts trivially on Ln, this condition does not depend on the choice
of the nonvanishing vector field. Hence the space Locfδ,T (S, Sp(2n,R)) of T -transverse framed
twisted symplectic local system is well defined and isomorphic to LocfT (S, Sp(2n,R)).
Similarly, a decorated δ-twisted symplectic local system (F , β) is said to be α-transverse
or T -transverse if the associated framed local system is so. Their moduli space is denoted
Locdδ,T (S, Sp(2n,R)).
4.11. Configurations associated with framed local systems. For ℓ > 2, an ℓ-gon is (the
homotopy class of) a map (D, µℓ)→ (S, ∂S) where D is the closed unit disk in C, D = {z ∈ C |
|z| 6 1} and µℓ is the set of ℓ-roots of unity, µℓ = {z ∈ C | zℓ = 1}. A 3-gon will be sometime
called a triangle (although this may cause confusion with the triangles of a triangulation) and
a 4-gon will be called a quadrilateral. A 2-gon is the same thing (up to homotopy) than an arc
in S.
The pull back of a framed local system by an ℓ-gon is the trivial local system on D together
with the data of a Lagrangian for each element in µℓ, i.e. it gives a well defined element in
Confℓ(Ln). We have thus, associated with any ℓ-gon τ , a map
fτ : Loc
f(S, Sp(2n,R)) −→ Confℓ(Ln).
For ℓ = 2, the maps fα for α an edge of a triangulation are precisely the maps we used above to
define transverse local systems.
In a similar way, an ℓ-gon provides a map from the space of decorated symplectic local systems
to the configuration space of decorated Lagrangians.
Let T be a triangulation of S. Any face T (i.e. triangle) of T gives rise to three 3-gons, τ1, τ2,
τ3 obtained one from the other via precomposition by the rotation of angle 2π/3. In other words,
for every framed symplectic local system (F , σ), the three configurations of triples of Lagrangians
fτi(F , σ) (i = 1, 2, 3) are obtained one from the other by cyclic permutation.
Definition 4.21. The common value of the Maslov index µn(fτi(F , σ)) depends only on T and
(F , σ) (cf. Proposition 2.9) and will be called Maslov index of the triangle T for (F , σ) and
denoted by µT (F , σ).
In a similar vein, any internal (oriented) edge α of T is the diagonal of a quadrilateral in T
and gives rise to a 4-gon τ . In this situation the map fτ will be denoted by qα:
qα : Loc
f(S, Sp(2n,R)) −→ Conf4(Ln).
As the 4-gon associated with α¯ is obtained from τ by the precomposition with the rotation
of angle π, the map qα¯ is equal to κ ◦ qα (κ is the automorphism of Conf4(Ln) induced by the
permutation (13)(24), see Section 2.2).
An angle θ of T is a pair of edges {α, α′} of T contained in the same face and having the
same endpoint. It is called internal if both edges α, α′ are internal. If the angle θ is internal, it
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gives rise to a well defined 5-gon τ (composed with the three faces of T containing {α, α′}) and
hence a map
cθ := fτ : Loc
f(S, Sp(2n,R)) −→ Conf5(Ln).
4.12. Toledo number and maximal representations. In this section, we assume that r = 0
(i.e. R = ∅), so that p = k.
An important invariant for a symplectic local system F on S (or for the associated holonomy
representation ρ : π1(S)→ Sp(2n,R)) is the Toledo number, here denoted by TF (or Tρ), which
was defined in [7] using bounded cohomology. Note that the Toledo number depends on the
topological surface S and not only on its fundamental group. It is a real number which satisfies
the Milnor–Wood inequality:
−n|χ(S)| 6 TF 6 n|χ(S)|.
The representations where this invariant achieves its maximum have particularly nice geomet-
ric properties, see [7].
Definition 4.22. If R = ∅, a symplectic local system F is called maximal if TF = nχ(S) =
−n|χ(S)|.
Remark 4.23. The choice of the sign in the definition is not really relevant (pulling back with an
orientation reversing diffeomorphism changes the Toledo number to its opposite). The chosen
sign here makes Corollary 4.27 below looks more natural; equally uniformizations are maximal
for this choice.
We denote byM(S, Sp(2n,R)) the subspace of Loc(S, Sp(2n,R)) consisting of maximal local
systems. In a similar fashion, we denote byMf(S, Sp(2n,R)) the subspace of Locf(S, Sp(2n,R))
of framed maximal local systems. The following facts are proven in [7].
Proposition 4.24. Suppose that R is empty.
(a) The natural map
Mf(S, Sp(2n,R)) −→M(S, Sp(2n,R))
is surjective. In other words, every maximal local system admits a framing.
(b) Framed maximal local systems are transverse with respect to any ideal triangulation T :
Mf (S, Sp(2n,R)) ⊂ LocfT (S, Sp(2n,R)).
(c) Maximal representations are reductive; the spaces M(S, Sp(2n,R)) and Mf(S, Sp(2n,R))
are hence Hausdorff (cf. Remark 4.5).
Remark 4.25. The argument given in [7] implies that not only maximal representations are
reductive, but also representations that are almost maximal, i.e. where Tρ < −(n− 1)|χ(S)|.
The next result shows that the Toledo number of a framed local system can be computed
easily using an ideal triangulation. In the special case of a pair of pants this has been proven
in [25].
Theorem 4.26. Suppose that R is empty. Let T be an ideal triangulation of S and (F , σ) ∈
Locf(S, Sp(2n,R)). The Toledo number TF can be computed via the following formula:
TF = −1
2
∑
T∈T
µT (F , σ).
This proposition implies the Milnor–Wood inequality and the integrality property of the Toledo
invariant for framed representations. Another consequence is that framed maximal representa-
tions can be detected using a triangulation:
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Corollary 4.27. Given a local system F admitting framings, and an ideal triangulation T of S,
for any framing σ of F , we have that F is maximal if and only if, for every triangle T in T , the
Maslov index µT (F , σ) is n.
Note also that this corollary implies point (b) of Proposition 4.24.
The proof of Theorem 4.26 will take the rest of this subsection. It will use the Souriau index
(see Section 2.5) and the translation number (see Section 2.6).
Lemma 4.28. Let (F , σ) be a framed local system. Then the sum ∑T∈T µT (F , σ) does not
depend on the triangulation T .
Remark 4.29. Of course, a consequence of Theorem 4.26 is that this sum does not depend on σ
either. This can be proved a priori thanks to Lemma 2.20.
Proof. The result of the lemma follows from
(1) Any two ideal triangulations are related by a sequence of flips.
(2) The invariance of the sum under a flip is equivalent to the cocycle condition satisfied by the
Maslov index (see Proposition 2.9). 
The following result will be our starting point in the proof of Theorem 4.26.
Lemma 4.30 ([7, Thm. 12]). Let ρ ∈ Hom(π1(S), Sp(2n,R)) and let a1, . . . , ag, b1, . . . , bg,
c1, . . . , ck be based loops in S such that the complement S r
(
a1 ∪ · · · ∪ ck
)
is the disjoint union
of k punctured disks bounded by c1, . . . , ck and a disk bounded by c
−1
1 · · · c−1k [bg, ag] · · · [b1, a1].
Since π1(S) is a free group, the representation ρ can be lifted to S˜p(2n,R), and let ρ˜ be such
a lift. The Toledo number of ρ can be computed as:
Tρ = −
k∑
i=1
R˜ot(ρ˜(ci)).
Proof of Theorem 4.26. Via the choice of a finite volume, complete, hyperbolic structure on
the interior S r ∂S of S, we can identify the interior of S˜ with the hyperbolic plane H2. The
fundamental group π1(S) acts on the right. The boundary at infinity of the interior of S˜, which we
denote by ∂∞H
2, is also endowed with a right π1(S)-action. It contains points whose stabilizers
are generated by one element that is a conjugate of one of the boundary representatives c1, . . . , ck
(cf. Section 4.2, recall that we are assuming here that p = k). Note that, if the stabilizer of p is
generated by γ, then, for every g ∈ π1(S), g−1γg generates the stabilizer of p · g.
A fundamental domain for the right action of π1(S) on H
2 is an ideal (4g + 2k − 2)-gon (see
Figure 4.2), which we now describe in some details. The sides of this polygon are geodesic rays
denoted (in counter-clockwise order and with their “counter-clockwise” orientation):
P1, . . . , Pk−1, Qk−1, . . . , Q1, Vg, Ug, Rg, Sg, . . . , V1, U1, R1, S1,
and are subject to the following identifications (where a bar means the opposite orientation):
For all i = 1, . . . , g, Si · ai = U i, Vi · bi = Ri and for all j = 1, . . . , k − 1,
Qj · (ck · · · cj+1) = P j .
It means that, on the interior of the surface S, the rays Pj and Qj have the same image, as
well as the rays Si and Ui, and the rays Vi and Ri. The images of the rays P1, . . . , Pk−1 connect
the boundary components and the complement in the interior of S of the images of all the rays
is a topological disk.
Let p1, . . . , pk be the elements of ∂∞H
2 that are the extremities of the sides P1, . . . , Pk−1: for
all j = 1, . . . , k − 1, Pj goes form pj to pj+1. The stabilizer of pj in π1(S) is the subgroup
generated by cj .
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p1
q1
S1
R1
U1
V1
a 1
b1
qg−1
qg
Sg
Rg
Ug
Vg
a
g
b g
ck
ck · · · c2
p2
p2 · c−12 · · · c−1k
pk−1
pk pk−1 · c−1k
P1
Q1
Pk−1
Qk−1
Figure 4.2. The fundamental ideal polygon and its sides identifications
The ideal extremities of the fundamental polygon are then, in the counter-clockwise order (cf.
Figure 4.2):
p1, . . . , pk, pk−1 ·c−1k , . . . , p2 ·(ck · · · c3)−1, qg := p1 ·(ck · · · c2)−1, qg ·bgagb−1g , qg ·bgag, qg · bg,
qg−1 := qg · bgagb−1g a−1g , . . . , q1 := q2 · b2a2b−12 a−12 , q1 · b1a1b−11 , q1 · b1a1, q1 · b1.
The equality p1 = q1 · b1a1b−11 a−11 follows from the relation satisfied by a1, . . . , ag, b1, . . . , bg,
c1, . . . , ck.
Generators of the corresponding stabilizers are respectively (using the notation xy := y−1xy
and [x, y] = xyx−1x−1):
c1, . . . , ck, ckck−1c
−1
k = c
c−1
k
k−1, . . . , c
(ck···c2)
−1
2 , c
(ck···c1)
−1
1 = c
[a1,b1]···[ag,bg ]
1 , c
[a1,b1]···[ag ,bg]ag
1 ,
c
[a1,b1]···[ag,bg ]agbg
1 , c
[a1,b1]···[ag ,bg ]agbga
−1
g
1 , c
[a1,b1]···[ag−1,bg−1]
1 , . . . , c
[a1,b1]
1 , c
a1
1 , c
a1b1
1 , c
a1b1a
−1
1
1 .
Let now (F , σ) be a framed local system and call (ρ, {L1, . . . , Lk}) its holonomy (cf. Lemma 4.7).
For all j = 1, . . . , k, ρ(cj) fixes the Lagrangian Lj. For j = 1, . . . , k, let zj ∈ L˜n be a lift
of Lj. Since π1(S) is freely generated by {ai, bi}i=1,...,g ∪ {cj}j=2,...,k, one can choose a lift
ρ˜ : π1(S) → S˜p(2n,R) such that, for all j = 2, . . . , k, ρ˜(cj) fixes zj. Thus, for all j = 2, . . . , k,
R˜ot(ρ˜(cj)) = 0 and R˜ot(ρ˜(c1)) = 1/2mn(ρ˜(c1) · z1, z1) (see Lemma 2.21). Therefore, by
Lemma 4.30, 2Tρ = −mn(ρ˜(c1) · z1, z1).
For all i = 1, . . . , g, define
Mi = ρ([bi, ai] · · · [b1, a1]) · L1 and yi = ρ˜([bi, ai] · · · [b1, a1]) · z1.
The Lagrangians associated (ρ-equivariantly) to the ideal vertices of the fundamental polygon
are thus (cf. Remark 4.3):
L1, . . . , Lk, ρ(ck)·Lk−1, . . . , ρ(ck · · · c1)L1 = Mg, ρ(bga−1g b−1g )·Mg, ρ(a−1g b−1g )·Mg,
ρ(b−1g ) ·Mg, Mg−1, . . . ,M1, ρ(b1a−11 b−11 ) ·M1, ρ(a−11 b−11 ) ·M1, ρ(b−11 ) ·M1.
Lifts of those to L˜n are hence:
z1, . . . , zk = ρ˜(ck) · zk, ρ˜(ckck−1) · zk−1, . . . , ρ˜(ck · · · c1) · z1 = yg, ρ˜(bga−1g b−1g ) · yg,
ρ˜(a−1g b
−1
g ) ·yg, ρ˜(b−1g ) ·yg, yg−1, . . . , y1, ρ˜(b1a−11 b−11 ) ·y1, ρ˜(a−11 b−11 ) ·y1, ρ˜(b−11 ) ·y1.
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Let now T be the ideal triangulation of S induced by the ideal triangulation of the fundamental
polygon obtained by adding edges between p1 and every other vertex.
Thanks to Lemma 2.19, one has
∑
T∈T
µT (F , σ) =
k−1∑
j=1
mn(zj , zj+1) +
1∑
j=k−1
mn
(
ρ˜(ck · · · cj+1) · zj+1, ρ˜(ck · · · cj) · zj
)
+
1∑
i=g
(
mn
(
yi, ρ˜(bga
−1
g b
−1
g ) · yi
)
+mn
(
ρ˜(bga
−1
g b
−1
g ) · yi, ρ˜(a−1g b−1g ) · yi
)
+mn
(
ρ˜(a−1g b
−1
g ) · yi, ρ˜(b−1g ) · yi
)
+mn
(
ρ˜(b−1g ) · yi, ρ˜(a−1g b−1g a−1g b−1g ) · yi
))
.
By the equivariance and the antisymmetry of the Souriau index, for all i = 1, . . . , g, one has
mn
(
ρ˜(a−1g b
−1
g ) · yi, ρ˜(b−1g ) · yi
)
= mn
(
ρ˜(bga
−1
g b
−1
g ) · yi, yi
)
= −mn
(
yi, ρ˜(bga
−1
g b
−1
g ) · yi
)
and
mn
(
ρ˜(b−1g ) · yi, ρ˜(a−1g b−1g a−1g b−1g ) · yi
)
= mn
(
ρ˜(agb
−1
g ) · yi, ρ˜(b−1g a−1g b−1g ) · yi
)
= −mn
(
ρ˜(b−1g a
−1
g b
−1
g ) · yi, ρ˜(agb−1g ) · yi
)
.
Thus the last sum cancels out. For similar reasons
k−1∑
j=2
(
mn(zj, zj+1) +mn(ρ˜(ck · · · cj+1) · zj+1, ρ˜(ck · · · cj) · zj)
)
= 0;
it remains ∑
T∈T
µT (ρ,D) =mn(z1, z2) +mn(z2, ρ˜(c1) · z1)
applying Proposition 2.18:
=mn(ρ˜(c1) · z1, z1) + µn(D(c1), D(c2), D(c1))
=− 2Tρ + 0. 
4.13. Maximal framed local system. We return now to the general situation (i.e. R can be
empty or not).
Based on Corollary 4.27, we introduce the following definition.
Definition 4.31. A framed local system (F , σ) is said to be maximal if there exists a triangu-
lation T of S for which µT (F , σ) = n for every triangle T of T .
The space of maximal framed symplectic local systems is denoted by Mf(S, Sp(2n,R)).
Reasoning similarly to the proof of Lemma 4.28 and with the help of finite coverings of S, one
has
Lemma 4.32. A framed symplectic local system is maximal
• if and only if, for every triangulation T and every triangle T of T , µT (F , σ) = n;
• if and only if, for every 3-gon τ , the Maslov index of fτ (F , σ) is maximal.
Since every arc is an edge of at least one 3-gon, one gets:
Corollary 4.33. A maximal framed local system is α-tranverse for every arc α.
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Remark 4.34. When r > 0, the notion of maximality really depends on the pair (F , σ) and not
only on F ; this is flagrant when S is a disk. Summing the Maslov indices for all the triangles
of T , one could define a notion of Toledo number in this wider setting; the interest of this notion
seems nevertheless limited.
Remark 4.35. When S¯ is a disk with r > 3 points in its boundary, the space Locf(S, Sp(2n,R))
is isomorphic to the space Confr(Ln). The space Mf(S, Sp(2n,R)) of maximal framed local
system is sometimes denoted Confr+(Ln) and its elements are called positive configurations of
Lagrangians. When r is 3, Conf3+(Ln) contains one element: the orbit of triples with Maslov
index equal to n. When r is 4, Conf4+(Ln) is the space of positive quadruples introduced above
(cf. Definition 3.5).
4.14. Maximal framed twisted local systems. Any nonvanishing vector field ~x gives rise
to an identification Locf(S, Sp(2n,R)) ≃ Locfδ(S, Sp(2n,R)). By the same arguments as in
Section 4.10, the image of Mf(S, Sp(2n,R)) by this isomorphism does not depend on ~x. It will
be denoted by Mfδ(S, Sp(2n,R)) and its elements are call maximal framed twisted local systems.
5. Local systems on quivers and their framings
In order to control and parametrize the spaces introduced in the previous section we relate
them to local systems on graphs embedded in the surface S. For every ideal triangulation we
define a quiver (i.e. an oriented graph), which will be used systematically in the rest of the paper.
We recall the correspondence between local systems on S and local systems on this quiver. We
introduce twisted local systems and framed local systems on this quiver which then provide the
counterparts of the moduli spaces introduced in the previous section.
5.1. The quiver ΓT . Let T be an ideal triangulation of S (cf. Section 4.3).
We consider the following quiver (aka. oriented graph whose oriented edges are called arrows)
ΓT embedded in the surface S (see Figure 5.1).
b(v)
t(v)
v •
•
•
•
•
•
•
••
a1
a2
a3
a
a′
αv
Figure 5.1. The quiver ΓT ; one external edge is drawn (on the upper left), the
other 4 edges are internal.
The vertex set V of the quiver ΓT is constructed as follow. For each face f of T and each
(nonoriented) edge of f we add a point inside f near the midpoint of the edge. The r external
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edges contribute to r vertices of ΓT , we will call these vertices external as well; the 3|χ(S¯)| + r
internal edges contribute to 6|χ(S¯)|+ 2r vertices that we call internal.
The arrows of ΓT have two origins:
(E) for every internal (nonoriented) edge e of T , we have two vertices v, v′ of ΓT , belonging
respectively to triangles T , T ′. We add the cycle Ce = {a, a′} made up of two arrows a, a′
connecting v to v′ and v′ to v within T ∪ T ′. The arrows a and a′ both intersect the edge e
exactly once.
(F) for every face f of T we have the three vertices of ΓT that are contained in f . We add the
cycle Cf = {a1, a2, a3} made up of three arrows a1, a2, a3 connecting these three vertices
within the face f and clockwise oriented.
We denote by A2 the arrows that are part of such a 2-cycle and by A3 the arrows that are part
of a 3-cycle. The set A of arrows of ΓT is then the disjoint union A2 ⊔ A3.
As the quiver ΓT is embedded in S, it has a natural ribbon structure. We consider the
boundary components of the ribbon graph ΓT not containing external vertices. There are three
possible types, which can be indexed by:
(1) the compact boundary components of S. There are k such cycles.
(2) the edges of T ; for each (nonoriented) edge e, we have the 2-cycleCe. There are 3|χ(S¯)|+r
such cycles.
(3) the faces of T ; for each face f , one has the 3-cycle Cf . There are 2|χ(S¯)|+ r such cycles.
Each vertex v of ΓT has, by construction, a closest (nonoriented) edge e in T and the endpoints
of this edge are then contained in a component of ∂S. The orientation of S can be used to
distinguish between them:
If v is to the left of e, then t(v) ∈ π0(∂S) is the component up and b(v) is down
(see Figure 5.1).
For every internal vertex v in V , we denote by αv the (oriented) edge of T such that r(αv)
“goes through” v; precisely αv is the edge next to v going from the component t(v) to the
component b(v).
Remark 5.1. Using the vector field ~xT (cf. Section 4.7), the quiver ΓT is also embedded in T
′S.
5.2. Local systems on a quiver. Local systems on quivers can be described concretely.
Let Γ be a quiver with vertex set V and arrow set A. Any arrow a in A has a start point v−(a)
and an endpoint v+(a).
Definition 5.2. A rank-d local system on Γ is the data of
(1) for each v ∈ V , a vector space Fv of dimension d;
(2) for each a ∈ A, a linear isomorphism ga : Fv−(a) → Fv+(a).
Such a local system will be denoted simply as a pair ({Fv}v∈V , {ga}a∈A) or (Fv, ga).
Remark 5.3. Representations of quivers are a more general notion: the dimensions of the vector
spaces can vary and the linear morphisms are not necessarily invertible.
Two local systems (Fv , ga) and (F
′
v, g
′
a) are equivalent if there is a family of linear isomorphisms
ψv : Fv → F ′v (v ∈ V ) such that, for every arrow a of Γ, the following diagram commutes:
Fv−(a) Fv+(a)
F ′v−(a) Fv+(a)
ga
Ψ
v−(a) Ψv+(a)
g′a
.
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We will denote by Loc(Γ,GL(d,R)) the moduli space of rank-d local systems on Γ.
From time to time, the elements ga will be called transition maps.
A symplectic local system (of rank d = 2n) is a local system (Fv, ga) and the data of a
symplectic form ωv on Fv (for each v in V ) such that the maps ga are symplectic isomorphisms.
Equivalence of symplectic local systems is defined likewise. Local systems with respect to a
general Lie group are discussed in Section 10.2.
5.3. Local systems and basis. Given a local system (Fv, ga) on Γ it is often more convenient
to give the elements ga in matrix coordinates, i.e. to fix a basis bv of Fv for each v in V . Hence
a rank-d local system can be thought of as the data ((Fv,bv), Ga), where for each a in A, Ga
belongs to GL(d,R); Ga is the matrix of the linear transformation ga : Fv−(a) → Fv+(a) in the
bases bv−(a) and bv+(a).
We sometimes call Ga transition matrices.
We will often say that the family of bases (bv)v∈V is a basis of the local system (Fv, ga).
One can even retain only the data {Ga}a∈A for a local system on Γ. However, it will be
useful to keep the complete data (Fv,bv, Ga) (or even (Fv,bv, ga, Ga)) in order to later give the
framing or a decoration and to have a precise understanding of equivalent local systems. We call
these tuples also a local system on Γ.
Lemma 5.4. Let (Fv, ga) and (F
′
v, g
′
a) be two rank-d local systems on Γ. Then the following
statements are equivalent:
(i) (Fv , ga) and (F
′
v, g
′
a) are equivalent local systems.
(ii) For every basis (bv) of (Fv, ga), there is a basis (b
′
v) of (F
′
v, g
′
a) such that, for every arrow a
in Γ, the matrices Ga and G
′
a of ga and g
′
a respectively are equal.
(iii) There are a basis (bv) of (Fv, ga) and a basis (b
′
v) of (F
′
v, g
′
a) such that, for all arrow a,
the matrices Ga and G
′
a are equal.
The proofs of (i) ⇒ (ii) ⇒ (iii) ⇒ (i) are straightforward.
The lemma will be used in the following (equivalent) form:
Lemma 5.5. Two local systems (Fv,bv, ga, Ga) and (F
′
v,b
′
v, g
′
a, G
′
a) are equivalent if and only
if there is a basis (cv)v∈V of (Fv , ga) such that, for all arrow a of Γ, G
′
a is the matrix of the map
ga : Fv−(a) → Fv+(a) in the bases cv−(a) and cv+(a).
Of course, our main concern here is symplectic local systems, for those we work with symplectic
bases of Fv given as pairs (ev, fv) and the matrices Ga will be elements of the symplectic group
Sp(2n,R).
5.4. Local systems on ΓT and local systems on S. A local systems on S can be restricted
to ΓT and thus gives rise to a local system on ΓT . As the embedding ΓT →֒ S induces an
epimorphism between the fundamental groups, the restriction map
Loc(S, Sp(2n,R)) −→ Loc(ΓT , Sp(2n,R))
is injective. In order to describe its image, we need to keep track which cycles in ΓT become
trivial in S. This leads to the following definition:
Definition 5.6. A local system (Fv, ga) on ΓT is said S-compatible if
(1) for all {a, a′} as in (E) (Section 5.1, p. 29), gaga′ = Id.
(2) for all {a1, a2, a3} as in (F) (Section 5.1, p. 29), ga3ga2ga1 = Id.
The moduli space of S-compatible local systems is denoted LocS(ΓT , Sp(2n,R)).
Proposition 5.7. The restriction map gives an isomorphism between Loc(S, Sp(2n,R)) and
LocS(ΓT , Sp(2n,R)).
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5.5. Twisted local systems on ΓT . As with local systems on S, one can use local sysems on ΓT
to understand δ-twisted local systems on T ′S. Since ΓT can be embedded in T
′S (Remark 5.1)
we can defined δ-twisted local systems on ΓT as follows.
Definition 5.8. A symplectic local system (Fv, ga) on ΓT is said to be δ-twisted (or twisted) if
(1) for all {a, a′} as in (E), p. 29, gaga′ = − Id.
(2) for all {a1, a2, a3} as in (F), p. 29, ga3ga2ga1 = − Id.
Then, along the same line than the results above, denoting by Locδ(ΓT , Sp(2n,R)) the moduli
space of δ-twisted local systems, we get:
Proposition 5.9. The restriction map induces an isomorphism between Locδ(S, Sp(2n,R)) and
Locδ(ΓT , Sp(2n,R)).
5.6. Framed twisted local systems on ΓT . In the above correspondence (Theorem 5.9), we
would like to keep track of framed twisted local systems. For this we will use the ribbon structure
on ΓT , in particular the two maps t : V → π0(∂S) and b : V → π0(∂S) defined in Section 5.1;
recall that V is the set of vertices of ΓT .
A framing of a twisted local system on ΓT is an equivariant data of Lagrangians, more pre-
cisely:
Definition 5.10. Let (Fv , ga) be a symplectic δ-twisted local system. A framing of (Fv, ga) is
the data of two families of Lagrangians Ltv and L
b
v of Fv (v in V ), such that, for every arrow a
of ΓT , one has:
• if a is in A2, i.e. if a crosses an edge of T , ga(Ltv−(a)) = Lbv+(a) and ga(Lbv−(a)) = Ltv+(a).
• if a is in A3, i.e. if the arrow a is contained in a face of T , ga(Lbv−(a)) = Ltv+(a).
The tuple (Fv, ga, L
t
v, L
b
v) is called a framed twisted local system.
Equivalence of framed twisted local systems has to take care of the framings:
Definition 5.11. We define two framed symplectic twisted local systems (Fv, ga, L
t
v, L
b
v) and
(F ′v , g
′
a, L
′t
v , L
′b
v ) to be equivalent if there is a family {ψv : Fv → F ′v}v∈V that is an isomorphism
between the symplectic local systems (Fv, ga) and (F
′
v, g
′
a), and such that, for all v in V , ψv(L
t
v) =
L′tv and ψv(L
b
v) = L
′b
v .
The restriction of a framed twisted local system on S gives a framed twisted local system
on ΓT : starting from a framed twisted symplectic local system (F , σ), the restriction gives first
a local system (Fv, ga) on ΓT , then, for every vertex v in V , using parallel transport along the
arc αv described in Section 5.1, and the section σ defined at the extremities of αv, we obtain two
Lagrangians Ltv and L
b
v in Fv. One has
Proposition 5.12. The restriction maps induces an isomorphism between Locdδ (S, Sp(2n,R))
and the moduli space Locdδ (ΓT , Sp(2n,R)) of framed twisted symplectic local systems on ΓT .
We will denote by Mfδ(ΓT , Sp(2n,R)) the framed local systems on ΓT corresponding to max-
imal ones.
5.7. Symplectic bases of framed local systems. Local systems on ΓT are easier to tackle
when given as a family {Ga}a∈A of elements of Sp(2n,R), i.e. the linear isomorphism ga as-
sociated to an arrow of the quiver is given by an explicit transition matrix. As explained in
Section 5.3, this is equivalent to equipping each of the spaces Fv with a symplectic basis.
In the presence of a framing, it is desirable that the symplectic bases are adapted to the
Lagrangians. This motivates the following definition:
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Definition 5.13. A framed δ-twisted symplectic local system (Fv, ga, L
t
v, L
b
v) is called transverse
if, for all v ∈ V , the two Lagrangians Ltv and Lbv are transverse: Fv = Ltv ⊕ Lbv.
A symplectic basis {(ev, fv)}v∈V is said to generate (or generating) the framing if, for all v,
Ltv = Span(ev) and L
b
v = Span(fv); in this case (L
t
v, L
b
v) will be called the generated framing.
Lemma 5.14. (1) A framed δ-twisted symplectic local system on ΓT is transverse if and
only if the corresponding framed twisted local system on S is transverse with respect to T
(Definition 4.20).
(2) A framed δ-twisted symplectic local system on ΓT is transverse if and only if it admits a
generating basis.
In other words, the isomorphism of Proposition 5.12 restricts to an isomorphism between
the space Locfδ,T (ΓT , Sp(2n,R)) of transverse framed δ-twisted symplectic local system and the
space Locfδ,T (S, Sp(2n,R)) of transverse framed twisted local systems on S.
For a framed twisted local system with a generating symplectic basis, the matrices {Ga}a∈A
have a special form:
Lemma 5.15. Let (Fv, ga, L
t
v, L
b
v) be a transverse framed symplectic twisted local system on ΓT .
Let {(ev, fv)}v be a generating symplectic basis and, for each a ∈ A, Ga the matrix of the
transformation ga in these bases.
Then, if the arrow a belongs to A2, the matrix Ga has the form
(
0 −TB−1
B 0
)
for some B
in GL(n,R); and if the arrow a belongs to A3, the matrix Ga has the form
(
MC −TC−1
C 0
)
for
some C in GL(n,R) and M in Sym(n,R).
Proof. Let v1 and v2 be the start point and endpoint of a. In the case when a ∈ A2 the conditions
ga(Span(ev1)) = ga(L
t
v1) = L
b
v2 = Span(fv2) and ga(Span(fv1)) = Span(ev2)
translate into the following conditions on Ga, with (e0, f0) the standard symplectic basis of R
2n:
Span(e0 ·Ga) = Span(f0) and Span(f0 ·Ga) = Span(e0)
which precisely means that the matrix Ga has the announced off diagonal form.
In the second case (a ∈ A3), the condition on Ga is Span(f0 ·Ga) = Span(e0) and this implies
the result. 
Conversely, if a twisted local system is given by a family {Ga}a∈A of symplectic matrices
satisfying the special form given in the conclusions of the preceding lemma then it comes from a
unique generating symplectic basis on a framed local system.
Proposition 5.16. Let {Ga}a∈A be a family of elements of Sp(2n,R) such that
(1) {Ga}a is a δ-twisted local system (i.e. for each edge e of T , the product of the Gas along
the cycle Ce is − Id and for each triangle f of T , the product of the Gas along Cf is − Id
— see Section 5.5.)
(2) for all arrow a of ΓT in A2, the matrix Ga has the form
(
0 −TB−1
B 0
)
for some B ∈
GL(n,R).
(3) for all arrow a in A3, the matrix Ga has the form
(
MC −TC−1
C 0
)
for some C ∈ GL(n,R)
and M ∈ Sym(n,R).
Then there is a unique up to equivalence framed δ-twisted symplectic local system on ΓT with
generating symplectic basis such that the transition matrices are precisely the Ga (a ∈ A).
Proof. Uniqueness is clear since the bases on two local systems will entirely determine the iso-
morphism between them.
Let us prove existence. For each v in V , set (Fv, (ev, fv)) to be the space R
2n with its
canonical symplectic basis. Let (Ltv, L
b
v) the Lagrangians generated by these bases. Finally let
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ga : Fv−(a) → Fv+(a) the symplectic isomorphism whose matrix is Ga (again in the given bases).
The hypothesis on Ga precisely means that the family (L
t
v, L
b
v) is a framing of the δ-twisted local
system (Fv, ga). 
As a conclusion, a framed transverse local system (symplectic and δ-twisted) is entirely de-
termined by a family {Ga}a∈A satisfying the hypothesis of the proposition. By a little abuse of
terminology, such a family {Ga}a∈A will be called a transverse framed twisted local system.
5.8. Configurations associated with framed local systems on ΓT . The maps from local
systems to configurations of Section 4.11 can be seen as defined on the space of framed twisted
local systems on ΓT .
When v is a vertex of ΓT , hence contained in some triangle f of T , we can define a 3-gon
τ : (D, µ3)→ (S, ∂S) (cf. Section 4.11) such that τ(1) = t(v). We will rather denote
tv := fτ : Loc
d
δ (ΓT , Sp(2n,R)) −→ Conf3(Ln),
the map defined previously.
When v is an internal vertex, the map qαv will be denoted by qv (cf. Section 5.1 for the
definition of αv). When θ is an internal angle, we obtain as well a map Loc
d
δ (ΓT , Sp(2n,R))→
Conf5(Ln) that comes from the map defined in Section 4.11 and will be denoted as well cθ.
For a triangle T of T , we will denote by the same letter µT the Maslov index of the triangle T .
5.9. Maslov indices, cross ratios, and Toledo number for framed local systems. We
end this section by explaining how to calculate the mentioned quantities for a framed δ-twisted
local system x = (Fv, ga, L
t
v, L
b
v) given explicitely as a family of matrices {Ga}a∈A thanks to
{(ev, fv)}v a generating symplectic basis.
Explicitely, the given data is:
• for every arrow a in A2, Ga =
(
0 −TB−1a
Ba 0
)
for an element Ba ∈ GL(n,R). These
elements satisfy Ba = Ba′ for every cycle {a, a′} in A2.
• for every arrow a in A3, Ga =
(
MaCa −TC−1a
Ca 0
)
for a symmetric matrix Ma and an
element Ca in GL(n,R). These satisfy the identities given in Remark 5.18 below.
Lemma 5.17. Let T be a triangle of T and a ∈ A3 an arrow of ΓT contained in T , set v = v+(a).
Then the configuration tv(x) ∈ Conf3(Ln) is the class of
(
Span(e0), Span(f0), Span(e0+ f0 ·Ma)
)
,
where (e0, f0) is the standard basis of R
2n. The Maslov index µT (x) is equal to the signature of
the symmetric matrix Ma.
Proof. The triple of Lagrangians is
L1 = Span(ev), L2 = Span(fv), and M = ga(Span(ev−(a))).
Since ga(ev−(a)) = ev ·MaCa+ fv ·Ca =
(
ev ·Ma+ fv
) ·Ca, one has M = Span(ev ·Ma+ fv) and
the result follows identifying (Fv, ev, fv) with (R
2n, e0, f0) (cf. Section 2.9). 
Remark 5.18. As a consequence, the signature of the Ma’s have to coincide along the arrows of
a 3-cycle in A3. This property can be also obtained from the equality(
McCc −TC−1c
Ca 0
)(
MbCb −TC−1b
Cb 0
)(
MaCa −TC−1a
Cc 0
)
= − Id
which holds if and only ifMcCc
TC−1b Ca = Id,M
−1
c = CcMb
TCc, andM
−1
b = CbMa
TCb. Another
consequence is that the symmetric matrices Ma, Mb, and Mc must be invertible.
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Corollary 5.19. Let A′ ⊂ A3 be a subset containing exactly one arrow of every 3-cycle in A3.
Then
(1) if R = ∅ (so that the Toledo number is defined on the space Locdδ (ΓT , Sp(2n,R))),
Tx = − 12
∑
a∈A′ sgn(Ma) = − 16
∑
a∈A3
sgn(Ma);
(2) x is maximal if and only if for all a in A′, Ma is positive definite, and if and only if, for
all a ∈ A3, Ma is positive definite.
Proof. Using the preceeding lemma, this results from Theorem 4.26 and its corollary 4.27 or the
lemma 4.32. 
We also have an understanding of the cross ratios which we state under the additional condition
that Ma = Id for all a ∈ A3.
Lemma 5.20. Suppose furthermore that Ma = Id for all a ∈ A3, then for all internal vertex v
of ΓT , the cross ratio of the quadruple qv(x) is the class of the symmetric matrix Ba
TBa, where
a is one of the arrow in A2 whose endpoint is the vertex v.
Proof. Let w be the vertex of ΓT connected to v by a. The two symplectic vector spaces Fv
and Fw are equipped with symplectic basis (ev, fv) and (ew, fw) respectively.
By Lemma 5.17. The triple of Lagrangians in Fv is Span(ev), Span(fv), Span(ev + fv), and
similarly in Fw .
The matrix of ga : Fw → Fv in the symplectic basis is
(
0 −TB−1a
Ba 0
)
, and ga(Span(ew)) =
Span(fv ·Ba) = Span(fv), ga(Span(fw)) = Span(ev), and ga(Span(ew+ fw)) = Span(−ev ·TB−1a +
fv · Ba) = Span(ev − fv ·Ba TBa), hence the result. 
The angle invariant (cf. Section 3.3) can also be determined easily in the case when the
matrices Ba are diagonal.
Lemma 5.21. Suppose that Ma = Id for all a in A3 and that Ba ∈ ∆n for all a in A2.
Let θ = (α, α′) be an internal angle (α and α′ are internal edges of the triangulation and are
sides of the same triangle). Let b be the arrow in A3 that is “next” to θ, i.e. b joins α and α
′.
Then the matrix Cb is orthogonal and represents the angle invariant of the quintuple cθ(x).
Proof. The fact that Cb is orthogonal follows directly from the hypothesis on the Mas (cf. Re-
mark 5.18). Let v = v−(b) and v′ = v+(b) so that v is next to α and v′ is next to α′. The
hypothesis on the matrices Bas implies that the symplectic basis (ev, fv) (resp. (ev, fv)) is in
standard position with respect to the quadruple qv(x) (resp. qv′(x)). Since ev′ = −fv · Cb, the
result follows from the definition of the angle invariant (Section 3.3). 
6. X -coordinates for maximal representations
In this section we introduce positive X -coordinates. They give a parameterization of the
space of maximal representations: we restrict our attention here to this special case because the
definition is significantly simpler than in the general case. We refer the reader to Section 9 for
the definition of general X -coordinates.
6.1. A space of coordinates. Let T be an ideal triangulation of S and let ΓT the quiver
constructed in Section 5.1. The set of arrows (oriented edges) of ΓT is denoted by A. Recall
that arrows of ΓT are of two types: A = A2 ⊔A3 where A2 is the set of arrows crossing an edge
of T and A3 is the set of arrows that are contained in one triangle of T .
We denote by X+(T , n) the space of tuples
x =
({x(a)}a∈A2 , {x(a)}a∈A3) ∈ (Sym+(n,R))A2 ×O(n)A3
such that
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• for every 3-cycle (a1, a2, a3) in A3, x(a3)x(a2)x(a1) = Id.
• for every 2-cycle (a, a′) in A2, x(a) = x(a′).
To every x ∈ X+(T , n), we associate a framed δ-twisted symplectic local system holX ,+T (x) as
follows: the local system is given by the matrices {Ga(x)}a∈A, where
• for every a in A2 (using the square root function on the set of positive definite symmetric
matrices)
Ga(x) =
(
0 −x(a)−1/2
x(a)1/2 0
)
;
• and for every a in A3, Ga(x) =
(
x(a) −x(a)
x(a) 0
)
.
This local system {Ga(x)} is δ-twisted: this follows from the conditions on the {z(a)}a∈A3 and
the fact that
(
0 −Λ−1
Λ 0
)2
= − Id for every matrix Λ. Therefore, by Proposition 5.16, the family
{Ga(x)}a∈A defines a framed δ-twisted symplectic local system on ΓT , which is holX ,+T (x).
Lemma 6.1. For every x ∈ X+(T , n), holX ,+T (x) is a maximal framed δ-compatible local system
on ΓT .
Proof. This follows from Corollary 5.19 since, in the notation of the corollary,Ma = Id for every
a ∈ A3. 
In fact, only the equivalence class of the framed local system holX ,+T (x) is well defined, so we
get an element in Mfδ(ΓT , Sp(2n,R)). Thus we have a well defined map
(6.1) holX ,+T : X+(T , n) −→Mfδ(ΓT , Sp(2n,R)).
We will see shortly (Proposition 6.5) that this map is surjective. This map is instead not
injective, and the rest of this section will be an investigation of this lack of injectivity. We will
restrict the map holX ,+T to some suitable subsets of X+(T , n), and we will describe the fibers of
the restricted maps.
6.2. Positive X -coordinates. Let ∆n be the set of diagonal matrices with positive nondecreas-
ing entries.
Definition 6.2 (Positive X -coordinates). We will call positive X -coordinates and denote by
X+∆ (T , n) the space of tuples
x =
({x(a)}a∈A2 , {x(a)}a∈A3) ∈ X+(T , n)
such that for every a in A2, x(a) belongs to ∆n.
Sometimes we will say that x is a system of positive X -coordinates of rank n on (S, T ).
Let A′ be a subset of A3 such that, for each 3-cycle C in A3, C ∩A′ has 2 elements and let E
be a subset of A2 containing exactly one element in every 2-cycle in A2. Then the map
X+∆ (T , n) −→ ∆En × O(n)A
′
x 7−→ ({x(a)}a∈E , {x(a)}a∈A′)
is a diffeomorphism. Note that ♯E = 3|χ(S¯)|+ r, and ♯A′ = 2♯T = 4|χ(S¯)|+ 2r.
Since X+∆ (T , n) ⊂ X+(T , n), by restriction of the map holX ,+T we have a map
holX ,+T ,∆ : X+∆ (T , n) −→Mfδ(ΓT , Sp(2n,R)).
The geometric significance of the positive X -coordinates is the following statement:
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Lemma 6.3. Let x be in X+∆ (T , n) and let (F , σ) = holX ,+T ,∆(x). Then, for every a in A2, the
cross ratio of the quadruple qv+(a)(F , σ) is x(a)−1 and, for every internal angle θ = {α, α′}, the
angle invariant of the quintuple cθ(F , σ) is x(a) where a is the arrow in A3 going from α to α′.
Proof. The statement concerning the cross ratio results from Lemma 5.20, the one concerning
the angle invariant results from Lemma 5.21. 
6.3. Maximal framed symplectic local systems. In this subsection, we will prove the fol-
lowing result:
Theorem 6.4. The map holX ,+T ,∆
(1) is onto the space of maximal twisted framed representations Mfδ(ΓT , Sp(2n,R)).
(2) For x and x′ in X+∆ (T , n), one has holX ,+T ,∆(x) = holX ,+T ,∆(x′) if and only if
• For every a in A2, x(a) = x′(a)
• There is a family (rv)v∈V of orthogonal matrices such that:
– For all a ∈ A2, one has rv−(a) = rv+(a), and rv−(a) commutes with x(a).
– for every a in A3, x
′(a) = rv+(a)x(a)r
−1
v−(a).
The surjectivity of the map holX ,+T ,∆ is the following proposition.
Proposition 6.5. Let x = (Fv, ga, L
t
v, L
b
v) be a maximal framed δ-twisted symplectic local system
on the quiver ΓT .
Then there exists a symplectic basis (ev, fv)v∈V generating the framing and, denoting Ga ∈
Sp(2n,R) the matrices of ga, one has:
(1) For every a in A2, then Ga =
(
0 −Λ−1a
Λa 0
)
for some Λa ∈ ∆n.
(2) For each a ∈ A3, Ga =
(
ua −ua
ua 0
)
for some ua ∈ O(n).
We will say that a symplectic basis of {Fv}v∈V is in standard X -position if it satisfies the
properties of the above conclusion. The tuples of matrices ((Λ2a)a∈A2 , (ua)a∈A3) is then an element
of X+∆ (T , n) (see Lemma 3.8) and will be called the system of positive coordinates associated with
the basis (ev, fv).
Proof. Let first v be an external vertex of ΓT . Let a be the arrow in A3 such that v = v
+(a). As
the local system x is maximal, the Maslov index of the triple (Ltv, ga(L
t
v−(a)), L
b
v) is maximal and
there is thus a symplectic basis (ev, fv) such that L
t
v = Span(ev), ga(L
t
v−(a)) = Span(ev + fv),
and Lbv = Span(fv)
Let E ⊂ A2 be a subset containing exactly one of the two arrows for every cycle in A2. The
set V of vertices of ΓT is the disjoint union of the doubletons {v−(a), v+(a)} for a ∈ E.
Let a ∈ E and call v = v+(a), v′ = v−(a). The quadruple (L1,M1, L2,M2) = qv(x) is then
positive since the two triples tv(x) and tv′(x) are maximal. By Proposition 3.6.(1), there is a
symplectic basis (ev, fv) in standard position with respect to that quadruple: there is a matrix
Λ in ∆n so that L1 = Span(ev), L2 = Span(fv), M1 = Span(ev + fv) and M2 = Span(ev − fv ·Λ).
By construction of the bases, the matrices of the ga, a ∈ A′, have the desired form. The
property ga1ga2 = − Id for all 2-cycle (a1, a2) in A2 implies that the same holds for every a ∈ A2.
The fact that the matrices of the ga (a ∈ A3) have the requested form is a consequence of
Lemma 3.8. 
Using Lemma 5.5, the description of the fibers of holX ,+T ,∆ is a consequence of the following
statement.
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Proposition 6.6. Let x = (Fv, ga, L
t
v, L
b
v) be a maximal framed δ-twisted symplectic local system
on the quiver ΓT .
Let (ev, fv) and (e
′
v, f
′
v) be two symplectic bases in standard X -position. And let x and x′ be
the two associated systems of positive coordinates.
Let {ψv}v∈V be the family of elements of Sp(2n,R) defined by the equalities: (ev, fv) = (e′v, f ′v)·
ψv (v ∈ V ).
Then
• For all a in A2, x′(a) = x(a).
• For all v in V , there is an orthogonal matrix uv such that ψv =
(
uv 0
0 uv
)
;
• For every arrow a in A2, then uv+(a) = uv−(a) and uv+(a) commutes with x(a).
• For every a in A3, x′(a) = uv+(a)x(a)u−1v−(a).
Proof. By Lemma 5.20, the cross ratio of the quadruple qv+(a)(x) is given by the matrices x(a)
and x′(a), hence the equality.
Let v be a vertex of ΓT .
The symplectic bases (ev, fv) and (e
′
v, f
′
v) are in standard position. Applying Proposition 3.6,
there is an element uv in O(n) such that (ev, fv) = (e
′
v · uv, f ′v · uv).
Using the fact that the transition matrices with respect to the basis (ev, fv) are deduced from
the other by multiplying by the matrices ψv, we get the other statements. 
6.4. Reparameterization of the X -coordinates. When R = ∅, the space X+∆ (T , n) gives
a generically finite-to-one parameterization of the space of maximal framed local systems; this
is not anymore the case when R 6= ∅. In the present subsection, we introduce first another
parameterization of the space of maximal framed local systems that is always finite-to-one.
In order to describe another parameterization for maximal representations we make use of
a spanning tree S of the graph ΓT /A2, i.e. the graph where all the arrows in A2 have been
collapsed. Thus S can be thought of as a subset of A3, though the orientation of the arrows is
not relevant here. Geometrically, the graph ΓT /A2 is obtained in the following way: for every
(nonoriented) edge e of T mark a midpoint in e and, for every triangle f of T , connect the three
midpoints of the three sides of f . Thus the number of vertices of ΓT /A2 is 3|χ(S¯)|+ 2r and its
number of edges is 3♯T = 6|χ(S¯)|+ 3r.
The spanning tree has to connect all the vertices, hence the cardinality of the set of edges
of S is equal the number of vertices minus one, i.e. ♯S = 3|χ(S¯)|+ 2r − 1 (in a tree the number
of edges is the number of vertices minus 1).
We fix an arrow a0 in A2 and denote by X+S,a0 the subset of X+(T , n) consisting of the tuples
y = ({y(a)}a∈A2, {y(a)}a∈A3) ∈ Sym+(n,R)A2 ×O(n)A3
such that
• y(a0) belongs to ∆n;
• for all a in S, y(a) = Id.
Of course, the equations y(a) = y(a′) ({a, a′} 2-cycle in A2) and y(a3)y(a2)y(a1) = Id ({a1, a2, a3}
cycle in A3) are satisfied.
We choose another set R ⊂ A3, disjoint from S and such that S ⊔ R contains two of the
arrows of every 3-cycle in A3 and subset E ⊂ A2 containing a0 and containing exactly one of the
arrows of every 2-cycle in A2. With this we have
X+S,a0 −→ ∆n × Sym+(n,R)Er{a0} ×O(n)R
y 7−→ (y(a0), {y(a)}a∈Er{a0}, {y(a)}a∈R)
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is a diffeomorphism. Recall that ♯(E r {a0}) = 3|χ(S¯)| + r − 1 and ♯R = |χ(S¯)| + 1 (since
♯S = 3|χ(S¯)|+ 2r − 1 and ♯(S ∪R) = 2♯T = 4|χ(S¯)|+ 2r).
We have X+S,a0 ⊂ X+(T , n), hence by restriction of the map hol
X ,+
T we have a map
holX ,+S,a0 : X+S,a0 −→Mfδ(ΓT , Sp(2n,R)).
Theorem 6.7. The map holX ,+S,a0 is onto the space of maximal framed δ-twisted local system
Mfδ(ΓT , Sp(2n,R)) ⊂ Locfδ(ΓT , Sp(2n,R)). Two elements y and y′ in X+S,a0 have the same
holonomy if and only if, y(a0) = y
′(a0) and there is an element u ∈ O(n) commuting with y(a0)
such that, for every a in A, y′(a) = uy(a)u−1.
6.5. Image and fibers of the holonomy map. This section is devoted to the proof of Theo-
rem 6.7.
Proposition 6.8. For all x in Mfδ(ΓT , Sp(2n,R)) there is y in X+S,a0 such that hol
X ,+
S,a0
(y) = x.
Proof. By Theorem 6.4, there is z ∈ X+(T , n) such that holX ,+T (z) = x and z(a0) ∈ ∆n. Let
(Fv, ga, L
t
v, L
b
v, (ev, fv)) be the local system with generating symplectic basis defined by z.
By induction on ♯S ′ we prove:
For every subtree S ′ of S (connected to a0), there is z′ in X+(T , n) and a
generating basis (e′v, f
′
v) of (Fv, ga, L
t
v, L
b
v) such that z
′(a0) belongs to ∆n, the
matrices of ga in these bases are {Ga(z′)} and z′ satisfies the following: for all
a ∈ S ′, z′(a) = Id.
For S ′ = ∅, we set z′ = z.
Now let S ′ = S ′′ ∪ {b} for some b ∈ A3 r S ′′ (and with S ′′ a tree, i.e. b is a leaf of S ′). Let z′′
and (e′′v , f
′′
v ) be given by the induction step for S ′′. We denote by v0 and v1 the extremities of b.
For definiteness, suppose that v0 is connected to S ′′ and v0 = v−(b), hence v+(b) = v1. In the
case where v1 is an internal vertex, let v2 be the vertex of ΓT connected to it by a cycle {c, c′}
of A2. Since b is a leaf of S ′, the vertex v2 is not the extremity of any of the arrows in S ′, so
that we can change the basis in Fv2 without affecting the transitions matrices for a ∈ S ′.
We now define the symplectic basis (e′v, f
′
v). For v 6= v1, v2, set (e′v, f ′v) = (e′′v , f ′′v ). For v1, we
set:
(e′v1 , f
′
v1) = ga(e
′
v0 , f
′
v0) ·
(
Id − Id
Id 0
)−1
= ga(e
′′
v0 , f
′′
v0) ·
(
0 Id
− Id Id
)
= (e′′v1 , f
′′
v1) ·
(
z′′(b) −z′′(b)
z′′(b) 0
)(
0 Id
− Id Id
)
= (e′′v1 , f
′′
v1) ·
(
z′′(b) 0
0 z′′(b)
)
= (e′′v1 · z′′(b), f ′′v1 · z′′(b)).
Finally, when v1 is internal, let (e
′
v2 , f
′
v2) = (e
′′
v2 · z′′(b), f ′′v2 · z′′(b)). It is easily checked that the
transition matrices are {Ga(z′)} with z′ ∈ X+(T , n) such that z′(a) = z′′(a) for all arrows a
distinct from b (and from c or c′) and z′(b) = Id (and, in the case when v1 is internal, z
′(c′) =
z′(c) = z′′(b)z′′(c)z′′(b)−1 again symmetric). 
The uniqueness in Theorem 6.7 follows from:
Proposition 6.9. Let x = (Fv, ga, L
t
v, L
b
v) be a maximal framed local system. Let (ev, fv) be a
symplectic basis generating the framing and such that the transition matrices are {Ga(y)} for
some y in X+S,a0 .
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(1) Then, for all u ∈ O(n) commuting with y(a0), the symplectic basis (ev ·u, fv ·u) generates
the framing, the tuple y′ defined by y′(a) = uy(a)u−1 (a ∈ A) is in X+S,a0 , and the
transition matrices with respect to this symplectic basis are {Ga(y′)}.
(2) If (e′v, f
′
v) is another generating basis and if there is an element y
′ in X+S,a0 such that
the transition matrices are {Ga(y′)}, then there is an element u ∈ O(n), commuting
with y(a0) and such that, for every vertex v in ΓT , (e
′
v, f
′
v) = (ev · u, fv · u).
Proof. The first part of the statement is clear. Let us address the second part. Applying
Proposition 3.6, up to conjugating by an element commuting with y(a0) we can assume that the
generating bases (ev, fv) and (e
′
v, f
′
v) coincide at one of the endpoint v of a0. We show now that
they coincide at every vertex by traveling in the spanning tree S. For this it is enough to note
that
• If the basis coincide at one of the extremity of an arrow a in S then they coincide at the
other extremity (since the transition matrices coincide).
• Let a ∈ A2 and suppose that the basis coincide at v = v−(a). At w = v+(a), since the
basis are generating, we get, from the analysis in Lemma 5.17,
Span(ev) = Span(e
′
v), Span(fv) = Span(f
′
v), Span(ev + fv) = Span(e
′
v + f
′
v).
This implies that there is u ∈ O(n) such that (e′v, f ′v) = (ev ·u, fv ·u). Thus y′(a) = y(a)u
and the matrices y(a), y′(a) are symmetric and positive definite. Uniqueness in the polar
decomposition implies that u = Id and the bases coincide at w. 
6.6. Over-parameterizations. In the preceding subsection, the space of parameters has the
same dimension as the space of framed representations and the holonomy maps were generically
finite-to-one. In this section we give an (over)-parametrization which has too many parameters,
but becomes injective after taking the quotient by the action of a group.
Let us denote by X+S (T , n) the subset of X+(T , n) consisting of tuples z with z(a) = Id for
all a in the spanning tree S. We denote by holX ,+S the map to framed local systems; it is the
restriction of holX ,+T . It has already been observed that hol
X ,+
S (z) is maximal (Lemma 6.1).
Theorem 6.10. The map holX ,+S : X+S (T , n)→Mfδ(ΓT , Sp(2n,R)) is onto. Two tuples z and z′
have the same image by holX ,+S if and only there is u in O(n) such that z
′(c) = uz(c)u−1 for all c
in A.
Proof. Surjectivity is assured by Theorem 6.7 since X+S,a0 ⊂ X+S (T , n). It is clear that if two
elements of X+S (T , n) are conjugate by an element inO(n) then they will give rise to the equivalent
framed local system. Conversely, one can always use such a conjugation to bring the elements
back to X+S,a0 . Theorem 6.7 then gives the result. 
7. Topology of the space of maximal framed representations
From the parameterizations introduced in the previous section, we construct explicit re-
tractions of the space of maximal framed representations to subspaces which have a simpler
parametrization and whose topological properties are easier to describe. This enables us to give
the homotopy type of the space of maximal framed local systems as well as some topological
properties of the space of maximal representations.
This section relies on the previous sections for the parameterizations of maximal framed
twisted local systems and on Section 4.9 for their correspondence with nontwisted local systems.
Hence all results here will be expressed for the space Mf(S, Sp(2n,R)).
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7.1. Subspace of “singular” local systems. We consider here subsets of maximal local sys-
tems where the holonomy elements have as few different eigenvalues as possible.
For any framed SL(2,R)-local system (F , σ), there is an associated framed Sp(2n,R)-local
system (F˘ , σ˘) defined as follows. If g = ( a bc d ) belongs to SL(2,R) and ℓ = Span(e·x+f ·y) belongs
to RP1, with (e, f) being the canonical basis of R2 and x, y ∈ R, then we get an embedding
SL(2,R)→ Sp(2n,R) (the diagonal embedding) and a SL(2,R)-equivariant application RP1 →
Ln by setting
g˘ :=
(
a Id b Id
c Id d Id
)
, and ℓ˘ := Span(e · x+ f · y).
The local system F˘ is obtained from F by “composing” with the above homomorphism and
the section σ˘ is the composition of σ with the natural map FRP1 → F˘Ln induced by the map
RP1 → Ln.
Moreover the formula ((
a b
c d
)
, u
)
7−→
(
au bu
cu du
)
defines an homomorphism SL2(R) × O(n) → Sp(2n,R) and the above embedding RP1 → Ln
is also equivariant with respect to this homomorphism. This implies that if E is a O(n)-local
system on S, then F ⊗ E is a twisted Sp(2n,R)-local system, and σ˘ is a framing of this local
system.
The following is easily checked:
Lemma 7.1. The framed local system (F ⊗E , σ˘) is transverse with respect to a triangulation T
if and only if (F , σ) is tranverse with respect to T .
The local system (F ⊗ E , σ˘) is maximal if and only (F , σ) is maximal.
As a consequence, there is a well defined application
Mf(S, SL(2,R))× Loc(S,O(n))→Mf(S, Sp(2n,R))
whose image is denoted by Mf(S, SL(2,R)⊗O(n)). Equally there is an application
M(S, SL(2,R))× Loc(S,O(n))→M(S, Sp(2n,R))
whose image is denoted by M(S, SL(2,R)⊗O(n))
Last let us introduce a “base point” in Mf(S, SL(2,R)). For a triangulation T , let (FT , σT )
be the framed twisted local system associated with the element x in X+∆n(T , 1) such that, for all
c ∈ A, x(c) = 1. We will denote by
DfT (S, SL(2,R)⊗O(n))
the subset of Mf(S, SL(2,R)⊗O(n)) which is the image of {(FT , σT )}×Loc(S,O(n)). Also we
denote by
(7.1) DT (S, SL(2,R)⊗O(n))
the subset of M(S, SL(2,R)⊗O(n)) which is the image of {(FT )} × Loc(S,O(n)).
Theorem 7.2. (1) The subspaces DfT (S, SL(2,R)⊗O(n)) and Mf(S, SL(2,R)⊗O(n)) are
strong deformation retracts of Mf(S, Sp(2n,R)).
(2) For every spanning tree S, DfT (S, SL(2,R)⊗O(n)) (respectivelyMf(S, SL(2,R)⊗O(n)))
is the image by holX ,+S of the subset of X+S (T , n) consisting of the elements z such that,
for every arrow a in A2, z(a) = Id (respectively z(a) ∈ R>0 Id).
(3) The spaces DfT (S, SL(2,R)⊗O(n)) and Mf(S, SL(2,R)⊗ O(n)) are respectively diffeo-
morphic to O(n)|χ(S¯)|+1/O(n) (quotient by simultaneous conjugation) and to R3|χ(S¯)|+r×
(O(n)|χ(S¯)|+1/O(n)).
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7.2. Coordinates for the subspaces. Using an analysis similar to the one in Section 5, the
space Loc(S,O(n)) also admits parameterizations via local systems on the quiver ΓT . We will
use the following result: the holonomy map gives a surjective map
hol : U −→ Loc(S,O(n))
where U is the subset of u in O(n)A with u(a) = Id for all a ∈ A2 ⊔ S and u(a3)u(a2)u(a1) = Id
for every 3-cycle (a1, a2, a3) in A3.
The maps between the moduli spaces of framed local systems can be promoted to maps
between the parameters spaces:
X+S (T , 1) −→ X+S (T , n)
(z, u) 7−→ (z(a)u(a))a∈A
and
U −→ X+S (T , n)
u 7−→ (u(a))a∈A
The image of the first map will be denoted by X+S (SL(2,R)⊗O(n)). It is the set of tuples z in
X+S (T , n) such that z(a) ∈ R>0 Id for all a ∈ A2; it is isomorphic to R3|χ(S¯)|+r>0 ×O(n)|χ(S¯)|+1.
The image of the second map is denoted by X+S (FT ⊗ O(n)). It is the set of tuples z such
that z(a) = Id for all a ∈ A2; it is isomorphic to O(n)|χ(S¯)|+1.
The above maps are also compatible with the holonomy maps to the moduli spaces. This
proves the assertion in Theorem 7.2 concerning the parameterizations ofMf(S, SL(2,R)⊗O(n))
and of DfT (S, SL(2,R)⊗O(n)) and their topologies.
7.3. Retractions. Recall that a subspace A of a topological space X is called a strong deforma-
tion retract if there exists a strong deformation retraction H : X × [0, 1]→ X , i.e. a continuous
map H such that H(a, t) = a for all a in A and t ∈ [0, 1], H(x, 1) = x for all x ∈ X , and
H(x, 0) ∈ A for all x ∈ X .
To prove Theorem 7.2, it is thus enough to find O(n)-equivariant retractions of X+S (T , n) on
X+S (FT ⊗ O(n)) and on X+S (SL(2,R) ⊗ O(n)) respectively. Or, more concretely, to find O(n)-
equivariant retractions of Sym+(n,R)3|χ(S¯)|+r×O(n)|χ(S¯)|+1 on O(n)|χ(S¯)|+1 and onR3|χ(S¯)|+r>0 ×
O(n)|χ(S¯)|+1.
Since the action of O(n) respects the decompositions into products, it all boils down to finding
O(n)-equivariant retractions of Sym+(n,R) on {Id} and on R>0 Id. As the exponential exp :
Sym(n,R) → Sym+(n,R) is an O(n)-equivariant diffeomorphism, the question translates now
to finding equivariant retractions of Sym(n,R) on {0} and on R Id. The first one is given by
the family of linear maps Sym(n,R) → Sym(n,R): {t Id}t∈[0,1]. The second one is obtained
similarly using first that Sym(n,R) is the direct sum of two O(n)-invariant subspaces: R Id and
Sym0(n,R), the subspace of traceless matrices.
7.4. Connected components. An immediate consequence of Theorem 7.2 is:
Corollary 7.3. • The space Mf(S, Sp(2n,R)) has 2|χ(S¯)|+1 connected components.
• The space Mf(S,PSp(2n,R)) has 2|χ(S¯)|+1 connected components if n is even. If n is
odd, it is connected.
A more general statement can be found in Corollary 10.20; parameterizations of the space
Mf(S,PSp(2n,R)) are also described in Section 10.
In order to get some information about the space of maximal representations we prove:
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Theorem 7.4. If r = 0 (i.e. R = ∅ and S = S¯), the natural map Mf(S, Sp(2n,R)) →
M(S, Sp(2n,R)) induces a bijection at the level of connected components.
Theorem 7.4 will be proved in Section 7.6. In this way we obtain a new proof of the following
statement:
Corollary 7.5 ([25, Theorem 4]). If r = 0, the number of components of M(S, Sp(2n,R)) is
2|χ(S)|+1.
7.5. Path lifting property. A continuous map f : X → Y is said to have the path-lifting
property if for every continuous σ : [0, 1] → Y and every x ∈ f−1(σ(0)) there exists, up to
reparameterization, a lift σ˜ of σ starting at x, namely σ˜ : [0, 1]→ X is continuous, σ˜(0) = x and
there is a continuous, increasing, surjective function ψ : [0, 1] → [0, 1] such that f ◦ σ˜ = σ ◦ ψ.
This is the case, for example, when f is a covering; this is also the case when, for any σ as
above, the space σ∗(f) = {(t, x) ∈ [0, 1]×X | σ(t) = f(x)} is path-connected. A piecewise linear
map between simplicial spaces that is surjective and with connected fibers has the path lifting
property.
Proposition 7.6. If r = 0, the map Mf(S, Sp(2n,R)) →M(S, Sp(2n,R)) has the path-lifting
property.
We will work in this section with spaces of representations instead of local systems (cf. Sec-
tion 4.4).
Let Hommax(S, Sp(2n,R)) and Hom
f
max(S, Sp(2n,R)) the spaces of maximal representations
and of framed maximal representations (cf. Lemma 4.7). The proposition is a direct consequence
of the following lemmas.
Lemma 7.7. The map p : Hommax(S, Sp(2n,R))→M(S, Sp(2n,R)) has the path lifting prop-
erty.
Proof. As these space are real algebraic, connectedness and path-connectedness are equivalent
notions here. In fact, the same is true for the spaces σ∗(p) for any continuous path σ : [0, 1] →
M(S, Sp(2n,R)). Actually the fibers of σ∗(p) → [0, 1] are connected, since they are orbits for
the action of the connected group Sp(2n,R), and thus the total space is indeed connected. 
Lemma 7.8. The map Homfmax(S, Sp(2n,R)) → Hommax(S, Sp(2n,R)) has the path lifting
property.
Proof. Since we can choose independently the framing at the punctures (see Lemma 4.7), it is
enough to answer positively the following problem:
Let P ⊂ Sp(2n,R) be the set of elements g having at least one invariant La-
grangian and Q = {(g, L) ∈ P × Ln | g · L = L}. Then the natural map
π : Q → P has the path lifting property.
Let L0 be the base point of Ln and P its stabilizer (see Section 2.1). We then have a surjective
map Sp(2n,R)×P → Q | (h, p) 7→ (hph−1, h ·L0) and it is enough to prove that its composition
with π has the path lifting property, i.e. that Sp(2n,R) × P → P | (h, p) 7→ hph−1 has the
path lifting property. This last map is algebraic so that there exists simplicial structures on
Sp(2n,R) × P and on P such that the map is piecewise linear; since it is as well surjective, it
has the path lifting property. 
7.6. Framing of singular representations. Any singular representation has a unique framing:
Proposition 7.9. The map DfT (S, SL(2,R)⊗O(n))→ DT (S, SL(2,R)⊗O(n)) (see Equation (7.1))
is an isomorphism.
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Let us first conclude the theorem 7.4:
Proof of Theorem 7.4. The map
π0
(Mf(S, Sp(2n,R))) −→ π0(M(S, Sp(2n,R)))
is surjective sinceMf(S, Sp(2n,R))→M(S, Sp(2n,R)) is surjective. Let us prove its injectivity.
By Theorem 7.2, the map
π0
(DfT (S, SL(2,R)⊗O(n))) −→ π0(Mf(S, Sp(2n,R)))
is an isomorphism and by Proposition 7.9
π0
(DfT (S, SL(2,R)⊗O(n))) −→ π0(DT (S, SL(2,R)⊗O(n)))
is also bijective. Hence we are reduced to show that
π0
(DT (S, SL(2,R)⊗O(n))) −→ π0(M(S, Sp(2n,R)))
is injective.
Let ρ0, ρ1 ∈ DT (S, SL(2,R)⊗O(n)) be connected by a path σ : [0, 1] → M(S, Sp(2n,R)).
By Proposition 7.9, there is a lift σ˜ of (a reparameterization of) σ to Mf(S, Sp(2n,R)). The
elements σ˜(0) and σ˜(1) are the unique framings of ρ0 and ρ1. Applying Theorem 7.2 again, we get
a continuous path in DfT (S, SL(2,R)⊗O(n)) between σ˜(0) and σ˜(1), as a result ρ0 and ρ1 belongs
to the same connected component of DT (S, SL(2,R)⊗O(n)). This concludes the injectivity and
the proof. 
Proof of Proposition 7.9. Let ρ be a representation in DT (S, SL(2,R)⊗O(n)). We have to prove
that, for each loop c representing a boundary component, ρ(c) has a unique invariant Lagrangian.
By construction (see Section 6.4) and up to conjugation, ρ(c) is a finite product of elements of
the form(
0 − Id
Id 0
)(−C C
−C 0
)
=
(
C 0
−C C
)
=
(
C 0
0 C
)(
Id 0
− Id Id
)
=
(
Id 0
− Id Id
)(
C 0
0 C
)
with C ∈ O(n). Hence it is equal to (
Id 0
m Id Id
)(
B 0
0 B
)
for some m 6= 0 and B ∈ O(n). Up to taking the inverse and conjugate by a block diagonal
matrix, we can assume that m = 1. The powers of the above matrix M are then
Mk =
(
Id 0
k Id Id
)(
Bk 0
0 Bk
)
=
(
Bk 0
kBk Bk
)
.
Let us write elements in R2n as pairs (x, y) with x, y in Rn so that the symplectic form has
the expression ω((x, y), (x′, y′)) = Txy′ − Tyx′.
Suppose that L is an M -invariant Lagrangian. Suppose that there is x in Rn with (x, 0)
in L. For every k > 0, Mk(x, 0) = (Bkx, kBkx) belongs to the Lagrangian L and the relation
ω(Mk(x, 0),M ℓ(x, 0)) = 0 (k, ℓ in N) says (ℓ− k)TxBℓ−kx = 0. It follows that, denoting V the
B-invariant subspace of Rn generated by Bkx (k > 0), B(V ) is orthogonal to V . This is possible
only if V = 0 and x = 0.
Let (e, f) denote the standard symplectic basis of R2n. The Lagrangian L is thus transverse
to Span(e) and there exists a unique symmetric matrix P such that L = Span(eP + f). The
equation M(L) = L translate into Span(eBP + fB(P + Id)) = Span(eP + f) which implies
that P + Id is invertible (hence −1 does not belong to the spectrum of P ) and the equality
PBP + B = BP . From this last equality, if x is an eigenvector of P for the eigenvalue λ,
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then Bx is an eigenvector of P for the eigenvalue λ/(λ+1). Thus the spectrum of P is invariant
by the Möbius transformation λ 7→ λ/(λ + 1). However the only finite invariant set for this
transformation is {0} and we obtain that P = 0. It turns out that L = Span(f), establishing the
uniqueness. 
8. Singularities of the space of framed maximal representations into Sp(4,R)
In this section we analyse the singularities of the space of framed maximal Sp(4,R)-local
systems. We show that the singular locus corresponds exactly to local systems into subgroups
that we describe first.
8.1. Space of block diagonal local systems. If (e1, e2, f1, f2) denotes the canonical basis
of R4, the two subspaces V = Span(e1, f1), W = Span(e2, f2) are in direct sum and this decom-
position induces a homomorphism
SL(2,R)× SL(2,R) −→ Sp(4,R)
as wells as an equivariant map RP1 ×RP1 → L2. In particular we get an induced map
Mf(S, SL(2,R))×Mf(S, SL(2,R))→Mf(S, Sp(4,R))
which is a two-to-one ramified covering. We will denote the image of this map byMf(S, SL(2,R)×
SL(2,R)).
In Section 7.1, we introduced the subspacesMf(S, SL(2,R)) andMf(S, SL(2,R)⊗O(2)), and
we can as well define Mf(S, SL(2,R)⊗ SO(2)).
8.2. Singular points. We will prove the following statement:
Theorem 8.1. A point x of the space Mf(S, Sp(4,R)) is
• a smooth point if and only if x does not belong to the union
Mf(S, SL(2,R)× SL(2,R)) ∪Mf(S, SL(2,R)⊗ SO(2)).
• an orbifold point with isotropy group Z/2Z if and only if x belongs to
Mf(S, SL(2,R)× SL(2,R))rMf(S, SL(2,R)⊗ SO(2));
in which case a neighborhood of x is isomorphic to a neighborhood of 0 in R6|χ(S¯)|+2r ×
(R4|χ(S¯)|+r/{± Id});
• a non-orbifold singular point if and only if the point x belongs to the connected subspace
Mf(S, SL(2,R)⊗ SO(2)); furthermore
– if x belongs to Mf(S, SL(2,R)⊗ SO(2)) rMf(S, SL(2,R)), a neighborhood of x is
isomorphic to a neighborhood of 0 in the space R4|χ(S¯)|+r+1 × (C3|χ(S¯)|+r/U(1)).
– if x belongs toMf(S, SL(2,R)), a neighborhood of x is isomorphic to a neighborhood
of 0 in the space R3|χ(S¯)|+r × (R|χ(S¯)|+1 × (C3|χ(S¯)|+r/U(1)))/σ where σ is the
involution on the space R|χ(S¯)|+1× (C3|χ(S¯)|+r/U(1)) induced by − Id on the factor
R|χ(S¯)|+1 and the complex conjugation on the factor C3|χ(S¯)|+r/U(1).
Remark 8.2. The claims about the singularity types in the above theorem are consequences of
the following considerations:
(1) The join X
b
Y of two topological spaces is the quotient of X × [0, 1]× Y by the equiv-
alence relation whose classes are {x} × {0} × Y , X × {1} × {y}, and {(x, t, y)} (x ∈ X ,
t ∈ (0, 1), y ∈ Y ). If a neighborhood of a point a in a space A is the cone over X (i.e. the
quotient of [0, 1]×X by the equivalence relation whose only nontrivial class is {0}×X),
and a neighborhood of b ∈ B is the cone over Y , then a neighborhood of (a, b) in A×B
is the join X
b
Y . Joins of spheres are spheres.
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(2) The join is also the disjoint union of U , the image in X
b
Y of X × [0, 1) × Y , and
of V , the image of X × (0, 1] × Y . The space X is a deformation retract of U , Y is a
deformation retract of V and X × Y is a deformation retract of U ∩ V . From this and
the Mayer–Vietoris long exact sequence, we get the following formula, relating the Euler
characteristics χF over a field F of these spaces:
χF
(
X
j
Y
)
= −χF (X)χF (Y ) + χF (X) + χF (Y ).
(3) A neighborhood of 0 in R4|χ(S)|/{± Id} is the cone over RP4|χ(S)|−1 so that a neighbor-
hood of 0 in R6|χ(S)|× (R4|χ(S)|/{± Id}) is the join S6|χ(S)|−1 bRP4|χ(S)|−1. The above
formula (and the knowledge of the cohomology of real projective spaces) can be used to
show that the Euler characteristic of this join varies with the field F and therefore it
cannot be homeomorphic to a sphere. Thus no neighborhood of the points in the second
item ot the theorem are homeomorphic to a manifold.
(4) By similar arguments, for the last case in the theorem, the neighborhood of the singularity
is either the join of a sphere and the projective space CP3|χ(S)|−1 or a quotient of this
join by Z/2Z. From this, again by cohomological argument, it can be seen that the
singularity is not homeomorphic to an orbifold singularity.
8.3. Parameters. Analogous to the map between moduli spaces mentioned in Section 8.1, there
is a map between the parameter spaces of Theorem 6.10:
X+S (T , 1)×X+S (T , 1)→ X+S (T , 2).
Writing X+S (T , 1) ≃ R3|χ(S¯)|+r>0 × O(1)|χ(S¯)|+1 and similarly for X+S (T , 2), the map is explicitly
given by (
R
3|χ(S¯)|+r
>0 ×O(1)|χ(S¯)|+1
)2 −→ Sym+(2,R)3|χ(S¯)|+r ×O(2)|χ(S¯)|+1
({λj,i}i, {ǫj,ℓ}ℓ)j=1,2 7−→
({diag(λ1,i, λ2,i)}i, {diag(ǫ1,ℓ, ǫ2,ℓ)}ℓ).
From this, an element z = ({si}i, {rℓ}ℓ) in X+S (T , 2) represents a framed representation in
Mf(S, SL(2,R) × SL(2,R)) if, up to replacing z by r · z with r in O(2), all the coordinates si,
and rℓ of z are diagonal.
In approaching the above theorem, it is useful to consider different coordinates for the space
of symmetric positive matrices. The map
R×C −→ Sym+(2,R)
(t, a+ ib) 7−→ exp
(
t Id+
(
a b
b −a
))
is a diffeomorphism. Via this isomorphism, the group O(2) acts on R×C. The action is trivial
on the factor R whereas on the factor C
• the element ( cos θ − sin θ
sin θ cos θ
)
acts by multiplication by e2iθ,
• the element ( 1 00 −1 ) acts by z 7→ z¯.
The space X+S (T , 2) is then O(2)-isomorphic to R3|χ(S¯)|+r ×C3|χ(S¯)|+r ×O(2)|χ(S¯)|+1.
Recapping the above and Section 7.1:
Proposition 8.3. Let z be an element
({ti}i, {zj}j , {rℓ}ℓ) ∈ R3|χ(S¯)|+r ×C3|χ(S¯)|+r ×O(2)|χ(S¯)|+1 ≃ X+S (T , 2),
and let x be the corresponding framed maximal representation: x ∈Mf(S, Sp(4,R)). Then
(1) x belongs to Mf(SL(2,R)) if and only if, for all j, zj = 0, and, for all ℓ, rℓ = ± Id;
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(2) x belongs to Mf(SL(2,R)⊗ SO(2))rMf(SL(2,R)) if and only if, for all j, zj = 0, and
{rℓ}ℓ ∈ SO(2)|χ(S¯)|+1 r {± Id}|χ(S¯)|+1;
(3) x belongs to Mf(SL(2,R) × SL(2,R)) rMf(SL(2,R) ⊗ SO(2)) if and only if, there is
θ ∈ R such that, for all j, zj ∈ Reiθ, for all ℓ, rℓ ∈
{± Id,±( cos θ sin θsin θ − cos θ )}, and either
{zj}j 6= 0 or {rℓ}ℓ /∈ {± Id}|χ(S¯)|+1.
(4) otherwise x does not belong to the union Mf(S, SL(2,R)×SL(2,R))∪Mf(S, SL(2,R)⊗
SO(2)).
In particular, Mf(SL(2,R) ⊗ SO(2)) is the image of the connected set R3|χ(S¯)|+r × {0} ×
SO(2)|χ(S¯)|+1 and is thus itself connected. This proves the connectedness claim in the third item
of Theorem 8.1.
Remark 8.4. Note that, in the last case, the element x is the holonomy of the element z′ =( cos θ/2 sin θ/2
− sin θ/2 cos θ/2
) · z = ({t′i}, {z′j}, {r′ℓ}) with z′j ∈ R, and r′ℓ ∈ {± Id,±( 1 00 −1 )}.
8.4. Stabilizers. We are going to calculate stabilizers of elements in R3|χ(S¯)|+r ×C3|χ(S¯)|+r ×
O(2)|χ(S¯)|+1 ≃ X+S (T , 2). In the calculation we make use of the following observations:
• the stabilizer (here the centralizer) of an element r ∈ O(2) is equal to O(2) if and only if
r = ± Id;
• the stabilizer of an element r ∈ O(2) is equal to SO(2) if and only if r ∈ SO(2)r±{Id};
• the stabilizer of an element r ∈ O(2) is finite if and only if r ∈ O(2)rSO(2); in this case
the stabilizer is equal to {± Id,±r};
• The stabilizer of an element z ∈ C is:
– equal to O(2) if z = 0;
– equal to
{± Id,±( cos θ sin θsin θ − cos θ )} if z ∈ R∗eiθ.
As a consequence:
Proposition 8.5. Let z = ({ti}i, {zj}j , {rℓ}ℓ) ∈ X+S (T , 2). Then the stabilizer of z in O(2) is
equal to
(1) O(2) if and only if, for all j, zj = 0, and, for all ℓ, rℓ = ± Id.
(2) SO(2) if and only if, for all j, zj = 0, and {rℓ}ℓ ∈ SO(2)|χ(S¯)|+1 r {± Id}|χ(S¯)|+1.
(3) the finite group Gθ =
{± Id,±( cos θ sin θsin θ − cos θ )} (for some θ ∈ R) if and only if, for all j,
zj ∈ Reiθ, and, for all ℓ, rℓ ∈ Gθ, and if either at least one of the zj is non-zero or at
least one of the rℓ is not ± Id.
(4) {± Id} otherwise.
Note that − Id acts trivially on X+S (T , 2), so the above stabilizers are more meaningful in the
quotient group O(2)/{± Id}.
Observe also that the group O(2) acts diagonally on the product R3|χ(S¯)|+r × C3|χ(S¯)|+r ×
O(2)|χ(S¯)|+1 and that the action is trivial on the first factor. Hence
X+S (T , 2)/O(2) = R3|χ(S¯)|+r ×
(
C3|χ(S¯)|+r ×O(2)|χ(S¯)|+1)/O(2).
8.5. Singularity types. To conclude the proof of Theorem 8.1, it now remains to analyze the
quotient singularities in each case of Proposition 8.3. Let z = ({ti}i, {zj}j , {rℓ}ℓ) be in X+S (T , 2)
and let x be the corresponding framed representation in Mf(S, Sp(4,R)).
8.5.1. Case (4) of Proposition 8.3. By Proposition 8.5.(4), the stabilizer of z in O(2)/{± Id} is
trivial. Therefore a neighborhood of x in Mf(S, Sp(4,R)) is isomorphic to a neighborhood of z
in X+S (T , 2) and is thus a smooth point.
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8.5.2. Case (3) of Proposition 8.3. One can assume that θ = 0 (see the remark 8.4). We treat
this case under the assumption that {rℓ}ℓ /∈ {± Id}|χ(S¯)|+1; under the assumption that {zj}j 6= 0,
the reasoning is similar.
By Proposition 8.5.(3), the stabilizer of z in O(2)/{± Id} is isomorphic to the group generated
by the involution
(
1 0
0 −1
)
. Therefore a neighborhood of x in Mf(S, Sp(4,R)) is isomorphic to a
neighborhood (of the class) of z in X+S (T , 2)/{±
(
1 0
0 −1
)}.
Applying as many times as needed on the factorO(2)|χ(S¯)|+1, O(2)-equivariant transformations
of the form
O(2)×O(2) −→ O(2)×O(2)
(a, b) 7−→ (ab, b)
or
(a, b) 7−→ (b, a)
we can assume that r1 = ±
(
1 0
0 −1
)
and rℓ = ± Id for all ℓ > 1. We can parameterize a neighbor-
hood of z in X+S (T , 2) by
Ψ: R3|χ(S¯)|+r ×C3|χ(S¯)|+r ×R|χ(S¯)|+1 −→ X+S (T , 2)
({τi}i, {ζj}j, {θℓ}ℓ) 7−→
(
{ti + τi}i, {zj + ζj}j ,
{(
cos θℓ − sin θℓ
sin θℓ cos θℓ
)
rℓ
}
ℓ
)
In these coordinates, the action of
(
1 0
0 −1
)
is trivial on the first factor R3|χ(S¯)|+r and is given
by the complex conjugation on C3|χ(S¯)|+r and by − Id on R|χ(S¯)|+1. The locally free action
of SO(2) on a neighborhood of z in X+S (T , 2) comes from a free action of R on these coordinates:
for θ ∈ R, the action of θ is given by
({τi}i, {ζj}j, {θℓ}ℓ) 7−→ ({τi}i, {ζj + 2iθ}j, {θ1 + θ, θℓ}ℓ>1).
We can then work on the hyperplane θ1 = 0 and grouping furthermore the real and imaginary
parts of the parameters in C, we conclude that a neighborhood of x in Mf(S, Sp(4,R)) is
diffeomorphic to a neighborhood of 0 in
R6|χ(S¯)|+2r × (R4|χ(S¯)|+r/{± Id}).
8.5.3. Case (2) of Proposition 8.3. In that case, since the stabilizer of z is SO(2), a neighborhood
of x inMf(S, Sp(4,R)) is isomorphic to a neighborhood of z in X+S (T , 2)/ SO(2). Since, for all ℓ,
rℓ is in SO(2), we can restrict to the subspace R
3|χ(S¯)|+r ×C3|χ(S¯)|+r × SO(2)|χ(S¯)|+1. As SO(2)
is abelian, we can conclude that a neighborhood of x in Mf(S, Sp(4,R)) is isomorphic to a
neighborhood of (0, . . . , 0, Id, . . . , Id) in the space
R3|χ(S¯)|+r × (C3|χ(S¯)|+r/ SO(2))× SO(2)|χ(S¯)|+1,
and this is what we wanted to prove.
8.5.4. Case (1) of Proposition 8.3. The situation is similar to the previous case, but we have
to take care of the remaining action by O(2)/ SO(2) ≃ Z/2Z. Precisely, we conclude that a
neighborhood of x in Mf(S, Sp(4,R)) is isomorphic to a neighborhood of 0 in the quotient of
the space
R3|χ(S¯)|+r × (C3|χ(S¯)|+r/ SO(2))×R|χ(S¯)|+1,
by the involution whose action is trivial on the factor R3|χ(S¯)|+r, is the action induced by the
complex conjugation on the factor C3|χ(S¯)|+r/ SO(2), and is − Id on R|χ(S¯)|+1.
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9. General X -coordinates
In this section we introduce general (i.e. not necessarily positive) X -coordinates with respect to
a chosen ideal triangulation T of S. This relies on the analysis of pairs of nondegenerate quadratic
forms which is given in the appendix. We obtain a generically finite-to-one parameterization of
the space of transverse framed local systems (Section 9.6) as well as a kind of cellular decompo-
sition of that space (Section 9.9). Relaxing the condition on the parameter space (Section 9.10),
we deduce topological results for the space of transverse framed local systems (Section 9.11).
9.1. Pairs of real symmetric forms. In Appendix A are established a number of results about
pairs of quadratic forms that we recap here. The reader might want to read the appendix first
where the statements are obtained more progressively.
9.1.1. Parameter space. We denote by D(n) the set of
• quintuple n = ({nx}x∈{±1}2 , 2m) of sequences of integers nx = (nx,j)j=1,...,kx ∈ (Z>0)kx
(for x ∈ {±1}2) and 2m = (2mj)j=1,...,k0 ∈ (2Z>0)k0 of lengths kx (x ∈ {±1}2) and k0
in Z>0, such that
• the sum of all the integers in the 5 sequences in n is equal to n.
For every n = ({n(ε,η)}(ε,η)∈{±1}2 , 2m) ∈ D(n), the quintuple ({n(η,ε)}(ε,η)∈{±1}2 , 2m) is also
in D(n) and will be denoted by ι(n). Thus ι is an involution of D(n).
We will denote E(n) the space of pairs (n,λ) with
• n ∈ D(n), and
• λ a quintuple ({λx}, λ) of decreasing sequences λx = (λx,j)j=1,...,kx ∈ Rkx (x ∈ {±1}2) of
real numbers and a sequence λ = (λj)j=1,...,k0 ∈ Hk0 of decreasing (for the lexicographic
order on C and where H = {z ∈ C | Im(z) > 0}) complex numbers with positive
imaginary part and of the same lengths as the sequences in n;
• For any x = (ε, η) ∈ {±1}2 and any 1 6 ℓ 6 kx, the product εηλx,ℓ is positive, i.e. λ1,1,ℓ,
λ−1,−1,ℓ are positive and λ−1,1,ℓ, λ1,−1,ℓ negative;
• where the sequences in λ are constant, the corresponding sequences in n are decreasing:
if r < s, λx,r = λx,s (resp. λr = λs), then nx,r > nx,s (resp. mr > ms). Equivalently, if
r < s and nx,r < nx,s (resp. mr < ms), then λx,r > λx,s (resp. λr > λs) (where a pair
in one of the sequences in n is strictly increasing, the corresponding elements in λ are
strictly decreasing).
The space E(n) has also an involution denoted by ι and defined by
(n,λ) 7−→ (ι(n), ({λ(η,ε)}(ε,η)∈{±1}2 , λ)).
There is a natural projection π : E(n)→ D(n); it is ι-equivariant and its fibers are contractible:
Lemma 9.1. For every n = ({nx}x∈{±1}2, 2m) in D(n), the fiber V (n) := π−1(n) is a convex
cone of dimension d(n) :=
∑
x∈{±1}2 kx + 2k0 where kx is the length of nx (x ∈ {±1}2) and k0
is the length of 2m.
Of course, the precise part of the closure of the cone V (n) that must be included is described
by the conditions on the λs.
9.1.2. Matrices. For each n in Z>0, and λ ∈ C, let Cn and Jn(λ) be the following n×n-matrices
(9.1) Cn :=

0 . . . 0 1
0 . . . 1 0
... . .
.
. .
. ...
1 0 . . . 0
 and Jn(λ) :=

λ 1 0 . . .
0 λ 1
. . .
...
...
. . .
. . .
0 0 . . . λ
 .
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When λ is real and non-zero, let us define the (symmetric) n× n-matrix
(9.2) Φn(λ) := |λ|1/2Cn
n−1∑
ℓ=0
aℓλ
−ℓJn(0)
ℓ
where
∑∞
ℓ=0 aℓt
ℓ is the Taylor series of t 7→ (1 + t)1/2 (i.e. for all ℓ, aℓ =
∏ℓ−1
j=0(1/2−j)
ℓ! ), cf.
Section A.4.
For sequences n = (n1, . . . , nℓ) in (Z>0)
ℓ and λ = (λ1, . . . , λℓ) in C
ℓ we define C(n) to be
the block diagonal matrix whose blocks are Cn1 , . . . , Cnℓ ; and we define J(n, λ) to be the block
diagonal matrix whose blocks are Jn1(λ1), . . . , Jnℓ(λℓ). When λ ∈ (R∗)ℓ, the matrix Φ(n, λ) is
the block diagonal matrix whose blocks are Φn1(λ1), . . . ,Φnℓ(λℓ).
Let us denote, for an even number 2m and λ = a+ ib ∈ C, the 2m× 2m-matrices
(9.3) C′2m :=

0 0 . . . 1 0
0 0 . . . 0 −1
...
... . .
.
. .
.
. .
.
1 0 . . . 0 0
0 −1 . . . 0 0
 , and J ′2m(λ) :=

a −b 1 0 . . . 0 0
b a 0 1 . . . 0 0
0 0 a −b . . . 0 0
0 0 b a
. . . 0 0
...
...
. . .
. . .
. . .
...
...
0 0 0 0 . . . a −b
0 0 0 0 . . . b a

If λ 6= 0, let c+ id the biggest (for the lexicographic order) square root of λ. We define (again
with
∑
aℓt
ℓ = (1 + t)1/2)
(9.4) Ψ2m(λ) :=

0 0 ... 0 0 c −d
0 0 ... 0 0 −d −c
0 0 . .
.
c −d
...
...
0 0 . .
.
−d −c
...
...
...
... . .
.
. .
.
. .
. ...
...
c −d 0 0 ... 0 0
−d −c 0 0 ... 0 0

m−1∑
ℓ=0
aℓ
(a2 + b2)ℓ

0 0 a b 0 0 ... ...
0 0 −b a 0 0 ... ...
0 0 0 0
. . .
. . .
...
...
0 0 0 0
. . .
. . .
...
...
...
...
. . .
. . . 0 0 a b
...
...
. . .
. . . 0 0 −b a
0 0 ... ... ... ... 0 0
0 0 ... ... ... ... 0 0

ℓ
.
When 2m = (2m1, . . . , 2mℓ) is a sequence of even integers and λ = (λ1, . . . , λℓ) ∈ Cℓ,
let C′(2m) be the matrix with diagonal blocks C′2m1 , . . . , C
′
2mk
and J ′(2m,λ) the matrix with
diagonal blocks J ′2m1(λ1), . . . , J
′
2mk(λk). When λ ∈ (C∗)ℓ, the matrix Ψ(2m,λ) has the diagonal
blocks Ψ2m1(λ1), . . . ,Ψ2mℓ(λℓ).
We now introduce the matrices that will serve as normal forms for pairs of quadratic forms.
Let (n,λ) be in E(n), thus n is quintuple (n1,1, n1,−1, n−1,1, n−1,−1, 2m) and similarly for λ.
We define C(n) to be the block diagonal matrix
C(n) :=

C(n1,1)
C(n1,−1)
−C(n−1,1)
−C(n−1,−1)
C′(2m)
 ,
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We define J(n,λ) to be the block diagonal matrix
J(n,λ) :=

J(n1,1, λ1,1)
J(n1,−1, λ1,−1)
J(n−1,1, λ−1,1)
J(n−1,−1, λ−1,−1)
J ′(2m,λ)
 .
Also we define D(n,λ) := C(n)J(n,λ).
Finally, since none of the elements in λ are zero, let Φ(n,λ) be
Φ(n1,1, λ1,1)
0 Φ(n1,−1, λ1,−1)
Φ(n−1,1, λ−1,1) 0
Φ(n−1,−1, λ−1,−1)
Ψ(2m,λ)
 .
9.1.3. Normal forms. Theorem A.20 and Proposition A.21 of the appendix say
Theorem 9.2. Let V be a n-dimensional real vector space, let b0 and b1 be two symmetric forms
on V with b0 and b1 nondegenerate.
Then there is a unique element (n,λ) = (n(b0, b1),λ(b0, b1)) in E(n) such that there is a
basis e of V for which the matrices of the symmetric forms b0 and b1 are C(n) and D(n,λ)
respectively.
For the pair (b∗1, b
∗
0) of quadratic forms on the dual space V
∗, one has
(n(b∗1, b
∗
0),λ(b
∗
1, b
∗
0)) = ι(n(b0, b1),λ(b0, b1)).
If v∗ is the basis of V ∗ dual to the basis v = eΦ(n,λ), then the matrices of the symmetric
forms b∗1 and b
∗
0 in the basis v
∗ are C(ι(n)) and D(ι(n,λ)) respectively.
There is also a uniqueness statement for the standard bases: two such bases are conjugate
under the action of the subgroup of GL(n,R) which is the intersection of the orthogonal group
of C(n) and the orthogonal group of D(n,λ); it is also the centralizer of Φ(n,λ) in the orthogonal
group of C(n). This group naturally identifies with O(b0)∩O(b1) and is described in Section A.9.
9.2. Quadruples of transverse Lagrangians. Based on the normal forms of the above theo-
rem, one deduces normal forms for quadruples of transverse Lagrangians, generalizing Proposi-
tion 3.6.
Proposition 9.3. Let x = (L1,M1, L2,M2) be a quadruple of Lagrangians in R
2n such that
(L1,M1, L2), and (L1,M2, L2) are transverse triples. Then there is unique element (n,λ) =
(n(x),λ(x)) such that there is a symplectic basis (e, f) with
L1 = Span(e), L2 = Span(f), M1 = Span(e+ fC(n)), M2 = Span(e− fD(n,λ)).
Let y = κ(x) (cf. Section 2.2) be the quadruple (L2,M2, L1,M1). Then (n(y),λ(y)) = ι(n,λ)
and, setting e′ = f Φ(n,λ), and f ′ = −e TΦ(n,λ)−1 one has
L2 = Span(e
′), L1 = Span(f
′), M2 = Span(e
′ + f ′C(ι(n))), M1 = Span(e
′ − f ′D(ι(n,λ))),
and (e′, f ′) is a symplectic basis.
A basis (e, f) as in the proposition is said in standard position with respect to x.
Remark 9.4. The cross ratio of the quadruple of Lagrangians is then D(n,λ)−1C(n) = J(n,λ)−1
(cf. the definition of the cross-ratio in Section 3.2).
As a consequence (cf. Section 2.2 for the notation):
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Corollary 9.5. The map x 7→ (n(x),λ(x)) induces an isomorphism between Conf4♦(Ln) and
the space E(n).
The uniqueness statement for standard basis takes the following form:
Proposition 9.6. Let (e1, f1) and (e2, f2) be bases in standard position with respect to a quadru-
ple x = (L1,M1, L2,M2). Then
(1) there is a (unique) element r of GL(n,R) that is orthogonal with respect to the symmetric
matrices C(n(x)) and D(n(x),λ(x)) and such that (e2, f2) = (e1 · r, f1 · r);
(2) for every s in GL(n,R) orthogonal with respect to C(n(x)) and D(n(x),λ(x)), the basis
(e1 · s, f1 · s) is in standard position with respect to x.
9.3. Triple of decorated Lagrangians. We give now a generalization of Lemma 3.8 and of
Lemma 3.11 established in Section 3.2 dropping now the maximality assumption.
We adopt here a point of view closer to the framed local systems introduced in Section 5.6.
Lemma 9.7. Let Fa, Fb, and Fc be three symplectic vector spaces dimension 2n and let (ea, fa),
(eb, fb), and (ec, fc) be symplectic bases of Fa, Fb, and Fc. For x = a, b, c set L
t
x = Span(ex)
and Lbx = Span(fx) (L
t
x and L
b
x are thus Lagrangians in Fx). Let Sa, Sb, and Sc be symmetric
n × n-matrices and let A : Fb → Fc, B : Fc → Fa, and C : Fa → Fb be symplectic isomorphisms
such that
(1) CBA = − Id,
(2) A(Lbb) = L
t
c, B(L
b
c) = L
t
a, and C(L
b
a) = L
t
b,
(3) A(Ltb) = Span(ec + fc · Sc), B(Ltc) = Span(ea + fa · Sa), C(Lta) = Span(eb + fb · Sb).
Then the matrices Sa, Sb, and Sc are invertible; there are Ya, Yb, and Yc in GL(n,R) such that,
with respect to the symplectic bases, the matrices of A, B, and C are respectively given by
(9.5)
(
S−1c Ya −TY −1a
Ya 0
)
,
(
S−1a Yb −TY −1b
Yb 0
)
,
(
S−1b Yc −TY −1c
Yc 0
)
,
and the following relations hold
Yc
TY −1b Ya = Sb, Yb
TY −1a Yc = Sa, Ya
TY −1c Yb = Sc.
Proof. From the hypothesis (2), we get that the matrices of A, B, and C have the following form(
MaYa −TY −1a
Ya 0
)
,
(
MbYb −TY −1b
Yb 0
)
,
(
McYc −TY −1c
Yc 0
)
,
for some (uniquely defined) Ya, Yb, and Yc in GL(n,R) and symmetric matricesMa, Mb, andMc.
Since CBA = − Id, a small calculation (see Remark 5.18) implies that Ma, Mb, and Mc are
nonsingular and the relations Yc
TY −1b Ya = M
−1
c , Yb
TY −1a Yc = M
−1
b , Ya
TY −1c Yb = M
−1
a are
satisfied. The relations between the symmetric matrices come from the equality Span(ec + fc ·
Sc) = A(Span(eb)) = Span(ec ·MaYa + fc · Ya) = Span(ec ·Ma + fc) which gives Sc = M−1a and
similarly, Sa = M
−1
b , and Sb = M
−1
c . 
Remark 9.8. The matrices Yx (x ∈ {a, b, c}) are isometries in the following sense: YcS−1a TYc = Sb,
YaS
−1
b
TYa = Sc, YbS
−1
c
TYb = Sa.
Conversely:
Lemma 9.9. Let Sb be a nonsingular symmetric matrix and let Ya, and Yb be in GL(n,R).
Define Yc := SbY
−1
a
TYb, Sc := YaS
−1
b
TYa, and Sa := YbS
−1
c
TYb.
Then Sa and Sc are symmetric and nonsingular and one has
Yb
TY −1a Yc = Sa, Ya
TY −1c Yb = Sc, and Sb = YcS
−1
a
TYc.
The matrices A, B, and C defined by Equation (9.5) satisfy CBA = − Id.
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Remark 9.10. Lemmas 10.5 and 10.7 below generalize these statements.
9.4. Space of X -coordinates. We denote by XE(T , n) the set of tuples({(na,λa)}a∈A2 , {Sv}v∈V , {Ya}a∈A3)
such that
• for all a in A2, (na,λa) belongs to E(n);
• for all cycles {a, a′} in A2, (na,λa) = ι(na′ ,λa′);
• for all v in V , Sv is a symmetric matrix. If v = v+(a) for some a ∈ A2, then Sv = C(na),
and if not (i.e. when v is an external edge), Sv is a diagonal matrix Ip,q =
( Idp 0
0 − Idq
)
(p+ q = n);
• for all a in A3, Ya belongs to GL(n,R); and
• for all cycle (a, b, c) in A3, the equality Yc TY −1b Ya = Sv holds where v = v+(c) = v−(b).
Of course the family {Sv+(a)}a∈A2 is completely determined by {(na,λa)} but it is helpful to
keep it. Likewise, the matrices Sv, for v an external vertex are completely determined by the
signature associated with the triangle containing v. Unless A2 = ∅ (which happens only in the
case of the disk with ♯R = 3), these signatures are equally determined by the family {(na,λa)}.
9.5. Positive locus. The subset of elements
u =
({(na,λa)}a∈A2 , {Sv}v∈V , {Ya}a∈A3)
of XE(T , n) for which, for all v in V , Sv is positive definite is called the positive locus of the
parameter space. In this case, for every a in A2 the elements na = ({nx}x∈{±1}2 , 2m),λa =
({λx}x∈{±1}2 , 2λ) have a simpler form: only the sequence n1,1 = (n1, . . . , nk) is nontrivial and
all its entries are equal to 1 (so k = n) and the sequence λ1,1 = (λ1, . . . , λn) is decreasing. Hence,
this data can be encoded by the diagonal matrix x(a) with entries (λ1, . . . , λn). Also, all the
matrices Ya (a ∈ A3) belong to O(n) and we set x(a) = Ya. The tuple f(u) := (x(a))a∈A belongs
then to X+∆ (T , n) (cf. Section 6.2) and the map f is an isomorphism between the positive locus
and X+∆ (T , n).
In the sequel, we will rather consider X+∆ (T , n) as a subspace of XE (T , n) (i.e. the positive
locus) without reference to f .
Our last observation si that, in this case, the matrix Φ(na,λa) (a ∈ A2) constructed above is
equal to x(a)1/2.
9.6. From coordinates to representations. Similarly to Section 6.3 and based again on Sec-
tion 5, we associate a framed δ-twisted symplectic local system on ΓT to every x =
({(na,λa)}a∈A2 , {Sv}v∈V , {Ya}a∈A3)
by specifying the transition matrices:
(1) for every a in A2,
Ga =
(
0 −TΦ(na,λa)−1
Φ(na,λa) 0
)
;
(2) for every a in A3,
Ga =
(
S−1v+(a)Ya −TY −1a
Ya 0
)
.
The fact that this procedure defines indeed a δ-twisted local system follows from the equalities,
for every (n,λ) ∈ E(n), TΦ(ι(n,λ)) = Φ(n,λ) (in turn a consequence of the the fact that the
matrices Φn(λ) and Ψ2m(λ) are symmetric) and the relations between the Yas and the Svs.
We will denote by holXT (x) the element of Loc
f
δ(ΓT , Sp(2n,R)) constructed above.
Remark 9.11. In restriction to the positive locus, the map holXT is exactly the map hol
X ,+
T defined
in Section 6.2.
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Our main result is the following
Theorem 9.12. The map
holXT : XE(T , n) −→ Locfδ(ΓT , Sp(2n,R))
is onto the subspace Locfδ,T (ΓT , Sp(2n,R)) of transverse framed local systems.
Two elements x =
({(na,λa)}, {Sv}, {Ya}) and x′ = ({(n′a,λ′a)}, {S′v}, {Y ′a}) have the same
image under holXT if and only if
(1) for all a in A2, (na,λa) = (n
′
a,λ
′
a) (thus Sv+(a) = S
′
v+(a));
(2) for every external vertex v, Sv = S
′
v;
(3) and there is a family of matrices {rv}v∈V , such that
• for all v in V , rv is orthogonal with respect to Sv;
• for all arrow a in A2, rv−(a) = rv+(a) and rv+(a) commutes with Φ(na,λa);
• for all a in A3, Y ′a = rv+(a)Yar−1v−(a).
9.7. Standard bases for framed local systems. Proposition 9.3 gives a notion of standard
basis for a quadruple of Lagrangians. Here we generalize this notion to framed local systems.
Let (Fv, ga, L
t
v, L
b
v) be a framed δ-twisted symplectic local system on the quiver ΓT .
Definition 9.13. A generating symplectic basis {(ev, fv)}v∈V (see Definition 5.13) is said to be
in standard position with respect to the framing if, for every internal vertex v in V ,
(1) if x = qv(Fv, ga, L
t
v, L
b
v) is the associated quadruple of Lagrangians in Fv (see Section 5.8),
then the basis (ev, fv) is in standard position with respect to x (cf. Proposition 9.3);
(2) if a is the arrow in A2 such that v = v
+(a), the matrix of ga is
Ga =
(
0 −TΦ(n(x),λ(x))−1
Φ(n(x),λ(x)) 0
)
,
where (n(x),λ(x)) is given by Proposition 9.3;
and if, for every external vertex v, there exists (p, q) ∈ N2 with p + q = n such that the triple
tv(Fv, ga, L
t
v, L
b
v) of Lagrangians in Fv is (Span(ev), Span(ev+ fv · Ip,q), Span(fv)). This means in
particular that, if a is the element of A3 such that v = v
+(a), then ga(L
t
v−(a)) = Span(ev+fv ·Ip,q)
(the other equalities Ltv = Span(ev) and L
b
v = Span(fv) are already satisfied by the assumption
that the basis is generating).
The moduli space of framed local systems equipped with a standard basis will be denoted by
Locf,stδ (ΓT , Sp(2n,R)). The holonomy construction performed above (Section 9.6) defines in fact
a map
holX ,stT : XE(T , n) −→ Locf,stδ (ΓT , Sp(2n,R)),
(cf. Section 5.3). Since the transition matrices completely determine the parameters, and since the
bases entirely determine the transition matrices, the map holX ,stT is a one-to-one correspondence.
The following proposition is a direct consequence of the existence and uniqueness of standard
bases for quadruples of Lagrangians (Proposition 9.3 and Proposition 9.6) and of the fact that
triples of pairwise transverse Lagrangians are classified by their Maslov index; it readily implies
Theorem 9.12.
Proposition 9.14.
(1) Every transverse framed δ-twisted symplectic local system (Fv, ga, L
t
v, L
b
v) admits a stan-
dard basis (ev, fv).
(2) For every family (rv)v∈V such that
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• for every external vertex v in V , rv is orthogonal with respect to Ip,q where p =
(n + sT )/2, q = (n − sT )/2 and sT = µT (Fv, ga, Ltv, Lbv) the Maslov index for the
triangle T containing v;
• for every internal vertex v in V , rv is orthogonal with respect to C(n(x)) and with
respect to D(n(x),λ(x)) where x is the quadruple qv(Fv, ga, L
t
v, L
b
v);
• for every a in A2, rv−(a) = rv+(a);
the family {(ev · rv, fv · Tr−1v )} is in standard position.
(3) For every basis {(e′v, f ′v)} in standard position, there is a (unique) family (rv)v∈V as
in (2) and such that {(e′v, f ′v)} = {(ev · rv, fv · Tr−1v )}.
9.8. Maslov indices. A framed transverse local system gives a family of integers {sT}T∈T where
sT is the Maslov index of the configuration of three Lagrangians associated with the triangle T .
The integer sT belongs to {−n,−n+ 2, . . . , n}.
When the local system is the holonomy of an element ({(na,λa)}, {Sv}, {Ya}), then, for every
triangle T and every vertex v contained in T , the integer sT is the signature of the symmetric
matrix Sv, which is equal to C(na) if v = v
+(a) for some a ∈ A2. It can be easily calculated
noting that, for every integer m, the signature of C2m and of C
′
2m are 0 and the signature of
C2m+1 is 1.
To state a precise result, for every n = ({nx}x∈{±1}2, 2m) in D(n), set, for x ∈ {±1}2,
px(n) := ♯
{
ℓ ∈ {1, . . . , kx} | nx,ℓ = 1 mod 2
}
.
Lemma 9.15. For every n in D(n), the signature of C(n) is equal to
p1,1(n) + p1,−1(n)− p−1,1(n)− p−1,−1(n),
and the signature of C(ι(n)) is equal to
p1,1(n)− p1,−1(n) + p−1,1(n)− p−1,−1(n).
Let us introduce D(T , n) the subspace of {−n,−n+ 2, . . . , n− 2, n}T ×D(n)A2 consisting of
tuples ({sT }T∈T , {na}a∈A2) such that
• for all cycle {a, a′} in A2, na = ι(na′);
• for all a in A2, if v+(a) belongs to the triangle T of T , the signature of C(na) is equal
to sT .
We note that for every possible choice of the indices {sT }T∈T there exist elements in D(T , n)
realizing this choice:
Lemma 9.16. For every {sT }T∈T in {−n,−n + 2, . . . , n}T , there exists {na}a∈A2 in D(n)A2
such that the tuple ({sT }T∈T , {na}a∈A2) is in D(T , n).
Proof. Let E ⊂ A2 be a subset containing exactly one of the elements in every cycle in A2. By
definition of D(T , n) it is enough to specify {na}a∈E .
Let thus a be in E. Let T be the triangle containing v+(a) and let T ′ be the triangle
containing v−(a). By Lemma 9.15, we have
p1,1(na) + p1,−1(na)− p−1,1(na)− p−1,−1(na) = sT
p1,1(na)− p1,−1(na) + p−1,1(na)− p−1,−1(na) = sT ′ .
Therefore, we have to prove that there exists na in D(n) such that
p1,1(na)− p−1,−1(na) = sT + sT
′
2
p1,−1(na)− p−1,1(na) = sT − sT
′
2
.
Define the element na = ({nx}x∈{±1}2, 2m) by
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• n1,1 is a sequence of 1 whose length is max(0, (sT + sT ′)/2),
• n−1,−1 is a sequence of 1 whose length is max(0,−(sT + sT ′)/2),
• n1,−1 is a sequence of 1 whose length is max(0, (sT − sT ′)/2),
• n−1,1 is a sequence of 1 whose length is max(0, (−sT + sT ′)/2),
• 2m is a sequence whose length is 0 or 1 chosen so that nv belongs to D(n).
The bounds on sT and sT ′ and their parity properties imply that the above construction is
legitimate. 
9.9. Pieces. The natural projection π : XE(T , n)→ {−n,−n+ 2, . . . , n− 2, n}T ×D(n)A2 asso-
ciates to x = ({(na,λa)}, {Sv}, {Ya}) the family ({sT }, {na}) where, for each triangle T of T ,
sT is the common signature of the matrices Sv for v in T ; it takes values in D(T , n). For ev-
ery x = ({sT }, {na}) in D(T , n), we denote by XE,x(T , n) the fiber π−1(x). This subspace will
be call a piece of XE(T , n).
Let E ⊂ A2 be a subset containing exactly one of the elements in every cycle in A2. Using
the notation of Lemma 9.1, we define
V (x) :=
∏
a∈E
V (na).
Then V (x) is a convex cone of dimension d(x) :=
∑
a∈E d(na).
Building on Lemma 9.9, for every 3-cycle {a, b, c} in A3, contained in a triangle T of T , the
space of triples of matrices (Ya, Yb, Yc) satisfying the hypothesis of the lemma (or the conditions
in Section 9.4) is isomorphic to
GsT := O
(n+ sT
2
,
n− sT
2
)2
.
The product of these groups, for T in T , is
G(x) :=
∏
T∈T
GsT .
This Lie group is of dimension (2|χ(S¯)|+ r)n(n − 1) as all the orthogonal groups involved have
the same dimension n(n− 1)/2 and as ♯T = 2|χ(S¯)|+ r.
The following result is a consequence of the fact that, in the description of the space of X -
coordinates (Section 9.4), the conditions on the family {λa}a∈A2 depend only on {na}a∈A2 and
the conditions on the family {Ya}a∈A3 depend only on {Sv}v∈V .
Proposition 9.17. (1) The piece XE,x(T , n) is isomorphic to V (x)×G(x) and is of dimen-
sion d(x) + (2|χ(S¯)|+ r)n(n− 1).
(2) The restriction of holXT to XE,x(T , n) is continuous.
(3) Furthermore, if two elements of XE(T , n) have the same image under holXT , then they
belong to the same piece.
Proof. Only the continuity needs a comment. It results from the continuity of the maps λ 7→
Φ(n,λ). 
We also note
Corollary 9.18. For x = ({sT }T∈T , {na}a∈A2) in D(T , n), the piece XE,x(T , n) has nonempty
interior if and only if, for all v in V , with nv = ({nx}x∈{±1}2 , 2m) all the integers in the sequences
nx (x ∈ {±1}2) and m are equal to 1.
In this situation, the restriction of holXT to XE,x(T , n) is generically finite-to-one.
The decomposition of XE(T , n) into pieces induces a decomposition of the space of transverse
local systems Locfδ,T (ΓT , Sp(2n,R)). However, it seems difficult to obtain topological information
from this decomposition.
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9.10. Over-parameterization. The formulas used in Section 9.6 are valid on a wider set; let
X (T , n) ⊂ Sym(n,R)V ×GL(n,R)A
be the subset of tuples z = ({Sv}v∈V , {Ya}a∈A) such that
• for all cycle (a, a′) in A2, Ya′ = TYa;
• for all v in V , Sv is nonsingular;
• for all cycle (a, b, c) in A3, the equality Yc TY −1b Ya = Sv holds where v = v+(c) = v−(b).
For such a z, we will denote again by holXT (z) the framed δ-twisted symplectic local system
arising from the following family {Ga(z)}a∈A of transition matrices:
• for a in A2, Ga(z) =
(
0 −TY −1a
Ya 0
)
;
• for a in A3, Ga(z) =
(
S−1v+(a)Ya −TY −1a
Ya 0
)
.
The group
GX := GL(n,R)
V
acts on X (T , n) via the following formula: if z = ({Sv}, {Ya}) belongs to X (T , n) and g =
{gv}v∈V belong to GX , then
g · z := ({{gvSv Tgv}v∈V , {gv+(a)Ya Tgv−(a)}a∈A).
Collecting the information about equivalent local systems (Section 5.3) and using Theo-
rem 9.12, we get:
Theorem 9.19. The map
holXT : X (T , n) −→ Locfδ,T (ΓT , Sp(2n,R))
is continuous, onto, and its fibers are the orbits of the action of GX .
9.11. Connected components. The previous theorem 9.19 can be used to determined the
number of connected components of the moduli space of transverse framed local systems.
For this, let H := {±1} ≃ π0(GL(n,R)) be the group of connected components of GL(n,R),
the quotient map GL(n,R)→ H will be denoted by π0. Let
Z(T , n) ⊂ {−n,−n+ 2, . . . , n}V ×HA
be the set of tuples ({sv}v∈V , {ha}a∈A3) such that
• for all a in A3, sv+(a) = sv−(a);
• for all cycle (a, a′) in A2, ha′ = ha;
• for all cycle (a, b, c) in A3, hchbha = (−1)(n−sv+(a))/2.
The group FZ := H
V acts on Z(T , n): if h = {hv} is in FZ and z = ({sv}, {ha}) is in Z(T , n),
then
h · z := ({sv}v∈V , {hahv+(a)hv−(a)}a∈A).
Using the fact that the space of nonsingular symmetric matrices of a given signature is con-
nected (it is an orbit under the action of the connected groupGL+(n,R)), the explicit description
of X (T , n) gives:
Proposition 9.20. The map
πX : X (T , n) −→ Z(T , n)
({Φa}, {Sv}, {Ya}) 7−→ ({π0(Φa)}, {sgn(Sv)}, {π0(Ya)})
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induces a bijection between the space of connected components of X (T , n) and the set Z(T , n).
This map is equivariant with respect to the morphism
πG : GX −→ FZ
{gv}v∈V 7−→ {π0(gv)}v∈V .
In turn, there is a well defined map
Locfδ,T (ΓT , Sp(2n,R)) ≃ GX \X (T , n) −→ FZ\Z(T , n)
that induces a bijection between the set of connected components of Locfδ,T (ΓT , Sp(2n,R)) and
FZ\Z(T , n).
Proof. Let A′ ⊂ A2 be a subset containing exactly one of the arrows of every 2-cycle, let T ⊂ V
be a subset containing, for every triangle f , exactly one of the three vertices of ΓT that are in f .
Let B be a subset of A3 containing exactly two of the arrows of every 3-cycle.
Thanks to Lemma 9.9, the map
X (T , n) −→ Sym∗(n,R)T ×GL(n,R)A′⊔B
({Sv}v∈V , {Ya}a∈A) 7−→ ({Sv}v∈T , {Ya}a∈A′⊔B)
is a diffeomorphism where Sym∗(n,R) is the space of nonsingular symmetric matrices. Similarly,
the map
Z(T , n) −→ {−n,−n+ 2, . . . , n}T ×HA′⊔B
({sv}v∈V , {ha}a∈A) 7−→ ({sv}v∈T , {ha}a∈A′⊔B)
is a bijection. Using these isomorphisms, the map πX become
Sym∗(n,R)T ×GL(n,R)A′⊔B −→ {−n,−n+ 2, . . . , n}T ×HA′⊔B
({Sv}v∈T , {Ya}a∈A′⊔B) 7−→ ({sgn(Sv)}v∈T , {π0(Ya)}a∈A′⊔B).
It induces a bijection at the level of connected components since π0 : GL(n,R) → H and
sgn: Sym∗(n,R) → {−n,−n + 2, . . . , n} do. The other statements follow from similar con-
sideration. 
Finally, noting that the diagonal subgroup H ⊂ FZ acts trivially on Z(T , n) and that the
quotient group FZ/H acts freely on Z(T , n), one obtains:
Corollary 9.21. The number of connected components of Locfδ,T (ΓT , Sp(2n,R)) is equal to
2|χ(S¯)|+1 × (n+ 1)2|χ(S¯)|+r.
10. X -coordinates for representations into isogenic groups
In this section we investigate framed local systems for groups that are isogenic to Sp(2n,R)
as well as coordinates on their moduli space. We first describe the groups in Section 10.1 and
then the moduli spaces in Section 10.2. In order to introduce their twisted version, we need a
few special elements of the Lie groups, which we introduce in Section 10.3). Finally we describe
the corresponding local systems on the quiver ΓT and “parametrize” them. From this we draw a
few topological consequences.
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10.1. Groups. Let G be a connected finite cover of PSp(2n,R). Thus G is a Lie group that is iso-
morphic to the quotient S˜p(2n,R)/ΛG for some uniquely determined subgroup ΛG of π1(PSp(2n,R)) ≃
Z(S˜p(2n,R)) ⊂ Z(U˜(n)). As a subgroup of U˜(n) (see Section 2.4), the group π1(PSp(2n,R)) is
the subgroup generated by the elements
(Id, 2π), and (− Id, nπ).
Depending on the parity of n, a generating system for that group is
(1) (− Id, π) if n is odd in which case π1(PSp(2n,R)) is isomorphic to Z;
(2) (Id, 2π) and (− Id, 0) if n is even in which case π1(PSp(2n,R)) is isomorphic to Z×Z/2Z
and its 2-torsion is generated by (− Id, 0).
Thus the subgroup ΛG is either
(I) generated by ((−1)xG Id, xGπ) for some uniquely determined xG ∈ Z>0 when n is odd;
(II) generated by (− Id, 0) and (Id, xGπ) for some uniquely determined xG ∈ 2Z>0 when n is
even and ΛG contains the torsion of π1(PSp(2n,R));
(III) generated by (Id, xGπ) or by (− Id, xGπ) for some uniquely determined xG ∈ 2Z>0 when n
is even and ΛG does not contain the torsion of π1(PSp(2n,R)).
We will designate by L and by K the subgroups of G that are the preimages of the subgroups
PGL(n,R) and PO(n) by the homomorphism π : G → PSp(2n,R). Thus K is a maximal
compact subgroup in L and the polar decomposition induces a K-equivariant diffeomorphism
between L and K × Sym(n,R). Let also Lˆ and Kˆ be the preimages of PGL(n,R) and PO(n) in
P˜Sp(2n,R). The group K is hence isomorphic to the quotient Kˆ/ΛG (note that ΛG is contained
in the kernel of S˜p(2n,R)→ PSp(2n,R) and therefore in Kˆ).
As a subgroup of U˜(n) (see Section 2.4), Kˆ is
Kˆ =
{
(u, θ) ∈ U˜(n) | u ∈ O(n)} = SO(n)× 2πZ⊔(O(n)r SO(n))× (π + 2πZ),
and its neutral component Kˆ0 is SO(n) × {0}. Let r be any element in O(n) r SO(n). The
homomorphism
τ : Z −→ Kˆ
n 7−→ (rn, nπ)
induces an isomorphism Z ≃ π0(Kˆ) = Kˆ/Kˆ0 that does not depend on the choice of r. The
natural map π0(Kˆ) → π0(K) is onto and its kernel is ΛGKˆ0 (seen as a subgroup of π0(Kˆ)).
Using again the fact that SO(n) is connected, one get that in cases (I), (II) and (III) above:
• τ−1(ΛGKˆ0) is the subgroup xGZ.
As a conclusion:
Lemma 10.1. The group π0(K) ≃ π0(L) is isomorphic to Z/xGZ.
10.2. Local systems. There is a natural action of G on Ln through the homomorphism G →
PSp(2n,R). A framing for a G-local system F on S is a section σ of the restriction of FLn to ∂S.
The pair (F , σ) is called a framed local system. The moduli space of framed local system will be
denoted by
Locf(S,G).
Any framed G-local system (F , σ) induces a framed PSp(2n,R)-local system (F ′, σ); the framed
local system (F , σ) is said maximal if (F ′, σ) is maximal. The subspace of maximal framed local
systems will be denoted byMf(S,G). When an ideal triangulation T of S is given, the definition
of a transverse framing with respect to T is as in Section 4.10 and the moduli space of transverse
framed local systems will be denoted LocfT (S,G).
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Remark 10.2. When R = ∅, we also say that a G-local system is maximal if the associated
PSp(2n,R)-local system is maximal.
10.3. Some elements in G. The exponential map expG : sp(2n,R) → G enables us to define
the following elements:
sG := expG
(
π
2
(
0 − Id
Id 0
))
, δG := s
2
G,
uM := expG
(
0 M
0 0
)
, vM := expG
(
0 0
M 0
)
(M ∈ Sym(n,R)).
Remark 10.3. In the case when G = Sp(2n,R), one has sSp(2n,R) =
(
0 − Id
Id 0
)
, δSp(2n,R) = − Id,
uM =
(
Id M
0 Id
)
, and vM =
(
Id 0
M Id
)
.
Lemma 10.4. The element δG belongs to the center of G. As elements of U˜(n)/ΛG, sG is
represented by (i Id, nπ/2) and δG by (− Id, nπ).
Proof. The matrix
(
0 − Id
Id 0
)
in sp(2n,R) correspond to the matrix i Id in u(n). Since, for every θ
in R, expU˜(n)(iθ Id) = (e
iθ Id, nθ), the sought for equality follows applying θ = π/2 and π. 
The automorphism of G
g 7−→ g∗ := sGgs−1G
is therefore an involution that stabilizes the subgroup L. For the case G = Sp(2n,R), the
restriction of the involution to L = GL(n,R) is g 7→ Tg−1. Using this last fact, for every S in
Sym(n,R) ⊂ gl(n,R) = Lie(L), one has expL(S)∗ = expL(−S). Using the representative of sG
in U˜(n) (Lemma 10.4), we get that the restriction of g 7→ g∗ to K is the trivial automorphism.
Consequently, g 7→ g∗ is a Cartan involution of L. (In fact it is already a Cartan involution
of G.)
Furthermore, for every M in Sym(n,R)
sGuMs
−1
G = v−M and sGvMs
−1
G = u−M .
The group L acts on Sym(n,R) via the homomorphism π : L → PGL(n,R): for every g in L
and every M in Sym(n,R),
g ·M = π(g)M Tπ(g).
(This formula involves a lift of π(g) to GL(n,R) but the result does not depend on the lift.) The
stabilizer of Id ∈ Sym(n,R) is the group K. This action is related to the adjoint action of L
since, for g and M as above, guMg
−1 = ug·M and gvMg
−1 = vg∗·M . Furthermore, one can check
that g ·M is nonsingular if and only if M is, and in that case (g ·M)−1 = g∗−1 ·M−1.
The following lemmas are a direct generalization of Lemmas 9.7 and 9.9.
Lemma 10.5. Let Ma, Mb, and Mc be in Sym(n,R) and let ℓa, ℓb, and ℓc be in L. Define the
elements of G
A := uMasGℓa, B := uMbsGℓb, and C := uMcsGℓc.
Suppose that CBA = δG. Then
• the matrices Ma, Mb, and Mc are nonsingular;
• one has M−1c = ℓc ·Mb, M−1b = ℓb ·Ma, and M−1a = ℓa ·Mc;
• the element uMcv−ℓc·Mbuℓ∗cℓb·MasG belongs to L and is equal to (ℓcℓ∗bℓa)−1.
Remark 10.6. When G = Sp(2n,R), the product uMsSp(2n,R)g is equal to
(
MY −TY −1
Y 0
)
where
g =
(
Y 0
0 TY −1
)
.
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Proof. One has
CBA = uMcsGℓc uMbsGℓb uMasGℓa
= uMcsG(uℓc·Mbℓc)sGℓbuMasGℓa (as ℓcuMbℓ
−1
c = uℓc·Mb)
= uMcsGuℓc·Mb(sGℓ
∗
c)ℓbuMasGℓa (using that s
−1
G ℓcsG = ℓ
∗
c)
= uMc(v−ℓc·Mb(sG)
2)ℓ∗cℓbuMasGℓa (sGuℓc·Mbs
−1
G = v−ℓc·Mb)
= uMcv−ℓc·MbδG(uℓ∗cℓb·Maℓ
∗
cℓb)sGℓa (ℓ
∗
cℓbuMa(ℓ
∗
cℓb)
−1 = uℓ∗cℓb·Ma)
= uMcv−ℓc·MbδGuℓ∗cℓb·MasGℓcℓ
∗
bℓa,
thus uMcv−ℓc·Mbuℓ∗cℓb·MasG is equal to (ℓcℓ
∗
bℓa)
−1 and hence must belongs to L. Denote by
Nb = ℓc ·Mb and Na = ℓ∗cℓb ·Ma, then the following product of symplectic matrices(
Id Mc
0 Id
)(
Id 0
−Nb Id
)(
Id Na
0 Id
)(
0 − Id
Id 0
)
projects to π(uMcv−ℓc·Mbuℓ∗cℓb·MasG) in PSp(2n,R) and must thus belong toGL(n,R) ⊂ Sp(2n,R).
Since the above product of matrices is equal to:(
(Id−McNb)Na +Mc McNb − Id
−NbNa + Id Nb
)
,
it turns that McNb = Id and NbNa = Id. This implies the first two conclusions of the lemma
and the third one was already observed. 
Conversely:
Lemma 10.7. Let Ma be in Sym
∗(n,R) and let ℓb, and ℓc be in L. Define Mb := ℓ
∗
b ·M−1a and
Mc := ℓ
∗
cℓb ·Ma. Then the product h := uMcv−ℓc·Mbuℓ∗cℓb·MasG belongs to L.
Furthermore denoting ℓa := ℓ
∗−1
b ℓ
−1
c h
−1, A := uMasGℓa, B := uMbsGℓb, and C := uMcsGℓc,
then CBA = δG.
Remark 10.8. The element h is of course equal to uMcv−M−1c uMcsG and varies continuously
with Mc.
The element sG could be expressed as a product of uMs and vM s, precisely:
Lemma 10.9. The product uIdv− IduIdsG is trivial in G. The product u− IdvIdu− IdsG is equal
to δG.
Proof. Let u = exp
S˜p(2n,R)
(
0 Id
0 0
)
, v = exp
S˜p(2n,R)
(
0 0
− Id 0
)
, and s = exp
S˜p(2n,R)
( 0 −π/2 Id
π/2 Id 0
)
.
It is then enough to prove the equality uvus = e
S˜p(2n,R)
. Using embeddings as in Section 2.4,
one can assume furthermore that n = 1, hence the equality has to be checked in S˜L(2,R) or even
in G˜L+(2,R).
Elements of G˜L+(2,R) will be represented by paths in GL+(2,R). A path representing u is
θ ∈ [0, π/2] 7−→
(
1 sin θ
0 1
)
,
a path representing v is
θ ∈ [0, π/2] 7−→
(
1 0
− sin θ 1
)
,
and a path representing s is
θ ∈ [0, π/2] 7−→
(
cos θ − sin θ
sin θ cos θ
)
.
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Thus the element uvus of G˜L+(2,R) is represented by the loop
θ ∈ [0, π/2] 7−→
(
cos3 θ + cos2 θ sin2 θ + sin2 θ cos θ sin θ(cos2 θ − cos θ + 1)
sin θ cos θ(cos θ − 1) sin2 θ + cos3 θ
)
.
This loop is contained in the subspace T = {A ∈ GL+(2,R) | trA > 0}. Since, for every
matrix A, and every t in R, tr(tA+Id) = t trA+2 and det(tA+Id) = t2 det(A)+ t trA+1, the
space T is contractible and the above loop is homotopically trivial in GL+(2,R). This concludes
the equality uvus = e
S˜L(2,R)
.
Conjugating with sG gives sGuIdv− IduId = eG; taking inverses we get u− IdvIdu− Ids
−1
G = eG,
which implies the second equality. 
Remark 10.10. For any decomposition n = p + q, let Ip,q be the symmetric matrix
( Idp 0
0 − Idq
)
,
then the element uIp,qv−Ip,quIp,qsG belongs to K and is represented by the element (Ip,q, qπ) of
Kˆ ⊂ U˜(n).
10.4. Twisted local systems. Twisted local systems were defined in Section 4.5, their moduli
space is denoted Locδ(S,G). Using trivializations T
′S ≃ S ×C∗, or, what amounts to the same,
global sections of T ′S, one gets bijective correspondence with local systems on S:
Proposition 10.11. Any nonvanishing vector field ~x on S induces, via pull back, an isomor-
phism
Locδ(S,G) −→ Loc(S,G).
For a δ-twisted G-local system F , a framing of F is a flat section of the restriction of FLn to
T ′S|∂S . The pair (F , σ) is called a framed local system. Equivalently (cf. Section 4.9) a section
of the restriction of FLn to ~∂S can be called a framing of F .
Similar to Proposition 10.11, one has
Proposition 10.12. Pulling back by any nonvanishing vector field gives an isomorphism between
the space Locfδ(S,G) of framed twisted G-local systems and Loc
f(S,G).
The respective images of LocfT (S,G) andMf(S,G) will be denoted Locfδ,T (S,G) andMfδ(S,G);
their elements are called as well transverse (respectively maximal).
10.5. Local systems on the quiver ΓT . The discussion of Section 5 can be adapted to repre-
sentations into G. If Γ = (V,A) is a quiver, a G-local system on Γ is the data ({Hv}v∈V , {ga}a∈A)
where, for all v in V , Hv is a right G-space with simply transitive G-action (thus isomorphic to
the space G with the right action coming from the multiplication), and, for all a in A, ga is a
G-morphism from Hv−(a) to Hv+(a) (hence an isomorphism).
Two local systems (Hv, ga) and (H
′
v, g
′
a) are equivalent if there is a family {ψv}v∈V such that,
for every v in V , ψv : Hv → H ′v is a G-morphism, and, for every a in A, ψv+(a) ◦ ga = g′a ◦ψv−(a).
The moduli space of G-local systems is denoted Loc(Γ, G).
Fixing a base point bv in Hv, for every v in V , one obtains, for every a in A, an ele-
ment Ga of G via the equality: ga(bv−(a)) = bv+(a) · Ga. The tuples ({Hv}, {bv}, {ga}) and
({Hv}, {bv}, {ga}, {Ga}) or even the family {Ga} will be called G-local systems. In fact, there is
a one-to-one correspondence between equivalence classes of based local systems and the space GA.
For the quiver ΓT associated with an ideal triangulation T on the surface S (cf. Sections 4.7
and 5.1), one set:
Definition 10.13. A local system ({Hv}, {ga}) on the quiver ΓT is δ-twisted if
• for every 2-cycle (a, a′) in A2, ga◦ga′ = δ−1G (i.e. for every b in Hv+(a), ga◦ga′(b) = b ·δ−1G ;
this holds if and only if there exists b in Hv+(a) such that ga ◦ ga′(b) = b · δ−1G );
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• for every 3-cycle (a, b, c) in ΓT , gc ◦ gb ◦ ga = δG.
Via the restriction map, the moduli space Locδ(ΓT , G) of δ-twisted local systems is isomorphic
to the space Locδ(S,G).
10.6. Framed local systems. For a G-local system ({Hv}, {ga}), the space Lv of Lagrangians
in Hv is the quotient G\(Hv × Ln) by the diagonal action of G: g · (b, L) := (b · g−1, g · L). For
every a in A, the isomorphism ga : Hv−(a) → Hv+(a) induces an isomorphism Lv−(a) → Lv+(a)
denoted again by ga.
When the local system ({Hv}, {ga}) is on the quiver ΓT and is δ-twisted, a framing is a
family {(Ltv, Lbv)}v∈V such that, for every v in V , Ltv and Lbv belong to Lv, and, for every a in A,
ga(L
b
v−(a)) = L
t
v+(a).
For a in A2, let a
′ be in A2 the arrow such that (a, a
′) is a 2-cycle, then one has ga(L
t
v−(a)) =
ga ◦ ga′(Lbv+(a)) = Lbv+(a) since the action of δ−1G = ga ◦ ga′ is trivial on the Lagrangian variety.
The notion of equivalence for framed local systems is adapted directly from Section 5.6. Via
the restriction map, the moduli space Locfδ(ΓT , G) of framed δ-twisted local systems is isomorphic
to Locfδ(S,G).
A framed local system ({Hv}, {ga}, {(Ltv, Lbv)}) is called transverse if, for every v in V , the
Lagrangians Ltv and L
b
v are transverse. The space Loc
f
δ,T (ΓT , G) of transverse framed δ-twisted
local systems is isomorphic to Locfδ,T (S,G).
A framed local system ({Hv}, {ga}, {(Ltv, Lbv)}) is called maximal if, for every a in A3, the
triple of Lagrangians (Ltv+(a), ga(L
t
v−(a)), L
b
v+(a)) is maximal. Such a local system is automat-
ically transverse. The moduli space Mfδ(ΓT , G) of maximal framed δ-twisted local systems is
isomorphic to Mfδ(S,G).
10.7. Parameters. We will denote by
X (T , G) ⊂ LA2 × Sym(n,R)V × LA3
the subspace of tuples z =
({φa}a∈A2 , {Mv}v∈V , {ℓa}a∈A3) such that
• for all 2-cycle (a, b) in A2, φ∗a = φ−1b ,
• for all v in V , Mv is nonsingular,
• for all a in A3, M−1v+(a) = ℓa ·Mv−(a),
• for all 3-cycle (a, b, c), uM
v+(c)
v−ℓc·Mv+(b)uℓ∗cℓb·Mv+(a)sG ℓcℓ
∗
bℓa = eG.
The subspace X+(T , G) consists of the tuples z in X (T , G) such that
• for every a in A2, φa belongs to expL(Sym(n,R)), and
• for every v in V , Mv = Id.
Let z be in X+(T , G). For all a in A3 the element ℓa belongs to K (since K is the stabilizer
of Id for the action of L on Sym(n,R)) and, for all 3-cycle (a, b, c), ℓcℓbℓa = eG since, by
Lemma 10.9, uIdv− IduIdsG = eG and since g
∗ = g for every g in K. Also for every a in A2, there
is a unique Sa in Sym(n,R), such that φa = expL(Sa) and, for every 2-cycle (a, b) in A2, one
has Sa = Sb since φ
−1
b = φ
∗
a.
Accordingly the space X+(T , G) can be also described as the set of tuples ({Sa}a∈A2 , {ℓa}a∈A3)
in Sym(n,R)A2 × KA3 such that, for every cycle (a, b) in A2, Sa = Sb, and, for every 3-cycle
(a, b, c) in A3, ℓcℓbℓa = eG.
The group GX := L
V acts on X (T , G) via the following rule: for all m = {mv}v∈V and all
z =
({φa}a∈A2 , {Mv}v∈V , {ℓa}a∈A3),
m · z := ({mv+(a)φam∗−1v−(a)}a∈A2 , {mv ·Mv}v∈V , {mv+(a)ℓam∗−1v−(a)}a∈A3).
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Remark 10.14. The meaningless difference with respect to the formula for the action in Sec-
tion 9.10 involves just the precomposition with m 7→ m∗.
The subgroup KX ⊂ KV ⊂ GX consisting on tuples {kv}v∈V for which, for every a in A2,
kv+(a) = kv−(a) stabilizes the subspace X+(T , G) and there is therefore an induced action of
KX on X+(T , G). An element k = {kv}v∈V acts on z = ({Sa}a∈A2 , {ℓa}a∈A3) in X+(T , G) ⊂
Sym(n,R)A2 ×KA3 by
k · z = ({kv+(a)Sak−1v−(a)}a∈A2 , {kv+(a)ℓak−1v−(a)}a∈A3)
Let us fix a subset E ⊂ A2 containing one element of every 2-cycle and a subset W ⊂ V
containing one of the three vertices in every triangle of T . Let us denote by B the subset of A3
of the arrows a having one of its endpoints inW . The group GX acts on L
E×Sym∗(n,R)W ×LB:
for all m = {mv}v∈V and all z =
({φa}a∈E, {Mv}v∈W , {ℓa}a∈B),
m · z := ({mv+(a)φam∗−1v−(a)}a∈E, {mv ·Mv}v∈W , {mv+(a)ℓam∗−1v−(a)}a∈B).
Using Lemmas 10.5 and 10.7, one get:
Lemma 10.15. The map
X (T , G) −→ LE × Sym∗(n,R)W × LB({φa}a∈A2 , {Mv}v∈V , {ℓa}a∈A3) 7−→ ({φa}a∈E, {Mv}v∈W , {ℓa}a∈B)
is a GX -equivariant diffeomorphism.
Similarly, there is a natural action of KX on Sym(n,R)
E ×KB and:
Lemma 10.16. The map
X+(T , G) −→ Sym(n,R)E ×KB({Sa}a∈A2, {ℓa}a∈A3) 7−→ ({Sa}a∈E, {ℓa}a∈B)
is a KX -equivariant diffeomorphism.
10.8. Holonomy. Let z = ({φa}a∈A2 , {Mv}v∈V , {ℓa}a∈A3) be in X (T , G) (respectively z =
({Sa}a∈A2 , {ℓa}a∈A3) in X+(T , G)). We associate to z the (based) framed δ-twisted G-local
system holXG,T (z) := ({Hv}v∈V , {ga}a∈A, {(Ltv, Lbv)}v∈V ) (respectively holX ,+G,T ) where:
• for every v in V , Hv = G (as a right G-space); thus Lv = Ln is the space of Lagrangians
in R2n;
• for every v in V , Ltv = Span(e0) and Lbv = Span(f0) where (e0, f0) is the standard
symplectic basis of R2n;
• for every a in A2, ga : G→ G | h 7→ hs−1G φa (respectively h 7→ hs−1G expL(Sa));
• for every a in A3, ga is the right multiplication by uM
v+(a)
sGℓa (respectively by uIdsGℓa).
The fact that this construction gives indeed a framed twisted local system follows directly from
the conditions defining X (T , G) and the fact that the action of sG on Ln permutes Span(e0) and
Span(f0). This local system is clearly transverse (and maximal in the case z ∈ X+(T , G)).
The following results are direct generalizations of Theorem 9.19 and of Section 6.6.
Theorem 10.17. The map
holXG,T : X (T , G) −→ Locdδ,T (ΓT , G)
is onto and its fibers are the orbits of GX , hence the quotient GX \X (T , G) is isomorphic to
Locdδ,T (ΓT , G).
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Theorem 10.18. The map
holX ,+G,T : X+(T , G) −→Mfδ(ΓT , G)
is onto and its fibers are the orbits of KX , hence the quotient KX \XplusTG is isomorphic to
Mfδ(ΓT , G).
10.9. Connected components. LetH be the group π0(L) ≃ π0(K); H is isomorphic to Z/xGZ
(cf. Lemma 10.1, where xG ∈ Z>0 is the integer that determines the group ΛG).
For s in {−n,−n+ 2, . . . , n}, the class in H of the element uMv−M−1uMsG does not depend
on the nonsingular symmetric matrix M of signature s (cf. Remark 10.8). We will denote d(s)
this element of H . In the isomorphism H ≃ Z/xGZ given by Lemma 10.1, d(s) is represented
by the integer (n− s)/2 modulo xG (cf. Remark 10.10).
Similarly to Section 9.11, let Z(T , G) be the subset of tuples ({ha}a∈A2 , {sv}v∈V , {ha}a∈A3)
in HA2 × {−n,−n+ 2, . . . , n}V ×HA3 such that
• for all 2-cycle (a, b) in A2, hahb = eH ;
• for all v and v′ in V that are in the same triangle of T , sv = sv′ ;
• for all 3-cycle (a, b, c) in A3, hchbha = d(sv+(a)).
The group FZ = H
V acts in an “obvious” way on Z(T , G). Generalizing Proposition 9.20 and
Corollary 9.21, we have:
Proposition 10.19. The natural map X (T , G) → Z(T , G) is equivariant with respect to the
natural homomorphism GX → FZ . This map and this homomorphism induce bijection at the
level of connected components. As a result, the corresponding map between the set of connected
components of Locfδ,T (ΓT , G) and FZ\Z(T , G) is a bijection.
As the cardinality of H = π0(L) is equal to xG, we get:
Corollary 10.20. The number of connected components of Locfδ,T (ΓT , G) is equal to
x
|χ(S¯)|+1
G × (n+ 1)2|χ(S¯)|+r.
The number of connected components of Mfδ(ΓT , G) is equal to x|χ(S¯)|+1G .
10.10. Homotopy type of the space of maximal framed local systems. Theorem 10.17
and the fact that there exists a K-equivariant retraction of Sym(n,R) on {0} imply
Corollary 10.21. Let X+0 (T , G) be the space of tuples ({Sa}a∈A2 , {ℓa}a∈A3) such that Sa = 0
for all a ∈ A2. Then KX \X+0 (T , G) is a strong deformation retract of Mfδ(ΓT , G).
Furthermore the quotient KX \X+0 (T , G) is isomorphic to K\K |χ(S¯)|+1 (quotient by the diag-
onal conjugation action).
In the notation of Section 7.1, when G = Sp(2n,R), the image of X+0 (T , G) by the holonomy
map is the subspace DfT (S, SL(2,R)⊗O(n)). Since, for any G, framed representations in the
subspace KX \X+0 (T , G) projects in PSp(2n,R) to the subspace PO(n)Z\X+0 (T ,PSp(2n,R)),
one can apply, in the case R = ∅, Proposition 7.9 to deduce that these representations have a
unique framing. From this, exactly as in Theorem 7.4, one deduces that, in that case,Mf(S,G)→
M(S,G) induces a bijection at the level of connected components.
Corollary 10.22. Suppose that R = ∅. The spaceM(S,G) has x|χ(S)|+1G connected components.
Here xG ∈ Z>0 is the integer that determines the group ΛG (Section 10.1).
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11. A-coordinates for decorated local systems
In this section we investigate the coordinates on the space of decorated δ-twisted local systems
given by the symplectic Λ-lengths. We prove that the Λ-lengths with respect to a triangulation
give a one-to-one parameterization of the space of transverse (with respect to that triangulation)
decorated representations. Furthermore we show that the Λ-lengths produce a geometric real-
ization of the “noncommutative surfaces” introduced by Berenstein and Retakh [2]; those are
noncommutative algebras associated with the surfaces S and that exhibit mapping class group
invariant noncommutative cluster structure.
11.1. Symplectic Λ-length. For every arc α in T ′S —this means here that α is (the homotopy
class of) a path α : [0, 1]→ T ′S with α({0, 1}) ⊂ ~∂S— one associates a Λ-length Λα on the space
Locdδ (S, Sp(2n,R)). Namely, to every decorated twisted local system (F , β), its pull back by α
gives a pair (vt,vb) of decorated Lagrangians in R2n well defined up to the action of Sp(2n,R)
(compare with Section 4.11). Thus the matrix Λα(F , β) = ω(vt,vb) is well defined.
11.2. Field of rational functions on the space of decorated local systems. The space
Locdδ (S, Sp(2n,R)) identifies with the quotient by the diagonal action of Sp(2n,R) of the space
Homdδ (S, Sp(2n,R)), a subspace of
Homδ(S, Sp(2n,R))× (Ldn)p ×
k−p∏
ℓ=1
(Ldn)rℓ
defined by algebraic equations (cf. Proposition 4.15). Hence Homdδ (S, Sp(2n,R)) is an affine
variety, since the decorated Lagrangian Grassmannian is an affine variety (it is a subvariety of
(R2n)n). This variety is even defined over Q but this will play no role in the sequel. We will
denote by K the field of rational functions on the affine variety Homdδ (S, Sp(2n,R)). For any
arc α, the Λ-length Λα will be consider as an element of the algebraMn(K). Of course, it is even
a matrix with entries in the subfield of Sp(2n,R)-invariant elements of K.
Proposition 11.1. For every arc α, the element Λα belongs to GL(n,K).
Proof. Since Homdδ (S, Sp(2n,R)) is an affine variety, it is enough to find one decorated twisted
local system (F , β) for which Λα(F , β) is an invertible matrix. This is clearly satisfied for every
maximal local system since a maximal local system is α-transverse (Corollary 4.33), hence the
proposition is proved. 
This proposition enables us to consider the element Λ−1α of GL(n,K).
11.3. Decorated local systems on ΓT . Let T be an ideal triangulation of S. Using the vector
field ~xT , the space of decorated local systems is isomorphic to the moduli space Loc
d
δ (ΓT , Sp(2n,R))
of decorated δ-twisted symplectic local systems on the quiver ΓT , where we used the following
definition (V denotes the vertex set of ΓT and A = A2 ⊔ A3 its arrow set):
Definition 11.2. A tuple ({Fv, f tv, f bv}v∈V , {ga}a∈A) is a decorated δ-twisted symplectic local
system if
(1) ({Fv}v∈V , {ga}a∈A) is a δ-twisted symplectic local system (cf. Definition 5.8);
(2) for all v in V , f tv and f
b
v are decorated Lagrangians in Fv;
(3) for all a in A, ga(f
b
v−(a)) = f
t
v+(a).
The associated framed local system is ({Fv, Ltv, Lbv}v∈V , {ga}a∈A) where, for all v, Ltv =
Span(f tv) and L
b
v = Span(f
b
v ).
The decorated local system will be called transverse (or T -transverse) if the associated framed
local system is transverse, i.e. if and only if, for every v in V , the pair (f tv, f
b
v ) is a basis of Fv.
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This happens if and only if, for any arc α in T ′S that projects (in S) to an edge of T , the
symplectic Λ-length Λα is an invertible matrix.
11.4. Lifting arcs. Let α : ([0, 1], {0, 1})→ (S, ∂S) be an arc in S. We construct a lift
r(α) : ([0, 1], {0, 1})→ (T ′S, ~∂S)
via the following procedure: choose first a C1-representative of α having the minimal possible
self-intersections (for example the geodesic representative for an hyperbolic structure) and then
smooth this representative at its endpoints so that it becomes tangent at the boundary there;
then r(α) : [0, 1]→ T ′S is the tangent curve of this last curve.
It is easy to observe that one can choose representatives of r(α) and of r(α¯) so that r(α)⊔r(α¯)
is homotopic to a fiber T ′S → S. In particular, the holonomy around this loop of a twisted local
system is − Id, therefore the equality Λr(α) = −Λr(α¯) follows.
11.5. A-space. Note that the following properties hold:
(1) for every arc α in S, Λr(α¯) =
TΛr(α), simply since Λr(α¯) = −Λr(α) (see above) and since
Λr(α) = −TΛr(α);
(2) for every triangle (α1, α2, α3) in S, the matrix Λr(α1)(Λr(α¯2))
−1Λr(α3) is symmetric and
is equal to Λr(α¯3)(Λr(α2))
−1Λr(α¯1) (cf. Corollary 3.16).
Let T an ideal triangulation of S, here better thought as a maximal intersection-free subset
of Γ(S) that it is stable by the orientation reversion α 7→ α¯.
We define A(T , n) to be the space of tuples {Gα}α∈T ∈ GL(n,R)T satisfying the above
equations:
• for all α in T , Gα¯ = TGα, and
• for every triangle (α1, α2, α3) in T , Gα1(Gα¯2 )−1Gα3 = Gα¯3(Gα2)−1Gα¯1 .
We call A(T , n) the space of A-coordinates.
Our main result is
Theorem 11.3. The map
ΨT = {Λr(α)}α∈T : Locdδ,T (S, Sp(2n,R)) −→ A(T , n)
is a one-to-one correspondence.
Proof. We need first to prove that a transverse decorated δ-twisted symplectic local system
x = (Fv, f
t
v, f
b
v , ga) is completely determined by the matrices Hα := Λr(α)(x) (α ∈ T ).
For every v in V , the arc αv (cf. Section 5.1) is an edge of T and we will write Hv instead
of Hαv .
By definition of the symplectic Λ-length (and the correspondence between decorated local
systems and decorated representations) one has Hv = ω(f
t
v, f
b
v ) where ω is the symplectic form
on the space Fv. Also the pair (f
t
v, f
b
v) is a basis of Fv.
To prove injectivity of ΨT , it is enough to show that the transition maps ga are uniquely
determined. This is obvious when a belongs to A2 since, the local system being δ-twisted, one
has ga(f
t
v−(a)) = −f bv+(a). Thus the matrix of ga in the bases (f tv−(a), f bv−(a)) and (f tv+(a), f bv+(a))
is
(
0 Id
− Id 0
)
.
Suppose now that a belongs to a 3-cycle (a, b, c) of A3, so that v
+(a) = v−(b), v+(b) = v−(c),
v+(c) = v−(a), and gcgbga = − Id. Together with the condition ga(f bv−(a)) = f tv+(a), one has
ga(f
t
v−(a)) = ga ◦ gc(f bv−(c)) = −g−1b (f bv−(c)). Also
ω
(
ga(f
t
v−(a)), f
t
v−(b)
)
= ω
(
ga(f
t
v−(a)), ga(f
b
v−(a))
)
= ω(f tv−(a), f
b
v−(a)) = Hv−(a);
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similarly ω
(
f bv−(b), ga(f
t
v−(a))
)
= −ω(f bv−(b), g−1b (f bv+(c))) = −Hv−(c). By Lemma 3.15 this implies
that ga(f
t
v−(a)) = f
t
v−(b) · TH−1v−(b)Hv−(c) − f bv−(b) ·H−1v−(b)THv−(a) and the matrix of ga is(
TH−1v−(b)Hv−(c) Id
−H−1v−(b)THv−(a) 0
)
.
(Of course this matrix does not belong to the group Sp(2n,R), it is nevertheless the matrix of a
symplectic isomorphism Fv−(a) → Fv+(a) in the given bases.)
Conversely given a family {Gα}α∈T in A(T , n), we can define
• for each v in V , a symplectic vector space Fv with a basis (f tv, f bv) such that ω(f tv, f tv) = 0,
ω(f bv , f
b
v ) = 0, ω(f
t
v, f
b
v) = Gαv . To simplify a little the notation, the latter matrix will be
denoted Gv;
• for each a in A2, ga to be the linear map Fv−(a) → Fv+(a) whose matrix (in the given
bases) is
(
0 Id
− Id 0
)
;
• for each a in A3, hence belonging to a 3-cycle (a, b, c), the matrix of ga : Fv−(a) → Fv+(a)
is
( TG−1
v−(b)
G
v−(c) Id
−G−1
v−(b)
TG
v−(a) 0
)
.
Then (Fv, f
t
v, f
b
v , ga) is a decorated δ-twisted symplectic local system on ΓT and its image under
the map ΨT is the family {Gα}. This concludes the proof ot the theorem. 
11.6. Change of coordinates: flips. For every pair (T0, T1) of triangulations, we would like to
understand the change of coordinates from A(T0, n) to A(T1, n). It is enough to do this when T0
and T1 differ by a flip, i.e. when there are an edge e0 in T0 and an edge e1 in T1 such that
T0 r {e0, e¯0} = T1 r {e1, e¯1}. We will furthermore assume that the starting point of e0 is in the
triangle of T1 that is to the left of e1 (cf. Figure 11.1).
b
e1
a
d
e0
c
Figure 11.1. The edges involved in a flip.
The edge e0 bounds two triangles in T0, one containing the starting point of e1 and whose
other edges are called a, b: precisely a, b, and e¯0 form a cycle bounding the corresponding triangle.
The other triangle contains the endpoint of e1, its edges c, d, and e¯0 forming as well a cycle in T0.
The following is an easy consequence of Proposition 3.17 (one has to take care of a few sign
changes due to the fact that we are working with δ-twisted system, however it is easily verified
that each term in Proposition 3.17 is changed with the same sign).
Proposition 11.4. With the above notation, one has the identity (between functions defined on
Locdδ,T1(S, Sp(2n,R)) or in GL(n,K))
Λr(e0) = Λr(a)(Λr(e¯1))
−1Λr(d) + Λr(c)(Λr(e1))
−1Λr(b).
Remark 11.5. Of course, this result holds for any quadrilateral (cf. below Section 11.9) and not
only for those coming from triangulations.
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As a consequence:
Theorem 11.6. The image by ΨT1 (cf. Theorem 11.3) of the space
Locdδ,T0(S, Sp(2n,R)) ∩ Locdδ,T1(S, Sp(2n,R))
is the set of tuples {Ge}e∈T1 in A(T1, n) such that Ga(Ge¯1 )−1Gd + Gc(Ge1)−1Gb is invertible.
The composition ΨT0 ◦ Ψ−1T1 is then {Ge}e∈T1 7→ {He}e∈T0 where He = Ge if e /∈ {e0, e¯0},
He0 = Ga(Ge¯1 )
−1Gd +Gc(Ge1)
−1Gb, and He¯0 =
THe0 .
As pointed out in Section 3.5 the formula for the flip in Proposition 11.4 can be seen as a
noncommutative Ptolemy-relation. Thus the A-space we introduce here is a noncommutative
generalization of Penner’s parametrization of the decorated Teichmüller space.
Remark 11.7. Since the Λ-lengths completely determine the decorated local system which in turn
determine a framed local system, they also determine completely the possible X -coordinates.
However deriving the X -coordinates from the Λ-lengths involve diagonalizing matrices, this nice
formula for the flip does not descend to X -coordinates directly.
11.7. A-coordinates for maximal decorated twisted local systems. Using the results from
Section 3.6 we can describe the subspace of A-coordinates that parametrizes maximal decorated
twisted representations.
Proposition 11.8. Let T be an ideal triangulation of S.
A decorated twisted representation in Locdδ (S, Sp(2n,R)) is maximal if and only if it is T -
transverse and, for every triangle (e1, e2, e3) in T , the symmetric matrix
Λr(e1)Λ
−1
r(e¯2)
Λr(e3)
is positive definite.
Theorem 4.26 implies that these conditions are invariant under a flip, and thus independent
of the triangulation (this can be also checked by a direct calculation using the formulas of
Theorem 11.6). Therefore Proposition 11.8 gives a parametrization of the space of maximal
decorated twisted representation.
11.8. From A-coordinates to X -coordinates. We now describe the relation between X -
coordinates and A-coordinates, and derive explicit formulas for the flip.
In Section 3.6 we expressed the cross ratio of four pairwise transverse decorated Lagrangians
in terms of the symplectic Λ-lengths, namely let (Li,vi) ∈ Ldn, with i ∈ {1, 2, 3, 4}, be four
pairwise transverse framed Lagrangians. Then
[L1, L2, L3, L4]v1 = −Λ−141 Λ43Λ−123 Λ21,
where [L1, L2, L3, L4]v1 denotes the cross ratio expressed in the basis v1.
We think of the cross ratio [L1, L2, L3, L4]v1 as being associated to an oriented edge/an arc
α from the decorated Lagrangian (L1,v1) to the decorated Lagrangian (L3,v3). We write CRα
for this cross ratio, and call this the cross ratio of α.
This allows to define a map from the space of A-coordinates to the space of X -coordinates:
Given a decorated twisted local system (F , β) we get for every arc α ∈ T a cross ratio
CRα, (or CR
T
α if we need to remember the triangulation). Lemma 3.19 implies that CR
T
α¯ =
Λ−1α
TCRTα Λα.
The next proposition shows that the formulae for the change of the cross ratios CRα under a
flip have a nice form, that is just a noncommutative analog of the classical formula.
Arcs and triangles in the 8-gon are completely determined by their extremities and we will
designate them by their extremities: e.g. 62 is the oriented edge from the vertex 6 to the vertex 2.
NONCOMMUTATIVE COORDINATES FOR SYMPLECTIC REPRESENTATIONS 69
Consider the following two triangulations T and T ′ of the 8-gon: the triangles 234, 456, 678,
and 812 belong to both T and T ′, the edge 62 belongs to T and the edge 84 belongs to T ′ (cf.
Figure 11.2). Hence T and T ′ differ by a flip in the quadrilateral 2468.
Proposition 11.9. Consider eight framed Lagrangians (Li,vi), with i ∈ {1, . . . , 8}, thought as
being associated with the vertices of a 8-gon. We have the following formulas for the flip along
the edge 62:
L1
L2 L3
L4
L5L6
L7
L8
C
R
T
82
C
R T
68 C
R
T
64
C
R T
42
C
R
T 6
2
flip
L1
L2 L3
L4
L5L6
L7
L8
C
R
T
′
82
C
R T
′68 C
R
T
′
64
C
R T
′42
CRT
′
84
Figure 11.2. The flip in a 8-gon
CRT
′
84 = Λ
−1
68
TCRT −162 Λ68
CRT
′
64 = CR
T
64(Id+CR
T −1
62 )
−1, CRT
′
82 = (Id+Λ
−1
68
TCRT −162 Λ68)CR
T
82
CRT
′
68 = (Id+CR
T
62)CR
T
68, CR
T ′
42 = CR
T
42(Id+Λ
−1
64 CR
T
62 Λ64).
Note that in the case n = 1, these are precisely the formulas for the flip, see for example [9,
Formula (1.30)], and here we have a noncommutative generalization of them.
Proof. One has CRT62 = −Λ−146 Λ42Λ−182 Λ86 and CRT
′
84 = −Λ−168 Λ64Λ−124 Λ28 so that, using the
identities Λji = −TΛij , TCRT −162 = −Λ64Λ−124 Λ28Λ−168 . Thus CRT
′
84 = −Λ−168 (Λ64Λ−124 Λ28Λ−168 )Λ68 =
Λ−168
TCRT −162 Λ68.
The flip relation for Λ-lengths implies
Λ84 = Λ86Λ
−1
26 Λ24 + Λ82Λ
−1
62 Λ64 = Λ86(Id+Λ
−1
86 Λ82Λ
−1
62 Λ64Λ
−1
24 Λ26)Λ
−1
26 Λ24
by the triangle relation Λ−162 Λ64Λ
−1
24 Λ26 = −Λ−142 Λ46:
= Λ86(Id−Λ−186 Λ82Λ−142 Λ46)Λ−126 Λ24 = Λ86(Id+CRT −162 )Λ−126 Λ24.
ThereforeCRT
′
64 = −Λ−156 Λ54Λ−184 Λ86 = −Λ−156 Λ54Λ−124 Λ26(Id+CRT −162 )−1 = CRT64(Id+CRT −162 )−1.
The proof for other cross ratios is similar. 
11.9. The algebra of Berenstein and Retakh. In their paper [2], Berenstein and Retakh
introduced the following noncommutative instance of cluster algebras, which we shortly recall.
Let Γ(S) be the set of homotopy classes (relative to the boundary) of arcs in S: elements of Γ(S)
are homotopy class of maps between pairs α : ([0, 1], {0, 1})→ (S, ∂S). (Actually Berenstein and
Retakh have a more refined version incorporating orbifolds points of order 2.)
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Recall (Section 4.11) that, for every p in {2, 3, . . .}, a p-gon is (the homotopy class of) a map
f : (D, µp)→ (S, ∂S) where µp = {z ∈ C | zp = 1}.
Every 3-gon t defines 6 elements in Γ(S): there are the αk,ℓ(t) for k 6= ℓ in Z/3Z where αk,ℓ(t)
is the restriction of t to an arc going from e(k/3) = e2ikπ/3 to e(ℓ/3) = e2iℓπ/3 (one can choose
the segment [e(k/3), e(ℓ/3)] in D). Of course αℓ,k(t) = αk,ℓ(t).
A 4-gon q defines 12 elements αk,ℓ(q) in Γ(S) for k 6= ℓ in Z/4Z.
Similarly, for every p-gon f , αk,ℓ(f) (k 6= ℓ in Z/pZ) will denote the class of the restriction
of f to the segment [e(k/p), e(ℓ/p)] in D.
Definition 11.10 (Noncommutative surface). The noncommutative surface associated with S
is the algebra AS over Q generated by the elements xα, x−1α (α ∈ Γ(S)) subject to the relations:
(T) for every 3-gon t : (D, µ3)→ (S, ∂S), abbreviating x±1kℓ = x±1αk,ℓ(t),
x12x
−1
32 x31 = x13x
−1
23 x21;
(Q) for every 4-gon q : (D, µ4)→ (S, ∂S), abbreviating x±1kℓ = x±1αk,ℓ(q),
x13 = x12x
−1
42 x43 + x14x
−1
24 x23.
11.10. Geometric realization of the noncommutative surface. The Λ-lengths over the
space of decorated δ-twisted local system enables us to give a “geometric” realization of the
algebra AS :
Theorem 11.11. There is a (unique) algebra homomorphism
Ψ: AS −→Mn(K)
such that, for every arc α in S, Ψ(xα) = Λr(α).
Proof. Indeed, by the universal property of the algebra AS , the assignment x±1α 7→ Λ±1r(α) ex-
tends to an algebra homomorphism if and only if the defining relations between the xα’s (Defini-
tion 11.10) are satisfied by the family {Λr(α)}α∈Γ(S). This holds by from point (2) in Section 11.5
and Proposition 11.4. 
11.11. Zig-zag path and expression of the Λ-lengths. For any arc α in Γ(S), there is a
unique “minimal” triple (p, f, k) where p belongs to N, f : (D, µp) → (S, ∂S) is a p-gon, and k
is in Z/pZ such that, for all i in Z/pZ, αi,i+1(f) belongs to T and α = α1k(f). This can be
proved, for example, using an hyperbolic structure on S with totally geodesic boundary and the
geodesic realizations of the arcs.
Definition 11.12 (Zigzag sequence). A zigzag sequence for α (or for (T , α), sometimes called
a α-zigzag sequence) is an odd length sequence δ = (δ1, δ2, . . . , δ2m, δ2m+1) in T 2m+1 such that:
• there is (j0, j1, . . . , j2m, j2m+1) ∈ (Z/pZ)2m+2 with j0 = 1, j2m+2 = k, and for all ℓ =
1, . . . , 2m+ 1, δℓ = αjℓ−1jℓ(f);
• for all odd ℓ, the segments (in D) [e(jℓ−1/p), e(jℓ/p)] and [e(1/p), e(k/p)] do not intersect
(besides endpoints for ℓ = 1 of ℓ = 2m+ 1);
• for all even ℓ, the segments [e(jℓ−1/p), e(jℓ/p)] and [e(1/p), e(k/p)] intersect at some
point uℓ;
• the sequence (u2, u4, . . . , u2m) in [e(1/p), e(k/p)] is increasing.
Note that our terminology differs from [2].
For such a δ let us denote xδ = xδ1x
−1
δ¯2
xδ3 · · ·x−1δ¯2mxδ2m+1 . This elements belongs thus to
the subalgebra generated by the x±1α for α in T . Similarly, we denote by Λδ the product
Λδ1Λ
−1
δ¯2
Λδ3 · · ·Λ−1δ¯2mΛδ2m+1 of GL(n,K).
One spectacular result from [2] is the noncommutative Laurent phenomenon:
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Theorem 11.13 ([2, Theorem 3.30]). For every α in Γ(S), one has
xα =
∑
δ
xδ
where the sum runs over the α-zigzag sequences δ.
As an immediate corollary:
Corollary 11.14. For every α in Γ(S), one has, in GL(n,K),
Λα =
∑
δ
Λδ
where the sum runs over the α-zigzag sequences δ.
Appendix A. Normal form for pair of quadratic forms
The well known spectral theorem says that for two symmetric bilinear forms b0, b1 on an
n-dimensional real vector space V such that b0 is positive definite, there exists a basis e such
that [b0]e = Idn, [b1]e = diag(λ1, . . . , λn) where λ1 > · · · > λn. Therefore, the tuple (λ1, . . . , λn)
defines the pair (b0, b1) up to change of basis of V . We can define the standard form of the
pair of bilinear forms (b0, b1) to be the pair of matrices (Idn, diag(λ1, . . . , λn)) and say that the
basis e puts (b0, b1) to the standard form. We used this standard form to define edge invariants
for maximal representations in Section 6.
In this section, we define the standard form for a pair of bilinear forms (b0, b1) assuming
only nondegeneracy of b0. This standard form will be used to define edge invariants for general
representations in Section 9.2.
A.1. Bilinear forms and selfadjoint linear maps. Let V be a n-dimensional vector space
over a field K of characteristic 0, and let b0, b1 be symmetric bilinear forms on V . We assume
that b0 is not degenerate. We denote by b
†
i : V → V ∗ the linear map corresponding to bi, i.e.
b†i (x)(y) = bi(x, y) for all x, y ∈ V . Then we can consider f = (b†0)−1 ◦ b†1 : V → V .
Lemma A.1. For all x, y ∈ V , one has b1(x, y) = b0(fx, y).
The map f is selfadjoint with respect to b0.
Proof. The thought for equality can be written: ∀x ∈ V , b†1(x) = b†0(fx) and follows immediately
from the definition of f . Since b0 and b1 are symmetric, this implies that f is selfadjoint. 
A.2. More bilinear forms. It will be useful to consider the bilinear forms, for all k ∈ Z>0,
bk(v, w) = b0(f
kv, w) (v, w ∈ V ).
For all p, q > 0, one has bp+q(v, w) = b0(f
pv, f qw) and, for all k, f is selfadjoint with respect
to bk.
More generally, for every polynomial P in K[X ], bP (v, w) = b0(P (f)v, w) is a symmetric form
and f is selfadjoint with respect to bP .
Lemma A.2. The kernel of the symmetric form bP is equal to the kernel of the endomor-
phism P (f).
Proof. Indeed, the kernel of bP is
ker(bP ) = {v ∈ V | ∀w ∈ V, bP (v, w) = 0}
= {v ∈ V | ∀w ∈ V, b0(P (f)v, w) = 0}
and since b0 is nondegenerate
= {v ∈ V | P (f)v = 0} = kerP (f). 
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Let us equip the vector space V with its K[X ]-module structure inherited from the endomor-
phism f , namely, for every P ∈ K[X ], P · v = P (f)v.
Remark A.3. (1) When f is nilpotent, V will be a module over the local ring K[n] =
K[X ]/(Xn).
(2) The homomorphism ǫ : K[n] → K[X ]/(X) ≃ K is often called the augmentation. An
element z in K[n] is invertible if and only if ǫ(z) ∈ K∗ (one check that, if ǫ(z) ∈ K∗,
the finite sum ǫ(z)−1
∑n−1
ℓ=0 (1 − ǫ(z)−1z)ℓ is the inverse of z in K[n]). Furthermore z
is a square if and only if ǫ(z) is a square: one first gets back to the case ǫ(z) = 1 and
then checks that, if
∑
ℓ aℓt
ℓ is the Taylor series of t 7→ (1 + t)1/2 (the exact formula
being aℓ =
∏ℓ−1
j=0(1/2−j)
ℓ! ), then
∑n
ℓ=0 aℓ(z − 1)ℓ is a square root of z. It follows that
K∗[n]/K
∗2
[n] ≃ K∗/K∗2.
An encompassed way to put together all those bilinear forms is to consider forms with values
in the following K[X ]-module
K〈〈X−1〉〉 = K((X−1))/XK[X ]
quotient of the field of Laurent series in X−1 modulo the polynomials in X without constant
term. Every element in K〈〈X−1〉〉 is represented uniquely as a series∑ℓ>0 aℓX−ℓ. The relevance
of K〈〈X−1〉〉 is justified by the following lemma.
Lemma A.4. With the above notation, the map
bK〈〈X−1〉〉 : V × V −→ K〈〈X−1〉〉
(v, w) 7−→
∑
k>0
bk(v, w)X
−k
is K[X ]-bilinear and symmetric.
Proof. The symmetry and K-linearity follow at once from the same properties of the bks. The
K[X ]-linearity is a consequence of the fact that, for all k > 0, and all v, w ∈ V , bk+1(v, w) =
bk(fv, w). 
Remark A.5. Let Q be a polynomial such that Q(f) = 0. Then the above map bK〈〈X−1〉〉 takes
values in the submodule TorQ = {S ∈ K〈〈X−1〉〉 | QS = 0} (i.e. if S˜ ∈ K((X−1)) represents S,
then QS˜ is a polynomial without constant term). Furthermore the K[X ]-module TorQ is iso-
morphic to the cyclic module K[X ]/(Q). We will exploit this additional fact mainly when f is
nilpotent (i.e. Q = Xn), in which case we will shift the indices for bK〈〈X−1〉〉 in the positive range
(see the proof of Lemma A.7).
A.3. When f has one split Jordan block. In this section, we start our investigation of
normal forms under the additional assumption that the Jordan normal form of f has only one
block. That is to say, there is a basis e of V and λ ∈ K, such that the matrix [f ]e of f in that
basis is Jn(λ) = λ Id+N , where N = (δi+1,j)16i,j6n the regular nilpotent matrix and δ·,· is the
Kronecker symbol.
Remark A.6. (1) Such a basis is entirely determined by its last vector v = en and the
rule ei = f(ei+1) − λei+1 (i = n − 1, n − 2, . . . , 1). The vector v must be chosen in
V r ker(f − λ)n−1 in order for the previous construction to lead to a basis.
(2) When λ = 0, the matrix of the bilinear form b0 in that basis is then
[b0]e = (b2n−i−j(v, v))i,j=1,...,n.
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Let also Cn be the “antidiagonal” matrix (δn+1,i+j)16i,j6n (see Equation (9.1) in Section 9.1.2).
To keep the discussion for a general field K, let us fix c ⊂ K∗ a set of representatives of
K∗/K∗2; our main concerns are K = R (c = {±1}) and K = C (c = {1}).
Lemma A.7. Under the assumption that the Jordan normal form of f has only one block, there
is a basis e of V and ε ∈ c, such has [f ]e is the Jordan block Jn(λ) and [b0]e is εCn.
The basis e is unique up to multiplication by ±1.
Remark A.8. The matrix of the symmetric bilinear form b1 is then [b1]e = εCnJn(λ) = ε
TJn(λ)Cn.
Proof. Up to changing f into f−λ Id (which amounts to changing b1 into b1−λb0), we can assume
that λ = 0. In this situation, bℓ = 0 for every ℓ > n. We will consider V as a module over the
algebra K[n] = K[X ]/(X
n), and the K[n]-bilinear symmetric form (compare with Section A.2):
bK[n] : V × V −→ K[n]
(v, w) 7−→
n−1∑
i=0
bn−1−i(v, w)X
i.
Following Remark A.6, we are searching for a vector v such that bn−1(v, v) 6= 0 and bj(v, v) = 0
for all j 6= n− 1, i.e. such that the element bK[n](v, v) belongs to K∗ ⊂ K[n].
The kernel of the form bn−1 is equal to the kernel of f
n−1 (Lemma A.2) and therefore is not zero
by the assumption that the Jordan decomposition of f has only one block. Let thus w be in V with
bn−1(w,w) 6= 0. The element bK[n](w,w) is then in K∗[n] since ǫ(bK[n](w,w)) = bn−1(w,w) ∈ K∗,
and there is an element u ∈ K[n] such that ε := u2bK[n](w,w) belongs to c (see Remark A.3).
Define v = u · w ∈ V . Then bK[n](v, v) = ε which is the sought for equality.
Let now v′ be in V such that bK[n](v
′, v′) ∈ c ⊂ K∗. Since the K[n]-module V is cyclic
generated by v, there exists t ∈ K[n] such that v′ = t · v. Therefore t2ε = bK[n](v′, v′). This
equality implies that t belongs to K (assume that it is not the case, then t = ν + αXk and
t2 = ν2+2ναXk mod Xk+1 cannot belong to K). Since c is a set of representatives of K∗/K∗2,
this implies that t2 = 1 and t = ±1. The uniqueness (up to sign) of the basis follows. 
Remark A.9. Pursuing a little more the proof, one observes that V can be identified withK[n] and
the bilinear for bK[n] : K[n]×K[n] → K[n] is simply ε times the multiplication in the algebra K[n].
Shifting back to the point of view of Section A.2, the bilinear form bK〈〈X−1〉〉 is in that case:
bK〈〈X−1〉〉 : K[n] ×K[n] −→ K〈〈X−1〉〉
(u, v) 7−→ εX1−nuv.
A.4. (Over the reals or the complex) Back transformation when f has one split
Jordan block. In this section we make the additional hypothesis that b1 is nondegenerate and
that f has one Jordan block and K = R, or C.
The dual vector space V ∗ has two bilinear forms b∗0 and b
∗
1 and, by definition of these forms,
b∗†0 = (b
†
0)
−1 and b∗†1 = (b
†
1)
−1. In particular (b∗†1 )
−1b∗†0 = b
†
1(b
†
0)
−1 is conjugate to f = (b†0)
−1b†1.
Applying Lemma A.7 gives η ∈ {±1}, a basis of V ∗, and hence a “predual” basis v of V , such
that
[b∗1]v∗ = ηCn, and [b
∗
0]v∗ = ηCnJn(λ).
Thus
[b1]v =
T(ηCn)
−1 = ηCn, and [b0]v = ηCn
TJn(λ)
−1 = ηJn(λ)
−1Cn.
Let Φ be the change-of-basis matrix from e to v, i.e. e = vΦ. The matrix Φ must satisfy the
following two equalities:
TΦηCnΦ = εCnJn(λ), and
TΦηJn(λ)
−1CnΦ = εCn.
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Denote again N the nilpotent matrix of maximal rank (δi+1,j)16i,j6n.
Lemma A.10. With the above notation,
(1) If K = R, εηλ is positive (and in particular equal to |λ|).
(2) The matrix Φ is equal to, up to sign,
(A.1)
√
εηλ
n∑
ℓ=0
aℓλ
−ℓCnN
ℓ,
where
∑∞
ℓ=0 aℓt
ℓ is the Taylor series of t 7→ (1 + t)1/2 (i.e. for all ℓ, aℓ =
∏ℓ−1
j=0(1/2−j)
ℓ! )
(cf. also Equation (9.2)).
Proof. Let L = εηJn(λ) = εηλ Id+εηN . The two equations for Φ imply
TΦ−1 = CnΦL
−1Cn, and
TΦ−1 = L−1CnΦCn,
so that CnΦ and L
−1 commute and hence CnΦ and N commute. This implies that CnΦ is a
polynomial in N : there are c0, . . . , cn−1 in K such that CnΦ = c0 Id+ · · · + cn−1Nn−1. Thus
Φ = c0Cn + c1CnN + · · · + cn−1CnNn−1 is a symmetric matrix (for all ℓ, CnN ℓ is symmetric).
The first equation for Φ can now be written
(CnΦ)
2 = εηJn(λ)
and as (CnΦ)
2 = c20 Id+d1N+· · ·+dn−1Nn−1 (for some d1, . . . , dn−1 in K), we get that εηλ = c20
and is positive if K = R. Dividing the last equation by εηλ give
((εηλ)−1/2CnΦ)
2 = Id+
1
λ
N,
and this leads to the desired result. 
Definition A.11. The matrix given in Equation (A.1) is called the back transformation and
denoted by Φn(λ). When K = C, so that ε = η = 1, we always choose for
√
λ the biggest square
root of λ for the lexicographic order on C ≃ R2.
A.5. When the minimal polynomial of f has one eigenvalue. In this section we assume
that all the blocks of the Jordan decomposition of f are associated with the same eigenvalue λ
in K or, what amounts to the same, that (f − λ)n = 0 (n = dimV ). We denote again by c a set
of representatives of K∗/K∗2.
Proposition A.12. There is a basis e of V , a sequence (n1, . . . , np) of integers, and a se-
quence (ε1, . . . , εp) in c such that [f ]e and [b0]e are block diagonal with diagonal blocks being
Jn1(λ), . . . , Jnp(λ), and ε1Cn1 , . . . , εpCnp respectively.
Proof. We work by induction on n. Up to replacing f by f − λ, we may assume that λ = 0. Let
m > 1 be the order of nilpotency of f , hence fm = 0, bℓ = 0 for all ℓ > m, and ker f
m−1 6= V .
There is then a vector w ∈ V such that c = bm−1(w,w) 6= 0 (Lemma A.2). The K[X ]-module
W generated by w has for basis w, fw, . . . , fm−1w and the matrix of b0|W in that basis is
0 . . . 0 c
0 . . . c ∗
... . .
. ∗ ∗
c ∗ . . . ∗

(see Remark A.6) so that b0|W is nondegenerate. Applying Lemma A.7 to W and the induction
hypothesis to W⊥b0 gives the result. 
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A.6. Orthogonality of generalized eigenspaces. We return to the general setting: b0 and b1
are symmetric bilinear forms on aK-vector space V of dimension n, K is a field of characteristic 0,
b0 is nondegenerate, and f = (b
†
0)
−1b†1.
The generalized eigenspaces of f are the Vλ = ker(f − λ)n for λ ∈ K.
Lemma A.13. Generalized eigenspaces are orthogonal: if λ 6= µ, then Vµ ⊂ V ⊥b0λ .
Proof. The proof relies on the K[X ]-module structure of V and on the bilinear form bK〈〈X−1〉〉
(Section A.2). Let P and Q be in K[X ] establishing a Bezout relation between (X − λ)n and
(X − µ)n: P (X − λ)n +Q(X − µ)n = 1.
Let v be in Vλ and w be in Vµ so that (X − λ)nv = (X − µ)nw = 0. One has
bK〈〈X−1〉〉(v, w) = P (X − λ)nbK〈〈X−1〉〉(v, w) +Q(X − µ)nbK〈〈X−1〉〉(v, w)
= PbK〈〈X−1〉〉((X − λ)nv, w) +QbK〈〈X−1〉〉(v, (X − µ)nw)
= 0,
and, for the least, b0(v, w) = 0. This is what had to be proved. 
Remark A.14. More generally, one can consider, for every irreducible polynomial P ∈ K[X ], the
subspace VP = kerP (f)
n. The VP s are in direct orthogonal sum.
As a corollary, when the minimal polynomial of f is split over K, there is a basis e of V where
the matrices of [b0]e and [f ]e are block diagonal with blocks as in Lemma A.7.
Elements commuting with f also stabilize the generalized eigenspaces. A more precise state-
ment is the following:
Proposition A.15. Let g be in EndK(V ). The following are equivalent:
(1) g belongs to the intersection of the orthogonal groups O(b0) and O(b1);
(2) g belongs to O(b0) and commutes with f ;
(3) g is K[X ]-linear and is orthogonal with respect to the form bK〈〈X−1〉〉 (i.e. for all v, w
in W , bK〈〈X−1〉〉(gv, gw) = bK〈〈X−1〉〉(v, w));
(4) under the hypothesis that the minimal polynomial of f is split over K, g stabilizes every
generalized eigenspace Vλ of f and the restriction g|Vλ is b0-orthogonal.
(5) (with no assumption on f), for every irreducible polynomial P ∈ K[X ], g stabilizes
VP = kerP (f)
n and its restriction to VP is b0-orthogonal.
A.7. (Over the reals) When f has two conjugate eigenvalues. To have a complete under-
standing of the pair (b0, f) over R, we need to investigate the case when V = VP = kerP (f)
n
when P = (X − λ)(X − λ¯) for λ = a+ ib /∈ R.
The complexification of V will be denoted VC = V + iV . It is a C-vector space equipped
with an antilinear involution (the complex conjugation) v 7→ v¯ whose fixed points set is precisely
V ⊂ VC. Any R-linear endomorphism g : V → V admits a complexification gC : VC → VC. The
R-bilinear form b0 : V × V → R has also a C-bilinear complexification b0,C : VC × VC → C. In
particular, fC has two eigenvalues: λ and λ¯ and the space VC is the direct b0,C-orthogonal sum
of Vλ = ker(fC − λ)n and of Vλ¯ = ker(fC − λ¯)n. The spaces Vλ and Vλ¯ are exchanged by the
complex conjugation v 7→ v¯, they intersect V trivially.
Lemma A.16. The map g 7→ gC|Vλ induces an isomorphism between
(1) the group of elements g in O(b0) that commute with f , and
(2) the group of elements α in O(Vλ, b0,C) that commute with fC.
Proof. If g commutes with f , gC commutes with fC and stabilizes Vλ. If furthermore g is
b0-orthogonal, then gC is b0,C-orthogonal. Therefore the mentioned map from the centralizer
ZO(b0)(f) to the centralizer ZO(Vλ,b0,C)(fC) is well defined and easily seen to be a homomorphism.
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Let us construct its inverse. For α ∈ ZO(Vλ,b0,C)(fC), let β : Vλ¯ → Vλ¯ | v 7→ α(v¯). Then β
is C-linear, b0,C-orthogonal, and commutes with fC. The pair (α, β) combines therefore into a
C-linear and b0,C-orthogonal map γ : VC = Vλ ⊕ Vλ¯ → VC that commutes with fC. The map γ
commutes with the complex conjugation and hence comes from a unique R-linear map g : V → V
(g is simply the restriction of γ to V ). The map g is furthermore b0-orthogonal and commutes
with f since γ is b0,C-orthogonal and commutes with fC. 
Applying this lemma to g = f and the results of Section A.3, we can give a normal form for
the pair (b0, f) when V is cyclic, i.e. when fC|Vλ has one Jordan block. For this, let us denote,
for every matrix M in Mm(C), r(M) (respectively s(M)) the matrix in M2m(R) where each
coefficient x+ iy of M is replaced by the bloc
(
x −y
y x
)
(respectively by
( x −y
−y −x
)
). The following
identities are easily verified: r(MN) = r(M)r(N), s(M) = Br(M) = r(M )B where B is the
diagonal matrix 
1 0 . . . 0 0
0 −1 . . . 0 0
...
. . .
. . .
...
...
0 0 . . . 1 0
0 0 . . . 0 −1
 ,
and also: s(TM) = Ts(M), s(M−1) = s(M)−1.
Lemma A.17. Let (W, b) be a complex vector space equipped with a bilinear symmetric form.
Denote by WR the underlying real vector space and bR := ℜ(b) the real part of b. If S is
the matrix of b in a basis e = (e1, . . . , em) of W , then s(M) is the matrix of bR in the basis
f = (e1, ie1, . . . , em, iem) of WR.
Let f be an endomorphism of W . Then if F is the matrix of f in the basis e, then matrix in
the basis f of f considered as an endomorphism of WR is r(F ).
We denote C′2m = s(Cm) and J
′
2m(λ) = r(Jm(λ)) (see Equation (9.3) in Section 9.1.2). Then,
using the basis of the complex vector space Vλ furnished by Lemma A.7 for b0,C and fC, we get
Lemma A.18. With the above hypothesis, there is a basis e of the real vector space V , such
that [b0]e = C
′
2m and [f ]e = J
′
2m(λ). The basis e is unique up to multiplication by ±1.
For any two complexm×mmatricesM andN , the following equalities are direct consequences
of the identities recalled above:
s(TNMN) = Tr(N)s(M)r(N) = Ts(N)s(M )s(N)
s(TNTM−1N) = Ts(N) Ts(M)−1s(N).
Let us denote Ψ2m(λ) := s(Φm(λ)) (cf. Equation (9.4)). Then the matrix Ψ2m(λ) is symmetric
and satisfies TΨ2m(λ)
TC′−12m Ψ2m(λ) = C
′
2mJ
′
2m(λ) and
TΨ2m(λ)
T(C′2mJ
′
2m(λ))
−1Ψ2m(λ) = C
′
2m.
Up to sign, this is the unique matrix satisfying these two equations.
Definition A.19. We call also the matrix Ψ2m(λ) the back transformation.
A.8. Normal forms. We now collect the results from the previous sections to establish normal
forms for pairs of quadratic forms over R.
For a finite sequence n = (n1, . . . , nk) of positive integers, we denote by C(n) the square
matrix of size n1 + · · · + nk, diagonal by blocks, and whose blocks are Cn1 , . . . , Cnk . If λ =
(λ1, . . . , λk) is a further sequence of real numbers, we will denote by J(n, λ) the block diagonal
matrix whose blocks are Jn1(λ1), . . . , Jnk(λk). Under the hypothesis that no λi is 0, similar
notation Φ(n, λ) is adopted for the matrix whose blocks are the back transformations Φni(λi)
(see Definition A.11). When 2m = (2m1, . . . , 2mk) is a sequence of even integers and λ =
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(λ1, . . . , λk) ∈ Ck, we introduce also, via the same procedure, the matrices C′(2m), J ′(2m,λ),
and if λ ∈ (C∗)k Ψ(2m,λ).
Theorem A.20. Let V be a real vector space of dimension n. Let b0 and b1 be two symmetric
bilinear forms on V with b0 nondegenerate. Let b
†
i (i = 0, 1) be the induced morphisms V → V ∗
and let f = (b†0)
−1 ◦ b†1.
(1) There are uniquely determined sequences (nx, λx) ∈ Zkx>0 × Rkx (x ∈ {±1}2), and
(2m,λ) ∈ (2Z>0)k0 ×Hk0 satisfying the following normalization:
• for all x = (ε, η) ∈ {±1}2, and all 1 6 ℓ 6 kx, εηλx,ℓ > 0;
• the sequences λx (x ∈ {±1}2), and λ are decreasing (for the last one, the lexico-
graphic order is understood on C ≃ R2);
• for all x ∈ {±1}2 and all 1 6 k < ℓ 6 kx, if λx,k = λx,ℓ, then nx,k > nx,ℓ;
• for all 1 6 k < ℓ 6 k0, if λk = λℓ, then mk > mℓ;
• the sum of the sequences nx (x ∈ {±1}2), and 2m is equal to n;
and such that
there exists a basis e of V such that the matrix [b0]e is the block diagonal matrix
whose blocks are C(n1,1), C(n1,−1), −C(n−1,1), −C(n−1,−1), and C′(2m) and
the matrix [f ]e is the block diagonal matrix with blocks J(n1,1, λ1,1), J(n1,−1, λ1,−1),
J(n−1,1, λ−1,1), J(n−1,−1, λ−1,−1), and J
′(2m,λ).
(2) The form b1 is nondegenerate if and only if no zero appears in the sequences λx (x ∈
{±1}2).
(3) If the form b1 is nondegenerate, the sequences associated to the pair (b
∗
1, b
∗
0) on V
∗ are,
for x = (ε, η), (nη,ε, λη,ε), and (2m,λ).
A basis e as in (1) will be called in standard position with respect to (b0, b1).
Proposition A.21. Under the same assumption than Theorem A.20, let Φ the block matrix
Φ :=

Φ(n1,1, λ1,1)
Φ(n1,−1, λ1,−1)
Φ(n−1,1, λ−1,1)
Φ(n−1,−1, λ−1,−1)
Ψ(2m,λ)
 .
If e is a basis in standard position with respect to (b0, b1), let v = eΦ and v
∗ be the basis of V ∗
dual to v. Then v∗ is in standard position with respect to (b∗1, b
∗
0).
The work done so far implies the existence of such basis and sequences. The uniqueness will
follow from our analysis of the automorphism groups.
A.9. Automorphism groups. It is desirable to have an understanding on how much the basis
in the above theorem can vary, or, what amounts to the same, to have an understanding of the
centralizer of f in the orthogonal group O(b0). By Proposition A.15, Lemma A.16, and up to
replacing f by f − λ Id, we are reduced to the following situation:
V is a K-vector space (K = R or C) and f is nilpotent.
From the analysis done in Section A.5, we can assume that there is a decreasing sequence
(m1, . . . ,mr) of integers and sequences (p1, . . . , pr), (q1, . . . , qr) such that, the K[X ]-module V
is the direct bK〈〈X−1〉〉-orthogonal sum
V = Kp1+q1[m1] ⊕ · · · ⊕K
pr+qr
[mr]
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and, for each i = 1, . . . , r, the bilinear form on the factor Kpi+qi[mi] is
Kpi+qi[mi] ×K
pi+qi
[mi]
−→K〈〈X−1〉〉
((x1, . . . , xpi+qi), (y1, . . . , ypi+qi)) 7−→X1−mi TxIpi,qiy
= X1−mi(x1y1 + · · ·+ xpiypi − xpi+1ypi+1 − · · · − xpi+qiypi+qi),
where Ip,q =
( Idp
− Idq
)
.
An element g in EndK[X](V ) can be considered as a matrix (gi,j)16i,j6r where, for all i, j,
gi,j belongs to HomK[X](K
pj+qj
[mj ]
,Kpi+qi[mi] ). The element gi,j can itself be considered as a matrix
of type (pi + qi) × (pj + qj) with entries in HomK[X](K[mj ],K[mi]). As K[mj] is a cyclic K[X ]-
module, one has HomK[X](K[mj ],K[mi]) ≃ {x ∈ K[mi] | Xmjx = 0} which is equal to K[mi] if
mj > mi (i.e. if j 6 i) and to X
mi−mjK[mj] otherwise (i.e. if i < j). If i > j we denote by hi,j
the (pi + qi)× (pj + qj) matrix with entries in K[mj] such that gi,j = Xmi−mjhi,j .
The element g belongs to the orthogonal group G with respect to the bilinear form bK〈〈X−1〉〉
if and only if the following equalities hold in K〈〈X−1〉〉
• for all j,∑
i>j
X1−mi Tgi,jIpi,qigi,j +X
1−mj Tgj,jIpj ,qjgj,j +
∑
i<j
X1+mi−2mj Thi,jIpi,qihi,j = X
1−mjIpj ,qj
• for all j 6= j′, ∑
i
X1−mi Tgi,jIpi,qigi,j′ = 0.
For every integer s > 0, let us denote by G(s) the subgroup of G consisting of the elements g
equal to the identity modulo Xs.
Recall also the augmentation map ǫ : K[m] → K that we promote to maps between spaces of
matrices. Thanks to the above description of the elements of G, one has
Lemma A.22. The assignment π : g 7→ ǫ(g) induces an isomorphism between G/G(1) and the
group H =
∏r
i=1O(Ipi,qi). The inclusions K →֒ K[m] induce a morphism ι : H → G that is a
section of π.
In particular, the pairs (pi, qi) are determined by G and this implies the thought for uniqueness
in Theorem A.20.
Lemma A.23. The assignment Id+XsA 7→ ǫ(A) induces an isomorphism between the group
G(s)/G(s+1) and the abelian group underlying the vector space of block matrices a = (ai,j) (i.e.
for all i, j, ai,j ∈Mpi+qi,pj+qj (K)) satisfying:
• a is antisymmetric with respect to diag(Ip1,q1 , . . . , Ipr ,qr );
• for all i and j, if mi 6 s, then ai,j = 0;
• for all i and j, if mi −mj > s, then ai,j = 0.
Thus G(1) is a nilpotent Lie group, contained in the unipotent radical of G and the Levi factor
of G is a product of orthogonal groups:
Proposition A.24. The group G of automorphisms of the pair (b0, f) is the semi-direct prod-
uct of a Levi factor ι
(∏
pi+qi>2
O(Ipi,qi)
)
and its unipotent radical π−1
(∏
pi+qi62
O(Ipi,qi)
)
; its
radical is equal to its unipotent radical.
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