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Abstract 
Modeling of the electromagnetic, structural, thermal, or acoustic response of the human body to 
various external and internal stimuli is limited by the availability of anatomically accurate and 
numerically efficient computational models. The models currently approved for use are generally 
of proprietary or fixed format, preventing new model construction or customization. 
1. This dissertation develops a new Visible Human Project – Female (VHP-F) 
computational phantom, constructed via segmentation of anatomical cryosection images taken in 
the axial plane of the human body. Its unique property is superior resolution on human head. In 
its current form, the VHP-F model contains 33 separate objects describing a variety of human 
tissues within the head and torso. Each obejct is a non-intersecting 2-manifold model composed 
of contiguous surface triangular elements making the VHP-F model compatible with major 
commercial and academic numerical simulators employing the Finite Element Method (FEM), 
Boundary Element Method (BEM), Finite Volume Method (FVM), and Finite-Difference Time-
Domain (FDTD) Method.  
2. This dissertation develops a new workflow used to construct the VHP-F model that 
may be utilized to build accessible custom models from any medical image data source. The 
workflow is customizable and flexible, enabling the creation of standard and parametrically 
varying models facilitating research on impacts associated with fluctuation of body 
characteristics (for example, skin thickness) and dynamic processes such as fluid pulsation.  
3. This dissertation identifies, enables, and quantifies three new specific computational 
bioelectromagnetic problems, each of which is solved with the help of the developed VHP-F 
model: 
I. Transcranial Direct Current Stimulation (tDCS) of human brain motor cortex with 
extracephalic versus cephalic electrodes; 
II. RF channel characterization within cerebral cortex with novel small on-body 
directional antennas; 
III. Body Area Network (BAN) characterization and RF localization within the human 
body using the FDTD method and small antenna models with coincident phase centers. 
Each of those problems has been (or will be) the subject of a separate dedicated MS thesis. 
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Chapter 1 – Introduction 
 
Computational modeling of the human body response to various internal or external 
electromagnetic, structural, thermal, or acoustic stimuli has the potential to offer significant 
insight into a range of bioelectrical and biomechanical problems, may improve tools for the 
design of medical devices and enable the diagnosis of various pathologies. Electromagnetic 
modeling in particular is critical for the design and approval of many applications, including 
cellular phone and MRI safety, body area sensors and sensor networks, etc. [1], [2], [3], [4]. The 
foundation of any successful numerical simulation is the construction, accuracy, and availability 
of numerically efficient models. In the case of human body modeling for electromagnetic 
applications, the accuracy of these computational models [4], [5], [6], [7] must be quantified with 
respect to human anatomy and physiology. As of this writing, there are 28 computational human 
body models approved for use by the Institute of Electrical and Electronics Engineers (IEEE) 
International Committee on Electromagnetic Safety [4], [5], each with unique capabilities that 
provide understanding to a variety of problems under certain and specific conditions. The 
primary condition for use of existing models is the link between a particular model and a very 
explicit data format and fixed that has been optimized simulation software package such as 
ANSYS, REMCOM, CST MWS, Semcad X, FEKO, etc. For example, the high-resolution 
Virtual Family modelss [7], [8] employed by Semcad X of Switzerland are constructed using a 
unique CAD format [9] that may not be modified as dictated by the end user license agreement. 
Accurate, numerically efficient and cross-platform compatible whole-body models are currently 
unavailable [9], thus preventing users from employing custom modeling tools, limiting the 
development of new capabilities, and restricting research into many applications.   
 
The primary goal of this dissertation has been to construct a new and accurate cross-platform 
compatible computational model suitable for simulation of electromagnetic problems, but also 
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applicable to challenges in structural, thermal and acoustic modeling. This model must retain an 
acceptable digital resolution with respect to the actual physical being but must not overburden 
the available computational resources. The data source used in the creation of this model has 
been the anatomical cryosection data characterizing the Visible Female from the National 
Library of Medicine’s Visible Human Project (VHP) [10], [11]. In its current state, this model, 
dubbed the VHP-F model, includes 33 distinct tissues that possess the following characteristics: 
1. A maximum surface error, which is defined as the maximum surface distance in the normal 
direction between the numerical model and the physical structure measured by 
superimposing the model onto relevant cryosection images, of 3 mm, placing this model 
among the current state-of-the-art [4], [5]. Additionally, the VHP-F model has a superior 
anatomical resolution for the cranium with a projected surface error of 1 mm.    
2. Cross-platform suitability: all surface tissue models are closed, 2-manifolds [13] structures 
composed of contiguous and non-intersecting triangular surface elements, thereby 
guaranteeing compatibility with major numerical simulators employing the Finite Element 
Method (FEM), Boundary Element Method (BEM), Finite Volume Method (FVM), and 
Finite-Difference Time-Domain (FDTD) Method.  
3. A set of files characterizing the frequency dependent nature of the material properties 
(electrical conductivity and permittivity) for each individual tissue type. 
 
In order to construct a computational model, a workflow composed of a set of 3D mathematical 
surface meshing algorithms of anatomical structures from segmented medical imaging data 
(Computed Tomography (CT), Magnetic Resonance Imaging (MRI), etc.) [6], [7], [12], [14] 
must be established. A typical sequence for construction of triangular surfaces includes 
algorithms for segmentation [12], [14], [15], [16], surface reconstruction[14], [17], [18], [19], 
[20], [21], stitching [22], [23], [24], [25], [26], smoothing [27], [28], [29], [30], [31], [32], [33], 
[34], and coarsening [35], [36]. The meshing of datasets is labor intensive: depending on the 
images and/or segmentation quality, this effort is often measured by man-months or years for a 
single model [6]. Both commercial (SCAN IP of Simpleware, Ltd. [6], [14], with the cost of the 
complete set of modules approaching $26,000) and freely available [12], [16], [37], [38], [39] 
automated and semi-automated meshing tools exit. Those tools are designed to deal with 
complicated triangular meshes defining an entire single tissue, which often contain a huge (often 
excessive) number of triangles. The general problem with such models, discussed further in 
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section 2.7, is potential non-manifold errors. When present, these errors are very difficult to fix, 
as individual non-manifold [13] (i.e., ‘bad’) edges and the attached triangles are not obviously 
identifiable from the surrounding and complex mesh.  
 
Therefore, the second aim of this dissertation has been the identification and formulation of a 
highly-visualized semi-manual workflow, which facilitates the manipulation of individual edges 
and triangles of a (much) smaller portion of an individual model. A natural platform for this 
workflow is MATLAB of MathWorks, Inc.[40], which is virtually ubiquitous in the academic 
and engineering communities. MATLAB contains well-developed computer graphics functions 
supported by flexible mouse operations. This customizable workflow is not a means for 
automated mesh generation, but rather a complimentary, user-oriented tool with the goal of 
either creating strictly 2-manifold, computationally-efficient (small-size and high resolution) 
triangular tissue meshes, or repairing numerically deficient meshes with a number of manual 
operations on individual triangles.  
Finally, this dissertation identifies three distinct bioelectromagnetic problems that are solved 
through the use of the VHP-F model, including: 
i. Examinaion of Transcranial Direct Current Stimulation (tDCS) of the primary motor 
cortex via cephalic versus extracephalic electrode montages; 
ii. Radio Frequency (RF) channel characterization within the cerebral cortex using 
novel, small on-body directional antennas; 
iii. Body Area Network (BAN) characterization and RF localization within the human 
body using the FDTD method and employing small antenna models with coincident 
phase centers. 
1.1 Existing commercial models 
 
The Institute of Electrical and Electronics Engineers (IEEE) International Committee on 
Electromagnetic Safety [4] currently lists 28 full-body models available worldwide [5] with the 
majority of these originating from Europe and Japan; the three models listed from the US models 
are considerably outdated.  Major examples of private providers of electromagnetic and 
structural modeling software and associated human body modeling capabilities include: 
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1. ANSYS HFSS (USA) purchased the currently used human body model from Aarkid 
Limited, Scotland in 2006. While reasonably accurate, this model lacks representation of 
cerebrospinal fluid, a significant drawback when simulating applications involving the 
human head and brain. The cost of a commercial HFSS license is ~$48,000, with a ~$7,500 
annual maintenance fee. The cost of the human body model is $1,000 for universities and 
$10,000 for private companies. 
2. CST Microwave Studio (Germany) adopted several human body models including the 
HUGO, Golem, Donna, Helga human body models, SAM model heads, and SAM model 
hands. The cost of a commercial CST license is in the range of $10,000-20,000.  
3. Semcad X (Switzerland) has the largest library of proprietary voxel- and CAD-based 
models on the market (The Virtual Family [7], [8]). The university license is for Semcad X 
is approximately $8,000. These models are freely available for research purposes. As of 
January, 2014, a member of the virtual 
family, the ‘Duke’ model, which 
characterizes a male of age 34, height of 
1.8m and weight of 72 kg, has been made 
available for research and commercial 
applications. However, converting any of 
the virtual family voxel models to triangular 
surface meshes suitable for FEM and BEM 
simulations is strictly forbidden by the end 
user license agreement. Furthermore, 
scaling of voxel based models by an end 
user is often difficult, producing skewed 
results and artifacts in internal organs that complicate assignment of material property 
values. 
4. REMCOM (USA) internally uses human voxel models (based on the Visible Human Male 
[41]) with unique geometry repositioning options. The cost of commercial XFdtd license 
exceeds ~$15,000. 
While each of these models has associated strengths and weaknesses, it is obvious that accurate 
cross-platform compatible whole-body numerical models do not currently exist.  
 
Figure 1.1. The lower digestive system as derived 
from Visible Human Project® female: a) full 
structure; b) individual triangular element. 
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1.2 Existing commercial workflow and segmentation tools   
 
As mentioned above, the typical workflow for construction of computational models from 
medical imaging data includes: 
1. Algorithm(s) for segmentation – identifying and selecting regions of interest from a 3D 
medical image stack and creating a dense point cloud corresponding to the boundaries of 
these regions, shown in Figure 1.1a. 
2. Algorithm(s) for surface reconstruction/extraction – creating a triangular surface mesh 
from this large, convoluted and possibly overlapping point cloud depicted in Figure 1.1b. 
3. Algorithms for healing the resulting mesh, ensuring that it is a watertight 2-manifold 
structure, shown in Figure 1c, as well as mesh smoothing
 
and coarsening. 
Simpleware, Ltd. sells markets SCAN IP software, providing a commercial workflow for 
automated FEM mesh generation from MR, CT, and PET stacks of images [6], [14]. The cost of 
the complete set of necessary modules approaches $26,000. Additional extensive labor may be 
necessary, since the resulting large meshes are not always manifold.  
 
1.3 Existing open-source segmentation tools 
 
Open-source tissue segmentation tools currently available include ITK SNAP of the University 
of Pennsylvania [12], MeshLab of Italian National Research Council, ParaView of Sandia 
National Laboratories [37], GMV of Los Alamos National Laboratory [38], CGAL [39], 
iso2mesh [16]. Many of those tools are excellent, yet often create non-manifold meshes after 
segmentation as shown in Figure 1.1c. Healing those complicated meshes tends to be very time 
consuming.  An example of such a mesh is given in Figure 1.1a, where the equivalent of four 
man-weeks were spent using both MeshLab and ANSYS HFSS healing tools to repair this mesh 
and make it suitable for FEM modeling. 
Of special note is the iso2mesh tool [16], which is intended to run within MATLAB/Octave 
shell. This tool is using over 40 binaries from CGAL library [39]. It cannot therefore be 
considered as a true editable MATLAB workflow, since there is no access to the major 
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algorithms compiled in the form of .dll files or executable scripts. Furthermore, the compatibility 
with the current MATLAB software (win64) is not maintained.  
It can therefore be stated that the exiting segmentation tools often have non-manifold errors 
which are difficult to fix, since the operations on individual triangles are either not foreseen or 
minimized. Additionally, an editable and user-friendly workflow for operations on individual 
triangles is not available. 
 
1.4 Dissertation organization 
 
This dissertation has been organized in two parts: part I, including chapters 2 – 4, introduces the 
necessary theory, workflow and presents the VHP-F model in its current form, while part II, 
composed of chapters 5 – 7, identifies three distinct applications that have been significantly 
enabled through use of the model. Chapter 2 provides the basic background required for 
triangular surface mesh construction and refinement. Chapter 3 presents the workflow utilized to 
construct surface meshes from medical image data and chapter 4 gives the results of mesh 
construction in several relevant forms. In chapter 5, the VHP-F model has been used to simulate 
tDCS, demonstrating a DC application [42]. A novel small antenna designed through the use of 
the VHP-F and operating at RF frequencies is described in Chapter 6 [43]. Chapter 7 presents 
FDTD applications that have been explored through the use of new small source models that 
possess coincident phase centers [44], [45]. The contributions of this thesis are summarized in 
chapter 8 together with areas of suggested future work. 
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Chapter 2 – Theory of triangular surface meshes 
 
Closed form solutions for problems in static and dynamic structural analysis, heat transfer and 
fluid flow, static and dynamic electromagnetic field propagation and interactions between fluids 
and structures are generally only possible for very simple geometries. In order to obtain solutions 
to the Partial Differential Equations (PDEs) that govern these types of phenomena, a numerical 
solution technique such as the Finite Element Method (FEM) [1], [2], Finite-Difference Time-
Domain (FDTD) Method [3], or Method of Moments (MoM) [4] is necessary. Each of these 
methods is in turn dependent upon some level of discretization of the physical domain, 
translating the physical to the digital or computational realm, and making the overall problem 
tractable. Breaking a large problem apart into finite pieces or elements is the process of 
developing a computational mesh with each element contributing to the final solution. For 
example, the entire computational domain in FDTD method based solvers is discretized into 
cubic voxels that do not utilize triangular surface mehses. Model resolution in this case is a 
function of this volumetric division. 
However, most frequency based methods, such as the FEM, Boundary Element Method (BEM), 
Finite Volume Method (FVM) and MoM utilize surfaces divided into triangular (or quadrilateral, 
etc.) elements. The resolution of the model is directly dependent on the refinement of this 
triangulation. When projected over the domain of interest, the mesh resembles an interconnected 
network of nodes as shown in Fig. 2.1. A unique solution to the PDE is found by applying initial 
and boundary conditions at the appropriate location and executing the numerical method. The 
domain depicted in Fig. 2.1 may be extended to three dimensions to define a volume surface and 
may change as a function of time. 
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Figure 2.1. Uniform triangular elements creating a structured mesh over a two dimensional area 
 
Mesh generation is of utmost importance to the success of the simulation and is not a trivial 
process to implement. Many attributes associated with a given mesh contribute to the 
convergence, accuracy, and utility of a numerical simulation that employs that mesh. These 
along with the mesh generation process are described in detail below. 
It should be noted that most of the techniques identified in this chapter are more applicable to 
custom academic codes than to commercial codes as commercial codes either have inherent 
mesh tools that perform healing, refinement, etc. automatically for the user. Additionally, many 
commercial codes utilize an implicit geometry definition that is independent of the surface 
triangulation and may actually improve the performance of the commercial code meshing 
capabilities. 
 
2.1 Triangular mesh and its quality  
 
At the most basic level, two arrays are necessary to define a triangular mesh. The first is an array 
of vertex locations, P, where each row contains the two or three dimensional Cartesian 
coordinate of a given node or vertex and the row number corresponds to the vertex number in the 
overall mesh. The second array is called the connectivity matrix, t, and defines the relationships 
between nodes that construct triangular faces from a point cloud. Each row in the connectivity 
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matrix relates to an element in the mesh and contains the three node numbers that uniquely 
define that element or triangular face. An example of these two related matrices is given as  
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        (2.1) 
 
Formulation of the mesh in this format has grown from the development in the 1960’s of the 
NASA Structural Analysis (NASTRAN) Finite Element Analysis (FEA) software suite, a general 
purpose program originally intended for aerospace applications but able to handle a wide variety 
of demanding physical problems [5]. While many commercial numerical analysis products have 
varied and sometimes proprietary mesh formats, the majority are still able to import mesh files in 
the NASTRAN format.  
 
2.1.1 Triangular mesh type 
 
A triangular mesh may take on one of two forms: structured and unstructured. The former, 
depicted in at right in Fig. 2.1, does not necessarily require a connectivity matrix. The 
relationship between node location and triangular face composition is constant. For the example 
depicted in Fig. 2.1, nodes in both the x- and y-dimensions are uniformly distributed across the 
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total domain. The relationship between successive vertex locations in these dimensions is 
therefore given as: 
 
1,...,1,
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        (2.2) 
where 
xN  and yN are the number of nodes in the x- and y-dimensions, respectively. The 
variations on Eqs. (2.2) are infinite and may be tailored to the geometry under study. In any case, 
the neighboring vertices of any given node may be easily found and an expression for the nodes 
that make up a particular element can be derived. 
 
The vertices that make up an unstructured mesh do not follow a regular pattern such as given in 
Eqs. (2.2). It is therefore critical that a connectivity matrix be defined and followed when 
executing a numerical simulation employing an unstructured mesh. 
 
2.1.2 Triangular mesh quality 
 
There are many definitions that exist to define the quality of a triangular element as it may relate 
to deviation from an ideal equilateral triangle [6]. Regardless of the metric used to define it, 
finite element quality is essential to the success of a given simulation. Studies on the suitability 
of triangular mesh structure the FEM [7] and maximum internal angle of two- [8] and three-
dimensional elements [9] provide guidelines that drive mesh quality [10], [11] especially as 
related to the convergence of a given simulation [12].  
 
For the purposes of this work, mesh quality is defined as [13]  
 
 1coscoscos2))()((
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q
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where 
inr  is the radius of the largest inscribed circle within the element and outr is the radius of 
the smallest circumscribed circle that encapsulates the element. These radii are shown for a right-
angled isosceles triangle in Fig. 2.2 
 
 
Figure 2.2. Element quality as defined by twice the radius of the (largest) inscribed circle divided by the radius of 
the (smallest) circumscribed circle. 
 
Under this definition, an equilateral triangle would have a quality factor of 1q  and degenerate 
triangles would deviate from this value to zero. While the value of  q for a triangular element 
suitable for numerical analysis is subjective, a target average quality of 7.0q shall be adopted 
in line with [14]. The quality of the meshed representation of an entire structure (e.g., a bone, 
building, airplane, etc.) shall be assessed based on the worst individual value of q.  
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Figure 2.3. An unstructured triangular mesh. Element color is defined based on quality factor 
 
In addition to mesh quality, several other requirements that contribute to the numerical suitability 
of a triangular surface mesh. Elements of the surface mesh must be contiguous with no element 
intersections. The mesh must not have any holes, a condition described as ‘watertight’. While 
these conditions can generally be met easily for structured meshes of simple geometries through 
careful distribution of element nodes, unstructured meshes of complex items require a more 
sophisticated mesh generation algorithm.  
 
As mentioned above, the definition of mesh quality is suited for surface triangular elements and 
is not applicable to voxel based solvers.  
 
2.2 Delaunay triangulation 
 
Most objects of practical interest are complex and may be defined by areas of often high 
curvature and detail. Structured meshes are generally ill-suited for the numerical discretization of 
these objects in that they either lack the resolution to describe these complex items or the large 
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number of elements required would be unwieldy for a practical simulation. Furthermore, use and 
optimization of a given mesh would be improved if the following properties of the mesh were 
maximized to the best extent possible [15]: 
 
1. The triangles should not intersect the boundaries (in other words, should “respect” the 
boundaries). Consecutive triangle edges should approximate actual curved boundaries by 
utilizing closely spaced piecewise-linear edges. 
2. Generation of the mesh should offer as much control as possible over the sizes of 
elements in the mesh. This control implies the ability to grade from small to large 
triangles over a relatively short distance. 
3. The quality of the mesh should be relatively high. 
 
While many automatic triangular mesh generation algorithms have been proposed, none have 
surpassed Delaunay Triangulation in terms of functionality, ease of use and customization [16]. 
Proposed in 1934, Delaunay Triangulation [17]automatically generates a triangular mesh from an 
arbitrary collection of points and maximizes the minimum angle of all associated elements.  
 
2.2.1 Delaunay Triangulation Algorithm 
 
The underlying algorithm governing Delaunay Triangulation as elegant in its simplicity as it is 
useful to practical problems. The generation of nonintersecting triangular elements from a point 
cloud is depicted in Fig. 2.4. For a given three nodes in the vertex matrix, a unique Delaunay 
triangle is generated if and only if the circumcircle of the triangle contains no additional nodes 
from the point cloud in its interior. Additional points on the circumcircle boundary are permitted. 
 
Many of the modern implementations of Delaunay Triangulation compute utilizing a fast check 
of whether or not a node is inside a particular triangle. Using modern day computational 
resources, a set of n nodes may be triangulated in O(nlog(n)) time and require a storage size of 
O(n) [18].  
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Figure 2.4. A) Two unique Delaunay triangular elements generated from four nodes; B) Non-Delaunay triangulation 
of the same four nodes. 
 
2.2.2 Constrained Delaunay Triangulation 
 
For a given set of nodes describing a convex object, triangulation via the Delaunay algorithm 
will always respect the boundary since the node array includes the convex boundary edges. For 
non-convex objects, such as the geometry shown in Fig. 2.5a, additional action is required in 
order to preserve the boundaries and implement what is called constrained Delaunay 
Triangulation. The mesh shown in Fig. 2.5b is obtained through application of the algorithm 
described above and elements appear to pass through the boundaries, violating our desire for 
safeguarding these limits. If boundaries are included in the algorithm, the mesh in Fig. 2.5c is 
generated. In this case, the boundary is now respected, but extra elements have been created. A 
Boolean in/out status check with respect to the closed object boundary is then performed, 
removing extraneous elements and generating the final mesh shown in Fig. 2.5d. 
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Figure 2.5. Top row: unconstrained Delaunay triangulation of non-convex polygon; Bottom row: constrained 
Delaunay triangulation utilizing boundary edges and removal of unnecessary elements. 
 
2.3 Mesh Transformations 
 
After the element generation process has been completed, two- and three-dimensional triangular 
meshes may be manipulated through rigid body translation, rotation, scaling and mesh morphing 
(see section 4.5) as required by a given modeling task. These operations may be executed by 
affecting the vertex information in the P matrix, while keeping the connectivity matrix constant. 
 
Shifting a mesh may be accomplished by uniformly translating the vertex array as 
zPP
ntranslatioz
yPP
ntranslatioy
xPP
ntranslatiox






)3(:,)3(:,'
:
)2(:,)2(:,'
:
)1(:,)1(:,'
:
 (2.4) 
 
Similarly, mesh scaling by a factor ),,( zyx SSS may similarly be accomplished using  
)3(:,)3(:,')2(:,)2(:,'),1(:,)1(:,' PSPPSPPSP zyx          (2.5)  
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Rotation of the mesh about any axis is also possible. Rotation about the x-axis or pitch rotation 
by an angle  can be found by 
)3(:,cos)2(:,sin)3(:,
)3(:,sin)2(:,cos)2(:,
)1(:,)1(:,
PPP
PPP
PP





                                            (2.6) 
Rotation about the y-axis or roll rotation by an angle  , is calculated by 
)3(:,cos)1(:,sin)3(:,
)2(:,)2(:,
)3(:,)sin()1(:,)cos()1(:,
PPP
PP
PPP





           (2.7) 
Mesh rotation about the z-axis or yaw rotation by an angle   is given by a similar expression 
)3(:,)3(:,
)2(:,cos)1(:,sin)2(:,
)2(:,sin)1(:,cos)1(:,
PP
PPP
PPP





           (2.8) 
 
2.4 Mesh generation and improvement 
 
There may be times when it is necessary further manipulate the nodes of a mesh to improve 
mesh quality or better resolve a given geometry. Based on [19], three mesh improvement 
methods exist: (1) mesh refinement or coarsening, (2) edge swapping and (3) mesh smoothing 
applied via Laplacian or optimization-based algorithms. The main goal of the first method is to 
optimize mesh density while the second technique helps optimize element shape regularity.  
 
2.4.1 Laplacian Smoothing 
 
In its simplest form, Laplacian smoothing implies moving each vertex to the arithmetic average 
of the neighboring vertices while keeping boundary nodes and boundary connectivity constant. 
In other words, a free vertex of the mesh is relocated to the centroid defined by the vertices 
connected to that vertex. This concept is shown in Fig. 2.6 with the node under question, 
5p , 
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moved to the average of the neighboring points 
4321 ,,, pppp .  Smoothing is applicable to 
structures in both 2D and 3D. 
 
Figure 2.6. Laplacian smoothing of node p5 
Note that triangle quality is greatly improved through this operation. A summary of several other 
common Laplacian smoothing methods is given in [20] and described briefly below. 
 
(1) Standard Laplacian smoothing shown in Fig. 2.6 



ijij ppp
jp
k
p
,
* 1
 
                                              (2.9) 
where 
i  is the “star” of the vertex ip  having k points and 
*p is the new location. Note that this 
formulation can also be interpreted as a torsion-spring system where a central node in a star 
polygon is located at the centroid of the polygon balancing out the system to stay in (local) 
equilibrium. 
(2) Lumped Laplacian smoothing, 



ijij ppp
ji p
k
pp
,
* 1
3
2
3
1
 
                                           (2.10) 
(3) Centroid Voronoi Tessellation (CVT) smoothing utilizing attached triangle centers jt  and 
areas jA , 
 jjj AAtp /*                                                         (2.11) 
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(4) Weighted Centroid of Circumcenters (WCC) smoothing utilizing attached triangle 
circumcenters 
jc  and areas jA , 
 jjj AAcp /*                (2.12) 
Figure 2.7 shows an initial mesh at left with skewed elements and the results of iterating this last 
algorithm nine times at right. The final mesh has a much more uniform appearance with higher 
quality values than the original.  
 
Figure 2.7. Results of Laplacian smoothing with algorithm (4) after 9th iteration. 
2.4.1.1 Weaknesses of Laplacian smoothing 
 
The Laplacian smoothing algorithm has several drawbacks that must be addressed when used: 
 
1. It is a local algorithm with fixed boundary nodes, therefore it is not able to provide high-
quality uniform meshes from an arbitrary given set of nodes.  For example, for a square 
plate with random initial nodes the maximum achievable quality is about 0.5-0.6 whereas 
a more advanced algorithm studied in the next subsection routinely yields the quality of 
0.8-0.9.  
2. For the same reason, it is not well suited for creating high-quality non-uniform meshes 
with different triangle sizes from a given set of data points. 
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3. An undesirable effect is also the obvious “shrinkage” of 3D triangular meshes; the entire 
3D mesh actually becomes smaller than it is in reality after several iterations [21].  
The authors of [21] propose a modification to the algorithm that avoids shrinkage by pushing any 
modified points toward the previous locations and original points of the mesh. 
 
2.4.2 Mesh Decimation 
 
Reduction of the number of elements in a given mesh may be desirable if the run time of a 
simulation is unacceptably high or if a region of the mesh is overly detailed for the requirements 
of the project. The latter implies a tradeoff between acceptable error in the simulation and model 
size. In such cases, a number of algorithms for mesh size and complexity reduction exist and 
may be classified based on the mesh feature being modified.  
 
2.4.2.1 Vertex based methods  
 
Brute force removal of vertices may be accomplished using a variety of selection criteria. Such 
algorithms may uniformly remove vertices across a given geometry or use the gradient of 
geometric features to selectively delete unnecessary nodes. Removal of vertices in this manner 
will delete all faces associated with the node and create holes in the manifold mesh that will 
require local re-triangulation [22]. Advantage may also be taken of the geometric proximity of 
nodes. When a given simulation space is subdivided into uniform cubic volumes, multiple 
vertices residing within these subspaces can be quickly ‘collapsed’ into a single vertex without 
the loss of model manifoldness [23].  
 
2.4.2.2 Edge based methods 
 
Figure 2.8 provides an example of mesh decimation via edge collapse [24], [25], [26], [27]. The 
shared edge between elements 7 and 8 in the structure at left is identified for removal based on 
criteria such as minimum edge length value or quadric error metrics [27]. The two vertices that 
define the edge are collapsed to the edge center, replacing the edge with a single vertex and 
removing elements 7 and 8, which are now degenerate. The nearest vertices of the surrounding 
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elements are then relocated to this new vertex, producing the structure at right. This process may 
be carried out iteratively until the all edges are greater than the minimum edge length, thereby 
reducing the total number of elements in the mesh. Edge collapse is easily implemented and has 
the added benefit of supporting non-manifold structures.  
 
 
Figure 2.8. Mesh decimation via edge collapse. Elements 7 and 8 are removed. 
2.5 Adaptive mesh refinement and mesh gradation 
 
Mesh refinement has been an active area of research for over thirty five years [28] and has been 
applied to both 2D and 3D simplex based numerical modeling, including the FEM and MoM. In 
broad terms, two main classes of refinement exist: p-type refinement, which seeks to boost the 
accuracy of the simulation by increasing the polynomial order of the element interpolation 
functions [29], [30], and h-type refinement, which raises the density of mesh elements in areas of 
the simulation domain with high gradients, which require these additional elements to accurately 
resolve the governing physics [16], [31], [32], [33], [34], [35], [36]. Additional work has gone 
into combining these two methodologies into the hp-type refinement [37], [38], [39].   
The progression of a linear to a cubic triangular element typically employed in p-type refinement 
is shown in Fig. 2.9. In the upper left portion, a standard linear element defined by three vertices 
is shown. Quadratic triangular elements are derived by inserting additional vertices at the 
midpoints of each element edge. Cubic elements may be constructed by dividing each edge into 
three equal parts with four nodes defining the edge and an additional node in the element center. 
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As the degree of the element rises, the degree of the polynomial defining the interpolation 
function must also grow. These interpolation functions (also known as shape or basis functions) 
are based on Lagrange interpolation polynomials and can be characterized as follows: 

 


n
i ij
i
j
xx
xx
N
1
            (2.13) 
In eq. (1.13), n  is the number of nodes in an element and the factor found when ji  is 
disregarded.  Every node has its own associated basis function. Linear elements have two nodes 
and produce functions shown in Fig. 2.10. Note that a particular basis function is equal to unity 
at the node on which it is defined and zero at all other nodes. For example, in a linear element, 
N1 is calculated as: 
21
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and when 2xx  , 01 N . 
 
Figure 2.9. Nodes in Linear, quadratic, and cubic triangular elements 
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Figure 2.10. Interpolation functions for linear, quadratic, and cubic triangular elements 
While p-type refinement has been proven to exhibit excellent convergence, implementation of 
the method is more complex than the standard FEM due to the increased degrees of the 
interpolation functions. Implementation of h-type refinement in custom MATLAB
®
 based codes 
can be readily accomplished. This type of refinement has also been incorporated into the High 
Frequency Structural Simulator (HFSS), a commercial FEM solver from ANSYS, and is 
therefore adopted for the remainder of this study. 
2.5.1 h-type adaptive mesh refinement methodology 
The adaptive mesh refinement may be accomplished using the following procedure: 
(1) Finding local solution error. The first step in adaptive mesh refinement is to define and 
calculate the error of the numerical solution for every triangle in the mesh. The method for this 
calculation depends on the FEM formulation employed.  
In the collocation method [31], [33], [34] (also known as the point-matching method), the Dirac 
delta function is used as the weighting function when constructing the weighted residual. The 
electric potential on an object surface is matched to a particular given potential value, e.g. 1V, 
only for the collocation nodes (positions) – typically triangle centers or vertices. A relative 
potential (or charge/electric field) mismatch for other positions could be used as a local error 
indicator [31], [33], [34]. An excellent early paper on the local error behavior is Ref. [31].  
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In the standard Galerkin method, which uses the same basis functions defined above as 
weighting functions to form the weighted residual, there are no collocation nodes. However, 
once the numerical solution is available, the potential and the field may still be recalculated at 
any point of the boundary. Consider a boundary of a metal object with the constant impressed 
potential of 1V. Using the existing MoM solution, the electric potential values are recalculated at 
every triangle center separately.  Those values are never 1V but rather vary slightly about this 
value and this absolute difference is the error.   
A similar treatment applies to the tangential electric field, which must be zero at the triangle 
centers, but is never really zero. The corresponding absolute deviation is again an error. For 
dielectric-dielectric interfaces, the error in the boundary condition for the normal E-field 
component is computed. A specific error measure may be more complicated and physically 
justified.   
(2) Triangle refinement. Triangles may be refined through identifying those with an error above 
a certain threshold value or selecting a specified percentage of the total. Those selected are 
refined by introducing new mesh nodes exactly at the centers of their edges. Figure 2.11 shows 
two possible scenarios: a) three new nodes at three edges of any triangle in question and; b) – 
new nodes only on the boundary edges and on edges adjacent to two triangles in question. All 
boundary nodes including the old and new ones are inserted up front in the new node array P. 
(3) Mesh refinement. Constrained Laplacian smoothing described in the previous section is 
applied to the array P. The Laplacian smoothing involves Delaunay re-triangulation(s). The 
boundary nodes are not the subject to movement and held constant. If an inner node crosses the 
boundary, it is deleted.  While only a circle and rectangle are shown below, this method is 
applicable to any polygonal domain.  
(4) Iterative procedure. The numerical solution is calculated again and the process repeats itself.  
Note that this procedure may result in final meshes with very different triangle sizes. The ratio of 
the maximum triangle size to the minimum size is at least 10:1 and routinely reaches 100:1 or 
greater. A distinct advantage of this algorithm is that it reuses the original mesh and does not 
regenerate a mesh over the entire domain but rather in areas of localized error. 
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Figure 2.11. Two scenarios of element edge subdivision. 
2.5.2 h-type adaptive mesh refinement examples 
To demonstrate the methodology defined above, let the local error indicator (or the local error 
function) calculated at the center of triangle n be modeled by  
10,
1
 nn A
d
e                                             (2.15) 
where d is the distance function for an object and 
nA  is the triangle area. Note that the error 
increases toward the boundary and the error function becomes singular at the boundary. A 
motivation for this choice is the well-known expression for the surface charge density, , in 
C/m
2
 of a circle in vacuum with radius R and with the total charge Q, which is given by [40],[41] 
Rr
rRR
Q


 0,
1
2 22
                                 (2.16) 
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and tends to infinity at the edge of the disk. 
Fig. 2.12 demonstrates the mesh refinement process with 15% triangles to be refined at every 
step, with option a) in Fig.1, and with Laplacian smoothing defined by Eq. (2.12) of the previous 
section. Furthermore, 4/1  in Eq. (2.15). The mesh size increases by approximately 70% at 
every iteration step. The Laplacian smoothing is performed iteratively, until the mesh quality 
increases above a desired threshold. The adaptive refinement process is shown to slightly reduce 
triangle quality, but not to a point that would threaten convergence of the solution. The final 
mesh is highly non-uniform with a max/min triangle size ratio of 56.   
 
Figure 2.12. Iterative meshes in the adaptive mesh refinement process. Left column shows the error plot at the 
previous iteration step; right column – the mesh refined according to this error. 
2.5.2 Dependence of adaptive mesh results on the refinement rate 
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The mesh refinement procedure depends not only on the error function given by Eq. (2.15) but 
also on the mesh refinement rate. In the previous example, the mesh size increased by about 70% 
at every step. Note that the mesh size increase is not equal to the number of refined triangles. 
Fig. 2.13 shows a similar numerical experiment, but for the square plate. The same procedure 
depicted in Fig. 2.12 is employed, but only 5% of triangles are to be refined at every step and
2/1  in Eq. (2.15). Now, the mesh size increases by approximately 20% at every step and the 
mesh is refined not only at the edges, but also in the main body of the plate. The error plot at 11
th
 
iteration is shown on the bottom left of Fig. 2.13 the associated refined mesh is shown on the 
bottom right.  
 
Figure 2.13. Iterative meshes in the adaptive mesh refinement process for the square plate. 
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2.6 Implicit boundary description 
 
A novel planar and 3D high-quality mesh generator developed and implemented in MATLAB by 
P.-O. Persson and G. Strang [14], [42] entitled DISTMESH is ideal for creating meshes for 
simple shapes. It has the following features: 
1. Similar to the Laplacian smoothing algorithm described above, the concept of a torsion-
spring system is applied. A central node in a star polygon is located at the centroid of the 
polygon balancing out the system to stay in equilibrium. However, the resulting repulsive 
forces,   
 
const,0),(),( 000  kllllkllf                                                                (2.17) 
which initiate node movements, are now a function not only of  the local edge length, l, 
but also of the global average edge length, 0l , in the mesh. This means that the smoothing 
is in a certain sense global; the nodes in denser regions will be moving relatively more 
than those in other regions.  
2. There are no fixed nodes at the boundaries; the nodes are simply returned to the boundary 
according to the local normal vector. 
3. A local triangle size in the mesh may be varied by altering 0l  by a certain local element-
size function, )(),( Phyxh   so that 0l  is replaced by 0),( lyxh   in Eq. (2.17). This makes 
it possible to obtain high-quality, non-uniform meshes described in the following text. 
 
In contrast to the Laplacian smoothing method described in the previous subsections, the 
DISTMESH does not explicitly specify boundary nodes and boundary edges with a few 
exceptions. Instead, simple geometry shapes (also called primitives) are described implicitly, 
using a distance function. For example, a circle of radius R is described by distance function 
RPPd  )2(:,)1(:, 22                                                                                                    (2.18) 
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negative inside the circle and positive outside. This description is completely sufficient for the 
mesh generator as long as the vertices which cross the boundary during the mesh generation 
process are returned exactly to the boundary and remain there. 
2.6.1 Mesh size function 
 
The local triangle size (local edge length) in the mesh is controlled by a (normalized) mesh size 
function, )(Ph , mentioned above.  In Fig. 2.14a, the mesh size function is given by 
R
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with 2.0 . When 0d  (exactly at the boundary), then 1h ; when Rd   (shape center), 
then 5h . This means that triangles close to the circle center will be about five times greater in 
size than at the boundary and this is shown plainly in Fig. 1-19a. In Fig. 2.14b, the mesh size 
function is given by 
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with  2.0  where L is rectangle length and W is the rectangle width. When 0d  (at the 
boundary) then 1h . Simultaneously, it should be 4h  close to the rectangle center (for 
WL  ). This means that triangles close to the rectangle center will be about four times greater 
than at the boundary, as shown in Fig. 2.14b. 
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Figure 2.14. Non-uniform implicit high-quality mesh generation for simple shapes using DISTMESH [14], [42]. 
Minimum triangle quality is 0.68 and 0.63, respectively. 
 
2.7 Creating 2-manifold surface meshes 
 
In the process derivation described above, the term ‘watertight’ has been applied a given mesh 
and implies that the computational approximation of the physical structure has no holes in it. 
This mesh feature is generally required by commercial numerical simulation products and is one 
of the hallmarks of a quality mesh. A 2-manifold mesh [43] further stipulates that all elements 
are contiguous and that each edge included is incident to at most two faces. Manifoldness also 
demands that the faces joined by every vertex form a closed or open disk, as depicted in the top 
row of Fig. 2.15. An example of a sphere is shown in the upper left of the figure with six 
elements forming a closed disk highlighted. In the upper right, an open disk is formed by the two 
elements defining the border of the hexagon. 
 
The structures shown in the lower row of Fig. 2.15 demonstrate examples of non-manifold 
meshes. In the bottom left, a single edge is shared by three different mesh elements. This results 
in a ‘hanging’ element that is normal to the surface defined by the remaining two elements. In 
the bottom right, examples of non-manifold nodes do not have surrounding closed or open disks. 
If these meshes are to be used in a numerical simulation, cleaning operations to remove faces 
from non-manifold edges and resurfacing via Delaunay re-triangulation or Poisson surface 
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reconstruction will likely be required. It should be emphasized that the non-manifold structures 
in the lower row of Fig. 2.15 apply to a single mesh structure only. 
2.8 A Note on Constructive Solid Geometry 
 
When generating meshes of relatively simple geometries that can be decomposed into two or 
more basic shapes, we may take advantage of a technique known as Constructive Solid 
Geometry (CSG) [44]. CSG is implemented by defining basic convex solid objects called 
primitives such as spheres, cubes, cylinders, prisms, pyramids and cones over a base 
computational grid. MATLAB is particularly well suited for the execution of CSG, as the mesh 
domain and all primitives may be easily defined with a few basic lines of code, available on the 
web at [45]. 
 
 
Figure 2.15. Examples of manifold (top row) and non-manifold (bottom row) structures. 
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2.8.1 Base computational grid 
 
The first step in building meshes using CSG is to create a 3D cubic grid with a cell size, d, in the 
simulation volume defined by minimum and maximum values in the x-, y-, and z-dimensions. 
This accomplished in MATLAB as 
x   = [xmin+d/2:d:xmax-d/2];    %   x variable - half grid 
y   = [ymin+d/2:d:ymax-d/2];    %   y variable - half grid 
z   = [zmin+d/2:d:zmax-d/2];    %   z variable - half grid 
[X, Y, Z] = ndgrid(x, y, z); 
 
2.8.2 Description of primitives 
 
Each primitive volume must next be described separately in 3D as a field of values, V. The array 
V is defined over the entire base grid and for our purposes, let us defines a value of -1 for all 
nodes of the base grid within the primitive and a value of +1 for all nodes on the outside. These 
values will become in surface mesh generation and Constructive Volume Geometry (CVG) [46]. 
Basic geometric functions are used to describe each primitive. For example, a function 
generating a sphere may be given by  
 
function V = sphere(xc, yc, zc, r, X, Y, Z) 
%    Centered sphere; a smooth boundary is necessary    
temp     = r^2 - (X-xc).^2 - (Y-yc).^2 - (Z-zc).^2; 
V       = - temp;  
 
Likewise, a cuboid can be generated using 
 
function V = cuboid(xc, yc, zc, a, b, c, X, Y, Z) 
%   Centered cuboid  
V = 1 - 2*((abs(X-xc)<=a/2)&(abs(Y-yc)<=b/2)&(abs(Z-zc)<=c/2)); 
 
2.8.3 Boolean operations on primitives  
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If defined in the manner described above, CSG Boolean operations of union, intersection, and 
subtraction of bodies then become simple min/max operations on the 3D fields:  
 
function V = unite(V1, V2)  
V = min(V1, V2); 
 
function V = intersect(V1, V2)  
V = max(V1, V2); 
 
function V = subtract(V1, V2) 
V = max(V1, -V2); 
 
These operations may be repeated as necessary. In this way, more complicated body shapes may 
be created.  
 
2.8.4 Conversion to surfaces 
 
Following all required Boolean operations, the resulting volume is a cloud of points that may or 
may not be convex and must be converted to surfaces constructed of triangular elements. This is 
accomplished using the MATLAB function isosurface. This function computes isosurface data 
from the volume data V at the isosurface value equal to zero, i.e. exactly at the boundary of the 
solid. This function may be treated as an extension of the contour plot to three dimensions.  
 
MATLAB function isosurface outputs array of triangular faces S.faces(FacesTotal, 3) on the surface 
and the array of nodal points S.vertices(VerticesTotal, 3)on the same surface of the final solid object. 
These arrays are trivially converted to t and P arrays used in this text as shown below:  
 
S   = isosurface(X, Y, Z, V, 0); 
t = S.faces'; P = S.vertices';  
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The surface patches are plotted using the patch command and thus allow us to visualize the 
resulting body. The resulting volume representation, V, is directly exported to the FDTD main 
grid where it is assigned required material properties.  
 
2.8.5 Example – creating a cavity with multiple circular openings  
 
Consider as an example the creation of a large cylindrical cavity with a number of round 
openings.  The dimensions of the base cylinder defining the majority of the cavity are given as: 
 
%   Base cylinder (along x-axis) 
    R   = 4.0;              %   outer radius, m 
    H   = 5.0;              %   outer height, m 
    thickness  = 0.07*R;    %   thickness, m 
    D   = 1.0;              %   hole diameter, m 
 
The cavity is formed by subtraction a smaller cylinder from the larger cylinder. The circular 
openings are formed by subtraction of spheres from the cavity:  
 
%%  Create primitives  
    %   Outer cylinder  
    V1 =  cylinder(0, 0, 0, R, H, 'x', X, Y, Z); 
    %   Inner cylinder  
    V2 =  cylinder(0, 0, 0, R-thickness, H-2*thickness, 'x', X, Y, Z); 
    %   First hole  
    V3 = sphere(H/8, 0, +R, D/2, X, Y, Z);     
    %   Second hole  
    V4 = sphere(H/2, -R/2, -R/2, D/2, X, Y, Z);     
    %   Third hole  
    V5 = sphere(H/2, +R/2, +R/2, D/2, X, Y, Z);     
%%  Do Boolean operations  
    V = subtract(V1, V2); 
    V = subtract(V, V3); 
    V = subtract(V, V4); 
    V = subtract(V, V5); 
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Each primitive is shown prior to any Boolean operations in Fig. 2.16. 
 
Figure 2.16. Primitives to be operated on during assembly of the drum cavity. 
The resulting structure is plotted in Fig. 2.17a. Here, the surface mesh is hidden: the edges of 
triangular patches are not shown.  More detail of the surface mesh is shown in Fig. 2.17b – the 
resolution is quite fine with a total of 48,200 triangular elements.   
 
This technique is quite powerful and may be best suited for simple geometry construction in 
custom academic codes. 
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Figure 2.17. A) (top) Resulting drum cavity with openings. The surface mesh is hidden; B) (bottom) Resulting drum 
cavity with openings. The surface mesh is shown. 
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Chapter 3 – Image segmentation 
 
For the purposes of modeling a human body and executing meaningful simulations of 
electromagnetic phenomena, the end goal of model development is to create a mesh product that 
is anatomically accurate and numerically suitable. These two criteria contribute to the 
applicability and utility of the resulting model – failure to properly meet either of these measures 
will limit the efficacy of the model, thereby reducing the value of the simulation, no matter the 
applied simulation method (FEM, MoM, etc.) or available computational resources. 
Anatomical accuracy as applied to a human body model implies that all relevant tissues within 
the simulation domain are included in the model and that these objects are located in the correct 
positions. An obvious example of anatomical inaccuracy would be the placement of the brain 
within the human torso. A more subtle example is the omission of cerebrospinal fluid, which 
exists within the subarachnoid space and the ventricular system that encapsulates the brain and 
spinal cord. This highly conductive fluid has a significant impact on simulation results but does 
not appear in cryosection photographs, increasing the probability of inadvertent exclusion. Other 
complex and intermingling structures, such as interweaving blood vessels, embedded nerves, and 
the highly convoluted small and large intestines further complicate not only proper tissue 
identification, but also accurate segmentation leading to actionable and usable models. For these 
reasons, special care must be taken when creating these models. 
In order for a mesh to be numerical suitable, all elements of the mesh must be contiguous with 
no element intersections or overlapping. The digitized approximation of the simulation volume 
or surface is constructed as described in the previous chapter using nodes with x-, y-, and z-
coordinate values and connected using 3-dimentional (tetrahedral, cubes, pyramids, etc.) or 2-
dimentional (triangular or quadrilateral) elements, respectively. Elements may not have duplicate 
nodes or faces and all edges must be part of an element. Additionally, all surfaces describing a 
volume should be manifold or ‘watertight’ – no holes in the surface may be present. An example 
of a numerically suitable surface, as defined by Eq. (2.1), contains an array, P, consisting of the 
x-, y-, and z-coordinates of each node in the mesh is defined along with a connectivity matrix, t. 
This latter matrix is used to describe which nodes are associated with which element, as 
determined by the matrix row. The connectivity matrix may also be augmented with additional 
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columns that describe associated boundary conditions, material properties and domain 
subdivisions within the overall simulation space. A supplementary material property matrix may 
also be employed to designate the material properties associated with each element. 
In order to achieve these two goals, a number of steps are required, including acquisition of 
suitable and accurate data, robust data segmentation, registration of the resulting models and 
mesh conditioning to eliminate any and all numerical errors. There are a number of medical 
imaging techniques in existence that provide suitable data sources from which computational 
model construction can begin and these steps may be applied regardless of the input data type. 
Computed Tomography (CT), Magnetic Resonance Imaging (MRI) and Positron Emission 
Tomography (PET) all provide enhanced insight into the internal structure and composition of 
human anatomy and each have associated advantages and disadvantages. For example, CT scans 
are excellent at depicting cortical and cancellous bone structures while MRI is better suited to the 
identification of soft tissues. Each presents known risks to the patient (i.e., exposure to radiation) 
and all provide medical personnel with the ability to diagnose pathologies and assist in optimal 
treatment. Model construction from medical images has been the basis for modeling across 
applications and engineering disciplines from Computational Fluid Dynamics (CFD) [1] to 
Computational Electromagnetics (CEM). For the models described herein, a series of highly 
accurate and closely spaced cryosection images, taken in the transverse plane of the human body, 
were used as the data source. 
3.1 Basic principles of image segmentation 
 
Image segmentation is the process by which regions of interest within an image are separated 
from the image background and from other regions of interest. These regions, which are also 
known as classes or subsets, must be consistent in terms of a particular number of traits. For 
example, if a segmentation of the skull is desired, all areas in an image depicting the skull must 
be separated and stored independently from other information (e.g., the segmentation of the 
brain, eyes, skin, etc.) as shown in Fig. 3.1. Image segmentation applications span beyond the 
realm of model construction for numerical simulations of PDEs and can be used to classify 
pathologies such as tumor growth and lesion localization, simulation and planning of surgery 
procedures, and the study of organ development.  
46 
 
 
Figure 3.1. a) Segmentation highlighted for the skull region. b) Model constructed for the skull from segmentation. 
Segmentation is an extremely active research area with many distinct methodologies described in 
the literature [1]-[21]. Many factors contribute toward the development and implementation of 
either improved or novel segmentation algorithms, including continuous expansion of 
computational resources, development of new and/or more accurate medical imaging 
technologies (e.g., micro-CT vs. CT, fMRI vs. MRI, etc.), and the advancement of automated 
algorithms that may actively utilize anatomical knowledge [22], [23]. In broad terms, 
segmentation methods can be separated based on the processes they employ [24]. Manual, 
semiautomatic, and automatic algorithms progressively reduce the amount of human interaction 
during segmentation; pixel-based algorithms employ localized segmentation methods while 
region-based algorithms are more global in nature; manual delineation; classical image 
processing methods such as thresholding, edge- or region-based versus statistical and fuzzy logic 
or neural network based. 
Despite the variety of implementations, no one singular segmentation technique has been proven 
to be suitable in all applications. Different schemes produce results that may better suit the goals 
of one application over another or may be better suited to a specific type of medical image class. 
While extremely time consuming, manual segmentation by human hand enables reliable and 
repeatable results that are highly customizable to the constraints of the application. For these 
reasons, manual segmentation augmented with semi-autonomous algorithms implemented in 
Insight Toolkit-SNAP (ITK-SNAP) [25] was selected as the primary method for construction of 
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the models in this study. This method is justified due to the high accuracy it provides, severely 
mitigating segmentation error as a source of inaccuracy in the global model, and isolating this 
process from other sources of error. A small amount of automated segmentation was also 
performed through the use of the 3D active contour algorithm internal to ITK-SNAP. 
3.1.1 Example threshold segmentation of VHP CT data 
A simple and straightforward method of image segmentation is thresholding or isolating pixels 
that contain information above or below a defined value. A clear example of this technique is 
shown in Fig. 3.2.  
 
Figure 3.2. Upper left: original CT image of head; Lower left: segmented image using thresholding; Right: detailed 
view of segmented image. 
 
Depicted in the upper left is a CT image of the Visible Female head corresponding to the region 
of the skull that houses the middle of the eye sockets. In the lower left, all pixels with an 
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intensity value greater than 1700 have been identified and plotted over the original image. At 
right in Fig. 3.2 is a detailed view of the anterior of the left eye socket. Thresholding has traced 
the highest valued pixels while ignoring those with values below 1700, including pixels from the 
interior of the bone. 
3.2 Overview of segmentation software 
 
There is a plethora of image segmentation software packages available with a large database of 
vendors located at the Internet Analysis Tools Registry (IATR) [26]. This database, which is 
supported by the Human Brain Project (HBP), provides a listing and reviews of 197 distinct 
image segmentation and registration tools designed for a broad number of applications, including 
cerebral aneurysm detection, neuroradiology, bioimaging, surgical planning and anatomical 
informatics. This international group of contributors range from academic institutions 
(Massachusetts Institute of Technology, University of Pennsylvania, Johns Hopkins University) 
to commercial entities (The MITRE Corporation) and hospitals (Massachusetts General Hospital, 
Brigham and Women’s Hospital) to national laboratories (Los Alamos National Lab). Some of 
these tools are supported not only by the HBP but also Neuroimaging Informatics Technology 
Initiative (NIfTI), which is jointly sponsored by the National Institute of Mental Heal and the 
National Institute of Neurological Disorders and Stroke.  
 
As previously mentioned, the segmentation tasks required to construct the models in this study 
were accomplished using ITK-SNAP. Development of this open source tool has been led by Dr. 
Paul Yushkevich of the Penn Image Computing and Science Laboratory in the Department of 
Radiology at the University of Pennsylvania. Manual segmentation of three-dimensional image 
stacks can be accomplished in ITK-SNAP by manual means (e.g., hand tracing areas of each 
image for separation) or semi-autonomously using active contour methods. The Graphical User 
Interface (GUI), depicted in Fig. 3.3, supports simultaneous viewing of the medical image stack 
in the sagittal, coronal and axial planes, greatly facilitating segmentation tasks and allowing real-
time monitoring from all angles. A number of standard image file formats are supported, 
including both the raw binary and NIFTI formats. Once segmentation is deemed complete, data 
may be exported to several mesh file formats, including the ubiquitous stereolithography (STL) 
format [27], which is readily suitable for import into most commercial Computer Aided Design 
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(CAD) packages. Additional information on ITK-SNAP is described in the following section as 
it pertains to the segmentation of the Visible Human Project
®
 (VHP) dataset [28]. 
 
 
Figure 3.3. Three-dimensional segmentation in ITK-Snap of the image stack to isolate the cerebellum. The three 
planes of the body are shown moving clockwise from the top left and the resulting STL mesh is shown at the bottom 
left. 
3.3 Segmentation workflow 
 
Accurate model generation is not possible without high fidelity input data and a robust and 
reliable workflow. For the generation of the VHP-F model, the workflow described in Fig. 3.4 
was utilized. This section describes the data source in detail and provides more insight into 
model construction processes. 
 
3.3.1 Data Acquisition 
 
For all the models created in this study, a series of cryosection images was used as the data 
source. These images are part of the archives included in the Visible Human Project
®
 (VHP) 
established in 1989 by the U.S. National Library of Medicine and designed to facilitate and 
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encourage greater use of medical images by doctors and engineers. The goal of the VHP was to 
create a full digital image library that completely characterizes normal male and female anatomy. 
 
Figure 3.4. Workflow utilized in the construction of the VHP-F computational model. 
The Visible Male dataset was first made available in November of 1994 and contains MRI, CT 
and cryosection images predominantly taken in the axial plane of the body. The MRI images 
have a pixel resolution of 256 by 256 and each pixel has a gray scale value measured by 12 bit 
digits. The CT images were taken at intervals of 1mm and have a resolution of 512 by 512 
pixels, each pixel measuring the gray scale with 12 bits. Each anatomical cryosection image has 
been taken in the axial plane at 1mm intervals to exactly coincide with the CT data. Every image 
consists of 2048 by 1216 pixels with each pixel measuring 0.33mm per side. Pixels in each 
image are expressed with 24 bits of color. There are 1,871 axial anatomical and CT images in the 
male model making up about 15 gigabytes of data.  
In November of 1995, the Visible Female dataset was made available and mirrored the Visible 
Male dataset with the one distinct difference that the axial cryosection images were taken at 
intervals of 0.33mm along the body. This results in the formation of a voxel (a three-dimensional 
pixelated structure) with 0.33mm length edges and a collection of 5,189 anatomical images or 
around 40 gigabytes of image data. Representative images of the Visible Female head and 
abdomen are shown in Fig. 3.5. 
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Figure 3.5. Axial cryosection images depicting internal organs within the head and abdomen of the Visible Female. 
The models described in this work have been based entirely on the Visible Female dataset, hence 
the ‘VHP-F’ nomenclature. Model resolution in the axial plane is limited by the pixel density of 
the images and if we assume perfect segmentation of the image, this limit is 0.33mm by 0.33mm. 
Our models have been constructed using every third anatomical image, resulting in a resolution 
of 0.99mm as they progress down the vertical axis of the body. In other words, the x-, y-, and z-
dimensions of the voxel (the three-dimensional volume described by pixel dimensions in the X-
Y and X-Z planes) produced by the images in use are 0.33mm by 0.33mm by 0.99mm. 
3.3.2 Segmentation 
 
Image stacks from the VHP dataset consist of a series of two dimensional gray scale or color 
images that have been combined sequentially into binary data files via image processing tools 
(i.e., MATLAB
®
, ImageJ, etc.). These stacks may be imported into ITK-SNAP for segmentation 
and the user may manually trace tissues and other structures, thus isolating these regions from 
other image areas. If necessary, the image stack may be re-oriented within ITK-SNAP to 
facilitate the best possible segmentation result. Manual segmentation is accomplished using the 
polygon tool to trace the edges of a desired structure. Semi-autonomous segmentation can be 
achieved by preprocessing a given Region of Interest (RoI) based on minimum and maximum 
pixel intensity values and seeding the RoI with segmentation ‘bubbles’ that initialize the active 
contour algorithm. These bubbles then expand and contract based on user defined balloon, 
curvature and advection forces. The balloon force can be set to expand or contract the 
segmentation bubble boundary proportionally based on pixel intensity. Curvature forces help to 
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smooth the boundaries of the preprocessed image and help in containing the segmentation bubble 
in narrow areas. The advection force pushes the segmentation bubble boundary back as it tries to 
expand across boundaries within the image that are defined by different pixel intensities. The end 
result is a very dense mesh file describing the surface of the segmented region as a series of 
triangular elements defined by a node point cloud. The STL file format is quite common in 
geometric modeling and may be processed by many commercial and open source mesh 
manipulation software suites. Even with the assistance of semi-autonomous methods, the process 
is largely based on manual manipulation of the images and, while time consuming, results in 
very fine triangular meshes suitable for further processing. 
 
3.3.3 Mesh Conditioning 
 
The results of the segmentation process are very fine and extremely dense meshes that contain a 
large number of nodes. Typical numbers of nodes are on the order of between 10
6
 and 10
10
. 
These meshes, which accurately depict the structures shown within the image stack, would be far 
too unwieldy to be used in an actual simulation, producing at best excessive runtimes and at 
worst system crashes due to memory overload. Numerical inaccuracies such as holes within the 
mesh, non-manifold edges and faces may have formed during the segmentation and mesh 
exportation processes and must be healed. For these and other reasons, mesh conditioning is 
required to reduce the number of nodes to a computationally reasonable number and ‘clean’ the 
mesh, eliminating defects and discrepancies that could reduce the accuracy and utility of the 
model. This process is iterative as changes in formats, incorporation into various modeling 
software packages, and integration of separate model objects into the simulation may introduce 
errors, coordinate shifts, rotations and other defects. 
Much of the mesh conditioning process has been accomplished via Meshlab, an open source 
mesh analysis and processing tool designed for rendering, editing and cleaning unstructured 
triangular meshes [29]. Meshlab provides a wide variety of algorithms described in the previous 
chapter for decimation, surface reconstruction, patching, translation and rotation, smoothing, and 
other functionality. 
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Reduction of the number of nodes in a given mesh is generally the first step taken during mesh 
conditioning and this is accomplished using Quadric Edge Collapse Decimation as defined in 
section 2.4.2.2. Decimation may be applied to the entire mesh as a whole or may be employed 
locally on selected areas of the mesh. This latter procedure can be used to preserve areas of high 
curvature that require more nodes for sufficient resolution while eliminating elements in less 
complex areas, thereby reducing the total number of nodes in the entire model. 
The results of mesh decimation may produce a model that has a large numbers of elements 
attached to a single vertex. Some numerical solvers cannot handle meshes with this trait and for 
this reason mesh smoothing may be required. In general, smoothing algorithms produce meshes 
that have been slightly shrunk in size along individual element normals. This consequence may 
be significantly reduced through the use of Laplacian smoothing technique defined in section 
2.4.1 of the previous chapter, readily available in the Meshlab suite.  
In many cases, re-examination of the mesh may help in creating models that are more efficient 
and suitable for simulation. This entails the (possible successive) application of Delaunay 
triangulation and the elimination of nodes and elements that do not satisfy the criterion for this 
methodology. In this way, many mesh defects, including redundant nodes and edges, non-
manifold edges, and intersecting faces can be eliminated. 
The complicated and convoluted structures in the human body can sometimes produce meshes 
that fold on top of each other. Examples include the intestinal tract, blood vessels, and nerves. 
These structures may often have surface elements that intersect with each other or are located 
within the organ. Mesh surface reconstruction has proven to eliminate these defects and produce 
smooth and contiguous surfaces suitable for simulation purposes. One particularly useful 
algorithm facilitating this end is the Poisson Surface Reconstruction [30], also included in 
Meshlab. 
3.3.4 Registration 
 
Mesh registration is the process by which the structures created during segmentation and refined 
during mesh conditioning are oriented with respect to one another in the global coordinate 
system governing the complete model. This procedure is necessary due to a number of reasons. 
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Image distortion and noise artifacts in the data may have been inadvertently captured during the 
segmentation process. The mesh conditioning process, which is not necessarily applied 
uniformly to all mesh objects, may have introduced slight model translations or scaling factors 
that decrease the anatomical accuracy of the mesh. The acts of importing and exporting meshes 
into different software packages or the translation from mesh formats sometimes introduce 
inconsistencies in the model coordinate system, model shifts and changes in digit representation 
that potentially generate impacts on mesh position, orientation and interaction.  
A global origin, describing relative orientation and position of all separate objects of the VHP-F 
model, has been defined at the appearance of the external auditory meatus, which corresponds to 
image avf1152a.png in the VHP dataset. The x- and y-coordinates of this origin are defined as 
the geometrical center of the image and the z-coordinate is expressed in terms of the number of 
images above and below avf1152a. For example, if a structure begins 10 images below the origin 
image, it is assigned a z-coordinate of -10*0.99mm or -9.9mm.  
The mechanics of mesh registration are reasonably straightforward: as shown in Fig. 3.6, the 
nodes of each model are displayed on top of the original cryosection images used during the 
segmentation process. If the nodes were not located in the proper place, spatial transformations 
and rotations, defined in section 2.3, are accomplished by treating each model as a rigid-body 
model. This methodology allows for global changes in rotation and translation while maintaining 
the internal structure of the model. Scaling operations were conducted via projection of a given 
mesh element along its normal.  
Following any required translation, rotation or scaling operations, the nodes of each model object 
were again displayed over the original cryosection images for verification of position. The 
process is repeated iteratively as necessary. A representative example of registration of the lungs 
is depicted in the Fig. 3.6. At left, the nodes from the lung model are plotted on the image to 
confirm or deny the registration. At right, the resulting registered lung structure in shown relative 
to the outer skin surface of the VHP-F model. 
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Figure 3.6. a) Nodes lungs superimposed over the original image for the purposes of registration. b) Modified model 
structure shown within the global outer VHP-F surface. 
An alternative means of registration is the comparison of the model with a known and validated 
anatomical atlas. This process uses a priori knowledge of anatomy to compare the results of the 
segmentation and surface reconstruction processes to expected human features. In this way, for 
example, missing teeth could be extrapolated from a dataset to make a complete set. 
3.4 Material Properties 
 
Each individual tissue has material properties values that must be properly characterized in order 
to ensure the accuracy of any simulation involving the human – this is true regardless of 
simulation method or problem type (electromagnetic, thermal, structural, etc.). Given the focus 
of this dissertation is electromagnetics, the material properties that are most critical are the 
relative electric permittivity and conductivity.  
Relative permittivity, also known as the dielectric constant, characterizes the ability of a 
dielectric material to store charge relative to a vacuum. This property is dependent upon the 
operating frequency with a general tendancy to decrease as the frequency rises. 
Conductivity is a measure of the free-electron conductive properties of a material. High 
conductivity values indicate a greater availability of free electrons in the material to carry 
currents. This material property is again dependent on frequency and generally increases as 
frequency increases. 
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The simulations performed in the latter sections of this dissertation take full advantage of the 
wealth of research that has gone into material property characterization over the past 30 years. 
[31], [32], [33], [34], [35], [36]. When constructing the VHP-F model, consistency with other 
state-of-the-art modeling resources was desired, so the primary source of material property 
values is the database maintained by the Foundation for Research on Information Technologies 
in Society [36]. 
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Chapter 4 – The VHP-F Computational Phantom to 
Date 
The processes and procedures of segmentation, registration, mesh conditioning and model 
construction have been put to use in order to create the VHP-F model. The number of human 
tissues and structures fully characterized has been somewhat dictated by time constraints – 
indeed, more tissues can be segmented and included in the global model, but for the purposes of 
the applications described in Chapters 5-7, the present model shown below has been proven 
suitable for a number of studies and has been subjected to peer review with favorable results [1] -
[11] .  
4.1 Current model inventory  
 
In its current form, the VHP-F computational model consists of 33 distinct human tissues, all 
created from the Visible Female dataset as described in previous sections. A complete inventory 
of models is provided below in Table 4.1, delineated by both structure name and material type. 
Table 4.1. Inventory of models that embody the current VHP-F computational model 
Structure  Fine Model Course Model 
Left Acromion 
Fine/Course 
Mesh Triangles: 
524/524 
Course Mesh 
Quality: 0.015 
Tissue: Cortical 
Bone 
  
Right Acromion 
Fine/Course 
Mesh Triangles: 
590/590 
Course Mesh 
Quality: 0.28   
60 
 
Structure  Fine Model Course Model 
Tissue: Cortical 
Bone 
Aorta 
Fine/Course 
Mesh Triangles: 
149,876/3,874 
Course Mesh 
Quality: 0.23 
Tissue: Blood 
 
 
Cerebral Cortex 
Fine/Course 
Mesh Triangles: 
2,173,224/2,992 
Course Mesh 
Quality: 0.39 
Tissue: Grey 
Matter 
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Structure  Fine Model Course Model 
Superior Vena 
Cava 
Fine/Course 
Mesh Triangles: 
270,928/1,000 
Course Mesh 
Quality: 0.08 
Tissue: Blood  
 
Cerebellum 
Fine/Course 
Mesh Triangles: 
50,000/1,000 
Course Mesh 
Quality: 0.05 
Tissue: 
Cerebellum 
 
 
Cerebrospinal 
Fluid 
Fine/Course 
Mesh Triangles: 
2,992/2,992 
Course Mesh 
Quality: 0.17 
Tissue: CSF 
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Structure  Fine Model Course Model 
CSF Ventricles 
Fine/Course 
Mesh Triangles: 
832/832 
Course Mesh 
Quality: 0.008 
Tissue: CSF 
  
Left Eye 
Fine/Course 
Mesh Triangles: 
540/540 
Course Mesh 
Quality: 0.38 
Tissue: Vitreous 
Humor 
  
Right Eye 
Fine/Course 
Mesh Triangles: 
510/510 
Course Mesh 
Quality: 0.36 
Tissue: Vitreous 
Humor 
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Structure  Fine Model Course Model 
Heart 
Fine/Course 
Mesh Triangles: 
3,988/3,988 
Course Mesh 
Quality: 0.13 
Tissue: Heart 
Muscle 
  
Left Humerus 
Fine/Course 
Mesh Triangles: 
882/882 
Course Mesh 
Quality: 0.34 
Tissue: Cortical 
Bone 
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Structure  Fine Model Course Model 
Right Humerus 
Fine/Course 
Mesh Triangles: 
1248/1248 
Course Mesh 
Quality: 0.22 
Tissue: Cortical 
Bone 
  
Intestinal Tract 
Fine/Course 
Mesh Triangles: 
35,516/17,758 
Course Mesh 
Quality: 0.04 
Tissue: Intestine 
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Structure  Fine Model Course Model 
Mandible 
Fine/Course 
Mesh Triangles: 
139,358/1,500 
Course Mesh 
Quality: 0.09 
Tissue: Cortical 
Bone 
 
 
Left Kidney 
Fine/Course 
Mesh Triangles: 
81,103/2,838 
Course Mesh 
Quality: 0.06 
Tissue: Kidney 
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Structure  Fine Model Course Model 
Right Kidney 
Fine/Course 
Mesh Triangles: 
80,150/2,162 
Course Mesh 
Quality: 0.04 
Tissue: Kidney 
  
Liver 
Fine/Course 
Mesh Triangles: 
390,264/4,616 
Course Mesh 
Quality: 0.43 
Tissue: Liver 
  
Lungs 
Fine/Course 
Mesh Triangles: 
163,974/4,870 
Course Mesh 
Quality: 0.31 
Tissue: Inflated 
Lung 
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Structure  Fine Model Course Model 
Muscle Layer 
Fine/Course 
Mesh Triangles: 
12,580/12,580 
Course Mesh 
Quality: 0.25 
Tissue: Muscle 
  
Fat Layer 
Fine/Course 
Mesh Triangles: 
60,000/12,166 
Course Mesh 
Quality: 0.36 
Tissue: 
Infiltrated Fat 
  
Radius & Ulna 
(R/L) 
Fine/Course 
Mesh Triangles: 
124,746/2,000 
Course Mesh 
Quality: 0.08 
Tissue: Cortical 
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Structure  Fine Model Course Model 
Bone 
Ribs 
Fine/Course 
Mesh Triangles: 
230,172/10,062 
Course Mesh 
Quality: 0.05 
Tissue: 
Cancellous Bone 
 
 
Left Scapula 
Fine/Course 
Mesh Triangles: 
2,602/2,602 
Course Mesh 
Quality: 0.05 
Tissue: Cortical 
Bone 
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Structure  Fine Model Course Model 
Skin Layer 
Fine/Course 
Mesh Triangles: 
60,000/12,113 
Course Mesh 
Quality: 0.3 
Tissue: Skin 
  
Right Scapula 
Fine/Course 
Mesh Triangles: 
2,500/2,500 
Course Mesh 
Quality: 0.06 
Tissue: Cortical 
Bone 
  
Sinus 
Fine/Course 
Mesh Triangles: 
200,000/1,014 
Course Mesh 
Quality: 0.1 
Tissue: Air 
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Structure  Fine Model Course Model 
Skull 
Fine/Course 
Mesh Triangles: 
599,364/3,996 
Course Mesh 
Quality: 0.01 
Tissue: 
Cancellous Bone 
  
Stomach 
Fine/Course 
Mesh Triangles: 
209,154/2,500 
Course Mesh 
Quality: 0.07 
Tissue: Stomach 
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Structure  Fine Model Course Model 
Spine 
Fine/Course 
Mesh Triangles: 
279,4662/10,573 
Course Mesh 
Quality: 0.02 
Tissue: 
Cancellous Bone 
  
Tongue 
Fine/Course 
Mesh Triangles: 
44,272/2,000 
Course Mesh 
Quality: 0.17 
Tissue: Tongue   
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Structure  Fine Model Course Model 
White Matter 
Fine/Course 
Mesh Triangles: 
200,000/4,838 
Course Mesh 
Quality: 0.39 
Tissue: White 
Matter 
  
Teeth 
Fine/Course 
Mesh Triangles: 
2,154/2,154 
Course Mesh 
Quality: 0.3 
Tissue: Teeth 
 
 
 
The values of triangles and nodes provided in Table 4.1 represent the upper limits attained with 
no mesh decimation. In other words, the models constructed with these nodes and triangles 
provide the best estimation of the physical structures as depicted in the VHP dataset with the 
largest amount of granularity in triangle size and the smallest amount of deviation from the 
actual body.  
If the fine surface models identified in Table 4.1 were to be used as the basis of tetrahedral mesh 
creation in commercial codes for numerical simulations, the best expectation is protracted 
simulation run times while the more likely result would be system crashes due to memory 
overload as the resulting volumetric meshes would be incredibly refined. Commercial codes in 
general perform better with accurate geometry definitions that then allow the internal meshing 
tools to best discretize the simulation domain. A similar situation may be stated for academic or 
custom codes that utilize surface triangular meshes – the fine meshes shown in Table 4.1 would 
likely overload these codes. Keeping this in mind, a set of low resolution meshes were 
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constructed to sensibly balance anatomical accuracy with numerical feasibility and pragmatic 
simulation times. Each low resolution model was extracted from the corresponding high 
resolution version using the mesh conditioning (smoothing, decimation, etc.) and re-triangulation 
techniques and the registration process described in Chapter 3 to ensure that the results obtained 
had sufficient element quality. The bulk of these tasks were accomplished using the tools 
inherent to Meshlab but several custom MATLAB functions were created to meet the needs of 
the project. The final results of the full decimation process are also presented in Table 4.1 and 
have been propagated out to the remaining software platforms described in this Chapter.  
 
4.2 VHP-F Model in ANSYS HFSS and MAXWELL 3D 
 
The low resolution version of the VHP-F model has been imported into the HFSS and 
MAXWELL 3D products administered and maintained by ANSYS. These products have enabled 
the simulations described in Chapters 5-7 in all frequency regimes commonly associated with the 
electromagnetic spectrum and for a variety of exciting biomedical applications. The built-in 
modeler of these ANSYS platforms was heavily utilized to prevent mesh overlapping, align the 
faces of adjacent model objects (e.g., the interface between the CSF and the skull), and further 
condition each model object to facilitate simulation accuracy and convergence. Example 
applications of the VHP-F computational model are describe in subsequent chapters. 
4.2.1 Further Segmentation of the VHP Brain 
 
One notable development to the low resolution model of the cerebral cortex is the further 
segmentation of the existing model into subsections of the brain. While note required for 
numerical simulation purposes, this additional segmentation greatly eased the post-processing 
functions performed while working in the context of simulating Transcranial Direct Current 
Stimulation (tDCS) as described in Chapter 5.  
During this project, the question of current density magnitude and direction in the various 
portions of the brain became a metric for comparing the performance of electrode montages 
utilizing cephalic versus extracephalic locations. Further refinement of the cerebral cortex, 
previously modeled as a single mass of grey matter, was required during the post-processing 
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phase to quantify the amount of current present in individual brain areas like the occipital lobe or 
the primary motor cortex through use of the built-in ANSYS field calculator, which does not yet 
support integration over arbitrary non-model objects. Since segmentation of the functional areas 
of the brain in this manner is not possible strictly from observation of the cryosections shown in 
Chapter 3, brain regions were superimposed over the low resolution cerebral cortex model to 
assist in delineation of functional areas.  
The results of this process are shown in Fig. 4.1, which provides an atlas of subregions in the 
brain and include the white matter and ventricles to provide spatial context. 
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Figure 4.1. Segmentation of the cerebral cortex into functional areas of the brain. The cerebellum, white matter, and 
ventricles are shown to provide spatial context. 
The resulting primary motor and somatosensory cortex subregion structures are shown in Fig. 
4.2. Of particular note is the shape of these areas after the removal of the white matter, showing 
the accurate progression along the white matter boundary. 
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Figure 4.2. Isolated sections of the cerebral cortex describing the structure of the primary motor and somatosensory 
cortex divisions. 
4.3 VHP-F Model in MATLAB 
 
Both the Meshlab and ITK-SNAP tools support import and export of meshes via the STL file 
format, making transition to other CAD software very easy. Full advantage of this circumstance 
was taken when exporting the VHP-F model to MATLAB. The script stlread.m, freely available 
on the file exchange website maintained by the Mathworks, was utilized to import the results 
from Meshlab and ITK-SNAP into MATLAB for further analysis and processing.  
The ability to incorporate MATLAB into the mesh generation workflow was extremely 
beneficial for a number of reasons. MATLAB possesses high level visualization capabilities that 
were used for the registration process described in Chapter 3. Since stlread.m script provides the 
user direct access to the point cloud and connectivity matrix created when the STL file was 
made, projection of these nodes onto the original cryosection images was achieved in just a few 
lines of code. The rigid body translations, rotations and scaling required to achieve registration 
were all conducted in MATLAB. 
The Laplacian smoothing illustrated in Chapter 3 was also implemented in MATLAB, providing 
the ability to enhance mesh element quality as necessary. This also enabled the translation of the 
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model to other formats, including Polygon File format (*.ply file, also known as the Stanford 
Triangle Format) and the NASTRAN file format. Without this ability, porting of the VHP-F 
model in a generic format compatible with a larger number of standard CAD programs would 
have been much more difficult. The full model is shown using the visualization tools of 
MATLAB in Fig. 4.3.  
 
 
Figure 4.3. The current partial torso VHP-F computational model depicted in MATLAB 
4.4 Cross-platform compatibility of the VHP-F Model 
 
All mesh objects identified in Table 4.1 were converted to the NASTRAN file format, a very 
common and ubiquitous format that is compatible with many commercial and custom numerical 
solvers. Due to this feature of the VHP-F computational model, engineering personnel from 
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Computer Simulation Technology (CST) were able to test the model for compatibility and 
functionality, as shown in below.  
 
At left in Fig. 4.4 is the partial torso VHP-F model as visualized in CST. The surface 
representation of all model objects was deemed sufficient and not overburdensome to the 
classical finite element tetrahedral volume mesher employed by CST. A sagittal cut plane 
through the midpoint of the body displaying the results of the tetrahedral mesh process is shown 
at right in Fig. 4.4. The total number of tetrahedra employed during this compatibility test was 
2,222,557.  
 
           
Figure 4.4. Surface (left) and volumetric (right) representations of the VHP-F computational model in CST. 
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Figure 4.5. Specific absorption rate results as calculated using CST 
After passing the required mesh checks, the Frequency Domain Solver module of CST was 
applied in order to validate capatibility of the mesh with the CST numerical solver. For the 
purposes of the test, the solver was utilized to calculate the Specific Absorption Rate (SAR) 
throughout the various objects of the VHP-F computational model. The results of these 
calculations are given in Fig. 4.5 and demonstrate use successful of the model with the software 
to generate a solution and post-process the results. 
The VHP-F model was also provided to members of ANSYS for compatibliy checks with HFSS. 
No issues were detected with the construction of the model and a sample calculation with a 1 
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GHz dipole source was carried out to ascertain compatibility with the software. The outcomes of 
this sample calculation are shown in Fig. 4.6 with the source excitation at left and the resulting 
SAR calculation at right.  
 
Figure 4.6. The VHP-F model exercised in ANSYS HFSS 
 
4.5 Morphing the VHP-F Model 
 
Mesh morphing is the process by which nodes of the mesh are systematically modulated 
according to biological processes and mesh elements are then re-triangulated to achieve the 
description of a variety of bodily functions and physical phenomena. The human body has many 
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time dependent functions that may be characterized by slight contractions and expansions of 
existing models. Examples of these include inflation of the lungs through respiration, expansion 
of blood vessels due to the flow of blood, and pulsing of the CSF against the soft tissue of the 
brain. This latter example is shown in Fig. 4.7, which displays the expansion and contraction of 
the interface between the cerebral cortex and the CSF.  
Morphing of a given model is made possible through the use of MATLAB to either expand (or 
contract) the triangular surface mesh in the direction of the outer (or inward) normal. Morphing 
in this manner allows the creation of small peturbations on the global VHP-F computational 
model, enabling the parametric analysis of characteristics such as skin thickness and lung volume 
and their impact on measurements like SAR and RF channel characterization. 
It should be noted that mesh morphing in this sense is not the process of creating a model with 
various positions or postures but rather slightly modifying an existing mesh, expanding or 
contracting its size along the outer or inner normal element vectors. 
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Figure 4.7. Expansion and retraction of the CSF/cerebral cortex interface. 
 
The view shown in Fig. 4.7 is a combination of two discrete meshes in HFSS. This is not to say 
that the process of morphing a mesh is incorporating time dynamic processes into a frequency 
based solver. Each individual mesh must be discretely solved in the frequency solver to obtain a 
solution for that particular moment in time. Therefore, if a sequence such as the pulsation of CSF 
requires 15 meshes to characterize, 15 separate HFSS runs must be accomplished to obtain the 
required results. 
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Chapter 5 – DC Current Flow Simulations with the 
VHP-F Model 
5.1 Interfacial Conditions for FEM Modeling 
There is one remaining condition that must be met when conducting FEM simulations that utilize 
models with multiple objects such as the VHP-F model. Since each individual mesh represents a 
distinct physical structure, no elements of any given mesh may cross into a bordering mesh. 
Illegal and corrected scenarios are depicted in Fig. 5.1, which shows the interface between two 
individual and adjacent meshes. At left in the figure, nodes defining the elements that reside 
along the physical border are clearly interspersed between the two materials. The figure on the 
right shows the corrected mesh with nodes that have been shifted to accurately represent the 
border. In this latter case, elements are constrained such that they cannot bridge the boundary. 
This will also enable proper assignment of material properties to the correct elements. 
 
Figure 5.1. Elements at the physical interface of two model objects. The scenario at left shows elements illegally 
crossing the boundary. At right, the nodes are aligned along the interface and prohibit element crossings. 
Mesh alignment can be extended to the three dimensional case and dictate that intersections 
between meshes are strictly illegal. Additionally, since interpolation functions for each mesh 
element are defined over individual element faces, the ideal and most optimized scenario is to 
have complete interfacial alignment such that the face on one mesh exactly mirrors the face on 
an adjacent mesh.  
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5.2 Transcranial Direct Current Stimulation. 
 
Current research into non-invasive brain stimulation involves several practices, including 
Transcranial Magnetic Stimulation and Transcranial Direct Current Stimulation, the latter of 
which is the subject of this section. 
5.2.1 Problem statement 
 
Transcranial Direct Current Stimulation (tDCS) has been used for the treatment of various 
neurological and psychiatric disorders, including depression, anxiety, and Parkinson’s disease 
[3], [4].  Studies have shown that patients undergoing the procedure experience positive 
behavioral modifications with minimal negative effects that may include skin irritation, mild 
redness and itching under the electrode, headache, nausea, dizziness or a slight tingling 
sensation. Additionally, generation of toxins induced by an electrochemical reaction at the 
electrode-tissue interface are possible and application of tDCS above skull defects or inadequate 
electrode contact may produce focused current flow that has the potential to cause damage to 
skin and nerve tissue. Use of tDCS remains a very active area of research with the potential to 
non-invasively treat many of humanity’s long standing disorders.  
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A number of electrode configurations, known as montages, are in use to control the application 
of current and concentrate the current density onto a particular area of the brain. These montages 
have been traditionally constructed based on knowledge of human anatomy and physiology. For 
example, if stimulation of the visual cortex is desired, an anode and cathode would be placed at 
the rear center and top center of the head, respectively. In this way, a particular area of the brain 
is identified for stimulation via tDCS and a montage that activates that area in a targeted manner 
is selected. One would assume that a large portion of the current leaving the anode would pass 
 
Figure 5.2.  Estimate for separate and distinct objects of computational model employed for all tDCS simulations, 
each with individual material properties, including: i) – Skin shell (2 mm thick); ii) – fat layer shell; iii) – muscle 
volume; iv) bone 
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through the visual cortex while traveling to the cathode. In-vivo measurements have been 
reported [5] in the brain of a monkey and were used as the basis of constructing a model of the 
head that may be used to predict current flow in the brain from surface electrodes. However, 
real-time measurements and evaluation of individual anatomy remain challenges. To this end, 
extensive application of modeling and simulation techniques, including the Finite Element 
Method (FEM) have been used to characterize and understand the impacts of electrode 
arrangements on the human form, along with other factors including electrode size, the number 
of anode and cathode locations and current density [6], [7], [8], [9], [10]. The FEM has become 
such an important tool in the realm of tDCS that proposed general and customized, patient 
specific, and experimental tDCS protocols are examined and optimized using computational 
tools [11]. The models themselves have even acquired specific terminology and are known as 
‘forward models’ with particular procedures on construction and usage [12]. Clearly, the level of 
effort demonstrated in model construction and the prevalence of research based on modeling and 
simulation techniques indicates that conscientious use of FEM and other numerical method based 
solvers coupled together with anatomically accurate and predictive forward models [13] 
represents a realistic and efficient means that provides scientists, engineers and medical 
personnel detailed information on the performance of tDCS hardware in the very complex and 
multi-variant human body environment. Studies that take into account the effects of anisotropic 
conductivity in human tissues, including the skull and white matter, have demonstrated the 
importance of considering this physical condition when using forward models [14], [15].  
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Despite existing studies and techniques that seek to manipulate the locality and depth of the 
stimulated area [16], [17], [18], [19], open questions remain on the role of the cathode in terms 
of placement on the body. Field localization is strongly desired to provide tDCS practitioners the 
ability to treat certain disorders through precise targeting of specific areas or structures of the 
brain. Extracephalic locations (e.g., neck) of the cathode have been examined [20], along with 
the efficacy of a fronto-extracephalic montage in treatment of depression [21]. The impact of 
extracephalic montages on the brain stem and associated tissues remains a concern [22], though 
the influence of these montages on cardio-vascular and autonomous functionality has been 
discussed in [23]. 
5.2.2 DC Simulation Focus Area 
 
The focus of this work is the simulation of the volumetric current density in the brain with 
electrodes configured in a cephalic (C3-Fp2) versus extracephalic manner with evaluations of 
cathode placement on both ipsi- and contralateral shoulder locations.  
The FEM model used for this purpose is shown in Fig. 5.2 and its construction has been 
thoroughly described in the preceding chapters.  The anatomical brain segmentation includes 
 
Figure 5.3. Separation of the cerebral cortex into computational subregions including the frontal lobe, the occipital 
lobe, the parietal lobe, the primary motor cortex, the somatosensory cortex, and the temporal lobe. 
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grey matter, white matter, ventricles, and cerebellum, as depicted in Fig. 5.2.  The cerebral cortex 
has been numerically defined as the Boolean difference between the grey matter and the white 
matter models. The cerebral cortex has further been subdivided into individual lobes and 
cortexes as shown in Fig. 5.3. The numerical simulation setup is described in Section 5.3.4. 
Electrode constitution and assembly is reported in Section 5.3.5. 
Section 5.3.6 provides qualitative and quantitative results for the local current density magnitude 
within the brain volume. We visualize the total current density by plotting current on the surfaces 
of both the cerebral cortex and white matter. Alternatively, we visualize the total current density 
using a series of cut planes, each of which is accompanied by the corresponding cut plane atlas. 
Section 5.3.6 also discusses the invariance of the relative current density magnitudes to 
significant changes in skin properties. We considered two extreme cases of wet and dry skin, 
respectively. Along with its primary goal, this study indirectly addresses the effect of changes in 
the contact between electrode and skin throughout the course of an extended tDCS treatment. 
Section 5.3.7 reports quantitative results for both the average vertical current density magnitude 
and the average horizontal current density magnitude in every individual lobe and/or cortex 
shown in Fig. 5.3 along with the global coordinate system employed. The corresponding current 
densities are defined by 
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where V is the volume of the tissue under study and )(rJ  is the spatial vector current density in 
this volume.  
Section 5.3.8 estimates the expected electrode voltages and quantifies voltage responses due 
changes in properties of individual anatomical tissues. 
Section 5.3.9 also compares the results of the present paper with the previous numerical 
simulations.  
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5.2.3 VHP-F Model and Simulation Description 
Construction of the forward model used in this study was enabled by the processes of medical 
image data acquisition, manual segmentation, mesh conditioning, and model registration. All 
surfaces describing a particular geometry must be 2D manifold and possess a sufficiently high 
triangle quality, as element quality has been proven to be vital to the accuracy of the simulation. 
The results of the mesh generation process described above can be seen in Figs. 5.2 – 5.3. More 
detail on model construction may be found in the previous chapters. 
5.2.4 Simulation Setup 
Each structure was converted to the NASTRAN file format to facilitate importation into 
commercial numerical solvers. Final assembly of all objects that make up the model required 
verification that no structures were overlapping or intersecting. Additionally, each structure 
required assignment of appropriate material properties. These operations were accomplished 
using ANSYS MAXWELL 3D. 
5.2.4.1 Material Properties 
Electromagnetic modeling of the human body requires meticulous and cautious definition of 
the associated material properties resident within the simulation. A wealth of research on the 
subject is available [24], [25], [26], [27], [28], [29] demonstrating the variability of values across 
multiple types of tissues and a high dependence on frequency. For low frequency and static 
simulations such as the ones described in this work, material conductivity is paramount. A 
summary of tissue types and conductivity values is given in Table 5.1 [29]. 
5.2.4.2 FEM Software and Numerical Accuracy 
Static electromagnetic simulations were conducted using ANSYS’ Maxwell 3D version 16 
product. This software numerically obtains a unique solution to Maxwell’s equations at DC via 
the FEM and user specified boundary conditions. The Maxwell product has extensive mesh 
analysis and healing capabilities. Most important, solution convergence and the ultimate 
accuracy is controlled through a rigorous adaptive mesh refinement procedure. For the results 
presented below, five iterations of adaptive mesh refinement were employed, each with a 
refinement level of 30% per pass. This process grew the total number of tetrahedral elements 
from approximately 200,000 to over 600,000 with total runtimes on the order of about six hours 
on a server with 192 GBytes of RAM. When solving a DC current conduction problem, the 
Degrees of Freedom (DoF) are the electric scalar potentials at each node of the tetrahedral mesh. 
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Typical values of mesh size per iteration and energy loss are given in Table 5.2 and demonstrate 
a reduction of the residual error through successive refinement steps, increasing the accuracy of 
the calculation as it converges.  
Table 5.1. Electrical properties employed during simulations [29] 
Structure FEM Material 
Conductivity (S/m) 
Sinus Cavity Air 0 
Aorta 
Blood 0.7 
Superior Vena Cava 
Acromion 
Homogeneous Bone 
(a combination of cancellous/cortical types) 
0.0756/0.02 
Humerus 
Jaw 
Ribs 
Scapula 
Skull 
Spine 
Gray matter Brain 0.0275 
White Matter Brain 0.0277 
Cerebellum Cerebellum 0.0475 
Cerebrospinal Fluid (CSF) 
CSF 2 
Ventricle system 
Eye Vitreous Humor 1.5 
Fat Layer Fat 0.0377 
Lung 
Inflated Lungs 0.0389 
Trachea 
Muscle Layer Muscle 0.202 
Skin Layer Dry Skin 0.0002 
Tongue Tongue 0.8 
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5.2.4.3 Boundary Conditions and Excitations  
 
The default boundary conditions used by ANSYS MAXWELL 3D during DC conduction type 
simulations are as follows. Standard (or “natural”) boundaries are enforced at inner object 
interfaces and ensure the continuity of the normal component of the direct electric current 
density through the interfaces. Homogeneous Neumann boundaries imposed on all outer 
boundaries do not allow the normal electric current to pass. The electric field within the 
conductor is indeed tangential on this outer boundary. We have found that MAXWELL 3D does 
not implement an ideal hypothetical current source with a fixed current density and a variable 
voltage across the electrode surface. Instead, a more realistic voltage source model with Dirichlet 
boundary conditions of a fixed surface electrode voltage is internally used for both voltage and 
current excitations. After completing the simulations, the required total current may be related to 
voltage. A user can define the total current a priori, which is the current source implementation.  
The well-known current singularity at the voltage electrode edges is eliminated via matching 
sponges – see the next Section. 
Table 5.2. Convergence of a typical case based on tetrahedral mesh size 
Adaptive Pass Number of Tetrahedra 
Total Loss (mW) Loss Error (%) Delta Loss (%) 
1 183,113 0.6 1.10 N/A 
2 248,020 0.607 0.33 1.17 
3 335,946 0.60915 0.19 0.35 
4 455,431 0.61047 0.13 0.22 
5 616,856 0.61137 0.09 0.15 
 
5.2.5 Electrodes and their Montages 
 
5.2.5.1 Electrode Model 
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Electrodes were simulated using rectangular blocks of material (sponges) with the conductivity 
of saline solution (2 S/m). Electrodes were sized consistent with existing procedures and 
protocols [3] such that the rectangular surface in conformal contact with the skin was 5 cm on a 
side with a total surface area of 25 cm
2
. Each electrode was constructed in a virtual environment 
by subtracting larger geometric blocks that intersected the surface of the VHP model with the 
skin of the model. In this way, the contacting surface of the electrode was made conformal such 
that, even in areas of high curvature on the model, full contact was maintained and no space 
existed between the electrode and the skin. A total electrode current of 2 mA (with the equivalent 
uniform density of 0.08 mA/cm
2
 [3]) was employed as the source in all cases described below. 
5.2.5.2 Electrode Montages 
 
Electrodes were arranged in three different configurations: following the Modified 
Combinatorial Nomenclature (MCN) of the International EEG 10-20 system, we simulate the 
C3-Fp2 montage, which has been traditionally used to stimulate the primary motor cortex (M1) 
by placing the stimulation electrode at the top-left portion of the head and the reference electrode 
at the contralateral supraorbital position; an extracephalic contralateral shoulder montage which 
retains the original excitation electrode position but shifts the reference electrode to the opposite 
side shoulder; and extracephalic ipsilateral shoulder montage which also retains the original 
excitation electrode position but shifts the reference electrode to the shoulder on the same side of 
the body as the excitation. Electrode positions and a cut plane atlas may be viewed in the upper 2 
rows of Figs. 5.5 – 5.9. The cut plane atlases show that the layer of muscle around the head is 
essentially non-existent (see Figs. 5.5 – 5.7) and only contributes to the model at regions midway 
and below the skull – see Figs. 5.8 and 5.9. Skin and fat layers mostly contribute to conduction 
around the head. 
5.2.6 Simulation Results for Total Current Density 
 
5.2.6.1 Total Current Density for Surfaces of Cerebral Cortex and White Matter  
 
The total current density magnitude is plotted on the surfaces of the cerebral cortex and white 
matter in rows 2 and 3 of Fig. 5.4, respectively. The traditional cephalic montage in column 1 
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demonstrates a significant amount of current at the anterior of the grey matter as it passes to the 
supraorbitally located cathode. The surface plots of the extracephalic configurations exhibit 
much lower current densities in this region of the brain with higher concentrations toward the 
posterior.  
When stimulated with an extracephalic configuration, the current on the surface of the white 
matter appears to be slightly more concentrated directly below the anode, suggesting a relatively 
deeper penetration with less current passing through the anterior of the frontal lobe. 
5.2.6.2 Total Current Density for Sagittal Cut Planes 
 
A series of plots portraying the current densities experienced with each montage are presented in 
Figs. 5.5 – 5.9 and all figures are displayed with the same scale for comparison purposes. Figs. 
5.5 – 5.7 (similar to Fig. 5.4) are divided into columns i – iii which depict current density results 
from the traditional, contralateral and ipsilateral shoulder montages projected onto a sequence of 
sagittal dissecting planes that progressively shift from the anode through the head and towards 
the right side of the model. In all cases, the shunting nature of the high conductivity CSF is quite 
apparent as high proportions of the total current are seen passing through this layer surrounding 
the brain. This characteristic is plainly seen on the third rows of Figs. 5.5 – 5.7, which provide 
images of the brain that include the surrounding structures. The high amount of current shown in 
the third row of Fig. 5.6 is due to the presence of the CSF ventricles at the center of the head.  
A sagittal plane passing through the anode is depicted in Fig. 5.5. Relatively higher proportions 
of the current are observed in the primary motor cortex of the extracephalic cases. Additionally, 
the depth of stimulation appears relatively greater in both extracephalic configurations. 
A second sagittal plane located at the approximate midpoint between the anode and the 
contralateral supraorbital cathode position is shown in Fig. 5.6. The current levels within the 
brain depicted in this plane provide evidence that the higher levels of current are present in the 
frontal lobe in the cephalic arrangement. Both extracephalic arrangements again indicate a 
slightly deeper level of stimulation. Current density values in Fig. 5.6 indicate that there is some 
minor stimulation of the brain stem when using extracephalic anode locations versus essentially 
no stimulation when using the traditional montage with the ipsilateral shoulder arrangement 
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performing marginally better than the contralateral design. While current is present in the brain 
stem, the values are low and approximately 5 times less than current values in the area of desired 
stimulation. 
A final sagittal plane passing through the contralateral supraorbital cathode position is presented 
in Fig. 5.7. Again, the cephalic configuration depicts a relatively larger percentage of the current 
passing through the prefrontal lobe as it moves toward the cathode. This would suggest 
stimulation of this region of the brain, which has been associated with planning and 
consciousness rather than body movement and coordination.  
Special consideration should be given to the extracephalic configurations shown in Fig. 5.5 – 5.6. 
The depth of stimulation when using extracephalic cathode locations is visibly greater than that 
of the traditional cephalic arrangement. This would indicate that a greater percentage of the brain 
volume would be covered through extracephalic means.  
This last observation about stimulation depth raises an interesting question of why electrodes 
placed in close proximity to what is essentially a highly conductive sphere of CSF encompassing 
the brain perform less efficiently than electrodes placed at farther locations.  
5.2.6.3 Total Current Density for Axial Cut Planes  
 
Fig. 5.8 depicts an axial plane located approximately midway through the brain and intersects 
with the supraorbital cathode location. Results displayed in this plane indicate relatively deep 
stimulation regions for both extracephalic designs as compared with the traditional montage. 
Conversely, the traditional electrode configuration shows a much higher level of current flowing 
into the cathode.   
5.2.6.4 Total Current Density for 45 Degree Cut Planes  
 
A diagonal cut-plane traversing the space between the anode at the top of the head and the 
traditional location for the cathode is shown in Fig. 5.9. A cephalic cathode configuration seems 
to show a relative shift in current density from the motor cortex to the frontal lobe. Virtually no 
stimulation beyond the parietal lobe is seen and while extracephalic configurations seem to 
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somewhat better target the motor cortex, some stimulation of the rear of the brain is evident. This 
behavior is consistent in previous figures.  
5.2.6.5 Invariance of Relative Current Densities to Changes in Skin Properties 
 
Relatively higher total current densities in the brain for extracephalic montages may be observed 
in Figs. 5.4 – 5.9. And yet, one potentially critical configuration would correspond to a very 
highly-conducting skin layer so that the bulk of current might be expected to flow closer to the 
surface, irrespective of the particular electrode montage (cephalic or extracephalic). As a test 
case, we consider here a hypothetic isotropic skin layer with the extreme conductivity of 0.25 
S/m (wet epidermis) compared with dry skin from Table 5.1 in Fig. 5.10, which would model the 
electrode/skin interface as the electrode dries during an extended tDCS treatment session. 
Despite the expected overall decrease of the absolute current density in the brain, the relative 
patterns of current density distribution remain approximately the same for all three tested 
montages shown in Fig. 5.10! We think that these results may be directly extrapolated to the 
anisotropic case. Another justification of this result will be discussed further with reference to 
Fig. 5.11. 
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Figure 5.4 Surface plots of the total current density on the cerebral cortex (row 2) and white matter (row 3). Total 
current density normalized by the input current density at the electrodes is shown. Column 1provides results for the 
cephalic configuration while columns 2 and 3 display the contra-lateral and ipsi-lateral extracephalic results, 
respectively, using a logarithmic scale. 
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Figure 5.5. Depictions of the contralateral supraorbital (i), extracephalic contralateral shoulder (ii), and extracephalic 
ipsilateral shoulder (iii) cathode montages. Total current density normalized by the input current density at the 
electrodes is shown as projected onto three sagittal planes that progressively travel from the left to right on the 
model using a logarithmic scale. 
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Figure 5.6. Contralateral supraorbital (i), extracephalic contralateral shoulder (ii), and extracephalic 
ipsilateral shoulder (iii) cathode montages.  Total current density normalized by the input current density 
at the electrodes is shown with surrounding body structures using a logarithmic scale. 
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Figure 5.7. Contralateral supraorbital (i), extracephalic contralateral shoulder (ii), and extracephalic ipsilateral shoulder 
(iii) cathode montages.  Total current density normalized by the input current density at the electrodes is shown with 
surrounding body structures using a logarithmic scale. 
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Figure 5.8. Current densities projected onto an axial plane located halfway down the brain for the contralateral 
supraorbital (i), extracephalic contralateral shoulder (ii), and extracephalic ipsilateral shoulder (iii) montages. 
Total current density normalized by the input current density at the electrodes is shown using a logarithmic 
scale.  
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Figure 5.9. Diagonal cut-plane between the anode and supraorbital cathode displaying normalized total current 
densities for the contralateral supraorbital (i), extracephalic contralateral shoulder (ii), and extracephalic 
ipsilateral (iii) montages using a logarithmic scale. 
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Figure 5.10. Comparison of tDCS simulation results from Fig. 5 as a function of skin conductivity. Total 
current densities projected onto an axial plane located halfway down the brain for the contralateral 
supraorbital (i), extracephalic contralateral shoulder (ii), and extracephalic ipsilateral shoulder (iii) 
montages. Note that the images are employing a logarithmic scale. 
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5.2.7 Quantitative Evaluation of Vertical and Horizontal Average Current Densities  
 
Results presented thus far rely upon a visual inspection of the total current density distribution in 
the different observation planes or on surfaces. It may be useful to separate the total current 
density into two partial components (vertical and horizontal), and then find the average values of 
these components, avgxy
avg
z JJ ,  for every lobe/cortex following Eq. (5.9). Fig. 5.11 reports 
numerically found average vertical and horizontal components of current densities in the brain 
 
Figure 5.11.  Averaged values of the vertical and horizontal current density components for the brain substructures 
shown in Fig. 5.3 and total white and grey matter. Rows 1 and 2 depict results for dry and wet skin, respectively.  
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including its individual subregions defined in Fig. 5.3.  It can be seen from Fig. 5.11a that the 
vertical component of current density in every subregion increases when extracephalic montages 
(the results for both of them are nearly identical and cannot be distinguished in the figure) are 
used. However, the horizontal component of current density in Fig. 5.11b either decreases or 
remains nearly the same compared to the cephalic case. This may be instrumental when 
stimulating brain regions with cell structures that are biased in either the vertical or horizontal 
directions. The results for extremely wet skin shown in Fig. 5.11c – 5.11d, respectively, follow a 
similar tendency although the vertical current components in the primary motor cortex and in the 
somatosensory cortex become close to each other for both competing montages. Note that the 
cephalic montage is much less sensitive to variations in skin properties.    
5.2.8 Expected Electrode Voltages and Their Variations 
 
Cephalic and extracephalic configurations require different electrode voltages for the same 
amount of current. This section provides the corresponding estimates including voltage variation 
margins. To investigate this and related problems we introduce the voltage response of a tissue to 
small changes in tissue conductivity. Given the independent current source 
inI  as an excitation, 
the dimensionless (dynamic or small-signal) voltage response may be defined as  
0
/
/
0
0 
d
VdV
S                                        (5-10) 
 where d  is the tissue conductivity variation and dV   is the corresponding electrode voltage 
variation about the unperturbed state 
0V , 0 . If a particular tissue carries a significant current, its 
corresponding voltage response should be large. This fact follows from the local form of Ohm’s 
law. Table 5.3 summarizes unperturbed electrode voltages and voltage responses of individual 
tissues for the three electrode configurations. The C3-Fp2 montage possesses a very small 
voltage response for the muscle tissue since there is virtually no such tissue within the main 
current path (only the skin, and the fat are two layers around the skull). In this analysis, we 
consider the brain as one entity. Based on the results of Table III for individual voltage 
responses, we estimate the electrode voltages and their extremes given maximum ±20% 
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conductivity variations for various montages as: (i) cephalic: ~300 mV±60 mV; (ii) extracephalic 
ipsilateral: ~720 mV±120 mV; (iii) extracephalic contralateral: ~710 mV±120 mV. 
5.2.9 Discussion 
 
5.2.9.1 General Observations 
 
 
Table 5.3 Electrode voltages and dimensionless voltage responses. All dimensional voltage data are related to a 
current source with the electrode normal current density of  and the total source current of 
 
 
Tissue 
Parameter 
Skin Fat Muscle Skull CSF 
Brain 
(GM, WM, Cer) 
Conductivity 
0.0002 0.038 0.2 0.076 2.00 0.028, 0.028, 0.048 
C3-Fp2 Montage 
V0, mV 19.334 
V  for 20%  cond. change, mV 16.19 19.29 19.33 19.32 19.32 19.33 
S×10
3
 813 11 0 5 3 1 
C3-Extracephalic Ipsilateral Shoulder Montage 
V0, mV 21.99 
V  for 20%  cond. change, mV 18.46 21.91 21.94 21.98 21.98 21.98 
S×10
3
 802 17 10 2 3 0 
C3-Extracephalic Contralateral Shoulder Montage 
V0, mV 21.84 
V  for 20%  cond. change, mV 18.41 21.84 21.88 21.91 21.91 21.92 
S×10
3
 801 18 9 2 2 0 
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Given the results described in the previous sections, the following observations can be made: 
I. Extracephalic montages might create larger total current densities in deeper brain regions, 
specifically in white matter as compared to an otherwise equivalent cephalic montage. 
II. Extracephalic montages might create larger average vertical current densities in the primary 
motor cortex and in the somatosensory cortex. At the same time, the horizontal current 
density either remains approximately the same or decreases. 
III. The previous observation becomes significantly less apparent for a very wet skin.   
IV. The extracephalic montages may reduce the large percentage of the applied current passing 
through the frontal cortex when the cathode is located at the contralateral supraorbital 
location. 
Indeed, the data presented in Figs. 5.3 through 5.11 is related to only one particular cephalic 
electrode configuration studied in this paper. Furthermore, it is clearly dependent on both the 
model construction and tissue conductivity values. 
To address the last concern, we have compared our findings with simulation data from a similar 
problem (cephalic versus extracephalic configurations) solved numerically in Ref. [30]. The 
FEM model used in this work did not include any layer of fat (which has a significantly lower 
conductivity value [29]) around the skull. Instead, a homogeneous thick skin layer with a high 
conductivity value of 0.43 S/m has been used. The authors stated that “the use of extracephalic 
montage does not significantly increase the amount of current penetration through the skull.” The 
figure of merit was apparently the current density map at the surface of the cerebral cortex. Such 
a result is in agreement with our data presented in Fig. 5.11c and 5.11d where we see that some 
potential advantages of the extracephalic configuration may rapidly disappear when the skin 
conductivity becomes very high.     
5.2.9.2 Invariance of Extracephalic Montages 
 
The density of current flow within the body during extracephalic stimulation is weakly 
dependent on the choice of the shoulder location.  In both ipsi- and contralateral cathode 
montages, current densities in the human head are nearly identical. This makes intuitive sense, as 
current needs to flow toward the cathode through the neck. Above the neck, the current 
distribution is insensitive to shoulder electrode positions. This is similar to water flow in a closed 
109 
 
container in the form of a human body where the anode is a source, the cathode is a sink, and the 
neck is acting as a choke point. Thus, there is freedom in choosing the extracephalic electrode 
location. This may alleviate concerns regarding extraneous stimulation of other body areas (i.e., 
disrupting the autonomic nature of heart muscle regulation by the sinoatrial node, etc.). 
5.2.9.3 Validation of Results Across Configurations 
 
Along with the previously reported extreme case, the current density distribution behavior 
observed in Figs. 5.4-5.12 has been confirmed for: 
i. Different tissue conductivities (every value was separately varied by ±20% ); 
ii. Different body mass values (scaling the entire structure by 555% while keeping the 
electrode size the same); 
iii. Homogeneous versus non-homogeneous brain structures (assigning average conductivity 
values to white/grey matter/cerebellum). 
 
5.2.9.4 VHP-F Model Limitations and Extensions 
 
While the present VHP-F model has proven to be useful for numerical studies such as the one 
described in this work, it does have its limitations. In particular, the CSF flow present in the 
subarachnoid space is greatly simplified: only the thin yet non-uniform closed CSF shell and the 
ventricles are considered, as shown in Figs. 5.5 – 5.10. The minimum thickness of this shell was 
set to 1 mm in order to avoid numerically inaccurate results. The skull is modeled by a 
homogeneous bone structure. All present calculations use lower-definition meshes with the 
typical resolution (surface deviation) ranging from 1mm to 3 mm, which significantly suppresses 
the fine sulci and gyri structures. Also, the brain membranes, including the pia mater, arachnoid, 
and dura mater, are not explicitly included in the VHP-F model. These membranes present a 
direct layer between the brain and stimulating electrodes and likely should be characterized for 
enhanced tDCS simulation accuracy. The balloon representation of the skin with the fixed 
uniform skin shell thickness of 2mm is indeed another simplifying approximation. However, the 
variable (and typically much thicker) fat layer of a greater conductivity just beneath the skin is 
anatomically correct to within 1 mm segmentation accuracy, everywhere in the model. Together, 
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the skin and fat layers may still form a reasonable modeling approximation for the surface 
current flow. The impact of anisotropic materials on the performance of the VHP-F model is 
another item we wish to consider in a future work. Our host FEM software (MAXWELL 3D of 
ANSYS) allows for a diagonal Cartesian conductivity tensor zzyyxx  ,,  though every tissue. 
5.2.10 Study conclusions 
 
It has been shown that extracephalic montages might create larger total current densities in 
deeper brain regions, specifically in white matter as compared to an equivalent cephalic 
montage. Extracephalic montages might also create larger average vertical current densities in 
the primary motor cortex and in the somatosensory cortex. At the same time, the horizontal 
current density either remains approximately the same or decreases. The metrics used in this 
paper include either the total local current density through the entire brain volume or the average 
vertical and horizontal current densities for each individual lobe/cortex. 
5.3 Electrical Impedance Tomography of the Brain 
 
Electrical Impedance Tomography (EIT) is an imaging method that first found use in geological 
sensing applications and has more recently been employed in clinical settings for both the 
diagnosis of a variety of human pathologies and the monitoring of present conditions and 
functions [31]. EIT stimulates a region of the body using current sourcing electrodes applied 
directly to the skin to inject small currents at frequencies ranging from DC to 1 MHz and 
measures the resulting voltage using an array of voltage sensing electrodes strategically located 
on the body. In this manner, the conductivity distribution of biological tissues enclosed in the 
volume may be measured. Resulting images are generally of two types: absolute imaging and 
difference imaging. In the former, an image of the absolute conductivity is produced while in the 
latter, a single image is formed by subtracting two distinct data sets measured at slightly different 
times or frequencies and normalizing about a reference data set.   
Unlike X-ray, MRI or CT methods, EIT does not employ ionizing radiation and uses 
comparatively less costly equipment to capture the data. Systems for capturing EIT images can 
be made in a highly portable manner including miniature data collection systems for 
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measurements taken by astronauts from space [32]. Given these advantages, EIT has the 
potential to be a very cost effective, fast and application adaptable method for non-invasive in-
vivo condition monitoring with good temporal resolution.  
The main drawback of EIT is the spatial resolution it provides. EIT attempts to resolve material 
conductivity values of an infinite number of points within the measurement volume using a finite 
number of voltage measurements. This leads to an ill-defined problem, complicating data 
processing and resulting in images that have broad regions of conductivity displayed. EIT is also 
susceptible to errors associated with stray capacitances in electrode leads, which may couple 
with the high impedance of human skin to greatly attenuate the measured voltage. Stray 
capacitance may also result in a poor common mode rejection ratio, unbalancing the input 
current source and providing a path to ground. 
Potential clinical applications of EIT may include monitoring of gastric emptying for monitoring 
gastrointestinal function, imaging of the thoracic region to capture lung ventilation, emphysema, 
lung perfusion and cardiac output, detection of tumors that may indicate breast cancer, 
monitoring brain function and detecting epileptic activity and brain stroke. Implementation of 
electrode positions is demonstrated in Fig. 5.12 below and follows the International 10-20 
system [33]   
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Figure 5.12. Electrode positions for EIT of the human brain [33]. 
In [33], the authors demonstrate measurement of significant tissue impedance variations that 
result from changes regional cerebral blood flow due to the visual stimulation or activity in the 
motor and somatosensory cortexes. The measured impedance changes were reproducible and 
lasted from 6 – 41 seconds after termination of the stimulus. Localization of the changes is fairly 
coarse within the volume, consistent with the limits of EIT resolution. 
5.3.1 Deterministic EIT 
 
In order to more finely resolve changes in impedance associated with brain activity, our research 
group has proposed the so called Deterministic Electric Impedance Tomography (DEIT). The 
approach is based on modern trends in human body modeling and simulation that have now made 
the creation of FEM models of an individual human head based on automatic segmentation of 
magnetic resonance imaging (MRI) data possible. Since such a model would describe the 
customized and unique geometric composition of skin, fat, skull, CSF, and grey and white brain 
matter, only discrete conductivity values for a finite number of specific tissues would need to be 
extracted versus the restoration of a complete volumetric conductivity map, as in the standard 
EIT scenario. While many EIT studies have focused on impedance changes due to volumetric 
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blood flow during brain activity and stimulation, DEIT could potentially be used to identify the 
conductivity of CSF, which surrounds and cushions the brain. Normal and pathological CSF 
samples have been shown to exhibit quite distinct conductivity values [34], a phenomenon that 
appears to be associated with the higher level of glucose or protein in the CSF samples. 
Additionally, research has shown that that it may be possible to detect Alzheimer’s disease up to 
a decade before the onset of symptoms by observing biomarkers in the CSF [35].  The CSF not 
only protects the brain, the cognitive center of the body, but it also contains several amino acids 
related to its function. Specifically, there is close relationship between the development of 
Alzheimer’s disease and concentrations of CSF β-Amyloid protein 1-42 (Aβ-42) and CSF 
phosphorylated tau181P (P-Tau181P) [35], [36], [37]. These two observations suggest that it may be 
possible to perform an early detection of Alzheimer’s disease by in vivo monitoring of the 
dielectric constant (and possibly the conductivity) of the CSF. However, sampling of the CSF can 
be a painful and complicated medical procedure and DEIT could potentially provide a non-
invasive means to characterize the in-vivo conductivity of CSF. Use of the VHP-F model could 
be used as a numerical test bed, shown in Fig. 5.13, to explore the DEIT concept more 
completely. 
 
For a number of distinct current-injection cases, a 5x5 Jacobian (J) matrix of the forward 
voltage-sensing problem could be computed as 


















































5
1
55
15
51
11
50
10
5
1


j
j
j
j
V
V
V
V
          
(5.11) 
Uniqueness and stability analyses of the linearized inverse problem could then be performed and 
include both the full set of unknowns and a promising subset of three unknowns: average 
conductivity of brain; conductivity of CSF, and effective conductivity of skin/fat/skull. We also 
consider a VHP FEM model that may be morphed to emulate the interface of pulsating grey 
matter/CSF pertaining to Rheoencephalography (REG) [38]. 
 
The idea of DEIT is still nascent and requires further investigation.  
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Figure 5.13. Electrode VHP-F model in MAXWELL 3D of ANSYS and suggested electrode arrays. 
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Chapter 6 – RF Simulations with the VHP-F Model 
6.1 Problem Statement 
 
To remotely detect changes of internal organs, one can exploit the changes in magnitude, phase, 
and delay spread caused by shifts in the material properties. However, to observe such changes, 
one must first have a propagation path that traverses the organ of interest, which is in this case 
the brain. Clearly, the effect of the material properties on this channel is proportional to the 
length of the path within the organ. However, in maximizing the path length, one must 
simultaneously maximize the received power. The greater the signal-to-noise ratio of the 
received signal, the more detail one can observe. 
Given a fixed observation point, the optimal transmitter frequency and position is desired to 
produce a channel through the brain with the aforementioned properties. Several antenna types 
are considered and discussed for the purposes of comparison and provided a historical 
background before the selected orthogonal coil antenna is used to generate a directed beam on an 
anatomically accurate human head mesh. Simulations are then conducted to find this optimal 
channel. 
6.2 Antenna Selection and Human Model 
 
The human body is a lossy transmission medium, which presents several challenges in itself. 
Prior to the introduction of powerful simulation tools, researchers relied on theoretical 
derivations to guide experimentation. This is especially true for electromagnetic fields in 
biological tissue due to the difficulty involved in acquiring in vivo empirical results.  
6.2.1 Antenna selection 
 
Selection of an antenna for the purpose of investigating propagation channels within the human 
body is not a trivial task. If one were to select a traditional dipole, the multipath caused by the 
boundaries between organs would cause the dispersed wave to be completely untraceable at the 
receiver, limiting the information that can be gathered about the channel. Furthermore, a dipole 
primarily radiates in the electric field, which is significantly affected by the permittivity of the 
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Figure 6.1. Left: problem geometry for two orthogonal coils with respect to the H plane. The coils were modeled as 
loops with equivalent magnetic moments, m. Right: Analytical electric field pattern with respect to the H plane for 
two orthogonal coils close to the human head. The coils are excited     out of phase to null one beam (right) and to 
amplify the other (left). 
human body. Although this can be mitigated by selecting a magnetic dipole or a loop, one would 
still need to find a way to “steer” the beam to a receiver on the head, providing information about 
a single, desired path. 
There are several possible designs for wearable antennas, which typically are members of the 
patch family, as these can be made conformal [4]. The objective of most wearable antennas is to 
transmit to a base station away from the body [4], [5]. Conversely, this project requires the 
antenna to able to transmit through the body. 
The loop is a very simple option for selecting an antenna that can propagate through the body. A 
small loop or coil is very similar to a small dipole; however, it is horizontally polarized as 
opposed to vertically polarized [6]. This implies that a dipole would be radiating in   , whereas 
a loop is radiating in   . Figure 6.1 illustrates the orientation of the    with respect to two 
orthogonal coils (described in the following section). Therefore, the loop antenna should be less 
affected by dielectric loading. Unfortunately, the radiation pattern remains nearly the same as a 
dipole, thus it can be difficult to properly distinguish the angle of arrival for internal channels 
[6].  
An interesting variation of the classic loop is presented in [7]. The authors created segmented 
loop antennas to generate a uniform current distribution throughout the length of the antenna. 
Without segmentation (and the addition of the corresponding matching capacitance), there were 
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regions with large specific absorption rate (SAR) values. Once these so called “hot-spots” 
appear, one must reduce the transmit power in order to avoid possible tissue damage [7]. This 
was of particular interest because the goal of the study was to improve the efficiency of the 
coupling that would power an implant.  
Another variation is the fat arm spiral antenna, designed as means of wirelessly streaming 
images from an endoscopic capsule to a technician in real time, while providing more bandwidth 
(from 460 MHz to 535 MHz) than traditional spiral or helix antennas. This additional bandwidth 
was provided by thickening the spiral. The antenna produces an omnidirectional radiation pattern 
vital to the particular case study, as the orientation of the capsule in the digestive tract relative to 
a fixed receiver is arbitrary [8]. 
A more complex approach is offered by Karathanasis and Karanasiou, who have developed a 
phased array based reflector system to do beamforming within the human body. As opposed to a 
single radiating element, this system employs a 1.25m by 1.2m ellipsoidal cavity and changes the 
excitation phase to cause a local maximum in a given area, capable of inducing localized brain 
hyperthermia or treating hypothermia [9]. 
 
6.2.2 Orthogonal Coil Antennas 
 
A possible solution to this problem was proposed in [3], where two orthogonal coil antennas 
were excited with a     phase difference to produce a single concentrated beam at    , without 
the need for a large or complicated array. This configuration, shown at right in Fig. 6.1, provides 
a maximum directivity of more than 10dB, allowing one to use less transmitted power, while 
reducing interference caused by undesired reflections. 
This special beamforming property only holds true when the loops are close to an air-dielectric 
interface that satisfies the quasi-static limit of      [10]. It is possible for a loop or dipole to 
generate a directive beam under the condition that the ratio of permititivies of the transmission 
media is large (greater than 4). With    of air being 1 and    of body tissues being on the order of 
17-70, this is clearly applicable [11], [12]. Under this condition, and provided that the loops are 
excited close (        ) to the dielectric interface (i.e., the surface of the human body), the 
electric fields in the second medium (the body) in the H-plane (for horizontal and vertical loops 
respectively) reduce to [10]: 
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where    is the wavenumber through medium 1,   √    ⁄  is the refractive index,   is the 
distance along the dielectric interface, and  is the magnetic dipole moment. These predict two 
main lobes for each dipole, centered at      , and         (the H-plane)[10]. By exciting 
the orthogonal coils     out of phase, it is possible to cause destructive interference in one lobe 
and constructive interference in the other, as seen at right in Fig. 6.1. The small size and highly 
directive pattern of this antenna make it an excellent candidate for this study. 
 
6.2.3 Field Propagation 
 
The most basic case of a time-varying harmonic field is the plane-wave, which is an 
approximation of a propagating field far enough from the source that the wave front appears to 
be uniform. However, the intensity need not be uniform across the entire wave front. Indeed, the 
wavenumber can be a complex value, which is vital for the definition of the surface wave, as one 
can define a transverse wave impedance [13]. 
When waves come into contact with different media, the appropriate boundary conditions must 
be respected. This is a classic field closely tied with optics via Snell’s law, giving rise to 
different modes. The most fundamental is the transverse electromagnetic mode (TEM), but 
waveguides operate on the principle of transverse electric (TE), or transverse magnetic (TM) 
modes depending whether the E or the H field is perpendicular to the interface [14]. 
Sommerfeld analytically characterized surface waves along a cylindrical wire, showing both the 
skin effect (with regards to the concentration of current within the wire) as well as the elliptical 
polarization of the electric field in the direction of propagation [15]. Less than a decade later, 
Zenneck introduced his controversial explanation of the surface waves observed in 
Sommerfeld’s result [16]. Traditionally, it is accepted that radiation decays proportional to 
 
 
 in 
the far field; however, Zenneck believed radios could transmit further by propagating through the 
ground via a so-called “Zenneck wave,” which decays at a slower rate of 
 
√ 
. Although it was 
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later determined that the ionosphere was acting as a reflector, permitting the transmission of 
electromagnetic waves over long distance, the existence of the Zenneck wave has long been 
debated [17]. 
The human body may be modeled as a planar set of layered, homogenous boundaries with the 
appropriate permittivities and conductivities [14]. By using a spatial transmission line 
propagation model, the transverse wave impedance of the i
th
 boundary in the x direction can be 
expressed by [13]: 
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In general, the input impedance, from the perception of the boundary, must cancel to produce a 
surface wave on that boundary [13], [18]. The two major types of surface waves discussed are 
Norton and Zenneck waves. Norton waves are bound to a material interface and are described by 
the geometrical optics field subtracted from the radiating field [19]. Although an approximation 
intended for engineering purposes, the Norton wave equations describe the rate of decay. 
Assuming medium 2 is air, a Norton wave is given by [17] 
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Note that   is the so-called “numeric distance,” given by  
      (
  
 
   
 ). Norton provides tables of    for various values of   in [20]. The rate of decay is 
proportional to    , similar to the traditional far-field result, but the wave will be coupled to the 
surface as opposed to radiating into space. 
On the other hand, the Zenneck wave can be expressed along the length of a boundary (again, 
medium 1 is the dielectric and medium 2 is air) as [17]: 
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where   
   
 are Hankel functions. Note that the Zenneck decays at a much slower rate of 
 
√ 
; 
however, the appropriate material parameters of the boundary must be selected for a Zenneck 
wave solution to exist. A more detailed discussion on these waves can be found in [17], [19]. 
Based on the transverse impedances simulated by Lea in [13], it is unlikely that a Zenneck wave 
can be excited on the body with a short electric dipole. Considering that the body model used in 
[13] is inductive at lower frequencies, the conditions for the Norton or Zenneck surface waves 
could not be met, thus no TE surface waves could be observed below 5 GHz. Conversely, the 
fundamental TM mode produced surface waves, as the component of the electric field that is 
perpendicular to the surface is less affected by dielectric losses (severely attenuating any TE 
waves). Similarly, the presence of Norton waves was confirmed via simulation [13].  
6.2.4 Human Body Models 
 
In recent years, significant interest has been placed in the development of accurate human body 
models. Although it is easier to develop an analytical model for planar interfaces, such as the one 
seen in [13], the accuracy of such models is limited. The human body is far from a simple planar 
interface and the relatively high conductivity and permittivity of the lossy organs has a profound 
effect on the transmission characteristics [3].Once one refines a model to include internal organs 
(more complex than planar homogeneous media), it is impractical to develop a full analytical 
model. 
Fortunately, computational advances have resulted in detailed and reliable electromagnetic 
solution techniques such as finite difference time-domain (FDTD), method of moments (MoM), 
and finite element method (FEM). In order to use these powerful tools for medical analysis, one 
requires a model or mesh of the test subject. A mesh is a series points that make up triangles and 
tetrahedra to form a three-dimensional structure that closely approximates the object in question. 
As one would expect, the finer the resolution of the mesh, the larger the model, and the longer 
the computation time. With accurate, computationally feasible models of the human body, it 
would be possible to run a variety of EM simulations to advance science and medicine, 
minimizing the number of dangerous tests that need to be done to live subjects. Examples of 
commercially available human body models can be found in [21]-[25]. 
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Customized models accurately describing the human head were constructed for this project 
precisely in the manner outlined above. Organs relevant to this study, including the brain, skull, 
jaw, tongue, and spine, were identified in pertinent cryoslices and hand-segmented using ITK-
Snap [28], meshed, and imported into MATLAB. This time-consuming process described above 
and in [3] results in large, fine resolution triangular surface meshes. Each of these was further 
simplified using surface-preserving Laplacian smoothing [29] to enable fast, yet accurate 
simulations. Resulting models have 1,000-12,000 triangles per structure and model description 
via the NASTRAN file format [30],[31] allows users to import into custom and commercial 
simulation software packages. In this way, all models were imported into ANSYS’ High 
Frequency Structural Simulator (HFSS) v. 14, a commercially available FEM electromagnetic 
simulation suite,  and the mesh checking tools resident in this package were utilized to check 
each model for manifoldness, intersection, and other relevant properties. 
Creation of the Cerebrospinal Fluid (CSF), a highly conductive liquid that entirely encompasses 
the brain and is vital to the accuracy of any electromagnetic simulation involving the head, 
followed a slightly different process. Since the brain can move about in the CSF, certain 
cryoslices depicted the brain directly adjacent to the skull with no space allocated for the CSF. 
Therefore, the brain model model was converted via 3D Delaunay tessellation to a strictly 
convex shape. Such an operation will allow for all non-convex cavities on the brain surface to be 
filled with the CSF. This boundary triangular mesh may be extracted from the tetrahedral mesh 
and scaled to match an expected 2.5 mm-thick CSF layer. 
The final model used in these simulations is a refined version of the one presented in [3] with 
additional tissues shown in Fig. 6.2 to provide a more accurate model of the human head. 
Although not directly intersecting the YZ plane in Fig. 6.2, the eyes are also included in the 
simulations. The brain is considered a single combined mass, whose permittivity as also given by 
[27]. The ventricles in the brain are assumed to be filled with CSF. 
6.3 Modeling Results 
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Figure 6.2. Cross section of the sagittal (YZ) plane of the human head model. a.) Locations of included 
organs, b.) Examples of antenna locations with respect to θ. The phase of the excitation was adjusted such 
that the 45° beam transverses the head, as indicated by the green and purple arrows. 
 
Simulations were performed using HFSS. The objects used to generate the model were 
constructed from data provided by the U.S. National Library of Medicine [26]. After segmenting 
and meshing individual organs of the female human head model, the results were imported into 
HFSS and assigned their respective dielectric constant (  ) and conductivity ( ), which were 
obtained from [27]. The frequency dependence of both of these material properties was 
accounted for in the simulations. 
As an extension of the work done in [3] which utilized pulses, the finite element solver in HFSS 
was used to conduct continuous wave (CW) simulations at specific frequencies. The coils were 
constructed of 0.4mm thick wire, and were 7mm in diameter. In order to assist in characterizing 
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Figure 6.3. Close-up view of the two orthogonal loop antennas used in the following simulations. Only the skin, 
skull, CSF, and brain meshes are shown for clarity. 
 
the human head channel as a transmission medium, the transmitting antenna was positioned 
around the head in a spherical based coordinate system as shown at left in Fig. 6.1. The distance 
from the center of mass of the head to the center of the coil antennas was adjusted such the edges 
were approximately 1mm from the surface. This adjustment was necessary because the human 
head is clearly not a perfect sphere, and the coils were to remain close to but not intersecting the 
dielectric interface. An example is shown in Fig. 6.3. 
At each labeled point in Fig. 6.4, the antenna was laterally translated (without rotation) and 
excited in a manner that would direct the beam through the head. The testing points extended 
from      to      in steps of    in either cut-plane (sagittal YZ and coronal XZ planes) for a 
total of 49 different testing points. Only the results for the sagittal plane are considered in this 
here, as the coronal plane is more symmetric and did not provide a feasible point to extract the 
fields. 
It is important to note that the organs within the human head have a high relative dielectric 
constant      , which results in a slower phase velocity. This delay is intentionally used in [3] 
to remotely detect changes within the body; however, it also scales the magnitude of the received 
electric field. In order to more easily detect the propagation paths within the head, the Poynting 
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vector (      ) is plotted on a logarithmic scale. This shows the direction of power flow 
and eliminates the oscillating standing waves. 
 
6.3.1 Poynting Vector at Selected Frequencies 
 
Again, the goal of this study is to establish a channel though the human head. Not only must the 
power penetrate the head and travel through the brain, it must be extracted. To achieve this 
objective, two design variables must be optimized: the location measured from the center of the 
head (given as the angle  ) and the frequency of excitation  . Figure 6.4 shows the propagation 
of power at 100 MHz. At low frequencies the 
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Figure 6.4. Magnitude and direction of the Poynting vector for selected antenna positions at 100 MHz. The red 
crosses show the locations of the transmitter (the size is exagerated for clarity). 
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Figure 6.5. Magnitude and direction of the Poynting vector for selected antenna positions at 500 MHz. 
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Figure 6.6. Magnitude and direction of the Poynting vector for selected antenna positions at 1 GHz.  
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wavelength in free space is over a meter, and even in the brain (with one of the highest dielectric 
constants of         at 100MHz), the wavelength is still greater than 300mm [27]. The 
resulting Poynting vector plots resemble those of the near field of the orthogonal coils in free 
space. 
Mid-range frequencies, such as 500 MHz, cause the wavelength to be closer to the Fresnel region 
and allow the antenna to demonstrate the targeted directive pattern described in [10], as seen in 
Fig. 6.5. The CSF, with         and       
 
 
 at 500 MHz, begins to act like the walls of a 
waveguide around the brain [27]. Depending on the direction of excitation, this effect steers the 
beam along the inner contour of the brain to either the cerebellum or the sinus cavity. 
Unfortunately, at higher frequencies the difference in   causes a much larger angle of refraction 
at the sinus(air)/muscle interface, making the field more difficult to recover. 
As one increases the frequency, the problems observed in Fig. 6.5 begin to escalate. Figure 6.6 
illustrates the Poynting vector for the orthogonal coils being excited at 1 GHz. The     beam is 
still clearly present, albeit curved by the aforementioned waveguide effect of the CSF, but 
reflections from this boundary begin to eliminate the propagating component of the wave. This 
cancellation would make signal extraction very challenging, as there is little to no forward 
propagating power through the brain that exits the head. 
6.3.2 Optimized transmitter location 
 
The ideal transmission channel would propagate through a long path within the brain and be 
received with the maximum power transfer through this path. A longer propagation path through 
the brain will experience a greater effect in attenuation and phase velocity due to abnormalities 
in the material properties in the brain. Furthermore, increasing this length would help negate the 
effects the short distances required to enter or leave the brain. Clearly, maximizing the power 
received (i.e. concentrating the beam) allows one to more easily observe these changes in the 
presence of noise. 
This now becomes an optimization problem, where one must maximize the path length through 
the brain without compromising received power. A test point was selected on top of the sinus 
cavity (as shown in Fig. 6.2b) to measure the received fields. Although similar study could be 
performed with a more practical receiver on the tongue, the sinus cavity destroys all paths to the 
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tongue at higher frequencies. 
The transmitting coils were moved from        to      in steps of    at a constant distance 
of approximately 1mm to the surface of the head, as depicted in Fig. 6.2b. At each transmission 
point the fields were simulated for excitations from 100 MHz to 1 GHz in steps on 100 MHz. 
The magnitude of the Poynting vector at the test point shown in Fig. 6.2b is summarized in Fig. 
6.7a. The disproportionately large magnitudes near      in Fig. 6.7a are caused by the caused 
by the close proximity of the transmitter on the 
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Figure 6.7. a) Magnitude of the Poynting vector evaluated at the test point above the sinus cavity as shown in Fig. 
6.2 for different excitation positions and frequencies. b) The length of the path of power propagation through 
the brain. The star indicates the selected optimal compromise in maximising the received power and 
propagation distance through the brain (at 𝜃       and         ).  
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Figure 6.8. Magnitude and direction of the Poynting vector for an antenna placed at θ=+15° at selected frequencies. 
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front of the head and the test point in the sinuses. These values are less relevant as there is 
virtually no path through the brain. Near    , the magnitude reaches a local plateau between -
40dB and -35dB before sharply dropping. Figure 6.8, is an example of antenna located at this 
location. One may note that the high intensity is caused by the waveguide properties of the CSF 
channeling the power into the sinus cavity at frequencies between 200 MHz and 600 MHz. 
Higher frequencies at this position begin to suffer from reflection, reducing the magnitude of 
received Poynting vector.  
 
Figure 6.7b plots the path length through the brain on the same axes as Fig. 6.7a. We define the 
propagation path to exclusively be the curved distance (following the vectors), not the 
perpendicular distance, from the transmitter to the test point. Each distance was graphically 
calculated using vector plots such as those in Figs. 6.4 – 6.8. Only the portion of this curve that is 
inside the brain is considered, and cases that did not have a path from the antenna to the test 
point via the brain were discarded. 
The optimal location and frequency for the transmitter is problem dependent, as one must find a 
compromise between a long propagation path through the brain and high received power. We 
selected the starred point in Fig. 6.7 (at        and         ), where | |       , and 
the path length through the brain is at least 125mm. Other transmitter locations and frequencies 
produced a shorter path, or the received power was too low to be feasibly measured with noise. 
6.4 Discussion and Conclusion 
 
The simulations presented in this paper demonstrate the existence of a channel through the brain 
to the sinus cavity. By exciting orthogonal coil antennas in quadrature, a directed beam can be 
generated and steered through a dielectric medium. By adjusting the transmitter position and 
excitation frequency, an optimal path through the brain was found. 
The model simulated in [3] demonstrated faint, yet distinct surface waves along the head. No 
surface waves were observed on the new model. In order to better classify the fields on this 
earlier model, the magnitude of the electric field was simulated following a segmented line along 
the surface of the head. The observed waves could be described by the Norton wave with a rate 
of decay proportional to    , which is much slower than the expected rate of 
 
 
  [17]. 
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When the brain undergoes any form of serious trauma, through either injury or the development 
of a tumor, the physical and electric properties change accordingly. Recent studies indicate that 
different levels of blood content, potentially caused by burst blood vessels in the head, will lead 
to different dielectric properties [32],[33]. The channel established earlier in this text can be used 
to detect such abnormalities. 
A continuous wave is ideal for detecting volumetric changes of the brain. It is narrowband, 
straightforward to produce and measure, and provides a clear phase reference. Conversely, a 
broadband pulse would provide additional frequency diversity, allowing one to determine the 
existence of small objects, such as localized lacuna tumors in the brain. This is possible because 
the additional frequencies allow one to resolve more paths, thus obtaining additional information 
from the multipath characteristics of the channel. Broadband pulse simulation is beyond the 
scope of this study. An excellent example of such an analysis is provided in [32], but requires 
complex signal processing and 72 antennas to image the entire head.  On the contrary, the CW 
technique shown here allows for simple and rapid detection of any general abnormality in the 
brain by observing the integral characteristics of the wave.  This, perhaps, could be used as a 
screening measure to determine if more in-depth analysis is needed. 
The models used in this study were improved from those in [3] from both an anatomical and 
material perspective. Previous versions did not include separate layers for the fat, muscle, and 
other organs. Furthermore, in this new study, all material properties were obtained from [27], the 
internationally recognized Foundation for Research on Information Technologies in Society 
(IT’IS). However, the previous model still illustrates a similar path through the brain to the 
tongue at a similar transmission position. This implies that the existence of the path may be 
robust to material changes. One may need to tune the exact frequency and position, but there 
should be at least one acceptable transmission path. The variance in the conditions for generating 
these paths for different head models would be a worthwhile avenue of research for conducting 
practical microwave tomography. 
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Chapter 7 – FDTD Simulations with the VHP-F Model 
 
The VHP-F computational model has been used extensively in the development of small electric 
and magnetic source models with coincident phase centers. These models have allowed the 
FDTD simulation of the orthogonal coil antenna developed in Chapter 6, as well as the 
examination of the use of this antenn in human body localization applications.  
This chapter first introduces standard source modeling in FDTD and the coincident phase theory 
for both small magnetic and electric sources. A series of FDTD simulations to sense changes in 
the permittivity of the cerebrospinal fluid is then described followed by a section on localization. 
Further background on the implementation of the FDTD method and the introduction of the Yee 
cell is provided in Appendix B. 
7.1 Source Modeling in FDTD – Model of a Small Dipole Antenna (electric dipole) 
7.1.1. Standard small dipole model  
 
A small dipole antenna is represented by a uniform line current, )(tis , which flows over a length 
l. The length l is usually much smaller than the cell size. The current is centered at the 
corresponding electric field node as shown in Fig. 7.1 (see, for example, [1]).  
The line current is transformed to an equivalent volumetric current density averaged over one 
unit cell:   
)()(
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l
tJ ss

                                                                     (7.1) 
which produces the same electric dipole moment. This current density is substituted in one of the 
FDTD update equations for the electric field (as given in Appendix B). For the dipole shown in 
Fig. 7.1, the result has the form  
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Figure 7.1. Dipole antenna with the impressed line current )(tis . 
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An important observation is that it is very straightforward to implement Eqs. (7.2)  in practice. 
Namely, only current excitation terms have to be added after the standard update equations for 
the electric field. 
7.1.2.  Small dipole model for arbitrary orientation   
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For an arbitrarily oriented dipole with the unit direction vector n

, one could consider a 
superposition solution in the form of three orthogonal elementary dipoles oriented along the x-, 
y-, and z-axes. However, their phase centers will not be coincident as illustrated in Fig. 7.1. A 
modification to the model can be made as shown in Fig. 7.2. Here, the dipole source is 
effectively placed at the corner node of the Yee cell. Two adjacent electric field nodes acquire 
the half of the dipole current.  
 
 
Figure 7.2. Dipole antenna model with the dipole placed at the center node of the Yee cell. 
 
The dipole of arbitrary orientation with the unit direction vector n

  is then considered as a 
superposition of three dipoles directed along the x-, y-, and z-axes.  All those dipoles have the 
same phase center. The corresponding current densities are given by   
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The above model may be treated as a symmetric point source model.  
The port update given in Eq. (7.2) is straightforwardly modified to incorporate this new source: it 
remains the same for the node kji ,,  (except that the current is divided by two), and uses index 
substitution 1 jj  for the second node in Fig. 7.2.   
Complete update equations for a dipole of arbitrary orientation have the form  
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Here, only current excitation terms have to be added after the standard update equations for the 
electric field.  
The model described above was implemented in the code.  It is advantage is the ability to 
describe the dipole of arbitrary orientation, whilst keeping the same phase center. Its 
disadvantage is a relatively “large” volume occupied by the model that now extends to two unit 
cells in every direction.  
7.1.3. MATLAB implementation  
 
The MATLAB implementation of the symmetric dipole model (and of the related field probe) is 
given by the code that follows 
%   setting up parameters 
Js   = PortM(m)/d^3*(IG(m, kt)+IG(m, kt+1))/2;% volum. current density at n+1/2  
i_e = PortIndX(m);   %   port location grid nodes 
j_e = PortIndY(m);   %   port location grid nodes 
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k_e = PortIndZ(m);   %   port location grid nodes 
Jx = d*Js/2*PortNX(m); 
Jy = d*Js/2*PortNY(m); 
Jz = d*Js/2*PortNZ(m); 
ExN(i_e, j_e, k_e)   = ExN(i_e, j_e, k_e)   - Ex2(i_e, j_e-1, k_e-1)*Jx; 
ExN(i_e-1, j_e, k_e) = ExN(i_e-1, j_e, k_e) - Ex2(i_e-1, j_e-1, k_e-1)*Jx; 
EyN(i_e, j_e, k_e)   = EyN(i_e, j_e, k_e)   - Ey2(i_e-1, j_e, k_e-1)*Jy; 
EyN(i_e, j_e-1, k_e) = EyN(i_e, j_e-1, k_e) - Ey2(i_e-1, j_e-1, k_e-1)*Jy; 
EzN(i_e, j_e, k_e)   = EzN(i_e, j_e, k_e)   - Ez2(i_e-1, j_e-1, k_e)*Jz; 
EzN(i_e, j_e, k_e-1) = EzN(i_e, j_e, k_e-1) - Ez2(i_e-1, j_e-1, k_e-1)*Jz; 
AntI(m, kt) = IG(m, kt);  
AntE(m, kt) = PortNX(m)*(ExP(i_e, j_e, k_e) + ExP(i_e-1, j_e, k_e)) + ... 
              PortNY(m)*(EyP(i_e, j_e, k_e) + EyP(i_e, j_e-1, k_e)) + ... 
              PortNZ(m)*(EzP(i_e, j_e, k_e) + EzP(i_e, j_e, k_e-1)); 
AntE(m, kt) = AntE(m, kt)/2; 
                                                         %   at step n - tested                                                
AntH(m, kt) = PortNX(m)*(HxN(i_e, j_e, k_e) + HxN(i_e, j_e-1, k_e) + HxN(i_e, j_e, 
k_e-1) + HxN(i_e, j_e-1, k_e-1)) + ... 
              PortNY(m)*(HyN(i_e, j_e, k_e) + HyN(i_e-1, j_e, k_e) + HyN(i_e, j_e, 
k_e-1) + HyN(i_e-1, j_e, k_e-1)) + ... 
              PortNZ(m)*(HzN(i_e, j_e, k_e) + HzN(i_e-1, j_e, k_e) + HzN(i_e, j_e-1, 
k_e) + HzN(i_e-1, j_e-1, k_e)) + ... 
              PortNX(m)*(HxP(i_e, j_e, k_e) + HxP(i_e, j_e-1, k_e) + HxP(i_e, j_e, 
k_e-1) + HxP(i_e, j_e-1, k_e-1)) + ... 
              PortNY(m)*(HyP(i_e, j_e, k_e) + HyP(i_e-1, j_e, k_e) + HyP(i_e, j_e, 
k_e-1) + HyP(i_e-1, j_e, k_e-1)) + ... 
              PortNZ(m)*(HzP(i_e, j_e, k_e) + HzP(i_e-1, j_e, k_e) + HzP(i_e, j_e-1, 
k_e) + HzP(i_e-1, j_e-1, k_e)); 
AntH(m, kt) = AntH(m, kt)/8; 
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The accuracy and limitations of the small symmetric-dipole model have been quantified by many 
examples using the comparison with analytical solutions for point sources [2] reformulated in 
time domain.   
7.2 Source Modeling in FDTD – Model of a small coil antenna (magnetic dipole)  
 
7.2.1. General facts about coil antennas 
 
Consider a coil antenna with the dimensions shown in Fig. 7.3. The antenna has N turns; the coil 
cross-section is A; the length is l. The antenna is oriented along the z-axis. The coil may have a 
finite magnetic core.   
 
Figure 7.3. A coil antenna (with or without) the magnetic core. 
The antenna is excited by a current pulse )(ti . If necessary, the voltage across the coil antenna 
may be calculated by [3] 
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where two indexes relate to static values and their radiation corrections, respectively. One has for 
the static inductance of an air-core solenoid with radius r , cross-section area A, and length l,  
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The radiation resistance is given by [1] 
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The radiation resistance is negligibly small for very small coils. 
The calculation of inductance for the coil with a straight magnetic core becomes a nontrivial 
theoretical exercise. The graphical data is given in [3] but is only valid for a high-permeability 
magnetic core, with approximately 0100  . The resulting inductance for the inductor in Fig. 
7.3 has the form [4]  
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where *l  is the core length and r is the coil radius. This resulting inductance does not explicitly 
depend on the specific value of   as long as this value is sufficiently large. More precisely, Eq. 
(7.9) holds only for situations where the core length-to-diameter ratio is considerably smaller 
than the relative magnetic permeability, 0/  r . Eq. (7.9) was compared with experiment 
and indicated about 40% accuracy in predicting the inductance.  
7.2.2. Receive coil 
 
7.2.2.1. Coil without magnetic core 
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In the receiving mode, the open-circuited air-core RX coil shown in Fig. 7.3 generates the 
induced emf voltage,  
t
H
ANtE zemf
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 0)(                (7.10a) 
where the emf polarity “+” corresponds to the dotted terminal of the coil shown in Fig. 7.3. Thus, 
the receive coil in the open-circuit mode does not significantly disturb the incident field and acts 
similar to a field probe. This concept may be implemented in the numerical code. Therefore, the 
small receive coil does not need dedicated FDTD modeling.  
In terms of finite differences, one has  
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An alternative is to use Eq. (10) with zero sources, which yields 
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The Yee-grid discretization gives 
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7.2.2.2. Coil with arbitrary orientation  
In this case, Eq. (5) is modified to  
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where  n

 is the unit vector in the direction of the coil axis, directed toward the dotted terminal of 
the coil in Fig. 7.3.  Eqs. (7.10b) through (7.10c) may be modified accordingly.  
7.2.2.3. Coil with a magnetic core 
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For the coil with a magnetic core, the situation complicates. Comparing Eq. (7.7) (with 0w  )  
and Eq. (7.9) one could in principle define the “effective” permeability within the coil, i.e. the 
permeability, which gives the same inductance, in the form,  
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Herewith, the induced emf voltage might be defined in the form 
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Eq. (7.13) has not been tested by comparison with experiment.  
7.2.3. Transmit coil  - a magnetic dipole 
 
7.2.3.1 Magnetic dipole 
 
A small transmit coil antenna which carries the current )(ti  in Fig. 7.3 is modeled as an 
infinitesimally small magnetic dipole with a magnetic moment )(tM z . For the coil without the 
magnetic core, 
)()( tiANtM z                     (7.14) 
where A is the coil cross-section, N is the number of turns, and )(ti  is the instantaneous coil 
current. The meaning of the magnetic moment originates from the torque exerted on a loop of 
current in an external magnetic field. On the other hand, the magnetic moment is the only 
characteristic of a very small coil antenna that defines both its near- and far field [2], [5].  
Generally, the magnetic moment is a vector quantity, with the unit direction vector n

.  The 
magnetic moment is directed along the coil axis according to the right-hand rule for the electric 
current. For example, it is directed up in Fig. 7.3.  
7.2.3.2 Magnetic dipole model with a magnetic current source  
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The simplest way to model the coil antenna is to introduce the magnetic current source density 
into Faraday’s law 
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Averaging over the volume of the FDTD unit cell yields  
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The Yee-grid discretization yields  
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One disadvantage to this formulation is that the magnetic current source given by Eqs. (7.17) and 
(7.18) does not work well on the boundary between vacuum and a magnetic material. 
7.2.3.3 Magnetic dipole model with a loop of electric current 
 
The small coil antenna may be modeled with a loop of electric current shown in Fig. 7.4 where 
the coil antenna is placed at the node of the co-polar magnetic field.  Note that this is not the sub-
cell model of the coil, but rather the cell model.  
Such a location is convenient, but it does not allow us to consider an arbitrary coil antenna 
orientation. An arbitrarily-oriented radiating coil may be considered as a superposition of three 
coils oriented along the axes; however, these coils will not have the same phase center.  
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Figure 7.4. Coil antenna modeled with a loop of an equivalent electric current. 
 
Following the approach from Ref. [6], the coil in Fig. 7.4 is replaced by a square loop of the 
grid-aligned current )(tis  which possesses the same magnetic moment: 
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where   is the cell size of the cubic grid. Further, the current )(tis  is replaced by its current 
density uniformly distributed over every involved cell’s cross-section, 
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Let’s assume the coil is located at the Hz-field node i,j,k as in Fig. 7.4. Maxwell’s equations in a 
lossy inhomogeneous medium for four surrounding E-field nodes  
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on the Yee grid are modified to 
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at the locations of the E-field nodes. Here,   is the electric conductivity.  
An important observation is that it is very straightforward to implement Eqs. (7.22) in practice. 
Namely, only current excitation terms have to be added after the standard update equations for 
the electric field. 
7.2.3.4 Magnetic dipole model with two loops of electric current and arbitrary coil orientation 
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The current-loop model of Fig. 7.4 is straightforwardly modified for the case of arbitrary coil 
orientation. The concept is shown in Fig. 7.5 that follows. The coil antenna is now placed at the 
center of the Yee cell. The coil in Fig. 7.5 is replaced by two square loops of the grid-aligned 
electric current, which in sum possess the same magnetic moment. Instead of Eq. (7.20), the 
current density for each loop becomes  
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i.e. the half of the original current density. Update Eqs. (7.22) are straightforwardly modified to 
the present case: they remain the same for the lower face in Fig. 7.5 and use index substitution 
1 kk  for the upper face.  
The coil of arbitrary orientation with the unit direction vector n

  is considered as a superposition 
of three coils directed along the x-, y-, and z-axes.  The corresponding current densities are given 
by   
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Figure 7.5. Coil antenna model with the coil placed at the center node of the Yee cell.  
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All the current densities should follow the right-hand rule with regard to all three Cartesian axes 
as shown in Fig. 7.5 for the z-axis. 
The advantage of this model described above is the ability to describe the coil of arbitrary 
orientation, whilst keeping the same phase center. Its disadvantage is again a relatively “large” 
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volume occupied by the coil model that extends to two unit cells in every direction.  The above 
coil model may be treated as a symmetric point source model.  
7.2.4. MATLAB implementation  
 
The MATLAB implementation of the symmetric coil model (and of the related field probe) is 
given by the code that follows 
 
%   setting up parameters 
Js   = PortM(m)/d^4*(IG(m, kt)+IG(m, kt+1))/2;  %   volumetric current density at 
n+1/2 - tested     
i_e = PortIndX(m);   %   port location grid nodes 
j_e = PortIndY(m);   %   port location grid nodes 
k_e = PortIndZ(m);   %   port location grid nodes 
Jx = d*Js/2*PortNX(m); 
Jy = d*Js/2*PortNY(m); 
Jz = d*Js/2*PortNZ(m);  
%   coil/loop along the x-axis 
%   Update equations (simple addition - right-hand rule exactly) 
EzN(i_e, j_e, k_e)   = EzN(i_e, j_e, k_e)   + Ez2(i_e-1, j_e-1, k_e)*Jx; 
EzN(i_e, j_e+1, k_e) = EzN(i_e, j_e+1, k_e) - Ez2(i_e-1, j_e, k_e)*Jx; 
EyN(i_e, j_e, k_e)   = EyN(i_e, j_e, k_e)   - Ey2(i_e-1, j_e, k_e-1)*Jx; 
EyN(i_e, j_e, k_e+1) = EyN(i_e, j_e, k_e+1) + Ey2(i_e-1, j_e, k_e)*Jx; 
  
EzN(i_e+1, j_e, k_e)   = EzN(i_e+1, j_e, k_e)   + Ez2(i_e, j_e-1, k_e)*Jx; 
EzN(i_e+1, j_e+1, k_e) = EzN(i_e+1, j_e+1, k_e) - Ez2(i_e, j_e, k_e)*Jx; 
EyN(i_e+1, j_e, k_e)   = EyN(i_e+1, j_e, k_e)   - Ey2(i_e, j_e, k_e-1)*Jx; 
EyN(i_e+1, j_e, k_e+1) = EyN(i_e+1, j_e, k_e+1) + Ey2(i_e, j_e, k_e)*Jx; 
%   step n 
AntEx        = 1/4*(ExP(i_e, j_e, k_e)+... 
                     ExP(i_e, j_e+1, k_e)+... 
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                     ExP(i_e, j_e, k_e+1)+... 
                     ExP(i_e, j_e+1, k_e+1));                          
%   E-fields for all ports -step n     
AntHx  =    0.5*(HxN(i_e, j_e, k_e) + HxN(i_e+1, j_e, k_e));           
%   H-fields for all ports -step n+1/2  
%   coil/loop along the y-axis 
%   Update equations (simple addition - right-hand rule exactly) 
EzN(i_e, j_e, k_e)      = EzN(i_e, j_e, k_e)   - Ez2(i_e-1, j_e-1, k_e)*Jy; 
EzN(i_e+1, j_e, k_e)    = EzN(i_e+1, j_e, k_e) + Ez2(i_e, j_e-1, k_e)*Jy; 
ExN(i_e, j_e, k_e)      = ExN(i_e, j_e, k_e)   + Ex2(i_e, j_e-1, k_e-1)*Jy; 
ExN(i_e, j_e, k_e+1)    = ExN(i_e, j_e, k_e+1) - Ex2(i_e, j_e-1, k_e)*Jy;   
EzN(i_e, j_e+1, k_e)    = EzN(i_e, j_e+1, k_e)   - Ez2(i_e-1, j_e, k_e)*Jy; 
EzN(i_e+1, j_e+1, k_e)  = EzN(i_e+1, j_e+1, k_e) + Ez2(i_e, j_e, k_e)*Jy; 
ExN(i_e, j_e+1, k_e)    = ExN(i_e, j_e+1, k_e)   + Ex2(i_e, j_e, k_e-1)*Jy; 
ExN(i_e, j_e+1, k_e+1)  = ExN(i_e, j_e+1, k_e+1) - Ex2(i_e, j_e, k_e)*Jy; 
%   step n 
AntEy         = 1/4*(EyP(i_e, j_e, k_e)+... 
                     EyP(i_e+1, j_e, k_e)+... 
                     EyP(i_e, j_e, k_e+1)+... 
                     EyP(i_e+1, j_e, k_e+1));                         
%   E-fields for all ports -step n      
AntHy   =     0.5*(HyN(i_e, j_e, k_e) + HyN(i_e, j_e+1, k_e));        
%   H-fields for all ports -step n+1/2 
%   coil/loop along the z-axis 
%   Update equations (simple addition - right-hand rule exactly) 
ExN(i_e, j_e, k_e)      = ExN(i_e, j_e, k_e)   - Ex2(i_e, j_e-1, k_e-1)*Jz; 
ExN(i_e, j_e+1, k_e)    = ExN(i_e, j_e+1, k_e) + Ex2(i_e, j_e, k_e-1)*Jz; 
EyN(i_e, j_e, k_e)      = EyN(i_e, j_e, k_e)   + Ey2(i_e-1, j_e, k_e-1)*Jz; 
EyN(i_e+1, j_e, k_e)    = EyN(i_e+1, j_e, k_e) - Ey2(i_e, j_e, k_e-1)*Jz; 
ExN(i_e, j_e, k_e+1)    = ExN(i_e, j_e, k_e+1)   - Ex2(i_e, j_e-1, k_e)*Jz; 
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ExN(i_e, j_e+1, k_e+1)  = ExN(i_e, j_e+1, k_e+1) + Ex2(i_e, j_e, k_e)*Jz; 
EyN(i_e, j_e, k_e+1)    = EyN(i_e, j_e, k_e+1)   + Ey2(i_e-1, j_e, k_e)*Jz; 
EyN(i_e+1, j_e, k_e+1)  = EyN(i_e+1, j_e, k_e+1) - Ey2(i_e, j_e, k_e)*Jz; 
%   step n 
AntEz         = 1/4*(EzP(i_e, j_e, k_e)+... 
                     EzP(i_e+1, j_e, k_e)+... 
                     EzP(i_e, j_e+1, k_e)+... 
                     EzP(i_e+1, j_e+1, k_e));                            
%   E-fields for all ports -step n 
AntHz   =     0.5*(HzN(i_e, j_e, k_e)+HzN(i_e, j_e, k_e+1));             
%   H-fields for all ports -step n+1/2  
%   co-polar components 
AntE(m, kt) = PortNX(m)*AntEx + PortNY(m)*AntEy + PortNZ(m)*AntEz;       
%   at step n - tested 
TmpH(m, kt) = PortNX(m)*AntHx + PortNY(m)*AntHy + PortNZ(m)*AntHz;       
%   at step n+1/2 - tested 
AntH(m, kt) = (TmpH(m, kt) + TmpH(m, kt-1))/2;                           
%   at step n - tested 
AntI(m, kt) = IG(m, kt);                                                 
%   at step n - tested 
AntV(m, kt) = -mu0*PortM(m)*(TmpH(m, kt) - TmpH(m, kt-1))/dt;   
%   antenna voltages for all ports at step n 
 
The accuracy and limitations of the small symmetric-coil model have been quantified by many 
examples using the comparison with analytical solutions for point magnetic sources [2] 
reformulated in time domain, given in Appendix C.   
7.3. Source Modeling in FDTD – Model of an impressed electric field or voltage source (loop of 
magnetic current) 
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7.3.1. Concept of an impressed voltage (electric field) source  
 
Considered two metal plates of area A separated by distance l in Fig. 7.6 with an applied voltage 
)(t  between the plates. Assume that the corresponding electric field (directed down in Fig. 7.6),  
 
l
t
tEin
)(
)(

                                (7.27) 
 
Figure 7.6. Impressed voltage (electric field source). 
 
is uniform between the plates, which is true for small separation distances. Also assume that the 
electric field is zero otherwise (medium 2). The boundary condition for the electric field on the 
side boundary of the cylinder states that  
 
))(( 2 tEEmM in

                                                                          (7.28) 
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where M

 is the resulting surface magnetic current density (V/m)  on the side boundary, m

 is the 
outer normal.  With reference to Fig. 7.6, M

 has only an angular component, i.e. 
 
l
t
tEM in
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
                                                                                   (7.29a) 
Thus, the impressed electric field source (or the voltage source) is equivalent to the loop of a 
surface magnetic current.  The total magnetic current in the loop is lM , the loop area is A.  
Therefore, the product )(tAAlM    has the sense of a loop moment where A is the moment 
per one volt.   
 
7.3.2. Modeling an impressed voltage source 
 
The initial FDTD implementation is shown in Fig. 7.7 where the field source is placed at the 
node of the co-polar electric field, similar to the electric dipole. Such a location is convenient, 
but it does not allow us to consider an arbitrary source orientation in general. We model the 
source with the closed loop of a magnetic current )(tims  passing through the nodes for the 
magnetic field shown in the figure.  This model is dual to the magnetic dipole. Since the loop 
moment should be preserved, it follows from Eq. (7.29a) that  
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                                                                                        (7.29b) 
Thus, the volumetric magnetic current density, 
2/)()(  titJ msms ,  in Fig. 7.7 is specified. The 
update equations corresponding to Fig. 7.7 have the form  
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Figure 7.7. TX voltage source and the surrounding FDTD grid.  
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Implementation is  only current excitation terms have to be added after the standard update 
equations for the magnetic field. 
7.3.3. Modeling an impressed voltage source of arbitrary orientation  
 
The magnetic current-loop model of Fig. 7.7 is straightforwardly modified for the case of 
arbitrary source orientation. The concept is shown in Fig. 7.8 that follows. The source antenna is 
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now placed at the corner of the Yee cell. The source in Fig. 7.8 is replaced by two square loops 
of the grid-aligned magnetic current, which in sum possess the same moment. This means that 
the current density for each loop becomes the half of the original magnetic current density.  
Update Eqs. (7.30) are straightforwardly modified to the present case: they remain the same for 
the upper face in Fig. 7.8 and employ the index substitution 1 jj  for the lower face.  
The source of arbitrary orientation with the unit direction vector n

  is considered as a 
superposition of three elementary sources directed along the x-, y-, and z-axes.  The 
corresponding current densities are given by   
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)( tJntJtJntJtJntJ msZmsZmsYmsYmsXmsX                        (7.31) 
All the magnetic current densities should follow the right-hand rule with regard to all three 
Cartesian axes as shown in Fig. 7.8 for the y-axis. 
Again, the advantage of this model is the ability to describe the source of arbitrary orientation, 
whilst keeping the same phase center. Its disadvantage is a “large” volume occupied by the 
dipole model that extends to two unit cells in every direction.  
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Figure 7.8. Impressed source model with the dipole placed at the corner node of the Yee cell.  
 
7.3.4. Relation between the magnetic current loop source and the electric dipole source  
 
The displacement current (current in the capacitor) in Fig. 7.6 is directed down. Therefore, the 
counterpart of the magnetic current loop in Fig. 7.6, with the magnetic current running following 
the right-hand rule with regard to the positive z-direction, should be an infinitesimally small 
electric dipole oriented toward the negative z-direction. If this dipole has a length l and a uniform 
line current tIti ss cos)( 0 , its radiation in the far field is described by ([2]): 
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On the other hand, the small magnetic current loop, whose right-hand rule axis is the z-axis, and 
which has a uniform magnetic current tIti msms cos)( 0   and an area S, radiates in the far field 
in the following way: 
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Comparing Eqs. (7.32) and (7.33) one has  
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Eq. (7.34) can be transformed to the time-domain solution for an arbitrary pulse by operator 
substitution tcjk  10 .  This gives 
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Further, the magnetic current )(tims  is replaced by its current density uniformly distributed over 
every involved cell’s cross-section: 
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Finally, since the loop area is the cell face, one has 
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The above expression has the units of V/m
2
, indeed. The last step is to substitute into Eq. (7.37) 
the expression for )(tJms  that follows from Eq. (7.29b), that is 
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The result becomes  
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which is the familiar model for a capacitor.  
7.3.5. MATLAB implementation  
 
The MATLAB implementation of the symmetric voltage source model is given by the code that 
follows 
%   setting up parameters   
Jms   = PortM(m)/d^4*VG(m, kt+1);   
                      %   magnetic current/voltage at step n+1  
i_e = PortIndX(m);   %   port location grid nodes 
j_e = PortIndY(m);   %   port location grid nodes 
k_e = PortIndZ(m);   %   port location grid nodes 
Jx = d*Jms/2*PortNX(m); 
Jy = d*Jms/2*PortNY(m); 
Jz = d*Jms/2*PortNZ(m); 
%   Port parameters                                                         
AntV(m, kt) = VG(m, kt);   
%   impressed field along the x-axis 
HyN(i_e, j_e, k_e)   = HyN(i_e, j_e, k_e)   + Hy2(i_e, j_e, k_e)*Jx; 
HyN(i_e, j_e, k_e-1) = HyN(i_e, j_e, k_e-1) - Hy2(i_e, j_e, k_e-1)*Jx; 
HzN(i_e, j_e, k_e)   = HzN(i_e, j_e, k_e)   - Hz2(i_e, j_e, k_e)*Jx; 
HzN(i_e, j_e-1, k_e) = HzN(i_e, j_e-1, k_e) + Hz2(i_e, j_e-1, k_e)*Jx; 
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HyN(i_e-1, j_e, k_e)   = HyN(i_e-1, j_e, k_e)   + Hy2(i_e-1, j_e, k_e)*Jx; 
HyN(i_e-1, j_e, k_e-1) = HyN(i_e-1, j_e, k_e-1) - Hy2(i_e-1, j_e, k_e-1)*Jx; 
HzN(i_e-1, j_e, k_e)   = HzN(i_e-1, j_e, k_e)   - Hz2(i_e-1, j_e, k_e)*Jx; 
HzN(i_e-1, j_e-1, k_e) = HzN(i_e-1, j_e-1, k_e) + Hz2(i_e-1, j_e-1, k_e)*Jx;        
  
%   impressed field along the y-axis  
HxN(i_e, j_e, k_e)   = HxN(i_e, j_e, k_e)   - Hx2(i_e, j_e, k_e)*Jy; 
HxN(i_e, j_e, k_e-1) = HxN(i_e, j_e, k_e-1) + Hx2(i_e, j_e, k_e-1)*Jy; 
HzN(i_e, j_e, k_e)   = HzN(i_e, j_e, k_e)   + Hz2(i_e, j_e, k_e)*Jy; 
HzN(i_e-1, j_e, k_e) = HzN(i_e-1, j_e, k_e) - Hz2(i_e-1, j_e, k_e)*Jy; 
  
HxN(i_e, j_e-1, k_e)   = HxN(i_e, j_e-1, k_e)   - Hx2(i_e, j_e-1, k_e)*Jy; 
HxN(i_e, j_e-1, k_e-1) = HxN(i_e, j_e-1, k_e-1) + Hx2(i_e, j_e-1, k_e-1)*Jy; 
HzN(i_e, j_e-1, k_e)   = HzN(i_e, j_e-1, k_e)   + Hz2(i_e, j_e-1, k_e)*Jy; 
HzN(i_e-1, j_e-1, k_e) = HzN(i_e-1, j_e-1, k_e) - Hz2(i_e-1, j_e-1, k_e)*Jy; 
%   impressed field along the z-axis 
HxN(i_e, j_e, k_e)     = HxN(i_e, j_e, k_e)   + Hx2(i_e, j_e, k_e)*Jz; 
HxN(i_e, j_e-1, k_e)   = HxN(i_e, j_e-1, k_e) - Hx2(i_e, j_e-1, k_e)*Jz;     
HyN(i_e, j_e, k_e)     = HyN(i_e, j_e, k_e)   - Hy2(i_e, j_e, k_e)*Jz; 
HyN(i_e-1, j_e, k_e)   = HyN(i_e-1, j_e, k_e) + Hy2(i_e-1, j_e, k_e)*Jz; 
  
HxN(i_e, j_e, k_e-1)     = HxN(i_e, j_e, k_e-1)   + Hx2(i_e, j_e, k_e-1)*Jz; 
HxN(i_e, j_e-1, k_e-1)   = HxN(i_e, j_e-1, k_e-1) - Hx2(i_e, j_e-1, k_e-1)*Jz;     
HyN(i_e, j_e, k_e-1)     = HyN(i_e, j_e, k_e-1)   - Hy2(i_e, j_e, k_e-1)*Jz; 
HyN(i_e-1, j_e, k_e-1)   = HyN(i_e-1, j_e, k_e-1) + Hy2(i_e-1, j_e, k_e-1)*Jz; 
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The accuracy and limitations of the small symmetric voltage-source model have been quantified 
by examples using the comparison with the analytical solutions for point sources [2] in Appendix 
C.   
7.4 RF sensing of electrical permittivity of cerebrospinal fluid 
FDTD simulations similar to those described in chapter 6, but employing a pulse source are 
described below for the purposes of sensing variations in the electric permittivity of 
cerebrospinal fluid. 
7.4.1 Problem statement 
 
Common tests for the characterization of cerebrospinal fluid (CSF) include protein and glucose 
levels, cell counts, and differential, microscopic examination and culture. Additional CSF tests 
include opening pressure, supernatant color, latex agglutination, and polymerase chain reaction 
[7]. It has been recently found that normal and pathological CSF samples also exhibit quite 
distinct electrical properties. Specifically, the relative dielectric constant at 2.683GHz becomes 
higher by 10-20% for CSF samples diagnosed with hepatic encephalopathy, meningitis, and 
encephalitis [7]. This is associated with the higher level of glucose or protein in the CSF samples.    
At the same time, recent medical studies have shown that it may be possible to detect 
Alzheimer’s disease up to a decade before the onset of symptoms by observing biomarkers in the 
CSF [8].  The CSF not only protects the brain, the cognitive center of the body, but it also 
contains several amino acids related to its function.  Specifically, there is close relationship 
between the development of Alzheimer’s disease and concentrations of CSF β-Amyloid protein 
1-42 (Aβ-42) and CSF phosphorylated tau181P (P-Tau181P) [8]; see also [9].   
These two observations suggest that it may be possible to perform an early detection of 
Alzheimer’s disease by in vivo monitoring of the dielectric constant (and possibly the 
conductivity) of the CSF. The purpose of this study is to quantify, through accurate numerical 
simulations, if such changes could be detected by using noninvasive means, specifically the 
microwave tomography with precisely-positioned small antennas located around the human head. 
Measurements would be taken over time to be catalogued and mined for trends in the electrical 
data that could be correlated to behaviors exhibited by the patient. 
 
168 
 
 
Figure 7.9. Ideal orthogonal coil antenna as simulated in FDTD 
 
This is a challenging problem since the CSF forms a thin curved layer of a varying thickness, and 
its RF response is hidden in the combined response of a brain and layers of skull, fat, and skin. 
We have identified two possible solutions. One relies upon a directed beam designed in such a 
way that the beam patch between the transmitter and receiver tends to follow the bulk of the CSF 
volume. Another solution uses a surface wave that propagates around the head and meets a 
receiver at a certain location.  In both cases, we will employ a novel small orthogonal-coil 
antenna, which couples well to the surface of the head and is capable of creating a directed beam 
into the lossy dielectric volume [10] as detailed in the following section. 
7.4.2 Transmitter and Receiver Antennas 
 
In order to enable the accurate control of the antenna positions around the head, antennas for the 
microwave tomography of the CSF must be small (a small coil or a small electric dipole). The 
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small TX orthogonal-coil antenna utilized has been described in chapter 6 above. The concept is 
based upon earlier studies [11]-[13] of radiation patterns for magnetic dipoles at the air-dielectric 
interface. It has been found that the horizontal and vertical dipoles may create directive patterns 
into a dielectric, with two off-broadside identical main lobes [11]. The orthogonal-coil antenna is 
a combination of two such magnetic dipoles (small coils), where one lobe is canceled and the 
second is enhanced, as discussed above. This is accomplished through proper phase between the 
two dipoles and results in a highly-directional single-lobe beam (with the directivity in excess of 
10 dB) into the lossy dielectric half-space directed at approximately 45 degrees from the 
broadside. The 45 rule becomes more accurate when the relative dielectric constant of the half-
space increases. The receiver antennas may be either small coils or small electric dipoles.  
7.4.3 Model of a Human Head Used the Simulations 
 
Data from Visible Human Body Project
®
 conducted by the U.S. National Library of Medicine 
[14] to create high fidelity computational meshes, exactly as described in previous chapters: 
Optical images for different female organ slices (brain, skull, ears, jaw, teeth, eyes, tongue, upper 
spine) have been segmented, meshed, and imported into MATLAB, with a resolution of 1mm.  
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To perform fast yet accurate computations, we have simplified the surface meshes, and 
performed surface-preserving Laplacian smoothing as described in chapter 3. Through this 
operation smoother meshes with 1,000-12,000 triangles per organ have been obtained. All 
models have been combined together as shown in Fig. 7.10.  
7.4.4 FDTD Simulations 
 
 
 
 
Figure 7.10.  Combined low-resolution mesh for the Visible Human Body Project (female). 
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Numerical simulations have been carried out using the standard 3D Finite Difference Time-
Domain (FDTD) method (cubic Yee cells with cell size of 1mm and 2mm). An accurate source 
model with coincident phase centers has been employed as described above and in [16].  All 
simulations have been conducted with parameters from Table 7.1 related to a 400 MHz center 
frequency [17], [18] to roughly coincide with the Medical Device Radiocommunications Service 
(MedRadio) frequency band established by the Federal Communications Commission. Although 
static permittivity and conductivity values may be used for one single frequency or for 
narrowband pulses, the Debye relaxation model should be implemented for broadband pulses. 
This model implies a convolution extension of the FDTD method [19].  Even more accurate 
results are given by the non-convolution type Cole-Cole model [20], the implementation of which 
constitutes a significant challenge. 
 
7.4.5 Field Evolution 
 
Table 7.1. Electrical data of biological tissues at 400 MHz [17], [18] used at the 
simulations as nominal values. 
Biological 
Tissue 
Permittivity 
( ) 
Conductivity 
( , S/m) 
Brain 49.7 0.59 
Cerebral Spinal 
Fluid (CSF) 
71.0 2.25 
Skin 46.7 0.69 
Skull 17.8 0.16 
Spinal Cord 35.4 0.45 
Jaw Bone 22.4 0.23 
Tongue 57.7 0.77 
Eye Tissue 57.7 1.00 
Teeth 22.4 0.23 
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In all simulations, the Rayleigh excitation current pulse has been chosen for the small coil 
current in the form 

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where 
cf  is the center frequency. A current of A10 I  has been chosen for simplicity, keeping in 
mind that the actual value must be much smaller to comply with acceptable health regulations..  
7.4.5.1 Center frequency of 400MHz - volume wave 
 
Figure 7.11a-c (first row) shows the evolution of the pulse signal within the human head at 400 
MHz center frequency. In contrast to the idealized case shown in Fig. 7.9, there exists a 
significant second lobe. However, the main lobe still follows the 45-rule. Hence, the beam path 
through the back of the head between the transmitter and receiver tends to follow the CSF 
volume. Note that the RF wave is primarily the true volume wave. At the same time, it extends 
into air as seen in Fig. 7.11b, c (first row).  This circumstance makes it possible for detection with 
a receiving antenna located close to the surface of a human head. 
 
7.4.5.2 Center frequency of 800MHz - volume and surface waves 
 
Figure 7.11a-c (second row) shows the evolution of the pulse signal within the human head at 
800 MHz center frequency. In Fig. 7.11b (second row), one can see the appearance of a localized 
surface wave, which is slower than the volume wave within the head. This wave significantly 
extends into air. In that sense, it resembles a Zenneck wave over lossy dielectrics [21]-[24]. 
There again exists a significant second volume lobe. Both the volume wave and the surface wave 
contribute to the received signal – see Fig. 7.11c (second row). The main volume lobe again 
follows the 45-rule. 
7.4.5.3 Center frequency of 1600MHz – dominant surface waves 
 
Figure 7.11a-c (third row) shows the evolution of the pulse signal within the human head at 1600 
MHz center frequency. In this case, the slower surface wave becomes more intense than the 
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volume wave – see Fig 7.11b, c (third row). It is believed that this is mostly the surface wave that 
will be responsible for the received signal. 
7.4.6 Received Signal and Effect of TX Antennas 
 
The small orthogonal-coil antenna is located at the top of the head – see Fig. 7.11 and Fig. 7.12a. 
We receive the signal with two small dipole RX antennas located as shown on the same figures. 
The dipoles are perpendicular to the plane of the orthogonal-coil antenna. Irrespective of the 
particular dipole design, the received signal will be proportional to the local electric-field 
strength in the dipole direction. Such a strength is plotted in Fig. 12b for three distinct relative 
dielectric constants of the CSF – 81 and (nominal),71,61r . The corresponding percentage 
deviation from the nominal value is 14% and 12%, respectively. All other tissue parameters 
remain the same. The pulse center frequency is 800MHz. The field for receiver located at the 
back of the head is  
The first received pulse in Fig. 7.12b is the fast diffraction pulse, which propagates around the 
head through air. It is independent of the CSF properties. The second pulse is a combination of 
the volume wave through the head and the surface wave. It is well-separated from the diffraction 
pulse, has a higher magnitude, and is phase-shifted depending on the relative dielectric constant 
of the CSF. This result is critical for the present study. It means that the proper design of small 
antennas around the human head enables extracting the information about the dielectric 
properties of the CSF shown. 
The method is rather standard: it uses the pulse propagation delays caused by different phase 
speeds in the CSF. However, the position of the receiving antenna(s) on the human head may be 
critical. To support this conclusion, Table 7.2 reports the corresponding time delays for the peak 
of the correlation function between pulses for various relative dielectric constants in Fig. 7.12b.  
We test two receiving dipole antennas: one is the antenna on the back of the human head, and 
another is the antenna on the front of the head – see Fig. 7.12a. 
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Figure 7.11. Evolution of the pulse signal (dominant co-polar electric-field component is shown) within the 
human head at 400, 800, and 1600 MHz center frequency. Only the outer shape of the human head is shown. 
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As seen in Table 7.2, incorrect positioning of the receiving antenna (on the front) can lead to 
generally much lower delays. Hence, the resolution of the method decreases. On the other hand, 
the back antenna precisely follows the 45 rule and additionally allows for a longer path through 
the CSF. Hence, the received signal becomes significantly stronger, less sensitive to intermediate 
reflections, and more sensitive to the CSF properties at all frequencies.  
7.4.7 Discussion and study conclusion 
 
The major question to be answered is whether or not the detection of delays given in the second 
column of Table 7.2 may be possible in the presence of various uncertainties, including position 
uncertainties, which may be caused by finite antenna sizes, skin inconsistency, and the 
mechanical precision of the anticipated antenna setup. These uncertainties result in an 
uncontrollable time delay on the order of cx /  where x is the position uncertainty and c is the 
phase speed in a medium with average body properties, which usually assume the relative 
dielectric constant of 50. Given mm1x , the uncontrollable time delay error of 0.023ns may 
thus be produced. This value is to be compared with the time delays of 0.043, 0.075, and 0.05ns 
obtained from the second column of Table 7.2. In the best case of 800MHz pulse center 
frequency, the error appears to be 31%; however it somewhat increases in two other cases.  
 
Figure 7.12. a) - Orthogonal-coil antenna (radiator) on top of the head and two small orthogonal receiving 
dipoles (or field probes; b) -  The copolar electric field at one receiver location (on the back of the head).  The 
received voltage signal for a small dipole is directly proportional to that field. 
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It may therefore be concluded that the continuous in vivo monitoring of CSF properties is 
possible given the precise setup with small antennas and optimized antenna locations. The 
preferred pulse center frequency seems to be around 800MHz. A more accurate optimum pulse 
center frequency and the optimum pulse form may yet be determined.  
 
7.5 Concept of a receiving array of wideband orthogonal-coil antennas on a human body surface 
 
An alternative use of the orthogonal coil antenna formulated in the previous two chapters is 
localization within the human body. In this case, the reciprocity of the antenna is taken 
advantage of as the receiving pattern is highly directional and at a 45 degree angle with respect 
to the interface between the body and the surrounding air volume.  
7.5.1 Array concept – RSS array 
 
The concept of a scanning receiving array utilizes pattern reciprocity; it is shown in Fig. 7.13. 
The dark circle represents a transmitting antenna within the body (for example, a “smart pill” 
utilized in diagnostic endoscopy). With a positive set of time delays, the maximum RSS will be 
received by antenna #3. If a negative set of time delays is used, the maximum RSS signal will be 
received by antenna #1. A simple triangulation allows us to find the TX target location in the yz-
plane. A similar concept applies to 2D scanning. 
 
Table 7.2. Delays in the correlation function peak of the second pulse in Fig. 7.12b compared with nominal pulse 
autocorrelation. Delays are given with respect to the effective pulse period, 1/fc, which is 6.25τ. 
Delay in terms of  For back antenna in Fig. 7.12b For front antenna in Fig. 7.121b 
𝜏     ns            
𝜏     ns            
𝜏     ns            
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The array in Fig. 7.13 is not a phased far-field array in the classical sense: we do not really 
combine the received voltages from individual radiators with different phase shifts. Instead, we 
estimate the RSS for each individual radiator and make a decision based on this data. This 
circumstance might enable a great stability of results with respect to significant random 
variations of the human-body dielectric medium. The operating volume of the array is restricted 
to the Fresnel region; it is on the order of the array size. Large circles in Fig. 7.13 represent a 
“safe” detection region (region 1) whereas the small circles correspond to a “conditional” 
detection (region 2). Probes are located 100mm below the surface of the dielectric region (i.e., 
 
Figure 7.13.  A 1D scanning array of orthogonal-coil antennas. The output signal of every receiver is the in-
quadrature combination of two coil signals. A 1D array enables 2D localization in the yz-plane. 
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100mmz ). 
 
7.5.2 Proof of array concept using numerical simulations for a body model   
 
It should be emphasized that, irrespective of a possible rotation of any two-coil combination in 
Fig. 7.13 about its axis of symmetry, the main beam will always be directed at 45 degrees from 
the vertical axis into the dielectric material. This remarkable property follows from the expansion 
of any quadrupole into two axes-aligned dipoles; it has been verified numerically.  
Figure 7.14 shows how the four-element array from Fig. 7.13 is applied to a localization problem 
within a human body model. A custom torso phantom manufactured by The Phantom 
Laboratory, NY was scanned using a Model WB4 whole body color scanner manufactured by 
Cyberware, Inc., CA. A transmitting coil antenna to be localized is located inside the body, at a 
100mm normal distance from the back – see Fig. 7.14a. Its position corresponds to a movement 
through the oesophagus. Received open-circuit voltages are recorded for every orthogonal-coil 
receiver. The receiver separation distance is 80mm. The Rayleigh pulse described by Eqs. (7.40) 
is used.  
In Fig. 7.14a, the homogeneous model medium with 050,S/m5.0    was used for the 
simulations. In Fig. 7.14b, a model containing generic human body organs within the model has 
been created using appropriately scaled and positioned organs and bones. The dielectric 
properties of organs at 400MHz have been acquired from [19], [20]. Furthermore, using a 
Constructive Volume Geometry (CVG) algorithm, we created two layers of uniform normal 
thickness on the body surface: a 2mm thick skin layer ( 047,S/m7.0   ), and a 6mm thick 
fat layer ( 012,S/m1.0   ).  
To the right of Fig. 7.14a and Fig. 7.14b, the received voltages for every orthogonal-coil antenna 
are given, after direct or reverse in-quadrature combination, respectively. Note that every coil 
pair is rotated by 45 degrees in Fig.7.14. According to Fig. 7.14, the array operates as expected 
for either model: the positive set of time delays gives the maximum RSS at antenna #3 of the 
array whereas the negative set of time delays gives the maximum RSS at antenna #1. This is 
exactly the scheme of Fig. 7.13.   
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Note that the array functions despite a rather sophisticated environment in Fig. 7.14b. This is a 
critical observation from the viewpoint of practical applications. Table 7.3 gives the L2-norm for 
every received pulse in both cases. The multipath effect decreases the pulse strength at antenna 
#1 for the negative set of time delays as compared to the homogeneous solution.  
7.5.3 Superior performance of the orthogonal-coil array compared to an ordinary array 
  
Figure 7.15 replaces the array of orthogonal-coil antennas in Fig. 7.14 by an array of ordinary 
coil antennas (conventional magnetic dipoles) with the same polarization as the original source. 
All other problem parameters remain the same. One can see that the RSS test barely points 
toward the closest array element (#2) given the complicated body shape and composition. Thus, 
the orthogonal-coil array quite significantly outperforms the ordinary receiving array.  
7.5.4 Discussion and conclusions  
The concept of a small directional receiving antenna array intended for localization purposes 
within a human body in the Fresnel region has been justified by the theory presented in chapter 6 
and numerically in the present section. The array element is composed of two small orthogonal 
coils (magnetic dipoles). These coils are to be driven/acquired in quadrature, for both CW and 
pulse signals. An array of such radiators makes it possible to develop a simple yet effective 
localization algorithm within the body using RSS (Received Signal Strength) estimates for every 
individual radiator.  
 
Table 7.3. L
2
-Norm for every received pulse in Fig. 7.14 
Phase Body Type 
L
2
-norm (V
2
×ns) 
Receiver #1 Receiver #2 Receiver #3 Receiver #4 
Positive Homogeneous 6.9×10
-5 
2.2×10
-4
 7.8×10
-4
 2.7×10
-5
 
Negative Homogeneous 8.6×10
-4 1.4×10
-4
 8.7×10
-5
 2.7×10
-6
 
Positive Inhomogeneous 2.6×10
-5 
1.4×10
-4
 8.0×10
-4
 5.1×10
-5
 
Negative Inhomogeneous 2.0×10
-4 2.3×10
-5
 7.1×10
-5
 3.1×10
-6
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The observed array performance in a complicated dielectric environment is explained as follows. 
To a certain degree, the array still utilizes near-field behavior of magnetic antennas, which is 
weakly affected by variable dielectric properties. On the other hand, every individual orthogonal-
coil antenna forms a directional beam already in the Fresnel region, which significantly improves 
 
Figure 7.14. Left – RX array of orthogonal-coil antennas; right – received open-circuit voltages. The in-body TX coil 
has the magnetic moment  ; array coils have the moment  .  
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RSS estimates as compared to ordinary coil antennas (magnetic dipoles). Numerical simulations 
have shown that the directional beam is formed at distances greater than quarter wavelength in 
the body (~2.5cm at 400MHz) from the orthogonal-coil radiator. 
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Chapter 8 – Conclusions and Future Work 
 
8.1 Dissertation conclusions and contributions 
 
The primary product of this dissertation is the Visible Human Project – Female (VHP-F) 
computational phantom, a partial torso model of the female human body constructed via 
segmentation of anatomical cryosection images taken in the axial plane of the human body and 
surface triangulation of the resulting point cloud. This model has been accepted by the IEEE 
International Coommitte on Electromagnetic Safety for the calculation of Specific Absorption 
Rate and posseses superior resolution in the human head. In its current form, the VHP-F model 
contains 33 separate model objects describing a variety of human tissues within the head and 
torso. Each object is a non-intersecting, 2-manifold mesh composed of contiguous surface 
triangular elements making the VHP-F model compatible with major commercial and academic 
numerical simulators employing the Finite Element Method (FEM), Boundary Element Method 
(BEM), Finite Volume Method (FVM), and Finite-Difference Time-Domain (FDTD) Method.  
 
This dissertation develops a new workflow used to construct the VHP-F numerical model that 
may be utilized to build accessible custom models from any medical image data source. The 
workflow is customizable and flexible, enabling the creation of standard and parametrically 
varying models facilitating research on impacts associated with fluctuation of body 
characteristics (for example, skin thickness) and dynamic processes such as fluid pulsation.  
 
This dissertation identifies, enables, and quantifies three new specific computational 
bioelectromagnetic problems, each of which is solved with the help of the developed VHP-F 
model: 
I. Examination of cephalic versus extracephalic Transcranial Direct Current Stimulation 
(tDCS) of primary motor cortex; 
II. RF channel characterization within cerebral cortex with novel and small on-body 
directional antennas; 
III. Body Area Network (BAN) characterization and RF localization within the human 
body using the FDTD method and small antenna models with coincident phase centers. 
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Each of those problems has been (or will be) the subject of a separate dedicated MS thesis. 
Much of the work involved in this dissertation has centered on non-invasively sensing changes in 
the electrical properties of one or more materials within the human body.  
8.2 Future work 
 
While the work to date has proven to be successful, there is still much to be done. The first task 
will be the extension of the partial torso model to include the entire Visible Female body, to 
include the lower extremities and all associated tissues. This work is already underway with 
segmentation tasks ongoing and the identification of pertinent tissues in the remaining cryoslice 
images. 
New additions to the workflow are also foreseen to make it highly visualized and allow an 
operator access to manipulate individual triangles through a series of mouse clicks. MATLAB 
scripts that are either proposed or in development include: 
Script mesh_segm.m is responsible for the following operations: 
1. Acquisition of the 2D slices (scan data) of the body in the xy-plane using a set of images and 
the function imread. The incremental distance along the z-axis is user-defined. The image 
size in pixels in converted to the size in mm using function imagesc. 
2. Manual selection of a set of 2D nodes indicating the boundary of interest using 2D mouse 
input ginput. Left click adds a nodal point; right click detected with get(gcf,'Selectiontype') 
deletes the previous node. The result is the xy  2D array )2:1(:,nP  where n is the image 
number. Hitting return acquires the next image.  
3. When the last requested image has been segmented, the script adds the third coordinate z to 
every boundary set, )3:1(:,)2:1(:, nn PP  , and combines all the boundary sets into one set 
of nodes in three-dimensional space, )3:1(:,)3:1(:, nPP  . This set is a point cloud in the 
form of an empty shell. 
Script mesh_extract.m is responsible for the following operations: 
1. Application of the ball pivoting method18 to the given point cloud with the help of Delaunay 
tessellation implemented in MATLAB (delaunayn).  
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2. Creation of the initial triangular mesh: an array of nodes )3:1(:,P  and an array of triangles, 
)3:1(:,t . 
 
Figure 8.1. Further segmentation of the VHP-F to characterize lower extremities and organs 
Script mesh_check.m is responsible for the following operations: 
1. Establishing mesh connectivity, automatic selection and visualization of edges with only one 
adjacent triangle (hole boundaries) and with more than two adjacent triangles (non-manifold 
edges)  
2. Automatic selection and visualization of triangles adjacent to “bad” edges. 
Script mesh_removetri.m is responsible for the following operations: 
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1. Sequential selection of individual triangles. The triangle is selected by mouse clicking 
anywhere on its surface, using function select3d of Joe Conti
62
. To undo the selection, click 
again and hit return. 
2. Sequential removal of selected triangles from array )3:1(:,t . 
Script mesh_addtri.m is responsible for the following operations:  
1. Sequential construction and addition of individual triangles. The new triangle is constructed 
by selecting its three vertexes. Each vertex must be a vertex of another existing triangle on 
the figure’s current object. It is selected by mouse clicking on the existing triangle close to 
that vertex, using zoom in/out if necessary. 
2. After the three vertexes are selected, the triangle will be added and the next selection will be 
requested. 
Script mesh_stitch.m is responsible for the following operations:  
1. Acquisition of two meshes to be stitched, visualization of stitching boundaries and boundary 
triangles. 
2. Sequential construction and addition of individual triangles (filling the gap) as described in 
the script mesh_addtri.m above until the gap is filled.    
Script mesh_boolean.m is responsible for the following operations with intersecting meshes: 
1. Identifying and removing all triangles of mesh #1 with at least one vertex within closed shell 
#2. 
2. Manual stitching of mesh #1 to the penetrating surface of mesh #2 using the script 
mesh_stitch.m. 
Script mesh_smooth.m is responsible for (iterative) Laplacian smoothing – (standard, lumped, 
centroid Voronoi tessellation, weighted centroid of circumcenters).  
Finally, additional scripts will evaluate outer surface normal vectors, average and minimum 
mesh quality, and perform other operations.  
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Appendix A: Boundary Conditions 
 
The field of electromagnetics has been traditionally divided into the three distinct divisions of 
statics, quasi-statics, and dynamics. In each case, source free Maxwell’s equations, given in both 
differential and integral forms as Eqs. (A.1 – A.4), must be modified in order to properly capture 
the physics and consequently, numerical simulation techniques have subtle but important 
differences. These next three chapters discuss the use of the VHP-F model in these three distinct 
regimes progression upwards from DC to RF.  
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Governing Equations, Boundary Conditions and Source Modeling  
When considering electrostatic and magnetostatic problems, Eqs. A.1 – A.4 may be simplified 
by removing any and all dependencies on time, resulting in Eqs. A.5 – A.8 and completely 
decoupling the magnetic and electric fields.    
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A.1 DC Boundary conditions for a conducting body 
 
In order to develop the boundary conditions relevant to static conduction of currents and voltages 
in a conducting body, consider as an example application the placement of three electrodes onto 
the surface of the human body and several structures or subvolumes encapsulated within, as 
shown in Fig. A.1. All three bodies have distinct values of conductivity,  , associated with the 
particular material property they are composed of and the outer surface is surrounded by air with 
a normal vector 1n , pointing outward from the body. Note that the normal vectors of the two 
interior subvolumes each point away from the main volume and into the subvolume. 
For all points on the body surface, the normal component of the electric current density, Ej  , 
measured in A/m
2
, shall be continuous across the boundary. This is a necessary condition to 
suppress the continuous accumulation of charge at the boundary, which is impossible in the DC 
steady state. Therefore, the required boundary conditions in Fig. A.1 become 
 
body#3-body#1313111
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A. 1 Evaluation of boundary condition for a conducting body with attached electrodes. 
Given that the air conductivity is zero, the boundary condition at the conductor-air interface 
simplifies to 0)(111  rEn .  
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The boundary conditions of Eqs. (A.1) imply that the normal electric field is discontinuous 
across every boundary between regions with different conductivity values. This condition 
indicates that there is always a free charge density, )(rF , that resides on these boundaries and 
on the electrode surfaces. The remainder of the volume is electrically neutral while the electric 
current density, j , exists everywhere within the volume with a non-zero conductivity. 
The entire surface of the body in Fig. A.1 including outer boundary, inner interfaces, and the 
electrode surfaces is denoted by S. The electric potential due to the free surface charge density on 
S becomes 
 
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                                  (A.10) 
The total electric field everywhere in the volume or in free space surrounding that volume is 
given by 
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where 
0  is the dielectric constant of vacuum. Taking the limit of Eq. (A.11) as r approaches the 
surface S we may find that this limit will be different if r approaches S from inside (medium #1) 
or from outside (medium #2, #3, or air). This property of the integral (A.11) is well known in 
mathematical physics, where the integral in Eq. (A.11) is known as a double layer potential [1]. 
The physical meaning is that the normal component of the electric field indeed undergoes a 
break when passing through an infinitesimally thin layer of charges.  With reference to Fig. A.1, 
one has for two limiting values [1], [2] 
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The normal component of the electric field at both sides of the boundary is of interest, that is,  
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We further plug Eqs. (A.12b) into the boundary condition given by Eq. (A.9). The result has a 
form of an integral equation for the unknown bound surface charge density, )(rF , on a 
conductor-conductor (or conductor-air) interface, 
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Here, 0or  ,, 32outside    depending on the boundary.  
A.1.1 Voltage and current source modeling 
 
While eq. (A.13) is sufficient to describe the behavior at conductor-conductor interfaces, it does 
not specify the boundary conditions on the electrode surfaces. Three possible cases for those 
boundary conditions are shown in Fig. A.2.  
 
A.1.1.1 Voltage power supplies or Dirichlet boundary conditions 
 
In the first case, shown in Fig. A.2a, the value of the electric potential (voltage), 
321 or   ,, VVV  is given for each electrode surface. These boundary conditions imply the use of 
a voltage power supply (or supplies) providing electric potential at the metal-conductor interface. 
One has, according to Eq. (A.10) 
#3 and #2, #1, ssurface electrode
4
)(
)( 3,2,1
0
 


S
F V
Sd
r
rr
r
r


                          (A.14a) 
193 
 
Eqs. (A.13) and (A.14a) constitute the complete set of integral equations. All boundary 
conditions on all surfaces/interfaces are defined. Eq. (A.14a) is known as the Dirichlet boundary 
condition – the electric potential (the unknown function) is given at the electrode boundaries.   
A.1.1.2 Current power supplies or Neumann boundary conditions 
 
In the second case, depicted in Fig. A.2b, we specify the current sources – current power 
supplies.  Every electrode is characterized by the total current, 
321 or   ,, IIII  . Indeed, it must 
be 0321  III .  Knowing electrode areas gives the prescribed current densities, 
333222111 /,/,/ AIjAIjAIj  .  Therefore, 
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A. 2. Different boundary conditions at the electrode surfaces. 
 
where the current density 
ij  is taken positive when the current leaves body #1 and negative 
otherwise. Eqs. (A.13) and (A.14b) again constitute the complete set of integral equations. All 
boundary conditions on all surfaces/interfaces are now defined. Eq. (A.14b) is known as the 
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Neumann boundary condition – not the electric potential but its normal derivative (normal 
electric field) is given at the electrode boundaries.  The Neumann boundary conditions result in a 
simpler formulation for the present problem than the Dirichlet boundary conditions. In the 
particular, yet important case of electrodes on the air-conductor boundary, Eqs. (A.13), (A.14b) 
yield 
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Here, )/()( outside1outside1  K  is the “conductivity contrast” at the boundary. For an air-
conductor boundary, which is the electrode boundary, 1K . Thus, all integral equations are of 
the same kind; only the right-hand-side is different.  
A.1.1.3 Mixed power supplies or mixed boundary conditions 
 
In the last case – Fig. A.2c – we may specify the electrode voltages and electrode currents 
simultaneously. Some of the electrodes may be voltage-defined; some – current-defined. In that 
case, we use Eqs. (A.14a) or (A.14b) for every individual electrode. This formulation 
corresponds to the mixed boundary conditions: both the electric potential and its normal 
derivative (normal electric field) are given at the electrode boundaries.   
A.2 Boundary Conditions for Full-Wave Electromagnetic Simulations 
 
For higher frequency applications, the boundary conditions required to uniquely solve Maxwell’s 
equations may be derived in a similar fashion as above, but now time varying fields must be 
addressed [1]. This is accomplished using the full time harmonic Maxwell’s equations. Consider 
for example Fig. A.3 which depicts the interface between two materials defined by specific and 
differing values of permittivity, permeability, and conductivity. A rectangle of perimeter, P, and 
area, A, is defined on the interface as shown. 
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A. 3. The interface between two unique materials with differing electrical properties. 
Applying the integral form Faraday’s law of induction on the perimeter and the area of the 
rectangle, we see that the electric field along the perimeter is equal to the time derivative of the 
magnetic field passing through the rectangle area: 
sBlE d
t
d
AP  



           (A.15) 
If we take the limit as 0y , both the amount of magnetic field passing through the surface 
area and the component of the electric field attributed to the y dimension become increasingly 
smaller yielding: 
0
0ˆˆ
21
21


tt EE
xxxx EE

          (A.16) 
Here, tt EE 21 ,  are the tangential components of the electric field and eq. (A.16) states that these 
components across mediums 1 and 2 are continuous. This may be rewritten as: 
 
  0ˆ 12  EE

n            (A.17) 
 
A similar derivation for the tangential components of the magnetic field may be found by using 
the integral form of Ampere’s law on the perimeter and surface area of the rectangle. Here, 
assuming J is zero,  
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A. 4. The interface between two unique materials with differing electrical properties. 
Again, as the change in y becomes infinitely small, the magnetic field is reduced to 
  0ˆ
0
12
21

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HH
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n
HH tt
           (A.19) 
 
As was the case with the electric field, the tangential components of the magnetic field are 
continuous at the interface between medium one and two. Both eqs. A.17 and A.19 will need to 
be modified if one of the mediums is a perfect conductor. 
Normal components of the electric and magnetic fields may be derived using the canonical 
pillbox shown in Fig. A.4 with an area, A, on the top of the cylinder and cylinder side area of S. 
Applying Gauss’ law and assuming zero charge internal to the cylinder, we have 
 
0
,
 sDdSA

            (A.20) 
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If we allow the height of this pillbox decrease to zero, any contribution from the sides of the 
cylinder in Fig. A.4 becomes infinitely small. In the limit of 0y , eq. (A.20) becomes 
0ˆˆ 21  AyAy DD

           (A.21) 
 
As the area of the top of the cylinder goes to zero, we are left with 
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DD nn
          (A.22) 
 
In eq. (A.22) describes the normal components of electric flux densities at the interface of the 
two materials as equal and continuous. This equation may be easily modified to speak in terms of 
electric field intensity using the permittivities of the two mediums as 
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  0ˆ 1122  EE n                     (A.23b) 
 
By applying Gauss’ law of magnetism to the same pillbox in Fig. A.4, boundary conditions for 
the magnetic flux density may be found in a similar manner. Here, we have on the surface of the 
pillbox 
0
,
 sB dSA

           (A.24) 
 
As the both the height of the pillbox and the top surface area decrease, we are again left with the 
normal components of the magnetic flux density as equal and continuous across the interface 
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If boundary conditions are desired in terms of magnetic field intensity, the permeabilities of the 
two media may be used to manipulate eq. (A.25) as 
n
n
nn
H
H
HH
2
1
1
2
1122 0





                    (A.26a) 
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  0ˆ 1122  HH n                     (A.26b) 
 
A.2.1 Boundary Conditions at the Interface with Sources  
 
The preceding section derived boundary conditions at the interface of two conducting media 
assuming no charge or current sources are present and that neither material is a perfect 
conductor. Let us now assume as sources a small amount of electric surface charge density, 
s , 
in Coulombs per square meter and a small linear electric current density, 
sJ , in Amperes per 
meter, reside along the boundary. 
 
Application of Ampere’s law on the perimeter and surface area of the rectangle in Fig. A.3 to 
include the source current, 
sJ , now modifies eq. (A.18) to 








  AA sP dt
dd sEsJlB

          (A.27) 
When we take the limit as 0y , we now get  
  sJn  12ˆ HH

           (A.28) 
Addition of the source now means that the tangential components of the magnetic field at the 
boundary are no longer equal, but offset by the amount of electric current density present.  
 
Application of Gauss’ law with the addition of the charge source gives 
s
SA
d  sD,

            (A.29) 
As the limit of 0y , we are left with 
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Since we have not specified any magnetic current or surface charge densities, the remaining 
boundary conditions derived above hold.  
 
[1] C. Balanis, Advanced Engineering Electromagnetics, Wiley, Hoboken, 1989.  
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Appendix B: Yee Grid and Finite Differences 
B.1 Yee grid 
A cubic Yee unit cell (uniform cell size  in all directions) is shown in Fig. 5.1. It has the 
following features [1]: 
1. The electric field is defined at the edge centers of a cube; 
2. The magnetic field is defined at the face centers of a cube; 
3. The electric permittivity/conductivity is defined at the cube center(s); 
4. The magnetic permeability/magnetic loss is defined at the cube nodes (corners). 
 
 
B. 1. Yee unit cell. 
 
Therefore, four interleaving indexing systems (i,j,k) in space may be introduced and used 
simultaneously:  
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i. the system based on  cube edge centers (for the electric field); 
ii. the system based on cube  face centers (for the magnetic field); 
iii. the system based on cube centers (for electric permittivity/conductivity values); 
iv. the system based on cube nodes (for magnetic permeability/magnetic loss values); 
The interleaving feature of those systems is mathematically described by half-integer indexes. 
For example, when the indexing system for the magnetic field is used, the nodal magnetic field 
kjiy
H
,,
 is located exactly halfway between electric field nodes 
kjiz
E
,,2/1
 and 
kjiz
E
,,2/1
 in Fig. 
5.1. Similarly, when the indexing system for the electric field is used, the nodal electric field 
kjiz
E
,,
 is located exactly halfway between magnetic field nodes 
kjiy
H
,,2/1
 and 
kjiy
H
,,2/1
 in 
Fig. B.1, except for the boundary nodes.  
B.1.1 Maxwell’s equations in three dimensions  
 
B.1.1.1. Lossless space with no sources 
 
Consider an arbitrary (inhomogeneous) medium with electric permittivity  having the units of 
F/m and with magnetic permeability   having the units of H/m. In free lossless space (space 
without sources), Maxwell’s equations for the electric field (or the electric field intensity)  E

 
[V/m] and for the magnetic field (or the magnetic field intensity) H

 [A/m] in time domain have 
the form   
Maxwell’s H

  equation      H
t
E 




                           (B.1a) 
Faraday’s law        E
t
H 




               (B.1b) 
Gauss’ law for electric field (no electric charges)  0 E

                (B.1c) 
Gauss’ law for magnetic field (no magnetic charges) 0 H

                (B.1d) 
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B.1.1.2  Driving sources and lossy space 
 
The driving sources for the electromagnetic fields are given by (generally volumetric) electric 
current density sJ

 of free charges with the units of A/m
2
, and by volumetric free charge density 
s   with the units of C/m
3
. The free charges are free electrons in a metal or free electrons and/or 
holes in a semiconductor. Instead of volumetric currents one may consider surface currents (a 
blade metal dipole) or line current (an infinitesimally thin cylindrical dipole/wire).  
The driving sources may be also given by a (volumetric) magnetic current density msJ

 with the 
units of V/m
2 
and by volumetric magnetic charge density 
ms . The magnetic current density may 
be associated with an external impressed voltage. However, no magnetic charge has been found 
to exist in nature. Still, in practice it is often convenient to use the concept of magnetic currents 
(and fictitious magnetic charges).  
The electric conduction current is always present in a lossy medium in the form EJ

  where 
  is the electric conductivity with the units of S/m. So does an equivalent magnetic conduction 
current describing the magnetic loss mechanism, HJ m

  where   is the equivalent magnetic 
resistivity with the units of /m.  
In a lossy space with driving sources, Maxwell’s equations for the electric field (or the electric 
field intensity)  E

 [V/m] and for the magnetic field (or the magnetic field intensity) H

 [A/m] in 
time domain have the form   
Ampere’s law modified by displacement currents  SJJH
t
E 




        (B.2a) 
Faraday’s law        msm JJE
t
H 




      (B.2b) 
Gauss’ law for electric field     sE  

         (B.2c) 
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Gauss’ law for magnetic field (no magnetic charges) msH  

         (B.2d) 
Continuity equation for the impressed electric current           0


s
s J
t

  (B.2e) 
Continuity equation for the impressed magnetic current          0


ms
ms J
t

  (B.2f) 
A comprehensive theory of engineering electromagnetics may be found elsewhere [2],[3]. 
B.1.1.3. Divergence-free fields 
 
It is critical for FDTD to have the divergence-free electric and magnetic fields, with the 
distributed electric and magnetic charges being equal to zero, even for the point sources. This 
may be achieved using the loops of currents:  
(i) the closed loop of electric current to model the magnetic dipole (a small coil or loop 
antenna) and;  
(ii) the closed loop of magnetic current to model the electric dipole (a small current 
element). The loops of current (electric or magnetic) do not possess the (net) charge. 
Other methods include dumping charges into lumped resistors, etc.  
 
B.1.2. Maxwell’s equations on Yee grid 
 
B.1.2.1. Half-grid formulation 
 
Applying the central differences to all derivatives in Eqs. (B.1) and denoting the temporal grid 
by a superscript n, one arrives at the following finite-difference update equations [4]: 
Determine magnetic field at half temporal grid using the past values of the magnetic and electric 
fields: 
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Determine electric field at integer temporal grid using the past values of the magnetic and 
electric fields: 
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The sources may then be added as described by Eqs. (B.2). The electric-field updating 
coefficients are defined by material properties in the form 
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The same equation applies to 21, yy EE  and to 21, zz EE , respectively, but the material properties at 
the observation node i,j,k  may be different.  
The magnetic-field updating coefficients are defined by material properties in the similar form 
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The same equation applies to 21, yy HH  and to 21, zz HH , but the material properties at the 
observation node i,j,k may be different.  
B.1.2.2  Numerical (integer spatial indexes) formulation 
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It is indeed convenient to use global integer indexes for programming purposes. The 
corresponding numbering scheme is shown in Fig. B.2. Here, kjiG ,,  denotes the reference cube 
node. 
 
B. 2. A numbering scheme suitable for programming. 
 
Eqs. (B.3) may be rewritten in terms of integer indexes. In short, ±½ is replaced by 1 or 0 in the 
magnetic field update equations, and ±½ is replaced by 0 or -1 in the electric field update 
equations, respectively. With reference to Fig. B.2 one has  
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Determine electric field at integer temporal grid using the past values of the magnetic and 
electric fields: 
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The electric-field updating coefficients are defined by material properties in the same form as 
before 
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The same equation applies to 21, yy EE  and to 21, zz EE , respectively, but the material properties at 
the observation node i,j,k may be different.  
The magnetic-field updating coefficients are defined by material properties in the same form as 
before 
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The same equation applies to 21, yy HH  and to 21, zz HH , but the material properties at the 
observation node  i, j, k  may be different.  
B.1.2.3 Exponential time stepping 
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For a medium with high loss the update coefficients in Eqs. (B.4g), (B.4h) may become negative. 
This leads to a numerical instability. A solution to this problem is to “pre-solve” Maxwell’s curl 
equations, by first finding the solution of homogeneous equations, say  
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and then obtain the solution of the full equations in the form of a convolution integral. This 
results in the following formulas for the update coefficients, valid for both homogeneous and 
inhomogeneous materials [6]    
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The same equation applies to 21, yy EE  and to 21, zz EE , respectively, but the material properties at 
the observation node i,j,k may be different. Eqs. (B.5b) are equivalent to Taylor series to the first 
or second order of accuracy.   
The magnetic-field updating coefficients are modified accordingly 
 
  
kjikji
kjikji
kji
kjix
kjikji
kjikji
kjikji
kjix
t
t
t
H
t
t
t
H
,,,,
,,,,
,,
,,2
,,,,
,,,,
,,,,
,,1
/exp1
1
)2/(1
)/(
/exp
)2/(1
)2/(1
















               (B.5c) 
The same equation applies to 21, yy HH  and to 21, zz HH , but the material properties at the 
observation node  i, j, k  may be different. Eqs. (B.5b) are again equivalent to Taylor series to the 
first or second order of accuracy.  
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The implementation of the exponential time stepping requires care, due to the singularity of the 
second Eq. (5.5b) when 0 . A vanishingly small conductivity value for air, that is   
S/m10 6 , was  assumed to make second Eq. (B.5b) uniformly valid.  
The exponential time stepping may be applied to problems involving highly-conductive 
dielectrics – human body, salt water, Earth ground – at low and intermediate frequencies. It can 
be also applied to the direct modeling of metal objects by imposing a very high conductivity in 
the object volume.   
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302-307.  
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[3]. R. F. Harrington, Time-Harmonic Electromagnetic Fields, McGraw Hill, New York, 
1961. 
 
[4]. A. Taflove, Computational Electrodynamics, The Finite Difference Time Domain 
Approach, Third Ed., Artech House, Norwood, MA, 2005. 
 
[5]. A. Bondeson, T.  Rylander, and  P.  Ingelström,  Computational Electromagnetics, 
Springer, New York, 2005, Series: Texts in Applied Mathematics , Vol. 51., pp. 58-86. 
 
[6]. R. Holland, “Finite-difference time-domain (FDTD) analysis of magnetic diffusion,” 
IEEE Trans. Electromagnetic Compatibility, vol. 36, pp. 32-39, Feb. 1994.   
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B.2  Realization of Material properties in FDTD 
 
In the standard FDTD formulation, every elementary Yee cell (electric-field components along a 
cube edges) is filled by a homogeneous medium. Dielectric boundaries can be only located 
between adjacent cells, therefore, they are tangential to the electric field components – see Fig. 
B.3. Simultaneously, magnetic boundaries can be only located halfway between adjacent cells, 
therefore they are also tangential to the magnetic field components. Fig. B.3 shows the 
corresponding concept.  
 
 
B. 3. Standard field nodes and material parameter nodes. The permittivity/conductivity is defined at cell centers. The 
permeability/magnetic loss is defined at cell corners. 
 
Effective constitutive parameters are derived by enforcing the continuity of the tangential 
electric- and magnetic field components in the integral formulation of the Ampere’s law and 
Faraday’s law [1]. These parameters are obtained by averaging the parameters of the neighboring 
cells with respect to the discontinuity. Such formulation is first-order accurate in cell size and 
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leads to the definition of an effective permittivity and permeability. The result has the 
form[1],[2]: 
- kjikji ,,,, ,  in Eqs. (B.4a) are obtained by averaging four adjacent center-cell values –see 
Fig. 2c;  
- kjikji ,,,, ,  in Eqs. (B.4b) are obtained by averaging four adjacent node values. 
 
B.2.1 MATLAB implementation 
 
We assume again that the FDTD cubic grid has zyx NNN   cube cells and 
)1()1()1(  zyx NNN  corner nodes. Then, the dielectric properties are described by 3D 
permittivity and conductivity arrays initialized in the form 
 
DIELC    = ones(Nx, Ny, Nz);  %3D Permittivity array  on half grid (cube centers) 
SIGEC    = zeros(Nx, Ny, Nz); %3D Electric conductivity array on half grid (cube centers) 
 
Once those arrays have been filled, the electric-field updating coefficients from Eq. (4a) are 
defined by material properties in the form (the result is only given for 21, zz EE , other coefficient 
are obtained by permutation) 
 
%   Arrays for Ez  
nx = 2:Nx; ny = 2:Ny; nz =2:Nz; 
Dtemp = (DIELC(nx,ny,:)+DIELC(nx-1,ny,:)+DIELC(nx,ny-1,:)+DIELC(nx-1,ny-1,:))/4;  
Stemp = (SIGEC(nx,ny,:)+SIGEC(nx-1,ny,:)+SIGEC(nx,ny-1,:)+SIGEC(nx-1,ny-1,:))/4;  
 
    Ez1     = (1 - dt*Stemp./(2*Dtemp))./(1 + dt*Stemp./(2*Dtemp)); 
    Ez2     = (dt./(d*Dtemp))./(1 + dt*Stemp./(2*Dtemp)); 
    Ez1     = Ez1(:, :, nz); 
    Ez2     = Ez2(:, :, nz); 
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The exponential time-stepping considered in the previous section requires the somewhat 
different update: 
 
    Stemp   = Stemp + 1e-9; 
    Ez1     = exp(-dt*Stemp./Dtemp);     
    Ez2     = (1 - exp(-dt*Stemp./Dtemp))./(d*Stemp);    
    Ez1     = Ez1(:, :, nz); 
    Ez2     = Ez2(:, :, nz); 
 
Similarly, for the magnetic field one initializes 3D permeability and resistivity arrays with the 
dimensions given by 
 
MAGNC  = ones(Nx+1, Ny+1, Nz+1); %3D Permeability array on integer grid (cube nodes) 
RHOMC  = zeros(Nx+1,Ny+1, Nz+1); %3D Magnetic res. array on integer grid (cube nodes) 
 
The magnetic-field updating coefficients from Eq. (4b) have the form (the result is only given for 
21, xx HH , other coefficient are obtained by permutation) 
 
ny = 1:Ny; nz = 1:Nz;  
Mtemp = (MAGNC(:,ny,nz)+MAGNC(:,ny+1,nz)+MAGNC(:,ny,nz+1)+MAGNC(:,ny+1,nz+1))/4;  
Rtemp = (RHOMC(:,ny,nz)+RHOMC(:,ny+1,nz)+RHOMC(:,ny,nz+1)+RHOMC(:,ny+1,nz+1))/4;  
 
    Hx1  = (1 - dt*Rtemp./(2*Mtemp))./(1 + dt*Rtemp./(2*Mtemp)); 
    Hx2  = (dt./(d*Mtemp))./(1 + dt*Rtemp./(2*Mtemp)); 
The exponential time-stepping considered in the previous section requires the somewhat 
different update: 
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    Rtemp   = Rtemp + 1e-9; 
    Hx1     = exp(-dt*Rtemp./Mtemp);     
    Hx2     = (1 - exp(-dt*Rtemp./Mtemp))./(d*Rtemp + eps);    
 
More accurate (subcell) models of fine dielectric and magnetic boundaries crossing the unit cells 
are possible at the expense of increased complexity [3]. 
 
[1]. G. Marrocco, M. Sabbadini, and F. Bardati, “FDTD Improvement by Dielectric Subgrid 
Resolution,” IEEE Trans. Microwave Theory Techniques,  vol. 46, no. 12, Dec. 1998, pp. 
2166-2169. 
 
[2]. K. S. Kunz and R. Luebbers, The Finite Difference Time Domain Method, Boca Raton, 
FL: CRC Press, 1993. 
 
[3]. A. Taflove, Computational Electrodynamics, The Finite Difference Time Domain 
Approach, Third Ed., Artech House, Norwood, MA, 2005, Chapter 10. 
 
B.3 Numerical boundary conditions  
 
B.3.1. Boundary conditions  
 
A wide variety of Absorbing Boundary Conditions (ABCs) exist.  A review of different ABCs is 
given in Ref.[1]; see also Ref.[2]. In this code, we will implement the first- and second-order 
ABCs due to Mur [3] augmented with Mei’s superabsorption [4].  
A simple yet reasonably accurate combination is that of the first-order Mur’s ABCs and 
superabsorption. This combination does not need a special treatment for edges and corners. It is 
trivially extended to the case of an inhomogeneous medium and still has a sufficient numerical 
accuracy (second-order) as confirmed by a number of computational examples.   
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B.3.1.1 Mur’s ABCs 
Let's take a look at Fig. B.4 that follows. First, if a source of excitation is located approximately 
in the center of the FDTD domain, and the size of this domain is large enough, the signal that 
hits the boundary is a combination of plane propagating waves.  
 
 
B. 4. An "almost" plane wave that is coming toward  the boundaries needs to be absorbed. 
Such a field is conventionally described in terms of the so-called parabolic approximation, 
which initially was developed for well-collimated weakly-diffracted optical beams - almost plane 
waves.  Let us start with the wave equation for an arbitrary field quantity, W,   
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One can obtain another form of this equation, to underscore the dominant propagation along the 
x-axis  
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either in the positive or in the negative direction. We are interested in the boundary at x=0, i.e. in 
the negative direction of propagation. When the direction of propagation is exactly the negative 
x-axis and the wave is exactly plane, from Eq. (B.7) one obtains  
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While this observation is only approximately true, we could still replace one spatial derivative in 
the first term on the right-hand side of Eq. (B.7) by    
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This yields 
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which is the same as,  
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Eq. (B.11) is the well-known parabolic approximation to the wave equation. It says that the 
electromagnetic signal propagates predominantly along the negative x-axis; it is also a subject to 
diffraction in the transversal plane (in the yz-plane). The parabolic equation is easier to solve 
than the wave equation itself, and it is straightforward to formulate the boundary conditions in 
terms of it. The first-order Mur’s ABCs utilize Eq. (B.8); the second-order Mur’s ABCs utilize 
Eq. (B.11).        
First-order Mur's ABCs are given by Eq. (B.8) applied at all boundaries. In particular,   
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                                           (B.12a) 
                                          (B.12b) 
for the left and right boundary in Fig. B.4, respectively. The results for the lower and upper 
boundaries are obtained by permutation (xy) . Despite this very simple nature, even those 
equations will do a decent job when implemented correctly. 
Note: The first-order Mur's ABCs are given for the E-field only. The H-field is not involved. 
The reason becomes clear if we examine the field array: 
% Allocate field matrices 
Ex = zeros(Nx  , Ny+1, Nz+1); 
Ey = zeros(Nx+1, Ny  , Nz+1); 
Ez = zeros(Nx+1, Ny+1, Nz  ); 
Hx = zeros(Nx+1, Ny  , Nz  ); 
Hy = zeros(Nx  , Ny+1, Nz  ); 
Hz = zeros(Nx  , Ny  , Nz+1); 
The component Hy, which might be a subject to the boundary conditions on the left/right 
boundary in Fig. B.4 is simply not defined on those boundaries.   
 
B.3.1.2. Implementation of the first-order ABCs 
 
Let us proceed with the first-order Mur's ABCs Eqs. (B.12). The central point is how to 
implement them properly at the boundaries. We will use the central differences in both the space 
and the time increments, so that our result will have a local truncation error of the second order 
in all increments. One has 
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            (B.13a) 
for the left boundary. Eq. (B.13a) is valid for any node on the boundary, including the edges and 
the corners. When the inhomogeneous material properties are involved, the local speed of light 
/1c  is assumed to be constant close to the boundary in the direction perpendicular to the 
boundary, on both its sides. The tangential changes are allowed at any node of the boundary; 
they are included into consideration exactly as in the main FDTD grid. For the right boundary in 
Fig. B.4, one similarly has                              
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                           (B.13b) 
The extensions to the lower and upper boundaries and to the 3D case are straightforward.  
 
B.3.1.3  “Superabsorption” ABCs (Mei and Fang 1992) 
 
The Mei-Fang “superabsorption” method [4] is not an ABC by itself, but rather a numerical 
procedure for the improvement of the local ABC's applied to the FDTD technique – see Ref. [5]. 
It embodies an error-canceling formulation according to which the same ABC is applied to both 
E anid H field components on and near the outer boundaries, depending on the polarization 
examined.   
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Namely, the calculation of the 2-D TM (TE) magnetic (electric) components, from their 
respective boundary ABC-derived electric (magnetic) ones, yields reflection errors which are 
strongly related to the errors in magnetic (electric) field components directly computed from the 
ABC. The opposite sign that these errors have in both of the above separate calculations is a 
point of crucial importance in the superabsorption procedure. Taking this fact into consideration 
and by properly combining the two different computations of the magnetic (electric) fields near 
the boundary, it is possible to cancel the reflection errors mutually while maintaining the correct 
values of the fields on the boundary [5]. 
Fig. 13 illustrates schematically the implementation of the method for the right boundary ( Lx 
) of the computational domain in Fig. 12.  For this boundary, we apply the first-order Mur’s ABC 
given by Eq. (8b) not only to the Ez-field but also to the Hy-field in the vicinity to that boundary, 
i.e.  
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Next, we compute the Hy-field by the regular finite-difference scheme to obtain  
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B. 5. Superabsorption ABCs on the right boundary. 
 
After that, we form a weighted average of those two values and obtain the final updated 
magnetic field value a the last point by   
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It can be shown that this procedure significantly decreases the error of a local ABC, in particular, 
the first-order Mur’s ABC.  It is also very simply implemented and does not require any extra 
variables. When the inhomogeneous material properties are involved, the same  scheme is 
followed as for the first-order Mur’s ABCs.  
B.3.1.4. MATLAB implementation in 3D 
 
The MATLAB implementation of the ABCs is given by the code that follows (for a 
homogeneous medium) 
First-order Mur’s ABCs (after electric field update): 
m1      = (c0*dt - d)/(c0*dt + d); 
%   Left 
EyN(1, :,:)   =  EyP(2,:,:)  + m1*(EyN(2,:,:) - EyP(1,:,:));      %  left - Ey; 
EzN(1, :,:)   =  EzP(2,:,:)  + m1*(EzN(2,:,:) - EzP(1,:,:));      %  left - Ez; 
%   Right 
EyN(Nx+1, :,:)=  EyP(Nx,:,:) + m1*(EyN(Nx, :,:) - EyP(Nx+1,:,:)); %   right - Ey; 
EzN(Nx+1, :,:)=  EzP(Nx,:,:) + m1*(EzN(Nx, :,:) - EzP(Nx+1,:,:)); %   right - Ez; 
%   Front 
ExN(:, 1,:)   =  ExP(:,2,:)  + m1*(ExN(:,2,:) - ExP(:,1,:));      %   front - Ex; 
EzN(:, 1,:)   =  EzP(:,2,:)  + m1*(EzN(:,2,:) - EzP(:,1,:));      %   front - Ez; 
%   Rear 
ExN(:, Ny+1,:)=  ExP(:,Ny,:) + m1*(ExN(:,Ny,:) - ExP(:,Ny+1,:));  %   rear - Ex; 
EzN(:, Ny+1,:)=  EzP(:,Ny,:) + m1*(EzN(:,Ny,:) - EzP(:,Ny+1,:));  %   rear - Ey; 
%   Bottom 
ExN(:, :,1)   =  ExP(:, :,2)  + m1*(ExN(:,:,2) - ExP(:,:,1));     %   bottom - Ex; 
EyN(:, :,1)   =  EyP(:, :,2)  + m1*(EyN(:,:,2) - EyP(:,:,1));     %   bottom - Ey; 
%   Top 
ExN(:, :, Nz+1)=  ExP(:,:,Nz) + m1*(ExN(:,:,Nz) - ExP(:,:,Nz+1)); %    top - Ex; 
EyN(:, :, Nz+1)=  EyP(:,:,Nz) + m1*(EyN(:,:,Nz) - EyP(:,:,Nz+1)); %    top - Ex;    
 
Superabsorption ABCs (after magnetic field update): 
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coeff1  = (c0*dt - d)/(c0*dt + d); 
rho     = c0*dt/d; RHO = 1 + rho; 
%   Left     
HyN(1,:,:) = (HyN(1,:,:) + rho*(HyP(2,:,:) + coeff1*(HyN(2,:,:) - HyP(1,:,:))))/RHO;  
HzN(1,:,:) = (HzN(1,:,:) + rho*(HzP(2,:,:) + coeff1*(HzN(2,:,:) - HzP(1,:,:))))/RHO;  
%  Right 
HyN(Nx,:,:) = (HyN(Nx,:,:) + rho*(HyP(Nx-1,:,:) + coeff1*(HyN(Nx-1,:,:) - 
HyP(Nx,:,:))))/RHO;  
HzN(Nx,:,:) = (HzN(Nx,:,:) + rho*(HzP(Nx-1,:,:) + coeff1*(HzN(Nx-1,:,:) - 
HzP(Nx,:,:))))/RHO;  
%   Front 
HxN(:,1,:) = (HxN(:,1,:) + rho*(HxP(:,2,:) + coeff1*(HxN(:,2,:) - HxP(:,1,:))))/RHO;  
HzN(:,1,:) = (HzN(:,1,:) + rho*(HzP(:,2,:) + coeff1*(HzN(:,2,:) - HzP(:,1,:))))/RHO;  
%   Rear 
HxN(:,Ny,:) = (HxN(:,Ny,:) + rho*(HxP(:,Ny-1,:) + coeff1*(HxN(:,Ny-1,:) - 
HxP(:,Ny,:))))/RHO;  
HzN(:,Ny,:) = (HzN(:,Ny,:) + rho*(HzP(:,Ny-1,:) + coeff1*(HzN(:,Ny-1,:) - 
HzP(:,Ny,:))))/RHO;  
%   Bottom 
HxN(:,:,1) = (HxN(:,:,1) + rho*(HxP(:,:,2) + coeff1*(HxN(:,:,2) - HxP(:,:,1))))/RHO;  
HyN(:,:,1) = (HyN(:,:,1) + rho*(HyP(:,:,2) + coeff1*(HyN(:,:,2) - HyP(:,:,1))))/RHO;  
%   Top 
HxN(:,:,Nz) = (HxN(:,:,Nz) + rho*(HxP(:,:,Nz-1) + coeff1*(HxN(:,:,Nz-1) - 
HxP(:,:,Nz))))/RHO;  
HyN(:,:,Nz) = (HyN(:,:,Nz) + rho*(HyP(:,:,Nz-1) + coeff1*(HyN(:,:,Nz-1) - 
HyP(:,:,Nz))))/RHO;  
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Appendix C: Point Source Validation Examples  
 
C.1 Method of analysis 
 
The method of analysis is essentially that of Ref.[1]. A numerical solution is compared to the 
analytical one, which is a time-domain version of the familiar electric/magnetic dipole 
fieldsError! Reference source not found.. In all examples considered below, a bipolar 
aussian (Rayleigh) excitation current or voltage pulse is used in the form: 
V1A,1,5,
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      (C.1)                  
The pulse center frequency and 3dB-power bandwidth are given by 

16.0
cf  and cf15.1BW  , 
respectively. In the simulations, we have used 920MHzBWMHz,800ns2.0  cf . 
 
When assessing the accuracy of the numerical results with respect to the analytical solution, the 
L2-norm error of the pulse form difference was employed: 
 

 

dttf
dttftf
Error
analytical
numericalanalytical
L
)(
)()(
2
2
2
 
               (C.2)              
 
This is in contrast to Ref. [1] where only the peak-to-peak error was calculated. Eq. (C.2) is more 
sensitive to the phase errors: it predicts a significant difference for two waveforms of the same 
peak-to-peak value, but shifted in time with regard to each other.   
 
C.2 Accuracy Analysis 
 
A number of test cases have been constructed with a variety of source to probe spacing and 
source/probe orientations in order to compare the numerical results of the symmetric models 
with their corresponding analytical solutions. Project parameters and cases are summarized here: 
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Table C.1. Test cases performed to assess the accuracy of all models. 
  
 Simulation Domain (L x W x H in m) 
Cell 
size 
(mm) 
Pulse center 
frequency, λ 
(mm) 
Cells / λ at center 
frequency 
1.2×1.2×1.2 20 or 10 
800MHz, λ = 
375mm  
18.75 or 37.5 
Case  Excitation port Receiver/probe ports 
1 
One dipole centered at origin 
and oriented along the z-axis 
with the electric moment 10
-3
 m 
per one ampere 
Three field probes at the distances 60, 200, and 
340mm oriented along the z-axis to sample the 
radiated vertical electric field in the E-plane (the xz-
plane) 
2 
One dipole centered at origin 
and located in the xz-plane at  
45 elevation angle with the 
electric moment 10
-3
 m  per one 
ampere 
Two field probes located at (60,0,0)mm and  
(200,0,200)mm, respectively. The first probe is 
along the z-axis, the second probe is located in the 
xz-plane at  45 elevation angle 
3 
One coil centered at origin and 
oriented along the z-axis with 
the magnetic moment 10
-3
 m
2
  
per one ampere 
Three field probes at the distances 100, 200, and 
300mm oriented along the y-axis to sample the 
radiated azimuthal electric field in the E-plane (the 
xy-plane) 
4 
One TX coil centered at origin 
and oriented along the z-axis 
with the magnetic moment 10
-3
 
m
2
  per one ampere 
Two receiver (RX) coils at the distances 60 and 
320mm, respectively oriented along the z-axis to 
generate the open-circuit voltage, with the same 
magnetic moment 
5 
One TX coil centered at origin 
and oriented along the z-axis 
with the magnetic moment 10
-3
 
m
2
  per one ampere 
Two receiver (RX) coils at the distances x=60mm, 
z=60mm and x=260mm, z=260mm from the origin, 
respectively, both are in the xz-plane; both coils 
generate the open-circuit voltage. The magnetic 
moment is 10
-3
 m
2
  per one ampere for every coil 
6 
One voltage source centered at 
origin and oriented along the z-
axis with the moment 10
-3
 m
2
 
per one volt 
Three field probes at the distances 60, 200, and 
340mm oriented along the z-axis to sample the 
radiated vertical electric field in the E-plane (the xz-
plane) 
 
All six test cases are shown in Fig. C.1. The antennas and field probes are indicated by small 
cylinders.  For every case, we test the standard sources and the sources with coincident phase 
centers having the same strength and orientation. Fields probes are constructed exactly in the 
same fashion as the original sources.  
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C. 1. Source/ probe configurations listed in Table C.1. Left column: cases 1, 2, and 3. Right 
column: cases 4, 5, and 6. 
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C.3 Results 
 
C.3.1 Test Case 1: Dipoles/field probes with coincident phase centers 
 
Test case 1 is presented in detail below; other test case cases are summarized in Table C.2. For 
harmonic excitation, the vertical E-field component of an infinitesimally-small electric dipole of 
length l in the xz-plane at 0z  is given in phasor form for both near and far fields in spherical 
coordinates by: 
)exp(
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where 
00 lIM z   is the corresponding dipole moment. Eq. (C.3) can be transformed to the time-
domain solution for an arbitrary pulse by operator substitution tcjk  10 .  This yields, in 
time domain  
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Here, )()( tlitM z  is the instantaneous dipole moment of the small dipole with )(ti  being the 
instantaneous dipole current in amperes. The results of this test case can be seen visually and 
quantitatively in Table C.2 for cell sizes of 10 and 20 mm. 
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Table C.2. Test results for case 1 with cell sizes of 20 and 10 mm. Analytical solution-blue; 
numerical-red.   
20 mm Cell Size 10 mm Cell Size 
  
Probe Location (mm) % Error Probe Location (mm) % Error 
60 7.4 60 0.4 
200 6.4 200 1.6 
340 11.4 340 2.8 
 
C.3.2 Source performance  
 
All test results are summarized in Table C.3. It can be concluded that the coincident phase-center 
model either performs equally well (grid-aligned sources/probes) or better (non grid-aligned 
problems) than the standard model. For non grid-aligned problems, the error is reduced by the 
factor of four or more in the near field.  
 
C.3.3 Source separation limit  
 
Given the improvement in performance exhibited above for near-field source simulation, the 
question arises as to how close infinitesimal source and receiver pairs can be placed to each 
other. Several numerical experiments, carried out with grids of 19 and 38 cells per wavelength at 
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227 
 
the pulse center frequency were considered as summarized in Table C.4. Only the sources with 
coincident phase centers (and the corresponding probes) are studied. The progression from one to 
three cells of separation distance is depicted from left to right in Fig. C.3. Based on these results, 
a minimum separation distance of three cells is required in order to obtain reasonable (i.e., error 
< 10%) results. A magnetic dipole seems to perform better than the electric dipole.  
 
Table C.3. Test results for all test cases with cell sizes of 10 and 20 mm.  
Case 
Receiver 
Distance 
(mm) 
 
Coincident 
phase-center 
model 
Error (%) 
Standard mode 
Error (%) 
20mm 
cell 
10mm 
cell 
20mm 
cell 
10mm 
cell 
1  
(Electric Dipole; dipole and 
probes are grid aligned) 
60 (0.16) 7.4 0.4 33.6 8.0 
200 6.4 1.6 5.7 1.4 
340 11.4 2.8 10.8 2.6 
2 
(Electric Dipole; dipole and 
probes are not grid aligned) 
60 (0.16) 7.4 0.4 126.0 34.7 
200√  3.8 0.8 4.9 1.1 
3 
(Magnetic Dipole; dipole and 
probes are grid aligned) 
100 2.5 0.6 2.5 0.6 
200 7.7 2.0 7.7 1.9 
300 13.5 3.4 13.5 3.4 
4 
(Magnetic Dipole; dipole and 
RX coils are grid aligned) 
60 (0.16) 6.7 2.1 6.7 2.1 
320 22.8 5.6 22.8 5.6 
5 
(Magnetic Dipole; probes 
are not grid aligned) 
60√  5.4 1.8 16.3 7.5 
260√  8.3 2.3 31.3 13.9 
6 
(Impressed Voltage Source; 
source and probes are grid 
aligned) 
60 (0.16) 6 1.4 24.8 5.9 
200 11.1 2.7 10.5 2.5 
340 18.1 4.3 17.5 4.1 
 
Table C.4. Examination of source separation.  
Configuration Separation distance (cells) 
Error (%) 
19 cells/λ 38 cells/λ 
Dipole – Field probe 
1 70.3 69.0 
2 27.4 26.2 
3 7.4 7.8 
Coil – Field probe 
1 21.2 25.1 
2 2.2 1.8 
3 5.4 1.4 
228 
 
 
 
 
 
Fig. C.3. Top row - copolar fields close to the dipole center. Analytical solution-blue; numerical-
red. From left to right: pulse forms at  separation distances of one, two, and three cells. Bottom 
row – the same results for a small coil (magnetic dipole). The open-circuit voltage of a collinear 
receive coil is sampled at separation distances of one, two, and three cells.    
 
 
[1]. D. N. Buechler, D. H. Roper, C. H. Durney, and D. A. Christensen, “Modeling sources in 
the FDTD formulation and their use in quantifying source and boundary condition 
errors,” IEEE Transactions on Microwave Theory and Techniques, vol. 43, no. 4, pp. 810 
– 814, April 1995. 
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Appendix D - Application Examples – Wireless Body 
Area Networks –Homogeneous Bodies  
 
D.1 Introduction  
 
D.1.1. Overview of existing numerical and experimental results on WBAN modeling 
 
As the number of Wireless Body Area Network (WBAN) applications rise, the need for fully 
understanding antenna characteristics and propagation losses in the presence of the human body 
becomes paramount. Critical systems in military, medical and commercial fields are reliant on 
dependable communications within the networks of wireless sensors and communication devices 
located in or near a human body. Experimental characterization of all the combinations of 
frequency ranges, environments and antenna configurations is not practical and necessitates 
modeling and simulation tools that are well understood. In particular, the simple yet versatile 
Finite Difference Time Domain (FDTD) method has been shown to be well suited for simulation 
in the time domain of WBANs at a variety of frequencies using either a single homogeneous 
material (e.g. muscle tissue) or a heterogeneous body model. This method is particularly 
attractive as a variety of dielectric material/conductivity values can be fully represented by 
changing the properties of a single FDTD cell. For example, the FDTD method has been used to 
identify the path loss of half wavelength dipoles located on or close to the body surface operating 
at 900 MHz [1]; create radiation patterns of λ/4 wavelength monopole antennas in cell phones 
with the human head [2] at 1.8 GHz; show the degree of interference between mobile 
communication systems and in-vivo sensors [3] at 900 MHz; and portray capacitive loading on 
electrically small antennas due to body proximity at 418 MHz, 916 MHz, and 2.45 GHz [4]. In 
addition, results from FDTD simulations have been successfully coupled to experimental 
measurements in the 2-6 GHz band [5]; used for comparison of real human body and ‘body-like’ 
cylinder geometries [6] (400 MHz and 2.45 GHz); and have been integral in establishing a 
relationship between radio channel characteristics and body type at 2.4 GHz [7]. In addition to 
this validation, the FDTD method has been verified against results obtained via Green’s function 
and Prony Analysis [8] and the Method of Moments [9-10], a simulation routine that has also 
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found use in WBAN applications [11] at 280 MHz. The High Frequency Structure Simulator 
(HFSS), which is a commercially available frequency-domain and most recently time-domain 
simulation tool created by Hewlett Packard/Ansoft/ANSYS (USA), has also been used for 
human body path loss simulations with good comparisons to results obtained via the FDTD 
method and experimental measurement in the range 2.4 to 6 GHz [12-13]. Other major relevant 
commercial software packages include CST Microwave Studio (Germany), Remcom (USA), 
Semcad X (Switzerland), etc. A basic MATLAB-based solver was applied to WBANs in Refs. 
[22,23].   
 
Experimental characterization of WBAN systems can provide a wealth of validation data with 
studies conducted for implantable sensors at 403 MHz and 2.4 GHz [14], body posture affect on 
received signal strength [15] at 2.4 GHz and signal path loss of a pair of dipole antennas at 2.4 
GHz [16]. Several statistical models for path loss have been presented for the 2.4 GHz band and 
beyond [17-19]. Antennas embedded in textiles [20] at 4 to 9 GHz and small monopole antennas 
[21] at 3.1 to 10.6 GHz present still more applications of WBANs.   
 
D.1.2. Organization of examples 
 
All examples use sources (small coil or dipole antennas) close to the body surface. We 
concentrate on the 400 MHz band. Receiving coils within the body are used to monitor the 
resulting open-circuit voltage at different locations. Those coils may be replaced by the field 
probes for E- and H-fields when desired. The inner convergence of FDTD simulations will be 
tested. A special attention is paid to magnetic dipoles (small coil antennas), which are important 
in many practical applications. 
 
D.1.3. Dielectric properties of the human body 
 
The human body model is comprised of different tissue types, with different dielectric properties. 
A comprehensive summary on the dielectric properties of the human body in the frequency range 
10Hz -100GHz is given online: http://niremf.ifac.cnr.it/tissprop/. All examples listed below will use 
a homogeneous body model. Specifically, we employ S/m5.0,50   r . These values may 
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be changed if desired. Inhomogeneous body model including different skin, fat, muscles, bones 
properties, etc. have been built based on layered models utilized in [24],[25]. They are studied in 
another series of examples.     
 
D.1.4. Base pulse form 
 
In all examples considered below a bipolar Gaussian (Rayleigh) excitation electric-current or 
voltage pulse is used in the form  
A1,5,
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                    (D.1) 
 
Its center frequency and a 3dB-power bandwidth are given by  
 

16.0
cf ,  cf15.1BW                                           (D.2) 
 
We will use 
 
460MHzBWMHz,400ns4.0  cf                              (D.3) 
 
in all examples listed below except for the last one. Other pulse forms with a smaller (or larger) 
relative bandwidth could be implemented almost trivially.  
 
The examples listed below were developed for the purposes of exercising a custom FDTD solver written 
explicitly in MATLAB. Examples include use of traditional and coincident phase center sources, along 
with a variety of human body models. All examples and additional code may be found at: 
www.nevaelectromagnetics.com/ 
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Example D1. Horizontal TX coil close to the body surface. RX 
coils within the body  
Project and its parameters 
Project data  
Major project parameters are summarized in Table D1.1 that follows. Review the corresponding 
project file to follow parameter identification.  The whole body model with the resolution of 
2.5mm is saved in the script 'kneeling_025mm.mat'. Use the script meshreader.m in subfolder meshes to 
inspect the body shape. 
 
Table D1.1. Project parameters. 
 
Project name/average 
parameters/body mesh 
Full domain/ 
Comp. domain 
Cell size 
(Comp. 
domain) 
Pulse center 
frequency/ 
Cells per 
wavelength at 
center frequency 
project_body01 
0.5S/m50, bodybodyr,    
'kneeling_025mm.mat' 
0.68×1×1.32m 
0.3×0.26×0.36m 
 
5mm or 
2.5mm 
400MHz 
750mm  
150 (free space) 
21(dielectric) 
at 5mm cellsize 
Excitation port Receiver/probe ports  
One TX coil at ~10mm from the body surface 
nearly parallel to the body surface. The coil is 
directed along the z-axis with the magnetic 
moment 
25 m101416.3   per one ampere 
(radius of 1mm, ten turns) 
Three receiver coils within the body at the radial 
distances 80mm, 113mm, and 113mm from the 
TX coil oriented in such a way to achieve the 
maximum received voltage. Every coil has the 
magnetic moment 
24 m101416.3   per one 
ampere (radius of 1mm, one hundred turns) 
 
Excitation data 
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A bipolar Gaussian (Rayleigh) electric-current pulse described in the introduction is used with 
the center frequency of 400MHz.  
 
Results 
Graphics  
Run the project script and observe the problem geometry first – see Fig. D1.1a. The coil size is 
not a physical parameter; it is defined in the project script only for the graphic purposes. Hit 
ACCEPT button. Follow the simulations – about 1.5 min. The final plot is shown in Fig. D1.1b 
given on the next page. Please see the project file for port numbering. 
  
      
 
Fig. D1.1a. Project geometry.  Left  – entire body model. The computational simulation domain 
is marked by a cube. Right – zoomed computational domain; yz-plane.  
 
You may turn on the real-time output option by setting  
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fields    = 1;    %  plot (1) or not (0) instantaneous fields/voltages  
 
in the project file and then run the project file again. However, the simulations will slow down 
very significantly. The starting time of the real-time output is controlled by variable t0 in the 
project file. 
 
 
 
Fig. D1.1b. Project output.  
 
 Solution convergence  
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Fig. D1.2 compares the received pulse forms for the cell sizes of 5mm and 2.5mm, respectively. 
All other parameters remain the same. Change the cell size, D, of the computational box in the 
project script 
 
D   = 5.0;                              %   unit cell size in mm 
 
to 2.5 mm in order to recalculate the problem using a finer mesh. All dielectric data will be 
interpolated within the computational domain.  
 
The agreement in Fig. D1.2 is good. However, the waveforms are delayed in all three cases by 
0.03ns. This value is very close to the delay over the quarter of the initial cell size in the 
dielectric: 1.25e-3/3e8*1e9*sqrt(50). The distance of D/4 is the typical uncertainty in the coil 
position when the mesh size halves. Therefore, the observed time delay is due to slightly 
different RX coil positions in two meshes (shifted by 1.25mm).  The same shift of the TX coil 
(10mm from the body surface) does not “undo” this delay since this coil is in air where the 
wavelength is much larger than in the dielectric. Fortunately, such a time delay does not affect 
the TOA estimations since it remains the same for a given mesh.   
 
It should be noted that increase of the cell size from 5mm to 10mm (21 cells per wavelength in 
the dielectric versus 10 cells per wavelength) will lead to a significant numerical dispersion. It is 
instructive to perform the corresponding study independently. Therefore, the results at cell sizes 
greater than 5mm should be considered inaccurate at the pulse center frequency of 400MHz. 
This observation is the confirmation of the well-known “20 cells per wavelength” rule (A. 
Taflove, Computational Electrodynamics, The Finite Difference Time Domain Approach, Third 
Ed., Artech House, Norwood, MA, 2005). 
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Fig. D1.2. Red – 5mm cell size; blue – 2.5mm cell size.  
 
A MATLAB script that performs the comparison of the solutions for two different cell sizes 
follows. 
 
 
%   Data from the saved project(s) 
clear all; 
ProjectName = 'project_body01';     %   5mm resolution 
load(ProjectName); 
Output1 = AntV; t1 = t; 
  
ProjectName = 'project_body01_fine';    %   2.5mm resolution 
load(ProjectName); 
Output2 = AntV; t2 = t; 
  
scrsz = get(0,'ScreenSize'); 
A = figure('Position', [0.3*scrsz(3) 0.3*scrsz(4) 0.4*scrsz(3) 0.6*scrsz(4)]); 
  
subplot(3, 1, 1); 
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string1    = strcat('Port#', num2str(2)); 
plot(t1*1e9, Output1(2,:), 'r'); grid on;  set(gca,'FontSize',9); hold on; 
plot(t2*1e9, Output2(2,:), 'b'); grid on;  set(gca,'FontSize',9); 
xlabel('time, ns');  title (strcat(string1, ': Open-circuit voltage, V'));   
  
subplot(3, 1, 2); 
string1    = strcat('Port#', num2str(3)); 
plot(t1*1e9, Output1(3,:), 'r'); grid on;  set(gca,'FontSize',9); hold on; 
plot(t2*1e9, Output2(3,:), 'b'); grid on;  set(gca,'FontSize',9); 
xlabel('time, ns');  title (strcat(string1, ': Open-circuit voltage, V'));   
  
subplot(3, 1, 3); 
string1    = strcat('Port#', num2str(3)); 
plot(t1*1e9, Output1(4,:), 'r'); grid on;  set(gca,'FontSize',9); hold on; 
plot(t2*1e9, Output2(4,:), 'b'); grid on;  set(gca,'FontSize',9); 
xlabel('time, ns');  title (strcat(string1, ': Open-circuit voltage, V'));   
 
Fig. D1.3b compares the pulse forms for the original domain for and a domain which is twice as 
large as the original one, respectively – see Fig. D1.3a. 
   
         
 
Fig. D1.3a. Two different computational domains with the cell size of 5mm. 
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All other parameters remain the same. The agreement in Fig. 3b is excellent. In particular, the 
difference between red and blue curves in Fig. 3b can hardly be recognized visually. 
 
 
Fig. D1.3b. Red – 5mm cell size and the original domain; blue – 5mm cell size and the doubled 
domain. 
 
Observations 
The most remarkable observation is beam splitting in Fig. D1.1b. Fig. D1.1b demonstrates this 
effect for the radiated electric field xE . The same effect has been observed for the dielectric 
half-space.  
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Example D2. Vertical TX coil close to the body surface. RX 
coils within the body  
 
 Project and its parameters 
Project data  
Major project parameters are summarized in Table D2.1 that follows. Review the corresponding 
project file to follow parameter identification.  The whole body model with the resolution of 
2.5mm is saved in the script 'bodyage_30_025mm.mat'. Use the script meshreader.m in subfolder meshes 
to inspect the body shape. 
 
Table D2.1. Project parameters. 
 
Project name/average 
parameters/body mesh 
Full domain/ 
Comp. domain 
Cell size 
(Comp. 
domain) 
Pulse center 
frequency/ 
Cells per 
wavelength at 
center frequency 
project_body02 
0.5S/m50, bodybodyr,    
'bodyage_30_025mm.mat' 
0.8×0.8×2m 
0.3×0.26×0.36m 
 
5mm or 
2.5mm 
400MHz 
750mm  
150 (free space) 
21(dielectric) 
at 5mm cellsize 
Excitation port Receiver/probe ports  
One TX coil at ~2.5mm from the body surface 
perpendicular to the body surface. The coil is 
directed along the z-axis with the magnetic 
moment 
25 m101416.3   per one ampere 
(radius of 1mm, ten turns) 
Three receiver coils within the body at the radial 
distances 80mm, 113mm, and 113mm from the 
TX coil oriented in such a way to achieve the 
maximum received voltage. Every coil has the 
magnetic moment 
24 m101416.3   per one 
ampere (radius of 1mm, one hundred turns) 
 
Excitation data 
A bipolar Gaussian (Rayleigh) electric-current pulse described in the introduction is used with 
the center frequency of 400MHz.  
 
Results 
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Graphics  
Run the project script and observe the problem geometry first – see Fig. D2.1a. The coil size is 
not a physical parameter; it is defined in the project script only for the graphic purposes. Hit 
ACCEPT button. Follow the simulations – about 2 min. The final plot is shown in Fig. 1b given 
on the next page. Please see the project file for port numbering. 
 
      
 
Fig. D2.1a. Project geometry.  Left  – entire body model. The computational simulation domain 
is marked by a cube. Right – zoomed computational domain; yz-plane.  
 
The real-time output option may be turned on by setting  
 
fields    = 1;    %  plot (1) or not (0) instantaneous fields/voltages  
 
in the project file and then run the project file again. However, the simulations will slow down. 
The starting time of the real-time output is controlled by variable t0 in the project file. 
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Saved data 
The saved data includes all parameters shown in Fig. D2.1b and other field parameters including 
the final E- and H-fields. The data is saved in a *.mat file with the same file name as the original 
project name. In particular, the excitation current, copolar electric field, and copolar magnetic 
field for every port (TX , RX, or a probe) are saved as  
 
AntI(PortNumber, 1:timesteps);  [A] 
AntE (PortNumber, 1:timesteps); [V/m] 
AntH (PortNumber, 1:timesteps); [A/m] 
AntV (PortNumber, 1:timesteps); [V] 
 
They can be retrieved at any time. Additionally, the received open-circuit voltage is saved for the 
RX coils as shown above.   
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Fig. D2.1b. Project output.  
 
Solution convergence  
Fig. D2.2 compares the received pulse forms for the cell sizes of 5mm and 2.5mm, respectively. 
All other parameters remain the same. Change the cell size, D, of the computational box in the 
project script 
 
D   = 5.0;                              %   unit cell size in mm 
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to 2.5 mm in order to recalculate the problem using a finer mesh. All dielectric data will be 
interpolated within the computational domain.  
 
The agreement in Fig. D2.2 is good. However, two last waveforms are delayed by about 0.03ns. 
The reason for this delay was explained in the previous example. Fortunately, such a time delay 
does not affect the TOA estimations since it remains the same for a given mesh. Smaller mesh 
sizes will lead to better results, but at the expense of very long run times.  
 
It should be noted that increase of the cell size from 5mm to 10mm (21 cells per wavelength in 
the dielectric versus 10 cells per wavelength) will lead to a significant numerical dispersion. The 
corresponding discussion was outlined in the previous example.  
 
A MATLAB script that performs the comparison of the solutions for two different cell sizes 
follows. 
 
%   Data from the saved project(s) 
clear all; 
ProjectName = 'project_body02';     %   5mm resolution 
load(ProjectName); 
Output1 = AntV; t1 = t; 
  
ProjectName = 'project_body02_fine';    %   2.5mm resolution 
load(ProjectName); 
Output2 = AntV; t2 = t; 
  
scrsz = get(0,'ScreenSize'); 
A = figure('Position', [0.3*scrsz(3) 0.3*scrsz(4) 0.4*scrsz(3) 0.6*scrsz(4)]); 
  
subplot(3, 1, 1); 
string1    = strcat('Port#', num2str(2)); 
plot(t1*1e9, Output1(2,:), 'r'); grid on;  set(gca,'FontSize',9); hold on; 
plot(t2*1e9, Output2(2,:), 'b'); grid on;  set(gca,'FontSize',9); 
xlabel('time, ns');  title (strcat(string1, ': Open-circuit voltage, V'));   
  
subplot(3, 1, 2); 
string1    = strcat('Port#', num2str(3)); 
plot(t1*1e9, Output1(3,:), 'r'); grid on;  set(gca,'FontSize',9); hold on; 
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plot(t2*1e9, Output2(3,:), 'b'); grid on;  set(gca,'FontSize',9); 
xlabel('time, ns');  title (strcat(string1, ': Open-circuit voltage, V'));   
  
subplot(3, 1, 3); 
string1    = strcat('Port#', num2str(3)); 
plot(t1*1e9, Output1(4,:), 'r'); grid on;  set(gca,'FontSize',9); hold on; 
plot(t2*1e9, Output2(4,:), 'b'); grid on;  set(gca,'FontSize',9); 
xlabel('time, ns');  title (strcat(string1, ': Open-circuit voltage, V'));    
 
          Fig. D2.2. Red – 5mm cell size; blue – 2.5mm cell size.  
 
Fig. D2.3b compares the pulse forms for the original domain for and a domain which is twice as 
large as the original one, respectively – see Fig. D2.3a. 
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Fig. D2.3a. Two different computational domains with the cell size of 5mm. 
 
Fig. D2.3b. Red – 5mm cell size and the original domain; blue – 5mm cell size and the  
doubled domain.  
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The agreement in Fig. D2.3b is excellent. In particular, the difference between red and blue curves in 
Fig. D2.3b can hardly be recognized visually. 
 
Observations 
The most remarkable observation is again beam splitting in Fig. D2.1b. This time, the beam 
splitting is explained trivially since the radiation pattern for the vertical coil has a null along its 
axis (at endfire). Fig. D2.1b demonstrates this effect for the radiated electric field xE . The same 
effect is observed for the dielectric half-space.  
 
It is interesting to compare the RX voltage magnitudes received in the dielectric, for the vertical 
coil (this example) and for the horizontal coil (the previous example) with the same magnetic 
moment, respectively. Comparison of two figures (Fig. D2.1b of each example) shows that the 
voltages are approximately the same for the field probes at the same locations, although the 
vertical alignment may be somewhat beneficial – see the last plot in Fig. D2.1b.    
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Example D3. Horizontal TX electric dipole close to the body 
surface. RX coils within the body  
 
Project and its parameters 
This project is equivalent to Example D1, but the horizontal TX coil is replaced by the horizontal 
electric dipole. Plus, the directions of the RX coils within the body are aligned so to acquire the 
dominant polarization component of the radiated magnetic field – see Fig. D3.1a.   The 
corresponding project script is project_body03.m. 
  
 
 
Fig.D3.1a. Changes in the orientation of RX coils as compared to Example 1.  
 
The electric moment of the TX dipole is chosen as  
 
1323 m104.8m10   k  per one ampere                (D3.1) 
 
where k is the wavenumber. Magnetic moments for the RX coils remain the same. 
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Results 
Run the project script and observe the problem geometry first. Hit ACCEPT button. Follow the 
simulations – about 1.5 min. The final plot is shown in Fig. 1b that follows. Please see the 
project file for port numbering. 
 
 
 
Fig. D3.1b. Project output.  
 
Solution convergence  
Fig. D3.2 compares the received pulse forms for the cell size of 5mm and 2.5mm, respectively. 
All other parameters remain the same. Change the cell size, D, of the computational box in the 
project script 
 
D   = 5.0;                              %   unit cell size in mm 
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to 2.5 mm in order to recalculate the problem using a finer mesh. All dielectric data will be 
interpolated within the computational domain.  
  
The agreement in Fig. D3.2 is acceptable. However, the waveforms of the finer mesh are again 
delayed. The reason for such a delay (a typical uncertainty of D/4 in the coil position) was 
already explained in Example D1. Note that the potential uncertainty in the dipole position (D/2) 
might also contribute into the delay. Fortunately, such a time delay does not affect the TOA 
estimations since it remains the same for a given mesh.   
 
Fig. D3.2. Red – 5mm cell size; blue – 2.5mm cell size.  
 
Fig. D3.3 compares the pulse forms for the original domain for and a domain which is twice as large 
as the original one, respectively.  All other parameters remain the same. The agreement in Fig. D3.3b 
is excellent. In particular, the difference between red and blue curves in Fig. D3.3b can hardly be 
recognized visually. 
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Fig. D3.3. Red – 5mm cell size and the original domain; blue – 5mm cell size and the doubled 
domain. 
 
Observations 
This example indicates a great difference in the received voltages, at different locations within 
the body, but at comparable distances from the radiator. The major reason for this effect is the 
pattern non-uniformity.   
 
It should be noted again that increase of the cell size from 5mm to 10mm (21 cells per 
wavelength in the dielectric versus 10 cells per wavelength) will lead to a significant numerical 
dispersion – see the corresponding discussion in Example D1.  
 
The FDTD electric dipole model has a serious drawback. Close to a dielectric interface, it 
accumulates static charges, irrespectively of the fact whether the current pulse has a zero mean or 
not. This effect may be seen if the copolar electric field were plotted in Fig. D3.1b, instead of the 
magnetic field. To avoid this issue, a voltage source (impressed electric field source) should be 
used instead of the dipole close to a dielectric.  
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Which antenna is better coupled to the body? 
Which radiator: the coil or the dipole pumps more power into the dielectric given the same 
“equivalent signal strength” and other equivalent conditions? Consider the case of air first. For a 
harmonic excitation, a small vertical dipole with a length l and a small vertical coil with a 
magnetic moment NaAN
2   create Poynting vectors (radiating power densities) with the 
same spatial shape in the far field, i.e. 
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where a is the coil radius, k is the wavenumber. Total radiated powers are equal if both 
expressions (D3.2a) and (D3.2b) are equal to each other. This gives a relation between electric 
and magnetic dipole moments:  
 
kANl                                                                              (D3.2c) 
 
that was selected in Examples D1 and D3. For a pulse excitation, we assume that Eq. (D3.2c) 
should approximately hold at the pulse center frequency.  Table 1 then gives the received open-
circuit voltages in the dielectric for Example D1 (coil) and Example D2 (dipole), respectively.  
 
Table D3.1. Maximum received open-circuit voltage within the dielectric (absolute values).  
 
Coil in Example 1 Port#2 – 28mV, Port#3 – 28mV, Port#4 – 26 mV 
Dipole in Example 3 Port#2 – 11mV, Port#3 – 2mV,   Port#4 – 3mV 
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Example D4. Vertical TX electric dipole close to the body 
surface. RX coils within the body  
 
Project and its parameters 
This project is equivalent to Example D2, but the vertical TX coil is replaced by the horizontal 
electric dipole. Plus, the directions of the RX coils within the body are aligned so to acquire the 
dominant polarization component of the radiated magnetic field – see Fig. D4.1a.   The 
corresponding project script is project_body04.m. 
 
 
Fig.D4.1a. Changes in the orientation of RX coils as compared to Example D2.  
 
The electric dipole model with the current source does not work well for the vertical dipoles 
close to a dielectric interface, due to static charge accumulation. Therefore, the model of the 
voltage source (impressed electric field) has been used in the present example.   
Results 
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Run the project script and observe the problem geometry first. Hit ACCEPT button. Follow the 
simulations – about 1.5 min. The final plot is shown in Fig. D4.1b that follows. Please see the 
project file for port numbering.  
 
 
Fig. D4.1b. Project output.  
 
Observations 
The vertical electric dipole poorly couples to the interior of the body – observe the very weak magnetic 
field magnitudes in Fig. D4.1b and compare them to the previous examples. Furthermore, the weak field 
radiated into the body is extremely sensitive to the separation distance between the dipole and the body 
surface. Therefore, the convergence results for the present example do not indicate that the solution for a 
5mm cell size is reasonably accurate. Though it does become accurate when the separation distance 
between the dipole and the body increases to 10-15mm. The convergence results for different sizes of 
the computational domain remain accurate for any separation distances.   
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Example D5. Phased coil array of four coils close to a human 
head. Field probe within the head 
 
Project and its parameters 
Project data  
Major project parameters are summarized in Table D5.1 that follows. Review the corresponding 
project file to follow parameter identification.  The whole body model with the resolution of 
2.5mm is saved in the script 'phantomhead_025mm.mat'. Use the script meshreader.m in subfolder 
meshes to inspect the body shape.  
 
Table D5.1. Project parameters. 
 
Project name/average 
parameters/body mesh 
Full domain/ 
Comp. domain 
Cell size 
(Comp. 
domain) 
Pulse center 
frequency/ 
Cells per 
wavelength at 
center frequency 
project_body05 
0.5S/m50, bodybodyr,    
'phantomhead_025mm.mat' 
0.3×0.3×0.5m 
0.23×0.23×0.17m 
 
4mm or 
2mm or 
1mm  
533MHz 
562mm  
140 (free space) 
20(dielectric) 
at 4mm cellsize  
Excitation port Receiver/probe ports  
Four TX coils (~+D/2 offset from the interface) 
located as shown in Fig. 1, with the same 
magnetic moment 
21 m10  per one ampere 
One field probe for copolar H-field 
measurements within the head at the depth of 
29mm  
 
Excitation data 
A bipolar Gaussian (Rayleigh) electric-current pulse described in the introduction is used with 
the center frequency of 533MHz.  
 
Results 
Graphics  
Run the project script and observe the problem geometry first – see Fig. D5.1a. The coil size is 
not a physical parameter; it is defined in the project script only for the graphic purposes. Hit 
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ACCEPT button. Follow the simulations which show the field development in the real time - 
about 1.5 min. The details of radiating electric field distribution at two different times are shown 
in Fig. D5.1b. In order to obtain those results, 0T 3ns in the original project was replaced by 3.5 
ns, and the project was run again.   
 
You may turn off the real-time output option by setting  
 
fields    = 0;    %  plot (1) or not (0) instantaneous fields/voltages  
 
in the project file and then run the project file again. The simulation will run much faster. 
       
 
Fig. D5.1a. Project geometry.  Left  – entire head model. The computational simulation domain 
is marked by a cube. Right – zoomed computational domain; yz-plane.  
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Fig. D5.1b. Left – radiating electric field distribution at 3 ns; right – diverging field at 3.5 ns.   
 
Solution convergence  
Fig. D5.2a compares the received pulse forms for the cell sizes of 4mm and 2mm, respectively. 
All other parameters remain the same. Change the cell size, D, of the computational box in the 
project script 
 
D   = 4.0;                              %   unit cell size in mm 
 
 to 2 mm in order to recalculate the problem using a finer mesh. All dielectric data will be interpolated 
within the computational domain. Fig. D5.2b compares the received pulse forms for the cell sizes of 
2mm and 1mm, respectively. The agreement in Fig D5.2b is considerably better. Therefore, the cell size 
of 2mm should be preferred for accurate results.  
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Fig. D5.2a. Red – 4mm cell size; blue – 2mm cell size.  
 
Fig. D5.2b. Red – 2mm cell size; blue – 1mm cell size. 
 
A MATLAB script that performs the comparison of the solutions for two different cell sizes 
follows. 
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%   Data from the saved project(s) 
clear all; 
ProjectName = 'project_body05';     %   4mm resolution 
load(ProjectName); 
Output1 = AntH; t1 = t; 
  
ProjectName = 'project_body05_fine';    %   2mm resolution 
load(ProjectName); 
Output2 = AntH; t2 = t; 
  
scrsz = get(0,'ScreenSize'); 
A = figure('Position', [0.3*scrsz(3) 0.3*scrsz(4) 0.4*scrsz(3) 0.6*scrsz(4)]); 
  
string1    = strcat('Port#', num2str(2)); 
plot(t1*1e9, Output1(5,:), 'r'); grid on;  set(gca,'FontSize',9); hold on; 
plot(t2*1e9, Output2(5,:), 'b'); grid on;  set(gca,'FontSize',9); 
xlabel('time, ns');  title (strcat(string1, ': Copolar magnetic field, A/m'));   
 
Fig. D5.3b compares the pulse forms for the original domain for and a domain which is twice as 
large as the original one, respectively – see Fig. D5.3a. 
 
         
 
Fig. D5.3a. Two different computational domains with the cell size of 4mm. 
 
261 
 
The agreement in Fig. D5.3b is not perfect. It means that the larger computational domain shown in 
Fig. D5.3a – right should be preferred.  
 
 
 
Fig. D5.3b. Red – 4mm cell size and the original domain; blue – 4mm cell size and the doubled 
domain.  
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Appendix E - Application Examples – Wireless Body 
Area Networks for Inhomogeneous (Layered) Body 
Structures  
 
Material definition and mesh operations  
 
E.1. Yee spatial cube center grid  
A cubic grid of size d in the computational volume is introduced as shown below. This is the grid 
of cube centers (but not of cube nodes), where the material properties shall be defined.   
 
%%   Define computational volume around the body 
xmin = -0.15;                   %   domain in meters 
xmax = +0.15;                   %   domain in meters 
ymin = -0.15;                   %   domain in meters 
ymax = +0.15;                   %   domain in meters 
zmin = -0.2;                    %   domain in meters 
zmax = +0.3;                    %   domain in meters 
d   = 0.0020;                   %   brick size for FDTD, m 
x   = [xmin+d/2:d:xmax-d/2];    %   x variable - half grid 
y   = [ymin+d/2:d:ymax-d/2];    %   y variable - half grid 
z   = [zmin+d/2:d:zmax-d/2];    %   z variable - half grid 
Nx  = length(x);   %   Nx 
Ny  = length(y);   %   Ny 
Nz  = length(z);   %   Nz 
 
The materials array is initialized as 
  
MATERIAL    = ones(Nx, Ny, Nz);        %   half grid 
 
E.2. MATERIAL array of signed normal distances from body surface 
In contrast to the homogeneous body case, the material array will no longer have two binary 
values. For example, for a homogeneous body model, we may use -1 for nodes  inside the body 
and +1 for nodes outside the body, or something similar.  
 
In the present case, however, we will need the signed normal distance of every material node 
from the body surface, which is negative into body and positive outside. The MATERIAL array 
will be filled with such distances.   
 
Once the MATERIAL array is known, all nodes belonging to a layer of skin, fat, etc. will have 
the normal distance within a certain range. Therefore, they can be trivially selected and assigned 
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specific dielectric properties.  Moreover, Boolean Constructive Solid Geometry (CSG) 
operations on those nodes (e.g. intersection) allow us to use layers of arbitrary shape such as 
clothing, metal protection in certain areas, etc.  
 
The nodal operations with the pre-calculated MATERIAL array are very fast (requiring a few 
seconds of time or less). Therefore, one may change the layered structure dynamically, including 
its geometry (layer thicknesses, size, introducing new sublayers). This is a unique property of the 
present approach.  
 
E.3. Filling MATERIAL array 
A 3D surface body model is a manifold polyhedron surface. It means that, at every point on the 
boundary, a small enough sphere around the point is divided into two pieces, one inside and one 
outside the object. Therefore, filling the MATERIAL array is a classic problem of computer 
graphics – the inclusion test for a point within a solid. Many different ways to solve this problem 
exist – see, for example, Refs. [1], [2].   
 
[1]. W. Horn and D. L. Taylor, “A theorem to determine the spatial containment of a point in 
a planar polyhedron”, Computer Vision, Graphics and Image Processing, 1989, vol. 45, 
no. 1, pp. 106-116. 
[2]. F. R. Feito and J. C. Torres, “Inclusion test for general polyhedra,” Comput. & Graphics, 
vol. 21, no. 1, pp. 23-30, 1997.  
 
A 3D surface model is assumed to consist of triangular patches with known outer normals. To 
find those normals, we use the script MyRobustCrust of Dr. Luigi Giaccari available via the 
web:  
 
%   Script of Luigi Giaccari 
[t, Normals] = external_MyRobustCrust(P); 
 
where P is the nodal array of the surface mesh; t – array of triangles, and Normals – array of 
outer normals.  
 
264 
 
We suggest using the following simple algorithm for the inclusion test and filling out the 
MATERIAL array:  
 
1. Select a nodal point of the grid;  
2. Find a triangular patch with the nearest geometrical center; 
3. Check the dot product of its normal vector and a vector drawn from the node to the 
triangle center. If the dot product is positive, the point is inside; if negative – the point is 
outside.  
4. Calculate the normal distance as the length of the vector drawn from the node to the 
triangle center. 
 
Although this algorithm is not fully verified, it works well for all tested body meshes, and it is 
fast. Its MATLAB realization is given below: 
 
FacesTotal = size(t, 1);  
%   Nodes inside the bounding cuboid (to be considered) 
indx = find((x>min(P(:, 1)))&(x<max(P(:, 1)))); 
indy = find((y>min(P(:, 2)))&(y<max(P(:, 2)))); 
indz = find((z>min(P(:, 3)))&(z<max(P(:, 3)))); 
%   Precalculate arrays 
arrayx = zeros(FacesTotal, length(x));  
arrayy = zeros(FacesTotal, length(y));  
arrayz = zeros(FacesTotal, length(z));  
for  m = indx 
    arrayx(:, m) = (Center(:,1) - x(m)).*(Center(:,1) - x(m)); 
end 
for n = indy 
    arrayy(:, n) = (Center(:,2) - y(n)).*(Center(:,2) - y(n)); 
end 
for p = indz 
    arrayz(:, p) = (Center(:,3) - z(p)).*(Center(:,3) - z(p)); 
end 
  
for m = indx     
    cpu = cputime;             
    for n = indy 
        vectorxy = arrayx(:, m)  + arrayy(:, n); 
        for p = indz         
            vectorz  = arrayz(:, p) + vectorxy;             
            [dummy, index] = min(vectorz);  
            direction = Center(index, :) - [x(m) y(n) z(p)]; 
            temp = Normals(index, 1)*direction(1)+Normals(index,...  
  2)*direction(2)+Normals(index, 3)*direction(3); 
            temp = temp/(abs(temp) + eps);                        
            MATERIAL(m, n, p) = -dummy*temp;                             
        end 
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    end 
end 
MATERIAL = sign(MATERIAL).*sqrt(abs(MATERIAL)); 
 
 
Fig. E1. shows a visual test with a coarse grid: nodes within a human head numerical model 
computed by the above method.  
 
 
 
Fig. E1 Material nodes inside and on a human head  (coarse grid; d=1cm).  
 
Material parameters  
 
Static parameters  
Parameters of biological tissues at ~400MHz are given in Table E1 that follows [1],[2]. These 
parameters will be used in the present study. A comprehensive summary on the dielectric 
properties of the human body in the frequency range 10Hz -100GHz is given online: 
http://niremf.ifac.cnr.it/tissprop/. 
 
Table E1. Electrical/Mechanical Data of Biological Tissues at 402 MHz [1], [2]. 
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Biological Tissue Permittivity ( r ) Conductivity ( , S/m) Mass Density (10
3
 
kg/m
3
) 
Brain 49.7 0.59 1.04 
Cerebro Spinal Fluid 
(CSF) 
71.0 2.25 1.01 
Dura 46.7 0.83 1.01 
Bone 13.1 0.09 1.81 
Fat 11.6 0.08 0.92 
Skin 46.7 0.69 1.01 
Skull 17.8 0.16 1.81 
Spinal Cord 35.4 0.45 1.04 
Muscle 58.8 0.84 1.04 
Blood 64.2 1.35 1.06 
Bone Marrow 5.67 0.03 1.06 
Trachea 44.2 0.64 1.10 
Cartilage 45.4 0.59 1.10 
Jaw Bone 22.4 0.23 1.85 
Cerebellum 55.9 1.03 1.05 
Tongue 57.7 0.77 1.05 
Mouth Cavity 1.0 0.00 0.00 
Eye Tissue 57.7 1.00 1.17 
Lens 48.1 0.67 1.05 
Teeth 22.4 0.23 1.85 
Lungs 54.6 0.68 1.05 
Heart 66.0 0.97 1.05 
Liver 51.2 0.65 1.05 
Kidney 66.4 1.10 1.05 
Stomach 67.5 1.00 1.05 
Colon 66.1 1.90 1.05 
Thyroid 61.5 0.88 1.05 
Trachea 44.2 0.64 1.10 
Spleen 63.2 1.03 1.05 
Bladder 19.8 0.33 1.05 
 
 
[1]. J. Kim and Y. Rahmat-Samii, “Implanted Antennas Inside a Human Body: Simulations, 
Designs, and Characterizations,” IEEE Trans. Microwave Theory Techniques, vol. 52, 
no. 8, Aug. 2004, pp. 1934-1943.  
[2]. C. Gabriel and S. Gabriel. (YEAR) Compilation of the dielectric properties of body 
tissues at RF and microwave frequencies. Armstrong Lab., Online:  
http://www.brooks.af.mil/AFRL/HED/hedr/reports/dielectric/home.html 
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Wideband parameters  
Although static permittivity and conductivity values may be used for one single frequency or for 
narrowband pulses, the Debye relaxation model should be implemented for broadband pulses. 
This model implies a convolution extension of the FDTD method [1].  Even more accurate 
results are given by the non-convolution type Cole-Cole model [2], the implementation of which 
constitutes a significant challenge. 
 
[1]. J. N. Bringuier, Multi-Scale Techniques in Computational Electromagnetics, PhD 
Dissertation, Pennsylvania State University, May 2010. 
[2]. S. Gabriel, R. W. Lau, C. Gabriel, “The Dielectric Properties of Biological Tissues: III 
Parametric Models for the Dielectric Spectrum of Tissues,” Physics in Medicine and 
Biology, Vol. 41, Issue 11, pp. 2271-2293, 1996. 
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Example E1. TX coil array close to the human head surface. 
Field probe on the surface   
 
Project and its parameters 
The project scenario is a TX crossed-coil array that creates a directed beam into the human head.  
The directed beam in fact couples to the skin surface. Therefore, it “conveys” information about 
in-depth sub-skin properties toward the surface, due to lateral diffraction. This offers the 
opportunity to detect changes in subdural composition with high-speed sampling of the field by 
another antenna (in this case, a field probe) located in the near proximity to the human head.  To 
support this conclusion, we present two subprojects: one with homogeneous head properties and 
a second with inhomogeneous properties. An example with a metal helmet is also given.  
 
Project data  
Major project parameters are summarized in Table E1.1 that follows. Review the corresponding 
project files to follow parameter identification.  The whole body mesh with the resolution of 
2.0mm is saved in the script 'human_head_2p00mm.mat'. Use the script meshreader.m in 
subfolder meshes to inspect the head shape. 
 
Table E1.1. Project parameters. 
 
Project name/average 
parameters/body mesh 
Full domain/ 
Comp. domain 
Cell size 
(Comp. 
domain) 
Pulse center 
frequency/ 
Cells per 
wavelength at 
center frequency 
project_body06a (hom.) 
project_body06a (inh.) 
project_body06c (inh. 
plus a helmet) 
‘human_head_2p00mm.mat’ 
0.25×0.30×0.50m 
0.23×0.23×0.17m 
 
4mm or 
2.0mm 
400MHz 
750mm  
187.5 (free space) 
26(dielectric) 
at 4mm cellsize 
Excitation port Receiver/probe ports  
One phase-aligned TX crossed-coil array at 
~2.5mm from the head surface. Every coil has the 
magnetic moment 
21 m10  per one ampere. 
One field probe (co-polar electric field) on the 
head surface at the distance ~100mm from the 
TX crossed-coil array.  
 
Excitation data 
A bipolar Gaussian (Rayleigh) electric-current pulse described in the introduction is used with 
the center frequency of 400MHz.  
 
Project models 
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Fig. E1.1a shows three different project geometries. In the first case, a homogeneous human head 
model is initialized in the project file: 
 
epsr = 50; sigm = 0.6;      %   brain  
 
This is the sub-project entitled project_body06a. 
 
    
 
 
 
Fig. E1.1a. Project geometry (a, b, c).   
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In the second case, a four-layer human-head structure is initialized in the project file. This 
structure is given by a self-explanatory block of the project file, which replaces the line given on 
the previous page:  
 
%     2.5mm - fat; 4.1mm - bone; 2.5 mm - CSF, rest - brain     
boundary =      [0.0 2.5 6.6 9.1 Inf];           
%     layer outer boundary - normal distance from body surface in mm 
epsr =          [12  13  71  50];   %     relative dielectric constant  
sigm =          [0.1 0.1 2.3 0.6];  %     conductivity, S/m 
cx   =          [0.0 0.0 0.0 0.0];  %     center of bounding box, mm 
cy   =          [0.0 0.0 0.0 0.0];  %     center of bounding box, mm 
cz   =          [0.0 0.0 0.0 0.0];  %     center of bounding box, mm 
sx   =          [Inf Inf Inf Inf];  %     size of bounding box, mm  
sy   =          [Inf Inf Inf Inf];  %     size of bounding box, mm  
sz   =          [Inf Inf Inf Inf];  %     size of bounding box, mm  
Color =         ['k' 'r' 'y' 'w'];       %     surface color 
Transparency =  [0.12 0.37 0.62 0.87];   %     inverse transparency 
 
This is the sub-project entitled project_body06b. 
 
In the last case, the four-layer human-head structure is augmented with a metal helmet and a 
layer of isolating material. Both the helmet shape and the fabric layer are obtained utilizing the 
same array MATERIAL introduced at the beginning of this section. The corresponding 
MATLAB script follows. 
 
%  4mm-helmet(metal); 8mm-fabric; 2.5mm-fat; 4.1mm-bone; 2.5 mm-CSF, rest - 
brain     
boundary =      [-12 -8.0 0.0 2.5 6.6 9.1 Inf];  
epsr =          [1.0 3.0  12  13  71  50];        
sigm =          [1e6 0.1 0.1 0.1 2.3 0.6];     
cx   =          [0.0 0.0 0.0 0.0 0.0 0.0]; 
cy   =          [0.0 0.0 0.0 0.0 0.0 0.0]; 
cz   =          [100 100 0.0 0.0 0.0 0.0]; 
sx   =          [Inf Inf Inf Inf Inf Inf]; 
sy   =          [Inf Inf Inf Inf Inf Inf]; 
sz   =          [100  100 Inf Inf Inf Inf];  
Color =         ['k' 'r' 'k' 'r' 'y' 'w'];    %     surface color 
Transparency =  [0.4 0.1 0.12 0.37 0.62 0.87];  
 
This is the sub-project entitled project_body06c. 
 
It is important to emphasize that all this data may be changed “on the fly” so that the user may 
introduce his/her own layered structure based on those projects.    
 
Results 
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Graphics  
Run the three project scripts and observe the problem geometry first – see Fig. E1.1a. The 
coils’/probe size is not a physical parameter; it is defined in the project script only for the 
purpose of graphical representation. Hit the ACCEPT button. Follow the simulations – about 1 
min. The fields plot is shown in Fig. E1.1b given on the next page. Please see the project file for 
port numbering. 
 
 
Fig. E1.1b Wave propagation in a human head at 3.0ns (homogeneous case).  
 
Comparison of three solutions  
Fig. E1.2 gives a comparison between the three solutions: a homogeneous head, an 
inhomogeneous head, and a head with a helmet. All three results are very significantly different.  
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Fig. E1.2. Comparison of three solutions for different head topologies (layers, helmet).   
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Example E2. TX coil close to the human body. RX coils inside the 
body 
 
Project and its parameters 
The project scenario is a vertical TX coil close to the body surface. The receivers are RX coils, 
which sample the open circuit voltage. Again, the effect of the varying body structure (fat, skin, 
clothing) on the received signals is studied.  
 
Project data  
Major project parameters are summarized in Table E2.1 that follows. Review the corresponding 
project files to follow parameter identification.  The whole body model with the resolution of 
2.0mm is saved in the script 'human_head_2p00mm.mat'. Use the script meshreader.m in 
subfolder meshes to inspect the head shape. 
 
Table E2.1. Project parameters. 
 
Project name/average 
parameters/body mesh 
Full domain/ 
Comp. domain 
Cell size 
(Comp. 
domain) 
Pulse center 
frequency/ 
Cells per 
wavelength at 
center frequency 
project_body07a (hom.) 
project_body07a (inh.) 
project_body07c (inh. 
plus clothing) 
‘human_bodyage30d_5p00mm.mat’ 
0.8×0.8×2.0m 
0.3×0.26×0.36m 
 
5mm or 
2.0mm 
400MHz 
750mm  
150 (free space) 
~21(dielectric) 
at 5mm cellsize 
Excitation port Receiver/probe ports  
One TX coil at ~2.5mm from the body surface 
perpendicular to the body surface. The coil is 
directed along the z-axis with the magnetic 
moment 
25 m101416.3   per one ampere (radius 
of 1mm, ten turns) 
Three receiver coils within the body at the radial 
distances 80mm, 113mm, and 113mm from the 
TX coil oriented in such a way to achieve the 
maximum received voltage. Every coil has the 
magnetic moment 
24 m101416.3   per one 
ampere (radius of 1mm, one hundred turns) 
 
Excitation data 
A bipolar Gaussian (Rayleigh) electric-current pulse described in the introduction is used with 
the center frequency of 400MHz.  
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Project models 
Fig. E2.1a shows three different project geometries. In the first case, a homogeneous human head 
model is initialized in the project file: 
 
epsr = 50; sigm = 0.5;      %   homogeneous  
 
This is the sub-project entitled project_body07a. 
 
In the second case, a four-layer human-head structure is initialized in the project file. This 
structure is given by a self-explanatory block of the project file, which replaces the line given on 
the previous page:  
 
%   2mm - skin; 6.0mm - fat; rest – homogeneous body     
boundary =      [0.0 2.0 8.0 Inf];               
epsr =          [47  12  50 ];  %     relative dielectric constant 
sigm =          [0.7 0.1 0.5];  %     conductivity, S/m 
cx   =          [0.0 0.0 0.0 ]; %     center of bounding box, mm  
cy   =          [0.0 0.0 0.0 ]; %     center of bounding box, mm  
cz   =          [100 100 0.0 ]; %     center of bounding box, mm  
sx   =          [Inf Inf Inf ]; %     size of bounding box, mm 
sy   =          [Inf Inf Inf ]; %     size of bounding box, mm 
sz   =          [Inf Inf Inf];  %     size of bounding box, mm 
Color =         ['r' 'y' 'w'];     %     surface color 
Transparency =  [0.12 0.30 0.62];  %     inverse layer transparency 
 
This is the sub-project entitled project_body07b. 
 
In the last case, the three-layer body structure is augmented with clothing - a layer of isolating 
material. The fabric layer is obtained utilizing the same array MATERIAL introduced at the 
beginning of this section. The corresponding MATLAB script follows. 
 
%   10mm - clothing; 2mm - skin; 6.0mm - fat; rest – homogeneous body     
boundary =      [-10.0 0.0 2.0 8.0 Inf];                                 epsr 
=          [3   47  12  50 ];               
sigm =          [0.1 0.7 0.1 0.5];      
cx   =          [0.0 0.0 0.0 0.0];  
cy   =          [0.0 0.0 0.0 0.0];  
cz   =          [300 100 0.0 0.0];  
sx   =          [400 Inf Inf Inf];  
sy   =          [Inf Inf Inf Inf];             
sz   =          [600 Inf Inf Inf];      
Color =         ['g' 'r' 'y' 'w'];     %     surface color 
Transparency =  [0.3 0.12 0.30 0.62];  %     inverse layer transparency 
 
This is the sub-project entitled project_body07c. 
 
275 
 
    
 
 
 
Fig. E2.1a. Project geometry (a, b, c).   
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Fig. E2.1b highlights the antenna locations.  
 
 
 
Fig. E2.1b. Antenna locations. 
 
Results 
Graphics  
Run the three project scripts and observe the problem geometry first – see Fig. E2.1a. The 
coils’/probe size is not a physical parameter; it is defined in the project script only for the 
purposes of graphical representation. Hit ACCEPT button. Follow the simulations – about 1 min. 
The fields plot is shown in Fig. E2.1c. Please see the project file for port numbering. 
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Fig. E2.1c Wave propagation in a human head at 3.0ns (homogeneous case).  
 
Comparison of three solutions  
Fig. E2.2 gives a comparison between three solutions: a homogeneous body, an inhomogeneous 
body, and an inhomogeneous body with a layer of clothing. All three results are different, but not 
very significantly. In particular, the effect of clothing is negligibly small.  
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Fig. E2.2. Comparison of three solutions for different head topologies (layers, helmet).   
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Appendix F – Available Human Body Shells 
 
Several years prior to the development of the VHP-F computational model, a process for creating 
homogeneous human body shells constructed of triangular surface meshes was established and 
many of the techniques previously described were matured and applied to these models. The 
process for creating these shells and the shell inventory are described in this section. 
F.1. Body surface scan  
 
The process begins by scanning the human body using a Model WB4 whole body color scanner 
manufactured by Cyberware. This platform is able to acquire a full 3D human geometry quickly 
using a combination of 4 sensors and software to assimilate data and output to a variety of file 
formats. The system setup enables a variety of body types and positions of interest to be 
accurately digitized for further manipulation. Four male volunteers were scanned in a number of 
different positions, producing almost 30 datasets for analysis and scanning was accomplished at 
the US Army Natick Soldier Research, Development and Engineering Center. 
 
Geometric data acquired in this manner required postprocessing due to a variety of reasons. The 
actual volume of data is quite large and may call for data coarsening. Also, masking of certain 
areas (for example, under the arms) will produce ‘holes’ in the resulting data set that need to be 
filled.  
 
For these types of operations, MeshLab v1.3.0b, an open source software package was been 
used. MeshLab is capable of many mesh operations, including creating an initial triangular 
surface mesh, removal of unwanted or hanging nodes and self intersecting faces, automatic 
filling of holes and mesh smoothing. Many standard input and output file formats are supported.  
 
For the models obtained in our study, we imported the scanned results as binary Polygon File 
Format files into MeshLab and automatically filled all small holes. The resulting geometry 
‘shells’ were the basis for creation of a full surface mesh via Poisson Surface Reconstruction, 
producing a watertight unstructured triangular mesh. This step can be seen in the left and central 
portions of Fig. F.1.  
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Fig. F.1. The process of transforming a 3D color scan into a surface triangular mesh: left – the 
original color scan; center – the surface mesh resulting from Poisson surface reconstruction in 
MeshLab; right – the FDTD mesh in the simulation domain.  
 
After this step, the mesh is ready to be operated on in MATLAB

. We have used a pair of scripts 
by Dr. Luigi Giaccari (Italy) called MyRobustCrust.m and InPolyedron.m.  The first is 
responsible for final surface mesh construction and element normal alignment while the second 
identifies the nodes strictly within this surface mesh. Both scripts are available via the MATLAB 
File Exchange database. At this point, the model is ready for FDTD simulation in MATLAB
 
as 
previously described. 
 
The entire model generation process is summarized in Fig. F.1. Several different body types and 
positions obtained in this way are shown in Fig. F.2. 
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Fig. F.2. Examples of different body types and positions: right – arms raised; center – kneeling; 
left – running.  
 
Model Description Fine Model Coarse Model 
Name: person1_arms_up.bod 
Person: 30 year old male 
Position: Standing, arms 
raised 
Number of Triangles (Fine): 
201308 
Mesh quality (Coarse): 0.45 
Number of Triangles 
(Coarse): 6792 
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Model Description Fine Model Coarse Model 
 
 
 
 
Name: person1_bent_over.bod 
Person: 30 year old male 
Position: Standing, bent at 
waist 
Number of Triangles (Fine): 
162822 
Mesh quality (Coarse): 0.51 
Number of Triangles 
(Coarse): 5000 
 
 
  
Name: 
person1_leg_across.bod 
Person: 30 year old male 
Position: Standing, holding 
leg in hands 
Number of Triangles (Fine): 
155778 
Mesh quality (Coarse): 0.51 
Number of Triangles 
(Coarse): 5004 
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Model Description Fine Model Coarse Model 
Name: person1_leg_up.bod 
Person: 30 year old male 
Position: Standing, raising left 
leg 
Number of Triangles (Fine): 
89170 
Mesh quality (Coarse): 0.39 
Number of Triangles 
(Coarse): 6044 
  
Name: 
person1_phone_pose.bod 
Person: 30 year old male 
Position: Standing, talking on 
cell phone 
Number of Triangles (Fine): 
190122 
Mesh quality (Coarse): 0.42 
Number of Triangles 
(Coarse): 5000 
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Model Description Fine Model Coarse Model 
Name: person1_running.bod 
Person: 30 year old male 
Position: Running 
Number of Triangles (Fine): 
125224 
Mesh quality (Coarse): 0.38 
Number of Triangles 
(Coarse): 5500 
   
Name: person1_standing.bod 
Person: 30 year old male 
Position: Standing 
Number of Triangles (Fine): 
219282 
Mesh quality (Coarse): 0.43 
Number of Triangles 
(Coarse): 6164 
  
Name: person1_twisting.bod 
Person: 30 year old male 
Position: Standing, twisting at 
waist, arms up 
Number of Triangles (Fine): 
190986 
Mesh quality (Coarse): 0.44 
Number of Triangles 
(Coarse): 5000 
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Model Description Fine Model Coarse Model 
Name: 
person2_arms_crossed.bod 
Person: 35 year old male 
Position: Standing with arms 
crossed 
Number of Triangles (Fine): 
172608 
Mesh quality (Coarse): 0.37 
Number of Triangles 
(Coarse): 4996 
  
Name: person2_arms_up.bod 
Person: 35 year old male 
Position: Standing with arms 
raised 
Number of Triangles (Fine): 
228742 
Mesh quality (Coarse): 0.44 
Number of Triangles 
(Coarse): 6714 
  
Name: person2_kneeling1.bod 
Person: 35 year old male 
Position: Kneeling on one leg 
Number of Triangles (Fine): 
160420 
Mesh quality (Coarse): 0.32 
Number of Triangles 
(Coarse): 4992 
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Model Description Fine Model Coarse Model 
Name: person2_kneeling2.bod 
Person: 35 year old male 
Position: Kneeling on one leg, 
arms crossed 
Number of Triangles (Fine): 
148658 
Mesh quality (Coarse): 0.44 
Number of Triangles 
(Coarse): 5000 
  
Name: 
person2_phone_pose.bod 
Person: 35 year old male 
Position: Standing, talking on 
cell phone 
Number of Triangles (Fine): 
187252 
Mesh quality (Coarse): 0.49 
Number of Triangles 
(Coarse): 5000 
  
Name: person2_running.bod 
Person: 35 year old male 
Position: Running 
Number of Triangles (Fine): 
177916 
Mesh quality (Coarse): 0.37 
Number of Triangles 
(Coarse): 5844 
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Model Description Fine Model Coarse Model 
Name: person2_standing.bod 
Person: 35 year old male 
Position: Standing, arms out 
Number of Triangles (Fine): 
200266 
Mesh quality (Coarse): 0.51 
Number of Triangles 
(Coarse): 5552 
  
Name: 
person3_arms_crossed.bod 
Person: 65 year old male 
Position: Standing, arms 
crossed 
Number of Triangles (Fine): 
52198 
Mesh quality (Coarse): 0.54 
Number of Triangles 
(Coarse): 5000 
  
Name: person3_arms_up.bod 
Person: 65 year old male 
Position: Standing, arms 
raised 
Number of Triangles (Fine): 
62510 
Mesh quality (Coarse): 0.39 
Number of Triangles 
(Coarse): 5606 
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Model Description Fine Model Coarse Model 
Name: person3_squat.bod 
Person: 65 year old male 
Position: Squatting, arms 
down 
Number of Triangles (Fine): 
57006 
Mesh quality (Coarse): 0.44 
Number of Triangles 
(Coarse): 5000 
  
Name: person3_standing.bod 
Person: 65 year old male 
Position: Standing, arms down 
Number of Triangles (Fine): 
58674 
Mesh quality (Coarse): 0.48 
Number of Triangles 
(Coarse): 5602 
  
 
