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t-CLIQUE IDEAL AND t-INDEPENDENCE IDEAL OF A GRAPH
SOMAYEH MORADI
Abstract. In this paper, we introduce and study families of squarefree mono-
mial ideals called clique ideals and independence ideals that can be associated
to a finite graph. A family of clique ideals with linear resolutions has been
characterized. Moreover some families of graphs for which the quotient ring
of their clique ideal is Cohen-Macaulay are introduced and some homologi-
cal invariants of the clique ideal of a graph G which is the complement of a
path graph or a cycle graph, are obtained. Also some algebraic properties of
the independence ideal of path graphs, cycle graphs and chordal graphs are
studied.
Introduction
Classifying all monomial ideals with some algebraic properties like having a linear
resolution or being Cohen-Macaulay in general is not easy to deal with. In this
regard finding classes of monomial ideals with some special algebraic properties
is important. In particular, finding a correspondence between some families of
squarefree monomial ideals and some combinatorial objects such as graphs and
simplicial complexes and characterizing the algebraic invariants of the ideal in terms
of the construction of the combinatorial object associated to it, has been studied
extensively in the last few years. As the first sample of these ideals, squarefree
monomial ideals of degree two had been considered as the edge ideals of simple
graphs, which was first defined in [10]. Later, some other squarefree monomial
ideals attached to graphs like path ideals, generalized cover ideals, et cetera, have
been studied and some new families of ideals with special algebraic properties had
been characterized.
In this paper, we introduce and study the t-clique ideal and the t-independence
ideal of a graph. The t-clique ideal is a natural generalization of the concept of the
edge ideal of a graph. For a graph G, a complete subgraph of G with t vertices is
called a t-clique of G. The ideal Kt(G) generated by the monomials xi1 · · ·xit of
degree t such that the induced subgraph of G on the set {xi1 , . . . , xit} is a complete
graph, is called the t-clique ideal of G. Note that K2(G) = I(G).
The edge ideals of graphs with a linear resolution have been characterized in [3]
as follows.
Theorem 0.1. ([3, Theorem 1]) The graph G is chordal if and only if I(Gc) has
a linear resolution.
The paper is organized as follows. In the first section we give some preliminaries
which are needed in the sequel. In Section 2, we introduce the t-clique ideal of
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a graph and study this ideal for some classes of graphs. First we show that the
‘only if’ part of Theorem 0.1 holds for any nonzero t-clique ideal too, but the ‘if’
part does not hold in general for t-clique ideals (see Corollary 2.4 and Example
2.7). Indeed in Theorem 2.2, it is shown that for a chordal graph G, any nonzero t-
clique ideal Kt(G
c) is a vertex splittable ideal and hence has linear quotients and a
t-linear resolution. Moreover, in Corollary 2.6, for a chordal graph G an inductive
formula for the graded Betti numbers and the projective dimension of Kt(G
c) is
presented. Then in Theorem 2.8, for an arbitrary graph G an upper bound for the
regularity of R/Kt(G) is given in terms of some data from G. As the main results
of this section, it is shown that if G is the complement of a path graph or a cycle
graph, then the Stanley-Reisner simplicial complex of Kt(G) is pure shellable and
hence R/Kt(G) is a Cohen-Macaulay ring (see Theorems 2.9 and 2.11).
In Section 3, we consider the t-independence ideal of a graph G, which is defined
as
Jt(G) =
⋂
{xi1 ,...,xit}∈∆G
(xi1 , . . . , xit),
where ∆G is the independence complex of G. Using the results obtained in Section
2, we show that for a chordal graph G, the Stanley-Reisner simplicial complex of
Jt(G) is pure vertex decomposable and R/Jt(G) is a Cohen-Macaulay ring and
pd(R/Jt(G)) = t (see Theorem 3.3).
Also in Corollaries 3.5 and 3.8 it is shown that Jt(Pn) and Jt(Cn) have lin-
ear resolutions if they are nonzero, where Pn and Cn are path graph and cycle
graph with n vertices, respectively. In Corollary 3.7 the graded Betti numbers of
Jt(Pn) are explained with a recursive formula. Finally it is shown that for n ≥ 2t,
pd(R/Jt(Cn)) = 2t− 1, which depends only on t (see Theorem 3.10).
1. Preliminaries
Throughout this paper, we assume that G is a simple graph with the vertex set
V (G) = {x1, . . . , xn} and the edge set E(G) and R = k[x1, . . . , xn] is a polynomial
ring over a field k. For a simplicial complex ∆, the set of facets (maximal faces)
of ∆ is denoted by F(∆). In this section, we recall some preliminaries which are
needed in the sequel.
For a simplicial complex ∆, and a face F ∈ ∆, the dimension of F is defined
as dim (F ) = |F | − 1 and dim (∆) = max{dim (F ) : F ∈ ∆}.
For a graph G, the independence complex of G is defined as follows.
∆G = {F ⊆ V (G) : e * F,∀e ∈ E(G)}.
Any element of ∆G is called an independent set of G.
For a simplicial complex ∆ and F ∈ ∆, the link of F in ∆ is defined as
lk∆(F ) = {G ∈ ∆ : G ∩ F = ∅, G ∪ F ∈ ∆},
and the deletion of F is the simplicial complex
del∆(F ) = {G ∈ ∆ : G ∩ F = ∅}.
Definition 1.1. A simplicial complex ∆ is called vertex decomposable if ∆ is
a simplex, or ∆ contains a vertex x such that
(i) both del∆(x) and lk∆(x) are vertex decomposable, and
(ii) every facet of del∆(x) is a facet of ∆.
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A vertex x which satisfies condition (ii) is called a shedding vertex of ∆.
Definition 1.2. A simplicial complex ∆ is called shellable if there exists an
ordering F1 < · · · < Fm on the facets of ∆ such that for any i < j, there exists a
vertex v ∈ Fj \ Fi and ` < j with Fj \ F` = {v}. We call F1, . . . , Fm a shelling for
∆.
For a monomial ideal I, the unique set of minimal generators of I is denoted by
G(I). A vertex splittable ideal was defined in [6] as follows.
Definition 1.3. A monomial ideal I in R = k[X] is called vertex splittable if it
can be obtained by the following recursive procedure.
(i) If u is a monomial and I = (u), I = (0) or I = R, then I is a vertex
splittable ideal.
(ii) If there is a variable x ∈ X and vertex splittable ideals I1 and I2 of k[X\{x}]
so that I = xI1 + I2, I2 ⊆ I1 and G(I) is the disjoint union of G(xI1) and
G(I2), then I is a vertex splittable ideal.
With the above notations if I = xI1 + I2 is a vertex splittable ideal, then xI1 + I2
is called a vertex splitting for I and x is called a splitting vertex for I.
Definition 1.4. A monomial ideal I in R = K[x1, . . . , xn] has linear quotients
if there exists an ordering f1, . . . , fm on the minimal generators of I such that the
colon ideal (f1, . . . , fi−1) :R (fi) is generated by a subset of {x1, . . . , xn} for all
2 ≤ i ≤ m. We show this ordering by f1 < · · · < fm and we call it an order of
linear quotients for I. Also for any 1 ≤ i ≤ m, set I(fi) is defined as
set I(fi) = {xk : xk ∈ (f1, . . . , fi−1) :R (fi)}.
Theorem 1.5. [8, Corollary 2.7] Let I be a monomial ideal with linear quotients
with the ordering f1 < · · · < fm on the minimal generators of I. Then
βi,j(I) =
∑
deg(ft)=j−i
(|set I(ft)|
i
)
.
Having linear quotients is a strong tool to determine some classes of ideals with
linear resolution. The main result in this way is the following lemma.
Lemma 1.6. (See [5, Lemma 1.5].) Let I = (f1, . . . , fm) be a monomial ideal with
linear quotients such that all the monomials fi are of the same degree. Then I has
a linear resolution.
For a Z-graded R-module M , the Castelnuovo-Mumford regularity (or
briefly regularity) of M is defined as
reg(M) = max{j − i : βi,j(M) 6= 0},
and the projective dimension of M is defined as
pd(M) = max{i : βi,j(M) 6= 0 for some j},
where βi,j(M) is the (i, j)th graded Betti number of M .
The notion of Betti splitting for monomial ideals was introduced in [2] as follows.
Definition 1.7. [2, Definition 1.1] Let I, J and K be monomial ideals in R such
that G(I) is the disjoint union of G(J) and G(K). Then I = J + K is a Betti
splitting if
βi,j(I) = βi,j(J) + βi,j(K) + βi−1,j(J ∩K),
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for all i ∈ N and degrees j.
When I = J +K is a Betti splitting, important homological invariants of I are
related to those invariants of the smaller ideals (see [2, Corollary 2.2]).
For a squarefree monomial ideal I = (x11 · · ·x1n1 , . . . , xt1 · · ·xtnt), the Alexan-
der dual ideal of I, denoted by I∨, is defined as
I∨ := (x11, . . . , x1n1) ∩ · · · ∩ (xt1, . . . , xtnt).
One can see that (I∨)∨ = I.
For a simplicial complex ∆, the Stanley-Reisner ideal associated to ∆ is denoted
by I∆ and for a squarefree monomial ideal I, Stanley-Reisner simplicial complex
associated to I is denoted by ∆I .
For a simplicial complex ∆ with the vertex set X = {x1, . . . , xn}, the Alexander
dual simplicial complex associated to ∆ is defined as ∆∨ = {X \ F : F /∈ ∆}.
For a subset C ⊆ X, by xC we mean the monomial ∏xi∈C xi in the ring
k[x1, . . . , xn]. One can see that (I∆)
∨ = (xF
c
: F ∈ F(∆)), where F c = X \ F .
Moreover, one can see that (I∆)
∨ = I∆∨ .
The following theorem which was proved in [9], relates the projective dimension
and the regularity of a squarefree monomial ideal to its Alexander dual.
Theorem 1.8. (See [9, Theorem 2.1].) Let I be a squarefree monomial ideal. Then
pd(I∨) = reg(R/I).
Note that since pd(R/I) = pd(I) + 1, reg(R/I) = reg(I)− 1 and (I∨)∨ = I, the
above theorem implies that pd(R/I) = reg(I∨).
For a simple graph G, the edge ideal of G is defined as the ideal I(G) = (xixj :
{xi, xj} ∈ E(G)). It is easy to see that I(G) can be viewed as the Stanley-Reisner
ideal of the simplicial complex ∆G i.e., I(G) = I∆G .
A graph G is called chordal, if it contains no induced cycle of length greater
than or equal to 4. Also G is called co-chordal if the complement graph Gc is a
chordal graph. For a vertex v ∈ V (G), the set of neighbours of v is denoted by
NG(v) and we set NG[v] = NG(v) ∪ {v}. A vertex v of G is called a simplicial
vertex if the induced subgraph of G on NG[v] is a complete graph.
A path graph with n vertices is denoted by Pn and a cycle graph with n vertices
is denoted by Cn.
2. The t-Clique ideal of a graph
In this section we introduce the t-clique ideal of a graph and study algebraic
properties of t-clique ideal of some families of graphs like co-chordal graphs and the
complements of path graphs and cycle graphs.
Definition 2.1. Let G be a graph. Any complete subgraph of G with t vertices is
called a t-clique of G. The t-clique ideal of G is an ideal of R defined as
Kt(G) = (xi1 · · ·xit : G[{xi1 , . . . , xit}] is a t-clique).
Note that K2(G) = I(G).
In the following it is shown that the t-clique ideal of a co-chordal graph is a
vertex splittable ideal.
Theorem 2.2. Let G be a chordal graph. Then Kt(G
c) is a vertex splittable ideal
for any positive integer t.
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Proof. We prove the assertion by induction on |V (G)|. If |V (G)| = 1, then for any
integer t > 1, one has Kt(G
c) = 0 and K1(G
c) = (x), where V (G) = {x} and the
result is clear. Let |V (G)| > 1 and inductively assume that for any chordal graph
G′ with |V (G′)| < |V (G)|, Kt(G′c) is vertex splittable for all positive integers t.
Every chordal graph has a simplicial vertex due to Dirac [1]. Let u be a simplicial
vertex of G. So the induced subgraph of G on the vertex set NG[u] is a complete
graph. The minimal generators of Kt(G
c) are the independent sets of G of size t.
Set H = G \ NG[u]. For any independent set W of G of size t, if u /∈ W , then
xW ∈ Kt((G \ u)c) and if u ∈ W , then NG(u) ∩ W = ∅ and W \ {u} ⊆ V (H)
and xW\{u} ∈ Kt−1(Hc). So Kt(Gc) ⊆ Kt((G \ u)c) + uKt−1(Hc). Also for any
independent set W ′ of H of size t− 1, W ′ ∪ {u} is an independent set of G of size
t, since W ′ ∩NG(u) = ∅. So uxW ′ ∈ Kt(Gc). Also clearly Kt((G \ u)c) ⊆ Kt(Gc).
So
Kt(G
c) = Kt((G \ u)c) + uKt−1(Hc).
Note that G \ u and H are both chordal graphs with fewer vertices than G. Thus
by induction hypothesis Kt((G \ u)c) and Kt−1(Hc) are vertex splittable ideals.
Moreover, any minimal generator of Kt((G \ u)c) is of the form xF , where F ⊆
V (G) \ {u} is an independent set of G \ u of size t. Thus |F ∩ NG(u)| ≤ 1, since
NG(u) makes a clique. Therefore there exists some w ∈ NG(u) such that F \ {w}
is an independent set of H of size at least t − 1. So xF ∈ Kt−1(Hc). Thus
Kt((G \ u)c) ⊆ Kt−1(Hc) and Kt((G \ u)c) + uKt−1(Hc) is a vertex splitting for
Kt(G
c) with the splitting vertex u. 
Theorem 2.3. [6, Theorem 2.4] Any vertex splittable ideal has linear quotients.
Now, using Theorems 2.2 and 2.3 and Lemma 1.6 we have the following corollary,
which is a generalization of Theorem 0.1 in some sense.
Corollary 2.4. Let G be a chordal graph such that Kt(G
c) 6= 0. Then Kt(Gc) has
linear quotients and hence a t-linear resolution for any positive integer t.
Theorem 2.5. [6, Theorem 2.8, Remark 2.10] Let I = xI1 +I2 be a vertex splitting
for the monomial ideal I. Then I = xI1 + I2 is a Betti splitting. Moreover
βi,j(I) = βi,j−1(I1) + βi,j(I2) + βi−1,j−1(I2).
Thus using Theorems 2.2 and 2.5 and Corollary 2.4 we get the following corollary.
Corollary 2.6. Let G be a chordal graph and u be a simplicial vertex of G. Set
I = Kt(G
c), J = Kt((G \ u)c) and K = Kt−1((G \NG[u])c). Then I = J + uK is
a Betti splitting. Moreover, if I 6= 0, then
(i) βi,j(I) = βi,j(J) + βi−1,j−1(J) + βi,j−1(K),
(ii) If J 6= 0, then pd(I) = max{pd(J) + 1,pd(K)},
(iii) reg(R/I) = t− 1.
The converse of Corollary 2.4 does not hold in general. In the following example,
we give a non-chordal graph such thatKt(G
c) has linear quotients and hence a linear
resolution.
Example 2.7. Let G be the graph depicted in the following figure. Then K3(G
c) =
(x1x2x3) has linear quotients and hence a 3-linear resolution. But G is not chordal.
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Let ct(G) be the minimum number of co-chordal subgraphs of G required to
cover the t-cliques of G, i.e., the minimum number of co-chordal subgraphs so that
any t-clique of G is contained in one of these subgraphs. Note that for t = 2,
ct(G) = cochord (G) which was defined in [11]. The following theorem, generalizes
[11, Theorem 1] with the similar proof.
Theorem 2.8. Let G be a graph. Then reg(R/Kt(G)) ≤ (t− 1)ct(G).
Proof. Let H1, . . . ,Hct(G) be co-chordal subgraphs of G which cover the t-cliques
of G. By Corollary 2.6, for any 1 ≤ i ≤ ct(G), reg(R/Kt(Hi)) = t − 1 ( note that
Kt(Hi) 6= 0, otherwise one can remove Hi from the subgraphs and get ct(G)−1 co-
chordal subgraphs covering the t-cliques of G). We have Kt(G) =
∑ct(G)
i=1 Kt(Hi).
So reg(R/Kt(G)) ≤
∑ct(G)
i=1 reg(R/Kt(Hi)) =
∑ct(G)
i=1 (t− 1) = (t− 1)ct(G). 
In the sequel, we study Kt(G), when G is the complement of a path graph Pn or
a cycle graph Cn. We show that for these families of graphs R/Kt(G) is a Cohen-
Macaulay ring. The following theorem shows that the Stanley-Reisner simplicial
complex of Kt(P
c
n) is pure shellable.
Theorem 2.9. Let n and t be positive integers. Then ∆Kt(P cn) is pure shellable and
hence R/Kt(P
c
n) is Cohen-Macaulay. Also dim (∆Kt(P cn)) =
{
n− 1 if n < 2t− 1
2t− 3 if n ≥ 2t− 1.
Proof. Let Pn : x1, . . . , xn be a path. Set ∆n,t = ∆Kt(P cn). For a subset F ⊆{x1, . . . , xn}, one has
F ∈ ∆n,t ⇐⇒ F contains no independent set of Pn of size t.
Note that Pn has an independent set of size t if and only if n ≥ 2t − 1. In other
words Kt(P
c
n) 6= 0 if and only if n ≥ 2t− 1. So if n < 2t− 1, then Kt(P cn) = 0 and
∆Kt(P cn) = 〈{x1, . . . , xn}〉 is a simplex. So it is pure shellable of dimension n− 1.
So we assume that n ≥ 2t−1. Any subset of {x1, . . . , xn} of size 2t−1, contains
an independent set of Pn of size t. Indeed, for any set {xi1 , xi2 , xi3 , . . . , xi2t−1} of
size 2t− 1, where i1 < i2 < · · · < i2t−1, {xi1 , xi3 , xi5 , . . . , xi2t−1} is an independent
set of Pn of size t. Thus for any F ∈ F(∆n,t), one has |F | ≤ 2t − 2 and then
dim (∆n,t) ≤ 2t−3. If t = 1, then clearly ∆n,t = {∅} and dim (∆n,t) = −1 = 2t−3.
By induction on n, we show that for any positive integers n and t with n ≥ 2t− 1,
∆n,t is pure shellable of dimension 2t− 3. As was discussed above, we can assume
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that t ≥ 2. For n = 3, ∆3,2 = 〈{x1, x2}, {x2, x3}〉, which is pure of dimension
2t − 3 = 1 and {x1, x2} < {x2, x3} is a shelling for it. Let n > 3 and assume
inductively that ∆m,t′ is pure shellable of dimension 2t
′−3 for any positive integers
m and t′ with m ≥ 2t′ − 1.
Let F ∈ F(∆n,t). If xn /∈ F , then clearly F ∈ F(∆n−1,t). Note that n − 1 ≥
2t−2. If n−1 = 2t−2, then as was discussed in the first case ∆n−1,t is pure shellable
of dimension n−2 = 2t−3 and if n−1 ≥ 2t−1, then by induction hypothesis ∆n−1,t
is pure shellable of dimension 2t − 3. Thus for any F ′ ∈ F(∆n−1,t), |F ′| = 2t − 2
and then F ′ ∈ F(∆n,t) too. Therefore the facets of ∆n,t which does not contain
xn, are precisely the facets of ∆n−1,t.
Now, let F ∈ F(∆n,t) and xn ∈ F . We claim that xn−1 ∈ F . Otherwise
F ∪ {xn−1} /∈ ∆n,t and then there is an independent set S of Pn of size t such
that S ⊆ F ∪ {xn−1} and xn−1 ∈ S. Clearly S′ = (S \ {xn−1}) ∪ {xn} is again
an independent set of Pn of size t, and S
′ ⊆ F , which is a contradiction. So the
claim is proved and {xn−1, xn} ⊆ F . Since F contains no independent set of Pn
of size t, so F ′ = F \ {xn−1, xn} contains no independent set of Pn−2 of size t− 1
(otherwise adding xn to this set, makes an independent set of Pn of size t contained
in F ). So F ′ ∈ ∆n−2,t−1. Conversely, let F ′ ∈ F(∆n−2,t−1) be a facet. We show
that F ′ ∪ {xn−1, xn} ∈ F(∆n,t). By contradiction let S ⊆ F ′ ∪ {xn−1, xn} be an
independent set of Pn of size t. Then |{xn−1, xn}∩S| = 1. Without loss of generality
assume that xn−1 ∈ S and xn /∈ S. Then S \ {xn−1} ⊆ F ′ is an independents set
of Pn−2 : x1, x2, . . . , xn−2 of size t− 1, which is a contradiction. So F ′ ∪{xn−1, xn}
is a face of ∆n,t. Since n − 2 ≥ 2(t − 1) − 1, so by induction hypothesis ∆n−2,t−1
is pure shellable of dimension 2(t − 1) − 3 = 2t − 5. Thus |F ′ ∪ {xn−1, xn}| =
|F ′| + 2 = 2t − 4 + 2 = 2t − 2. Thus F ′ ∪ {xn−1, xn} ∈ F(∆n,t). Therefore the
facets of ∆n,t which contain xn are G1 ∪ {xn−1, xn}, . . . , Gs ∪ {xn−1, xn}, where
∆n−2,t−1 = 〈G1, . . . , Gs〉.
Thus if ∆n−1,t = 〈F1, . . . , Fr〉, then
∆n,t = 〈F1, . . . , Fr, G1 ∪ {xn−1, xn}, . . . , Gs ∪ {xn−1, xn}〉.
Since |Fi| = |Gj ∪ {xn−1, xn}| = 2t − 2 for any 1 ≤ i ≤ r and 1 ≤ j ≤ s, so
∆n,t is pure of dimension 2t − 3. Assume inductively that F1 < · · · < Fr and
G1 < · · · < Gs are shellings for ∆n−1,t and ∆n−2,t−1, respectively. We claim that
F1 < · · · < Fr < G1 ∪ {xn−1, xn} < · · · < Gs ∪ {xn−1, xn}
is a shelling for ∆n,t. To prove the claim it is enough to check the definition of
shellability for two facets of the form Fi and Gj ∪ {xn−1, xn}. One has xn ∈
Gj ∪ {xn−1, xn} \ Fi. Moreover, Gj ∪ {xn−1} contains no independent set of Pn−1
of size t, otherwise Gj contains an independent set of Pn−2 of size t − 1, which is
a contradiction. Thus Gj ∪ {xn−1} ∈ ∆n−1,t and then Gj ∪ {xn−1} ⊆ Fl for some
1 ≤ l ≤ r. So Gj ∪ {xn−1, xn} \ Fl = {xn}. 
Now, we study the ideal Kt(C
c
n), for the cycle graph Cn.
Lemma 2.10. Let n and t be positive integers. Then ∆Kt(Ccn) is a pure simplicial
complex and dim (∆Kt(Ccn)) =
{
n− 1 if n < 2t
2t− 3 if n ≥ 2t.
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Proof. Let Cn : x1, . . . , xn be a cycle and set ∆
′
n,t = ∆Kt(Ccn). For a subset F ⊆{x1, . . . , xn}, one has
F ∈ ∆′n,t ⇐⇒ F contains no independent set of Cn of size t.
Note that Cn has an independent set of size t if and only if n ≥ 2t. So if n < 2t,
then ∆′n,t = 〈{x1, . . . , xn}〉 is a simplex and hence pure of dimension n − 1. So
we assume that n ≥ 2t. Let F ∈ F(∆′n,t). Since any subset of {x1, . . . , xn} of
size 2t contains an independent set of Cn of size t, we have |F | ≤ 2t − 1 < n.
Thus there exists xi /∈ F . Let P be the induced subgraph of Cn on the vertex
set {x1, . . . , xi−1, xi+1, . . . , xn} which is a path with n − 1 vertices. Then F is
a face of ∆Kt(P c). So there exists a facet F
′ ∈ F(∆Kt(P c)) such that F ⊆ F ′.
Note that F ′ ∈ ∆′n,t. Now, since F ∈ F(∆′n,t), we should have F = F ′. Thus
F ∈ F(∆Kt(P c)). Now by Theorem 2.9, ∆Kt(P c) is pure of dimension 2t− 3. Thus
|F | = 2t− 2. Therefore any facet of ∆′n,t has dimension 2t− 3. 
Theorem 2.11. Let n and t be positive integers. Then ∆Kt(Ccn) is pure shellable
and hence R/Kt(C
c
n) is Cohen-Macaulay.
Proof. Let Cn : x1, . . . , xn be a cycle and ∆
′
n,t = ∆Kt(Ccn). If n < 2t, then as was
shown in the proof of Lemma 2.10, ∆′n,t is a simplex. So it is pure shellable. We
assume that n ≥ 2t. Then again by Lemma 2.10, ∆′n,t is pure of dimension 2t− 3.
We show that ∆′n,t is shellable.
For any 1 ≤ i ≤ n, let Li be the induced subgraph of Cn on the set
{x1, . . . , xi−1, xi+1, . . . , xn}
which is a path graph and let ∆i = ∆Kt(Lci ) be a simplicial complex on the vertex
set {x1, . . . , xi−1, xi+1, . . . , xn}. Then by Theorem 2.9, ∆i is pure shellable of di-
mension 2t−3 (note that n−1 ≥ 2t−1). Let F ∈ F(∆′n,t). Since |F | = 2t−2 < n,
there exists xi /∈ F . Then F is a facet of ∆i. Also any facet of ∆i is a facet of ∆′n,t,
since ∆i and ∆
′
n,t are both pure of dimension 2t− 3. Thus ∆′n,t = ∆1 ∪ · · · ∪∆n.
For any 1 ≤ i ≤ n, let Fi1 < · · · < Fisi be a shelling order on the facets of ∆i.
Consider the ordering
(2.1) F11 < · · · < F1s1 < F21 < · · · < F2s2 < · · · < Fn1 < · · · < Fnsn .
For any integers i and j with i < j, if Fik = Fjr for some 1 ≤ k ≤ si and
1 ≤ r ≤ sj , then we remove Fjr from the above ordering. So we get an ordering L
with no repeated terms on the facets of ∆′n,t. We show that L is a shelling order
for ∆′n,t.
Let Fik, Fjr ∈ F(∆′n,t) such that Fik < Fjr in L. If i = j, then Fik, Fir ∈ F(∆i).
So there exists xd ∈ Fir \ Fik and ` < r such that Fir \ Fi` = {xd}. Note that
Fi` < Fir in L. Now, let i 6= j. Then i < j and xi /∈ Fik and xj /∈ Fjr. We claim
that xi ∈ Fjr. By contradiction assume that xi /∈ Fjr. Then Fjr ∈ ∆i. Since
|Fjr| = 2t − 2 and ∆i is pure of dimension 2t − 3, Fjr is a facet of ∆i too. So
Fjr = Fir′ for some 1 ≤ r′ ≤ si. But it means that Fjr has appeared twice in L
which contradicts to the construction of L. So xi ∈ Fjr. Thus Fjr \ {xi} ∈ ∆i and
so Fjr \ {xi} ⊆ Fi` for some 1 ≤ ` ≤ si. Clearly Fi` < Fjr in L, xi ∈ Fjr \ Fik and
Fjr \ Fi` = {xi}. 
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3. The t-independence ideal of a graph
In this section, we consider the t-independence ideal of a graph and using its
relation to the t-clique ideal and the results of the previous section, we obtain some
homological invariants of the t-independence ideal of chordal graphs, path graphs
and cycle graphs.
Definition 3.1. For a graph G, we define the t-independence ideal of G as
Jt(G) =
⋂
{xi1 ,...,xit}∈∆G
(xi1 , . . . , xit).
Indeed Jt(G) = Kt(G
c)∨.
The following theorem was proved in [6].
Theorem 3.2. [6, Theorem 2.3] Let ∆ be a simplicial complex. Then ∆ is vertex
decomposable if and only if I∆∨ is a vertex splittable ideal.
Using Theorems 2.2 and 3.2, we have the following Theorem.
Theorem 3.3. Let G be a chordal graph. Then
(i) ∆Jt(G) is pure vertex decomposable.
(ii) R/Jt(G) is Cohen-Macaulay.
(iii) If Jt(G) 6= 0, then pd(R/Jt(G)) = t.
(iv) If u is a simplicial vertex of G, then Jt(G \ u) 6= 0, then reg(R/Jt(G)) =
max{reg(R/Jt(G \ u)) + 1, reg(R/Jt−1(G \NG[u]))}.
Proof. (i) By Theorems 2.2 and 3.2 ∆Jt(G) is vertex decomposable. Note that
F ∈ F(∆Jt(G)) if and only if xF
c
is a minimal generator of Kt(G
c). Since Kt(G
c)
is homogenous of degree t, thus ∆Jt(G) is pure.
(ii) By Corollary 2.4 Kt(G
c) has a linear resolution. So by Eagon-Reiner Theo-
rem R/Jt(G) = R/Kt(G
c)∨ is Cohen-Macaulay.
(iii) Since R/Jt(G) is Cohen-Macaulay, by Auslander-Buchsbaum formula
pd(R/Jt(G)) = dim (R)− dim (R/Jt(G)) = ht(Jt(G)) = t.
(iv) follows from Corollary 2.6(ii) and Theorem 1.8. 
We use the following theorem to prove Corollary 3.5.
Theorem 3.4. (See [4, Theorem 1.4].) A simplicial complex ∆ is shellable if and
only if I∆∨ has linear quotients. Indeed F1 < · · · < Fm is a shelling for ∆ if and
only if xF
c
1 < · · · < xF cm is an order of linear quotients on the minimal generators
of I∆∨ .
Note that Kt(P
c
n) 6= 0 if and only if n ≥ 2t − 1. Now, we get the following
corollaries.
Corollary 3.5. Let n and t be positive integers such that n ≥ 2t− 1. Then Jt(Pn)
has linear quotients and hence a (n− 2t+ 2)-linear resolution.
Proof. By Theorems 2.9 and 3.4, Jt(Pn) has linear quotients. Note that x
F ∈
G(Jt(Pn)) if and only if F c = V (Pn) \ F ∈ F(∆Kt(P cn)). By Theorem 2.9 ∆Kt(P cn)
is pure of dimension 2t − 3, so any facet of it has cardinality 2t − 2 and then any
minimal generator of Jt(Pn) has degree n− (2t− 2). So by Lemma 1.6, Jt(Pn) has
a linear resolution. 
10 S. MORADI
Using above corollary we can explain the projective dimension of the t-clique
ideal (and hence the edge ideal) of the complement of a path graph.
Corollary 3.6. Let n and t be positive integers such that n ≥ 2t − 1. Then
pd(Kt(P
c
n)) = n− 2t+ 1. In particular, for n ≥ 3, pd(I(P cn)) = n− 3.
Proof. By Theorem 1.8, pd(Kt(P
c
n)) = reg(R/Kt(P
c
n)
∨) = reg(R/Jt(Pn)). Now,
by Corollary 3.5, reg(R/Jt(Pn)) = reg(Jt(Pn))− 1 = n− 2t+ 1. 
The following theorem gives a recursive formula for the graded Betti numbers of
the ideal Jt(Pn).
Theorem 3.7. Let n and t be positive integers such that n ≥ 2t− 1. Then
βi,j(Jt(Pn)) = βi,j−1(Jt(Pn−1)) + βi,j(Jt−1(Pn−2)) + βi−1,j−1(Jt−1(Pn−2)).
Proof. Let Pn : x1, . . . , xn be a path. As was shown in the proof of Theorem 2.9,
∆n,t = ∆Kt(P cn) is shellable and if F1 < · · · < Fr and G1 < · · · < Gs are shelling
orders for ∆n−1,t and ∆n−2,t−1, respectively, then
F1 < · · · < Fr < G1 ∪ {xn−1, xn}, · · · < Gs ∪ {xn−1, xn}
is a shelling order for ∆n,t. Set X = {x1, . . . , xn}. By Theorem 3.4,
x(X\{xn})\F1 < · · · < x(X\{xn})\Fr
is an order of linear quotients for Jt(Pn−1),
x(X\{xn−1,xn})\(G1∪{xn−1,xn}) < · · · < x(X\{xn−1,xn})\(Gs∪{xn−1,xn})
is an order of linear quotients for Jt−1(Pn−2) and
xX\F1 < · · · < xX\Fr < xX\(G1∪{xn−1,xn}) < · · · < xX\(Gs∪{xn−1,xn})
is an order of linear quotients for Jt(Pn). Set ft = x
(X\{xn})\Ft for any 1 ≤ t ≤ r
and gt = x
X\(Gt∪{xn−1,xn}) for any 1 ≤ t ≤ s. Then
xnf1 < · · · < xnfr < g1 < · · · < gs
is an order of linear quotients for Jt(Pn). Also for any 1 ≤ t ≤ r,
set Jt(Pn)(xnft) = set Jt(Pn−1)(ft),
since (xnf`) : (xnft) = (f`) : (ft), and for any 1 ≤ t ≤ s,
set Jt(Pn)(gt) = set Jt−1(Pn−2)(gt) ∪ {xn},
since (xnf`) : (gt) = (xn) for some 1 ≤ ` ≤ r.
So
βi,j(I) =
∑
deg(xnft)=j−i
(|set Jt(Pn)(xnft)|
i
)
+
∑
deg(gt)=j−i
(|set Jt−1(Pn−2)(gt)|+ 1
i
)
=
∑
deg(ft)=j−i−1
(|set Jt(Pn−1)(ft)|
i
)
+
∑
deg(gt)=j−i
(|set Jt−1(Pn−2)(gt)|
i
)
+
∑
deg(gt)=j−i
(|set Jt−1(Pn−2)(gt)|
i− 1
)
.
Thus
βi,j(Jt(Pn)) = βi,j−1(Jt(Pn−1)) + βi,j(Jt−1(Pn−2)) + βi−1,j−1(Jt−1(Pn−2)).

Finally, we consider the t-independence ideal of a cycle graph. Recall that
Kt(C
c
n) 6= 0 if and only if n ≥ 2t.
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Corollary 3.8. Let n and t be positive integers such that n ≥ 2t. Then Jt(Cn) has
linear quotients and hence a (n− 2t+ 2)-linear resolution.
Proof. By Theorems 2.11 and 3.4, Jt(Cn) has linear quotients. Also x
F ∈ G(Jt(Cn))
if and only if F c = V (Cn) \ F ∈ F(∆Kt(Ccn)). Since ∆Kt(Ccn) is pure of dimension
2t− 3 , so any minimal generator of Jt(Cn) has degree n− (2t− 2). So by Lemma
1.6, Jt(Pn) has a linear resolution. 
Corollary 3.9. Let n and t be positive integers such that n ≥ 2t. Then pd(Kt(Ccn)) =
n− 2t+ 1. In particular pd(I(Ccn)) = n− 3.
Proof. By Theorem 1.8, pd(Kt(C
c
n)) = reg(R/Kt(C
c
n)
∨) = reg(R/Jt(Cn)). Now,
by Corollary 3.8, reg(R/Jt(Cn)) = reg(Jt(Cn))− 1 = n− 2t+ 1. 
In the following theorem, it is shown that the projective dimension of R/Jt(Cn)
depends only on t.
Theorem 3.10. Let n and t be positive integers such that n ≥ 2t. Then
pd(R/Jt(Cn)) = 2t− 1.
Proof. Let Cn : x1, . . . , xn be a cycle. By Theorem 1.8, pd(R/Jt(Cn)) = reg(Kt(C
c
n)).
Assume that L is an induced subgraph of Cn on the vertex set V (Cn)\{x1, xn−1, xn},
which is a path. Let W be an independent set of Cn of size t. If xn ∈ W , then
W \ {xn} is an independent set of L of size t − 1. If xn /∈ W , then W is an inde-
pendent set of Pn−1 too. Conversely for any independent set W ′ of L of size t− 1,
W ′ ∪ {xn} is an independent set of Cn of size t. Indeed, we have
Kt(C
c
n) = xnKt−1(L
c) +Kt(P
c
n−1).
Thus by [7, Proposition 3.4],
reg(Kt(C
c
n)) ≤ reg(xnKt−1(Lc)) + reg(Kt(P cn−1))− 1.
Note that L and Pn−1 are chordal, so by Theorem 3.3 and Theorem 1.8,
reg(Kt−1(Lc)) = pd(R/Jt−1(L)) = t− 1
and reg(Kt(P
c
n−1)) = pd(R/Jt(Pn−1)) = t. Also
reg(xnKt−1(Lc)) = reg(Kt−1(Lc)) + 1 = (t− 1) + 1 = t.
Therefore
pd(R/Jt(Cn)) = reg(Kt(C
c
n)) ≤ 2t− 1.
We show that pd(R/Jt(Cn)) ≥ 2t− 1. For any 1 ≤ i ≤ n, let Li be the induced
subgraph of Cn on the set {x1, . . . , xi−1, xi+1, . . . , xn} which is a path graph and let
∆i = ∆Kt(Lci ) be a simplicial complex on the vertex set {x1, . . . , xi−1, xi+1, . . . , xn}.
Then by Theorem 2.9, ∆i has a shelling order say Fi1 < · · · < Fisi on its facets.
As was shown in the proof of Theorem 2.11, ∆ = ∆1 ∪ · · · ∪∆n. So any minimal
generator of Jt(Cn) is of the form x
F cik for some 1 ≤ i ≤ n and 1 ≤ k ≤ si, where
F cik = {x1, . . . , xn} \ Fik. Consider the shelling order L on ∆′n,t = ∆Kt(Ccn) as
described in the proof of Theorem 2.11. By Theorem 3.4, this induces an order of
linear quotients on the minimal generators of Jt(Cn). Also by Theorem 1.5,
pd(Jt(Cn)) = max{|set Jt(Cn)(u)| : u is a minimal generator of Jt(Cn)}.
Set F = {x1, x2, . . . , x2t−2}. Then F contains no independent set of Cn of size t
and F ∈ ∆2t−1 \ (∆1 ∪ · · · ∪∆2t−2). Since |F | = 2t− 2 and dim (∆2t−1) = 2t− 3,
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so F ∈ F(∆2t−1). We show that {x1, x2, . . . , x2t−2} ⊆ set Jt(Cn)(xF
c
). For any
1 ≤ i ≤ 2t − 2, set Hi = F \ {xi}. The induced subgraph Cn[Hi] is the union of
(at most) two disjoint paths x1, x2 . . . , xi−1 and xi+1, xi+2, . . . , x2t−2, so that one
of them has odd number of vertices. One can see that if i is an even number, then
Hi ∪{xn} ∈ F(∆i) and if i is an odd number, then Hi ∪{x2t−1} ∈ F(∆i). Thus in
the order of linear quotients for Jt(Cn) induced by L, we have x(Hi∪{xn})c < xF c
for even i’s and x(Hi∪{x2t−1})
c
< xF
c
for odd i’s. Moreover, x(Hi∪{xn})
c
: xF
c
=
xF\(Hi∪{xn}) = xi and x(Hi∪{x2t−1})
c
: xF
c
= xF\(Hi∪{x2t−1}) = xi. Thus for any
1 ≤ i ≤ 2t − 2, xi ∈ set Jt(Cn)(xF
c
). So pd(Jt(Cn)) ≥ |set Jt(Cn)(xF
c
)| ≥ 2t − 2.
Thus
pd(R/Jt(Cn)) = pd(Jt(Cn)) + 1 ≥ 2t− 1.

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