Diegetic Tool Management in a Virtual Reality Training Simulation by Dickinson, Patrick et al.











Figure 1: Spatial menu (left) and diegetic toolbox interface (right)
ABSTRACT
Researchers and developers have suggested that the use of diegetic
interfaces can enhance users’ sense of presence and immersion in
virtual reality (VR) applications. While concepts of diegetic in-
terfaces in VR are analogous to those seen on 2D displays, little
work has considered how they might integrate with the movement-
based controllers commonly used in consumer VR systems, to create
higher fidelity interactions. In this paper we present a study (N =
58) in which we compare participants’ experiences of diegetic and
non-diegetic tool management interfaces, in a prototype VR crime
scene investigation (CSI) training application. Contrary to expecta-
tions, we do not find evidence that participants’ sense of presence
is elevated when using the diegetic interface; however, we suggest
that this may be due to reported higher levels of perceived work-
load, which can act to degrade user experience and engagement.
We conclude by discussing the relationship between diegetic in-
terface design and interaction fidelity, and highlighting trade-offs
between fidelity, engagement, and learning outcomes in VR training
applications.
Index Terms: Human-centered computing—Human com-
puter interaction (HCI)—Interaction paradigms—Virtual reality;
Human-centered computing—Interaction design—Interaction de-
sign process and methods—User interface design; Human-centered
computing—Human computer interaction (HCI)—HCI design and
evaluation methods—User studies
1 INTRODUCTION
Virtual reality (VR) is an engaging platform which is receiving






fidelity consumer systems. The experience of users is characterised
by a strong sense of presence [38], which has been leveraged by de-
velopers and researchers working in a number of contexts, including
applications to training: users can be placed into simulated scenarios
which would otherwise be difficult to replicate in real life, such as
aircraft evacuations [4] or natural disasters [15]. The importance
of presence in learning processes is still an active area of research,
and there is some evidence that perceived presence may correlate
positively with enhanced training outcomes, and overall engagement
(e.g. [6, 20, 39]), and is therefore a desirable characteristic.
The term diegetic interface describes a user interface for a sim-
ulated world (either in VR or on a 2D screen), where controls or
information appear as part of the simulated world itself, rather than
on a separate menu system or screen overlay. Examples from the
literature include Salomoni et al. [30], who created a diegetic menu
interface for a VR game by placing it on a tablet device that appeared
as an object within the game world. Similarly, Peacocke et al. [23]
created a diegetic ammunition counter for a shooter game running on
a 2D display by placing the counter directly on the player’s gun. Pre-
vious research suggests that diegetic user interfaces can contribute
positively to user experience, engagement, and sense of immersion
(e.g. [5, 12, 30]). However, such work has mainly focussed on users
of traditional 2D displays. Few existing studies have investigated
diegetic interfaces in VR applications, and none have done so in the
context of training simulations.
In this paper we present a study (N = 58) in which we investigate
the affects of diegetic interface elements on participants’ sense of
presence and workload, in a prototype VR training simulation which
has been designed to help teach the procedural aspects of crime
scene investigation (CSI). Real-world CSI procedures involve the
transportation, selection and manipulation of a variety of tools. In
our study, participants use two version of the simulation: one in
which virtual tools are selected using a (non-diegetic) spatial menu,
typical of those commonly seen in VR applications, and one in
which the user carries them in a (diegetic) toolbox.
Our diegetic interface requires users to replicate bending and
reaching movements which more closely replicates real-world ma-
nipulation of tools, creating higher levels of interaction fidelity than
the non-diegetic menu. Higher fidelity systems are generally con-
sidered desirable, as they may carry additional learning benefits [1];
however, our interest is focussed on user experience, and previous
work has reported both positive and negative aspects in this respect.
For example, McMahan et al. [18] reported higher levels of presence
when playing a game with a higher fidelity interface, whilst Rogers
et al. [28] reported that some users found that a high fidelity inter-
face which utilises extensive body movement to be uncomfortable
and challenging. Thus, our work contributes to an understanding of
the trade-offs involved in designing user interfaces for training sys-
tems, and other comparable VR experiences, from a user experience
perspective.
2 RELATED WORK
In this section we review previous related work. We begin by con-
sidering users’ sense of presence, and its relevance to training appli-
cations. We then proceed to consider work in the connected areas of
interaction fidelity and diegetic user interfaces (both in VR and in
applications for traditional 2D displays), which we use to motivate
our approach in a concluding summary.
2.1 Presence and Training Applications in VR
Presence refers to the mediated sense of being present in another
virtual (or real) place [38], and is a strong characteristic of im-
mersive VR simulations. This phenomenon has been extensively
studied. For example, Slater and Wilbur [36] describe it as “a state
of consciousness, the (psychological) sense of being in the virtual
environment.”. The experience of mediated presence has been decon-
structed: Slater [35] defined the terms place illusion, which refers to
the said sense of “being there”, and plausibility illusion, referring to
the sense that what is happening in a simulation is real. A number of
factors are known to affect users’ sense of presence in VR, including
visual realism [35]. Regenbrecht et al. [26] showed that users’ sense
of presence and “realness” were also enhanced by the possibility of
interactions within a virtual environment.
VR has been used and studied extensively for applications in
training and education (a recent review is presented by Jensen and
Konradsen [13]). The relationship between system immersion, users’
sense of presence, and training effectiveness have been investi-
gated; for example, Chowdhury et al. [6] showed that, for a VR
wheelchair simulator, presence correlates positively with learning
recall. Stevens et al. [39] showed a correlation between presence
and performance, for a military gunnery task. Similarly, Ragan et.
al. [25] showed that higher system immersion can positively affect
recall in spatial memorisation tasks. However, Buttussi and Chit-
taro [4] found that although higher display fidelity produced higher
levels of presence in a VR airline safety training simulator, it did
not improve learning outcomes. Thus, whilst a direct relationship
between presence and learning outcomes is not fully established,
there is evidence that higher levels of presence can have a positive
effect (as well as facilitating generally more engaging experiences)
and is thus a desirable characteristic of VR learning experiences.
2.2 Fidelity and Movement-based Interfaces
Fidelity describes the degree to which a simulation replicates the real-
world, and in VR is considered to be orthogonal to immersion [34].
It is also considered an important attribute of training simulations:
Alexander at al. [1], distinguished physical, functional and psycho-
logical fidelity as distinct components, and concluded that whilst
high fidelity may support better learning outcomes, and is therefore
desirable, “the appropriate level of fidelity for a training system is
dependent on the skills or behaviours that are to be trained”. There
is some evidence that higher levels of fidelity can enhance users’
sense of presence, in particular contexts (e.g. [19], [40]), although
relatively little work has examined this relationship.
The concept of interaction fidelity (e.g. [19]) relates to the natu-
ralness or realism of a user interface while engaged in a simulation.
This could include, for example, the control of tools in medical sim-
ulations (where high fidelity is regarded as important) [27]. Relevant
recent work in VR includes Rogers et al. [28], who investigated
interaction fidelity in object manipulation and full-body movement
tasks, for VR games. They found that, for object manipulation,
higher interaction fidelity increased players’ sense of presence and
game engagement. However, more complex full body movements
were perceived negatively by some users, who found them chal-
lenging and awkward, suggesting some level of trade off between
engagement and usability. Speicher et al. [37] compared isomorphic
(naturalistic) and non-isomorphic methods for manipulating objects
in a VR shopping application. The non-isomorphic methods offered
overall better user experience and lower perceived workload, despite
being less naturalistic, suggesting a similar trade off.
While movement-based controls are now standard in commercial
VR systems, researchers studying games on traditional 2D displays
have also explored natural interfaces using similar movement con-
trols. For example, McGloin et al. [16] studied controller naturalness
for a tennis game. Players using a movement-based interface to hit
the ball, replicating the physicality of real tennis, experienced an
enhanced sense of presence and enjoyment compared with using a
traditional controller. Similarly, Shafer et al. [33] also found ele-
vated levels of presence and enjoyment for a range of games when
using natural movement interfaces. Birk and Mandryk [3] found
that movement-based controls for a flying game elevated player
experience on a number of measures including affective response,
immersion, and intrinsic motivation.
Thus, there is evidence that higher-fidelity, more natural,
movement-based interfaces can increase users’ sense of immersion,
engagement, and presence (particularly in games) both in VR and
with traditional 2D displays. However, interfaces requiring more
complex or demanding physical movements may be perceived as
awkward, degraded users’ experiences in some instances.
2.3 Diegetic Interfaces and User Experience
The term diegesis orginates in literary and film theory, and was
adapted to describe video game components by Galloway [9]. In
this context, Galloway describes it as “the game’s total world of
narrative actions”, as opposed to non-diegetic elements which are
“outside the portion of the apparatus that constitutes a pretend world
of character and story” (for example, a head-up display or screen
overlay). The term quasi-diegetic is also sometimes used (e.g. [30])
to describe game elements which occupy the same 3D space as
the game world, but are not part of the game world narrative. Such
structures are common in VR simulations; for example, spatial menu
systems are often used ( [7, 21, 31]).
Thus far, the study of diegetic interface elements has mainly fo-
cused on games, using traditional 2D displays. Iacovides et al. [11]
investigated the effects of removing non-diegetic interface elements
on immersion, for players of a first-person shooter (FPS) game.
Experienced players reported an increased sense of cognitive in-
volvement and control. Similarly, Peacocke et al. [22] found that
players of a shooter game experienced increased sense of immersion,
and better performance, when using a diegetic ammunition counter,
rather than a head-up display. Extending this to other types of in-
game information [23], they concluded that player performance can
be (but is not always) improved by diegetic information displays. In
contrast, Pfister and Ghellal [24] found higher levels of immersion
for a platform game when using non-diegetic interface elements.
These contradictory results suggest that although diegetic interfaces
have the capacity to engage players, other design considerations are
also pertinent and sometimes conflicting.
Very little work has thus far studied diegetic interfaces in VR;
however, Salomoni et al. [29,30] conducted a study which compared
diegetic and non-diegetic interfaces in a VR shooter game. Whilst
they used a relatively small number of participants (ten), and con-
textualised their work to a game experience, their results suggest
that players experienced a heightened sense of presence while using
the diegetic version. This supports the notion that diegetic repre-
sentation of interfaces might enhance user experience in VR games,
analogous to results for games played on 2D displays ( [11, 22]).
2.4 Summary
Modern VR applications typically employ interfaces which combine
movement based actions (e.g. locomotion [40]), with non-diegetic
spatial menus for functions such as item selection [14, 21, 31]. How-
ever, previous research has shown that use of diegetic user interfaces
can enhance users’ sense of absorption and engagement with sys-
tems using 2D displays (e.g. [11,23]), and similarly that high fidelity
movement-based controls can enhance users’ sense of presence in
games [16, 33].
In VR systems, with movement-based controls, concepts of
diegetic interfaces can overlap with those of interaction fidelity
(e.g. the object manipulation task described by Rogers et al. [28]).
However, this is not necessarily the case. For example, the fantasy
nature of the game described by Salomoni et al. [30] meant that
they did not consider questions of interaction fidelity: moving game
menus onto an in-game tablet device creates a diegetic interface, but
does not replicate realistic real-world operations.
Given that high fidelity is considered an important feature of
training applications [1], and that very little work has so far ex-
plored diegetic interfaces in VR, we are motivated to investigate how
diegetic interfaces which emphasise interaction fidelity might affect
user experiences in VR training applications. In particular, we are
interested in whether such interfaces positively affect users’ sense of
presence, as compared to spatial menu systems, and could therefore
be used to create more engaging experiences.
3 STUDY OVERVIEW
We designed a two-condition within-subjects study to compare par-
ticipants’ experiences of using diegetic and non-diegetic interfaces
in a CSI training simulator. The simulator ran on a consumer VR
system, and participants performed a series of pre-defined tasks in
both conditions. Tool management and selection is a central feature
of the simulation, and users need to switch tools frequently while
performing tasks. We therefore chose this interface component as
the independent variable for our study. The non-diegetic condition
provides a spatial menu system operated using a track pad on the
controller (described in Section 3.1.1). In the diegetic version, tools
are kept in a toolbox which the user can carry, open, and close (de-
scribed in Section 3.1.2). This mirrors real-life, where investigators
typically use a box to organise and transport their tools in the field.
The toolbox interface replaced all menu functionality in the simula-
tion. We compared participants’ experiences of these two conditions,
and address the following research question:
• RQ1: Does the diegetic tool management method affect
users’ sense of presence? Whilst previous literature suggests
that diegetic interfaces may increase users’ sense of immersion
and presence, no existing work has empirically assessed the
affects on users’ sense of presence in VR, in the context of
training.
• RQ2: What is the affect of the tool management interface
on perceived workload and performance? Diegetic and
higher-fidelity interface elements may have negative affects on
usability or performance [28, 37], so we also wish to explore
this in our study conditions.
3.1 The Crime Scene Training Simulator
We adapted a pre-existing prototype VR CSI training simulator to
conduct our study. The simulator was developed as a prototype
Figure 2: Inside the simulated house
training tool, in conjunction with staff from the School of Chemistry
at the University of Lincoln, and was designed to enable students
to practice aspects of CSI fieldwork, which would normally be
conducted in a real-world reconstructed crime scene house.
The simulator runs on the HTC Vive virtual reality platform, and
the environment comprises a fully modelled house, and front garden
where the user starts their experience. The user does not have an
avatar, but can see and use the tracked controllers to manipulate
objects within the simulation. The floor area of the crime scene
is large, and so locomotion is achieved using a combination of
teleporting (using one of the controllers to select a new location),
and walking (to achieve natural and fine-grained control of position
and orientation). The teleporting mechanic is typical of that seen in
commercial VR applications. Objects in the house are interactive,
and can be moved and picked up using the controllers. No other
human characters appear in the simulation. Figure 2 shows screen
shots of rooms inside the house.
The simulation provides the user with a variety of typical CSI
tools, which can be held and manipulated using the controllers. For
our study we made use of a reduced number of commonly used
tools (black-light torch, fingerprint brush, footprint gel mould, scene
markers, blood swab, and camera), to make the simulator more
accessible to users with little or no experience of CSI techniques,
and to help us design a clear layout for the toolbox. We designed a
fictitious scenario for our study which was representative of a typical
incident attended by investigators, and would require the use of the
available tools. The house was set up to represent a scene following
a minor break-in: the rear glass patio door of the house had been
forced open and broken by a hypothetical intruder (Figure 3), and
there was a small amount of blood on the kitchen work surface where
the intruder had accidentally injured themself during the break-in.
For our study we compared two versions of the CSI simulation.
The first had a radial tool selection menu, which is non-diegetic in
the sense that it does not represent a part of the simulation narrative,
nor does it exist as an object within the physically simulated world
(e.g. it cannot interact physically with other objects). This menu is
the user’s entry point for tool selection, and so the central part of the
Figure 3: Broken Rear Door
user interface (aside from locomotion). In the second version, the
radial menu was replaced with a diegetic toolbox interface, which is
used to select and manage tools. The toolbox exists as an object in
the simulated world, and interacts with the environment, and other
objects. Both interfaces are described in more detail below.
3.1.1 Radial Menu Interface (Non-diegetic)
We decided to use a radial menu design, centred on the controller.
This places the menu next to the current/selected tool, and the radial
design naturally aligns with the circular design of the controller
thumb-pad. We designed the menu operation through iterative proto-
typing, and based on our experience of using other VR applications.
The radial selector is opened by lightly placing the thumb onto the
pad. The menu, shown in Figure 1, appears, and allows the user to
then highlight a tool by moving their thumb into the corresponding
segment of the pad circle: haptic feedback in the form of short vibra-
tion is given when a new tool is highlighted. Depressing (clicking)
the pad selects the highlighted tool, which then appears, attached
to the controller. When the user lifts their thumb from the pad, the
menu closes. The user may deselect a tool by using the menu to
select the currently selected tool again, which causes it to disappear,
or simply select a new tool. Note that tools appear and disappear
on demand, and so are distinct from other objects in the simulated
world.
3.1.2 Toolbox Interface (Diegetic)
The toolbox object exists within the simulated world as a diegetic
object. The user can pick the toolbox up, carry it around, and place it
anywhere in the world (e.g. on the floor). The box opens as animated
expandable layers, reminiscent of a real toolbox mechanism, also
shown in Figure 1. The expanding layers provided more surface area
for laying out the tools, and is a familiar design for novice users. The
user opens and closes the toolbox by touching a button on the top
panel. Although this is less realistic, we felt that a manual opening
mechanism would be cumbersome, due to the articulated nature of
the box
Once open, the user can take tools out of the box and manipulate
them using the controllers. The user places the controller so that it is
touching the object, and then presses the grip buttons (replicating a
real grasping action): the tool then becomes attached to the controller.
The user manipulates tools in the same way as other world objects,
and can put them down anywhere in the environment (which is not
possible when using the radial menu), reinforcing their diegetic
nature. The user transports tools by placing them back into the box,
closing it, and then carrying it to a new location. Tools have fixed
positions within the box, and snap into those positions when placed
back inside. This enables the user to easily pick tools from the
box with the controllers. Aside from this, the tools themselves are
operated in the same way as in the radial menu condition. Referring
to McMahan’s FIFA framework for analysing interaction fidelity
[17], elements of the interface exhibit moderate Biomechanical
(kinematic) Symmetry with real world tool manipulation, such as
bending to pick up the box, and reaching to collect tools, so we
consider that the diegetic version is characterised by higher levels of
interaction fidelity.
3.2 Hypotheses
With reference to our research questions RQ1 and RQ2, and the
CSI simulator application described in Section 3.1, we make the
following specific hypotheses:
• H1: Based on previous work ( [16,28,30,33]), we hypothesise
that participants will report a higher sense of presence while
using the toolbox interface.
• H2: Participants will experience a higher sense of workload
when using the toolbox, and also record longer task comple-
tion times, due to higher levels of physical movement and
associated sensory-motor complexity.
4 METHOD
We recruited 58 participants (M = 28, F = 30), mainly from the
campus of the University of Lincoln. All participants were over
the age of 18 (Mean = 23.79, SD = 7.87), and 29 had previously
used VR equipment. Participants were not pre-selected for subject
area knowledge: this enabled us to access a larger participant pool,
which we consider representative of novice users. We consider this
an appropriate sample for our study, as our research questions are
concerned with participants’ experience of the user interface, rather
than learning gains. However, four participants reported that they
were either studying, or had studied, forensic science. Our study
procedure was approved by the ethics committee of the College of
Science, at the University of Lincoln.
4.1 Measures
We used the following self-report measures to address our hypothe-
ses. Participants’ sense of presence (H1) during the conditions was
determined using the IGroup Presence Questionnaire (IPQ) [32].
We chose this measure over other self-report measures of presence
as it is commonly used, and comprises relevant sub-scales, includ-
ing realism, which we considered might differentiate between the
diegetic and non-diegetic experiences. To determine participants’
sense of workload (H2), we used the NASA-TLX [10] self-report
questionnaire, along with performance metrics which recorded the
time taken to complete the tasks in each condition. Finally, we
conducted a brief semi-structured interview with each participant on
conclusion of both conditions, during which we asked how they felt
during the experiences, how they felt using each interface, and for
suggested improvements to each interface.
4.2 Procedure
Participants were first screened for uncorrected vision or other condi-
tions which might adversely affect their ability to safely use the VR
equipment. They then read a participant information sheet which
described the study and procedure, and were given the opportunity
to ask questions. They then provided written consent, completed a
brief demographics questionnaire, and proceeded to training.
4.2.1 Participant Training
Before undertaking the conditions, participants were shown how
to safely use the headset and controllers. They then undertook a
guided tutorial. This was conducted using a modified version of
the simulation, where they were located outside of the crime scene
house (the study conditions took place inside the house).
In the tutorial, participants were shown how to move (teleport),
and how to use and manipulate each of the tools used in the condi-
tions. They were shown how to open and close the toolbox, how to
Figure 4: Using the black-light torch to identify the fingerprint (radial
menu).
put tools into the box, take them out again, and how to carry the box.
Participants were then shown how to use the radial menu interface
to select each tool from the menu.
Finally, after completing the training, participants were shown a
video describing how to complete the sequences of tasks required
during the study conditions. The video was created from a recording
of one of researchers performing the tasks, but was edited so that
interface elements were not shown, in order to avoid biasing par-
ticipants. The video showed the location of evidence in the house,
which tools to use, and the order that tasks should be completed in.
When participants indicated that they understood the tasks and how
to operate the simulation, they proceeded to the study conditions.
4.2.2 Tasks and Conditions
In both conditions, participants completed the same predefined se-
quence of tasks:
• Entering through the front door, they approached the rear
(open) patio door of the house, which was broken. Facing
the patio door, the torch was used to locate a fingerprint on
the glass, which was then dusted, and photographed using the
camera.
• Moulding gel was then placed on a footprint by the door, a
scene marker placed next to it, and a photograph taken of the
footprint.
• Finally, participants moved to the kitchen, where a blood splash
was located on the work surface. A swab was used to sample
the blood splash, then a second scene marker placed, before
another photograph was taken.
The sequence takes approximately three minutes to complete, and
comprises a minimum of nine tool selection operations. It was de-
signed to be representative of an actual CSI learning example, while
remaining easy to remember, and simple enough for inexperienced
users to perform using the reduced tool set. Participants were also
provided with a description of the tasks on a clipboard tool, should
they need to refer to it while performing the sequence. Figures 4 and
5 show screen captures from the tasks.
To account for learning effects, half the participants used the
radial menu interface first, and the other half used the toolbox first.
After each condition, participants completed the IPQ and NASA-
TLX. A log of participant operations, including timing data, was
automatically recorded by the simulation and stored in a text file.
This was used to calculate task completion times. After completing
both conditions, participants undertook the semi-structured inter-
view, which was audio recorded and then later transcribed. Finally,
participants were provided with a study debrief sheet to take away.
Figure 5: Using the camera to photograph the footprint (toolbox).
Table 1: IPQ Summary Statistics for Toolbox and Radial Menu condi-
tions
Toolbox Radial
Subscale Mean SD Mean SD p-value
Spatial Presence 22.81 3.50 22.33 3.73 0.380
Involvement 15.78 4.48 15.78 3.60 1.000
Realism 13.55 3.58 12.84 3.62 0.076
Total 56.96 10.05 55.45 8.70 0.192
5 RESULTS
We first present results for each of the self-report measures. In
each case we analysed the quantitative results using SPSS v26, to
determine statistical significance at the α = 0.05 level.
5.1 Presence
We computed values for each subscale of the IPQ, and the overall
total, for each participant, in both conditions. We then analysed
results for each subscale, and the total score, independently, using
paired sample t-tests. The Shapiro-Wilk test for normality was met
in each case. We used box plots to identified outliers outside the
Q1 - 1.5 × IQR to Q3 + 1.5 × IQR range. We retained all identifed
outliers in each subscale, as we considered that they were a natural
part of the data, rather than errors.
Summary statistics for each subscale and total score, for both
conditions, are shown in Table 1. No statistically significant differ-
ence was found for the spatial presence (t(57)= 0.886, p = 0.380),
involvement (t(57)= 0.000, p = 1.000), nor realism (t(57)= 1.807,
p = 0.076) subscales. Unsurprisingly, no statistically significant
difference was observed for the total presence score (t(57)= 1.319, p
= 0.192).
Although no difference in perceived realism was reported in the
IPQ, a number of participants did comment in the interviews on the
realism of the toolbox interface, highlighting its physicality. For
example, one said “I preferred using the toolbox than the menu
because it was more hands on, and it felt more real as such because
you were literally picking out all of the things.”, and another “it felt
more realistic, almost if you were a real forensic scientist doing the
job”. Another participant noted that the radial menu was “more like
I was playing a game than, like, it was in real life”. As a counter-
point, some participants also remarked that the lack of weight of
the toolbox might undermine it’s believability: for example, “I kept
expecting there to be weight, which was weird every time I picked it
up, but it still felt more real”.
5.2 NASA Task Load Index
Summary statistics for all subscales, across both conditions, are
shown in Table 2, and visualised in Figure 6. The Shapiro-Wilk
test indicated that pair-wise differences were normal only for the
Table 2: NASA TLX Summary Statistics
Toolbox Radial
Subscale Mean SD Mean SD p-value
Mental Demand 43.97 23.60 37.59 23.42 0.004
Physical Demand 29.91 21.75 19.14 16.20 <0.001
Temporal Demand 28.10 19.28 23.36 17.00 0.026
Performance 27.59 20.57 22.59 19.76 0.052
Effort 46.90 20.41 33.88 20.84 <0.001
Frustration 26.03 22.80 16.38 19.95 0.001
Figure 6: Boxplots for NASA-TLX subscales, for both conditions,
showing means and medians
temporal and effort subscales, which we analysed using paired t-
tests, again retaining outliers. This indicated a statistically significant
differences for both the temporal subscale (t(57)=2.290, p = 0.026)),
and the effort subscale (t(57) = 4.482, p<0.001), where mean values
for the toolbox condition were higher in both cases.
The remaining subscales were analysed using Wilcoxon signed
rank tests. Statistically significant results were found for Men-
tal Demand (Z=-2.901, p=0.004), Physical Demand (Z=-4.426,
p<0.001), and Frustration (Z= -3.43, p=0.001), where scores for
the toolbox condition were higher in all cases. The results for the
Performance subscale were not statistically significant (Z=-1.940,
p=0.052). These results supports our hypothesis H2 for five of the
six subscales.
Some comments during interviews supported these findings, and
noted a perceived increase in effort or awkwardness when using the
toolbox, for example, due to its size, manipulations, or interactions
with the environment. One participant stated that it was “more
awkward trying to pick up tools like the camera” when using the
toolbox, and another remarked on the trade off between effort and
perceived realism: “although it was harder work using the toolbox,
it made it more real”. A number of participants noted that placing
the toolbox was sometimes awkward, and one suggested “maybe if
there was like a space you could put it on, close to the areas that
you had to go to... that sort of central location that you could sort of
put your toolbox on”.
5.3 Task Timing Data
The time taken for participants to complete each task, in each con-
dition, was calculated from the recorded log files, as follows. The
duration of the fingerprinting task was defined as the difference
between the first teleport performed by the player (which we took to
define the start of the tasks), and the last operation of the fingerprint
task, as described in the training video (taking a photograph of the
fingerprint). The duration of the gel mould task was calculated as
the time difference between the end of the fingerprint task and the
last operation of the gel mould task (taking a photograph of the
footprint), and the duration of the blood swab task was calculated as
the time difference between the end of the gel mould task and the
Table 3: Task Timing Summary Statistics
Toolbox Radial
Task Mean SD Mean SD p-value
Fingerprint 80.13 27.25 44.39 12.75 <0.001
Footprint 40.97 18.53 28.97 11.98 <0.001
Swab 56.64 15.47 36.88 10.91 <0.001
Figure 7: Boxplots for Task Completion Times
last operation of the blood swab (taking a photograph of the blood
sample). We identified some instances where participants did not
fully complete of all the tasks: we therefore removed timing data for
participants who did not, as a minimum, complete each operation
of each task (as described in the training video). Fourteen such
participants were removed.
Summary statistics for timing data are shown in Table 3, and
visualised in Figure 7. The Shapiro-Wilk test indicated that pair-
wise differences were normal only for the footprint task, which
we analysed using a paired t-test, retaining outliers. The t-test
indicated that the higher time taken to complete the footprint task
in the toolbox condition was statistically significant (t(43)=4.464,
p<0.001). Timings for the remaining tasks were analysed using
Wilcoxon signed rank tests. Statistically significant higher times
were found for the toolbox condition for both the fingerprint task (Z=
-5.707, p<0.001), and the blood swab task (Z= -5.765, p<0.001). A
number of participants commented on the increased ease and speed
of task completion using the radial menu. For example, “I felt like I
had better control over everything, like it was more instant, so I felt
like the task went by a lot quicker”.
6 DISCUSSION
Our results did not show a difference in participants’ sense of pres-
ence between the toolbox and radial menu conditions. However,
statistically significantly higher scores were recorded for the toolbox
condition on all dimensions of the NASA TLX apart from perfor-
mance, and participants also spent longer on each task when using
the toolbox. We summarised existing work in diegetic interface de-
sign in Section 2.3 (e.g. [11, 22, 30]): our results contrast with those
reported by the majority of those studies, which typically saw higher
levels or player immersion or presence using diegetic elements. We
therefore begin our discussion by considering this disparity.
We firstly note that most existing work on diegetic interface de-
sign has considered games, played on 2D screens, where the diegetic
world is represented in a projected 3D world space, and non-diegetic
elements are presented using screen overlays. However, in VR sys-
tems, spatial menus which occupy the same 3D coordinate space as
the diegetic world, are more common. This is an analogous inter-
face design, but significantly different from 2D systems, and may
partially account for our results. For example, users may perceive
that diegetic and non-diegetic components are more distinct on 2D
displays as they occupy disparate coordinate spaces. With this in
mind we also draw attention to the work by Salomoni et al. [29, 30]
which also reported an increased sense of presence for players of a
VR shooter game, when using diegetic interface elements. Whilst
this study was conducted in VR, at least some of the non-diegetic
elements were more akin to 2D screen overlays than spatial menus,
and this may also account for differences between their findings and
ours: their participants may have perceived a stronger contrast be-
tween diegetic and non-diegetic conditions. We note, however, that
screen overlays are not common in VR applications, and typically
discouraged by developer guidelines [8]. Thus we consider that our
comparison is more representative of the interface choices faced by
most VR designers.
6.1 Trade offs in Interface Design
Another significant difference between existing works (e.g. Sa-
lomoni et al. [30]) and ours is that our diegetic interface design
emphasises interaction fidelity. As discussed in Section 2.4, this
is considered an important aspect of training applications. Games
which use naturalistic movement interfaces have been shown to in-
crease players sense of presence [16, 33]; however, we also point
to the work by Rogers et al. [28] which indicates that while users
enjoy the physicality of movement-based interfaces, more extreme
or complex movements may be burdensome or challenging for some.
There is evidence that this may also be the case in our study: par-
ticipants recorded higher scores on most dimensions of the NASA
TLX, which suggests a general perception of elevated workload as-
sociated with the toolbox. Participants also spent longer completing
tasks, and this may again reflect additional workload. Furthermore,
comments by some participants suggest that this could be partly
because they spent more time thinking about how to place and ma-
nipulate the tools and toolbox, when completing the tasks, (e.g.
where best to place the toolbox before opening it). We note that
some tools, such as the camera, sometimes required more thoughtful
manipulation (for example if they needed to be held at a particular
orientation): such considerations could be addressed by refining the
design of toolbox (e.g. by adjusting how the tools are positioned
therein). We therefore conclude that designing diegetic interfaces
in VR applications involves careful contextualised consideration of
trade-offs between positive outcomes (such as user engagement) and
negatives (such as frustration).
We also note that some participants may have experienced an
“uncanny valley” effect when using the toolbox, such as that reported
by Bhargava et al. [2]. For example, a number of participants men-
tioned that the lack of weight of the toolbox felt strange. Such effects
are less likely to occur with non-diegetic interface elements, such
as the radial menu, which do not imitate familiar real-world objects.
Together, such trade-offs and effects may act to limit the gains in
presence that can be achieved with higher fidelity diegetic interfaces.
6.2 Implications for Training Applications in VR
Our participants were not CSI students, and so we do not expect that
they engaged with the simulation as a serious training experience;
however, we assert the validity of our results as being representa-
tive of novice users, and draw some implications for the design
of VR training applications that involve the frequent selection and
manipulation of tools or objects.
In terms of user experience, our results suggest that, for novice
users at least, designers should not assume that higher-fidelity
diegetic interface elements will necessarily enhance users’ sense of
presence or quality of experience. There may be a natural tendency
to couple diegetic interface design with high interaction fidelity
in training contexts, but this should be carefully considered. This
resonates with Alexander et. al’s comments that “the appropriate
level of fidelity for a training system is dependent on the skills or
behaviours that are to be trained” [1], within in the context of VR
training. Specifically, results obtained using the NASA TLX, and
for task completion times, seem to indicate lower perceived ease of
use with the diegetic condition: it would be difficult to recommend
using this interface in practice without a tangible gain in either user
experience or learning outcomes. However, it is important to note
that this result might partially represent a gap in user knowledge. For
example, participants may have found the toolbox more awkward
to use because toolbox management is a skill which needs to be ex-
plicitly taught to novice crime scene investigators (which we did not
include in our pre-condition training). It may then be the case that
the radial menu interface is more appropriate for novice users, and
the toolbox condition is preferable for more experienced users. How-
ever, we also note that while the radial menu system we used was
appropriate for the reduced number of tools available in our scenario,
the addition of more tools would reduce the size of menu elements,
and possibly warrant a more complex menu system, such as a hierar-
chical design, or larger grid-based layout [21]. Such additions could
negatively affect selection speed and/or workloading.
7 LIMITATIONS AND FUTURE WORK
We have highlighted some limitations of our work during our discus-
sion in Section 6: our participants were not selected for experience
or knowledge in CSI methods, and are more representative of novice
system users. We suggest that CSI students or experienced crime
scene investigators might experience the study conditions differently,
particularly regarding simulation fidelity, and we propose to examine
this in future work.
We also recognise that our results were obtained using a specific
training application, and a particular interface structure, and so may
not generalise to all training scenarios. However, tool management
is a common feature of procedural training simulations, and there is
little comparable work on interface design for modern VR systems.
We therefore advocate for further research in this area to validate our
results in other contexts, and also to explore other diegetic interface
elements. Also, the VR experiences which we used in our study
were fairly short in duration: we thus propose that evaluations of
diegetic interface elements in VR over longer period of use could
yield a deeper understanding of user experiences, as well as insights
into affects on learning transfer and retention. Finally, we did not
directly evaluate the interaction fidelity of our diegetic interface, so
comparison with a real-world training exercise using McMahan’s
FIFA framework [17] could also be an insightful future study.
8 CONCLUSION
We have presented our study of diegetic interface elements in VR,
in which we compared participants’ experiences of a prototype CSI
training application using diegetic (toolbox) and non-diegetic (radial
menu) tool management and selection mechanisms. Contrary to our
primary hypothesis, participants did not report an elevated sense of
presence when using the diegetic interface; however, significantly
higher levels of workload and completion times were recorded.
Based on these results We have suggested that diegetic interface
elements may not necessarily bring the same immediate benefits to
users of VR training applications as has been previously reported
for games running on 2D displays. This may in part be due to
the increased burden associated with the operation of the diegetic
interface, which mirrors findings of recent work on high interaction
fidelity in VR. We therefore conclude that the design of interfaces
for VR training systems could benefit from careful consideration
of trade-offs between higher fidelity and negative experiences such
as frustration or increased effort, and also that these trade-offs may
vary depending on users’ level of skill and knowledge.
There is still little work in the area of diegetic user interfaces,
both in VR and 2D applications, and we therefore advocate for more
research to support the development of robust and actionable design
guidelines in future.
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