We prove an identity for basis functions of a general family of positive linear operators. It covers as special cases the Bernstein, Szász-Mirakjan and Baskakov operators. A corollary of our result can be considered a pointwise orthogonality relation. The Bernstein case is the univariate case of a remarkable identity which recently was presented by Jetter and Stöckler. As an application we give a representation of a restricted dual basis and define a class of quasi-interpolants.
Introduction
In their recent paper [5] Jetter and Stöckler presented an identity for multivariate Bernstein polynomials on simplices, which may be considered a pointwise orthogonality relation. In its univariate form [ 
for , ∈ {0, 1, . . . , n}, where p n, denote the Bernstein basis polynomials given by
The purpose of this note is to generalize the identity (1) in two directions. Firstly, we allow the derivatives of the basis polynomials to depend on different variables. Secondly, we consider a general class of positive linear approximation operators including the Bernstein polynomials as a special case. In this paper we restrict ourselves to the univariate setting.
For n = 0, 1, 2, . . ., we consider the three types of basis functions n, (x) = lim c→0 p [c] n, (x) . This definition takes its origin in a paper by Baskakov [1] . We mention that
is a family of positive operators approximating all continuous functions f on I c which satisfy certain growth conditions when I c is an unbounded interval. 
(see, e.g., [4] ).
The identities
Throughout the paper we put, for k = 0, 1, 2, . . . and k n if c = −1,
n,k (y, x) and, for the sake of brevity,
The following theorem is our main result.
Theorem 1.
For n, , ∈ N 0 there holds the identity
where p denotes the Bernstein basis polynomial (2).
We mention the similarity to Christoffel-Darboux identities for the classical orthogonal polynomials. As usual, in the latter formula p , is to be read as 0 when > . Note that the identity is valid also for x = 0 or y = 0, since the terms x − and y − cancel out, when the right-hand side is written in the form
After a slight transform of variables the identity for c = 0 takes the form
In the special case x = y we immediately obtain the following corollary.
Corollary 2.
The univariate form of the identity (1) by Jetter and Stöckler is the special case c = −1 of Eq. (4). In the Bernstein case, identity (1) is meaningful only for , ∈ {0, 1, . . . , n}. For c = 0 we conclude that
In the Baskakov case c = 1 we have the relation
Theorem 1 is an immediate consequence of the following slightly deeper proposition.
Proposition 3.
Dual basis and quasi-interpolants
In this section we state several results which are consequences of the identity in Corollary 2. In contrast to the Bernstein case, for c 0 we must take care of convergence since infinite sums occur.
where the sum is absolutely convergent.
Using integration by parts the integrals can be written in the form
Note that in the Szász-Mirakjan case c = 0 there is no restriction on , . In view of identity (5), for all , ∈ N 0 we conclude that
We consider the linear space V n, in an explicit form. We call the set of functions q
∈ n,c , if
for all , ∈ N 0 with + ∈ n,c . In the Bernstein case (c = −1) we consider "full" duality at which Eq. (7) is valid for all , ∈ n,c . A direct consequence of Theorem 4 is an explicit expression for a restricted dual basis of the p
n, .
Theorem 5. A restricted dual basis of p
∈ n,c satisfying condition (7) is given by the
In the following we consider kernels K [c] n on the Hilbert space L 2 (I c ) given by
n, (y) and for non-negative integers r the truncated kernels 
for c = 0 and
n,k+i (y) . 
The denotation does not indicate that Q n coincide with the (univariate) quasi-interpolants introduced in [5] and studied by Berdysheva, Jetter and Stöckler in the subsequent papers [6, 2, 3] . By definition (8) and the symmetry property of the kernels K
When the interchange of summation and differentiation is allowed this can be written in the form
where
n is the classical Durrmeyer variant as given in Eq. (3). Note that in the special case r = 0 the operator Q 
(k) (y) = O e (n−ε)y and f (k) (y) = O y n/c−k−1−ε as y → +∞, respectively. Then there holds
Moreover, if f ∈ C 2k (I c ) and f (2k) (y) =O y n/c−2k−1−ε as y → +∞ (in the case c > 0), then there holds
It turns out the surprising fact that Q (r) n preserves algebraic polynomials of degree up to r, provided that n is sufficiently large. This gives rise to call Q (r) n a quasi-interpolant. Note that the quasi-interpolants as given by Eq. (13) are of the form
with certain polynomials P [c] r,n,k of degree 2k. Further properties of the operator Q (r) n will be studied in a forthcoming paper.
Auxiliary results
In this section we list some auxiliary results. The proofs of the first lemma and the proposition are left to the reader. The following lemmas contain identities which are crucial in the proofs of the theorems.
Occasionally, we make use of the falling and rising factorials
Note that z k is a modern notation for Pochhammer's symbol (z) k . Furthermore, at some places we will apply the Vandermonde convolution formula
Lemma 9. For n, ∈ N 0 we have 
When it happens that a − b ∈ N 0 the identity is valid for all z with Re z > −1.
Lemma 12. For , , ∈ N 0 with 0 there holds the identity
Proofs
Proof of Proposition 3. We start with the case c = 0. By the Leibniz rule we obtain
Hence,
n, (y)
The inner sum is equal to
where we applied Lemma 11 with a = −n/c, b = − i, m = − j , and z = −cy (1 + cy) −1 . Thus, we obtain
Since the inner sum is equal to
we conclude that
The case c = 0 follows by the limit process c → 0+. In order to justify the interchange of the limit and the summation we show that the left-hand side of Eq. (6) is uniformly convergent for 0 c c 0 . By Eqs. (16) and (17) we have to consider
For ε > 0, there exists a constant M ij such that k i k j M ij (1 + ε) k holds for all k ∈ N. Therefore, the latter expression is equal to
and the claim follows by the Weierstraß M-test. This completes the proof of Proposition 3.
Therefore, it is sufficient to show that
Noting that
we have to show that
Since the sequence of terms in the latter sum is of order O k + −n/c as k → ∞, the series is convergent, if + < n/c − 1. This completes the proof of Theorem 4. The inner sum vanishes since − 1 and
is a polynomial in the variable k of degree − − 1. This completes the proof of Lemma 12.
