Abstract. The concept of modification used for accelerating the convergence of ordinary continued fractions is adapted to the case of the Gautschi-Aggarwal-Burgmeier algorithm for the computation of nondominant solutions of nonhomogeneous second-order linear recurrence relations.
1. Introduction. One of the first algorithms for the calculation of nondominant solutions of linear recurrence relations was developed by Gautschi [4] [5] [6] . The algorithm is based on the relationship between recurrence relations and continued fractions. The method is only applicable in the case of a second-order linear homogeneous recurrence relation. In 1978 Aggarwal and Burgmeier [1] generalized this algorithm to the case of nonhomogeneous recurrence relations (see also Van der Cruyssen [23] ). As we will show, this algorithm is closely related to Olver's method of solving second-order recurrence relations [14] , more specifically to Van der Cruyssen's reformulation of Olver's algorithm in terms of an LU-decomposition [22] (see also Cash [3] , Lozier [13J) .
In some cases the convergence of both of these algorithms is slow. The classical way to solve this problem is by using asymptotic information about the wanted solution of the recurrence relation (see, for instance, Gautschi [4] , Scraton 19J--several authors have developed techniques to obtain the asymptotic behavior of all solutions of a linear recurrence relation; see Wimp [24] ). The Gautschi algorithm (and its generalization to nonhomogeneous recurrence relations) lends itself very well to careful analysis when asymptotic values are used. It will be possible to prove convergence acceleration explicitly.
In 2 we give a derivation of the generalized Gautschi algorithm and discuss its relationship with Olver's algorithm [14] , [22] . In 3 we define a modification of this algorithm and in 4 we show how this modification may be used to accelerate the convergence of the method. For homogeneous higher-order recurrence relations the same method has been used in [2] , [10] [11] [12] . Finally, in 5 we give some examples.
2. Definitions and notation. Consider the second-order linear nonhomogeneous recurrence relation (1) yn+2 + a(n)yn+l + az(n)yn a3(n), n =0, 1,-.. with a(n) O. We assume that the homogeneous equation associated with (1): (2) y,,++ a(n)y,+l + a2(n)y,, =0, n =0, 1,... has a minimal solution; this is a solution f, such that for every other solution g, of (2) , linearly independent of f,, we have (Let fo 0.) Furthermore, we assume that the recurrence relation (1) has a solution hn for which (4) lim--=hn 0 with g, as defined above.
We denote by A, 1) and A the solutions of (2) with initial values" a ')= 1, a 1)= 0, a 2)= 0, a :)= 1 and by A, the solution of (1) [23] )" (6) Y,+I b(n)y + b:(n), n =0, 1,. , which has a general solution of the form (5) . To determine the coecients in this recurrence relation we proceed as follows.
From (6) we get (7) y.+:= b(n + 1)y.+ + b:(n + 1) b(n + 1)(b(n)y, + b:(n))+ b(n + 1).
Substituting the expressions (6) and (7) into (1) gives us ((a(n)+ bl(n + 1))bl(n) + a(n))y a3(n)-b2(n + 1)-(a(n) + bl(n + 1))b:(n).
Since every solution of (6) is a solution of (1) we must have
We rewrite these expressions as follows:
Note that equation (8a) generates an ordinary continued fraction: in the case of a homogeneous recurrence relation the given method reduces to the continued fraction method of Gautschi [4] [5] [6] . As in the method of Gautschi approximations to the coecients b(n), b2(n) are obtained by calculating for an integer N: (9) bl,s(N+ 1)= b2,s(N+ 1)=0, (11) lim for all values of n. The stability of this method has been proved in [10] , [13] .
Algorithm (9)- (10) is closely related to the algorithm first developed by Olver in [14] and reformulated in terms of an LU-decomposition by Van der Cruyssen [22] .
To see this note that p) (n =0,. ., N) in (10) 
From these equations it is easy to deduce that
for n =0, , N.
In the Olver-Van der Cruyssen method the system (12) is solved using an LUdecomposition (without pivoting). The method (9)- (10) is equivalent to using an LU-decomposition to solve the system (14) , , , + al(N-n),,+l + a2(N-n):,+2 a3(N-n), n =0,. ., N, N+2 P0 (i.e., the system (12) with the order of the equations reversed) and then putting zi u+-i, 0, , N + 2.
Remark. We note that algorithm (9)- (10) 
is singular (Horn and Johnson [7] ). In most cases this problem can be solved by increasing N. For a detailed analysis, see Gautschi [4] .
In the rest of this paper our main interest will lie in the calculation of Pl given Po. Once Pl is known, the same method, i.e., (10) , may be applied to calculate P2 from pl, and so on.
3. Modification and convergence of the algorithm. In algorithm (9) we have chosen the value zero as an approximation to b(N + 1) and b2(N + 1). The choice is rather arbitrary and as we will see in the fourth paragraph modified approximants for b(0) and b2(0) resulting from other choices than zero will often lead to acceleration of the convergence in (11) . To introduce these modified approximants, we define transformations s,(u), t,(u, v), Sn(u), and T, (u, v) 
Then it is easy to prove that our previous approximants resulted from setting bl,s(N+ 1) u =0 and b2,s(
Hence S,(u) and Tn(u, v) are the approximations to bl(0) and bz(0) that we get if we replace br(n+l) and bz(n+l) in (8) 
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Proof. We use induction on k. For k-0 the right-hand side of equation (16b) (1) and (2), respectively. The same method may be used to prove (16a). [3 As a consequence of this theorem we have n+z An+2 (17) S,,(0)
The method (9) - (10) is said to converge if the limits for n of the right-hand sides in (17) exist, if the conditions stated in the beginning of the previous paragraph ((3), (4), and fo#0) are satisfied, then it is possible to prove convergence [10] , [13] .
Throughout this paper we assume that those conditions are satisfied.
4. Convergence acceleration. We want to calculate Pl bl(0)po+ b2(0). A first method to do this is given by (9) and (10) . In some cases, however, the convergence of this algorithm will be slow. For a good choice of u and v in (15) the convergence will be accelerated. 
Pk+2 with fll ho/fo. Proof. We will prove (18c). There exist numbers a,, a2,/3,/32 such that An a,A) + fl,fn + h,,, An ')= a2A? )+ fl2f,.
Since A(.
1)
A. Using the same method we get for the second term An ) The last equality is true for all n since it is true for n 0. We now have
Pk+2--Pk+ltl V Pk+2
and this proves (18c). The same argument may be used to prove (18a) and (18b).
It is easy to see from (15) 
that S.(bl(n+l))=bl(O), T.(b,(n+l),b2(n+l))=b2(O)
for all n. This is an extreme convergence acceleration. In general we do not know the exact values of b (n + 1 and b2(n + 1) but in many cases it is possible to find approximations u, and v, to bl(n / 1) and b2(n + 1). Using these often leads to better approxima- k-p-Uk(0, 0) By using Theorem 2 it is easy to select values for/'/k and V k that will lead to convergence acceleration. We will always assume that the first factor in equations 18a)-(18c) satisfies
for some M and from some k on.
The classical method to accelerate the convergence of the algorithm (see, e.g., n(asym) Piessens 18] ) is solving the system (12) with ZN+2 0 replaced by zN+2 e +2 where Pn P(n asym) (n-> 00) (this means that lim,_.oo p(,asym)/p, 1). This is equivalent with the choice (asym) (21) U N =0,
as can be seen from (9)- (10).
It is not always easy to obtain expressions for the asymptotic behavior of the solutions of a recurrence relation although methods are available (Wimp [24] ). The following theorem due to Perron 15] gives us some information about the asymptotic behavior of the solutions of a homogeneous linear recurrence relation.
THEOREM (Perron) . Let r be a natural number and let Yn+,. + el(n)yn+r_ + e2(n)y+r-2 +"" + er(n)y 0 n O, 1,... be a linear rth-order homogeneous recurrence relation, with (22) e(n)O and lim ei(n)=ei (i=l,...,r).
If the auxiliary equation [9] .
In our case, to get the asymptotic behavior of the solution h, of the nonhomogeneous equation (1) we construct the third-order homogeneous recurrence relation that has the three linearly independent solutions fn, g,, and hn. This can be done if aa(n) 0 for all n" from (1) we have yn+2 + a(n)yn+l + a2(n)yn Yn+3 + a(n + 1)yn+2 + a2(n + 1)yn+l 1 and
Since the right-hand sides of these equations are equal, the left-hand sides must also be equal, and after rearranging we find y,,+3+(a(n+l
Then we use Perron's theorem or the methods described in [24] to determine the asymptotic behavior of h,. We look at some special cases.
Case (1) . lim._.hh/f. =y for some number y. From (5) we have p..--(C+y)f., (n c). If we take Uk"fk+/fk+ (k) and Vk =0, then we get convergence acceleration (Case (i)). To see this rewrite the second factor in (18b)" Case (2) . limn_.f,/h,=O. In this case we choose Uk"hk+/hk+ (k-) and Vk 0. Since lim Pk+2/hk+2= 1, k-. pk+/hk+ we get (20b).
Case (3) . a3(n)=0, for all n (=>h,, -= 0). If the given recurrence relation is homogeneous, then the problem is reduced to the calculation of the value of an ordinary continued fraction. Techniques for convergence acceleration of continued fractions may be found in [8] and [21] and the references given there. Some remarks. (1) We note that when using the method described above to determine the asymptotic behavior of hn (or pn), we only get this up to a constant factor (since the third-order recurrence relation used is homogeneous). To determine this factor is not always easy. In the method (21) this factor is needed. However, if we use the modification described in Cases (1) and (2) it is easy to see that the factor cancels out.
(2) If the solution p is rapidly converging to zero, using the asymptotic expansion (asym) in (21) will cause problems when IPN+-is smaller than /min-This will not occur if we use the modifications from Cases (1) and (2) . (emin is the smallest positive real number representable on the computer.) 5 . Two examples. This is an example of Case (2) . We have calculated an approximation to Pl (with po 1) using four different choices for Uk and Vk (see Tables l(a (9)- (10), the second choice is the one described in the previous paragraph (Case (2) ). If we want to use the classical method (21), we need more information about the solution p. Now, using a paper by Spth [20] it is possible to prove that for this example p satisfies 400 lira p =-.
The third choice is given by (21) with p(fsym)=-400/e.
As a consequence of Perron's theorem we have lim, b(n)= 0.9. Since p, is a solution of equation (6) 
