In recent times with the extensive improvement of computers, numerous methods of data interchange between man and computer are revealed. It aims to provide an efficient way for human to communicate with computers exclusively for people with disabilities who face diversity of obstacles while using computers. This paper predominantly focuses on developing an efficient speech recognition system for Dravidian languages such as Tamil, Malayalam, Telugu and Kannada. The proposed CSR system comprises of four steps namely pre-processing, feature extraction, automatic continuous speech segmentation and classification. The most powerful and widely used short term energy and zero crossing rate is used for continuous speech segmentation and Mel frequency cepstral coefficients (MFCC), linear predictive cepstral coefficients (LPCC) and shifted delta cepstrum (SDC) feature extractions are used for recognition system. Experiments are carried out with real time Dravidian languages speech signal. It is observed from the results that the proposed system gives significant results in AANN classifier with MFCC feature when compared with LPCC and SDC features.
Introduction
Speech recognition technology has remarkable potential as it is an essential part of future intelligent devices, where automatic speech recognition and text to speech synthesis are used as the elementary means of communicating with humans. It will streamline the Herculean task of typing and will eliminate the conventional keyboard. This speech technology enhances a lot in manufacturing and control claims where hands or eyes are otherwise engaged. Disabled elderly and blind people will no longer needs to be absent from the internet and information expertise revolution. Recently, there has been a huge increase in the number of recognition applications for practice over telephones, including, operator assistance, computerised dialling and distant data access services; such as financial services, for speech dictation systems like medical transcription applications. Such frustrating applications have originated research in automatic speech recognition (ASR) field.
Speech is a usual and modest communication method for human beings. Speech interfacing to the computer is the subsequent huge step that computer science wants to yield for general users. Speech recognition will play a significant role in captivating technology to them. The necessity is not only for speech interface, but speech interface in native languages in India. It is an enormously complex and problematic job to make a computer answer back to spoken commands in local languages. Recently there has been a momentous need for continuous speech recognition (CSR) system to be developed in the local languages speaking in India.
Speech recognition is still a demanding field of research in the area of digital signal processing due to its versatile applications. In spite of the improvements made in this area, machines cannot tie the performance of human beings in terms of accuracy and speed particularly in the case of speaker independent speech recognition systems. Since speech is the most important means of communication between people, research in ASR and speech synthesis by machine has attracted a great deal of devotion over the past five decades (Vimala, 2012) . Recent technological developments have made much progress in the recognition of complex speech patterns. But much more investigation and improvement is desirable in this field. The speech recognition system typically performs two important operations: signal modelling and pattern matching (Wellekens, 1987) . During signal modelling, speech signal is transformed into a set of parameters by a procedure called feature extraction. Pattern matching is the task of identifying parameter set from memory which narrowly matches the parameter set attained from the input speech signal also known as classification. Among these steps, feature extraction is a key, because enhanced feature is good for enlightening recognition rate. Recognition accuracy is an imperative measure for calculating the performance of a speech recognition system.
There are numerous techniques available in the literature for improving the efficiency of speech recognition systems. The modelling accuracy is to reduce the HMM conditional-independence assumption, and condition the distribution of each examination of the earlier studies in addition to the state that generates it (Bilmes, 2003; Kenny et al., 1990) . This technique is known as conditional Gaussian HMMs or autoregressive HMMs. However, it has been shown that the conditional Gaussian HMMs frequently do not provide an advantage if the dynamic features are used (Kenny et al., 1990; Su et al., 1996) . There are other forms of approaches which explore the utilisation of more difficult HMM structures, such as multiple-path modelling (Korkmazskiy et al., 1997; Dahl et al., 2012) . This formulation comprises of multiple parallel paths, each of which may reason for the acoustic variability from a specific source. The multiple-path prototype may over-correct the trajectory folding problem connected with the GMM-HMM, as the acceptable mixture paths are exponentially minimised. Most of these systems have only been validated on certain simple recognition actions using a small number of parallel paths. But, developing a model that is principally robust to speaker and environmental alterations is quiet a challenging problem.
There have been certain noticeable advances in discriminative training such as maximum mutual information (MMI) estimation (Kapadia et al., 1993) , minimum classification error (MCE) training McDermott et al., 2007) , and minimum phone error (MPE) training (Povey and Woodland, 2002; Povey, 2003) , in large-margin approaches (such as large-margin estimation (Li et al., 2005; Jiang and Li, 200) , large-margin MCE (Yu et al., 2006 (Yu et al., , 2008 Povey et al., 2008; Hifny and Renals, 2009) , and boosted MMI (Morris and Fosler-Lussier, 2006) ), as well as in novel acoustic models [such as conditional random fields (CRFs) (Heigold, 2010; Gunawardana et al., 2005; Yu and Deng, 2010) , hidden CRFs (Zweig and Nguyen, 2010; Gong, 1997) , and segmental CRFs (Saheli et al., 2009)] . Amid them, the hidden Markov model technique is frequently considered as being inaccurate to model heterogeneous data sources. The mixture segments that are attained in diverse acoustic conditions for one sound can be joined to match at a high probability with the speech observations from another sound, a problem denoted to as trajectory folding (Hasnain and Beg, 2008) .
Many research and progresses have been taken place in different Indian languages during the current years. However, Dravidian language speech recognition is still in its embryonic stage and very less work has been reported in Dravidian languages. South Indian languages such as Tamil, Malayalam, and Telugu are among the most prevalent spoken languages worldwide with 77 million speakers. Hence, there is a crucial need for the recognition system to act together with south Indian or Dravidian languages. This research work is predominantly applicable for native speakers where the people do not know any other languages other than native languages and it is applied in many real time backgrounds such as railway, ATM, weather forecasting.
Methodology
There is variety of ASR (Ahmad et al., 2004; Kvale, 1993 ) methodologies presented such as neural networks (NNs), hidden Markov models, Bayesian networks and dynamic time warping, etc. Among these methods NNs (Antal, 2004) have confirmed to be a powerful tool for resolving problems of forecasting, classification and pattern recognition issues. Rather than being used in general-purpose ASR applications it can grip little quality, noisy data and speaker independence applications. Such systems can accomplish better accuracy than HMM-based systems, on the assumption that there is training data and the vocabulary is restricted.
Preprocessing

Digital speech acquisition
Digital speech acquisition is obtained of the analogue speech signal which is a pressure wave through the microphone and obtaining a digital representation of speech signals. Speech capturing or speech recording is the first step of implementation. For the offered algorithm the sampling frequency is 8 kHz; sample size is eight bits, and mono channel is used.
• Signal pre-processing It is very critical to pre-process the speech signal in the applications where silence or background noise is completely undesirable.
• Stop band filter A band-stop filter works to screen out frequencies that are within a defined range, providing easy passage only to frequencies outside of that range. It is also called as band-elimination, band reject, or notch filters. Placing a low-pass filter in parallel with a high-pass filter can make it as a band-stop filter. The limit of frequencies that a band-stop filter (Dahl et al., 2012) blocks is known as the 'stop band', which is bound by a lesser cutoff frequency and a higher cutoff frequency. The frequency of maximum attenuation in it is called the notch frequency. In this research work, in order to enhance the performance, the stop band filter has been used.
• Framing
In most processing tools, it is not appropriate to consider a speech signal as a whole for conducting calculations. A speech signal is often separated into a number of segments called frames. A continuous speech signal has been blocked into N samples, with adjacent frames being separated by M (M < N). In our work, after the Pre-emphasis, filtered samples have been converted into frames, having a frame size of 25 msec. Each frame overlaps by 10 msec.
• Windowing
The window w(n), determines the portion of the speech signal that is to be processed by zeroing out the signal outside the region of interest. To reduce the edge effect of each frame segment, windowing is done. Rectangular window has been used in this work.
Speech segmentation
Automatic speech segmentation is a necessary step that used in speech recognition and synthesis systems. Speech segmentation is breaking continuous streams of sound into some basic units like words, phonemes or syllables that can be recognised. The general idea of segmentation can be described as dividing something continuous into discrete, non-overlapping entities (Yegnanarayana and Kishore, 2002) . Segmentation can be also used to distinguish different types of audio signals from large amounts of audio data, often referred to as audio classification (Palanivel, 2004) .
Automatic speech segmentation methods can be classified in many ways, but one very common classification is the division to blind and aided segmentation algorithms. A central difference between aided and blind methods is in how much the segmentation algorithm uses previously obtained data or external knowledge to process the expected speech.
Proposed segmentation
The short time energy and zero crossing rates are used to process speech samples to accomplish the proposed segmentation method. Following procedure has been used for automatically marking the boundaries in the sound file.
a Short term energy and zero crossing rates are computed for the preprocessed frames.
b Some threshold value which is dynamically generated has been taken and signals having a value less than this threshold value has been changed to zero as signal having syllable will have a data value more than the threshold value.
c Then signal has been checked for value not equal to zero and greater than some particular value and that point will be marked as starting location of the boundary.
d After getting the starting location, the zero values of signal have been checked and if there are suitable numbers of continuous zeros then it has been defined as the end of the boundary. Once an endpoint has been detected, we can precede analysing signal from the endpoint of the first one looking for the starting position of next one.
Feature extraction for language identification
Speech signals need to be parameterised prior to the identification process. Parameterisation consists of the extraction of a set of features from the speech waveform, which may present two main characteristics: they must provide a reasonable and compact representation of the speech signal and they must have adequate discrimination capabilities for discriminating between sounds.
Mel frequency cepstral coefficients
Mel frequency cepstral coefficients (MFCC) has demonstrated to be one of the most important feature denotations in speech related recognition assignments. The Mel-cepstrum makes use of auditory principles, as well as the decorrelating property of the cepstrum. Figure 2 illustrates the computation of MFCC features for a segment of speech signal, which is, described as follows (Young, 2002 ):
• The speech waveform is first windowed with analysis window and the discrete short time Fourier transform (STFT) is computed.
• The magnitude is then weighted through a series of filter frequency responses whose centre frequencies and bandwidths approximately match those of the auditory critical band filters. These filters follow the Mel-scale whereby band edges and centre frequencies of the filters are linear for low frequency and logarithmically increase with increasing frequency. These filters are collectively called as Mel-scale filter bank. This filter bank, with 24 triangularly shaped frequency responses, is a rough approximation to actual auditory critical band filters covering a 4,000 Hz range.
• The log energy in the STFT weighted by each Mel-scale filter frequency response is computed.
• Finally, discrete cosine transform (DCT) is applied to the filter bank output to produce the cepstral coefficients. 
Linear prediction cepstral coefficients
A given speech sample at time n, s(n), can be approximated as a linear combination of the past p speech samples, such that Figure 4 . After obtaining the autocorrelation of a windowed frame, the linear prediction coefficients are obtained using Levinson-Durbin recursive algorithm. The cepstrum is a common transform used to gain information from a person's speech signal. It can be used to separate the excitation signal (which contains the words and the pitch) and the transfer function (which contains the voice quality). The cepstrum can be seen as information about the rate of change in the different spectrum bands. The cepstral coefficients are the coefficients of the Fourier transform representation of the logarithm magnitude spectrum. Cepstral coefficients of a sequence x are the coefficients of the inverse discrete Fourier transform (IDFT) of the log magnitude short-time spectrum
If x is LPC, the cepstral coefficients are known as linear predictive cepstral coefficients (LPCC). 
Shifted delta cepstrum
The shifted delta cepstral features have been introduced to improve the recognition performance with respect to the classical cepstral and delta cepstral features (Povey and Woodland, 2002) . The shifted delta cepstrum (SDC) coefficients are computed, for a cepstral frame at time t, according to: where n is the nth cepstral coefficient, D are the lag of the deltas, P is the distance between successive delta computations, and i is the SDC block number. The final feature vector is obtained by concatenation of k blocks of N parameters. The computation of the shifted delta feature vectors is a relatively simple procedure. The process is as follows:
The MFCC feature vectors are first computed as described above. Then, the acoustic feature vectors spaced D sample frames apart are first differences. Then k differences feature vector frames, spaced P frames apart, are then stacked to form a new feature vector. Figure 3 gives a graphical depiction of this process.
AANN model for capturing the distribution of acoustic feature vectors
AANN models are feed forward NNs performing an identity mapping of the input space, and are used to capture the distribution of the input data (Yegnanarayana and Kishore, 2002; Palanivel, 2004) . Limitation of PCA to represent an input space using a linear subspace motivated the researchers to investigate a method of projecting the input data onto a nonlinear subspace using AANN models (Bourlard and Kamp, 1988; Kramer, 1991) . A three layer AANN consists of three layers namely input layer, hidden layer and output layer. An AANN is a feed forward network with the desired output being the same as the input vector. Therefore, the number of units in the input and output layers is equal. The number of hidden layers and the number of units in each hidden layer depend on the problem. A three layer AANN model clusters the input data in the linear subspace, whereas a five layer AANN model captures the nonlinear subspace passing through the distribution of the input data.
AANN models show that the nonlinear activation function of the hidden units clusters the input data in a linear subspace (Bianchini et al., 1995) . Theoretically, it was shown that the weights of the network will produce small errors only for a set of points around the training data. When the constraints of the network are relaxed in terms of layers, the network is able to cluster the input data in the nonlinear subspace. Hence a five layer AANN model as shown in Figure 3 is used to capture the distribution of the feature vectors in our study. Figure 4 , which has three hidden layers. The processing units in the first and third hidden layers are nonlinear, and the units in the second compression/hidden layer can be linear or nonlinear. As the error between the actual and the desired output vectors is minimised, the cluster of points in the input space determines the shape of the hyper surface obtained by the projection onto the lower dimensional space. The second and fourth layers of the network have more units than the input layer. The third layer has fewer units than the first or fifth. The activation functions in the second, third and fourth layers are nonlinear. The structure of the AANN model used in our study is 19L 38N 5N 38N 19L , where L denotes a linear unit and N denotes a nonlinear unit. The nonlinear output function for each unit is tanh(s), where s is the activation value of the unit. The standard back propagation learning algorithm (Haykin, 1999; Kishore, 2000) is used to adjust the weights of the network to minimise the mean square error for each feature vector. During AANN training, the weights of the network are adjusted to minimise the mean square error obtained for each feature vector. If the adjustment of weights is done for all feature vectors once, then the network is said to be trained for one epoch. For successive epochs, the mean square error averaged over all feature vectors. During the testing phase, the features extracted from the test data are given to the trained AANN model to obtain the average error.
Experimental results and discussion
Database
In this research work, real time database is considered. For the experimental simulation, around 100 people's voice samples were collected for various Dravidian languages such as Tamil, Malayalam, Telugu and Kannada and evaluated in the experimental process. These samples were collected over a period of time and are used in this experimental simulation. Train and test sets have been defined for each language. For each language, 30 speakers are selected as the training set, and the duration of each speaker is about 60 seconds. The test set consists of ten speakers and the duration of each speaker is ten seconds.
Parameter tuning phase
In order to tune the hyper parameters of the algorithm that yield better performance, several experiments have been conducted on a spoken Dravidian language database. The parameters to be tuned are: the size of the analysis window, number of epochs (one epoch of training is a single presentation of all the training vectors to the network). For each analysis window, the distribution of the MFCC feature vectors feature vectors are captured using the AANN model. The feature vectors of R k are given as input to the AANN model and the average confidence score is calculated. There is no significant change in the confidence score curve even though the number of epochs was increased to 1,000. Hence the AANN models are trained for only 100 epochs.
Performance evaluation
The performance of speech segmentation and speech recognition systems is usually specified in terms of accuracy, error rate and speed. Accuracy may be measured in terms of performance accuracy which is usually rated with a word error rate (WER), whereas speed is measured with the real time factor.
Hit rate and false alarm rate
Percentage of correctness regarding extraction of voice samples from a speech signal is defined as follows: No. of word boundaries in utterance =
Word recognition rate
Word recognition rate (WRR) is a common metric of the performance of a speech recognition or machine translation system. The general difficulty of measuring performance lies in the fact that the recognised word sequence can have a different length of the reference word sequence (supposedly the correct one). The WER is derived from the Levenshtein distance, working at the word level instead of the phoneme level. This problem is solved by first aligning the recognised word sequence with the reference (spoken) word sequence using dynamic string alignment. WER can then be computed as When reporting the performance of a speech recognition system, sometimes the WRR is used instead. 
Testing results for proposed speech recognition system
The recognition accuracy for training and testing set with the features MFCC, LPCC and SDC for the proposed speech recognition system is presented in Table 2 and its analysis is presented in graph form shown Figure 5 . From the observation it is clearly shown that the MFCC provide the best result when compared to LPCC and SDC. 
Conclusions
In this paper such a significant effort has been carried out for recognising Dravidian Languages using acoustic features. The acoustic systems are an interesting compromise between complexity and performance. It would help the native speakers of these languages to a great extent in various applications. To achieve this job, the desired feature extraction is done after performing required preprocessing techniques. The most extensively used MFCC, LPCC and SDC features are used to extract the substantial feature vectors from the enriched speech signal and they are given as the input to the AANN classifier. The adopted AANN classifier is trained with these input and target vectors. The results with the specified parameters were found to be agreeable considering the less number of training data. This research work experimental result reveals that the best performance is obtained for MFCC feature when compared to LPCC and LPCC features. The more number of continuous speech to be trained and tested with this network in future. As the Dravidian languages are alike in characteristics, designing a lesser amount of intricate system with the best performance is a challenging task. This work is the principal step in this track.
