ABSTRACT Predicting popularity of social media videos before they are published is a challenging task, mainly due to the complexity of content distribution network as well as the number of factors that play a part in this process. As solving this task provides tremendous help for media content creators, many successful methods were proposed to solve this problem with machine learning. In this work, we change the viewpoint and postulate that it is not only the predicted popularity that matters but also, maybe even more importantly, understanding of how individual parts influence the final popularity score. To that end, we propose to combine the Grad-CAM visualization method that allows to visualize spatial relevance to popularity with a soft self-attention mechanism to weight the relative importance of frames in time domain. Our preliminary results show that this approach allows for more intuitive interpretation of the content impact on video popularity while achieving competitive results in terms of prediction accuracy.
I. INTRODUCTION
Multiple factors render popularity prediction of social media content a challenging task, including propagation patterns, social graph of users and interestingness of content. Solving this problem has multiple applications for modern social media video creators and publishers. An accurate prediction of a video's popularity gives a helpful feedback while creating the video on a given topic and helps choose appropriate ways to promote it. Moreover, it enables more efficient caching and network optimization [1] . Current methods for online content popularity analysis focus mostly on determining its future popularity [2] - [5] . For instance, [2] and [6] use visual cues to predict the popularity of online images. References [7] - [9] use machine learning methods, such as Support Vector Regression and recurrent neural networks, applied to visual and textual cues to predict the popularity of social media videos. Reference [3] combines cues from different modalities for the same purpose. Although popularity prediction is an important problem, we believe that it does not address all the challenges faced by online video creators. More precisely, predicting popularity does not allow to answer the question of many creators: how a given frame or title word contributes to the popularity of the video? Even though correlation does not mean causality, this kind of analysis allows to understand the importance of a given piece of content and prioritize the creation efforts accordingly.
In this paper, we outline a fundamentally different approach to online video popularity analysis that allows social media creators both to predict video popularity as well as to understand the impact of its headline or video frames on the future popularity. To that end, we propose to use a self-attention based model and gradient-weighted class activation maps [10] , inspired by the recent successes of the attention mechanism in other domains [11] - [13] . Although some works focused on understanding the influence of image parts on its popularity [2] , [14] , our method addresses videos, not images, and exploits the temporal characteristics of video clips through the self-attention mechanism. The main contribution of this paper is improving interpretability of end-toend popularity prediction methods by weighting Grad-CAM results of sequential input (such as frames) with self-attention mechanism. Thanks to this approach we are able to create spatio-temporal heatmaps indicating parts of video frames contributing to popularity, which can be used as a valuable feedback for online video creators.
The remainder of this paper is organized as follows: after a brief overview of the related work, we define the problem of popularity prediction and describe our architecture that can give interpretable results. We then evaluate our method against the state of the art and present sample visualizations we can obtain with our model. Lastly, we conclude the paper with final word and future research.
II. RELATED WORK
Popularity prediction of online content has gained a lot of attention within the research community due to the ubiquity of Internet and a stunning increase in the number of its users [4] , [15] , [16] . In the early works, the researchers have mostly focused on analyzing the user-access patterns [17] , [18] and their relation to content popularity and the distribution of online video content [18] . With the proliferation of social networks, most notably Facebook, YouTube and Twitter, many works have focused on modeling the life of the content created and shared by network users. Notwithstanding the differences across different platforms and the specificity of the content shared there, the popularity evolution patterns remain similar, be it for textual information [19] or video content [5] . For all of these content types, the content popularity, measured in number of tweets, likes or shares, exhibit highly skewed distribution and can be modeled, e.g. with log-normal distribution [20] , which justifies the reasoning behind the normalization method used in this paper. More recently, several works have focused on investigating various aspects of online video popularity, such as prediction of the peak popularity time [21] or identifying popularity evolution patterns [15] , [22] , [23] . Nevertheless, most, if not all, of the proposed approaches emphasize the importance of the early evolution patterns [4] , [15] , [24] or the characteristics of social network [25] in the task of online content popularity prediction. None of the above works, however, considers using visual information for popularity prediction, while the method proposed in this paper relies on visual and textual cues.
The first attempt to use visual cues in the context of popularity prediction is the work of [2] , where the authors address the problem of popularity prediction for online images available on Flickr. Using a dataset of over 2 million images, the authors train a set of Support Vector Machines using visual features such as image color histogram or outputs of a penultimate layer of a pre-trained deep neural network and apply them in the context of popularity prediction. Following this methodology, we use recently proposed neural network architectures for the purpose of video popularity prediction based on visual cues only.
Forecasting popularity of news articles was especially well studied in the context of Twitter -a social media platform designed specifically for sharing textual data [26] - [28] . Not only did the previous works focus on the prediction part, but also on modeling message propagation within the network [29] . However, most of the works were focused on analyzing the social interactions between the users and the characteristics of so-called social graph of users' connections, rather than on the textual features. The work of [28] fuses information of text content, user and time series. Contrary to FIGURE 1. Sample social media video frames and its headline with visualized importance of their parts on predicted video popularity. The top row shows 5 consecutive frames of a social media video with their attention weights above. We use those weights to scale the magnitudes of Grad-CAM [10] heatmaps when visualizing the importance of video elements on the popularity score. The bottom row shows the frame with the highest attention weight (left) with its popularity importance visualization (right). For the headline text darker color corresponds to higher importance.
those approaches, in this paper we base our predictions using only textual features of the video title and examine how they complement image modality. We also validate our proposed method on one dataset collected using a different social media platform, namely Facebook.
Content-based popularity prediction of social media content has gained a lot of attention due to its constantly increasing consumption. Deza and Parikh [6] predict image virality using low-level image features and relative attributes. In [7] and [8] , they analyze social media video popularity prediction using SVR and recurrent neural networks. Headline alone is used for popularity prediction in [9] . In [3] they use multimodal clues to predict popularity of micro-videos, in [30] multimodal approaches are applied to Flickr images dataset. Almgren et al. [31] exploit social context and textual description of images to predict popularity of Instagram posts. Zhang et al. [32] fuse visual, textual and user information and use attention for multimodal popularity prediction of Flickr images. In the work of [14] saliency maps are produced to localize viral parts of image. In contrast, our model is able to process multiple video frames and a headline and find parts contributing to popularity in both image and text modalities.
III. METHOD
In this section, we describe our method for popularity prediction of online videos that uses image and text modality. We first define the popularity prediction problem and then present the details of the deep neural network model that attempts to solve it. Finally, we propose methods to visualize parts of text and image in spatio-temporal domain that help interpret what contributes to video's popularity, which is our main contribution.
A. PROBLEM
First we need to define when the video is considered popular. We use number of views of a given social media video to obtain a proxy for its popularity. To account for video's audience and reduce the effect of increased view count of videos published by a more popular publisher, we normalize the number of views by number of followers of a page where the video was published. We then apply a log transform to deal with large variation and skewness of view count distribution; we present details of this process in section IV-B. Our ground truth popularity score for a video is then defined as: popularity score = log 2 viewcount + 1 number of publisher's followers (1) We then split the distribution of popularity score in two equal bins based on its median value. For each video we assign a label 0 − unpopular, if its ground truth popularity score is lower than for half of all videos or 1 − popular if it's popularity score is greater than most, following [33] where the authors analyze the popularity of fashion images and [34] , where the goal is to predict popularity of selfies. We then cast the problem of video popularity prediction as a binary classification task. We do this to mitigate the negative effect of noisy distribution of views, which is determined by more factors than image and text modalities analyzed in this work. Moreover, prediction of the exact number of views is not necessary for most applications of popularity prediction.
Let us define a set of N samples
, where x i is a video and l i ∈ {0, 1} is a corresponding popularity label equal to 1, if a video becomes popular after publication and 0 if not, assigned as described above. We aim to train a classifier C that given a text description and a set of video frames assigns the sample with a predicted score -probability of belonging to the popular class 1,l = f C (x, θ), where θ is a set of parameters of a classifier C. Our goal is to find the solution of the corresponding objective function:
which is a cross-entropy function that can be optimized using various strategies, e.g. deep neural networks as we show next.
B. FRAME-BASED POPULARITY PREDICTION WITH SELF-ATTENTION
A sequence of frames can be used to represent visual modality of a video. To that end, we extract a set of 18 evenly distributed frames from the first 6 seconds of a video for further processing. 1 We use a 2048-dimensional output of penultimate layer of the ResNet50 [35] network pretrained on the ImageNet dataset [36] to get a high-level image representation for each frame. To obtain a compact representation 1 We use the first seconds of a video as this is how Facebook counts views, but we can extend our method to longer videos through sampling. from a sequence of ImageNet feature vectors (x f j ) 18 j=1 , we train a two-layer neural network with self-attention mechanism (similar to [12] and [13] ) that allows to learn to focus on the most relevant elements in a sequence, as illustrated in Fig. 2 . The final video embedding is a weighted average of frame embeddings, with frame weights obtained with attention. Thanks to attention the network is able to learn which frames from the sequence contribute the most to the video embedding that is used to predict popularity. FIGURE 2. General scheme of a self-attention mechanism applied to a sequence of vectors. Each vector in a sequence is processed by the same network, producing coefficients indicating importance.
To be more specific, video embedding v is computed in the following way. First, a higher level frame representation q i is computed on a sequence of feature vectors.
Video embedding is computed as a weighted average of frame representations.
Weights α i are computed with a self-attention mechanism implemented as a two-layer neural network.
Values a i are scalars, and W a can be interpreted as a trainable high level representation of the most informative vector in u i space. Vectors u i that are similar to W a (resulting in great dot product value W a u i ) produce higher weights α i for frame vectors q i .
On top of the video embedding v we add one last fullyconnected layer with one output unit and sigmoid activation VOLUME 6, 2018 function that outputs probabilityl of video belonging to the popular class. The model is trained to minimize cross-entropy loss (eq. 2). The architecture for popularity prediction with self-attention is illustrated in Fig. 3 . 
C. HEADLINE POPULARITY PREDICTION WITH ATTENTION-BASED BI-DIRECTIONAL RECURRENT NETWORK
Videos posted on social media are usually posted with a short text description that can be thought of as a variable length sequence of words. We use pretrained GloVe [37] word vectors as word representations. Each text is represented as a sequence of word vectors (w t ) N t=1 . To deal with variable length sequences, we use a bidirectional LSTM network to obtain a fixed-sized representation. The choice of features and network architecture is motivated by experiments in [9] . Moreover, we use a self-attention mechanism (Fig. 2) on hidden states to allow the network to learn the importance of each word in a given context, similarly to [12] and [13] .
The bidirectional LSTM consists of forward LSTM processing vectors from w 1 to w N and backward LSTM processing vectors from w N to w 1 .
Each word is described by concatenated hidden state vectors from both LSTM directions, which describe the word in its context.
The final text representation d is a weighted average of context vectors.
Weights β t are obtained using a self-attention mechanism, similarly to α i for video popularity in section III-B. Similarly to video embedding, we use the text representation d to predict popularity class and train the model to minimize cross-entropy loss (eq. 2) The architecture for obtaining a headline embedding used for popularity prediction is illustrated in Fig. 4 . 
D. MULTIMODAL POPULARITY PREDICTION
Having trained separate models for popularity prediction using video and text modalities, we use them to obtain a multimodal popularity prediction. We explored three different approaches for modality fusion, inspired by works of [38] and [39] : mean of scores, logistic regression on scores and learning joint representation from the concatenation of embeddings, which we describe in details in the following sections.
1) LATE FUSION WITH MEAN OF SCORES
Letl V i ,l T i be popularity scores of i-th sample obtained from video frames and text models respectively. We perform the simplest non-parametric fusion of scores by taking a mean value from different modalities.
2) LATE FUSION WITH LOGISTIC REGRESSION
To take into account an unequal influence of modalities, we train a logistic regression model on top of scoresl V i andl T i using ground truth labels l i . A new popularity score is given byl
3) FUSION IN EMBEDDING SPACE
High level video and text representations (v and d respectively) can be used to model multimodal video popularity space. We concatenate these embeddings (eq. 14) and use them to train a two layer neural network.
The intermediate representation z (eq. 15) captures information from both image and text modalities that contribute to video popularity score
E. VISUALIZATIONS
While the popularity prediction score can help decide whether a video is worth publishing or promoting on a social media site, it doesn't give any clues why such a prediction was made. We propose to use our multimodal model to visualize how each modality contributes to predicted popularity score. Being able to interpret which parts of a video or text description are relevant to popularity can help video editors understand and modify their content to better appeal to make their content more attractive.
For the visual modality, we use Grad-CAM [10] to generate heatmaps indicating the regions that contribute to popularity in each frame. Let A ∈ R K ×K ×F be the output of the last convolutional layer in ResNet50 network for a given frame. We first compute gradient of a popularity scorel with respect to the feature maps A f : ∂l ∂A f . After global average-pooling of the gradients we obtain feature map importance coefficients:
We perform weighted sum of convolutional feature maps followed by ReLU to obtain the final heatmap
We then normalize heatmap values to range [0, 1]. In case of ResNet50 network, this results in 7x7 heatmap of relative importance per frame. To take into consideration relative 6. Entire pipeline for multimodal popularity prediction and visualization. Given raw frames and text as input, popularity score is produced, convolutional outputs and gradients are saved for visualization, along with attention weights for both video and text modality.
temporal relevance, we use attention weights α i (eq. 7) to scale the heatmap for each frame by α i / max(α).
For the textual modality, we make use of attention weights β t (eq. 11) that contain information about the impact of a given word in its context on the final popularity score (Fig. 4) .
The results of a Grad-CAM algorithm applied to a single video frame can be seen in Fig. 5 . The proposed multimodal network that enables more interpretable visualization takes a sequence of 18 raw frames (sec. III-B) and a textual description of a video (sec. III-C). The final model outputs the probability of a video belonging to the popular class as popularity score and a set of values for visualization purposes. For visualization with Grad-CAM, it returns the output and gradient of last convolutional layer, computed for each video frame. To weight the influence of each frame in time domain, VOLUME 6, 2018 it returns the relevance weights α i computed with the selfattention mechanism in image domain. Lastly, it outputs the self-attention weights β i to visualize contribution of words in their context. The entire pipeline is illustrated in Fig. 6 .
IV. EVALUATION
In this section, we present the evaluation procedure used to analyze the performance of the proposed multimodal method and compare it against the state of the art. We first present the dataset of over 37'000 videos published on Facebook, that is used in our experiments, and we describe how the popularity labels of the samples are assigned. We then discuss the evaluation criteria and baseline approaches. Lastly, we present the performance evaluation results and visualization results.
A. DATASET
Since our work is focused on predicting popularity of video content in social media, we collect the data from the social network with the highest number of users -Facebookwith reported 1.18 billion active everyday users worldwide. 2 To collect the dataset of the videos along with their corresponding view counts, we implemented a set of crawlers that use Facebook Graph API 3 and ran it on the Facebook pages of over 160 video creators listed on a social media statistics website, TubularLabs. 4 To avoid crawling videos whose view counts are still changing, we restricted our crawlers to collect the data about videos that were online for at least 2 weeks. On top of the videos and their view counts, we also collected first and preferred thumbnails of the videos, as well as the number of publishers' followers. The Facebook videos missing any of this information were discarded. The resulting dataset consists of 37'042 videos 2 http://newsroom.fb.com/company-info/ 3 https://developers.facebook.com/docs/graph-api 4 http://tubularlabs.com/ It is worth noticing that Facebook increments a viewcount of a video after at least three seconds of watching it and by default turns the autoplay mode on. Therefore, in our experiments, we focus on the beginning of the video and take as input of the evaluated methods representative frames coming from the first six seconds of a video.
74282 VOLUME 6, 2018 FIGURE 9. Sample spatio-temporal popularity relevance visualizations for 18 frames of a video. The number above each frame is a weight α i given by attention mechanism that is used to scale maximum heatmap value in frames across time. Frames with better exposure of object of interest are given higher score. Fig. 7a shows the distribution of the view counts across the videos from our dataset exhibits a large variation and skewness, as our dataset contains not only popular videos that were watched millions of times but also those that were watched less than a few hundred times. Similarly to [2] , we deal with this variation using log transform. Additionally, to reduce the bias linked to the fact that popular publishers receive more views on their videos irrespectively of their quality, we also include in our normalization procedure the number of followers of publishers' page. Our normalized popularity score is therefore computed according to the following formula: popularity score = log 2 viewcount + 1 number of publisher's followers (19) The additional increment in the numerator prevents from computing logarithm of zero, in case of the videos that did not receive any views. Fig. 7b shows the histogram of popularity scores after normalization. After the normalization, we divide the dataset into two categories: popular videos and unpopular videos. To obtain an equal distribution of two classes in the training dataset, we split the dataset using median value of the normalized popularity score, following the approach of [33] and [34] , as described in section III-A.
B. LABELING
Evaluation Criteria: For all methods, we follow the evaluation protocol of [7] and [9] and compute the classification accuracy and Spearman correlation between the predicted FIGURE 10. Videos from test set with the highest popularity score. Videos related to food with warm colors tend to get higher scores.
probability of popular label and normalized view count of a video. This indicates how well the model is able to rank the videos in terms of popularity.
For the evaluation purposes, we split the dataset into training, validation and test part. The Facebook dataset described above was split randomly into training (80%), VOLUME 6, 2018 FIGURE 11. Videos from test set with the lowest popularity score. Videos related to news and interviews with cold colors tend to get lower scores. validation (10%) and test (10%) part. The validation set is used for hyper-parameters selection.
To evaluate the performance of the methods, we use classification accuracy, computed simply as a ratio of correctly classified samples on the test set. As a complementary performance metric we use Spearman correlation between video probabilities of belonging to the popular class and their normalized popularity score. This is because one of the goals of the proposed model is to help the creators to make a datadriven decision on which video should be published based on its predicted popularity. Since our model is trained to classify videos only as popular or unpopular, it provides a very granular evaluation. Therefore, we decided to use the probabilities of the popular class generated by the evaluated models as popularity scores and, following the evaluation protocol of [2] report their Spearman rank correlation with the normalized popularity score of the videos. 
C. BASELINES
We compare our results with other works on popularity prediction of social media videos. In text domain, we compare our proposed method with the results of [9] using bi-directional LSTM networks on pre-trained GloVe word embeddings. For video frames we adapt the Popularity-LRCN (Long-term Recurrent Convolutional Network) method from [7] . We also use publicly available API 5 implementing work of [2] that uses image cues such as color, gradients and deep features for popularity prediction of Flickr images. We evaluate their solution on our dataset. Moreover, we evaluate a simple mean of ResNet50 features as a sequence aggregator instead of biLSTM and selfattention, and train a two-layer neural network for popularity prediction.
D. RESULTS
We evaluate the performance of all the methods using the dataset of Facebook videos. Methods are implemented in Python using scikit-learn 6 and Keras 7 with Tensorflow backend. 8 Tab. 1 shows the results. Interestingly, almost equal popularity prediction results can be obtained using either video frames or headline features. Combining both modalities leads to a noticeable improvement of up to 17% for Spearman coefficient and 4 p.p. for accuracy. Adding the self-attention mechanism improves the performance in the multimodal and visual case. Spearman correlation obtained with [2] is much lower, but their solution was trained for a different domain (Flickr images). For headlines, the performance with attention deteriorates slightly. We speculate that the bi-directional LSTM already learns internal dependencies between hidden states and adding attention cannot help further, while for video frames it enables the network to exploit the temporal dependencies between the frames.
Overall, we see that the evaluated prediction methods with attention achieve competitive results, while thanks to the attention mechanism we can increase the interpretability of our model. Spearman correlation serves as a complementary quality evaluation metric and it is computed between the probability of a video belonging to a popular class and true normalized popularity score. (1) is a two-layer neural network on mean ImageNet features across frames, (2) is a bi-directional LSTM on deep features inspired by [7] , (3) is a self-attention model on transformed deep features, described in section III-B, (4) is a bi-directional LSTM trained on GloVe vectors, (5) extends (4) with self-attention on hidden states, section III-C. Multimodal models are described in sections III-D.1 (mean), III-D.2 (logistic regression) and III-D.3 (embedding fusion).
E. VISUALISATION RESULTS
Our method allows visualizing parts of image that contribute to predicted popularity score using Grad-CAM algorithm. Attention weights for words enable visualization of the impact of words in a given context in text domain. Examples of such visualizations are shown in Fig. 8 . The parts of the image with the highest relevance to the final popularity score are selected.
As Fig. 1 shows, extending standard Grad-CAM visualization with the attention mechanism allows us to interpret the influence of each video frame. Fig. 9 presents entire visualizations that we can produce for a video in image and text domain. While Grad-CAM indicates regions in frames that impact popularity, attention mechanism is able to pick frames that contribute more to final popularity score. The examples show how frames that are better exposed or show more interactions (e.g. hands visible while cooking) can get better scores from attention mechanism. Fig. 10 and 11 present the frame with the highest attention score extracted from the videos with the highest and the lowest popularity scores. We can notice how popular videos tend to have warmer colors than videos with low scores. The content of videos seems to have an impact on the popularity score as well, since many of the top rated videos contain food and recipes, while videos with the lowest scores present interviews and news. To test this hypothesis and check what the model learns within a given category, we performed semi-automatic classification to find videos containing food and recipes. To this end, we ran classification with ResNet50 network trained on ImageNet [36] and used WordNet [40] hierarchy to find ImageNet categories that are hyponyms of WordNet's synsets food, edible_fruit, kitchen_utensils, container. Distribution of popularity scores for food-related videos vs other videos (Fig. 12 ) confirms tendency to assign higher scores to the former. In Fig. 13 we show examples of food-related videos with different predicted popularity scores. We can notice how videos with bird's-eye view and with good food exposure tend to get higher scores assigned.
We also analyzed video retrieval in multimodal embedding space trained for popularity prediction. Fig. 14 show nearest neighbor search for sample videos. The results show how the multimodal embedding captures both semantic content of a video and aesthetic features, like exposure or subtitle bars added in post-processing.
V. CONCLUSIONS
In this paper we presented new approaches for popularity prediction of social media videos using self-attention mechanism in video frames, textual and multimodal domain. We showed how using both visual and textual features allows to obtain more accurate predictions. More importantly, we proposed a method that combines Grad-CAM with soft attention mechanism to visualize which parts of a video contribute to its popularity in both spatial and temporal domain, which is our main contribution. Along with using attention to visualize influence of words in video description, we showed an entire system that increases interpretability of popularity prediction methods for social media videos. Future research includes more fine-grained visualizations using attention on convolutional feature maps, learning coordinated modality representations, headline generation based on a video.
