The number of copies of DNA in human cells can be measured using array comparative genomic hybridization (aCGH), which provides intensity ratios of sample to reference DNA at genomic locations corresponding to probes on a microarray. In the present paper, we devise a statistical model, based on a latent continuous-index Markov jump process, that is aimed to capture certain features of aCGH data, including probes that are unevenly long, unevenly spaced, and overlapping. The model has a continuous state space, with 1 state representing a normal copy number of 2, and the rest of the states being either amplifications or deletions. We adopt a Bayesian approach and apply Markov chain Monte Carlo (MCMC) methods for estimating the parameters and the Markov process. The model can be applied to data from both tiling bacterial artificial chromosome arrays and oligonucleotide arrays. We also compare a model with normal distributed noise to a model with t-distributed noise, showing that the latter is more robust to outliers.
INTRODUCTION
Human cells normally have 2 copies of all DNA, with the exception of the sex chromosomes. Deviations from this number-so-called copy number aberrations-can however occur. Array comparative genomic hybridization (aCGH; e.g. Snijders and others, 2001 ) measures such variations in DNA, by computing fluorescence intensity ratios of sample and reference DNA hybridized on a microarray, at genomic locations specified by so-called probes. A probe is a short segment of human DNA, with length and position in the genome decided when designing the array. For bacterial artificial chromosome arrays, the probes can be thousands of base pairs (bps) long (with a substantial variation in length), and for so-called tiling arrays the extensions of probes overlap (meaning that parts of the genome may be covered by more than 1 probe). Oligonucleotide arrays use very short probes (a typical length is 60 bp) that do not overlap. For both types of arrays, the probes are in general unevenly spaced along the genome.
Copy number variations have previously been analyzed and modeled using many different approaches, and in particular various forms of hidden Markov models (HMMs) have been applied by a range of authors (Fridlyand and others, 2004; Guha and others, 2008; Shah and others, 2006; Marioni and others, 2006; Rueda and Díaz-Uriarte, 2007; Stjernqvist and others, 2007; Andersson and others, 2008; Lai and others, 2008) . In this paper, we propose a model that includes features of the probes such as uneven spacings and (if applicable) different lengths and overlap. This retains the continuous-index structure of the finite-state model of Stjernqvist and others (2007) , while achieving a more flexible structure for the amplitudes of the data by letting the latent Markov process of copy number ratios move in a continuous state space. One state is singled out as a normal state, corresponding to a nonaberrated copy number, whereas the remainder of the state space corresponds to abnormal states, that is, copy number amplifications or deletions. The model assumes 1 intensity for jumps to the normal state (from an abnormal one), and another intensity for jumps to any abnormal state. A feature of this model is that (a stationary version of) the latent Markov process is time-reversible. This property is not shared by any other HMM-based model for aCGH data reported in the literature, except that of Lai and others (2008) , and seems plausible from an evolutionary perspective, as there is no a priori reason to believe that the statistics of copy number aberrations would look different viewed in different directions along the genome.
We take a Bayesian approach and estimate model parameters as well as the hidden Markov chain using an MCMC algorithm. A main reason for the Bayesian approach is that with the EM algorithm, which is commonly applied to compute maximum likelihood estimates in latent data models, it typically happens that the estimated jump intensities increase in each iteration (see Rydén, 2008, section 4.3 , for a more detailed illustration). Appropriately chosen priors on the jump intensities will prevent them from taking values too large from a biological perspective. The method is suitable for tiling array data as well as for oligonucleotide data; the latter is illustrated in Section 3. Applications to both types of data are also described in the supplementary material available at Biostatistics online. denote the first and last genomic location, respectively, of the subsequence corresponding to probe k; these numbers are measured in bps. For each probe, y k denotes the measured copy number ratio, on the log 2 -scale. Different chromosomes are modeled and analyzed separately, so the probes are assumed to belong to a specific chromosome (pair) even if that is not made explicit in the notation.
The model is based on a latent Markov jump process X = (X (t)) 0 t T , where t is the genomic location in some chromosome and T is the length of the chromosome (both in bp). Thus, although the genomic location is actually a discrete quantity, we think of it as continuous (as motivated by Stjernqvist and others, 2007, p. 1007) . Since the number of jumps of X within a chromosome is of the order 10-100, the error caused by this approximation is negligible.
For a given genomic location t, X (t) represents the true unobserved log 2 copy number ratio, including systematic errors occurring, for example, from contamination of the sample by normal tissue. Thus, X (t) is not restricted to the values log 2 (k/2) for k = 0, 1, 2, . . .. Indeed, we assume a continuous state space for X , denoted by S (a bounded subset of R). A particular normal state µ 0 ∈ S represents no copy number aberration; in practice, µ 0 will be close to 0, but we do not require µ 0 = 0. All states µ = µ 0 represent copy number deletions (µ < µ 0 ) or amplifications (µ > µ 0 ). For tiling arrays, and more generally for arrays for which the lengths of the probes cannot be neglected, the model ties y k to X through the relation
where the ε k are i.i.d. zero mean unit variance random variables representing measurement noise, and σ 2 is the noise variance. Equation 2.1 thus stipulates that the conditional mean of y k given X is a weighted mean of all states, with weights equal to the proportions of the probe spent in the respective states. We note that in case of probe overlap, parts of the X -trajectory will influence more than 1 y k , while the standard definition of HMMs assumes a one-to-one relationship between y-and X -variables. One major effect of such a one-to-many relationship between X and y is that it precludes the design of an efficient forward-backward algorithm. Indeed, the recursions of any such algorithm implicitly use a well-ordered dependence between X and y. For oligonucleotide arrays with very short probes, we can neglect the extension of the probes and hence represent the location of probe k by a single number t k , for example, the midpoint t start
The link between the latent process and the measurements becomes
which results in a substantial simplification of the likelihood part of the model. For the noise, we will either assume a normal distribution, that is, ε k ∈ N(0, 1), or a (standardized) t-distribution with degrees of freedom ν. The t-distribution provides in general an estimated X -trajectory with fewer jumps. This is further described in Section 3.
Dynamics of the latent Markov process
The dynamics of the latent Markov process are specified by an intensity λ of jumping to any abnormal state, irrespective of whether the jump is from the normal or from another abnormal state, and an intensity γ of jumping from any abnormal state to the normal one. An equivalent definition is to say that holding times in the normal and abnormal states are exponentially distributed with means 1/λ and 1/(λ + γ ), respectively, and that the probabilities of jumping from an abnormal state to the normal state or another abnormal state are γ /(λ + γ ) and λ/(λ + γ ), respectively; from the normal state the process can only jump to an abnormal state. We can think of λ and γ as the intensities with which aberrations occur and are repaired, respectively. When the process jumps to an abnormal state, this state is chosen from a density κ on S \ {µ 0 }, independently of the history of X , although S and/or κ may depend on model parameters. Thus, X is a Markov jump process with transition intensity kernel K (x, dx ) = λ κ(x ) dx + γ δ µ 0 (dx )I {x = µ 0 }, where I {·} is an indicator function. This process is index-reversible in stationarity, that is, satisfies the local balance condition η(dx) K (x, dx ) = η(dx ) K (x , dx) for all x and x in S, where
The aforementioned model of Lai and others (2008) is built on a similar structure of the state space, that is, one particular normal state and a remaining continuous part, but is a discrete-index model and therefore does not account for unevenly spaced and/or overlapping probes. Lai and others devised a fast algorithm for smoothing in their model, which is a forward-backward type algorithm. This algorithm relies heavily on conjugacy properties of the normal distribution however, and if any of these assumptions are changed, such a fast smoothing algorithm will in general not exist. While the MCMC algorithm of the present paper is obviously more time consuming to run, this approach leaves more room for modeling flexibility. The assumption of normally distributed noise is frequently used when modeling copy number data but it has also been questioned (see e.g. Hu and others, 2007 , and also Hardin and Wilson, 2009 , for similar findings about gene expression data). In Section 3, segmentations produced by the method of the present paper and by the method of Lai and others are compared.
Prior distribution and MCMC algorithm
The normal state µ 0 was assigned a normal prior N(m, v), where m and v are the sample mean and variance, respectively, of the y k for probes assigned to the normal state in an initial reconstruction of the X -process based on visual inspection of the data, and σ 2 was assigned an improper prior density p(σ 2 ) ∝ 1/σ 2 . With t-distributed noise ε k , ν − 2 was assigned a (4, 1.25) distribution, where 4 is shape and 1.25 is scale. Thus ν > 2, ensuring that k has finite variance. The parameters (4, 1.25) were chosen by fitting a gamma distribution to estimates of ν obtained in preliminary fits of the model to data from a set of chromosomes. Also, λ and γ were assigned gamma priors, (2, β 1 ) and (2, β 2 ), respectively, with β 1 = 2/λ init and β 1 = 2/γ init , where 1/λ init and 1/γ init were computed from the number of jumps in the initial reconstruction of X . The initial distribution of X was P(X (0) = µ 0 ) = ρ and P(X (0) ∈ dx) = (1 − ρ)κ(x) dx for x = µ 0 , where ρ was uniform (0, 1) and κ, conditionally on µ 0 and σ 2 , was uniform on S = (min k y k − σ, µ 0 − σ ) ∪ (µ 0 + σ, max k y k + σ ). Thus, any abnormal state must be at least σ away from µ 0 , a restriction we imposed to avoid overfitting data in a neighborhood of µ 0 . The parameters µ 0 , σ 2 , λ, γ , ρ (and ν, if in the model) were assumed a priori independent.
Model parameters and the latent Markov process were sampled using an MCMC algorithm. In this algorithm, the parameters λ, γ and ρ, as well as µ 0 and σ 2 for normal ε k , were sampled with Gibbs steps due to conjugacy of their priors relative to the complete likelihood. Other parameters were sampled using Metropolis-Hastings steps, and the latent process was sampled with a reversible jump MCMC algorithm. The MCMC algorithm is further described in the supplementary material available at Biostatistics online.
APPLICATION TO OLIGONUCLEOTIDE ARRAY DATA
We applied our model to aCGH data from a sporadic breast tumor hybridized on an Agilent 244K oligonucleotide array. For each chromosome, we ran 250 000 MCMC sweeps, after an equally long burn-in, among which we saved 500 trajectories and used them to compute the average of X (t) for t in a lattice. This yields an empirical posterior mean of the unobserved X (see Figure 1 , left, for an example). In this example, we used t-distributed noise since this choice provides estimates of X that are more robust to outliers, that is, single y k that differ substantially from adjacent ys. As a comparison, we applied the method of Lai and others (2008) to the same data (Figure 1, right) . As mentioned above, this method uses a similar model, but with normally distributed errors; at around 0.4 × 10 8 bp and 1.4 × 10 8 bp there are jumps to a single deviating measurement, whereas the jump in the left plot of Figure 1 at about 0.5 × 10 8 bp is to 6 larger observations in a short region with no smaller values. For this model, parameters were computed using the MCMC simulations for our model. For example, the probability to stay in the normal state, denoted 1 − p in Lai and others, was computed as the average of exp(−λ(t k − t k−1 )) for all simulated λ and all distances t k − t k−1 between adjacent probes.
CONCLUDING REMARKS
We have introduced a model for aCGH data, based on a latent Markov jump process. The foremost features of this model are that (i) it explicitly models inhomogeneities in probe length and separation, as well as probe overlap; (ii) a stationary version of the model is index-reversible, which is appealing from a biological perspective; (iii) its continuous state space and parsimonious parameterization (2 jump intensities) avoid the curse-of-dimensionality problems occurring with finite-state models with many states; (iv) the probabilistic model of the continuous-index copy number process, that is, the Markov jump process, allows for straightforward inference on continuous-index properties such as locations of jump times. The totality of these features is not shared by other models in the literature. With appropriately chosen prior distributions, the Bayesian setup avoids overfitting data and overestimation of jump intensities, as may be the case when a model is estimated using (MC)EM. Using a t-distribution for the measurement errors further enhances this aspect. The model is suitable for both tiling array data and oligonucleotide array data.
SUPPLEMENTARY MATERIAL
Supplementary Material is available at http://www.biostatistics.oxfordjournals.org.
