Abstract. We consider the problem of online robot navigation in an unfamiliar two-dimensional environment, using comparatively limited sensing information. In particular, the robot has local sensors to detect the proximity of obstacles and permit boundary-following, and is able to determine its current distance and relative bearing to its nal destination (via distance queries). By contrast, most previous algorithms for online navigation have assumed that the robot knows its exact current position. Because determining exact location is prone to error that accumulates over time, the usefulness of such algorithms may be limited. In contrast, distance queries give less information, but the accuracy of each query is independent of the number of queries, which means distance queries can be more robust. We formally de ne our model and give new, e cient navigation algorithms and lower bounds for this setting.
1. Introduction. We consider the problem of navigating a robot from its initial position to a target destination in a 2D environment partially obstructed by initially unknown obstacles of arbitrary shapes. We assume that the robot is equipped with two kinds of abstract sensors: (1) local sensors, which allow it to detect the proximity of an obstacle and travel along the boundary of an obstacle, and (2) range sensors, which allow it to determine the distance of its current position from the target destination and its relative bearing to the target.
Previous theoretical work on navigation has generally assumed that the robot has access to the (x; y) coordinates of both the target destination and the robot's current position. In practice, an estimate of the robot's current position is usually obtained by odometry, i.e., by integrating a speed estimate over time. This means that error in the position estimate steadily accumulates as the robot travels. The di culty of determining exact position has recently led robotics researchers to look for navigation algorithms that do not need exact global position, but use weaker information that can be determined without cumulative error. In this connection, Taylor and Kriegman 8] introduced the idea of distance queries, based on the capabilities of their robot RJ.
The general question of how much and what kinds of sensory information a robot needs for various tasks constitutes an exciting area of research; the main contribution of this paper is to explore the implications for online navigation of replacing the assumption of exact position by the weaker assumption of distance queries. Another contribution of this paper is the de nition of our model, the Distance Query Model, which we now describe su ciently to state our results (more details appear in x3.)
The boundary of an obstacle is represented as a simple closed curve in R 2 of nite length, with two additional restrictions given below. Each obstacle has an obstructed region, which for normal obstacles is the interior, and for a room wall is the exterior. This allows us to model navigation inside a closed room. An obstacle is the union of its boundary and its obstructed region.
A scene consists of a nonzero nite number of nonintersecting obstacles, a start point S, and a target point T. Free space, the set of points that a robot may reach, consists of all points not in S is assumed to be in free space, but T may either be in free space (reachable) or not (unreachable.) We distinguish between two situations: the indoor setting, in which the scene may contain a room wall, and the outdoor setting, in which there is no room wall and the robot is e ectively located on an unbounded plane. We place two restrictions on obstacles. The rst is that any line segment intersects a given obstacle boundary in a nite number of points and segments. The second is that a clockwise (or counterclockwise) traversal of an obstacle boundary consists of a nite number of maximal segments, each of which is of monotonically increasing, monotonically decreasing, or constant distance to the target. These segments intersect only at their endpoints. The points at which distinct segments intersect are break points. The number of these segments is the complexity of the obstacle. The parameter n is the maximum complexity of any obstacle in the scene; n is not known to the robot, but is used in quantifying the performance of our navigation algorithms.
The robot is modeled as a point. The sensing and action capabilities of the robot are precisely de ned in x3. Informally speaking, there are two actions available to the robot. (1) It may travel
towards T through open space until it reaches T or hits an obstacle boundary. When the robot hits an obstacle boundary, it learns its distance to T. (2) It may follow an obstacle boundary in clockwise or counterclockwise direction until it reaches T or a break point. At a break point, the robot learns its distance to the target and whether the directions towards and away from T are blocked or not.
If the direction to T is unblocked, it may choose action (1) or (2) . Otherwise, it may choose action (2) to continue traversing the boundary of the obstacle in either direction. We consider four general kinds of problems related to navigation; in each, the robot is started at S, executes some sequence of legal instructions, and must eventually halt.
Target reachability. The robot must correctly declare T reachable or not. Circumnavigation. S is on the boundary of an obstacle, and the robot is required to visit every point on that boundary.
General navigation. The robot must halt at T if it is reachable, otherwise it must halt and declare T to be unreachable. Clearly a solution of the general navigation problem also solves the target reachability problem.
Reachable-target navigation. T is in free space. The robot must halt at T.
We measure the performance of a navigation algorithm by comparing the distance traveled by the robot to the sum of the perimeters of the obstacles in the scene. In particular, the excess distance traveled by a robot in a scene is the length of its path minus the straight-line distance from S to T. The excess distance ratio of a navigation algorithm with respect to a scene is the ratio of the excess distance traveled by the robot to the sum of the perimeters of the obstacles in the scene. This ratio measures how much the navigation algorithm has to retrace the boundaries of obstacles in the course of getting from S to T.
The excess distance ratio of a navigation algorithm is f(n) if, for every n, the supremum over all scenes of complexity n of the excess distance ratios is f(n). Lumelsky and Stepanov give a construction that implies the following result for the Distance Query Model. Theorem 1.1. 3] For any deterministic algorithm for reachable-target navigation in the outdoor setting, the excess distance ratio is bounded below by 1 for all n 4.
We present the following new results for the Distance Query Model. 1. If T may be unreachable then no deterministic algorithm can solve either the target reachability, circumnavigation, or general navigation problems.
2. There is a deterministic algorithm for reachable-target navigation in the indoor setting with an excess distance ratio of O(logn= loglog n).
3. There is a matching lower bound of (logn= loglog n) for a restricted class of deterministic algorithms for reachable-target navigation in the indoor setting.
4. There is a deterministic algorithm for reachable-target navigation in the outdoor setting 2 with an excess distance ratio bounded by 3. (Compare the lower bound of 1 for this problem.) A variant of this algorithm solves the circumnavigation problem in the outdoor setting when the target is reachable. Our navigation and circumnavigation algorithms for reachable-target navigation can be used in the general case, but they will fail to halt if the target is unreachable. It is interesting to note that our algorithms will still work if the distance queries return, not the exact distance to the target, but values that preserve the linear ordering on distances. This is potentially useful in practice, as discussed below.
2. Related Results. Previous theoretical research on online robot navigation has progressed in at least two research communities: the online competitive analysis community 1, 2, 6] and the theoretical robotics community 3, 4, 5, 8] . The competitive analysis community has generally considered various restricted types of polygonal obstacles and has measured the performance of a navigation algorithm by the ratio of the distance traveled by a robot using that algorithm to the length of the shortest obstacle-avoiding path from S to T. The theoretical robotics community has considered obstacles of essentially arbitrary shape and measured the performance of a navigation algorithm by the excess distance ratio, de ned above. Since our work continues this line of research we now brie y sketch the background.
Lumelsky and Stepanov 3, 4] began this line of research, giving navigation algorithms for a robot with local sensors and access to its exact current position. Their algorithm, BUG1, navigates directly towards T in free space until an obstacle boundary is detected. It then follows the obstacle boundary until it circumnavigates the obstacle, keeping track of the minimum distance to T among points on the boundary. When the robot completes the circumnavigation, it follows the boundary back to one of the points at minimum distance to T and resumes navigating directly towards T in free space.
As described, BUG1 achieves an excess distance ratio bounded by 2 for general navigation in the outdoor setting in Lumelsky and Stepanov's setting. Assuming the additional capability of keeping track of path lengths, a re nement of BUG1 achieves an excess distance ratio bounded by 3=2, by taking the shorter direction on the boundary back to the departure point. Lumelsky and Stepanov also give a lower bound of 1 on the excess distance ratio for deterministic navigation algorithms in their setting, as mentioned above. 1 Taylor and Kriegman 8], addressing the practical di culty of determining a robot's exact position, consider a model in which the robot's global sensors can only determine distance and relative bearing to the target 2 . On their experimental mobile robot, RJ, this information is provided by a vision system which tracks the target as the robot moves. The vision system gives quite accurate distance data using known properties of the target, and the error in the answers is not cumulative. The vision system can give a linear ordering of points by distance simply by comparing the size of the target image at each point. The local sensors are implemented primarily with sonar, which gives a localized map of the free space around the robot.
Taylor and Kriegman give an adaptation of Lumelsky and Stepanov's BUG1 algorithm for this setting. Their algorithm, however, requires a subroutine to solve the circumnavigation problem, and they leave open the question of whether such a subroutine can actually be implemented with local sensors and distance queries. Assuming that the subroutine both exists and traverses the boundary of an obstacle exactly once, Taylor and Kriegman show that their algorithm achieves an excess distance ratio of 2 for general navigation in open space. They use the navigation algorithm as a subroutine in an exploration procedure to nd all the recognizable targets in the environment. 3 The existence of a circumnavigation subroutine is crucial to Taylor and Kriegman's version of BUG1. One goal of our paper is to answer some of the open problems implied by their work: under what conditions do local sensors and distance queries su ce to solve the circumnavigation problem? When they don't su ce, and hence Taylor and Kriegman's algorithm is unusable, is there some other solution to general navigation with distance queries?
We remark that if the robot has an accurate compass in addition to distance data, then exact position can be recovered. Magnetic compasses are subject to distortions inside buildings due to metals in the construction, and inertial compasses are quite expensive. Therefore, the use of compasses is generally considered impractical for indoor navigation. Nevertheless, Lumelsky and Tiwari 5] examined the use of pure directional information, assuming a robot with an on-board compass and relative bearing to the target in addition to local sensors, but no distance data. They give a navigation algorithm for this setting with an (n) excess distance ratio.
3. The Distance Query Model. We propose a model of navigation in the plane in which an obstacle is de ned as the interior or exterior of a simple closed path with some mild restrictions. We hope that the model is intuitive, but we also provide a careful theoretical development of its properties because we discovered subtle pitfalls and problems in our earlier attempts to formalize the model, particularly in proving Theorems 4.1 and 7.4.
The environment is an in nite 2-dimensional plane, R 2 . We follow Newman's treatment of the topology of the plane 7] . Recall that S and T denote the start and target positions, respectively. Without loss of generality, we may assume the target T is at the origin. For any two distinct points P and Q in R 2 , PQ denotes the line segment connecting P and Q, and jPQj denotes the distance between P and Q. It is convenient to use polar coordinates to specify paths, with the origin at the target T and a particular ray from T speci ed for the measurement of angles. Path p is speci ed by the pair of functions (r(t); (t)), t 2 0; x], where r(t) is the distance of point p(t) from the origin and (t) is its counterclockwise angular displacement in radians from the speci ed ray. The angular displacement of any point but the origin is unique modulo 2 , but since we wish to assume that (t) is a continuous function of t, we permit (t) to be outside the interval 0; 2 ). We use the notation (r 1 ; 1 ) (r 2 ; 2 ) to indicate that (r 1 ; 1 ) and (r 2 ; 2 ) denote the same point in the plane.
3.1. Obstacles and Scenes. (We specify some additional conditions on an obstacle boundary below.) By Jordan's theorem, divides the plane into two domains, one of them bounded and the other unbounded (containing a point arbitrarily far from the origin). The bounded region is called the interior and the unbounded region is called the exterior. Note that the above de nition implies a direction on an obstacle boundary, given by increasing t. We will assume that the boundary curve = (r(t); (t)) is parameterized so that increasing t corresponds to a counterclockwise traversal of the boundary path. Definition 3. 3. An obstacle is a region Ob R 2 consisting of an obstacle boundary together with an obstructed region, obs(Ob), which is either the interior, in the the case of a normal obstacle, or the exterior, in the case of a room wall. P Ob denotes the length of the boundary of Ob.
Our de nition of obstacle precludes holes without loss of generality. In an actual application the boundary may come from a physical object that contains arbitrarily many holes, but since the robot cannot physically reach any part of the region inside the obstacle boundary, it cannot distinguish this from an obstacle without holes. S in free space, and a target position T that may be located anywhere, including in the obstructed region of an obstacle. Note that a scene may contain at most one room wall.
Restrictions on obstacles. As we have indicated, the boundary of an obstacle is a simple closed curve of nite length with some additional restrictions. Previous papers have generally assumed obstacle boundaries to be piecewise smooth. We instead require the following two conditions, which are primarily intended to keep the boundaries su ciently well-behaved to allow us to speak reasonably of an \algorithm."
1. The intersection between an obstacle boundary and a line segment can be expressed as the union of a nite number of closed intervals (a point is a closed interval of length zero.)
2. In any scene, each obstacle boundary can be divided into a nite number of maximal segments such that each of them is of monotonicallyincreasing, monotonicallydecreasing, or constant distance from T. The segments intersect only at their endpoints. Definition 3.7. A local minimum or maximum of distance to T on a boundary segment is a point closest to or furthest from T, respectively, within some small neighborhood of the point. 1. the obstructed region of exactly one obstacle, 2. the boundary of exactly one obstacle, or 3. open space. Proof. Let a segment PQ be given. By the conditions on obstacle boundaries the intersection of PQ and each obstacle boundary is the union of a nite number of closed intervals. Since there are nitely many obstacles, and they are pairwise disjoint, the intersection of PQ and all the obstacle boundaries is the union of a nite number of closed intervals. If we consider the endpoints of these intervals in order along the segment from P to Q, the open intervals between two consecutive endpoints must be contained in the boundary of a single obstacle, or contained in open space. The lemma follows.
Note that in the relative topology of the segment PQ, intervals of types (1) and (3) are open, and intervals of type (2) are closed. Hence intervals of type (1) and (3) can only be adjacent to intervals of type (2) and vice versa. Definition 3.11. In the sequence of intervals just described, a boundary crossing is a triple of intervals of types (1), (2) , and (3) in sequence, or (3), (2) , and (1) in sequence. That is, there is a transition from the obstructed region of an obstacle to open space, or vice versa, crossing the boundary of that obstacle. Note that because of the alternation required, a segment with both ends in obstructed space (or both ends in open space) must have an even number of boundary crossings.
Definition 3.12. For points P 6 = Q, the PQ-probe is the subsegment PQ 0 of PQ, obtained from the partition described above by starting at P and taking the rst interval if it is of non-zero length, or by taking the union of the rst two intervals if the rst one is of length zero (that is, just We note that the PQ-probe is either contained in free space or contained (except possibly for the point P) in the obstructed region of one obstacle. This is clear if the rst interval in sequence from P is of non-zero length; otherwise, the point P must be on the boundary of an obstacle and the following interval is either contained in the obstructed region of that obstacle or in open space. If the PQ-probe is contained in free space, we say it is free, otherwise, we say it is obstructed. The PQ-probe is thus an idealization of a sensor probe which determines if a robot at point P has an unobstructed path starting in the direction of Q. Definition 3.13. A point P 6 = T is unblocked-towards T if the PT-probe is free. Point P is blocked-towards T if the PT-probe is obstructed. Definition 3.14. Let P 6 = T and let Q 6 = P be any point such that P 2 QT. P is unblockedaway from T if the PQ-probe is free. Point P is blocked-away from T if the PQ-probe is obstructed.
Informally, the robot may move towards the target from a point that is unblocked-towards, and may move away from the target from a point that is unblocked-away. Though none of our algorithms moves directly away from T, the open space navigation algorithm in x7 uses the information of whether that direction is blocked or unblocked. 1. move-to-T(): Move directly along a ray towards T through free space until the robot reaches T or arrives at a point that is blocked-towards. In the latter case, the robot is said to collide with the obstacle. This function returns a ground track entry, de ned below.
2. follow-boundary(DIR): Follow the boundary of an obstacle in a clockwise or counterclockwise direction, according to DIR, until the robot reaches T or a break point. DIR is \RIGHT" or \CCW" to indicate a counterclockwise direction, and \LEFT" or \CW" to indicate a clockwise traversal. This function returns a ground track entry.
A point at which the robot collides with an obstacle is called a hitpoint. By de nition, a hitpoint must be blocked-towards. The robot's ground track is the sequence of ground track entries generated during its travels. A ground track entry contains:
1. The distance to the target from the current hitpoint or break point. 2. A eld indicating whether the entry was generated by a hitpoint, a local maximum break point, a local minimum break point, or the start point S.
3. A bit indicating whether the point is blocked-towards or unblocked-towards. 4 . A bit indicating whether the point is blocked-away or unblocked-away. Our model is a particular choice of discretization of the control of the robot for navigation tasks. We assume a lower-level reactive control system using the sensors and actuators of the robot that enable it to travel towards the target in free space, to detect the proximity of an obstacle, and to follow the boundary of an obstacle in either direction to a local minimum or maximum of distance to the target. After colliding with an obstacle, the robot can turn right to follow the boundary in a counterclockwise direction, or left to follow clockwise. Since there may be segments of the boundary of constant distance to the target, we assume that the robot will traverse these to their endpoints (that is, to break points.)
At a hitpoint or break point, the robot receives information about its current situation (summarized as a ground track entry) and decides upon its next action. We assume that the global sensors give distance to the target and also the relative bearing of the target. Combining this with the local sensors, we assume the robot can detect whether the directions straight towards and away from the target are immediately obstructed by obstacles or not. In the case of Taylor and Kriegman's robot RJ, the local sensors are implemented by sonar, which in e ect gives a localized map of the free space around the robot. Thus, the information we assume available in a ground track entry is empirically reasonable.
At the start of an execution, the robot receives an initial ground track entry describing the start point S. Each subsequent ground track entry is associated with a particular point on the boundary of some obstacle in the scene. Multiple (indistinguishable) ground track entries may associated with the same boundary point. (This happens, for example, if the robot circumnavigates an obstacle twice.)
Speci cation of the robot's path. Let rp(k) denote the path traveled by the robot up to the kth ground track entry. The path is speci ed as rp(k) = ( k (t); # k (t)), t 2 0; 1], where k (t) and # k (t)
are functions de ning the polar coordinates of the points on the robot path. The parameter t is a non-decreasing function of real time, so that as t increases the robot's path is traversed in the forward direction. The actual time taken by robot and the speed at which the robot travels are irrelevant, since we do not assume that the robot has sensors to measure these quantities.
Path rp(0) consists only of the start point, S. For k > 0, path rp(k ? 1) is a pre x of path rp(k); path rp(k ? 1) is extended to rp(k) as follows. Let P k?1 be the point that generated ground track entry k ? 1. Either P k?1 S or P k?1 (s), where is the boundary of some obstacle and s 2 0; 1]. We determine the subpath path, p 0 , followed by the robot from P k?1 to the next hitpoint or break point. If there is no such next hitpoint or break point, then the robot does not halt and rp(k) is unde ned. Otherwise, path p 0 is appended to rp(k ? 1) , and the result is reparameterized, giving rp(k). The subpath p depends on the action of the robot after receiving ground track entry k ? 1. Proof. This follows because the boundaries of obstacles are non-intersecting closed and bounded sets.
Property 3.17. Other than T, every point is either unblocked-towards or blocked-towards, and every point is either unblocked-away or blocked-away.
Proof. If P 6 = T, then the PT-probe is either free or obstructed (see above, the remark after De nition 3.12). Hence P is either unblocked-towards or blocked-towards but not both. A similar argument applies to the blocked/unblocked-away case. Property 3.18. Let Ob be an obstacle with boundary . Either (a) all points on are equidistant from T; or (b) contains at least two break points: one at a point at maximum distance from T, and one at a point at minimum distance from T.
Proof. Suppose (a) is false, so that contains two points P, Q such that jPTj < jQTj. Then there are distinct points P 0 and Q 0 on at minimum and maximum distance from T, respectively. Either P 0 is an endpoint of a maximal segment of monotonically decreasing distance, in which case it is a break point by de nition, or it is in the middle of a segment of constant distance, in which case either endpoint of the segment is a break point. A similar argument establishes the existence of a break point at maximum distance from T.
Property 3.19. Let Ob be an obstacle not containing T with boundary . Any point P on at minimum distance from T is unblocked-towards.
Proof. If P is on the boundary of an obstacle Ob then the PT-probe is either contained in the obstructed region of Ob or in open space. The former is impossible, since otherwise PT must intersect Ob at a point besides P, or else P would not be at minimum distance to T. Thus, the PT-probe is free, implying that P is unblocked-towards.
Property 3.20. Let Ob be a normal obstacle with boundary . Any point P on at maximum distance from T is unblocked-away.
Proof. An argument analogous to that for Property 4 su ces. Property 3.21. If the boundary of an obstacle Ob not containing T has a point P that is blocked-towards then it has a break point.
Proof. Since P is blocked-towards, the PT-probe, PT 0 , must be contained in the obstructed region of Ob except for P. Hence T 0 T must intersect the boundary of Ob at a point Q closer to T than P. Hence the boundary of Ob contains two points at di erent distances from T, and we apply Property 3.
Property 3.22. Let Ob be a normal obstacle not containing T, and P a break point on the boundary of Ob that is unblocked-towards and a local minimum of distance to T. Then the PT-probe is contained in open space except for the point P.
Proof. Because P is unblocked-towards, the PT-probe is contained in free space, and must either be exterior to Ob except for the point P, or contained in the boundary of Ob, which means that there are points of the boundary of Ob arbitrarily close to P that are closer to T than P. However, this would contradict the assumption that P is a local minimum of distance to T.
Property 3.23. Let Ob be a normal obstacle not containing T, and P a break point on the boundary of Ob that is unblocked-away and a local maximum of distance to T. Let Q 6 = P be any point such that P is in the segment QT. Then the PQ-probe is contained in open space except for the point P.
Proof. The proof is analogous to the proof of Property 3.22.
4. The Limits of Distance Queries. In this section we show that the circumnavigation, target reachability, and general navigation problems cannot be solved by deterministic algorithms. This shows that distance information is strictly weaker than exact position information, because all these problems can be solved deterministically if exact position information is available 3, 4]. These negative results are derived from a theorem, proven below, which states that there is no deterministic algorithm which will successfully circumnavigate every obstacle that contains the target in its interior. There is one obstacle that defeats every algorithm: a circular obstacle boundary centered on the target. Once a robot hits this obstacle and starts to follow the boundary in any direction, it never encounters a break point, or indeed any point distinguishable from the hitpoint, and so never halts. A similar statement is true for a circular room wall centered on T.
The case of a circle centered at T, however, is uniquely pathological in having no break points; all other obstacle boundaries have at least two break points. One might hypothesize therefore that navigation is possible as long as there are no such pathological obstacles. We will show, however, that even if the obstacles are required to have an arbitrarily large number of break points, any deterministic algorithm will fail on some obstacle.
The intuition behind this result is as follows. Let Ob be some normal obstacle of the desired complexity with T in its interior. Let = (r(t); (t)) be the boundary of Ob, t 2 0; 1], where the angle is taken with respect to T, and (0) = 0. Let A be a deterministic circumnavigation algorithm, used to control a robot that is started at position (r(0); (0)) = (x; 0). If A fails to circumnavigate Ob, then the desired result is immediate. Suppose A circumnavigates Ob exactly once. Now consider the curve = (r(t); (t)=2), which starts at angle 0 and stops at angle . Since scaling the angle does not a ect distance, the curve contains the same sequence of local minima and maxima, at exactly the same distances from T and with exactly the same blocked/unblocked status, as the entire boundary of Ob. Therefore, if the robot is started on at (r(0); (0)=2) = (x; 0), it will see exactly the same sequence of ground track entries, and will halt upon reaching point t = 1. We can close in any way (in particular, with another copy of ) to get an obstacle Ob which A will thus fail to circumnavigate. In general, the robot may go around the obstacle more than once, in one or both directions. This can be dealt with by scaling the obstacle boundary more strenuously and joining several scaled copies of it in a circle around T. In the appendix to this paper we formalize this transformation and prove the indistinguishability of the robot's ground track on the two obstacles, which leads to a proof of the following result. contains the target (either a normal obstacle with the target in its obstructed region, or a room wall with the target in its complement), then there is no deterministic algorithm for circumnavigation. Furthermore, there are arbitrarily complex obstacles which any given deterministic algorithm fails to circumnavigate.
Corollary 4.2. In the Distance Query Model, there is no deterministic algorithm for target reachability.
Proof. We show that any algorithm A that solves target reachability must also solve circumnavigation. Consider an obstacle Ob containing the target T, and suppose we start A at some point on the boundary of T. Suppose A halts and declares T unreachable, but does not circumnavigate Ob. Then there is some non-zero segment of the boundary of Ob no point of which is traversed by A. Consider the obstacle Ob in which that segment is replaced by an arbitrarily narrow passage that leads to T. Since A never reaches any point on the segment, its behavior on Ob will be the same as on Ob, and in particular it will incorrectly declare the target unreachable.
5. Target-reachable Navigation Inside a Room. For the remainder of this paper we assume that the target is reachable. If the target is contained in the obstructed region of an obstacle, the algorithms we present will reach that obstacle but will not halt.
In any instance of the navigation problem, the robot alternates between moving towards T in free space and following an obstacle boundary searching for T or a possible departure point, that is, an unblocked-towards break point from which it can head back into free space. A point at which the robot heads back into free space is an actual departure point. In general, an obstacle may have many possible departure points, and making a good choice of actual departure points is the heart of a navigation algorithm in this setting.
One strategy is to search in a xed direction for the rst possible departure point and leave from there. A simple construction (adapted from Lumelsky and Stepanov) forces this strategy to cycle inde nitely, repeatedly departing from an obstacle and hitting it again. A variant requiring the actual departure point to be a local minimum also cycles.
For example, in Fig. 5 .1, if the robot starts in the center interior of the U-shaped obstacle, the nearest break points in either direction are the tips of the U. But departing from those points leads the robot right back to the center of the obstacle. Cycling is prevented if the robot always leaves from a monotone departure point, that is, a possible departure point whose distance from T does not exceed the distance from T of the preceding hitpoint. To formalize this, we de ne the class MONOTONE of navigation algorithms that operate as follows. Initially the robot executes move-to-T(). If any action ever returns a ground track entry at distance zero from T, the robot halts, having reached T. Whenever move-to-T() returns a hitpoint, the robot uses some sequence of follow-boundary(DIR) operations to search the obstacle boundary, either halting at T or choosing some monotone departure point from which to execute move-to-T() and leave the obstacle. We remark that if the robot starts on the boundary of a room wall consisting of a circle centered at T, then there are no break points, which is why the rst action of the algorithm is to move towards T.
Perhaps the simplest algorithm in the class MONOTONE searches the boundary in a xed direction for the rst monotone departure point. The construction in Fig. 5.2 shows that this strategy has excess distance ratio (n).
On the other hand, a very good choice of a departure point is a break point at the global minimum distance to T among all boundary points; this is the choice made by Lumelsky and Stepanov's BUG1 algorithm. If a robot departs from an obstacle at such a point, it will never re-visit the obstacle again, since any subsequent departure point is some positive distance closer to the target, and there is no such point on Ob. If the robot could solve the circumnavigation problem, it could guarantee to nd and depart from such a point. However, the results of x4 show that deterministic circumnavigation of a room wall is impossible. Hence the algorithms we develop in this section do not attempt to circumnavigate objects, but rather try to limit the number of times an obstacle boundary will be re-visited.
5.1. Algorithm 2-REPEATS. We now describe 2-REPEATS, our rst navigation algorithm for the indoor setting. Initially the robot executes move-to-T(). If any action returns a ground track entry indicating that the robot has reached T, it halts. When the robot collides with an obstacle, it turns left and begins traveling clockwise around the boundary, saving its ground track from the hitpoint. If the robot has not already reached T, then as soon as its ground track forms a 2-repeat departure sequence the robot leaves the obstacle by executing move-to-T().
A 2-repeat departure sequence has the form:
where h is the hitpoint, g i is a ground track entry, j is a possibly empty sequence of ground track entries, and k 0 k k 1 k = k 2 k, where k k denotes the length of the sequence (number of break points). Each g i , 0 i 2, is a ground track entry for an unblocked-towards local minimum which is also the global minimum in the sequence. That is, jTg i j = jTg j j for all 0 i < j 2, and jTg i j jTQj for all break points Q in the departure sequence.
Lemma 5.2. Let Ob be an obstacle and H any hitpoint at which the robot collides with Ob. As the robot travels clockwise around the boundary, it will either reach T or its ground track will eventually form a 2-departure sequence.
Proof. By Properties 3 and 5, the existence of a hitpoint implies the existence of a break point G on the obstacle boundary at minimum distance to T. If the robot travels around the obstacle boundary for su ciently long, it will either reach T or generate the 2-departure sequence in which h = H, g i = G, h 0 is the ground track from H to G, and 1 = 2 is the ground track given in one complete circumnavigation of Ob starting and ending at G. Either the robot nds T or it leaves the obstacle from a point no farther from T than the most recent hitpoint. Therefore 2-REPEATS is in the class MONOTONE. Lemma 5.2 provides some intuition for 2-REPEATS. If the robot sees the same minimum distance twice, then it may well have circumnavigated the obstacle and found the closest point to the target. In this case, the robot will leave and never return to this obstacle. Of course, it may be that a small segment of the boundary, far from the closest point, just happens to contain a departure sequence. The next lemma shows by looking for the repetition 1 g 2 g, the robot avoids going over the same ground too many times. Lemma 5.3 . Let Ob be an obstacle of complexity n. Any particular break point P on the boundary is traversed O(log n) times over the total operation of nding a path from S to T.
Proof. De ne an encounter with obstacle Ob to be a particular collision with, search around, and departure from Ob by the robot. Since 2-REPEATS is monotone, the robot eventually halts at T (Lemma 5.1) so it encounters the obstacle a nite number of times. Between each encounter with Ob, the robot may collide with many other obstacles. On the other hand, if Ob is su ciently complicated, the robot may depart from one point of Ob only to immediately collide with another arm of Ob.
Let E 1 ; E 2 ; : : :; E k be the subsequence of encounters in which break point P is traversed. If it is traversed more than once in an encounter, then Ob has been circumnavigated, and, as remarked above, the robot will never collide with Ob again. Therefore, in encounter E i , i < k, P is traversed exactly once. In the last encounter, E k , P is traversed O(1) times: at most three times if E k circumnavigates Ob, or once otherwise. Hence P is traversed O(k) times. We now bound k.
Let D i denote the segment of the boundary that is traversed during E i , and let n i be the number of break points in D i . In all encounters but the last there is a one-to-one correspondence between ground track entries in the departure sequence and break points of D i , so we will not distinguish between them.
Claim 5.4. For any i; j such that j < i, D j contains none of the points h i or g i`, 0 ` 2. To verify this claim, observe that at each encounter, the hitpoint is strictly closer to T than the preceding departure point, so jh i Tj < jg j2 Tj. Since jg i`T j h i T, and g j2 is the point at minimum distance in D j , none of the speci ed points can be in D j . Since D j and D i both contain P, D j intersects D i . Claim 5.4 implies that D j is entirely contained in one of the three subsegments of D i lying between h i ; g i0 ; g i2 and g i3 , respectively. Therefore all the break points in D j must be a subset of the break points in exactly one of i0 , i1 , or i2 . Hence n j k i1 k. Since 2k i1 k n i , we conclude 2n j n i .
Since n 1 = 2 and n i < n for all i, it follows that k = O(log n). Each point on the boundary of an obstacle is either a break point or will be traversed at most as many times as the rst break point in the clockwise direction. We have the following theorem. Thus, the excess distance ratio of 2-REPEATS is O(logn), where n is the maximum complexity of any obstacle in O.
5.
2. An Improved Worst-Case Bound. We can generalize the above algorithm by making the robot repeat the sequence g more than twice in the departure sequence. This makes the robot search farther in hopes of nding a better departure point. On the other hand, if the robot nds the closest point right away, then all the remaining repetitions are just a waste of time.
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A q-repeat departure sequence is a sequence of the form h 0 g 0 1 g 1 : : : q g q such that k i?1 k = k i k for 2 i q and g i is a global minimum in the sequence. Lemma 5.2 can be easily extended to q-departure sequences, for any q, since the robot can generate such a departure sequence by going entirely around an obstacle q times. The containment property established by Claim 5.4 still holds, and for any constant q, we can extend Lemma 5.3 to show that a boundary point is traversed O(log q n) times.
To decrease the asymptotic bound we further require departure sequences to satisfy either the conditions k 1 k < 4 and q = 2 or the conditions k 1 k 4 and q = log k 1 k log logk 1 k :
We call the navigation algorithm using departure sequences of this form MORE-REPEATS. Proof. Consider a particular break point P on an obstacle Ob of complexity n. Suppose P is traversed in a sequence of encounters E 1 ; : : :; E k . Our goal is to bound the length of the sequence, k, since for j < k each boundary point is traversed exactly once and in encounter k the obstacle is circumnavigated O(logn= log logn) times. For convenience we assume n 4. Otherwise each break point is visited O(1) times.
We use the de nitions of D i and n i from the proof of Lemma 5.3. Claim 5.4 from that proof can be extended to any value of q. We can therefore conclude that n i?1 k i1 k for i > 1.
To bound k, we rst bound the number of encounters E i in which n i n 1=log logn . Let k 0 be maximal such that n k 0 n 1=log logn . Since n i 2k i1 k by either condition, we have 2n i?1 n i for 1 < i. Also, n 1 = 2. Therefore n i 2 i , and n k 0 n 1=log logn implies k 0 < logn= loglog n. Now we bound the number of encounters E i when i > k 0 + 1. For any i > k 0 + 1, the number of repetitions q satis es q (logk i1 k)=(loglog k i1 k) and k i1 k n i?1 n k 0 n 1= loglog n ; which imply that q (log n)=(loglog n) 2 : By construction, n i qn i?1 , and thus n i n i?1 log n (log log n) 2 log n (loglog n) Since n k n n (log n=(loglog n) 2 Thus, the excess distance ratio of MORE-REPEATS is O(log n= loglogn), where n is the maximum complexity of any obstacle in O.
6. Lower Bounds in the indoor setting. In the previous section we de ned the class MONO-TONE, containing navigation algorithms that always depart an obstacle from a point no farther from the target than the hitpoint. We now de ne another class of navigation algorithms, ONE-WAY. A one-way navigation algorithm chooses a xed direction (clockwise or counterclockwise) for the robot to travel around obstacle boundaries. Upon hitting an obstacle, the robot always travels around the obstacle in that direction, and never reverses its direction of traversal. We allow a one-way algorithm to use any possible departure point, and therefore MONOTONE and ONE-WAY are incomparable classes. The navigation algorithms in this paper all belong to the intersection of MONOTONE and ONE-WAY. We now show that the excess distance used by MORE-REPEATS is optimal among deterministic algorithms in the union of MONOTONE and ONE-WAY. Theorem 6.1. Each deterministic ONE-WAY algorithm for target-reachable navigation in the indoor setting has an excess distance ratio of (logn= loglog n).
Proof. Let A be a deterministic ONE-WAY navigation algorithm for the indoor setting. We assume that it directs the robot to travel CCW (i.e., turn right) around any obstacle; the CW case is analogous. Let n be a su ciently large positive integer. We construct a room wall of complexity at most n on which the excess distance traveled by A is (log n= loglog n) times the perimeter of the obstacle. Let k = logn=c 1 log log n, where the constant c 1 > 1 is chosen to make k an integer, and will be determined later.
The overall plan is shown in Fig. 6 .1. T is placed at the origin, and a room wall is constructed. Most of the wall is a circular arc of radius 1. The shaded region contains a fractal-like boundary segment.
To ll the shaded region, we recursively construct an open path parameterized from t = 0 starting at the left side, called the entry point, to t = 1 at the right side called the exit point. The entry and exit points of the path will be at distance 1 from T. To complete the room wall, the open path is closed by an arc of radius 1 centered on T, connecting the exit to the entry. The path is constructed so that vertical segments have very small dimension, and horizontal segments have either very small dimension or dimension slightly greater than 1. For simplicity, we describe, picture, and analyze our constructions in a Cartesian coordinate system, and then consider the e ect of transforming them to our actual setting. In Cartesian coordinates, the path will consist of axis-parallel horizontal and vertical segments. Horizontal segments represent arcs of circles centered at T, and vertical segments represent segments of rays from T. We use a rectangle of width w and height h to represent a portion of an annulus between a circle of radius 1 and a circle of radius 1 ? h, with outer arc length w and inner arc length (1 ? h)w. Then a boundary of path length L in the rectangle represents a boundary of path length L 0 in the portion of the annulus, where
The basic structure used is a hook-shaped piece of room wall boundary, as indicated in Fig. 6 .2. This structure is called a simple hook. The \L" shaped portion of the boundary is called the arm of the hook, and the boundary segment shown in bold is called the recursive region of the hook.
If we assume that the boundary corresponding to the recursive region of a hook has been de ned, with its entry and exit points, we go on to de ne the remaining boundary of the hook as follows. Let = 1=k 2k . The entry point of the hook is to the left of the left edge of the arm, and the exit point of the hook is aligned with the right edge of the arm. The arm itself has width and extends to the right of the exit point of the recursive region. It also clears the lowest point of the recursive region by . This is indicated schematically in Fig. 6 Figure 6 .3 gives an example of the construction of a long hook sequence at level 3 (assuming k = 3.)
The intuition behind the construction is as follows. The robot cannot di erentiate between traversing a long hook at a given level and traversing a short hook of the same level, since both yield the same ground track. If the robot ever traverses the boundary of a long hook followed by all k ? 1 short hooks at the same level, then replacing the short hooks by a circular arc makes the This implies C(i) = (k i?1 ). It can be veri ed by induction on the level that H L i contains exactly one long hook and one long hook sequence at each of the levels 1 : : :i, and that H L j (respectively, B L j ) is the leftmost hook (respectively, hook sequence) of level j i. It can also be veri ed by induction that if the robot executes move-to-T() from some point in the recursive region of H i it will hit a point that belongs to the boundary of H i and lies clockwise from the departure point.
The bad obstacle will be constructed from H L i , for some i k, together with the circular arc around T that closes the path. To choose the value of i, consider the actions of a robot using some algorithm A to navigate out of the obstacle H L k . The robot is started inside the level 1 long hook, shown as S in Fig. 6.4 .
The robot's motion can be divided up into phases that correspond to the levels of the obstacle. Assume that at the start of phase i, i < k, the robot executes move-to-T() from a point s that is unblocked-towards and such that the rst obstacle the robot will hit is the arm of the single long level i hook, H L i . This assumption holds true in phase 1, when the robot is started at point S. Upon hitting the hook of H L i , the robot must turn right (recall the assumption of CCW traversal) and follow the boundary. Eventually, it must make its way through the recursive region and reach the exit point of H L i . Otherwise, it can never reach the target, because the arm of H L i intersects all rays from the target to points in the recursive region. (We say the hook blocks the target from these points.) After reaching the exit of H L i , the robot may continue on through the subsequent copies of H S i that make up the hook sequence B L i . Either it passes through all k copies and reaches the exit of B L i , or it departs from a point that is not blocked from the target by any portion of the boundary making up B L i , for example, the bottom of some short hook. If the robot passes through all k copies, then we choose H L i to be the obstacle. Observe that the robot cannot distinguish the ground track given by passing through each successive copy of H S i from the ground track formed by going completely around the circular arc from exit to entry and then through the single copy of H L i . Hence the robot will circumnavigate the obstacle boundary k times, giving an excess distance ratio (k).
If the robot departs from a point on B L i that is not blocked from the target by any other point on that boundary, then at that time the robot satis es the assumptions for the start of phase i + 1. Now suppose that the robot completes k phases, in each phase departing before visiting all k copies. We choose the bad obstacle to be H L k . We show that in this case, the total distance traveled by the robot is (k 2 ).
Claim 6.2. The distance traveled by the robot in phase i is at least P 0 (i; L). Proof of Claim: The robot must at least move from the starting point of phase i to the exit of H L i , by executing some sequence consisting of follow-boundary(RIGHT) operations and move-to-T() operations. Since any move-to-T() will put the robot at a point clockwise (left) of the departure point, and hence farther from the exit than the departure point, omitting all move-to-T() operations only decreases the total distance traveled. But a sequence of follow-boundary(RIGHT) operations will still traverse all points on the path between the starting point and the exit. Using Claim 6.2, the total distance traveled over all phases is at least
Since = 1=k 2k , the ratio of distance traveled to the length of the perimeter of the obstacle,
The maximum value of k is determined by the maximum allowed complexity of the obstacle, n. Since C(k) = (k k?1 ), any obstacle which satis es k k?1 n is feasible, and in particular we may choose c 1 > 1 and k = log n=c 1 loglog n. The theorem follows.
Using a somewhat more complex construction, we prove a similar lower bound on the excess distance used by any deterministic MONOTONE algorithm for reachable-target navigation in a room.
Theorem 6.3. Any deterministic MONOTONE algorithm for reachable-target navigation in the indoor setting has an excess distance ratio of (logn= logn log n).
Proof. Let A be a deterministic MONOTONE navigation algorithm for the indoor setting. Recall that algorithm A has the property that upon hitting an obstacle it follows the obstacle boundary, changing direction at any break point. However, it will never leave from a point that is farther from the target than its hitpoint on the obstacle. Let n be a su ciently large positive integer. We construct a room wall of complexity at most n on which the excess distance traveled by A is (log n= loglog n) times the perimeter of the obstacle. Let k = log n=c 1 log logn, where c 1 > 1 is a constant chosen to make k an integer, which will be determined later.
As in the proof of Theorem 6.1, we specify our construction using Cartesian coordinates, and then transform the boundary so that the top edge lies on the arc of a circle of radius 1 centered at T, and is closed using the rest of the circle to form a room wall obstacle. The basic structure we use is an U-shaped piece of room wall boundary, as indicated in Fig. 6 .5, and referred to henceforth as a simple corral. A simple corral has two exits, marked l and r, and two recursive regions, shown in bold.
We rst describe the construction of short corrals and short corral sequences. Let = 1=k k , where > 0 is a constant to be determined below. As in the preceding proof, widths and clearances are taken to be size in the construction of short and long corrals. A level 1 short corral, C S 1 , is a simple corral in which the recursive regions are horizontal segments of length 0. A level i short corral sequence, B S i , consists of 2k + 1 copies of C S i connected end to end. For i > 1, a level i short corral, C S i , is constructed from a simple corral by replacing both the left and right recursive regions with B S i?1 . We also de ne long corrals and long corral sequences. For level i, there are 2 i possible di erent long corrals; which one we use at each level in the nal construction will depend on the behavior of the algorithm A. A level 1 long corral is a simple corral in which the one of the two recursive regions is a horizontal segment of length 1, and the other is a horizontal segment of length 0. A level i long corral sequence consists of a sequence of k level i short corrals, followed by one level i long corral, followed by k more level i short corrals. For i > 1, a level i long corral is constructed from a simple corral by replacing one recursive region by a level i long corral sequence and the other recursive region by a level i short corral sequence. The width of a level i long corral is exactly 1 more than the width of a level i short corral, that is, 1 + ( (4k + 2) i?1 ).
To specify the nal obstacle, we consider the motion of the robot in a bottom-up fashion with respect to the transformed boundaries in which horizontal segments represent arcs of circles centered at T, and vertical segments represent segments of rays from T. As before, we use the same names for the transformed constructions, C S i , C L i , and so on. As in the proof of Theorem 6.1 we divide the robot's motion into phases. The robot begins phase 1 inside one of the two possible level 1 long corral sequences, where the level 1 long corral has its long arc in the left recursive region if the robot rst leaves the corral at the left exit, and in the right recursive region otherwise. The starting point S is shown in Fig. 6 .7; in this example, the robot exits the level 1 long corral at the left exit. Assume that at the start of phase i, 1 < i < k, we have constructed a path consisting of a particular level (i ? 1) long corral sequence, B L i?1 , and the choice of long and short corrals is completely speci ed within the path. Assume also that the robot has just executed move-to-T() from some point s on one of the bottom segments of B L i?1 and that this is the rst action the robot has taken so far that would result in it reaching a point not on B L i?1 . Consider the level i long corral C l given by embedding B L i?1 into the left recursive region of a simple corral, and a copy of B S i?1 into the right region. To escape the corral in phase i, the robot must eventually reach one of two exit points, l or r. Since it is MONOTONE, the robot must eventually traverse every point on the boundary between the hitpoint and whichever exit it reaches. into the left region. Since the robot has not ventured outside of B L i?1 prior to the start of phase i, its behavior up until the start of phase i is the same regardless of whether it starts in C l or C r . Furthermore, the robot's behavior between the start of phase i and its reaching r must also be the same whether it is started in C l or C r . This follows from two observations: rst, the initial hitpoint is on a segment of constant distance, and so the robot cannot tell from which side it departed at the start of phase i; and second, the ground track given by traversing the recursive region is the same whether the region is long or short. Hence on obstacle C r the robot still reaches the right exit, and so retraces all of B L i?1 during phase i. We set C L i to be whichever of C r or C l is chosen. In Fig. 6 .7 we show an example in which the phase 1 choice is the left exit and the phase 2 choice is the right exit.
Having chosen a particular level i long corral C L i , we use it to construct the long corral sequence B L i by adding k copies of C S i to both sides of C L i . Consider the behavior of the robot on B L i . The robot executes some sequence of follow-boundary(LEFT) and follow-boundary(RIGHT) instructions. It ends with a follow-boundary( ) instruction that will take it beyond one of the ends of the boundary path, or it executes move-to-T() from the bottom of one of the level i corrals.
Suppose the robot executes a follow-boundary( ) instruction that will take it past the left (respectively, right) end of B L i . Then the robot must have traveled at least once through each of the k level i short corrals between C L i and the left (right) end of B L i . We choose the nal obstacle Ob to be just C L i , extended to wrap entirely around the target. The robot cannot distinguish the ground track observed while executing instruction sequence on this obstacle from the ground track observed on while executing on B L i . Since includes k traversals of level i corrals, the robot must make k traversals of the boundary of obstacle Ob, giving an excess distance ratio of (logn= log logn).
On the other hand, suppose the robot executes move-to-T() before exiting from B L i . At this point, phase i ends and phase i + 1 starts. Note that the assumptions for the start of a phase are satis ed. If the robot completes k phases, let the nal obstacle Ob be the long corral C L k that is constructed in phase k, with an arc joining the exit point to the entry point. Let P(i; L) denote the path length of the Cartesian boundary C L i . For this quantity we can show P(i; L) = (i + (4k + 2) i?1 ). If P 0 (i; L) is the path length of the transformed boundary C L i , then we have
We can choose = 1=k k small enough that P 0 (i; L) = (i). As shown above, the obstacle is constructed so that in phase i the robot retraces the whole path C L i?1 . Hence the total distance traveled by the robot is (k 2 ), and the excess distance ratio is (k) = (log n= loglogn). The maximum value of k is determined by the maximum allowed complexity of the obstacle, n. The complexity of a level i corral, denoted C(i), is described by a recurrence analogous to that in the proof of Theorem 6.1, and can be seen to be (k k ) for a small constant . Hence C(i) n for an appropriate choice of c 1 in the equation k = logn=c 1 log logn.
7. Navigation and Circumnavigation in the outdoor setting. In this section we present an algorithm, FAR-NEAR, for reachable-target navigation in the outdoor setting. FAR-NEAR has an excess distance ratio bounded by 3. A variant of FAR-NEAR performs boundary-following circumnavigation in the reachable-target outdoor setting, traveling around the obstacle boundary at most 2 times.
7.1. The FAR-NEAR algorithm. The robot starts by moving toward T. If any action brings it to T, it halts, having reached T. When the robot collides with obstacle Ob, it searches left until it reaches T or until its ground track forms a circumnavigating departure sequence.
A circumnavigating departure sequence has the form h 0 Q 1 1 P 1 2 Q 2 3 P 2 :
where P 1 and P 2 are unblocked-towards break points of minimum distance and Q 1 and Q 2 are unblocked-away break points of maximum distance, where maximum and minimum are taken over all break points in the sequence. 4 The robot departs from P 2 . Lemma 7.1. Suppose the robot collides with normal obstacle Ob at hitpoint h. Traveling clockwise from h, the robot will either reach T, or its ground track will eventually form a circumnavigating departure sequence.
Proof. If T is on the boundary of Ob, then the robot will reach T by the time it has circumnavigated Ob from h. If T is not on the boundary of Ob, then Properties 3, 4, and 5 of x3 imply the existence of points P, Q such that P is a break point on the boundary at minimum distance to T and Q is a break point at maximum distance to T. Starting at P, two circumnavigations of the boundary of Ob give the desired ground track. (The lemma is not true if the obstacle is a room wall.) Thus, the algorithm FAR-NEAR is in the class MONOTONE. The next lemma shows that if the robot encounters a departure sequence of the above form, it has completely circumnavigated the obstacle boundary.
Lemma 7.2. Let Ob be a normal obstacle with boundary . In any proper subsegment s of there is no sequence of distinct points P 1 ; Q 1 ; P 2 ; Q 2 (or Q 1 ; P 1 ; Q 2 ; P 2 ) in order, such that P 1 and P 2 are unblocked-towards and of minimum distance (within s) to T, and Q 1 and Q 2 are unblocked-away and of maximum distance (within s) to T.
Proof. Without loss of generality we may assume T 6 2 Ob. To see this, suppose there is a counterexample to the lemma consisting of an obstacle Ob containing T and a proper subsegment s of its boundary with the required properties. By re-routing the boundary of Ob, we can construct an obstacle Ob 0 such that T 6 2 Ob 0 and Ob 0 and s also constitute a counterexample to the lemma.
If T is in the interior of Ob, we take a segment of the boundary of Ob disjoint from s and cut a narrow channel from there into the interior of Ob that includes T, so that T 6 2 Ob. If T is on the boundary of Ob, then T is not in s (otherwise, P 1 = P 2 = T, contradicting the distinctness of P 1 and P 2 ) and we slightly re-route the boundary of Ob near T to ensure T 6 2 Ob 0 . Because the points in s are una ected by the re-routing in either case, Ob 0 and s give a counterexample to the lemma in which T 6 2 Ob 0 . Thus, we assume T 6 2 Ob for the remainder of the proof.
The proof is by contradiction. Consider a scene containing only the given obstacle and suppose there is a proper subsegment s of the boundary of the obstacle that starts with point P 1 , contains point Q 1 , then point P 2 , and ends with point Q 2 , where P 1 and P 2 are unblocked-towards and of minimum distance to T among points of s, and Q 1 and Q 2 are unblocked-away and of maximum distance to T among points of s.
Let s 11 denote the segment of s from P 1 to Q 1 , let s 12 denote the segment of s from Q 1 to P 2 , and let s 22 denote the segment of s from P 2 to Q 2 . Also, let s 0 denote the rest of the boundary, that is, the segment from Q 2 back to P 1 .
We de ne three circles centered at T: C ex , which completely contains the obstacle in its interior, C max , which contains the points Q 1 and Q 2 , and C min , which contains the points P 1 and P 2 (see Fig. 7 .1.) We now argue that Q 2 must be interior to the boundary b consisting of line segments P 1 T, P 2 T, and boundary segments s 11 and s 12 . Since every point interior to this boundary has distance to T strictly smaller than jQ 1 Tj, this contradicts our assumption that Q 2 is also at maximum distance to T in the segment s.
To argue that Q 2 must be interior to b, we construct two paths to divide the disc D ex bounded by C ex using the following pieces. Let R 1 be the point on C ex that is beyond Q 1 on the ray TQ 1 . Since T is exterior to the obstacle by assumption, there exists a simple path p to T from outside D ex that does not intersect the boundary of the obstacle. There must be a segment u of p that intersects C min in some point R 3 , intersects C max in some point R 4 , and otherwise is contained strictly between the two circles C min and C max . Let R 2 be the point on C ex beyond R 4 on the ray TR 4 . Since R 4 is di erent from Q 1 , R 2 must be di erent from R 1 . Now we construct a simple path 1 in D ex from R 2 to R 1 consisting of line segment R 2 R 4 , path segment u, line segment R 3 T, line segment TP 1 , boundary segment s 11 , and line segment Q 1 R 1 . The path 1 does not contain the points P 2 or Q 2 and divides the disc D ex into two regions. P 2 and Q 2 must be in the same region of D ex with respect to 1 , because the boundary segment s 22 joining them does not intersect 1 . To see this, note that s 22 lies between the circles C min and C max and cannot intersect path segment u (by construction) or boundary segment s 11 . Since these are the only portions of 1 between C min and C max , s 22 does not intersect 1 .
We construct another simple path 2 from R 2 to R 1 consisting of line segment R 2 R 4 , path segment u, line segment R 3 T, line segment TP 2 , boundary segment s 12 , and line segment Q 1 R 1 . Then 2 does not contain points P 1 or Q 2 , and also divides the disc D ex into two regions. We now argue that P 1 and Q 2 must be in the same region of D ex with respect to 2 . To do so, we consider the segment s 0 of obstacle boundary from Q 2 to P 1 . Although s remains between circles C min and C max , we have no such guarantee for s 0 . However, we argue that s 0 must cross the path 2 Considering each piece of the path 2 in turn, we have the following. The segment R 2 R 4 joins two points exterior to the obstacle, and must be crossed by the boundary of the obstacle an even number of times. Because s lies between the circles C min and C max , the only crossings of R 2 R 4 must be by s 0 . The path segment u does not intersect the boundary of the obstacle at all, so there are zero crossings of it by s 0 . The segment R 3 T joins two points exterior to the obstacle, and must be crossed by the boundary of the obstacle an even number of times. The only portion of the boundary that can intersect this segment is s 0 . By Property 3.22, the P 2 T-probe, which we denote by P 2 X, is exterior to the obstacle except for the point P 2 , because P 2 is unblocked-towards and a local minimum of distance to T. Since T and X are both exterior to the obstacle, the subsegment TX must be crossed by the boundary of the obstacle an even number of times, and the only part of the boundary that can intersect it is s 0 . Since the segment P 2 X is exterior to the obstacle except for P 2 , it does not intersect s 0 at all. The boundary segment s 12 does not intersect the boundary segment s 0 at all. Finally, by Property 3.23, the Q 1 R-probe, which we denote by Q 1 Y , is exterior to the obstacle except for the point Q 1 (because Q 1 is unblocked-away and a local maximum of the distance to T.) Then s 0 does not intersect Q 1 Y at all, and crosses Y R 1 an even number of times, because Y and R 1 are exterior to the obstacle.
Since each portion of the path 2 is either not intersected by s 0 or is crossed an even number of times, P 1 and Q 2 are in the same region of D ex with respect to 2 .
Finally, since Q 2 and P 2 are in the same region of D ex with respect to 1 and also Q 2 and P 1 are in the same region of D ex with respect to 2 , Q 2 is in the region bounded by b consisting of s 11 , s 12 , and line segments TP 1 and TP 2 . Clearly Q 2 cannot be a point of the boundary b, so it must be interior to b, which is the contradiction we sought. The case in which the points appear in the order Q 1 , P 1 , Q 2 , and P 2 is handled analogously. Theorem 7.3. Let O be the set of obstacles with a point at distance at most jSTj from T. Let P Ob be the length of the boundary of Ob 2 O. The length of the path generated by the FAR-NEAR navigation algorithm is bounded by jSTj + P Ob2O 3P Ob . Proof. The robot collides with any obstacle Ob at most once, since by Lemma 7.2, the departure sequence circumnavigates Ob at least once.
Traveling from the hitpoint to Q 1 is at most one traversal of the obstacle boundary, from Q 1 to Q 2 is at most a second, and from Q 2 to P 2 is at most a third. As remarked in 4, 8] , if the robot leaves an obstacle by a circumnavigating departure sequence, it will never hit that obstacle again.
Thus, the FAR-NEAR algorithm has excess distance ratio 3. Compare this to the lower bound of 1 from Lumelsky and Stepanov. A variant of the navigation algorithm can be used to detect circumnavigation. Theorem 7.4. There is a deterministic algorithm to circumnavigate any normal obstacle that does not contain the target in its interior, using at most two complete traversals of its boundary.
Proof. By Lemma 7.2, if the robot detects a sequence of break points P 1 , Q 1 , P 2 , and Q 2 (or Q 1 , P 1 , Q 2 , and P 2 ) such that P 1 and P 2 are unblocked-towards and of minimum distance to T among the boundary points traversed so far, and Q 1 and Q 2 are unblocked-away and of maximum distance to T among the boundary points traversed so far, then it has circumnavigated the obstacle. Moreover, if T is exterior to the obstacle, then such a sequence of points will be detected in at most two traversals of the boundary, using Properties 4 and 5. In the case that T is on the boundary of the obstacle, this fact will be detected in one boundary traversal, and, by the time T is reached again, the robot has circumnavigated the obstacle.
The optimality of 2 boundary traversals for deterministic circumnavigation of normal obstacles not containing T in the interior is shown in the next subsection. Proof. Suppose we are given any deterministic algorithm for boundary-following circumnavigation in our model, and any > 0. We rst analyze the behavior of the algorithm on the three obstacles depicted in Fig. 7 .2 to show that when it is started at point x on the rectangle, every possible computation path must make, in addition to an initial traversal of half the edge ad, at least two complete traversals of one of the vertical edges and one complete traversal of the other. If we take the horizontal dimension of the rectangle to be su ciently small compared to the vertical dimension, this implies that the robot's path length will be at least 7=4 ? times the perimeter of the rectangle in every computation path. (As before, the vertical segments of the diagram represent segments aligned along rays to T and the horizontal segments represent arcs of a circle centered at T.)
Consider any computation path of the given algorithm when started at point x on the rectangle. The initial segment of the robot's path must traverse half the edge ad to reach either a or d. Suppose the point reached is a { then we focus on the t-shaped object; a corresponding argument will hold for the u-shaped object if the robot reaches d instead.
Note that the only points in the t-shaped object that are distinguishable to the robot from their counterparts in the rectangle are the points c 0 and d 00 . Clearly, to complete a circumnavigation of the rectangle, the robot must completely traverse both edge ad and edge bc. (Recall that in our model, the robot has no way of stopping in the middle of traversing a vertical edge.) Suppose for the sake of contradiction, that these are the only two full traversals of vertical edges of the rectangle. Then in this computation path, either edge ad is traversed rst and then edge bc, or vice versa. 
object.
A similar argument holds in the case that the computation path of the robot traverses edge bc and then edge ad. In this case, there is a corresponding computation path for the robot when started at point x 00 in the t-shaped obstacle that rst proceeds to a 00 , traverses edge b 00 c 00 and then edge a 0 d 0 and halts without circumnavigating the t-shaped obstacle. Thus in either case our assumption that the path contained only two full traversals of vertical edges leads to a contradiction.
The other case is that in which the computation path we are considering takes the robot rst to point d. Analogously, the assumption that the robot performs only two further full traversals of vertical edges in the rectangle leads to a contradiction by considering the behavior of the robot using the same choices in the u-shaped object, starting either at x 0 or x 00 .
To improve the lower bound to 2 ? , start the robot at point x on the rectangle and observe whether it proceeds to point a or point d. If it proceeds to point a, then we slide the rectangle up until the point x is very close to the point d. If the robot begins by proceeding to point d, then we slide the rectangle down until point x is very close to point a. Then in either case, the initial segment traversed is very nearly the whole vertical edge ad. The argument that we have at least three more vertical traversals to go still holds, which gives a lower bound of 2 ? times the perimeter. 8. Remarks. Although our de nition of a scene speci es a nite collection of obstacles, our results hold as long as a nite number of obstacles intersect the disk centered at the target with radius equal to the distance from start to target. If the robot is given an a priori upper bound on the number of break points on any obstacle, then it can detect circumnavigation of an obstacle by simple counting. Our negative result of x4 will not hold. Our algorithms will still be preferable, however, when the average number of break points on an obstacle is substantially less than the upper bound. Our algorithms do not need to save their entire ground track; they can be implemented using O (1) registers. An important problem in vision-based tracking is that the robot's view of the target is sometimes occluded by intervening obstacles. Taylor and Kriegman classify obstacles into transparent obstacles, which are invisible to the robot until it actually collides with them, and opaque obstacles, which the robot can detect because they intervene in the line of sight 8]. Even though the robot can detect the existence of opaque obstacles, it cannot determine the distance to such an obstacle until, once again, it actually collides with it. In practice, transparent obstacles are things such as tables and boxes that are lower than the robot camera, and opaque obstacles are tall cabinets, bookcases, and partitions. Taylor and Kriegman's procedures work even if the target is obscured at various positions, as long as the target is visible from the start point.
Our algorithm for navigation within a room can be modi ed to cope with regions of obscured visibility, provided the target is visible from the starting point. The key intuition is that whenever the robot moves in open space it moves directly towards T, so when it encounters an obstacle, T is visible at the hit point. This ensures that the obstacle has some unblocked-towards point that is nearer to T than the hitpoint and from which T is visible. The above bounds still hold, but the de nition of break point must be extended to include points at the end of boundary segments from which the target is continuously visible.
There are a number of interesting problems left open by our work. Is there a deterministic algorithm for navigation in the indoor setting that achieves an excess distance ratio of o(log n= loglogn)? Our lower bound results (x6) show that if there is such an algorithm, it must be neither MONO-TONE nor ONE-WAY, that is, it must travel in both clockwise and counterclockwise directions, and sometimes depart obstacles from break points that are farther from the target than the prior hitpoint. Can the excess distance ratio for navigation in the free space problem be reduced below 3? Do these results extend to other surfaces besides the plane? Is there a signi cant advantage in using randomized algorithms for these problems? We note that the lower bound of 7=4 ? for circumnavigation given in x7.2 holds against randomized algorithms (for an appropriate de nition of randomization). We believe that the impossibility results of x4 and the lower bounds of x6 can also be extended to randomized models.
