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NON-SEPARABLE HILBERT MANIFOLDS OF
CONTINUOUS MAPPINGS
ATSUSHI YAMASHITA
Abstract. Let X,Y be separable metrizable spaces, where X is
noncompact and Y is equipped with an admissible complete met-
ric d. We show that the space C(X,Y ) of continuous maps from
X into Y equipped with the uniform topology is locally homeo-
morphic to the Hilbert space of weight 2ℵ0 if (1) (Y, d) is an ANRU,
a uniform version of ANR and (2) the diameters of components of
Y is bounded away from zero. The same conclusion holds for the
subspace CB(X,Y ) of bounded maps if Y is a connected complete
Riemannian manifold.
1. Introduction
Most function spaces are infinite-dimensional by nature, and it is
natural to ask whether their local structure is similar to that of Hilbert
spaces or Banach spaces. From the topological viewpoint, it is known
that two Fre´chet spaces (i.e., completely metrizable, locally convex real
topological vector spaces) are homeomorphic if they have the same
weight, due to the characterization of Hilbert spaces by Torun´czyk [16]
(cf. [17]). Therefore, any Fre´chet space of weight τ is homeomorphic
to the Hilbert space ℓ2(τ) of weight τ , in other words, to the Hilbert
space with τ orthonormal basis vectors.
Thus we may expect that many function spaces are locally homeo-
morphic to the Hilbert space ℓ2(τ) for a suitable τ . Such spaces are
called topological Hilbert manifolds, or more precisely, ℓ2(τ)-manifolds.
Using the Torun´czyk’s characterization mentioned above, many func-
tion spaces are known to be Hilbert manifolds. One typical example
is the following: the function space C(X, Y ) of continuous maps from
an infinite compact metric space X into a separable complete metric
ANR Y with no isolated points is an ℓ2-manifold, with respect to the
uniform topology(Sakai [14]).1
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1In this case, the uniform topology coincides with many other interesting topolo-
gies including the compact-open topology, since X is compact.
1
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In this paper, we prove corresponding results for C(X, Y ) with the
uniform topology when X is a noncompact space, with suitable as-
sumption added to Y . The most significant change from the previous
setting is that the function space C(X, Y ) becomes non-separable.2
When we apply Torun´czyk’s characterization to prove a space to be
a Hilbert manifold, we have first to prove that the space is an ANR,
and this is often difficult. To avoid this problem, we assume that the
metric space Y is an ANRU, which is a uniform version of ANR. The
definition of this notion is obtained from that of the usual ANR by
replacing all of “continuous maps” and “neighborhoods” by uniform
ones, namely, uniformly continuous maps and uniform neighborhoods
(see §2.2 for the precise definition). This notion apparently depends on
the metric of Y , but in fact depends only on the uniformity it defines
(Corollary 2.5). The assumption that Y is an ANRU is not too strong,
since all compact polyhedra as well as Euclidean spaces with the usual
metric are ANRU’s (Example 2.7).
Now the main theorem of this paper can be stated:
Theorem 1.1. Let X be a separable noncompact metrizable space
and (Y, d) a separable complete ANRU. Assume that the diameters
of path-components of Y are bounded away from zero: that is, the
set {diamC ; C is a path-component of Y } has a positive lower bound.
Then, the space C(X, Y ) of continuous maps from X into Y is an
ℓ2(2ℵ0)-manifold with respect to the uniform topology.
This theorem will be proved in §3.2. The condition on the path-
components of Y may seem to be complicated, but this is essential as
shown in §4.1 (Theorem 4.1, Corollary 4.2).
Notice that the set CB(X, Y ) of all bounded continuous maps is an
open subset of C(X, Y ). From examples of ANRU’s mentioned above,
we have the following:
Corollary 1.2. Let X be a separable noncompact metrizable space and
let Y be a compact polyhedron without isolated points (equipped with
any admissible metric) or the Euclidean space Rn (1 ≦ n <∞). Then,
C(X, Y ) and CB(X, Y ) are ℓ
2(2ℵ0)-manifolds. 
This corollary gives many concrete examples of Y for which C(X, Y )
is a Hilbert manifold for all noncompact separable metrizable space X .
It can also be regarded as a “manifold version” of an elementary fact
2 In this case, the compact-open topology is coarser than the uniform topology,
and with this topology, C(X,Y ) need not have nice local behavior. This problem
is discussed in [15].
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that the space CB(X,R) is a Banach space of weight 2
ℵ0, which is
homeomorphic to ℓ2(2ℵ0).
The next corollary is concerned with the case where the range space
is a Riemannian manifold:
Corollary 1.3. Let X be a separable noncompact metrizable space, and
assume that Y is a connected, complete Riemannian manifold (without
boundary) equipped with the geodesic metric. Then CB(X, Y ) is an
ℓ2(2ℵ0)-manifold.
The proof of this corollary uses a variation of the main theorem
(Corollary 4.3) and will be in §5. This corollary would be false if one
replaces CB(X, Y ) by C(X, Y ) (Example 5.3). To prove our main The-
orem 1.1, according to Torun´czyk’s characterization, we have to show
that C(X, Y ) has a certain general position property. This constitutes
the main part of this paper (§3).
The author expresses his deep gratitude to Professors T. Tsuboi and
K. Sakai for their invaluable help during the preparation of this paper.
He would like to thank Professor K. Sakai also for a careful reading of
the manuscript and Professor D. Gauld for useful comments. He also
thanks K. Mine for a useful discussion for Appendix in this paper and
S. Saito for a careful reading of the manuscript. Finally, he thanks the
referee, who helped him a great deal to prepare this paper in a clearer
style.
2. Preliminaries
2.1. Basic terminology. In this paper, spaces are Hausdorff andmaps
are continuous, while functions are not necessarily continuous.
Let X be a space and (Y, d) a metric space. We denote by C(X, Y )
the space of all maps from X into Y with the uniform topology.
We follow the standard notation I = [0, 1] and we define N =
{1, 2, . . .}. Also, by B(y, r) and B¯(y, r) we mean the open ball and
the closed ball. For A ⊂ Y and r > 0, we define N(A, r) = {x ∈
X ; d(x,A) < r} and N(A, r) = {x ∈ X ; d(x,A) ≦ r}.
Let (X1, d1), (X2, d2) be metric spaces. The product metric on X1 ×
X2 is defined by d((x1, x2), (x
′
1, x
′
2)) = d1(x1, x
′
1) + d2(x2, x
′
2). Product
spaces are assumed to have this metric and the uniformity it induces.
We will frequently use simplicial complexes, which are not assumed
to be finite-dimensional or locally finite. The readers are assumed
to be familiar with the basic notions concerning simplicial complexes,
especially subdivisions. A simplicial complex is denoted by a symbol
such asK, which is thought of as a collection of simplexes. The union of
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these simplexes, or the polyhedron of K, is denoted by |K| and assumed
to have the Whitehead weak topology.
We say that a function δ : (0,∞)→ (0,∞) is a modulus of continuity,
or a modulus for short if δ is monotone and limε→+0 δ(ε) = 0. A typical
example of a modulus arises from a uniformly continuous map. Let
f : X → Y be a uniformly continuous map between metric spaces.
Then
δ(ε) = sup{δ ∈ (0, 1] ; d(f(x), f(x′)) < ε whenever d(x, x′) < δ}
defines a modulus δ. We note the following:
Lemma 2.1. For every modulus δ, there exists a continuous, strictly
monotone modulus δ′ satisfying δ′(ε) ≦ min{1, δ(ε)} for every ε > 0.
Proof. We can choose a strictly decreasing sequence (εn)n∈N of positive
numbers converging to 0 such that δ(εn+1) < δ(εn) < 1 for each n ∈ N.
Define δ′ : (0,∞)→ (0,∞) by
δ′(ε) =
{
(1− t)δ(εn+2) + tδ(εn+1) if ε = (1− t)εn+1 + tεn, t ∈ I,
ϕ(ε) if ε ≧ ε1,
where ϕ is an arbitrary strictly monotone continuous function with
ϕ(ε1) = δ(ε2) and ϕ(ε) < 1 for each ε ≧ ε1. Then δ
′ is continuous,
strictly monotone and δ′ ≦ min{1, δ}. 
2.2. Preliminaries on ANRU. We introduce a uniform version of
the notions of ANE and ANR, namely ANEU and ANRU, but there
seems to be several possible definitions for such notions different from
each other (see e.g. Isbell [8] and Nguyen To Nhu [12]). We follow
[12], which is more convenient in our context of metric spaces. We say
that a neighborhood V of a subset A of a metric space is a uniform
neighborhood if we have N(A, ε) ⊂ V for some ε > 0.
Definition 2.2 (ANEU). A metric space X is an ANEU if, for every
uniformly continuous map f : A → X from a closed set A in a metric
space Y , there exist a uniform neighborhood V of A and a uniformly
continuous extension f˜ : V → X .
Definition 2.3 (ANRU). A metric space X is an ANRU if, for every
isometric closed embedding i : X → Y into a metric space Y , there
exist a uniform neighborhood V of i(X) and a uniformly continuous
retraction from V onto i(X).
We see that every ANRU is an ANR by a standard argument as
follows: if an ANRU Y is given, we can isometrically embed it as a
closed set of a normed space E (see Bessaga-Pe lczyn´ski [4, Chapter
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II, Corollary 1.1]). Since Y is an ANRU, there is an open (uniform)
neighborhood U of Y in E which retracts onto Y . Since U is an ANR
as an open set of a normed space, so is Y .
It is easy to see that every ANEU is an ANRU. A less obvious fact
is that the converse holds:
Proposition 2.4. A metric space (X, d) is an ANRU if and only if it
is an ANEU.
In fact, we need only the notion of ANRU and do not need ANEU.
However, we include the proof of Proposition 2.4 in Appendix of this
paper, since this equivalence implies the uniform invariance of the no-
tion of ANRU, which is sometimes used in this paper:
Corollary 2.5. If (X, d) and (X ′, d′) are uniformly equivalent metric
spaces and (X, d) is an ANRU, then so is (X ′, d′).
Indeed, it is clear from the definition that the notion of ANEU is
invariant under uniform equivalences (note that it is not so clear for
ANRU). Then, this corollary follows from Propostion 2.4.
Now we shall give examples of ANRU’s. A uniform complex is the
polyhedron |K| of a simplicial complex K, endowed with the metric
d(x, y) = sup
v∈K(0)
|x(v)− y(v)|,
where x(v) denotes the barycentric coordinates of x. Notice that the
topology induced by this metric is different from the Whitehead weak
topology unless K is locally finite. The following fact is known:
Proposition 2.6 (Isbell [7], Theorem 1.9). Every finite-dimensional
uniform complex is an ANRU. 
The next examples of ANRU’s show that the main Theorem 1.1
implies Corollary 1.2:
Example 2.7. The Euclidean space Rn, with the usual triangulation
(first subdivide the space by unit cubes and triangulate their faces
inductively, in order of increasing dimension, without introducing new
vertices), is an example of a uniform complex. As a uniform complex,
R
n has a metric uniformly equivalent to the usual one. This means, by
Corollary 2.5 and Proposition 2.6, that Euclidean space Rn with the
usual metric (or more generally, a metric induced from a norm) is an
ANRU.
Similarly, by Corollary 2.5 and Proposition 2.6, any compact poly-
hedron with a fixed admissible metric is also an ANRU, since all ad-
missible metrics on a compact space are uniformly equivalent. 
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There is an example of non-ANRU homeomorphic to R:
Example 2.8. Let Y be the image of the closed embedding i : R→ R2
defined by
i(x) =
{
(|x|, 1/x) |x| ≧ 1,
(1, x) |x| ≦ 1.
We think of Y as a metric space using the usual Euclidean metric on
R
2. Then Y is not an ANRU. 
2.3. Characterization of ℓ2(τ)-manifolds by Torun´czyk. Let τ be
an infinite cardinal and Γ a discrete space of cardinality τ . We denote
by ℓ2(τ) the Hilbert space of weight τ , in other words, the Hilbert space
whose orthonormal basis consists of τ vectors. A metrizable space X
is an ℓ2(τ)-manifold if every point of X has an open neighborhood
homeomorphic to some open set in ℓ2(τ).
The characterization of ℓ2(τ)-manifolds obtained by Torun´czyk is the
main ingredient of this paper. To state this theorem, it seems to be
convenient to introduce the following notion. A map f : X → Y is
approximable by a map g satisfying a certain property P if for each
map α : Y → (0,∞) there exists a map g : X → Y satisfying P such
that d(f(x), g(x)) < α(f(x)) for all x ∈ X .
Theorem 2.9 (Torun´czyk [16], cf. [17]). Let τ be an infinite cardinal
and Γ a discrete space of cardinality τ . The space X is an ℓ2(τ)-
manifold if and only if it satisfies the following conditions:
(a) X is a completely metrizable ANR of weight τ .
(b) For each n ∈ N, every map from In×Γ into X is approximable
by a map g for which the family {g(In×{γ})}γ∈Γ is discrete in
X.
(c) For each sequence {Kn}n∈N of finite-dimensional simplicial com-
plexes with the cardinality of vertices ≦ τ , every map from the
topological sum
⊕
n∈N |Kn| into X is approximable by a map g
for which the family {g(|Kn|)}n∈N is discrete in X.
2.4. Basic properties of the function space. Here we prove basic
properties of the function space C(X, Y ) in our main Theorem 1.1.
Lemma 2.10. Let X and Y be separable metric spaces.
(i) If X is noncompact and Y contains a homeomorphic copy of I,
then the weight of C(X, Y ) is 2ℵ0.
(ii) If Y is an ANRU then C(X, Y ) is an ANR.
Consequently, if X and Y satisfy the assumption in Theorem 1.1, then
C(X, Y ) is an ANR of weight 2ℵ0.
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Proof. (i) By the assumption, X contains a countable closed discrete set
X0. We think of ∂I ⊂ I ⊂ Y , where ∂I is the set of two endponts of I.
Then C(X0, ∂I) is a discrete space and its weight equals the cardinality,
which is 2ℵ0 . Consider the subset A = {f ∈ C(X, Y ) ; f(X0) ⊂ ∂I}.
By the Tietze extension theorem, the restriction A → C(X0, ∂I) is
surjective. Therefore, the weight of A, hence of C(X, Y ), is at least
2ℵ0. The reverse inequality easily follows from the fact that both X
and Y are separable metrizable.
(ii) By (Bessaga-Pe lczyn´ski [4, Chapter II, Corollary 1.1]) we can
embed Y isometrically into a normed space E as a closed set. Since
Y is an ANRU, it has a uniform neighborhood N in E which has a
uniformly continuous retraction r : N → Y . Then the composition of
r defines a (continuous) retraction C(X,N) → C(X, Y ). Notice that
C(X,N) is a neighborhood of C(X, Y ) in C(X,E), which is an AR as
a normed space. Thus C(X, Y ) is embedded into an AR as a retract
of some neighborhood. This means that C(X, Y ) is an ANR.
Finally, let X and Y be as in Theorem 1.1. The hypothesis in (ii)
is satisfied and thus C(X, Y ) is an ANR. Since Y is a metric space
with a nontrivial path-component, it has a homeomophic copy of I
(see Engelking [6, Excercise 6.3.12]). Therefore, the hypothesis of (i)
is also satisfied, and hence C(X, Y ) is of weight 2ℵ0 . 
3. Proof of Theorem 1.1
In this section, we fix spaces X and Y as in the hypothesis of The-
orem 1.1: X is a separable metrizable noncompact space and (Y, d) is
a separable complete ANRU (§2.2) with the diameters of components
away from zero. For brevity, we set
F = C(X, Y ).
By Lemma 2.10, together with the completeness of Y , the function
space F satisfies the condition (a) of the Characterization Theorem 2.9
for τ = 2ℵ0 . The rest of this section is devoted to the proof that F also
satisfies the conditions (b) and (c).
We may assume that Y is bounded, since if we replace d by min{1, d},
the metric space Y still has the same properties stated above and the
topology of F is unchanged. Thus, we can define the sup-metric on F
denoted by d, and the topology of F is the one induced from d.
3.1. Preliminary lemmas for discrete approximations. Hereafter
we fix an isometric closed embedding of (Y, d) into a normed space
(E, ‖ · ‖), uniform neighborhood N and a uniformly continuous retrac-
tion r : N → Y (cf. proof of Lemma 2.10).
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Without loss of generality, we can make the following assumptions:
(♮1) Each component of Y has the diameter at least 1,
(♮2) The uniform neighborhoodN contains the 1-neighborhoodN(Y, 1)
of Y in E.
Indeed, these conditions are satisfied if we multiply some positive con-
stant to d.
Using the uniform continuity of r, we define δ1 : (0,∞)→ (0,∞) by
δ1(ε) = sup
{
δ ∈ (0, ε/2] ;
‖r(x)− r(x′)‖ < ε/2 whenever
x, x′ ∈ N and ‖x− x′‖ < δ
}
,
Then δ0 is a modulus (see §2.1) satisfying δ1(ε) < ε for all ε > 0. By
Lemma 2.1, we can take a continuous, strictly monotone modulus δ0
such that δ0 ≦ min{1, δ1}. Consequently, we have the following:
Lemma 3.1. There exists a continuous, strictly monotone modulus δ0
with the following properties:
(i) δ0(ε) < min{1, ε},
(ii) ‖r(x)− r(x′)‖ ≦ ε/2 whenever ‖x− x′‖ < δ0(ε), x, x
′ ∈ N .

Recall that a family {fλ}λ∈Λ of maps from a space Z into a metric
space (T, ρ) is equicontinuous if for every ε > 0 and z ∈ Z, there is a
neighborhood U of z such that fλ(U) ⊂ B(fλ(z), ε) for all λ ∈ Λ.
We introduce the following notation: if F : Z → F is a function,
we denote by Fˇ : X × Z → Y the function defined by Fˇ (x, t) =
F (t)(x) (x ∈ X, t ∈ Z). Note that if F is continuous, then so is Fˇ .
The converse is not true (consider the case X = [0,∞), Y = I, Z = I,
F (t)(x) = 1− (1 + tx)−1).
Lemma 3.2. Let δ0 be a modulus as in Lemma 3.1. Let D = {xn ; n ∈
N} be a closed discrete set of X and {Un}n∈N a discrete open collection
with xn ∈ Un (n ∈ N). Suppose that a map F : Z → F together with
equicontinuous family {γn}n∈N of maps γn : Z → Y satisfy the condition
d(Fˇ (xn, z), γn(z)) < δ0(ε(z)) (n ∈ N, z ∈ Z).
Then for every map ε : Z → (0, 1] there is a map F ′ : Z → F satisfying
(i) Fˇ ′(xn, z) = γn(z) (n ∈ N, z ∈ Z),
(ii) d(F (z), F ′(z)) < ε(z) (z ∈ Z),
(iii) Fˇ |(X\U)×Z = Fˇ ′|(X\U)×Z ,
where U =
⋃
n∈N Un.
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Proof. Fix a continuous function β : X → I with β|D = 1 and β|X\U =
0. Consider a function F ′′ : Z → C(X,N) defined by
F ′′(z)(x) =
{
Fˇ (x, z) + β(x)(γn(z)− Fˇ (xn, z)) if x ∈ Un ⊂ U,
Fˇ (x, z) if x ∈ X \ U.
It is easy to see that F ′′(z) : X → E is certainly continuous. To prove
F ′′(z) ∈ C(X,N), it is enough to check that F ′′(z)(x) ∈ N for x ∈ U .
Choosing n such that x ∈ Un, we have
‖Fˇ (xn, z)− γn(z)‖ < δ0(ε(z)) < ε(z) ≦ 1,
and hence F ′′(z)(x) = Fˇ (x, z)+β(x)(γn(z)− Fˇ (xn, z)) ∈ N(Y, 1) ⊂ N .
Thus F ′′ : Z → C(X,N) is defined as a function.
We claim that F ′′ is continuous. To see this, z, z′ ∈ Z and x ∈ X .
First suppose that x ∈ Un for some n ∈ N. Then we have
‖F ′′(z)(x)− F ′′(z′)(x)‖
= ‖(Fˇ (x, z) + β(x)(γn(z)− Fˇ (xn, z)))
− (Fˇ (x, z′) + β(x)(γn(z
′)− Fˇ (xn, z
′)))‖
≦ ‖Fˇ (x, z)− Fˇ (x, z′)‖+ ‖(γn(z)− Fˇ (xn, z))− (γn(z
′)− Fˇ (xn, z
′))‖
≦ 2d(F (z), F (z′)) + ‖γn(z)− γn(z
′)‖.
On the other hand, if x /∈ Un for every n ∈ N, we have
‖F ′′(z)(x)− F ′′(z′)(x)‖ = ‖Fˇ (x, z)− Fˇ (x, z′)‖
≦ d(F (z), F (z′)).
Combining these inequalities and the equicontinuity of {γn}n∈N, we
conclude that F ′′ is continuous.
Since r : N → Y is uniformly continuous, it induces a continuous
map r∗ : C(X,N) → C(X, Y ) = F. We define F
′ : Z → F by the
composition F ′ = r∗ ◦ F
′′. Then, F ′ is continuous and it is easy to
check that F ′ satisfies the conditions (i) and (iii).
Now it remains only to show that F ′ satisfies (ii). In view of
‖β(x)(γn(z)− Fˇ (xn, z))‖ ≦ ‖γn(z)− Fˇ (xn, z)‖
< δ0(ε(z)),
we have, if x ∈ Un,
‖F ′(z)(x)− F (z)(x)‖
=
∥∥r(Fˇ (x, z) + β(x)(γn(z)− Fˇ (xn, z))) − r(Fˇ (x, z))∥∥
≦ ε(z)/2,
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due to our choice of δ0 in Lemma 3.1. Therefore, in view of (iii), we
have d(F ′(z), F (z)) ≦ ε(z)/2 < ε(z), and hence, F ′ satisfies (ii). 
For ε > 0, we say that a subset S ⊂ Y is ε-discrete if for every two
distinct points p, q ∈ S we have d(p, q) ≧ ε, while S is called ε-dense
if for every y ∈ Y there exists p ∈ S such that d(y, p) < ε, that is,
N(S, ε) = Y .
Let us consider the following conditions P1(B,R, ε), P2(B,R, ε) for
B,R ⊂ Y , ε > 0:
• P1(B,R, ε) : B ∩R = ∅ and B ∪R is ε/4 -discrete.
• P2(B,R, ε) : Both B and R are ε-dense.
We shall prove the following:
Lemma 3.3. Let 0 < ε < 1. Then if P1(B,R, ε) holds, there exist
B′ ⊃ B and R′ ⊃ R satisfying P1(B
′, R′, ε/2) and P2(B
′, R′, ε/2).
Using this lemma inductively, we have the following:
Proposition 3.4. There exist increasing sequences B(1) ⊂ B(2) ⊂ · · ·
and R(1) ⊂ R(2) ⊂ · · · of subsets of Y satisfying P1(B(i), R(i), 2
−i)
and P2(B(i), R(i), 2
−i) for each i ∈ N. 
It may be helpful to think of the elements of B(i) and R(i) as “blue
points” and “red points”, respectively.
Proof of Lemma 3.3. Let B′ ⊂ Y be a maximal subset satisfying
• B ⊂ B′,
• B′ ∩R = ∅,
• B′ ∪R is ε/8-discrete,
• B′ is ε/4-discrete.
(Note that B′ = B certainly satisfies these conditions.) Then by the
maximality,
(♯) for every y ∈ Y, either B(y, ε/8) ∩ R 6= ∅ or B(y, ε/4) ∩B′ 6= ∅.
Then we have
Claim 1. The set B′ is ε/2-dense.
To show this, take y ∈ Y with B(y, ε/4) ∩ B′ = ∅. Then by (♯),
we can take a point a ∈ B(y, ε/8) ∩ R. Since ε < 1 and each path-
component of Y has the diameter ≧ 1 (see (♮1) at the beginning of
§3.1), there is a point b ∈ Y such that d(a, b) = ε/8. Then B(b, ε/8)
does not meet R, because a ∈ R and R is ε/4-discrete. Again by (♯),
it follows that B(b, ε/4) ∩ B′ 6= ∅. Fix an element c ∈ B(b, ε/4) ∩ B′.
Then we have
d(y, c) ≦ d(y, a) + d(a, b) + d(b, c) < ε/8 + ε/8 + ε/4 = ε/2,
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which proves the claim.
Let R′ ⊂ Y be a maximal subset satisfying
• R ⊂ R′,
• B′ ∩R′ = ∅,
• B′ ∪R′ is ε/8-discrete,
• R′ is ε/4-discrete.
(Note that R′ = R certainly satisfies these conditions.) Then by an
argument similar to the above, we have
Claim 2. The set R′ is ε/2-dense.
Now the subsets B′, R′ ⊂ Y satisfy P1(B
′, R′, ε/2) and P2(B
′, R′, ε/2).

3.2. Proof of the discrete approximation. Here by Γ we denote
the set of all sequences of 0 and 1, that is, Γ = {0, 1}N.
We shall show that F = C(X, Y ) satisfies the conditions (b) and (c)
in Characterization Theorem 2.9. These conditions will be verified at
the same time. In fact, we prove the following:
Proposition 3.5. Let Kγ (γ ∈ Γ) be simplicial complexes. Then every
map
⊕
γ∈Γ fγ :
⊕
γ∈Γ |Kγ | → F is approximable by a map
⊕
γ∈Γ gγ for
which {gγ(|Kγ|)}γ∈Γ is discrete in F.
This proposition clearly implies both of the conditions (b) and (c)
for F. To prove Proposition 3.5, we show the following:
Lemma 3.6 (main lemma). There exists a modulus δ with the fol-
lowing property: for every continuous function α : F → (0, 1], every
family {Kγ}γ∈Γ of simplicial complexes indexed by Γ and every map⊕
γ∈Γ fγ :
⊕
γ∈Γ |Kγ| → F, there exists a map
⊕
γ∈Γ gγ :
⊕
γ∈Γ |Kγ| →
F such that
(i) d(fγ(p), gγ(p)) < αfγ(p) for every γ ∈ Γ, p ∈ |Kγ | and
(ii) d(gγ(p), gγ′(p
′)) ≧ min{δαfγ(p), δαfγ′(p
′)} for every γ 6= γ′ ∈
Γ, p ∈ |Kγ| and p
′ ∈ |Kγ′|.
In the above lemma, notice that there is no assumption on the simpli-
cial complexes: they can possess arbitrarily many vertices and can be
infinite-dimensional or non-locally finite. First we verify that Lemma
3.6 implies Proposition 3.5.
Proof of “Lemma 3.6 ⇒ Proposition 3.5”. It suffices to show that con-
dition (ii) of Lemma 3.6 implies the discreteness of {gγ(|Kγ|)} in F.
If {gγ(|Kγ|)}γ∈Γ is not discrete, there are F0 ∈ F, a sequence {γj}j∈N
in Γ with γj 6= γj+1 (j ∈ N), and pj ∈ |Kγj | (j ∈ N) such that gγj (pj)→
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F0 as j →∞. Let fj = fγj and gj = gγj . Then by (ii), for each j ∈ N
one of the following holds:
d(gj(pj), gj+1(pj+1)) ≧ δαfj(pj),
d(gj(pj), gj+1(pj+1)) ≧ δαfj+1(pj+1).
Therefore, taking a suitable subsequence, we may assume that δαfj(pj)→
0, and hence αfj(pj)→ 0 (notice that δ is a modulus). Now by (i) we
have d(fj(pj), gj(pj)) → 0, which means fj(pj) → F0. Then by the
continuity of α, we see that αfj(pj) → α(F0) > 0. This contradicts
αfj(pj)→ 0. 
For a simplicial complex K and its vertex v ∈ K(0), by st(v,K)
we mean the closed star at v in K, that is, the union of all (closed)
simplexes which has v as a vertex. Recall the following classical lemma
from J. H. C. Whitehead [18, Theorem 35]:
Lemma 3.7 (Whitehead). For every simplicial complex K and open
covering U of |K|, there exists a subdivision K ′ of K such that the
closed cover {st(v,K ′) ; v ∈ K ′(0)} refines U . 
Proof of Lemma 3.6. Fix a closed discrete subset
D =
{
xβ,ρj ; j ∈ N, β, ρ ∈ N
}
of X which is indexed by j, β, ρ. We also fix a discrete open collection
{Uβ,ρj }j,β,ρ with x
β,ρ
j ∈ U
β,ρ
j .
We take B(i), R(i) ⊂ Y (i ∈ N) as in Proposition 3.4. Namely, take
B(i) and R(i) such that
(1) B(1) ⊂ B(2) ⊂ · · · ⊂ Y, R(1) ⊂ R(2) ⊂ · · · ⊂ Y ,
(2) B(i) ∩R(i) = ∅,
(3) B(i) ∪R(i) is 2−(i+2)-discrete,
(4) Both B(i) and R(i) are 2−i-dense.
Fix a modulus δ0 as in Lemma 3.1. In particular, δ0 satisfies the
following:
(5) ||r(x)− r(x′)|| ≦ ε/2 if x, x′ ∈ N and ||x− x′|| < δ0(ε),
(6) δ0(η) < 1 for each η > 0,
(7) δ0 is continuous and strictly monotone.
Then we define a modulus δ by
(8) δ =
1
32
δ20,
where δ20 = δ0 ◦ δ0.
Let α : F → (0, 1] be a continuous function, {Kγ}γ∈Γ a family of
simplicial complexes, and
⊕
γ∈Γ fγ :
⊕
γ∈Γ |Kγ| → F a map. We shall
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show that there exists a map
⊕
γ∈Γ gγ :
⊕
γ∈Γ |Kγ| → F satisfying (i)
and (ii) in the statement of Lemma 3.6.
To simplify the notation, we let
αγ = δ
2
0αfγ : |Kγ| → (0,∞) (γ ∈ Γ).
We claim that there exists a subdivision K ′γ of Kγ such that
(9) K ′γ has the form of the second barycentric subdivision, that is,
there exists Lγ such that K
′
γ = Sd
2 Lγ (γ ∈ Γ),
and further that, writing Cvγ = st(v, Lγ) for γ ∈ Γ and v ∈ L
(0)
γ ,
(10) p, q ∈ Cvγ implies αγ(p) ≧
αγ(q)
2
,
(11) diam fγ(C
v
γ) ≦
1
2
inf
p∈Cvγ
αγ(p).
To show this claim, take any γ ∈ Γ. Let U be the open covering of
|Kγ| defined by
U =
{
α−1γ
(
(t, 2t)
)
∩ f−1γ
(
B
(
F,
δ20α(F )
8
))
; t > 0, F ∈ (δ20α)
−1
(
(t, 2t)
)}
,
where B
(
F,
δ20α(F )
8
)
stands for an open ball in F. It is easy to see
that the above definition certainly gives a covering of |Kγ|. By using
Lemma 3.7, we have a subdivision Lγ of Kγ such that
(12) {Cvγ ; v ∈ L
(0)
γ } < U ,
where Cvγ = st(v, Lγ). We shall prove that K
′
γ = Sd
2 Lγ satisfies our
requirements (9)–(11). Clearly, (9) is satisfied. To see (10), let v ∈ L
(0)
γ
and p, q ∈ Cvγ . Then by (12) there exists t > 0 such that αγ(p), αγ(q) ∈
(t, 2t). Then αγ(q)/αγ(p) < 2t/t = 2, which means αγ(q) < 2αγ(p).
To see (11), let v ∈ L
(0)
γ and p, q, r ∈ Cvγ . Then by (12) there exist
t > 0 and F ∈ F such that
(13) αγ(r), δ
2
0α(F ) ∈ (t, 2t) and
(14) d(fγ(p), F ), d(fγ(q), F ) <
δ20α(F )
8
.
It follows from (13) and (14) that
d(fγ(p), fγ(q)) <
δ20α(F )
4
<
t
2
<
αγ(r)
2
.
Since p, q, r ∈ Cvγ are arbitrary, we have (11).
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Hereafter we write Kγ for K
′
γ for simplicity. Let L
′
γ = SdLγ (which
means SdL′γ = Kγ). Since the vertices of L
′
γ are precisely the barycen-
ters of simplexes in Lγ, the set (L
′
γ)
(0) of all vertices of L′γ is represented
as a disjoint union
(15) (L′γ)
(0) =
⋃
θ∈N∪{0}
W θγ ,
where W θγ is the set of all barycenters of θ-simplexes in Lγ . We set
Dwγ = st(w,Kγ) for w ∈ (L
′
γ)
(0) =
⋃∞
θ=0W
θ
γ .
Now define a metric d = dγ on the set |Kγ| by
(16) d(p, q) = dγ(p, q) =
∑
v∈K
(0)
γ
|p(v)− q(v)| (p, q ∈ |Kγ|),
where p(v) denotes the barycentric coordinate of p at v. This metric
gives a topology of |Kγ| not stronger than the original Whitehead weak
topology. We note that
(17) if w and w′ are distinct points in W θγ for some θ ∈ N∪{0}, then
d(Dwγ , D
w′
γ ) ≧ 2.
As a consequence, {Dwγ }w∈W θγ is a discrete family of closed subsets in
|Kγ| for each θ ∈ N∪{0}. By Dγ(θ) we denote the union of this family,
that is, Dγ(θ) =
⋃
w∈W θγ
Dwγ . In view of (15), we observe that
(18) |Kγ| =
⋃
w∈(L′γ)
(0)
Dwγ =
∞⋃
θ=0
Dγ(θ),
which is known as the dual cell decomposition of Lγ when Lγ is a
combinatorial manifold.
As regards the relation between Dwγ (w ∈ (L
′
γ)
(0)) and Cvγ (v ∈ L
(0)
γ ),
we easily see the following:
If there exists a simplex σ in Lγ such that v is a vertex
of σ and w is the barycenter of σ, then N(Dwγ , 1/2) is
contained in Cvγ .
From this we have
(19) {N(Dwγ , 1/2) ; w ∈ (L
′
γ)
(0)} < {Cvγ ; v ∈ L
(0)
γ }.
Now for each v ∈ L(0)γ , we let
(20) εvγ = infp∈Cvγ αfγ(p) for v ∈ L
(0)
γ ,
which is positive by virtue of (10). Then define µvγ ∈ N by
µvγ = min{µ ∈ N ; 2
−µ < δ20(ε
v
γ)/2}.
Notice that the modulus δ0 is continuous. It is easy to see the following:
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(21) diam fγ(C
v
γ) ≦
δ20(ε
v
γ)
2
,
(22) 2−µ
v
γ <
δ20(ε
v
γ)
2
≦ 2−(µ
v
γ−1).
For each θ ∈ N ∪ {0}, we define a function ϕθγ : |Kγ| → [0, 1] by
(23) ϕθγ(p) = max{0, 1− 2d(p,Dγ(θ))}.
We notice the following:
(24) ϕθγ|Dγ(θ) = 1, ϕ
θ
γ ||Kγ|\N(Dγ (θ),1/2) = 0,
(25) ϕθγ is continuous with respect to metric d, hence to the White-
head topology.
For each γ ∈ Γ, j ∈ N and β, ρ ∈ N, we define a map hβ,ργ,j : |Kγ| → E.
We fix γ, j, β and ρ. For brevity, we write fˇ 0 = fˇγ(x
β,ρ
j , ·) : |Kγ| → Y .
Case 1. If γ(j) = 0, we proceed as follows. In this case, we do not
use ρ but we use β throughout the construction of hβ,ργ,j . Take any
w ∈ W βγ ⊂ (L
′
γ)
(0). By (19), we have v = v(w) ∈ L
(0)
γ such that
(26) N(Dwγ , 1/2) ⊂ C
v
γ .
Then by (4), we can choose bwγ ∈ B(µ
v
γ) satisfying
(27) d(bwγ , fˇ
0(Cvγ)) < 2
−µvγ .
Now, for every p ∈ N(Dwγ , 1/2), using (27), (26), (21), (22) and (20),
we have
‖bwγ − fˇ
0(p)‖ ≦ d(bwγ , fˇ
0(Cvγ )) + diam fˇ
0(Cvγ )
< 2−µ
v
γ +
δ20(ε
v
γ)
2
<
δ20(ε
v
γ)
2
+
δ20(ε
v
γ)
2
= δ20(ε
v
γ)
≦ δ20αfγ(p),
which means that
(28) ‖bwγ − fˇ
0(p)‖ < αγ(p) for w ∈ W
β
γ and p ∈ N(D
w
γ , 1/2).
Notice that, by (17),
(29) if w 6= w′ ∈ W βγ then d(N(D
w
γ , 1/2), N(D
w′
γ , 1/2)) ≧ 1.
We define hβ,ργ,j : |Kγ| → E by
(30) hβ,ργ,j (p) =


ϕβγ(p)(b
w
γ − fˇ
0(p)) if p ∈ N(Dwγ , 1/2)
for (unique) w ∈ W βγ ,
0 if p ∈ |Kγ| \N(Dγ(β), 1/2).
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By (29) and (25), we see that hβ,ργ,j is continuous with respect to the
Whitehead topology. For w ∈ W βγ and p ∈ N(D
w
γ , 1/2), we have
(31) ‖hβ,ργ,j (p)‖ < αγ(p)
by (28). The same inequality is clearly true for p ∈ |Kγ|\N(Dγ(β), 1/2).
If we define fˇ 0 + hβ,ργ,j : |Kγ| → E by the addition in E, we have
(32) (fˇ 0 + hβ,ργ,j )(D
w
γ ) = {b
w
γ } ⊂ B(µ
v(w)
γ ).
by (30) and (24).
Case 2. If γ(j) = 1, we do not use β but we use ρ. For each w ∈ W ργ ,
we can take v = v(w) ∈ L
(0)
γ satisfying N(Dwγ , 1/2) ⊂ C
v
γ by (19). By
(4), we can choose rwγ ∈ R(µ
v(w)
γ ) with d(rwγ , fˇ
0(Cvγ )) < 2
−µvγ . Then we
can prove
(33) ‖rwγ − fˇ
0(p)‖ < αγ(p)
in the same way as (28) in Case 1. We define a map hβ,ργ,j : |Kγ| → E
by
(34) hβ,ργ,j (p) =


ϕργ(p)(r
w
γ − fˇ
0(p)) if p ∈ N(Dwγ , 1/2)
for (unique) w ∈ W ργ ,
0 if p ∈ |Kγ| \N(Dγ(ρ), 1/2).
Then by (33), for p ∈ |Kγ|,
(35) ‖hβ,ργ,j (p)‖ < αγ(p),
which is the same inequality as (31). If we define fˇ 0 + hβ,ργ,j : |Kγ| → E
using the addition in E,
(36) (fˇ 0 + hβ,ργ,j )(D
w
γ ) = {r
w
γ } ⊂ R(µ
v(w)
γ ) for every w ∈ W ργ .
We have defined hβ,ργ,j : |Kγ| → E for every γ ∈ Γ, j ∈ N and β, ρ ∈
N ∪ {0}. Now we claim the following.
Claim 3. {hβ,ργ,j}j,β,ρ is equicontinuous for every γ ∈ Γ.
First we fix γ ∈ Γ. We show the equicontinuity of
{hβ,ργ,j}j∈γ−1(0), β,ρ∈N
and that of
{hβ,ργ,j}j∈γ−1(1), β,ρ∈N
separately. Since the latter family is treated similarly, we prove only
the equicontunuity of the former. Take any point p ∈ |Kγ|. It suffices
to show the equicontinuity at the point p with respect to the metric d
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defined in (16). In view of the definition (30), it suffices to consider the
case d(p,Dγ(β)) ≦ 1/2 only, since otherwise h
β,ρ
γ,j ’s, where j ∈ γ
−1(0),
are constantly zero in a common neighborhood of p. Then there exists
(unique) w ∈ W βγ such that d(p,D
w
γ ) ≦ 1/2.
Let p′ ∈ |Kγ| be any point satisfying d(p
′, p) < 1/2 and let j ∈ N,
β, ρ ∈ N ∪ {0} and fˇ 0 = fˇγ(x
β,ρ
j , ·) : |Kγ| → Y . We distinguish two
cases:
Case A. If p′ ∈ |K| \N(Dγ(β), 1/2), then h
β,ρ
γ,j (p
′) = 0 by the definition
(30). Then by (28) and (23), we have
‖hβ,ργ,j (p
′)− hβ,ργ,j (p)‖ = ‖h
β,ρ
γ,j (p)‖
= ϕβγ(p)‖b
w
γ − fˇ
0(p)‖
≦ ϕβγ(p)αγ(p)
= (1− 2d(p,Dwγ ))αγ(p).
Now, making use of the assumption that d(p′, Dwγ ) ≧ 1/2, we have
d(p, p′) ≧ 1/2 − d(p,Dwγ ), which is also expressed as 1 − 2d(p,D
w
γ ) ≦
2d(p, p′). Combining this with the above inequality, we have
‖hβ,ργ,j (p
′)− hβ,ργ,j (p)‖ ≦ 2d(p, p
′)αγ(p) = 2d(p, p
′)δ20αfγ(p).
Therefore by (6), we have
(37) ‖hβ,ργ,j (p
′)− hβ,ργ,j (p)‖ ≦ 2d(p, p
′).
Case B. If p′ ∈ N(Dγ(β), 1/2), we must have p
′ ∈ N(Dwγ ) by (17),
since d(p′, p) < 1/2 and d(p,Dwγ ) < 1/2. Consider v(w) ∈ L
(0)
γ and
bwγ ∈ B(µ
v(w)
γ ) that are chosen when we defined h
β,ρ
γ,j . Then we have
‖hβ,ργ,j (p
′)− hβ,ργ,j (p)‖ = ‖ϕ
β
γ(p)(b
w
γ − fˇ
0(p))− ϕβγ(p
′)(bwγ − fˇ
0(p′))‖
≦ |ϕβγ(p)− ϕ
β
γ(p
′)| ‖bwγ − fˇ
0(p)‖
+ |ϕβγ(p
′)| ‖fˇ 0(p)− fˇ 0(p′)‖
= 2|d(p,Dwγ )− d(p
′, Dwγ )| ‖b
w
γ − fˇ
0(p)‖
+ |ϕβγ(p
′)| ‖fˇ 0(p)− fˇ 0(p′)‖
≦ 2d(p, p′)‖bwγ − fˇ
0(p)‖+ d(fγ(p), fγ(p
′))
≦ 2d(p, p′)αγ(p) + d(fγ(p), fγ(p
′)),
where the last inequality follows from (28). By (6), we have
(38) ‖hβ,ργ,j (p
′)− hβ,ργ,j (p)‖ ≦ 2d(p, p
′) + d(fγ(p), fγ(p
′)).
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The inequalities (37) and (38) shows that the family {hβ,ργ,j}j∈γ−1(0), β,ρ∈N
is equicontinuous at p ∈ |Kγ|. The proof of Claim 3 is complete.
We define gβ,ργ,j : |Kγ| → Y (γ ∈ Γ, j ∈ N, β, ρ ∈ N) by
(39) gβ,ργ,j (p) = r(fˇ
0(p) + hβ,ργ,j (p)),
where fˇ 0 = fˇγ(x
β,ρ
j , ·) : |Kγ| → Y and the addition is performed in E.
By (35) and (6) we have ‖hβ,ργ,j (p)‖ < αγ(p) < 1, hence
fˇ 0(p) + hβ,ργ,j (p) ∈ N(Y, 1) (p ∈ |Kγ|),
which shows that gβ,ργ,j is well-defined. Since r is a uniformly continuous
retraction onto Y , we conclude from Claim 3 that
(40) {gβ,ργ,j }j,β,ρ is equicontinuous for every γ ∈ Γ.
Notice that fˇγ(x
β,ρ
j , p) = fˇ
0(p) = r(fˇ 0(p)) (p ∈ |Kγ|). Then by (31),
(35) and (5),
(41) d(gβ,ργ,j (p), fˇγ(x
β,ρ
j , p)) < δ0αfγ(p).
Furthermore, by (32), (36) and the definition (39 of gβ,ργ,j , we have
(42) gβ,ργ,j (D
w
γ ) = {b
w
γ } ⊂ B(µ
v(w)
γ ) if γ(j) = 0 and w ∈ W βγ ,
(43) gβ,ργ,j (D
w
γ ) = {r
w
γ } ⊂ R(µ
v(w)
γ ) if γ(j) = 1 and w ∈ W ργ .
By Lemma 3.2, (40) and (41), for each γ ∈ Γ there exists a map
gγ : |Kγ| → F satisfying
(44) gˇγ(x
β,ρ
j , ·) = g
β,ρ
γ,j (j ∈ N, β, ρ ∈ N),
(45) d(gγ(p), fγ(p)) < αfγ(p) (p ∈ |Kγ|),
and gˇγ|(X\U)×|Kγ | = fˇγ|(X\U)×|Kγ |, where U =
⋃
j,β,ρU
β,ρ
j . The above
inequality (45) means that the condition (i) is satisfied. In the rest of
the proof, we show that the condition (ii) is also satisfied.
Let γ 6= γ′ ∈ Γ, p ∈ |Kγ| and p
′ ∈ |Kγ′|. We may assume that
γ(j0) = 0 and γ
′(j0) = 1 for some j0 ∈ N. By (18, there exist β0, ρ0 ∈ N,
w0 ∈ W
β0
γ and w
′
0 ∈ W
ρ0
γ such that p ∈ D
w0
γ and p
′ ∈ D
w′0
γ′ .
Let x0 = x
β0,ρ0
j0
, g0 = g
β0,ρ0
γ,j0
and g′0 = g
β0,ρ0
γ′,j0
. Moreover we let D0 =
Dw0γ andD
′
0 = D
w′0
γ′ . Then by (44) we have gˇγ(x0, ·) = g0 and gˇγ′(x0, ·) =
g′0. Furthermore by (42) and (43)
(46) g0(p) = b
w0
γ ∈ B(µ
v(w0)
γ ),
since γ(j0) = 0. Similarly, by (43)2,
(47) g′0(p
′) = r
w′0
γ′ ∈ R(µ
v(w′0)
γ ),
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since γ′(j0) = 1. We let v0 = v(w0) ∈ L
(0)
γ and v′0 = v(w
′
0) ∈ L
(0)
γ′ .
Further, we let µ0 = µ
v0
γ and µ
′
0 = µ
v′0
γ′ . By (1), (2) and (3) we have
(48) d(g0(p), g
′
0(p
′)) ≧ d(B(µ0), R(µ
′
0)) ≧
1
4
min{2−µ0, 2−µ
′
0}.
On the other hand, by (10), we have
(49) αγ(q) ≧ αγ(p)/2 for every q ∈ C
v0
γ and
(50) αγ′(q
′) ≧ αγ′(p
′)/2 for every q′ ∈ C
v′0
γ′ .
Then, by using (46)–(50), (22), (20) as well as (7) (to exchange δ0 and
infimum), we have the following:
d(gγ(p), gγ′(p
′)) ≧ d(gˇγ(x0, p), gˇγ′(x0, p
′)) = d(g0(p), g
′
0(p
′))
≧
1
4
min{2−µ0 , 2−µ
′
0}
≧
1
4
·
1
4
{δ20(ε
v0
γ ), δ
2
0(ε
v′0
γ′ )}
=
1
16
min
{
inf
q∈D0
αγ(q), inf
q′∈D′0
αγ′(q
′)
}
≧
1
32
min{αγ(p), αγ(p
′)}
=
1
32
min{δ20αfγ(p), δ
2
0αfγ′(p
′)}
By (8), this inequality means
d(gγ(p), gγ′(p
′)) ≧ min{δαfγ(p), δαfγ′(p
′)}.
This show that the condition (ii) is satisfied. The proof is complete. 
This lemma implies Proposition 3.5, as is seen before. Then it follows
that the function space F satisfies the conditions (b) and (c). We have
verified that F satisfies the conditions (a), (b), (c) in Theorem 2.9 and
the proof of Theorem 1.1 is completed.
4. Remarks on Theorem 1.1
4.1. The role of the condition on the components. In Theorem
1.1, the assumption that Y has the diameters of components away from
zero is essential in the following sense:
Theorem 4.1. Let (Y, d) be a separable complete ANRU. If C(N, Y )
is an ℓ2(2ℵ0)-manifold, then the diameters of components of Y are
bounded away from zero.
20 A. YAMASHITA
Proof. First notice that Y has no isolated points. Indeed, if Y has
a isolated point p, the constant map N → Y with the value p is an
isolated point in C(N, Y ), which means that C(N, Y ) is not an ℓ2(2ℵ0)-
manifold, contradicting to the assumption.
Thus, to prove our conclusion, it is enough to consider the case where
Y has infinitely many path-components Ci (i ∈ N).
First we show that {d(Ci, Cj) ; i 6= j ∈ N} has a positive lower
bound. Suppose this is not true. We can embed Y isometrically
into a normed space E as a linearly independent closed set (Bessaga-
Pe lczyn´ski [4, Chapter II, Corollary 1.1]). For i < j, take a line seg-
ment Li,j in E connecting a point in Ci and a point in Cj such that
diamLi,j < 2d(Ci, Cj). Then the diameters of Li,j ’s do not have posi-
tive lower bound. Since Y is linearly independent in E, the segments
Li,j are disjoint except for their endpoints: that is, if p ∈ Li,j ∩Lk,l for
(i, j) 6= (k, l), then p is a common endpoint of Li,j and Lk,l. Moreover,
each Li,j intersects Y only in their endpoints.
Consider the subset Z = Y ∪
⋃
i<j Li,j of E. Then Y is closed in
Z. Since Y is an ANRU, there exist a uniform neighborhood N and a
retraction r : N → Y . Then for some i, j, the segment Li,j is contained
in N . Then, the image r(Li,j) is contained in Y and intersects both Ci
and Cj . This means that r(Li,j) is not path-connected, a contradiction.
Thus, the set {d(Ci, Cj) ; i 6= j ∈ N} has a lower bound δ > 0. To
obtain the conclusion, suppose that the diameters of components are
not bounded away from zero. Then there exists a subsequence {C ′i}i∈N
of {Ci}i∈N such that diamC
′
i → 0 as i→∞. Hereafter we simply write
Ci to mean C
′
i. For each i ∈ N, fix a point pi ∈ Ci and a countable
dense subset Di of Ci. Consider an element f0 ∈ C(N, Y ) defined by
f0(i) = pi and a subset
U = {f ∈ C(N, Y ) ; f(i) ∈ Ci for all i ∈ N}
of C(N, Y ). Then U is a neighborhood of f0 in C(N, Y ). Indeed, U
contains the δ-neighborhood of f0. Moreover, U is separable. Indeed,⋃
j∈N
{f ∈ C(N, Y ) ; f(i) ∈ Di if i ≦ j and f(i) = pi if i > j}
is a countable dense subset of U , since diamCi → 0 as i ∈ ∞. This
means that f0 ∈ C(N, Y ) has a separable neighborhood, which contra-
dicts the assumption that C(N, Y ) is an ℓ2(2ℵ0)-manifold. 
Thus, we have a refinement of Theorem 1.1 as follows:
Corollary 4.2. Let (Y, d) be a separable complete ANRU. The follow-
ing are equivalent:
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(1) C(X, Y ) is an ℓ2(2ℵ0)-manifold for every separable noncompact
metrizable space X.
(2) C(N, Y ) is an ℓ2(2ℵ0)-manifold.
(3) The diameters of path-components of Y are bounded away from
zero.

4.2. Remarks on the space of bounded maps and counterex-
amples. Consider the subspace CB(X, Y ) of all bounded continuous
maps from X to Y . Then CB(X, Y ) is open in C(X, Y ), and hence
CB(X, Y ) is an ℓ
2(2ℵ0)-manifold if C(X, Y ) is. The converse is false,
and this will be shown in Example 4.4. The following will be used in
the proof of Corollary 1.3:
Corollary 4.3. Let X be a separable noncompact metrizable space
and (Y, d) a metric space. Suppose that Y can be represented as Y =⋃
i∈N Yi, where {Yi}i∈N satisfies the following properties:
• {Yi}i∈N is an increasing sequence of complete ANRU’s,
• For each i ∈ N, the diameters of the path-components of Yi are
bounded away from zero,
• For each i ∈ N, we have either d(Yi, Y \ Yi+1) > 0 or Yi = Y .
• Every bounded subset of Y is contained in some Yi.
Then CB(X, Y ) is an ℓ
2(2ℵ0)-manifold.
Proof. We can think of CB(X, Yi) as a subset of CB(X, Y ). By the first
two assumptions for {Yi} and Theorem 1.1, CB(X, Yi) is an ℓ
2(2ℵ0)-
manifold for each i ∈ N. The third assumption shows that CB(X, Yi+1)
is a neighborhood of CB(X, Yi) in CB(X, Y ). The last assumption
means CB(X, Y ) =
⋃
i∈N CB(X, Yi). Thus, we have the conclusion. 
Example 4.4. Let Y ⊂ R2 be the non-ANRU homeomphic to R as
in Example 2.8. If we let Yn = {(x, y) ∈ Y ; x ≦ n}, then {Yn}n∈N
satisfies the conditions in Corollary 4.3. Therefore for every separa-
ble noncompact metrizable space X , the space CB(X, Y ) of bounded
continuous functions is an ℓ2(2ℵ0)-manifold.
However, the space C(X, Y ) is not necessarily a ℓ2(2ℵ0)-manifold.
Indeed, C(N, Y ) is not locally connected at f0 defined by f0(m) =
(m, 1/m). To see this, take any ε > 0 and choose n ∈ N so that
2/n < ε. Then define f ∈ C(N, Y ) as follows: f(n) = (n,−1/n) and
f |N\{n} = f0|N\{n}. Then, d(f0, f) = 2/n < ε but f0 and f are not
connected by a path with diameter < 1. 
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The compact-open topology is another important topology on C(X, Y ).
We write Ck(X, Y ) to denote C(X, Y ) with this topology, while C(X, Y )
means the space with the uniform topology as before.
Example 4.5. The space Ck(X, Y ) can fail to be locally path-connected
(and hence to be a Hilbert manifold), even if C(X, Y ) is a Hilbert man-
ifold.
For example, let
X = Y =
⋃
n∈Z
{(x, y) ∈ R2 ; (x− 2n)2 + y2 = 1} ⊂ R2.
Then, Y can be regarded as a metric space as a subset of R2 and is
uniformly equivalent to a 1-dimensional uniform complex (see Propo-
sition 2.6). This means that Y is an ANRU by Corollary 2.5. Thus,
C(X, Y ) is a ℓ2(2ℵ0)-manifold by Theorem 1.1.
We shall prove that Ck(X, Y ) is not locally path-connected at the
identity map X → Y . For every neighborhood V of the identity in
Ck(X, Y ), there exists n ∈ N such that the map cn : X → Y belongs
to V , where cn is defined by
cn(x, y) =


(x, y) if |x| ≦ n,
(n, 0) if x ≧ n,
(−n, 0) if x ≦ −n.
Then cn is not homotopic to the identity, that is, there is no path in
Ck(X, Y ) from cn to the identity. 
Example 4.6. The space C(X, Y ) can fail to be locally path-connected
even if Ck(X, Y ) is homeomorphic to the Hilbert space. Let X, Y be
as in Example 4.4. Then, Ck(X, Y ) ≈ Ck(N,R) ≈ R
N ≈ ℓ2, where the
last homeomorphism is proved in Anderson-Bing [1], whereas C(X, Y )
is not locally path-connected as seen before. 
A popular notion similar to ANRU is that of uniform ANR intro-
duced by Michael [11]. Every ANRU is clearly a uniform ANR. We do
not know if our assumption that “Y is an ANRU” can be loosened to
“Y is a uniform ANR”, so we ask the next question:
Question 4.7. Let X be a separable, noncompact metric space and
let (Y, d) be a separable, path-connected complete metric space that is
a uniform ANR. Then, is C(X, Y ) an ANR? Is it an ℓ2(2ℵ0)-manifold?
5. Bounded maps into complete Riemannian manifolds
In this section we apply Corollary 4.3 to the case where Y is a con-
nected complete Riemannian manifold (of class C∞) to prove Corollary
NON-SEPARABLE HILBERT MANIFOLDS OF CONTINUOUS MAPPINGS 23
1.3. Let K be a nonempty compact subset of M . We say that K is
strictly convex if every two distinct points p, q ∈ K can be joined by
a unique geodesic contained in K and this geodesic is contained in the
interior IntK except for its endpoints. Clearly if two strictly convex
sets meet, then the intersection is strictly convex. The next lemma is
known in the folklore and is easy to prove:
Lemma 5.1. Let M be an n-dimensional Riemannian manifold with-
out boundary. If V ⊂ M is strictly convex and has nonempty interior
in M , then V is homeomorphic to In. 
We use the following gluing theorem for ANRU’s:
Theorem 5.2 (Nguyen To Nhu [13]). Let (X, d) be a metric space and
A1, A2 closed subspaces with A1 ∩ A2 6= ∅ and A1 ∪ A2 = X. Then
(X, d) is an ANRU if the following (i) and (ii) hold:
i) A1, A2 and A1 ∩A2 are ANRU’s,
ii) the metric d on X is uniformly equivalent to d′, where d′ is
defined by
d′(x, y) =
{
d(x, y) x, y ∈ Ai (i = 1, 2),
inf{d(x, z) + d(y, z) ; z ∈ A1 ∩ A2} otherwise.
Notice that if X is compact, the condition (ii) for d′ is always satis-
fied. In this case, we can even drop the condition A1 ∩A2 6= ∅.
Proof of Corollary 1.3. Let M be a connected complete Riemannian
manifold. It suffices to show that M satisfies the assumption for Y
in Corollary 4.3. We can cover M with locally finite collection of
countably many strictly convex sets Vi (i ∈ N) such that the interiors
Ui = Int Vi are nonempty. Indeed, we can take such Vi’s to be closed
balls Vi = B¯(pi, ri), with the interior Ui = Int Vi being the open ball
B(pi, ri) (see Lang [10, Chapter VIII, Theorem 5.8 and Lemma 5.9]).
Further we assume that Vi1 ∩ · · · ∩ Vin 6= ∅ implies Ui1 ∩ · · · ∩ Uin 6= ∅
for any finitely many i1, . . . , in. This is realized by shrinking each Vi
slightly.
Let Mi =
⋃i
k=1 Vk (i ∈ N). We show that every Mi is an ANRU by
induction on i. For i = 1,M1 = V1 is strictly convex set with nonempty
interior and hence is homeomorphic to In by Lemma 5.1. Thus V1 is
an ANRU by Proposition 2.6. For i = 2, V1 and V2 are ANRU’s by the
case i = 1. If V1 does not meet V2, then M2 = V1 ∪ V2 is an ANRU
as noticed above. If V1 meets V2, then U1 also meets U2, and hence
V1 ∩ V2 is again a strictly convex set with nonempty interior, which is
an ANRU. By Theorem 5.2, M1 = V1 ∪ V2 is an ANRU. Suppose that
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i ≧ 3 and the assertion is true for i− 1. Then Mi = Mi−1 ∪ Vi and
Mi−1 ∩ Vi =
i−1⋃
k=1
(Vk ∩ Vi).
In the above, the right hand side is an ANRU by the inductive hypoth-
esis. Then it follows that Mj is an ANRU by Theorem 5.2.
We can replace {Mi} with a suitable subsequence such that Mi ⊂
IntMi+1 for each i. Then, {Mi} satisfies the conditions for {Yi}i∈N
in Corollary 4.3. Indeed, the last condition holds since any bounded
closed set in a complete Riemannian manifold is compact (see Lang [10,
Chapter VIII, Corollary 6.7]). 
Example 5.3. In Corollary 1.3, we cannot replace CB(X, Y ) by C(X, Y ).
We can modify the embedding i : R→ R2 given in Example 2.8 slightly
to get a C∞-embedding i′ : R → R2 which agrees with i outside small
neighborhoods of 1 and −1. Then, the image Y = i′(R) is natu-
rally a complete connected Riemannian manifold. The same argument
as in Example 4.4 shows that the space C(N, Y ) is not an ℓ2(2ℵ0)-
manifold. 
6. Generalization of the domain space
Neither the separability nor the metrizability of the domain space X
is essential,3 but still some restrictions corresponding to noncompact-
ness ofX , which is necessary to take a closed discrete set of “sufficiently
many” points in X , should be made. We can also loosen the condition
on the density of Y without essential change.
Recall that the density of a space is the minimal cardinality of dense
sets and that the extent of a space is the supremum of the cardinalities
of closed discrete sets. For metrizable spaces they both coincide with
the weight of the space. We say that a space attains its extent if there
exists a closed discrete subset whose cardinality equals to the extent.
Note that a separable noncompact metric space attains its extent ℵ0.
Lemma 6.1. Let X be a normal space whose density λ is equal to the
extent and Y be a metrizable space of weight ν which has a nontrivial
path-component. If X attains its extent and ν ≦ λ, then the weight of
CB(X, Y ) is equal to 2
λ.
Proof. Analogous to Lemma 2.10 (i). Notice that if ν ≦ λ then 2λ ≦
νλ ≦ (2ν)λ = 2νλ = 2λ. 
By this lemma, Theorem 1.1 is generalized as follows:
3This remark is due to D. Gauld.
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Theorem 6.2. Let X be a normal space whose density λ is equal to
the extent and (Y, d) an complete ANRU of weight not greater than λ.
If X attains its extent and the diameters of path-components of Y are
bounded away from zero, then CB(X, Y ) is an ℓ
2(2λ)-manifold. 
If the domain space X is metrizable, the property that X attains
its extent is described by a covering property similar to compactness.
According to Barbati and Costantini [2], a metrizable space Z is gener-
alized compact (abbriviated GK) if every open cover of Z has a subcover
of cardinality (strictly) less than its weight. Costantini [5, Proposition
2.3] has proved that a metrizeble space attains its extent if and only if
it is not GK. Hence, we have the following:
Theorem 6.3. Let X be a metrizable, not GK space of weight λ and
(Y, d) an complete ANRU of weight not greater than λ. If the diameters
of path-components of Y are bounded away from zero, then CB(X, Y )
is an ℓ2(2λ)-manifold. 
Appendix. The equivalence of ANRU and ANEU
In this appendix, we prove Proposition 2.4 which states the equiva-
lence of ANRU and ANEU.4 The “if” part of the proposition is easy.
To prove the “only if” part, it suffices to show the following:
Lemma A.1. Let X, Y be metric spaces and A ⊂ Y a nonempty
closed set. For every uniformly continuous map f : A→ X, there exist
an isometric closed embedding X →֒ Z into a metric space Z and a
uniformly continuous extension f˜ : N(A, ε)→ Z for some ε > 0.
The next lemma is a special case when the attaching map is an
isometry.
Lemma A.2 (Nguyen To Nhu [13]). Let (X, dX), (Y, dY ) be metric
spaces and A ⊂ X a nonempty closed set. Let f : A → Y be an iso-
metric embedding. Consider the disjoint union X ⊔ Y as a set and the
equivalence relation ∼ generated by a ∼ f(a), a ∈ A. Then we can
define a metric d on the set Z = X ⊔ Y/ ∼ as follows:
d(x, y) =


dX(x, y) x, y ∈ X,
dY (x, y) x, y ∈ Y,
infa∈A(dX(x, a) + dY (f(a), y)) x ∈ X, y ∈ Y.
Furthermore, Y is naturally isometrically embedded as a closed set in
Z and f naturally extends to an isometric embedding f˜ : X → Z. 
4The following argument is essentially due to Nguyen To Nhu [12]. The author
is also indebted to K. Mine for useful suggestions for this appendix.
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We prepare the results required to show Lemma A.1. First, we need
a basic result on ANEU’s, which is proved by Isbell [8, Theorem 1.4].5
Lemma A.3. The real line R is an ANEU with respect to the usual
metric. 
Let D be a set and Y a metric space. Define F (D, Y ) to be the
space of all functions from D into Y endowed with a metric d(f, g) =
min{1, supx∈D d(f(x), g(x))}. We think of D as a metric space by the
standard discrete metric. Since a fucntion f : Z → F (D, Y ) from a
metric space Z is uniformly continuous if and only if the corresponding
function fˇ : D × Z → Y is uniformly continuous, we can easily show
the following:
Lemma A.4. If Y is an ANEU, then F (D, Y ) is an ANEU. In par-
ticular, F (D,R) is an ANEU. 
This lemma enables us to prove:
Proposition A.5. Let (X, d) be an metric space and ρ a uniformly
continuous pseudometric on a closed subset A ⊂ X. Then, for some
ε > 0, the pseudometric ρ can be extended to a uniformly continuous
pseudometric ρ˜ on N = N(A, ε) such that A is closed in (N, ρ˜).
Proof. Define g : A → F (A,R) by g(x)(y) = ρ(x, y). Since ρ is uni-
formly continuous, g is uniformly continuous. By Lemma A.4, there
exist ε > 0 and a uniformly continuous extension g˜ : N = N(A, ε) →
F (A,R). Notice that, for x, y ∈ A,
ρ(x, y) = sup
a∈A
|g˜(x)(a)− g˜(y)(a)|.
Define ρ˜0 : N ×N → R by the same formula above (this is well-defined
for sufficiently small ε). By definition ρ˜0 is an extension of ρ and a
uniformly continuous pseudometric on N . With respect to this pseu-
dometric, the subset A may not be closed. We can define the desired
pseudometric ρ˜ by ρ˜(x, y) = ρ˜0(x, y) + |d(x,A)− d(y, A)|. 
Now we can prove Lemma A.1 to finish the proof of Proposition 2.4.
Proof of Lemma A.1. Define ρ : A × A → [0,∞) by ρ(x, y) = d(f(x),
f(y)). Then ρ is a uniformly continuous pseudometric on A. By Propo-
sition A.5, for some ε > 0, we can extend ρ to a uniformly continuous
pseudometric ρ˜ on N = N(A, ε) such that A is closed in (N, ρ˜). Con-
sider the quotient metric spaces E = N/ρ˜ and B = A/ρ. We can
5It should be noticed that Isbell [8] uses the term ANEU in the setting of uniform
spaces, and Isbell’s ANEU is more general when restricted to metric spaces.
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consider B as a closed subset of E. The function g : B → X , induced
by f , is an isometric embedding. Then, by the Lemma A.2, we can
embed X isometrically into Z = E ⊔ X/∼ as a closed subset and g
extends to an isometric embedding g˜ : E → Z. The desired extension
f˜ : N → Z can be defined as the composition N ։ E
g˜
→ Z. 
References
[1] R. D. Anderson, Hilbert space is homeomorphic to the countable infinite product
of lines, Bull. Amer. Math. Soc. 72 (1966) 515–519.
[2] A. Barbati and C. Costantini, On the density of hyperspaces of a metric space,
Comment. Math. Univ. Carolin. 38 (1997), 349-360.
[3] C. Bessaga and A. Pe lczyn´ski, Some remarks on homeomorphisms of F -spaces,
Bull. Acad. Polon. Sci. Ser. Sci. Math. Astronom. Phys. 10 (1962) 265–270.
[4] C. Bessaga and A. Pe lczyn´ski, Selected topics in infinite-dimensional topology,
Monografie Matematyczne, Tom 58, Warsaw, 1975.
[5] C. Costantini, On the density of the space of continuous and uniformly con-
tinuous functions, Top. Appl. 153 (2006), 1056-1078.
[6] Ryszard Engelking, General topology, Revised and completed edition. Sigma
Series in Pure Mathematics, 6. Heldermann Verlag, Berlin, 1989.
[7] J. R. Isbell, On finite-dimensional uniform spaces, Pacific J. Math. 9 (1959),
107-121.
[8] J. R. Isbell, Uniform neighborhood retracts, Pacific J. Math. 11 (1961), 609–
648.
[9] M. I. Kadec, Topological equivalence of all separable Banach spaces, Soviet
Math. Dokl. 7 (1966) 319–322.
[10] S. Lang, Fundamentals of differential geometry, Graduate Texts in Mathemat-
ics, 191. Springer-Verlag, New York, 1999.
[11] E. Michael, Uniform ARs and ANRs, Compositio Math. 39 (1979), no. 2,
129–139.
[12] Nguyen To Nhu, The gluing theorem for uniform neighbourhood retracts, Bull.
Acad. Polon. Sci. Se´r. Sci. Math. 27 (1979), 189–194.
[13] Nguyen To Nhu, On the extensions of uniformly continuous mappings, Colloq.
Math. 41 (1979), 935–940.
[14] K. Sakai, The space of cross sections of a bundle, Proc. Amer. Math. Soc. 103
(1988), 956–960.
[15] J. Smrekar and A. Yamashita, Function spaces of CW homotopy type are
Hilbert manifolds, Proc. Amer. Math. Soc. 137 (2009), no. 2, 751–759.
[16] H. Torun´czyk, Characterizing Hilbert space topology, Fund. Math. 111 (1981),
247–262.
[17] H. Torun´czyk, A correction of two papers concerning Hilbert manifolds, Fund.
Math. 125 (1985), no. 1, 89–93.
[18] J. H. C. Whitehead, Simplicial spaces, nuclei, and m-groups, Proc. London
Math. Soc. (2) 45 (1939), 243–327.
Graduate School of Mathematical Sciences, The University of Tokyo,
3–8–1, Komaba, Meguro-ku, Tokyo 153–8914, Japan
E-mail address, A. Yamashita: yonster@ms.u-tokyo.ac.jp
