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Abstract
In this paper, we develop a compressed version of the primal-dual interior point method for generating bivariate cubic L1 splines.
Discretization of the underlying optimization model, which is a nonsmooth convex programming problem, leads to an overdetermined
linear system that can be handled by interior point methods. Taking advantage of the special matrix structure of the cubic L1 spline
problem, we design a compressed primal-dual interior point algorithm. Computational experiments indicate that this compressed
primal-dual method is robust and is much faster than the ordinary (uncompressed) primal-dual interior point algorithm.
© 2006 Elsevier B.V. All rights reserved.
1. Introduction
In geometric modeling, a common requirement is that the computational surfaces “preserve shape,” that is, the
surfaces express human-perceived geometric properties—variously interpreted as monotonicity, convexity, planarity,
etc.—of the data being interpolated. Conventional splines, which are calculated by minimizing the square of theL2 norm
of the second partial derivatives of a C1-smooth piecewise polynomial interpolant and which we will call L2 splines
in this paper, represent sufﬁciently smooth surfaces quite well. However, conventional splines often have extraneous,
nonphysical oscillation when used for interpolation of “real,” non-smooth surfaces. As a result, L2 splines are rarely
used for modeling the many kinds of irregular surfaces of practical interest—natural and urban terrain, biological
objects, geophysical regions, 2D images/photographs of 3D scenes, etc.
Recently, a new kind of splines called cubic L1 splines has arisen [1,3,7,12–15]. Cubic L1 splines, which are
calculated by minimizing the L1 norm of the second partial derivatives of a C1-smooth piecewise cubic interpolant,
“preserve the shape” of data representing irregular surfaces well [12,14]. The comparison of L1 and L2 splines given
in Fig. 1 illustrates the advantage of changing the norm in the minimization principle from L2 to L1.
Observers typically say that the L1 spline of Fig. 1 “preserves shape” and the L2 spline does not. Shape preservation
has often been considered related to preservation of linearity, monotonicity, convexity, and smoothness and to the lack
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Fig. 1. (a) L2 spline and (b) L1 spline for the data xi = i, i = 0, 1, . . . , 5; yj = j, j = 0, 1, . . . , 5; zij = 0 for i = 0, 1, . . . , 5, j = 0, 1, . . . , 5 except
zi,j = 1, i, j = 2, 3.
of extraneous, nonphysical oscillation and artifacts. Although many different interpretations of shape preservation can
be found in the literature [11,19,21], there is no widely accepted quantitative description of shape preservation. In
the present paper, we accept the observation of most observers that L1 splines preserve shape well as justiﬁcation
for spending effort on improving the algorithm to calculate L1 splines. The focus of the paper is development of a
compressed primal-dual method for minimizing the L1 spline functional.
Primal problems for cubic L1 splines are nonsmooth convex optimization problems. Using generalized geometric
programming theory [1,27], one can formulate the dual problems for univariate and bivariate cubic L1 splines in smooth
convex programming frameworks. For univariate cubic L1 splines, geometric programming theory leads to an efﬁcient
active set algorithm [2]. For bivariate cubic L1 splines, an active set algorithm has such a large number of constraints that
it is impractical. Many other procedures, including second-order cone programming [16], semideﬁnite programming
[22] and various convex programming algorithms [6,10,18] could be used to minimize the bivariate continuum L1 spline
functional. However, these procedures result in large and sometimes huge computing time because the matrices of the
linear systems that must be solved in these procedures are much larger and much less sparse than the tightly banded
Hessian of the L1 spline functional. Development of a computationally efﬁcient yet robust nonlinear programming
algorithm for minimizing the bivariate continuum L1 spline functional is a challenging problem in nonsmooth convex
optimization that is too large a task for the near future.
Since nonlinear programming procedures for minimizing the bivariate continuum L1 spline functional are not yet
practical, we will minimize a discretization of this functional. Minimization of the discretized bivariate L1 spline
functional leads to solution of an overdetermined linear system that can be reduced to a linear program for which
many methods are available. In the literature, a compressed primal afﬁne method has been the most common choice.
This method is based on the primal afﬁne algorithm of Vanderbei, Meketon and Freedman [26,23] and is described
in [14]. For data sets of small size, this compressed primal afﬁne algorithm converges well. However, for data sets
of medium to large size, this algorithm often has convergence difﬁculties, including incomplete convergence (duality
gap monotonically decreasing until a certain iteration and then increasing) and divergence. Such difﬁculties have been
reported in Section 5 of [7] and in Section 6 of [15].
The primal-dual algorithm [17,20,24,28] is widely considered to be the most efﬁcient and robust interior-point
method. However, in its standard implementation, it involves solution of linear systems of size and bandwidth that are
so large that it is not practical for bivariate L1 splines. In this paper, we introduce a compressed primal-dual method for
minimizing the discretized L1 spline functional and compare the performance of this compressed primal-dual method
to that of a conventional, uncompressed primal-dual method.
There are many choices for computational frameworks in which L1 splines can be calculated. For applications with
irregular, point-cloud data, triangular grids are often a good choice. For many applications, such as digital elevation
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maps for natural and urban terrain, rectangular tensor-product grids are ideal because the data is given at the nodes
of such grids. All of the previous work on L1 splines has taken place on rectangular tensor-product grids with Sibson
elements, which form globally C1 surfaces out of simple, piecewise cubic local surfaces. In this paper, we will use
Sibson elements on rectangular tensor-product grids as the basis for the L1 splines that we discuss.
This paper is organized as follows. In Section 2, rectangular tensor-product grids and bivariate cubic L1 splines are
introduced. In Section 3, the discretization scheme and the linear programming formulation are proposed. In Section 4,
the conventional primal-dual method for the discretized bivariate cubic L1 spline functional is introduced. In Section
5, a compressed primal-dual method is developed. In Section 6, computational results are reported. Some conclusions
are drawn in the last section.
2. Bivariate splines on tensor-product grids
In this section, we deﬁne the bivariate L1 splines that we will use in this paper. Let there be given two strictly
monotonic but otherwise arbitrary sets {xi}Ii=0 and {yj }Jj=0 that partition the ﬁnite real intervals [a, b] and [a¯, b¯],
respectively, that is,
a = x0 <x1 < · · ·<xI−1 <xI = b,
a¯ = y0 <y1 < · · ·<yJ−1 <yJ = b¯.
The knots of the splines that we consider will be the knots of the tensor-product grid 2 ={(xi, yj )|i =0, 1, . . . , I, j =
0, 1, . . . , J }. Dij will denote the rectangle [xi, xi+1]×[yj , yj+1]. At each knot (xi, yj ), i=0, 1, . . . , I, j =0, 1, . . . , J ,
let real-number data zij be given.We wish to ﬁnd a piecewise cubic function z(x, y) that interpolates the data (xi, yj , zij ),
i = 0, 1, . . . , I , j = 0, 1, . . . , J and “preserves the shape” of the data.
In [9,14], a C1-smooth element, called a Sibson element, which we will use to create bivariate surfaces on tensor-
product grids, is described.
Deﬁnition 2.1 (Sibson element). Divide the rectangle [xi, xi+1] × [yj , yj+1] into four triangles by drawing the two
diagonals of the rectangle (Fig. 2). The Sibson element is a function z(x, y) that has the following properties: (i) it is
a cubic polynomial in each triangle, (ii) it is C1-smooth on the lines separating the four triangles, (iii) it is C1-smooth
with the Sibson elements in the adjacent rectangles, (iv) its derivative z(x, y)/x is linear along the edges x = xi ,
and x = xi+1 of the rectangle, and (v) its derivative z(x, y)/y is linear along the edges y = yi and y = yi+1 of
the rectangle.
2
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Fig. 2. Geometric framework for a Sibson element on rectangle Dij .
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The Sibson element z(x, y) in a given rectangle depends only on the values of z(x, y), z(x, y)/x and z(x, y)/y
at the four corners of that rectangle (12 parameters per rectangle). The values of z/x and z/y at node (xi, yj ) will
be denoted by zxij and z
y
ij , respectively.
Bivariate cubic L1 splines are calculated by minimizing expressions involving the L1 norm of the second derivatives
of Sibson elements that interpolate the given data.
Deﬁnition 2.2 (Bivariate cubic L1 spline). A functionZ=Z(x, y) is called a bivariate cubic L1 spline if
Z= argmin
z
⎧⎨
⎩
I−1∑
i=0
J−1∑
j=0
∫ ∫
(x,y)∈Dij
[∣∣∣∣2z(x, y)x2
∣∣∣∣+
∣∣∣∣22z(x, y)xy
∣∣∣∣+
∣∣∣∣2z(x, y)y2
∣∣∣∣
]
dx dy
|z(x, y) is a Sibson element in each rectangle Dij of 2
and z(xi, yj ) = zij , i = 0, 1, . . . , I, j = 0, 1, . . . , J
⎫⎬
⎭ .
Remark. In this paper, we consider only tensor-product rectangular tilings of the spline domain, but bivariate cubic
L1 spines could be deﬁned using C1 elements on triangular or other tilings instead of rectangular tilings.
Bivariate cubic L1 splines always exist, but they need not be unique because  is not necessarily strictly convex
[14]. When there are several candidates for an L1 spline, the candidate with the smallest absolute values of the zxij and
z
y
ij is the choice of many users and is the choice that we adopt here. We will compute L1 splines by minimizing not 
alone but  with an added “regularization” term,
+ 
I∑
i=0
J∑
j=0
[|zxij | + |zyij |]
=
I−1∑
i=0
J−1∑
j=0
∫ ∫
(x,y)∈Dij
[∣∣∣∣ 2zx2
∣∣∣∣+
∣∣∣∣2 2zxy
∣∣∣∣+
∣∣∣∣ 2zy2
∣∣∣∣
]
dx dy + 
I∑
i=0
J∑
j=0
[|zxij | + |zyij |], (1)
where the regularization parameter  is a small positive number. Calculating the coefﬁcients of a cubic L1 spline
problem is equivalent to solving a nonsmooth optimization problem.
3. Discretization and linear programming formulation
Minimization of functional (1) is a nonsmooth nonlinear program. Methods currently available to solve this non-
smooth program, such as second-order cone programming [16], semideﬁnite programming [22] and various convex
programming algorithms [6,10,18] involve large overhead and turn out to be incapable of or inefﬁcient for generating
large scale L1 splines. Development of a computationally efﬁcient nonlinear programming algorithm for minimizing
(1) is a challenging, unsolved problem in nonsmooth convex optimization.
Since an efﬁcient nonlinear programming approach for minimizing the continuum functional (1) is not available,
we will minimize a discretization of functional (1). A bivariate cubic L1 spline will be the Sibson-element interpolant
of the given set of data that minimizes a given discretization of functional (1). To be precise when discussing an L1
spline, one must specify the procedure used to discretize functional (1) as well as the algorithm used to minimize the
discretized functional and the regularization parameter .
To generate bivariate L1 splines on D¯=[x0, xI ]×[y0, yJ ], we discretize the integrals in (1) in the following manner.
First, express the integral over D¯ as the sum of the integrals over the rectangles (xi, xi+1)×(yj , yj+1), i=0, 1, . . . , I−
1, j = 0, 1, . . . , J − 1. Let K be an integer 2. Discretize the integral over each rectangle by 1/[2K(K − 1)] times the
sum of the 2K(K − 1) values of the integrand at the midpoints of the sides of the subrectangles that are in the interior
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of the rectangle. This discretization was chosen because it uses values of the integrand only in the interiors (and not on
the boundaries) of the four triangles that make up each rectangle (so that the second derivative at each discretization
point is well deﬁned). Other discretizations may also work well.
For precision in stating the linear program for which we will design a compressed primal-dual method, we state here
in more detail the discretization outlined in the paragraph above. Each interval [xi, xi+1] and [yj , yj+1] is discretized
into K equal subintervals. Let xui and y
v
j be the midpoint of the uth subinterval in interval [xi, xi+1] and the midpoint
of the vth subinterval in interval [yj , yj+1] respectively, where u, v = 1, . . . , K . Let
x¯si = xi + s
(
xi+1 − xi
K
)
and
y¯tj = yj + t
(
yj+1 − yj
K
)
, s, t = 1, . . . , K − 1.
Minimization of the discretized version of (1), namely,
I−1∑
i=0
J−1∑
j=0
K∑
u=1
K−1∑
t=1
{∣∣∣∣∣
2zij (xui , y¯
t
j )
x2
∣∣∣∣∣ (xi+1 − xi)(yj+1 − yj )2K(K − 1) + 2
∣∣∣∣∣
2zij (xui , y¯
t
j )
xy
∣∣∣∣∣ (xi+1 − xi)(yj+1 − yj )2K(K − 1)
+
∣∣∣∣∣
2zij (xui , y¯
t
j )
y2
∣∣∣∣∣ (xi+1 − xi)(yj+1 − yj )2K(K − 1) +
∣∣∣∣∣
2zij (x¯ti , y
u
j )
x2
∣∣∣∣∣ (xi+1 − xi)(yj+1 − yj )2K(K − 1)
+ 2
∣∣∣∣∣
2zij (x¯ti , y
u
j )
xy
∣∣∣∣∣ (xi+1 − xi)(yj+1 − yj )2K(K − 1)
+
∣∣∣∣∣
2zij (x¯ti , y
u
j )
y2
∣∣∣∣∣ (xi+1 − xi)(yj+1 − yj )2K(K − 1) + 
}
I∑
i=0
J∑
j=0
[|zxij | + |zyij |], (2)
is equivalent to minimizing the l1 norm of the residual of the following overdetermined system
(xi+1 − xi)(yj+1 − yj )
2K(K − 1)
2zij (x, y)
x2
∣∣∣∣
(x,y)=(xui ,y¯tj )
= 0,
2
(xi+1 − xi)(yj+1 − yj )
2K(K − 1)
2zij (x, y)
xy
∣∣∣∣
(x,y)=(xui ,y¯tj )
= 0,
(xi+1 − xi)(yj+1 − yj )
2K(K − 1)
2zij (x, y)
y2
∣∣∣∣
(x,y)=(xui ,y¯tj )
= 0,
(xi+1 − xi)(yj+1 − yj )
2K(K − 1)
2zij (x, y)
x2
∣∣∣∣
(x,y)=(x¯ti ,yuj )
= 0,
2
(xi+1 − xi)(yj+1 − yj )
2K(K − 1)
2zij (x, y)
xy
∣∣∣∣
(x,y)=(x¯ti ,yuj )
= 0,
(xi+1 − xi)(yj+1 − yj )
2K(K − 1)
2zkij (x, y)
y2
∣∣∣∣∣
(x,y)=(x¯ti ,yuj )
= 0, (3a)
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where i = 0, . . . , I − 1, j = 0, . . . , J − 1, u = 1, . . . , K, t = 1, . . . , K − 1, and
zxij = 0, zyij = 0, i = 0, . . . , I, j = 0, . . . , J . (3b)
This overdetermined system (3) can be written in the matrix format
Ax = b, (4)
where A is a known, banded matrix with 2(I + 1)(J + 1) columns and 6IJK(K − 1) + 2(I + 1)(J + 1) rows.
The symbol x is the 2(I + 1)(J + 1)-dimensional vector of the unknowns zxij and zyij , i = 0, . . . , I , j = 0, . . . , J .
(Consistent with standard notation in linear programming, the vector of unknowns is denoted by x. This vector is not to
be confused with and is not directly related to the geometric direction x and/or the nodes xi of the L1 spline.) Solving
the overdetermined linear system (4) in the discrete l1 norm, that is, solving
min
x
‖Ax − b‖1, (5)
where ‖ • ‖1 is the 1-norm of vector, is equivalent to the linear program
min [0, 0, e, e][x+, x−, r+, r−]T
s.t. [A,−A,−I, I][x+, x−, r+, r−]T = b,
x+, x−, r+, r−0, (6)
where x = x+ − x− and 0 = (0, . . . , 0) ∈ R2(I+1)(J+1), e = (1, . . . , 1) ∈ R6IJK(K−1)+2(I+1)(J+1). More concisely,
above system can be written as
min c¯x¯
s.t. A¯x¯ = b,
x¯0, (7)
where c¯=[0, 0, e, e] and x¯=[x+, x−, r+, r−]T are 12IJK(K −1)+8(I +1)(J +1) vectors, and A¯=[A,−A,−I, I]
is a (6IJK(K − 1) + 2(I + 1)(J + 1))-by-(12IJK(K − 1) + 8(I + 1)(J + 1)) matrix. Generating a discretized
bivariate cubic L1 spline is equivalent to solving linear program (7).
4. Ordinary primal-dual method
The primal-dual interior-point algorithm [25,5] has proved to be one of the most efﬁcient and robust algorithms for
solving large-scale linear programs. In this paper, we adopt the primal-dual algorithm to solve (7).
The primal-dual algorithm uses the idea of approximating the central path by taking Newton steps in both the
primal and the dual spaces. In the following primal-dual interior-point algorithm, x¯k ∈ R12IJK(K−1)+8(I+1)(J+1),
wk, sk ∈ R6IJK(K−1)+2(I+1)(J+1).
Algorithm 4.1 (Ordinary primal-dual interior-point algorithm). Step 1: (Starting the algorithm): Set k = 0. Choose
an arbitrary (x¯0;w0; s0) with x¯0 > 0 and s0 > 0 and sufﬁciently small positive numbers 1, 2, 3. Also set parameters
, ,  ∈ (0, 1).
Step 2: (Intermediate computations): Compute
k = (1 − )k (x¯
k)Tsk
n
tk = b − A¯x¯k , uk = c¯ − A¯Twk − sk , vk = ke − X¯kSke, pk = X¯−1k vk , and Dˆ2k = X¯kS−1k , where  ∈ (0, 1), X¯k and Sk
are diagonal matrices with diagonal entries x¯ki and s
k
i , respectively.
Y. Wang et al. / Journal of Computational and Applied Mathematics 201 (2007) 69–87 75
Step 3: (Checking for optimality): If
k
(1 − )k < 1,
‖tk‖
‖b‖ + 1 < 2, and
‖uk‖
‖c¯‖ + 1 < 3
then STOP. The solution is optimal. Otherwise go to the next step.
[Note: ‖u‖ and ‖c¯‖ are computed only when the dual constraints are violated. If u0, then there is no need to
compute the third measure of optimality in Step 3.]
Step 4: (Calculating directions of translation): Compute
dkw = (A¯Dˆ2kA¯T)−1(A¯Dˆ2k(uk − pk) + tk),
dks = uk − A¯Tdkw,
dkx = Dˆ2k(pk − dks ).
Step 5: (Checking for unboundedness): If
tk = 0, dkx > 0 and c¯Tdkx < 0,
then the primal problem is unbounded. If
uk = 0, dks > 0 and bTdkw > 0,
then the dual problem is unbounded. If either of these cases happens, STOP. Otherwise go to the next step.
Step 6: (Finding step-lengths): Compute the primal and dual step-lengths
	P =
1
max{1,−dkxi /xki }
and
	D =
1
max{1,−dksi /ski }
,
where < 1 (say 0.99).
Step 7: (Moving to a new point (Armijo iteration)):
(a) 
= 1,
(b)
xˆ ← x¯k + 
	Pdkx,
wˆ ← wk + 
	Ddkw,
sˆ ← sk + 
	Ddks ,
(c) If [xˆT sˆ + ‖b − A¯xˆ‖ + ‖c¯ − A¯Twˆ − sˆ‖]<(1 − 
)[(x¯k)T(sk) + ‖tˆk‖ + ‖uˆk‖],
x¯k+1 ← xˆ,
wk+1 ← wˆ,
sk+1 ← sˆ,
else 
 ← 
/2 go to step 7(b). (Usually set = 10−4 [4].)
Step 8: (Starting a new iteration): Set k ← k + 1 and go to Step 2.
Remark. (i) The parameter  enforces convergence of the duality gap to zero and is called the centering parameter.
(ii) This algorithm does not require a phase one procedure to generate an initial feasible solution.
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The computational bottleneck of this primal-dual method is the inversion of A¯Dˆ2kA¯T, which is a banded symmetric
positive-deﬁnite matrix with 6IJK(K −1)+2(I +1)(J +1) rows and 6K(K −1) min(I, J ) nonzero superdiagonals
(and the same number of subdiagonals). The inversion requires 648IJ [min(I, J )]2[K(K−1)]3+O(K4IJ min(I, J )2)
operations. The size of A¯Dˆ2kA¯T increased as the sixth power of K, which reduces the ability of the ordinary primal-dual
algorithm to solve large-scale problems. In next section, we will propose a more efﬁcient method.
5. Compressed primal-dual method
Problem (5) can be transformed to the following linear program in nonstandard form:
min eTr+ + eTr−
(Primal) s.t. Ax − r+ + r− = b,
r+, r−0. (8)
Applying the logarithmic barrier function technique to (8), we have the nonlinear programming problem
min eTr+ + eTr− − 
m∑
j=1
(ln(r+)j + ln(r−)j )
(P) s.t. Ax − r+ + r− = b, (9)
where > 0. The Krush–Kuhn–Tucker conditions of this nonlinear program can be written as
ATy = 0, (10a)
Ax − r+ + r− = b, (10b)
(I + Y)R+e = e, (10c)
(I − Y)R−e = e, (10d)
where Y = diag(y), R+ = diag(r+) and R− = diag(r−) for given vectors y, r+ > 0 and r− > 0. Equations (10a) and
(10b) are the primal and dual feasibility constraints, respectively. Since r+ > 0, r− > 0 and > 0, equations (10c) and
(10d) imply −e< y< e.
For any (x, y, r+, r−) with −e< y< e and r+ > 0, r− > 0, the Newton direction of system (10) is determined by⎡
⎢⎢⎢⎢⎣
AT 0 0 0
0 A −I I
R+ 0 (I + Y) 0
−R− 0 0 (I − Y)
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎣
dy
dx
dr+
dr−
⎤
⎥⎥⎥⎥⎦= −
⎡
⎢⎢⎢⎢⎣
ATy
Ax − r+ + r− − b
(I + Y)R+e − e
(I − Y)R−e − e
⎤
⎥⎥⎥⎥⎦ . (11)
This linear system yields
dx = [AT(S)−1A]−1[AT(S)−1(p − q + u) − t],
dy = (S)−1(p − q + u − Adx),
dr+ = p − (I + Y)−1R+dy ,
dr− = q + (I − Y)−1R−dy , (12)
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where
t = −ATy,
u = b − Ax + r+ − r−,
v+ = e − (I + Y)R+e,
v− = e − (I − Y)R−e,
p = (I + Y)−1v+,
q = (I − Y)−1v−,
and
S = (I + Y)−1R+ + (I − Y)−1R−,
which is a diagonal matrix.
After obtaining a Newton direction at the kth iteration, the compressed primal-dual algorithm proceeds to a new
point according to the following translation:
xk+1 = xk + 
	kdkx ,
yk+1 = yk + 
	kdky ,
rk+1+ = rk+ + 
	kdkr+ ,
rk+1− = rk− + 
	kdkr− (13)
with an appropriately chosen step-length 
	k such that −e< yk+1 < e and rk+1+ > 0, rk+1− > 0.
Note that if Eqs. (10a) and (10b) hold for (xk, yk, rk+, rk−) in (13), they also hold for (xk+1, yk+1, rk+1+ , rk+1− ), since
the search directions deﬁned in (12) retain primal and dual feasibility. This fact implies that, if the proposed method
starts from a point with primal and dual feasibility, all the subsequent points are primal and dual feasible. Now let
 = (x0 = 0, y0 = 0, r0+ > 0, r0− > 0)T
with
(r0+)i =
{1 − bi, −bi > 0
1, −bi0
,
(r0−)i =
{1, −bi0
1 + bi, −bi < 0
,
i = 1, . . . , 6IJK(K − 1) + 2(I + 1)(J + 1). (14)
It is clear that  is an interior point satisfying (10a) and (10b). Therefore, it can serve as a feasible staring point for the
proposed algorithm.
We summarize the compressed primal-dual interior-point method described above as follows.
Algorithm 5.1 (Compressed primal-dual interior-point algorithm). Step 1: (Starting the algorithm): Set k=0. Choose
the initial point = (x0 = 0, y0 = 0, r0+ > 0, r0− > 0)T, where r0+, r0− are deﬁned by (14). Also choose sufﬁciently small
positive numbers 1, 2, 3 and set parameters , ,  ∈ (0, 1).
Step 2: (Intermediate computations): Compute
k = (1 − )k (e + y
k)Trk+ + (e − yk)Trk−
2m
,
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tk = −ATyk , uk = b − Axk + rk+ − rk−, vk+ = ke − (I + Yk)Rk+e, vk− = ke − (I − Yk)Rk−e. pk = (I + Yk)−1vk+,
qk = (I − Yk)−1vk−. Sk = (I + Yk)−1Rk+ + (I − Yk)−1Rk−, where  ∈ (0, 1), Yk , Rk+ and Rk− are diagonal matrices
with diagonal entries yki , (r
k+)i and (rk−)i , respectively.
Step 3: (Checking for optimality): If
k
(1 − )k < 1,
‖t‖
‖b‖ + 1 < 2 and
‖u‖
‖c¯‖ + 1 < 3
then STOP. The solution is optimal. Otherwise go to the next step. Here, c¯(0, 0, e, e)T.
Step 4: (Calculating directions of translation): Compute
dkx = [AT(Sk)−1A]−1[AT(Sk)−1(pk − qk + uk) − tk],
dky = (Sk)−1(pk − qk + uk − Adkx),
dkr+ = pk − (I + Yk)−1Rk+dky ,
dkr− = qk + (I − Yk)−1Rk−dky .
Step 5: (Finding maximum step-lengths): Compute the primal and dual step lengths
	y = min
i
{
max
{
1 − yki
(dky )i
,
−1 − yki
(dky )i
}}
and
	r = max
{
1
max{1,−(dkr+)i/(rk+)i}
,
1
max{1,−(dkr−)i/(rk−)i}
}
,
where < 1 (say 0.99).
Step 6: (Moving to a new point (Armijo iteration)):
(a) 	= min(	y, 	r ), 
= 1,
(b)
xˆ ← xk + 
	dkx ,
yˆ ← yk + 
	dky ,
rˆ+ ← rk+ + 
	dkr+ ,
rˆ− ← rk− + 
	dkr− ,
(c) If [(e + yˆ)Trˆ+ + (e − yˆ)Trˆ−]/2m<(1 − 
)k , then
xk+1 ← xˆ,
yk+1 ← yˆ,
rk+1+ ← rˆ+,
rk+1− ← rˆ−,
else 
 ← 
/2 go to step 6(b). ( ∈ (0, 1).)
Step 7: (Starting a new iteration): Set k ← k + 1 and go to Step 2. 
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Remark. Since the objective value of (8) is always nonnegative, this algorithm does not need to check unboundedness
in each iteration.
In this compressed primal-dual method, Step 4 is the step with the most operations. It involves inverting a symmetric
positive deﬁnite matrix AT(Sk)−1A of dimension 2[(I + 1)(J + 1)] × 2[(I + 1)(J + 1)]. By ordering the unknown
variables properly, one can minimize the bandwidth of the matrix by keeping all of the nonzero elements in the
diagonal and the (2 min(I, J )+ 5) superdiagonals and (2 min(I, J )+ 5) subdiagonals. Inverting a square matrix with
2(I + 1)(J + 1) rows and (2 min(I, J ) + 5) bandwidth requires 24IJ min(I, J )2 + O(IJ min(I, J )) ﬂoating-point
operations [8] regardless of K. Compared to the ordinary primal-dual algorithm described in the previous section that
requires 648IJ [min(I, J )]2[K(K − 1)]3 + O(K4IJ min(I, J )2) operations, the computational effort is dramatically
reduced.
6. Computational results
Both the ordinary primal-dual method (Algorithm 4.1) and the compressed primal-dual method (Algorithm 5.1) for
discretized bivariate cubic L1 splines were tested for six sets of data. In the computational experiments, we chose K
equal 3 and the regularization parameter  to be 10−4. For the L1 splines of Figs. 3–8, the algorithm stopped when
the primal infeasibility and dual infeasibility were less than 10−5 and duality gap was less than 10−3. ,  and  were
set to be 0.99, 0.1 and 0.0001 in both algorithms. All computational experiments were run on a Pentium 4 computer
with 1.4 GHz CPU and 512M memory. Off-the-shelf codes such as LOQO and CPLEX are available for the ordinary
primal-dual method. However, in order to have a “fair playing ﬁeld,” we used our own implementations of Algorithm
4.1 and Algorithm 5.1 in MATLAB for the computational experiments. For both algorithms, the same primal starting
point of
¯ = (x+, x−, r+, r−)T = (2e, e, max(Ae − b, 0) + e, max(b − Ae, 0) + e)T,
was used.
For each case, the data set is ﬁrst presented. Then the plot of the bivariate cubic L1 spline for the given data set is
given. For the ﬁrst four examples, the convergence trajectories of the duality gap and of the primal and dual infeasibility
(horizontal axis = iterations) for the ordinary primal-dual method and the compressed primal-dual method are given. For
the last two examples, the computer runs out of memory for the ordinary primal-dual method, so convergence trajectories
are presented only for the compressed primal-dual method. All of the trajectories are plotted by the MATLAB function
SEMILOGY(), which uses a logarithmic (base 10) scale for the Y-axis. Data points with zero value are suppressed in
these ﬁgures.
Example 6.1 (Step discontinuity). Data: I = 4, J = 4, xi = i, i = 0, 1, . . . , I , yj = j, j = 0, 1, . . . , J ,
z =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
0 0 1 1 1
0 0 1 1 1
0 0 1 1 1
0 0 0 1 1
0 0 0 1 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.
Example 6.2 (4-point peaks on ﬂat surface). Data: I = 10, J = 10, xi = i, i = 0, 1, . . . , I , yj = j, j = 0, 1, . . . , J .
The z matrix is calculated by setting zij = 0 for i = 0, 1, . . . , I and j = 0, 1, . . . , J and then changing
z2,6 = 1, z2,7 = 1, z5,2 = 2, z5,3 = 2, z6,6 = 3, z6,7 = 3,
z3,6 = 1, z3,7 = 1, z6,2 = 2, z6,3 = 2, z7,6 = 3, z7,7 = 3.
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Fig. 3. Spline for data representing step discontinuity: (a) Bivariate cubic L1 spline interpolation, (b) convergence trajectories of duality gap, primal
and dual infeasibilities of ordinary primal-dual method, (c) convergence trajectories of duality gap, primal and dual infeasibilities of compressed
primal-dual method.
Example 6.3 (Small terrain data set). Data: I = 20, J = 20, xi = i, i = 0, 1, . . . , I , yj = j, j = 0, 1, . . . , J . The z
matrix is listed in the Appendix.
Example 6.4 (Single 4-point peak on ﬂat surface). Data: I =25, J =25, xi = i, i=0, 1, . . . , I , yj =j, j =0, 1, . . . , J .
The z matrix is given by setting zij = 0 for i = 0, 1, . . . , I and j = 0, 1, . . . , J and then changing
z13,13 = 1, z13,14 = 1,
z14,13 = 1, z14,14 = 1.
Example 6.5 (Medium-size terrain data set). Data: I = 50, J = 50, xi = i, i = 0, 1, . . . , I , yj = j, j = 0, 1, . . . , J .
Example 6.6 (Large terrain data set). Data: I = 100, J = 100, xi = i, i = 0, 1, . . . , I , yj = j, j = 0, 1, . . . , J .
From the plots of the six examples, one can see that there is no extraneous oscillation involved in the L1 splines,
which is consistent with the general observation that L1 splines provide excellent, shape preserving interpolation.
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Fig. 4. Spline for data representing 4-point peaks on ﬂat surface: (a) Bivariate cubic L1 spline interpolation, (b) convergence trajectories of duality
gap, primal and dual infeasibilities of ordinary primal-dual method, (c) convergence trajectories of duality gap, primal and dual infeasibilities of
compressed primal-dual method.
The statistics of the computational experiments for the ordinary primal-dual method and the compressed primal-dual
method are summarized in Table 1. In this table, for each example, the grid size I (=J ), the total number of iterations,
the computing time (the time to generate the coefﬁcients for cubic L1 splines) and the duality gap of the solution
are reported. The ordinary primal-dual method cannot solve problems of size greater than 50 × 50 in the hardware
environment mentioned at the beginning of this section. In contrast, the proposed compressed primal-dual method
solves problems of size up to 100 × 100 in this hardware environment.1
For the ordinary primal-dual method, the primal infeasibility increases from 10−15 to 10−5 fast while the dual
infeasibility decreases. In contrast, for the compressed primal-dual method, both the primal and dual infeasibilities stay
stably at very low levels, below 10−12. Under the same discretization scheme and with the same stopping criteria, the
compressed primal-dual method obtains higher quality solutions than the ordinary primal-dual method does.
1 The current version of our implementation for the compressed primal-dual method requires storage of the coefﬁcient matrix A. A better
implementation that calculates AT(Sk)−1A directly without storing A can dramatically reduce the storage required by the compressed primal-dual
method. The compressed primal-dual method with this improvement will be able to solve problems with sizes much larger than 100 × 100.
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Fig. 5. Spline for data representing terrain: (a) Bivariate cubic L1 spline interpolation, (b) convergence trajectories of duality gap, primal and dual
infeasibilities of ordinary primal-dual method, (c) convergence trajectories of duality gap, primal and dual infeasibilities of compressed primal-dual
method.
Although the total numbers of iterations for the two methods shown in Table 1 are close to each other, the computing
time for the compressed primal-dual method is much lower than the computing time for the ordinary primal-dual
method, especially for examples of size greater than 20 × 20. The factorization (a step in the inversion) of matrices
A¯Dˆ2kA¯T and AT(Sk)
−1A dominates the total number of operations in Algorithms 4.1 and 5.1 As the size of problem
becomes large, the computing time is approximately proportional to the number of operations required for the fac-
torization, that is, 648IJ [min(I, J )]2[K(K − 1)]3 + O(K4IJ min(I, J )2) and 24IJ min(I, J )2 + O(IJ min(I, J ))
for the ordinary primal-dual method and the compressed primal-dual method, respectively. According to these es-
timates, for a 1000 × 1000 problem with K = 3, the ordinary primal-dual method requires about 1.3997 × 1017
operations, which is about 5800 times more than the number of operations required by the compressed primal-dual
method.
To examine the inﬂuence of the centering parameter  on the convergence of the proposed method, we ran the
algorithm with  = 0.1, 0.15, 0.2 and 0.35 for Example 6.6 under the same termination conditions as before. The
numbers of iterations are 31, 29, 32, and 33, respectively. These computational results suggest that, for large-scale L1
spline problems, the range of centering parameters that result in fast convergence is rather wide.
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Fig. 6. Spline for data representing single 4-point peak on ﬂat surface: (a) Bivariate cubic L1 spline interpolation, (b) convergence trajectories of
duality gap, primal and dual infeasibilities of ordinary primal-dual method, (c) convergence trajectories of duality gap, primal and dual infeasibilities
of compressed primal-dual method.
In order to test the behavior of the compressed primal-dual method as the duality gap decreases to very small
numbers, we ran the compressed primal-dual method for Examples 6.3 and 6.4 until the duality gap was below 10−14.
The convergence trajectories are plotted in Fig. 9. This ﬁgure shows the robustness of the compressed primal-dual
method. For Example 6.3, it reduces the duality gap to 9.8976E−15 in 88 iterations (28.614 s) and for Example 6.4
it reduces the duality gap to 6.1874E−15 in 26 iterations (14.102 s). In both cases, the primal and dual infeasibilities
stay stably at very low levels.
To explore the performance of the compressed primal-dual method after many iterations for large size problems,
we ran the proposed method on Example 6.6 for 1000 iterations. The convergence behavior is illustrated in Fig. 10.
This ﬁgure demonstrates the robustness of the proposed method from another perspective. It shows that the primal
and dual infeasibilities and the duality gap remain small and do not start to increase even if “too many iterations” are
allowed.
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Fig. 7. Spline for data representing medium-size region of terrain: (a) Bivariate cubic L1 spline interpolation, (b) convergence trajectories of duality
gap, primal and dual infeasibilities of compressed primal-dual method.
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Fig. 8. Spline for data representing large-size region of terrain: (a) Bivariate cubic L1 spline interpolation, (b) convergence trajectories of duality
gap, primal and dual infeasibilities of compressed primal-dual method.
Table 1
Comparison of compressed primal-dual method and ordinary primal-dual method
Example Size # of iterations Computing time Duality gap
I (J ) CP-Da OP-Db CP-D OP-D CP-D OP-D
6.1 4 14 15 0.127 1.2459 7.4957E−04 6.6772E−04
6.2 10 13 13 3.532 27.008 8.1223E−04 7.6334E−04
6.3 20 23 24 8.001 1419.160 9.9448E−04 9.7925E−04
6.4 25 13 14 9.129 2571.090 7.7739E−04 6.6643E−04
6.5 50 26 — 94.137 — 7.7747E−04 —
6.6 100 31 — 1027.562 — 8.3818E−04 —
a
“CP-D” designates the compressed primal-dual method.
b
“OP-D” designates the ordinary primal-dual method.
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Fig. 9. Convergence trajectories of compressed primal-dual method on Examples 6.3 and 6.4.
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Fig. 10. Convergence behavior of compressed primal-dual method on Example 6.6.
7. Conclusions and discussion
In this paper, we proposed a compressed primal-dual method for generating bivariate cubic L1 splines. In compu-
tational experiments, we compared its performance with that of the ordinary primal-dual method. The compressed
primal-dual method is very robust in closing the duality gap and keeping low infeasibility in both primal and dual
variables and is much more efﬁcient than the ordinary primal-dual method.
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Appendix A
Data set for Example 6.3: I = 20, J = 20, xi = i, i = 0, 1, . . . , I , yj = j, j = 0, 1, . . . , J ,
z :
307 307 307 307 307 307 307 307 307 307 307 307 307 307 307 307 307 307 307 307 307
300 300 300 300 300 300 300 300 300 300 300 300 300 300 300 300 300 300 300 300 300
300 300 300 300 300 300 300 300 300 300 300 300 300 300 300 300 299 299 299 300 300
299 300 300 300 300 300 300 300 300 300 300 299 298 298 298 298 298 298 299 299 300
298 300 300 300 300 300 300 300 300 299 298 297 296 295 296 296 297 298 298 299 299
294 296 297 297 299 300 300 300 300 298 296 295 293 292 293 294 294 295 295 296 296
291 293 294 296 297 299 300 300 297 295 293 292 290 290 290 291 291 291 292 292 293
289 290 292 293 294 295 296 295 293 292 290 289 288 287 287 288 288 288 288 288 289
286 287 289 290 291 292 292 291 290 289 287 286 285 284 284 284 284 284 284 284 286
283 285 286 287 288 288 289 288 287 286 285 284 282 281 280 280 280 280 280 280 283
280 282 283 284 284 284 286 285 284 283 283 282 281 280 280 280 280 280 280 280 280
280 280 280 280 280 280 283 282 282 281 281 280 280 280 280 280 280 280 280 280 280
280 280 280 280 280 280 280 280 280 280 280 280 280 280 280 280 280 280 280 280 280
280 280 280 280 280 280 280 280 280 280 280 280 280 280 280 279 279 279 279 278 278
280 280 280 280 280 280 280 280 280 280 280 279 279 278 278 277 277 277 277 276 276
280 280 280 280 280 280 280 280 280 279 279 278 277 276 276 276 275 275 275 274 274
284 282 280 280 280 280 280 280 279 278 278 276 276 274 274 274 273 273 273 273 272
286 284 282 280 280 280 280 279 278 277 276 275 274 273 272 272 271 271 271 271 270
287 285 283 281 281 280 279 278 277 276 275 273 272 271 270 269 269 269 269 269 268
286 285 283 282 280 279 278 277 275 274 273 272 270 269 268 267 267 267 267 267 266
286 284 282 280 279 278 276 275 274 272 271 269 268 268 268 268 268 267 267 267 267.
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