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Nitric Oxide as stress inducer and synchronizer of p53 dynamics
Gurumayum Reenaroy Devi1, Md. Jahoor Alam2, and R.K. Brojen Singh2∗
1Centre for Interdisciplinary Research in Basic Sciences, Jamia Millia Islamia, New Delhi-110025, India.
2School of Computational and Integrative Sciences,
Jawaharlal Nehru University, New Delhi-110067, India.
We study how the temporal behaviours of p53 and MDM2 are affected by stress inducing bioac-
tive molecules NO (Nitric Oxide) in the p53 −MDM2 −NO regulatory network. We also study
synchronization among a group of identical stress systems arranged in a three dimentional array
with nearest neighbour diffusive coupling. The role of NO and effect of noise are investigated. In
the single system study, we have found three distinct types of temporal behaviour of p53, namely,
oscillation death, damped oscillation and sustain oscillation, depending on the amount of stress
induced by the NO concentration, indicating how p53 responds to the incoming stress. The cor-
relation among the coupled systems increases as the value of coupling constant (ǫ) is increased (γ
increases) and becomes constant after certain value of ǫ. The permutation entropy spectra H(ǫ) for
p53 and MDM2 as a function of ǫ are found to be different due to direct and indirect interaction
of NO with the respective proteins. γ versus ǫ for p53 and MDM2 are found to be similar in
deterministic approach, but different in stochastic approach and the separation between γ of the
respective proteins as a function of ǫ decreases as system size increases. The role of NO is found to
be twofold: stress induced by it is prominent at small and large values of ǫ but synchrony inducing
by it dominates in moderate range of ǫ. Excess stress induce apoptosis to the system.
INTRODUCTION
The tumour suppressor p53 is a transcription factor
which functions to protect cells from malignant transfor-
mation [1]. It is believed that most of the tumours are
developed after the loss of p53 function [2–4]. It has been
shown that that p53 participates in various regulating
processes, for example, cell cycle arrest [5], cell differen-
tiation [6], cell senescence [7], DNA repair [8], cell apop-
tosis [9] etc. But when the cell experience stress, p53
induce both cell cycle arrest and apoptosis by activat-
ing the p53 responsive target genes corresponding to the
amount of stress [10]. In normal stress free cell, it exhibits
short half life time and usually maintained at low level
through ubiquitin-dependent proteolysis [11, 12]. Regu-
lation of p53 protein is maintained by interaction with
the MDM2 protein which is inhibitor of p53 [13]. MDM2
is the antagonist of p53 and has two functions, first as a
ubiquitin ligase for tumour suppressor p53 [14] and sec-
ondly shuttles p53 from the nucleus to the cytoplasm,
where degradation of p53 takes place [15]. MDM2 itself
is transcriptionally regulated by p53, thereby establish-
ing a negative feedback loop in which increased levels of
p53 activate increased expression of MDM2, which tar-
gets p53 for degradation [16].
Several cellular stresses including DNA damage, onco-
gene activation, hypoxia, cellular ribonucleotide deple-
tion, mitotic spindle damage and nitric oxide (NO) pro-
duction activate p53 [17]. Upon exposure to stress, p53
is activated but can exist upto certain range of stress,
and then stabilized predominantly by post-translational
modification, such as phosphorylation events [18], acety-
lation [19] or glycosylation [20]. Nitric oxide (NO) is
an important bioactive and messenger molecule involved
in a variety of physiological processes of living system
[21]. NO can be synthesized either by specific nitric-oxide
synthases (NOS), which metabolize arginine to citrulline
with the formation of NO or by non enzymatic mecha-
nisms which reduces nitrite to NO [22]. It is a membrane
permeable and extremely short-lived molecule about half-
life of 1-10 s [23]. Because of this permeability quality of
NO and its widespread availability, it can also function
as a signalling molecule for cellular communication [24].
Cellular stress induce oscillations in the dynamics of
p53 [25, 26] because stress affects p53 in two ways: firstly
increasing p53 concentration in the cell and secondly en-
hances the transcription of genes regulated by DNA se-
quences where p53 binds [27]. NO induces p53 accumu-
lation and MDM2 degradation by phosphorylation[29–
31]. Further, p53 phosphorylation initiates ubiquitin-
dependent degradation of MDM2 and consequently regu-
lates the stability of both p53 and MDM2 [32]. However,
single cell dynamics affected by NO needs to be investi-
gated in wider sense because of the two-fold role of NO
which acts as stress inducer and synchronizing agent that
may lead the cell in various complex phenomena. Fur-
ther, when a group of such cells are allowed to interact
via NO, how do cells communicate via nitric oxide dif-
fusion needed to be investigated in both theoretical and
experimental situation. The present understanding of
how cellular networks interact via direct and indirect in-
teraction at molecular level still needs to be investigated
extensively in order to capture complexities due to dif-
ferent levels of these interaction.
The inter and intra molecular interactions and dy-
namics in heterogeneous, crowded molecular population
and complex environmental fluctuations in a living cell
is stochastic in nature [33, 34]. There have various ap-
proaches in the study of transport phenomena in finite
2system which show the possibility of retrieving macro
level stochastic transport phenomenon in finite system
from the dynamical studies in underlying Hamilton′s
system [35]. Further, radiation drive [36] and damage-
drive random signal [37] on p53 is incorporated in the sys-
tem systematically with intrinsic noise which exhibit os-
cillation in the dynamics and argued that this stress con-
ditions in p53-Mdm2 system drive the system to oscilla-
tion in p53 dynamics and noise in the stochastic dynamics
dampen the p53 dynamics [38, 39]. It has also been stud-
ied noise induced oscillation in different systems, weak
noise induced stochastic resonance [40], noise induced
synchronization of coupled systems [41], noise induced
phase transition and noise induced dynamical change
[42]. It is also shown in delay p53 regulatory model that
the possibilities of inducing different p53 oscillatory dy-
namics interplay by noise and delay parameter [43]. Dif-
ferent approach to retrieve macroscopic dynamics of a
system from the microscopic description of the Hamilto-
nian system and general fluctuation-dissipation theorem
was introduced to understand the role of noise which is
capable of driving the system [44].
The manifestations of sustained and damped oscilla-
tions, and their transition from one state to another in
p53 dynamics induced by DNA damage is systematically
incorporated in the system [45, 46] and was found to be
sensitive to the noise and delay parameter in the sys-
tem model [43, 47]. Delay induced oscillatory dynamics
in gene expression [48], noise induced transition of os-
cillatory dynamics [49] were also studied in the contex
of stochastic systems. We address some of the interest-
ing phenomena how do NO drives the system at various
states, plays various roles in regulating the system and
process signal among the interacting systems.
We organize our work as follows. We describe our
model, methods to be applied in Material and Methods
in section 2. The numerical results and discussions are
presented in section 3 and conclusions are drawn based
on the numerical results we obtained in section 4.
MATERIALS AND METHODS
NO induced p53-MDM2 Stress Model
In this model, we extended p53-MDM2 regulatory net-
work explained by Procter and Gray [50] by allowing NO
interaction with the network via MDM2 (Fig. 1). Feed-
back regulatory mechanism between p53 and MDM2
plays a key role in this network and can be described
briefly as follows. MDM2 gene is transcriptionally acti-
vated by p53 to form MDM2 mRNA [25, 50] with rate
k1 which in turn synthesizes MDM2 protein in the sys-
tem [50, 51] with rate k2. MDM2 then interacts with
p53 forming MDM2 p53 complex [50] with rate k3, and
this complex then dissociates to individual proteins again
FIG. 1. A schematic diagram of biochemical reaction network
of p53-MDM2 Oscillator induced by NO.
[52] with rate k4. This is followed by p53 degradation
from dissociation of MDM2 p53 with rate k5 due to
ubiquitination[11, 13, 53]. MDM2 and MDM2 mRNA
degrate with k6 and k7 respectively and p53 is synthe-
sized with rate k8. NO is a small signalling, bioac-
tive and diffusible molecule through cell membrane [21]
and is constantly synthesized inside cell through enzyme
metabolism with rate k9 [21, 54]. One of its important
functions is to down regulate MDM2 level by forming
a complex NO MDM2 [30, 55] with rate k10 to upreg-
ulate p53 level causing normal to stress cell [21]. After
activation, p53 and MDM2 proteins remain localized in
the nucleus to activate the target genes [56, 57]. This
is followed by dissociation of the complex NO MDM2
with rate k11 and degradation of NO with rate k12 [32].
The molecular species notation and the reaction sets with
their respective kinetic laws and rate constants are shown
in Table 1 and Table 2.
The biochemical network in Fig. 1 can be described
deterministically by translating the reaction channels
3FIG. 2. A schematic diagram of interacting systems in three
dimentional network.
into a set of ordinary differential equations (ODE) us-
ing mass action law [58]. If we denote the molecu-
lar species p53, MDM2, MDM2 p53, MDM2 mRNA,
NO, NO MDM2 by x1, x2, x3, x4, x5 and x6 re-
spectively also given in Table 1, then the molecular
species vector for the model we consider is given by,
x(t) == [x1(t), x2(t), x3(t), x4(t), x5(t), x6(t)]
T , where T
is the transpose of the vector, and the set of ODEs is
given by,
d
dt
x(t) = M(x1, x2, . . . , x6; t) (1)
where, M is a vector given by, M = [m1,m2, . . . ,m6]
T :
m1 = −k3x1x2+k4x3+k8, m2 = k2x4−k3x1x2+k4x3+
k5x3−k6x2−k10x5x2, m3 = k3x1x2−k4x3−k5x3, m4 =
k1x1 − k7x4, m5 = k9 − k10x5x2 + k11x6 − k12x5, m6 =
k10x5x2 − k11x6.
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FIG. 3. Temporal behaviors of p53 for different values of k9
in Single cell by using Deterministic approach.
Table 1 List of Molecular Species
Sl. No. Species
Name
Description Notation
1. p53 Unbound p53 protein x1
2. MDM2 Unbound MDM2
protein
x2
3. MDM2 p53 MDM2/p53 complex x3
4. MDM2 mRNAMDM2 messenger
RNA
x4
5. NO Unbound Nitric Ox-
ide
x5
6. NO MDM2 NO/MDM2 complex x6
TABLES
Cellular processes are complex and stochastic or noise
induced processes due to random molecular interaction in
the system [59] and system interaction with the environ-
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FIG. 4. Temporal behaviors of p53 for different values of k9
in Single cell by using Stochastic approach for V=50.
ment [60, 61]. In stochastic model the molecular inter-
action is described by Master equation formalism to find
the trajectories of molecular species variables in configu-
ration space [58, 63, 64, 66]. In this formalism, the time
evolution of configurational probability P (x, t) of the
state variable x(t) is constructed based on the assump-
tion that firing of reaction/reactions within each time
step is associated with decay and creation of molecular
species [58, 63, 66]. Normally, Master equation for com-
plex system is very difficult to solve analytically, therefore
one can use the stochastic simulation algorithm (SSA)
(Gillespie algorithm) formulated from Master equation to
compute the trajectory of each molecular species [63, 64].
SSA is Monte carlo type numerical algorithm to simulate
time evolution of chemical reactions system by taking ev-
ery possible interaction in the system based on the ques-
tion, which reaction fires at what time [63]. Further, one
can simplify the Master equation based on two realis-
tic assumptions: first on the small time interval limit of
any two consecutive states along the system dynamics al-
Table 2 List of Chemical Reactions, Kinetic laws
and their rate contants
Sl. No. Reaction Kinetic
laws
Values of
rate con-
stant
References
1 x1
k1
−→
x1 + x4
k1x1 1.0 ×
10−4sec−1
[50, 51].
2 x4
k2
−→
x4 + x2
k2x4 4.95 ×
10−4sec−1
[50, 51].
3 x1 +
x2
k3
−→ x3
k3x1x2 11.55 ×
10−4mol−1sec−1
[50].
4 x3
k4
−→
x1 + x2
k4x3 11.55 ×
10−6sec−1
[50, 51].
5 x3
k5
−→ x2 k5x3 8.25 ×
10−4sec−1
[50].
6 x2
k6
−→ φ k6x2 4.33 ×
10−4sec−1
[50].
7 x4
k7
−→ φ k7x4 1.0 ×
10−4sec−1
[50, 51].
8 φ
k8
−→ x1 k8 0.78sec
−1 [50].
9 φ
k9
−→ x5 k9 1 ×
10−2mol−1sec−1
[23, 28].
10 x5 +
x2
k10
−→ x6
k10x5x2 1 ×
10−3mol−1sec−1
[28].
11 x6
k11
−→ x5 k11x6 3.3 ×
10−4sec−1
[23, 28].
12 x5
k12
−→ φ k12x5 1× 10
−3sec−1 [23, 28].
lowing propensity functions approximately unchange and
second, on large molecular population limit with large
time interval limit to propensity function of each reac-
tion channels to be larger than one allowing to approx-
imate the molecular distribution to normal distribution
[64]. This let the Master equation to reduce to simpler
Chemical Langevin equations (CLE). For our system, we
have following CLEs,
d
dt
x(t) = M(x1, x2, . . . , x6; t)
+
1√
V
G(x1, x2, . . . , x6, ξ1, . . . , ξ19; t) (2)
where, G = [g1, g2, . . . , g6]
T is a vector which is the
contribution of noise: g1 = −
√
k3x1x2ξ1 +
√
k4x3ξ2 +√
k8ξ3, g2 =
√
k2x4ξ4 −
√
k3x1x2ξ5 +
√
k4x3ξ6 +√
k5x3ξ7 −
√
k6x2ξ8 −
√
k10x5x2ξ9, g3 =
√
k3x1x2ξ10 −√
k4x3ξ11 −
√
k5x3ξ12, g4 =
√
k1x1ξ13 −
√
k7x4ξ14, g5 =√
k9ξ15 −
√
k10x5x2ξ16 +
√
k11x6ξ17 −
√
k12x5ξ18, g6 =√
k10x5x2ξ19 −
√
k11x6ξ20. V is the system size and ξi,
i = 1, 2, . . . , 20 are random noise parameters which are
given by, 〈ξi(t)ξj(t′)〉 = δijδ(t− t′).
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FIG. 5. Synchronization of p53 and MDM2 dynamics inter-
acting in three dimentional array shown.
Systems interacting in a three dimensional network
Consider N number of systems arranged in a regular
three dimensional array (Fig. 2) such that the dynamics
of the state vector of the system at (i, j, k) position is
given by,
d
dt
x
[ijk](t) = F[ijk](x
[ijk]
1 , x
[ijk]
2 , . . . , x
[ijk]
6 ; ξ1, . . . ; t)(3)
where, F[ijk] = M[ijk] + 1√
V
G
[ijk]; i, j, k = 1, 2, . . . , L,
with M[ijk] and G[ijk] have similar functional form as
given in equations (1) and (2). The equation (3) recovers
deterministic dynamics if V → ∞ with {ξ} → 0. Now
let us allow the systems to interact with nearest neigh-
bour i.e. for any system defined by x[ijk] will have six
nearest neighbours allowed to interact, namely, x[i+1,jk],
x
[i−1,jk], x[ij+1,k], x[ij−1,k], x[ijk+1] and x[ijk−1]. If we
consider bidirectional diffusive coupling among the sys-
tems via x5 (NO), then in this interacting systems picture
one can write any (ijk)th system as,
d
dt
x
[ijk](t) = F[ijk]
(
x
[ijk]
1 , x
[ijk]
2 , . . . , x
[ijk]
6 ; ξ1, . . . ; t
)
+
1∑
i′=−1
ǫ[i,i+i
′]
(
x
[i+i′,jk]
5 − x[ijk]5
)
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FIG. 6. Permutation entropy spectrum for different values of
ǫ for V=50.
+
1∑
j′=−1
ǫ[j,j+j
′]
(
x
[ij+j′ ,k]
5 − x[ijk]5
)
+
1∑
k′=−1
ǫ[k,k+k
′]
(
x
[ijk+k′ ]
5 − x[ijk]5
)
(4)
where, {ǫ} are coupling constants. The extra terms in the
equation (4) due to coupling are non-zero only for ODE of
x
[ijk]
5 . We also consider periodic boundary conditions i.e.
x
[i+L,jk] = x[ijk], x[ij+L,k] = x[ijk] and x[ijk+L] = x[ijk].
Permutation entropy: measurement of complexity
Consider a time series data (either stochastic or deter-
ministic) x(t) which can be mapped onto a long symbolic
sequence of length N given by, x(t) = {x1, x2, . . . , xN},
then permutation entropy, H of this data can be cal-
culated as follows [67, 68]. Let us take a window se-
quence W of size L which is allowed to slide along
the data sequence x(t) with maximum overlap. This
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FIG. 7. The plots of order parameter γd and permutation
entropy Hd3 as a function of ǫ for deterministic case.
window sliding procedure allows x to make M equal
partitions: x = {W1,W2, . . . ,WM}. Now to calculate
any jth permutation entropy Hj of window sequence
Wj = {xj+1, xj+2, . . . , xj+L} a short sequence of em-
bedded dimension r: Si = {xi+1, xi+2, . . . , xi+r} is de-
fined with all possible inequalities of dimension r, and
mapping the inequalities along Wj in accending order
to obtain probabilities of occurrences of each inequali-
ties (pj : j = 1, 2, ...). Since only Q out of r! permuta-
tions are distinct, the normalized permutation entropy,
Hj(r) = − 1ln(r!)
∑Q
i=1 pilnpi can be calculated, where,
0 ≤ Hj(r) ≤ 1. Similarly permutation entropies of each
window sequences in x can be calculated, and thus per-
mutation entropy spectrum of the time series data x(t) is
obtained as, H(t) = {Hi : i = 1, 2, . . . ,M}. In stochas-
tic systems generally noise enhances H(t) that leads to
increase in complexity in the dynamics, however there
are cases where noise reduces H(t) value [67]. But if
the strength of the noise is small enough, it does not
cause significant change in complexity in the dynamics
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FIG. 8. The plots of order parameter γs and permutation en-
tropy Hs3 as a function of ǫ for different values of V=10,50,100
for stochastic case.
[67]. This gives us a notion that noise has an important
impact on H(t) in stochastic dynamics.
Detection and measurement of synchronization rate
The concept of permutation entropy technique can
be used to detect synchrony and synchronization rate
of two coupled systems [69]. The technique is used
by defining the coupled system as X(t) = [x[1], x[2]]T ,
where, the superscripts 1 and 2 indicate the two cou-
pled subsystems coupled via a coupling parameter ǫ.
The permutation entropy spectra of the two subsys-
tems are given by, H [1](t) = {H [1]1 , H [1]2 , . . . , H [1]M } and
H [2](t) = {H [2]1 , H [2]2 , . . . , H [2]M } respectively. Then a cor-
relation like function C(x[j]) : j = 1, 2 can be defined
as,
C(x[j]) = 1 H
[j]
i 〉H [j]i−1, ∀i : i = 1, 2, . . . ,M
= −1 otherwise (5)
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Now the order parameter γ for the coupled system is
calculated as follows,
γ = 〈C(x[1])C(x[2])〉 (6)
where, 〈. . .〉 is time average. If one calculate γ(ǫ) as a
function of coupling parameter ǫ, then one can detect
that the two subsystems are uncoupled if γ = 0, but they
are synchronized if γ = 1 [69]. The rate of synchroniza-
tion can be measured from the values of γ of the coupled
system such that, for weak synchronization γ → 0, and
for strong synchronization γ → 1.
Another way of measuring synchronization rate of the
coupled system qualitatively is to measure a distance
function parameter, D
[1,2]
k (t) = |x[1]k (t)−x[2]k (t)| : ∀k; k =
1, 2, . . . , N [70–73]. The two subsystems are in (i) syn-
chronous state if D
[1,2]
k (t)→ 0, (ii) desynchronized state
if D
[1,2]
k (t) fluctuates randomly, and (iii) transition state
if the rate of fluctuation is about a constant value, that
is, 0 〈 D[1,2]k (t) 〈 fluctuation (in desynchronized case).
The rate of synchronization can also be detected qual-
itatively by two dimensional recurrence plot of the cor-
responding variables of the coupled systems [70]. The
two subsystems are uncoupled if the points in plot are
distributed randomly away from the diagonal. However,
if the two subsystems start coupling each other then the
points in the plot start concentrating along the diago-
nal. The rate of synchronization is indicated by the rate
of broadening of the points along the diagonal. If the
two systems are strongly synchronized the points are just
aligned along the diagonal, however, if the two systems
are weakly synchronized, the points are scattered away
from the diagonal showing a broad diagonal line.
Simulation details
Single system dynamics is investigated at various stress
conditions induced by NO deterministically and stochas-
tically to understand how does the system undergo dif-
ferent states under these stress conditions. We used 4th
order Runge Kutta method of numerical integration to
solve deterministic as well as stochastic coupled differen-
tial equations [62] and for stochastic system, Gillespie′s
Stochastic Simulation Algorithm (SSA) [63, 64] is used
to trace the trajectory of the system dynamics. We wrote
our own code in java for simulation purpose [65].
We then consider a network of identical stress sys-
tems (27 systems) arranged in a three dimensional ar-
ray as shown in Fig. 2. Each system is maintained at
a certain stress condition induced by diffusing NO by
keeping the system at a particular value of kNO. We al-
low bidirectional diffusive coupling of each system with
nearest neighbour systems only via NO, and we take
ǫijk = ǫ; ∀i, j, k = 1, 2, . . . , L. Periodic boundary con-
ditions are applied in simulating reaction sets of the sys-
tems in the network.
RESULTS AND DISCUSSION
We present our results of p53−MDM2 dynamics in-
duced by NO and interaction among such identical sys-
tems in a certain topology.
Driving p53 at various states by NO
We present deterministic results of p53 dynamics at
various stress conditions indicated by different kNO (k9)
(different values of NO production rate in the system)
values [0.0012 − 0.5] as shown in Fig. 3 by numeri-
cally solving equation (1). All the parameter values for
the simulation are shown in the Table 2. At low value
of kNO (=0.0012) the p53 level maintains at low value
(nearly normal condition). If Tt is critical transition time
8which can be defined as the time which separates oscil-
latory regime and oscillation death (stabilized or oscilla-
tion death) regime, we found that Tt → 0 as kNO goes
from small to moderate value (0.0012 to 0.0065) indicat-
ing switching p53 state from normal to activated state in-
duced by NO. For kNO values in the range [0.005-0.155],
Tt →∞ indicating sustained oscillation regime where ac-
tivation of p53 is maximized. If we further increase kNO
value ([0.162-0.5]), Tt → 0 showing the system move to
stabilized regime indicating excessNO induce the system
to apoptotic state [26–28].
The stochastic results are obtained by simulating the
reaction set listed in Table 2 using SSA [63] with the
same parameter values used in deterministic case for
V = 10, 50, 100 and similar behaviour as in determinis-
tic case is obtained with fluctuation in the dynamics due
to intrinsic noise (Fig. 4). The stochastic results show
that p53 responds somewhat faster to the stress exerted
by NO than that in deterministic case probably due to
intrinsic noise in the system.
Synchronization induced by NO
We now present the results of synchronization of iden-
tical stress systems via NO. Each system in the net-
work is kept under certain stress (kNO = 0.04). We take
coupling constant to be the same (ǫ = 0.01) and cou-
pling is switched on at time 60 hours (Fig. 5). The
deterministic and stochastic behaviours of p53 (x
[ijk]
1 )
and MDM2 (x
[ijk]
2 ) for system at (111) coupled with
nearest neighbour systems at (011), (211), (101), (121),
(110) and (112) respectively are shown in Fig. 5 (the
first four upper panels are for deterministic and the last
four lower panels are for stochastic case for V = 100).
The plots clearly show three distinct regimes, namely,
desynchronized, transition and synchronized regimes re-
spectively. The claim is then supported by the behaviour
of D[ijk,i
′j′k′](t) : ∀i′ = i± 1, j′ = j± 1, k′ = k± 1 identi-
fying desynchronized (D[ijk,i
′j′k′ ] fluctuates randomly as
a function of time), transition (D[ijk,i
′j′k′] fluctuates a
little about a constant) and synchronized (fluctuation of
D[ijk,i
′j′k′] about a constant is minimum) regimes both
in deterministic and stochastic systems. However, the
fluctuation in D[ijk,i
′j′k′] in synchronized regime in de-
terministic system is much smaller (almost zero) than
that of in stochastic system. This exhibits the signifi-
cant hindarence behaviour of noise in stochastic system.
Further this claim is supported by the two dimensional
reccurrence plot of each pair of coupled systems as shown
in right panels of Fig. 5. The three regimes can be iden-
tified clearly from the plots where, for desynchronized
regime the points in the plots are randomly distributing
away from the diagonal, for transition regime the rate
of distribution of points away from the diagonal is com-
paratively smaller than in desynchronized case and for
synchronized regime the points are concentrated along
the diagonal.
We calculate permutation entropy spectra of the time
series data of x
[ijk]
1 and x
[ijk]
2 in the network for differ-
ent coupling constants (Fig. 6). In our calculation we
take the value of embedded dimension r = 3 and size of
the window L = 1000. The dynamics of H of p53 and
MDM2 for different values of ǫ are shown in Fig. 6 and
is found that H for fixed value of ǫ exhibits oscillatory
behaviour about a constant mean value. However, as ǫ
increases H start decreasing. This could be due to in-
crease in ǫ leads the coupled systems to more ordered di-
rection because of the information processing via MDM2
and then to p53.
Since the order parameter γ can be used as an indicator
of the degree of synchronization [69], we calculated this
parameter to characterize the synchronization among the
coupled systems in the network. The deterministic re-
sults of γd and permutation entropy spectrum for p53
(x
[ijk]
1 ) and MDM2 (x
[ijk]
2 ) as a function of ǫ are shown
in Fig. 7. The γd dependence on ǫ (Fig. 7 upper panel)
shows that all far and near systems achieve synchroniza-
tion approximately after ǫc = 0.0027±0.0021, and below
this value the systems show weak synchronization (un-
couple when the value of γd is significantly low). It also
shows that γd for MDM2 reach synchronization at larger
value of ǫ and at smaller value of γ as compared to p53.
It is also seen in the permutation entropy spectrum that
Hd3 for p53 decreases as ǫ increases and remain almost
constant after ǫc, however,H
d
3 for MDM2 increases as ǫ
increases and remains constant after the same value ǫc.
The role of NO
NO in the system plays two contrast roles, first, it
induces stress to the system causing increase in disor-
derness, and second, it behaves as synchronizing agent
inducing more orderness to the system. The direct in-
teraction of diffusing NO with MDM2 leads to decrease
in MDM2 concentration level but increase in p53 level
(Fig. 7). For small values of ǫ, the role of stress in-
duced in the system could be more significant than the
role of inducing synchronization to the system. The di-
rect interaction of NO with MDM2 may originate more
disorder in MDM2 resulting Hd3 of MDM2 to increase
(Fig. 7). After significant amount of NO is diffused (af-
ter ǫc) optimal amount of orderness may be maintained
such that Hd3 of MDM2 becomes constant as a function
of ǫ. However, decrease in p53 due to indirect interac-
tion with NO via MDM2 may establish decrease in Hd3
of p53 as a function of ǫ. But since p53 level will also
attain optimal orderness due to MDM2, Hd3 of p53 also
becomes constant after ǫc (Fig. 7).
9Effect of noise
The stochastic results of γs and Hs3 for p53 and MDM2
as a function of ǫ for three different values of system
sizes V =10, 50 and 100 are presented in Fig. 8 for the
same parameter values used in deterministic case. We
found similar behaviours of γs and Hs3 as in the case
of deterministic ones. However, synchronization among
the systems is achieved at much lower values of γs (∼
0.68 ± 0.07) and the value of ǫc is dependent on system
size (for V=10, ǫc = 0.01 ± 0.003; V=50, ǫc = 0.005 ±
0.001; V=100, ǫc = 0.003 ± 0.0005). The γs values of
p53 and MDM2 are significantly different as shown in
the plots. If we define γc as the critical value of γs below
which the systems are in weakly synchronized regime and
above which the systems exhibit strongly synchronized
regime, difference between γc for p53 and MDM2 is quite
large (∼ 0.52) and remains constant approximately as V
changes. The separation between Hs3 of p53 and MDM2
increases as V increases. It may be because of the fact
that as V increases the strength of molecular noise in
the system will decrease which leads to the system to
orderness direction.
We then study the behaviour of γc as a function of V
(Fig. 9 upper panel first) and found that γc increases as
V increases and becomes constant for large values of V
(deterministic limit). γc varies with V by the functional
form, γc = αV β+ δ separating weak and strong synchro-
nization regimes. Also ǫcγ found to decay exponentially
as a function of V i.e. ǫcγ = ae
−bV (Fig. 9 upper panel
second). Hc3 of p53 and MDM2 also found to decrease
exponentially as a function of V , Hc3 = ue
−wV (Fig. 9
lower panel first). Further ǫcH3 decreases as V increases
with functional form, ǫcH3 = ce
−dV (Fig. 9 lower panel
second).
Stability analysis
The deterministic stationary state of the system can be
obtained by putting d
dt
x
[ijk] = 0 in equation (3) giving
six stationary equations from which stationary values of
the variable x[ijk]∗ = (x[ijk]∗1 , x
[ijk]∗
2 , . . . , x
[ijk]∗
6 )
T can be
obtained. The stationary equation for x
[ijk]∗
5 is given by,
M [ijk]n
(
x
[ijk]∗
1 , x
[ijk]∗
2 , . . . , x
[ijk]∗
6
)
= 0; ∀n, n 6= 5 (7)
x
[ijk]∗
5
(
k9 − k11 − ǫ[i,i−1] − ǫ[i,i+1]
)
−x[ijk]∗5
(
ǫ[j,j−1] − ǫ[j,j+1] − ǫ[k,k−1] − ǫ[k,k+1]
)
+ǫ[i,i−1]x[i−1,jk]∗5 + ǫ
[i,i+1]x
[i+1,jk]∗
5 + ǫ
[j,j−1]x[i,j−1,k]∗5
+ǫ[j,j+1]x
[i,j+1,k]∗
5 + ǫ
[k,k−1]x[ij,k−1]∗5
+ǫ[k,k+1]x
[ij,k+1]∗
5 = 0 (8)
Simplifying the coupling constants by taking, ǫ[i,i−1]∗ =
ǫ[i,i+1]∗ = ǫ[j,j−1]∗ = ǫ[j,j+1]∗ = ǫ[k,k−1]∗ = ǫ[k,k+1]∗ = ǫ,
we can rewrite the above stationary equations as,
M [ijk]n
(
x
[ijk]∗
1 , x
[ijk]∗
2 , . . . , x
[ijk]∗
6
)
= 0; ∀n, n 6= 5 (9)
x
[ijk]∗
5 =
ǫ
6ǫ+ k11 − k9

 ∑
〈ii′〉,〈jj′〉,〈kk′〉
x
[i′j′k′]∗
5

 (10)
where, 〈. . .〉 denotes the nearest neightbour interaction.
If we consider coupling of two consecutive systems [ijk]
and [i− 1, jk] in the network then we have the following
stationary equations of these two coupled systems as,
M [ijk]n
(
x
[ijk]∗
1 , x
[ijk]∗
2 , . . . , x
[ijk]∗
6
)
= 0 (11)
M [i−1,jk]n
(
x
[i−1,jk]∗
1 , x
[i−1,jk]∗
2 , . . . , x
[i−1,jk]∗
6
)
= 0 (12)
x
[ijk]∗
5 =
ǫ
6ǫ+ k11 − k9

 ∑
〈ii−1〉,〈jj′〉,〈kk′〉
x
[ij′k′]∗
5

 (13)
x
[i−1,jk]∗
5 =
ǫ
6ǫ+ k11 − k9

 ∑
〈i−1,i〉,〈jj′〉,〈kk′〉
x
[i−1,j′k′]∗
5


(14)
where, ∀n, n 6= 5. Subtracting the equations (13) and
(14) we get the following equation,
∆x
[i,i−1,jk]∗
5 =
ǫ
7ǫ− k9 − k11Γ (15)
where, ∆x
[i,i−1,jk]∗
5 = x
[ijk]
5 − x[i−1,jk]5 which is the net
NO diffused between the two systems in the network.
The function Γ is given by,
Γ =
∑
〈i+1,i−2〉jk
(
x
[ijk]∗
5 − x[i−1,jk]∗5
)
(16)
Solving equations (11) and (12) we have the following
equation for p53,
∆x
[i,i−1,jk]∗
1
x
[i−1,jk]∗
1
∼ 1
2k9
(
ǫ
k9 − k11 − 7ǫ
)(
Γ
x
[ijk]∗
1
)
(17)
where,
∆x
[i,i−1,jk]∗
1
x
[i−1,jk]∗
1
=
x
[ijk]∗
1 −x
[i−1jk]∗
1
x
[i−1,jk]∗
1
which is average
change (fractional change) of x
[ijk]∗
1 . Since
∆x
[i,i−1,jk]∗
1
x
[i−1,jk]∗
1
=
x
[ijk]∗
1 −x
[i−1jk]∗
1
x
[i−1,jk]∗
1
∝ Γ
x
[ijk]∗
5
, the average rate of change x
[ijk]∗
1
to reach the stable state is proportional to the average
change of x
[ijk]∗
5 .
Similarly solving equations (11) and (12) we get the
expression for average rate of change of x
[ijk]
2 as follows,
∆x
[i,i−1,jk]∗
1
x
[i−1,jk]∗
1
∼
1
2k9
(
ǫ
k9−k11−7ǫ
)(
Γ
x
[ijk]∗
1
)
1− 12k9
(
ǫ
k9−k11−7ǫ
)(
Γ
x
[ijk]∗
1
)
10
∼
∆x
[i,i−1,jk]∗
1
x
[i−1,jk]∗
1
1− ∆x
[i,i−1,jk]∗
1
x
[i−1,jk]∗
1
(18)
The fractional change of x
[ijk]∗
2 is also found to be pro-
portional to
∆x
[i,i−1,jk]∗
1
x
[i−1,jk]∗
1
.
CONCLUSION
Cellular function at molecular level under stress condi-
tion induced by NO exhibits different behaviour as com-
pared to normal cell function and allows the cell to go
to different states. The single system of p53-MDM2-NO
network we studied shows three different distinct states,
namely, fixed point oscillation at low values of NO con-
centration level (normal state), damped oscillation for
moderate values of NO level (mixed state of small acti-
vated and stabilized state), sustain oscillation for large
values of NO concentration level (activated state) and
fixed point oscillation for excess NO level in the system
(probably apoptosis). This switching of p53 behaviour at
different states vis stress inducing molecules is believed
to be reversible if the amount of stress induced is not
excess.
The systems interacting in a certain network topology
will give us some important phenomena how systems in
the network process signal. The network of systems ar-
ranged in a three dimensional regular array are allowed
to interact with certain coupling constant with nearest
neighbour interaction and the results show that the way
the systems interact from nearest to far systems do not
show significant difference. This means that once the
coupling is switched on the systems process signal al-
most instaneously. The permutation entropy calculations
of this model also show that the rate correlation among
the system increases as the value of coupling constant
is increased. We also found that the correlation of the
systems becomes almost constant after one increase the
value of coupling constant larger that certain value. The
information contained in p53 and MDM2 dynamics is
found to be different even if the proteins are in the same
system. The reason is that the coupling molecule NO
interacts with MDM2 first and passes the impact to p53
indirectly via MDM2. The deterministic and stochastic
results show similar behaviours except the impact of noise
in the system dynamics. Our results show that noise acts
as a disturbing behaviour on synchronization. The value
of coupling constant needed to synchronize the coupled
systems significantly decreases as system size increases
and becomes constant which could the approximate ther-
modynamic limit. However, one has to take huge number
of systems to see robustness of this interaction and sys-
tem level understanding.
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