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Heisenberg’s intuition was that there should be a tradeoff between measuring a particle’s position with greater
precision and disturbing its momentum. Recent formulations of this idea have focused on the question of
how well two complementary observables can be jointly measured. Here, we provide an alternative approach
based on how enhancing the predictability of one observable necessarily disturbs a complementary one. Our
measurement-disturbance relation refers to a clear operational scenario and is expressed by entropic quantities
with clear statistical meaning. We show that our relation is perfectly tight for all measurement strengths in an
existing experimental setup involving qubit measurements.
1. INTRODUCTION
Heisenberg’s uncertainty principle [1] is one of the most
central concepts in quantum physics and with increasing ex-
perimental abilities to control quantum degrees of freedom it
is no longer only interesting from a theoretical view; it is now
practically relevant. For instance, it provides limits on quan-
tum metrology [2] and can be used to prove security in quan-
tum cryptography [3, 4]. Moreover, experimental setups are
now capable of sensitively testing such formulations [5–10].
These advances demand tight, operationally-meaningful for-
mulations of the uncertainty principle.
The most common formulation of the uncertainty principle
gives a limit on one’s ability to prepare a system with low un-
certainty for two complementary observables X and Z . Text-
books often illustrate this with Robertson’s [11] bound on the
standard deviations
∆X∆Z >
1
2
|〈ψ|[X,Z]|ψ〉| , (1)
which generalised Kennard’s [12] earlier relation for position
and momentum observables ∆Q∆P > ~/2.
A more subtle aspect of the uncertainty principle concerns
not preparation limitations but rather measurement limitations
[13], for example, the idea that one cannot build a device
that jointly measures X and Z . Much progress has recently
been made on quantitative tradeoffs for the accuracy of a
joint measurement device [14–17]. One approach considers
state-dependent errors using the root-mean-square (RMS) ex-
pectation of the noise operator [18–20] while a different ap-
proach considers calibrating the apparatus on idealised input
states associated with the X and Z observables, using either
RMS [14, 15] or information-theoretic [16, 21] measures.
A different aspect of measurement uncertainty that will
be the topic of this Letter considers a sequential measure-
ment setting where one asks how measuring an observable
X disturbs the outcome of a future Z measurement (see
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e.g. [13]). On a more intuitive level this question was first dis-
cussed by Heisenberg [1] for position and momentum observ-
ables. Modern approaches aim to rigorously prove a trade-
off between extracting some amount of information about X
versus affecting a subsequent Z measurement, a so-called
measurement-disturbance relation (MDR). (We note that this
should not be confused with a different approach [22, 23] that
considers the measurement-induced disturbance of the overall
quantum state, rather than the disturbance of a specific observ-
ableZ .) Because sequential measurement can be thought of as
an attempted joint measurement, a joint measurement relation
also implies a corresponding MDR. MDRs associated with
the noise-operator approach [18–20] have been the subject of
interesting experimental tests [5, 6, 9, 10], and yet have also
been recently criticised for lacking operational significance in
the general case [15, 24–26]. This led to a major theoretical
effort within the past year to find operationally meaningful
MDRs [14–17]. These very recent MDRs, which indeed have
clear meanings, have abandoned the state-dependent nature of
the noise-operator approach in favour of a state-independent
approach.
On the other hand, we are interested in whether an opera-
tionally meaningful MDR exists for state-dependent notions
of error and disturbance. This has come under question since
recent observations [24, 26] imply that no non-trivial state-
dependent MDR can be formulated for “faithful” error and
disturbance measures, i.e., which only vanish if the measure-
ment reproduces the statistics of a perfect X measurement (in
the case of error) and if there is no change to the statistical
distribution for a subsequent Z measurement (in the case of
disturbance). We remark that here the typical notion of mea-
surement error considers retrodiction, i.e., the accuracy of the
X measurement is judged by how well one can infer the past
value of X . However, Appleby showed for position and mo-
mentum observables [27, 28] that there also exists a trade-off
between disturbance and predictive error.
In this Letter we present a state-dependent MDR involv-
ing a predictive measurement error for X and a comparative
disturbance measure for Z . The predictive error quantifies
the correlation between the outcome of the measurement in-
strument and a future X measurement. The disturbance com-
pares the disturbed Z distribution to the Z distribution in the
2FIG. 1: (A): We consider a source S sending a quantum state to a re-
ceiver which measures observable Z. (B): During the transmission a
channel combined with a measurement is used to extract information
M about a second observable X. Our relation captures the tradeoff
between the disturbance of the Z distribution in (B) compared with
the undisturbed situation (A) and the predictability of a hypothetical
future measurement of X given the information M . In the memory-
assisted situation (C), M can be a quantum memory and the distur-
bance of the correlations between S and an isolated reference system
R is included.
absence of the measurement instrument. Both of our errors,
which are faithful and operational, are expressed by entropic
quantities with significance in an information-theoretic con-
text. As a novel extension we also consider the disturbance of
the system’s correlation with the environment.
Furthermore, we apply our relation to position and momen-
tum observbles Q and P and show a trade-off of the form
(Q precision) · (P disturbance) > ~
P initial uncertainty
where the precision relates to the coarse graining of the posi-
tion measurement. Thus, we rigorously capture Heisenberg’s
intuition, that measuring the position more precisely disturbs
the momentum, and yet we emphasize that the tradeoff is
weakened for input states with a high momentum uncertainty.
2. ERROR AND DISTURBANCE MEASURES
The physical scenario of interest is illustrated in Fig. 1. We
consider a system S prepared in state ρS and sent to a receiver
who performs a measurement of the observable Z. During
the transmission of S to the receiver, an interaction E is ap-
plied that intends to extract information about a complemen-
tary observable X. For simplicity, we assume for now that
both observables X and Z are sharp and specified by orthonor-
mal eigenstates {|Xx〉}x∈X and {|Zz〉}z∈Z , where X and Z
are finite ranges. The treatment of more general observables is
straightforward and considered later. The outputs of the inter-
action are the original system S along with a classical system
M which is supposed to contain information that reduces the
uncertainty about a future X measurement. In the following
we denote the Z distribution of the initial state as PZ and the
one after the interaction E as P EZ . The joint probability distri-
bution of M and X after the interaction is denoted by QEMX .
Our goal is to define an operational measure for disturbance
of the Z degree of freedom which only depends on measur-
able quantities, that is, the probabilities PZ and P EZ . We fur-
ther require that the disturbance is non-vanishing if and only
if PZ 6= P EZ which we call a faithful disturbance measure.
Natural candidates for faithful quantification of disturbance
are thus distance measures between PZ and P EZ . A family of
important information theoretic quantities with distance-like
properties are the Rényi relative entropies [29]
Dα(P ||Q) = 1
α− 1 log
(∑
z
P (z)αQ(z)1−α
)
, (2)
where α ∈ [1/2,∞] and α = 1,∞ are defined as the cor-
responding limit. Here and in the following all logarithms
are in base 2. For α = 1 we obtain the well-known rel-
ative entropy (or Kullback-Leibler divergence) D(P ||Q) =∑
z P (z) log(P (z)/Q(z)). Another important example is ob-
tained for α = 1/2 where one finds that D1/2(P ||Q) =
− logF (Q,P ) with F (Q,P ) = (∑z√P (z)Q(z))2 the fi-
delity between P and Q. We note that the fidelity induces a
metric equivalent to the statistical distance between P and Q,
and thus, the distinguishability of P and Q. In what follows,
we also need the Rényi entropies [29], which can be defined
through the Rényi relative entropies by
Hα(Z)P = log d−Dα(P ||1I/d) , (3)
where d is the Hilbert space dimension and 1I/d denotes the
uniform distribution. For α = 1, we recover the Shannon
entropy H(Z) = −∑z p(z) log p(z).
We now use the Rényi relative entropies to define a family
of faithful disturbance measures
Dα(ρS , Z, E) := Dα(PZ ||P EZ ) , (4)
where α ∈ [1/2,∞]. Particularly important in an informa-
tion theoretic context is the relative entropy D(PZ ||P EZ ) (i.e.,
α = 1), which quantifies to what extent large samples from
PZ can be simulated by actually sampling from P EZ . More
precisely, it determines the probability to confuse sampling
from P EZ with sampling from PZ for large samples, or the
probability that a large sample from P EZ is typical for PZ (see
e.g. [30, 31]). This scenario has direct relevance in hypothesis
testing [31]. Moreover, a similar role is played by the Rényi
relative entropies for α 6= 1 if one considers higher order cor-
rections or non-asymptotic behaviors [32].
The performance of the interaction E with respect toX will
be characterized by a predictive error, quantifying the degree
3of correlation between M and a future X measurement. Note
that no non-trivial trade-off exists between our faithful distur-
bance measure and a retrodictive error, the usual measure of
measurement accuracy (see also [24]). One can see this by
considering the following example: for any input state ρ, the
interaction can simply consist of a perfect X measurement
followed by a (re)preparation of ρ, resulting in no apparent
disturbance of Z . In contrast, a disturbance is obtained if we
require that the interaction preserves the correlations between
the extracted information M and the X eigenbasis, which di-
rectly translates into the predictability of a future X measure-
ment. This example also illustrates that an accurate X mea-
surement does not necessarily imply a small predictive error.
As in the case of the disturbance measure, the goal is to de-
fine an operational measure that only depends on the correla-
tion of M and the outocme of a future X measurement deter-
mined by QEMX . Moreover, the measure should be faithful in
the sense that it is non-vanishing if and only if M determines
X without uncertainty. From information theory, we know
that conditional entropy measures are well-suited for that pur-
pose. We thus quantify the predictive error by the conditional
max-entropy [33]
E(ρS ,X, E) := Hmax(X |M)QE , (5)
henceforth simply referred to as error.
The conditional max-entropy is part of a family of entropies
used to quantify resources beyond their behavior in the limit
of infinitely many copies and is related to the amount of ad-
ditional data that must be supplied to the observer, given
that they have access to M , to learn the outcome of a fu-
ture X measurement [34]. In formulas the error is given
by log
∑
mQ
E
M (m) exp(H1/2(Q
E,m
X )), where QEM is the re-
duced probability distribution of M and QE,mX is the condi-
tional probability distribution of X given m ∈M .
3. MEASUREMENT-DISTURBANCE RELATION
Our main result gives a tradeoff between the Z disturbance
and the predictive error of the X measurement. The tradeoff is
stronger when X and Z are more complementary as quantified
by the state-independent overlap
c = max
x,z
|〈Xx|Zz〉|2 . (6)
Yet the trade-off is weaker as more initial uncertainty is con-
tained in PZ . More precisely, for any input state ρS and inter-
action E , the MDR
Dα(ρS , Z, E) + E(ρS ,X, E) +Hα(Z)P > log 1/c (7)
holds for all α ∈ [1/2,∞].
We note that the additional term in (7) that quantifies the
initial uncertainty of the Z distribution is crucial. In order
to see this consider for example the situation where X and Z
are fully complementary, so-called mutually unbiased bases
defined by c = 1/d, so that log 1/c = log d. Also suppose
E does a perfect X measurement, so the error is zero. The
disturbance is also zero, e.g., if ρS is diagonal in any basis Y
that is mutually unbiased to Z, since both the input and output
probability distributions for Z are uniform. We remark that,
for this example, (7) is satisfied with equality for all input
states ρS . This is because doing an X measurement followed
by a Z measurement always results in ρEZ = 1I/d, and we have
Dα(ρZ ||1I/d) = log d−Hα(Z)ρ.
For a given interaction E and input state ρS , (7) actually
represents two constraints: one given by (7) and another ob-
tained from interchanging the roles of X and Z in (7). For
certain examples, one constraint may be significantly stronger
than the other.
Before proving (7), we first discuss how our MDR can be
further strengthened in two directions. First, we can extend
the scope of the MDR to include the disturbance of the sys-
tem’s correlations with a memory system, see Fig. 1(C). As-
sume that system S may be initially correlated to some other
quantum system R, which we think of as an isolated memory
system kept in the sender’s lab while sending only S to the
receiver. The correlations between S and R may be disturbed
by the interaction E . Let us denote the combined state of the
quantum system R and the classical outcomes Z with and
without interaction by ρEZR and ρZR. The memory-assisted
disturbance is then defined as the distance between ρEZR and
ρZR defined for α ∈ [1/2,∞] by
Dα(ρSR, Z, E) = Dα(ρZR||ρEZR) , (8)
where Dα(ρ||σ) = 1/(1 − α) log tr[(σ 1−α2α ρσ 1−α2α )α] is a re-
cently defined quantum generalization of the Rényi relative
entropy [35, 36]. The cases α = 1,∞ are defined as the re-
spective limits.
It is easy to see that setting R to a trivial system recovers
the previous (classical) notion of disturbance. For α = 1, we
obtain the quantum relative entropy D(ρ||σ) = tr(ρ log ρ) −
tr(ρ log σ) and for α = 1/2 the logarithm of the quantum
fidelity. Moreover, the quantum relative entropy as well as
the Renyi relative entropy retain their operational relevance to
hypothesis testing, see e.g., [30, 37, 38].
Replacing now the disturbance measure by its extended
version Dα(ρSR, Z, E) in the MDR (7), the bound can be
strengthened by replacing Hα(Z) on the left hand side by the
corresponding conditional version [35]
Hα(Z|R)ρ = max
ηR
[−Dα(ρZR||1I⊗ ηR)] . (9)
This improves the bound since Hα(Z|R) 6 Hα(Z) holds
for any α. Note that for α = 1, we obtain the condi-
tional von Neumann entropyH(A|B)ρ = H(AB)ρ−H(B)ρ
with H(A)ρ = −trρA log ρA. Moreover, the quantum
conditional min- and max-entropy which play an important
role in non-asymptotic information theory (see e.g. [39]) are
given by Hmax(A|B)ρ = H1/2(A|B)ρ and Hmin(A|B)ρ =
H∞(A|B)ρ.
Secondly, we note that the system M is not necessarily re-
stricted to be classical but can be an arbitrary quantum system
[40]. In this case the distribution QEXM is replaced by a clas-
sical quantum state ρEXM and the predictive error is defined
via the quantum conditional max-entropy E(ρS ,X, E) :=
4Hmax(X |M)QE . Since measuring the quantum systemM can
only increase the uncertainty aboutX , this provides a stronger
bound.
Theorem 1. Let S, M and R be finite-dimensional quantum
systems, ρSR a quantum state on SR and X and Z observables
on S given by positive operator valued measures {Xx}x∈X
and {Zz}z∈Z , respectively. Then, for all trace preserving
completely positive maps E from S to SM and α ∈ [1/2,∞],
it holds that
Dα(ρSR, Z, E) + E(ρS ,X, E) +Hα(Z|R)ρ > log 1
c
, (10)
with c = maxx,z ‖
√
Xx
√
Zz‖2∞ and ‖ · ‖∞ the supremum
norm (i.e., the largest singular value).
Proof. An important technical ingredient in the derivation of
the MDR is the inequality
Dα(ρAB ||σAB) > Hmin(A|B)σ −Hα(A|B)ρ , (11)
which holds for any two states ρAB and σAB and all α ∈
[1/2,∞]. This inequality follows from two basic properties
of the Renyi relative entropies [35]
Dα(ρ||σ) > Dα(ρ||η) if η > σ, (12)
Dα(ρ||λσ) = Dα(ρ||σ)− logλ for any λ > 0 , (13)
where the condition in (12) means that η− σ is positive semi-
definite, and from the fact that the min-entropy can be written
as [33]
Hmin(A|B)σ = − logmin
ηB
min{λ : σAB 6 λ1I⊗ ηB}.
In particular, let η¯B be a state for which the minimum in
the above equation is attained, and thus, satisfies σAB 6
2−Hmin(A|B)σ1I⊗η¯B . We can then compute from (12) and (13)
that
Dα(ρAB||σAB) > Dα(ρAB||2−Hmin(A|B)σ1I⊗ η¯B)
> Dα(ρAB||1I⊗ η¯B) +Hmin(A|B)σ .
Using the definition of Hα(A|B)ρ from (9), we eventually
find inequality (11).
The second ingredient is the preparation uncertainty rela-
tion with quantum memory for the min- and max-entropy [41]
applied to the state after the interaction ρESMR = (E⊗I)(ρSR)
Hmin(Z|R)ρE +Hmax(X |M)ρE > log
1
c
. (14)
Combining the above relation with inequality (11) for the case
where ρAB is replaced by ρZR and σAB by ρEZR, we arrive at
our general memory-assisted MDR (10).
3.1. Predictions for experiments
To demonstrate the performance of our MDR, we analyze
a recent experiment on photon polarization [6] that tested
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FIG. 2: For the photon polarization experiment in [6], we plot (A)
the error E(ρS,X, E) and disturbance D(ρS, Z, E), and (B) the dif-
ference between the left- and right-hand-sides of (7). We consider
input states ρS = (1I + rσz)/2 and θ determines the measurement
strength (see text; θ = 0: perfect X measurement, θ = pi/2: com-
pletely noisy X measurement).
Ozawa’s MDR [18]. In the following, we restrict ourselves
to the disturbance measure for α = 1 based on the relative
entropy, simply for illustration purposes.
The experiment implements a weak measurement of X, us-
ing a CNOT gate (controlled by the X = {|+〉〈+|, |−〉〈−|}
basis) with the probe photon initially prepared in the state
|φ〉 = cos(θ/2)|0〉 + sin(θ/2)|1〉. The probe is then mea-
sured in the standard basis. Let us write the input state using
the Bloch sphere representation ρS = (1I + ~r · ~σ)/2, with
~r = rxxˆ+ ry yˆ + rz zˆ. A straightforward computation gives
E(ρS ,X, E) = log(1 +
√
1− r2x sin θ), (15)
D(ρS , Z, E) = 1 + rz
2
log
( 1 + rz
1 + rz sin θ
) (16)
+
1− rz
2
log
( 1− rz
1− rz sin θ
)
,
H(Z)P = 1− 1 + rz
2
log
(
1 + rz
) (17)
− 1− rz
2
log
(
1− rz
)
.
In Figure 2, we plot error, disturbance, and the tightness
of our MDR (7) as a function of r and θ, for an input state
ρS = (1I + rσz)/2. Notice that, when ρS = |0〉〈0|, corre-
sponding to r = 1, (7) is perfectly tight for all values of the
measurement strength θ, with D(ρS , Z, E)+E(ρS ,X, E) = 1.
Previous state-dependent MDRs [18–20] using r.h.s. of (1) for
the bound are very untight in this case, giving a trivial bound.
Note that a comparison to the literature is meaningful here
since the interaction preserves the X observable hence predic-
tive and retrodictive error are identical.
Let us now consider the memory-assisted relation (10). It
turns out that the experimenters chose the optimal measure-
5ment (the standard basis) onM for minimising our error mea-
sure. To show this let us define the state |χ〉 = |χu〉/
√
N with
|χu〉 =
∑
x
√
px|φx〉, N = 〈χu|χu〉 and px = 〈Xx|ρS |Xx〉.
Chosing now |χ〉 as a candidate to achieve the maximiza-
tion in the definition of the quantum conditional max-entropy
(i.e. (9) for α = 1/2), we obtain a lower bound on the error
which turns out to be equal to (15). Since measuring sys-
tem M has to increase Hmax(X |M), we can conclude that
Hmax(X |M) actually coincides with (15).
However, the situation changes dramatically if we allow the
sender to possess a memory photon, whose polarisation R is
initially correlated to polarisation S. For example, suppose
ρS = (1I + rσz)/2 as in Fig. 2 and let ρSR be such that R is
perfectly correlated to the Z observable on S. Then, we have
D(ρSR, Z, E) = 1 − log(1 + sin θ), E(ρS ,X, E) = log(1 +
sin θ), and H(Z|R)ρ = 0. In other words, (10) is satisfied
with equality for all values of the parameters r and θ with
D(ρSR, Z, E) + E(ρS ,X, E) = 1. We note that, e.g., setting
R to be a classical system would allow experimentalists to
easily test our memory-assisted MDR, and the fact that (10)
is actually an equation for all r and θ would make it a highly
sensitive test.
4. POSITION AND MOMENTUM
Let us now consider our MDR for Heisenberg’s original
setup of position and momentum observables Q and P. We
consider two situations, namely, coarse grained and continu-
ous outcome measurements. In the former situation, we have
positive operator valued measures corresponding to position
and momentum projections onto intervals of length δq and δp,
which we denote by Qδq and Pδp, respectively. The outcome
range of these measurements Qδq and Pδp are discrete but in-
finite, and each outcome relates to a position and, respectively,
momentum in a unique interval of length δq and δp. The sit-
uation of continuous outcomes which we refer simply by Q
and P can then be seen as obtained in the limit δq, δp→ 0.
First, we generalize the definition of disturbance and pre-
dictive error to the infinite-dimensional setting. Due to tech-
nical reasons, we focus on the disturbance measure based on
the quantum relative entropy (α = 1). The quantum rela-
tive entropy is well studied in infinite-dimensional systems
and we use the definition based on the spatial derivative op-
erator (see, e.g., [42, 43] and references therein). This defini-
tion applies similarly for continuous and discretized outcome
measurements such that D(ρSR, P, E) and D(ρSR, Pδp, E) can
be defined similarly as in the finite-dimensional case via (4).
Moreover, as shown in Lemma 3, it holds that
lim
δp→0
D(ρSR, Pδp, E) = D(ρSR, P, E) (18)
for any E .
Using the general definition of the relative entropy, the von
Neumann entropy of Pδp conditioned on the quantum system
R can again be defined as in finite dimensions via the rela-
tion (9). The differential version of the conditional von Neu-
mann entropy is defined as in [43] and essentially given by the
regularised limit
h(P |R)ρ = lim
δp→0
(
H(Pδp|R) + log δp
)
. (19)
In order to define the predictive error, we use the quan-
tum conditional max-entropy Hmax(Qδq|M)ρ as introduced
in [43]. The differential version is defined as in [43] and under
weak assumption is simply given by the limit hmax(Q|M)ρ =
limδq→0[Hmax(Qδq|M)ρ + log δq]. Emphasizing that the in-
volved error is now a regularised quantity we denote it with a
lower case letter
e(ρS ,Q, E) := hmax(Q|M)ρE . (20)
Theorem 2. Let S be a position-momentum system and
R and M quantum systems described by separable Hilbert
spaces HR and HM . For any state ρSMR on systems SMR
and any completely positive map E from S to SM , it holds
that
D(ρSR, Pδp, E) + E(ρS ,Qδq, E) +H(Pδp|R)ρ (21)
> log c(δq, δp) ,
where c(δq, δp) = δqδp/(2π~)S(1)0 (1, δqδp/4) ≈
(δqδp)/(2π~) with S(1)0 (1, ·) the 0th radial prolate spheroidal
wave function of the first kind [44]. Moreover, if δ, δ′ exists
such that D(ρSR, Pδ, E) < ∞ and H(Pδ′ |R)ρ < ∞, and
h(P |R)ρ > −∞, it holds that
D(ρSR, P, E) + e(ρS ,Q, E) + h(P |R)ρ > log 2π~ . (22)
Proof. The proof for coarse grained position measurements is
in complete analogy to the one in the finite-dimensional set-
ting. In particular, inequality (14) was shown in [43] with
c given by c(δq, δp). Moreover, inequality (11) is valid for
α = 1 since properties (12) and (13) remain true in this
more general setting [42]. The only subtle point is that
in [42, 43] the conditional von Neumann entropy is defined
as H(X |B) = −D(ρXB||1IX ⊗ ρB) and not via an optimiza-
tion as in (9), which was used to arrive at (11). But the equiv-
alence of these two definitions is shown in Lemma 4 via a
chain rule of the relative entropy. Finally, the version for con-
tinuous outcome measurements is obtained by taking the limit
δq, δp→∞ using (18) and results from [43].
In the following, we illustrate our position-momentum
MDR with two examples.
4.1. The Heisenberg microscope
Consider the situation in which the interaction E corre-
sponds to an instrument that performs a projective coarse
grained measurement with discretization δq, i.e., a coherent
measurement of Qδq. Applying our MDR for Qδq and Pδp
in (21) and taking the limit δp→ 0, we find that the error term
E(ρS ,Qδq, E) vanishes since the measurement is repeatable,
and the complementarity constant is given by c = δq/(2π~).
6Hence, assuming that the R system is trivial and taking the
logarithm of our MDR we arrive at a relation of the form
δq · dp > ~/2 . (23)
This looks similar to (1) where the error is given by δq and the
disturbance by dp := 2h(P )ρ2D(ρS ,P,E)/(4π). However, dp is
lower bounded by 2h(P )ρ/(4π), and thus, accounts for the un-
certainty of the initial momentum distribution. Note that this
is necessary since we can always choose an initial wave func-
tion that is confined to one measurement bin, i.e., with a po-
sition standard deviation much smaller than δq. Thus, no mo-
mentum disturbance results from the measurement. But this
comes at the cost of a high initial momentum uncertainty, re-
vealing an interesting interplay between preparation and mea-
surement uncertainty.
4.2. Covariant approximate position measurements
As a second example, we consider an experimental setup
that can be implemented using for instance optical sys-
tems [45, 46]. The interaction is given by a quantum nonde-
molition measurement implementing a covariant approximate
position measurement discussed by von Neumann [47] and
Davies [48]. In particular, we assume that S interacts with
a similar meter system M through a Gaussian operation act-
ing in the Heisenberg picture according to (Qˆ, Pˆ , Qˆ′, Pˆ ′) 7→
(Qˆ, Pˆ − Pˆ ′, Qˆ′ + Qˆ, Pˆ ′), where Qˆ, Pˆ and Qˆ′, Pˆ ′ denote po-
sition and momentum operators of system S and M , respec-
tively. After the interaction, the position of the meter system
is measured.
If the input state on S and M are assumed to be pure Gaus-
sian states with position variance VS and VM , respectively,
the disturbance and error can be explicitly calculated. In the
following, the parameter λ := VM/VS can be interpreted
as the effective resolution of the approximate position mea-
surement [48]. The error term is given by e(ρS ,Q, E) =
hmax(Q|Q′)ρ, where ρQQ′ denotes the joint probability dis-
tribution of Q and Q′ after the interaction. Denoting the wave
function of the initial state for S and M by ψS and ξM , it is
straightforward to see that ρQQ′(q, q′) = |ψS(q)ξM (q′−q)|2.
Using the formula for the differential conditional max-entropy
in Lemma 5, a simple computation gives e(ρS ,Q, E) =
log 2
√
2πVS/(1 + 1/λ).
The disturbance D(ρS , P, E) = D(ρP ||ρEP ) can be com-
puted by noting that ρP (p) = |ψˆS(p)|2 and ρEPP ′ =
|ψˆ(p + p′)ξˆM (p′)|2, where fˆ denotes the Fourier trans-
form of f . We then find that D(ρP ||ρEP ) = −h(P )ρ +
log[~/2
√
2π(1 + 1/λ)/VS ] + 1/[2 ln(2)(1 + 1/λ)].
We can now analyze the tightness of the MDR in (22).
Computing the gap between the l.h.s. and r.h.s of (22) gives
1/(2 ln 2)(1 + 1/λ)−1. Thus, the gap depends only on the
effective resolution λ and closes as λ approaches 0 proving
tightness of our MDR (22).
5. CONCLUSION
We presented a state-dependent measurement disturbance
relation, which in contrast to most previous relations, in-
cludes a predictive error rather than measurement accuracy.
The disturbance as well as the predictive error are quanti-
fied by entropic quantities with clear statistical meaning. We
demonstrated the tightness of our MDR with various examples
including approximate position and momentum observables.
We further introduced the novel concept of memory-assisted
disturbance, where a quantum memory helps to reveal the dis-
turbing effects of a measurement; this idea could be further
explored using other measures or approaches.
We remark that the factor log(1/c) in (10) might be im-
proved upon when X and Z are not MUBs. For example, for
α = 1 it can be replaced by a stronger bound using the ap-
proach of [49]. Majorization approaches [50–52] might also
be useful along these lines.
We further remark that our approach is closely connected
to the security of reverse reconciliation quantum key distribu-
tion protocols in which the key is extracted from the receiver’s
measurement data. Such protocols are essential for long dis-
tance continuous variable quantum key distribution [53], due
to their robustness against fiber losses. In our setup, the eaves-
dropper is modeled by the channel E that extracts informa-
tion M about the receiver’s X measurement. In order to de-
tect the leaked information M the receiver applies randomly
a test measurement Z . The security is then obtained by lower
bounding the uncertainty of X given the eavesdropper’s in-
formation M by means of the channel disturbance. But this
is exactly the trade-off characterized by our measurement-
disturbance relation. This close relation of our approach to
measurement disturbance and quantum key distribution may
lead to future applications in quantum cryptography.
Appendix A: Technical Lemmas
For the following approximation result, we define a coarse
graining of X = R as a family of finer and finer partitions
of X into disjoint intervals of length δ = 1/2n parametrised
by n ∈ N. The intervals are further defined recursively by
halving every interval in the step n to n + 1. For a more
detailed discussion we refer to [43].
Lemma 3. Let ρXB and σXB be continuous classical quan-
tum states over X = R with HB a separable Hilbert space. If
D(ρXB||σXB) is finite, then it holds that
lim
δ→0
D(ρXδB||σXδB) = D(ρXB||σXB) , (A1)
where the limit is taken along a coarse graining of X .
Proof. Let us fix an arbitrary partition in a coarse graining
of X with intervals of length δ0 and denote the intervals by
Xk. By using the disintegration theory for von Neumann al-
gebras [54], we get by the monotone convergence theorem
7that
D(ρXB||σXB) =
∫
D(ρxB ||σxB)dx (A2)
=
∑
k
∫
Xk
D(ρxB||σxB)dx (A3)
=
∑
k
D(ρXkB||σXkB) , (A4)
where ρXkB denotes the state projected to the intervalXk and
likewise for σXkB . Since Xk is compact for every k, we can
use the approximation result from [42, Corollary 5.12] along
an increasing net of subalgebras which generates L∞(Xk) in
the σ-weak topology. Such a net of subalgebras is given by the
step-function over the partitions in the coarse graining with
δ 6 δ0 which implies that
lim
δ→0
D(ρXk
δ
B||σXk
δ
B) = D(ρXB||σXB) , (A5)
for every k.
Hence it remains to exchange the infinite sum in (A4) with
the limit δ → 0. For that, we verify Weierstasse’ uniform
convergence criterion for infinite sums by finding a uniform
upper bound on gk(δ) = |D(ρXk
δ
B||σXk
δ
B)| 6 Mk such that∑
Mk <∞. By the monotonicity of the quantum relative en-
tropy under quantum channels (see, e.g., [42, Corollary 5.12]),
we obtain
D(tr(ρXk
δ
B)||tr(σXk
δ
B)) 6 gk(δ) 6 D(ρXkB||σXkB) .
Denoting pk = tr(ρXk
δ
B) and qK = tr(σXk
δ
B), we have that
the left hand side is given by pk log(pk/qk) which is only
strictly smaller than 0 if qk > pk. Hence, if we define Mk =
D(ρXkB||σXkB) if pk > qk and Mk = D(ρXkB||σXkB) +
pk log(qk/pk) else, we obtain that gk(δ) 6 Mk for all k. We
then find that∑
k
D(ρXkB ||σXkB) = D(ρXB ||σXB) <∞ (A6)
by assumption.
Moreover, if we denote Γ = {k | qk > pk} we get that
∑
k∈Γ
pk log(qk/pk) 6
1
ln 2
∑
k∈Γ
pk(
qk
pk
− 1) (A7)
6
1
ln 2
∑
k∈Γ
qk , (A8)
where we used the bound log x 6 1ln 2 (x− 1). Hence, we find
that
∑
Mk <∞ which completes the proof.
Lemma 4. Let ρXB =
∑
x |x〉〈x|⊗ρxB be a normalised clas-
sical quantum state where the classical system X is discrete
but possibly infinite and HB separable. We then have that
H(X |B) = − inf
σB
D(ρXB||1IX ⊗ ρB) , (A9)
where H(X |B) = − infσB D(ρXB ||1IX ⊗ σB) and the max-
imization is taken over normalised density matrices σB .
Proof. The claim is a direct consequence of the chain rule
D(ρXB ||ηX ⊗ σB) = D(ρXB ||ηX ⊗ ρB) +D(ρB ||σB) ,
(A10)
which has been proven for non-normalised density opera-
tors [42, Corollary 5.20]. Note that if X has infinite cardinal-
ity 1IX is no longer a density matrix. In order to circumvent
this problem we now use a limit argument.
In the following we assume that X = N. Let us define
Xn = {1, 2, ..., n} ⊂ X and ρnXnB =
∑
x6n |x〉〈x| ⊗ ρxB the
non-normalised state given by restricting onto Xn. For every
n we can now apply the chain rule (A10)
D(ρnXnB ||1IXn ⊗ σB)
= D(ρnXnB||1IXn ⊗ ρnB) +D(ρnB||σB)
> D(ρnXnB||1IXn ⊗ ρB) +D(ρnB||σB) ,
where the inequality is obtained since ρB > ρnB and the
monotonicity of the relative entropy D(ρ||σ) > D(ρ||η)
if η > σ (see, e.g., [42]). Note now that for any σB
holds that D(ρnXnB||1IXn ⊗ σB) =
∑n
x=1D(ρ
x
B||σB) and
D(ρXB||1IX ⊗ σB) =
∑∞
x=1D(ρ
x
B||σB), where all the
terms D(ρxB ||σB) are negative. We therefore have that
D(ρnXnB||1IXn⊗σB)→ D(ρXB||1IX⊗σB) for n→∞ [43].
Taking now the limit inferior on both sides of the equation, we
get that
D(ρXB||1IX ⊗ σB) > D(ρXB ||1IX ⊗ ρB) +D(ρB||σB) ,
where we used that the quantum relative entropy is
lower semi-continuous, that is, lim infn→∞D(ρnB||σB) >
D(ρB||σB) [42, Corollary 5.12]. Since D(ρB ||σB) > 0
with equality if and only if σB = ρB , this establishes
infσB D(ρXB ||1IX ⊗ σB) > D(ρXB ||1IX ⊗ ρB), and thus,
the claim.
For the following we note that the probability distributions
over R are given by the positive, normalized and measur-
able functions. We denote the Banach space of measurable
functions f such that
∫ |f(x)|pdx is finite by Lp(R), where
0 < p < ∞. The next Lemma generalizes a result in [39] for
finite and discrete X and Y to R.
Lemma 5. Let X = Y = R and P ∈ L1(X × Y ) be a
joint probability distribution such that hmax(X)P < ∞ and
hmax(Y )P <∞. Then, it holds that
hmax(X |Y )P = log
∫
dy
( ∫
dx
√
P (x, y)
)2
(A11)
if the integral on the right hand side is finite.
Proof. By the definition of the differential conditional max-
entropy [43], we have that
hmax(X |Y ) = 2 log sup
q
∫
dx
∫
dy
√
P (x, y)q(y) , (A12)
where the supremum is taken over all probability distributions
q ∈ L1(Y ). Note that hmax(X |Y ) 6 hmax(X)P < ∞ and
8hmax(Y |X) 6 hmax(Y )P < ∞ implies that for any prob-
ability distribution q the integrals
∫
(
∫ √
P (x, y)q(y)dy)dx
and
∫
(
∫ √
P (x, y)q(y)dx)dy are finite. Hence, by Fubini’s
theorem we can interchange the integrations to get
sup
q
∫
dx
∫
dy
√
P (x, y)q(y)
= sup
q
∫
dy
( ∫
dx
√
P (x, y)
)√
q(y) .
Let us define φ(y) =
∫
dx
√
P (x, y) which is in L2(Y ) by
assumption. Since ‖√q‖L2(Y ) = ‖q‖1/2L1(Y ) = 1 we have that√
q ∈ L2(Y ). Using that L2(Y ) is a Hilbert space, we get
that
sup
q
∫
dyφ(y)
√
q(y) = sup
q
〈φ|√q〉
6 sup
q
‖φ‖L2(Y )‖√q‖L2(Y )
6 ‖φ‖L2(Y ) .
Further if we take for q the element q∗ defined via
√
q∗ =
φ/‖φ‖L2(Y ) the maximum is attained. Plugging in q∗
in (A12) we obtain (A11).
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