The Möbius algebra of a poset was introduced by Solomon and also studied by Greene in the special case of lattices. Let L denote a geometric lattice. Our key idea is to consider all the characteristic polynomials of upper intervals in L as components of one object, which is multiplicative. Now, by simple algebraic means we obtain new identities involving the characteristic polynomial and the Tutte polynomial of a geometric lattice. c 1998 Academic Press
THE MÖBIUS ALGEBRA OF A LATTICE
Let L be a finite lattice whose meet operation (resp. join operation) will be denoted by ∨(resp. ∧). Let1(resp.0) denote the largest (resp. the smallest) element in L. The Möbius function of L is the two-variable function defined on L × L by the relations: 
THEOREM 1.2 ([6]). Let L be a finite lattice. The set of elements {ε a ; a ∈ L} form a basis of orthogonal idempotents, that is, a basis of A(L) satisfying:
ε a ε a = ε a , ε a ε b = 0 if a = b NOTATION 1. 3 . Let E be a finite set and {x e ; e ∈ E} a family of indeterminates. For every subset A of E we denote by x A the monomial e∈A x e . More generally, if f denotes a function of one variable, we denote by f (x) A the product e∈A f (x e ). If A = ∅, we set f (x) A = 1. EXAMPLE 1.4. The next example will play an important role at the end of this paper. Let E be a finite set and {x e ; e ∈ E} a family of indeterminates. First, consider A(L), the Möbius algebra associated with the lattice L of subsets of E (where A ∧ B = A ∩ B). On the other side, let A be the quotient algebra of R[{x e ; e ∈ E}] by the ideal I generated by elements {x 2 e − x e ; e ∈ E}. The linear map defined from A(L) onto A by e A → x E\A (A subset of E) is an isomorphism. This isomorphism will allows us to associate in a simple way equalities in A(L) to polynomial identities. One verifies that the set of orthogonal idempotents of A is given by polynomials x E\A (1 − x) A mod I.
Of course, the set of orthogonal idempotents of the algebra A(L) is unique and determined by the relations of Theorem 1.2. Moreover, for every idempotent element e in A(L) (i.e., an element such that ee = e) there exists a unique subset A of L with e = e∈A ε e . PROPOSITION 1.5. Let L be a finite lattice, A(L) its Möbius algebra with basis {e a ; a ∈ L} and {ε a ; a ∈ L} its basis of orthogonal idempotents. There exists a subset E of L such that e = e∈E ε e , namely E = {a ∈ L; eε a = 0}. It follows from (i) that if c ∈ C then ( c∈C (e1 − e c ))ε a = 0 if and only if c ≥ a. Thus E = C + . P REMARK 1.6. Let us denote by Max C the set of maximal elements in C. We have
In order to illustrate these elementary results, we give now an alternative proof of a famous theorem due to Rota [5, Section 6] . Other proofs can be found in [4] . DEFINITION 1.7. Let L be a finite lattice and C be a subset of L. One calls C a crosscut if following conditions are satisfied:
(i) C contains neither0 nor1; (ii) any two elements in C are uncomparable; (iii) every maximal chain in L intersects C.
Let C be a crosscut of L. The set L admits a partition into C + and C − , where C + is the set of elements x ∈ L such that no element c in C is greater than x and C − is the set of elements x ∈ L such that there exists an element c ∈ C with c ≥ x. 
PROOF. Let k be an element of C + . Let us denote by C k the set of elements y in C such that y ≤ k. If we expand the product y∈C;y≤k (e k − e y ) we obtain:
If t ∈ C − , the coefficient of e t in this sum is
Now, the coefficient of e t in u∈C + ;u≤k ε u is u∈C + ;u≤k µ(t, u). Hence, for all k ∈ C + u∈C + ,u≤k
Thus, by Möbius inversion in C + , for all t ∈ C − and u ∈ C + :
LATTICE MORPHISMS, CLOSURE OPERATORS
In this section, we recall definitions and elementary results concerning lattices.
DEFINITION 2.1. Let L and L be two finite lattices. One calls a ∧-morphism (resp. ∨-
Suppose X is a ∧-closed subset of L equipped with a maximum element. Then X , ordered as in L, is a lattice where the lower bound of a, b ∈ X is a ∧ b and where the upper bound of a, b ∈ X is ∧{c ∈ X ; c ≥ a and c ≥ b}. Dually, suppose X is a ∨-closed subset of L equipped with a minimum element. Then (X, ∧ X , ∨) is a lattice where, for all a, b ∈ X, a ∧ X b denotes ∨{c ∈ X ; c ≤ a and c ≤ b}. DEFINITION 2.3. Suppose L is a finite lattice and f is a map from L into itself. One says f is a closure if it satisfies the following properties:
DEFINITION 2.4. Suppose L is a finite lattice and g is a map from L into itself. One calls g a dual closure if it satisfies the following properties:
Of course, a dual closure of L is a closure of L given with its inverse order.
The three concepts of morphism, ∧-closed subset and closure are in fact equivalent, as explained in the next proposition. PROPOSITION 2.5.
Then f is a closure of L, whose image will be denoted by F. The restriction of φ to (F, ∧, ∨ F ) is a ∨-morphism (and a lattice isomorphism).
Similar result are obtained by duality on dual closures, ∧-closed subsets and ∧-morphisms.
EXAMPLE 2.6. Consider a lattice L and σ a closure of L with image F. Let a be a fixed element of L and look at the map π a from L into itself defined by π a (x) = a ∧ x. As π a is a ∧-morphism, so is its restriction to F, the image F a of F by π a is a lattice. Let us denote by g the map from F into itself such that g(x) = σ (a ∧ x). One verifies that for all x ∈ F, g(x) = ∧{y ∈ F; π a (y) = π a (x)}. From the dual version of Proposition 2.5 (iii), we deduce that g is a dual closure and that the restriction of π a to the image of g is a lattice isomorphism.
We find the situation we just described when F is a ∩-closed finite family of subsets of a set E. We suppose that E ∈ F. Here, L = P(E)(P(E) denotes the set of all subsets of E), σ is the closure operator A → ∩{F ∈ F; A ⊆ F} and π A denotes the map
. g is a dual closure of F. Our previous remark states that π A admits a factorization i • g where i, the restriction of π A to the image of g, is an isomorphism.
Consider now two lattices L and L , and 
PROPOSITION 2.8. Let φ be a closure of L and L be its image. If we consider A(L ) as a subalgebra of A(L), the orthogonal idempotents of A(L ) are given by:
Proposition 2.8 is equivalent to the well-known property of the Möbius function of a closure (with our notation):
IDENTITIES INVOLVING THE CHARACTERISTIC POLYNOMIAL
We will only be interested in lattices with Jordan-Hölder property, i.e., equipped with a height function (i.e., an integer valued function such that for all a, b ∈ L, if b covers a then h(b) = h(a) + 1). In such a lattice, the characteristic polynomial is
As for all a, b ∈ L, the interval [a, b] is also a Jordan-Hölder lattice, we will also consider the polynomials P( [a, b] ; u).
NOTATION 3.1. In the polynomial ring on A(L) with indeterminate u we set:
PROOF.
(iii) Following Proposition 2.7, if g is a dual closure of L with image L , the orthogonal idempotents of L are given by the relations:
As g is compatible with the height function:
P
We remark that assertion (ii) can be derived from assertion (iii) by choosing for g the dual closure x → a ∧ x.
The previous result admits some applications to matroids. When dealing with matroids we will adopt the following notations:
if M is a matroid on the finite set E we will denote by F(M) the family of its closed subsets or flats and by σ the closure operator; for every subset X of E we will denote by M(X )(resp. M/ X ) the restriction of M to X (resp. the contraction of M to X , which is a matroid on E\X ). Recall by the way that the lattice of flats of M/ X is isomorphic to the interval [σ (X ), E] in the lattice of flats of M; we will denote by χ(M; λ) the characteristic polynomial of the matroid M which is the characteristic polynomial of the lattice of flats if the matroid has no loops, and zero when the matroid admits at least one loop. Finally, the height function h in the lattice of flats is precisely the rank function, denoted by r .
COROLLARY 3.4. (i) (Rota) Let L be a Jordan-Hölder lattice. If g is a dual closure of L compatible with the height function and L is the image of g then the characteristic polynomial of L satisfies the identity:
P(L ; u) = u h(L)−h(L ) a∈L;g(a)=0
P([a,1]; u).
(
ii) Let M be a matroid on the finite set E and A be any subset of E. The characteristic polynomial of the restricted matroid M(A) is given by the formula: χ(M(A); u) = u r (E)−r (A)

F∈F (M);F∩A=∅ χ(M/F; u).
PROOF. (i) We deduce from Proposition 3.3 (iii) that
, and in the right side this coefficient equals a∈L;g(e a )=e 0
P([a,1]; u).
By virtue of Proposition 2.5 (i) dual, any dual closure
and, by definition, g(e a ) = e g (a) .
(ii) We find ourselves in the situation described in Example 2. 6 
. The flats of the restricted matroid M(A) are the subsets of E of the form A ∩ F where F ∈ F(M). Thus the lattice of flats of M(A) is isomorphic to the image of F(M) by the dual closure g which maps F ∈ F(M) to σ (A ∩ F). Therefore, the lattices F(M(A))
and L have the same characteristic polynomials.
Moreover, the dual closure g is compatible with the height function of the lattice of flats since the rank in M(A) of a subset of A is precisely the rank of this subset in M. So equality (i) works:
that is:
P(F(M(A)); u) = u −r (E)+r (A)
F∈F (M);σ (A∩F)=0
P(F(M/F), u).
(1)
Consider now the characteristic polynomials: 
The coefficient of e0 in the right side of this equality is, by definition, P(L; uv). Let us expand the left side:
which gives, by 3.3 (ii)
The coefficient of e0 in this expression is
and the proposition follows. P APPLICATIONS 3.7. As an illustration, we establish two polynomial identities.
(i) Let L be the lattice of partitions of a finite set E with cardinality n (we know that this lattice is isomorphic to the lattice of flats of the matroid of cycles of the complete graph on n vertices, K n ). Let us denote by
. Thus:
(ii) Let G F(q) be the finite field with q elements and L the lattice of vector subspaces
. Our previous proposition leads to the identity:
(We can also deduce this identity from the q-binomial theorem. We give here a glimpse of the subject. If q denotes a complex number with modulus |q| < 1, we set for any complex number x, (x)∞ = k≥0 (1−q k x) and (x) n = k;0≤k≤n−1 (1−q k x) . The q-binomial theorem states the equality: n≥0
if we identify it to M L (uv) and consider the coefficient of e0 we obtain:
From this remark, we deduce the following property of characteristic polynomials: We consider now matroids and linear codes. Let M be a matroid on a finite set E, L the lattice of its flats. Suppose M admits a linear representation over a finite field G F(q). To any linear representation of the matroid M one associates a linear code, which is the subspace of G F(q) E generated by the rows of the representative matrix. Let C 1 be a linear code associated with M by this means. As the support of a vector v of C 1 is the complement of a flat of the matroid M, one can define the element C 1 of the Möbius algebra A(L) by:
We know from coding theory that C 1 can be written A∈L χ(M/A; q)e A . M is also representable over G F(q n )(n ≥ 1): every representative matrix over G F(q) yields a representative matrix on G F(q n ). If C n denotes a linear code over G F(q n ) associated with M, then we set: E\support (v) . 
P
Let us denote by α r the sum of idempotents ε a for a ∈ L and h(a) = r . As α r α s = δ r,s α r , the elements {α r ; 0 ≤ r ≤ h(1)} generate a subalgebra of A(L). 
In particular, if n is the height of L (that is the dimension of the linear code C 1 ), then G n+1 is the minimum polynomial of C 1 .
PROOF. We have previously proved in Lemma 3.2 the equality:
Thus C 1 = M L (q) belongs to the subalgebra generated by the {α r ; 0 ≤ r ≤ n}. Let Q be a polynomial with real-valued coefficients: then
(we use the orthogonality of the α k ). Therefore,
Q(C 1 ) vanishes only if Q admits the roots {q r ; r = 0, . . . , n} that is, if G n+1 divides Q.
We also obtain that
APPLICATION TO THE TUTTE POLYNOMIAL OF A MATROID
Let E be a finite set and L the lattice (P(E), ∩, ∪) of subsets of E. We have seen in Example 1.4 that we can identify the Möbius algebra of this lattice with the polynomial algebra A = R[{x e ; e ∈ E}]/I where I denotes the ideal generated by {x 2 e − x e ; e ∈ E}, through the isomorphism A → x E\A (see Notation 1.3). The natural basis of A is given by {x E\A ; A ⊆ E} and the basis of orthogonal idempotents is {x E\A (1 − x) A ; A ⊆ E}. If we identify A(L ) with the polynomial algebra A , this map T can be identified with the automorphism of the algebra A which extends the map:
x e → 1 − x e (e ∈ E).
PROOF. Exchanging A and E\A in x E\A in x E\A (1 − x) A is equivalent to replacing x e by 1 − x e for all e. P
The interest of the identification of A(L ) and A is explained in the following remark:
REMARK 4.2. Every equality between polynomials of degree at most one in each of the indeterminates x e ; (e ∈ E) in the quotient algebra is also true in the algebra R[{x e ; e ∈ E}] (without quotient). Let M be a matroid on the finite set E. We will denote by r its rank function and by F(M) the lattice of its flats. We also denote by M * the dual matroid of M and by F(M * ) the lattice of flats of M * . Recall that the rank function r * of the dual of M satisfies: r * (A) = |A| + r (E\A) − r (E).
For any matroid N , χ(N ; λ) will denote the characteristic polynomial of N . 
