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network of a high performance parallel computers. 
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adjacency problem: here, a non-resource node is adjacent to at least j resource 
nodes, and (3) generalized placement problem: a non-resource node must be a 
distance of at most t from at least j resource nodes. 
This resource placement technique can be applied to allocating spare proces­
sors to provide fault-tolerance in the case of the processor failures. Some efficient 
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 RESOURCE PLACEMENT, DATA REARRANGEMENT, AND
 
HAMILTONIAN CYCLES IN TORUS NETWORKS
 
1. INTRODUCTION 
A multicomputer is a system consisting of multiple nodes that communicate 
by exchanging messages through an interconnection network. At  a minimum, each 
node normally consists of one or more processing elements, a local memory, and a 
communication module. A popular topology for the interconnection network is the 
torus. Also called a wrap-around mesh or a toroidal mesh, this topology includes 
the k-ary n-cube which is an n-dimensional torus with the restriction that each 
dimension is of the same size, k, and the hypercube, which is a k-ary n-cube with 
k = 2; a mesh is a subgraph of a torus. 
Many linear algebra computations and partial differential equations  can 
be performed efficiently on machines having a topology based on a torus.  For 
a given number of nodes, the torus has a relatively larger diameter, but better 
cost/performance tradeoffs, such as higher channel bandwidth and a more scalable 
structure, when compared to the hypercube [40, 41, 2]. Thus, the torus is becoming 
a popular topology for the interconnection network of a high performance parallel 
computer. Several parallel machines, both commercial and experimental, have been 
designed with a toroidal (or mesh) interconnection network. Included among these 
machines are the following: Cray T3D and T3E (3D torus) [76], the Mosaic (k-ary 
n-cube) [88], the iWrap (torus)  [20], the Tera Parallel Computer (torus) [90], the J-
Machine (mesh) [75], the Goodyear Aerospace MPP (mesh) [14], the MasPar MP-1 2 
(mesh) [25], the K2 Parallel Processor (mesh) [6], Ametek 2010 (mesh) [87], the Stan­
ford DASH (mesh) [68], the Touchstone Delta System (mesh) [98], the Cosmic Cube 
(hypercube) [86], the Ametek S/14 (hypercube) [7], the nCUBE (hypercube) [45, 
46, 25], the iPSC (hypercube) [45], and the CM-200 (hypercube) [28]. 
This thesis deals with three issues related to torus networks. These three 
problems and the significance of these problems are briefly described below: 
1. Resource Placement Problem 
In a multicomputer, there may be resources, such as I/O processors or software 
packages, that each processor needs to access. However, because of expense or 
frequency of use, it may not be desirable to place a copy of the resource at each 
node in the system. In general, then, the problem of resource placement is how 
should a limited number of copies of a resource be disseminated throughout a 
system giving comparable access to all processors. Further, as the complexity 
of the system increases, the possibility of the system failure increases. Thus, 
in the case of some processor failures, it is desirable to have a reconfiguration 
scheme to preserve the functionality as well as the logical and physical topology 
of the system. The resource placement technique can be applied to one class 
of fault-tolerance in the parallel computer architectures  the resource nodes in 
the resource placement problems can be treated as the extra spare processors 
in the spare processor allocation problems. 
2. Data Rearrange Problem 
Data placement patterns are generally different for different algorithms. For 
example, many scientific problems, such as finite element analysis, signal and 
image processing, etc., use the regular grid data distribution patterns, while 
several other applications, such as the Cooley-Tukey Fast Fourier Transfor­3 
mation, reference data that are ordered in Gray codes. Therefore, conversion 
between the two placements is an important issue. 
3. Gray Codes and Edge Disjoint Hamiltonian Cycles 
The Lee distance Gray codes are useful to construct a ring, and the edge dis­
joint cycles. These ring and edge disjoint cycles are useful in many embedding 
problems and communication algorithms. 
1.1. Thesis Organization 
The remainder of this thesis is organized as follows. Most of the placement 
results described in this thesis are based on the Lee distance error correcting codes, 
and these concepts are described in the following next few sections of this chapter. 
Chapter 2 presents the results on distance-t placement, j-adjacency resource place­
ment, and the generalized placement methods. In Chapter 3, an application of the 
resource placement technique, namely, spare processor allocation method, will be 
presented. The data rearrangement technique between radix-k patterns and the Lee 
distance Gray code patterns is provided in Chapter 4. Here several efficient routing 
algorithms are given for two types of Gray codes. In Chapter 5, the edge disjoint 
Hamiltonian cycles are generated for some k-ary n-cubes, the hypercubes, and the 
2D tori. Finally, some future research topics are described in Chapter 6. 
The following few sections contain definitions and mathematical background 
that will be useful for the rest of this thesis. 4 
1.2. Lee Distance and Torus 
Let A = an_1ari_2  ao be a n-dimensional mixed radix vector over ZIC, 
where K = km_1 x km_2 x  x ko, i.e., all xi E Zk, for i = 0,1,  , n  1. The Lee 
weight of A in mixed radix notation is defined as 
n-1 
WL(A) = E lair 
t=o 
where  I ai I = min(ai,k,  ad), for  i = 0,1,  ,n  1. 
The Lee distance between two vectors A and B is denoted by DL(A, B) and is defined 
to be WL(A  B). That is, the Lee distance between two vectors is the Lee weight 
of their digit-wise difference. In other words, DL(A, B) = Er g-01 min(ai  b1, b,  az), 
where ai  b, and b,  a, are mod k, operations. For example, when K = 4 x 6 x 3, 
WL(321) = min(3, 4  3) + min(2, 6  2) + min(1, 3  1) = 1 + 2 + 1 = 4, and 
DL(123  321) = WL(202) = 3. 
Let DH(A, B) be the Hamming distance between two vectors A and B, i.e. 
the number of position in which A and B differ. Then DL(A, B)  = DH(A, B) when 
k, = 2 or 3, for all i, and DL(A, B) > DH(A, B) when k, > 3 for some i. In the rest 
of the thesis, it is assumed that k, > 3. 
Just as Hamming distance may be used to define the binary hypercube graph, 
Q., the generalized hypercube graph [18], and twisted hypercube graph [38], Lee 
distance may be used to define the k-ary n-cube graph, Cjci, and the n-dimensional 
torus, Tki,k2,.,krz 
A k-ary n-cube graph (CO and an n-dimensional torus  ) are 2n­
regular graphs containing kn and ki k2  km nodes respectively. Each node in a Ck is 
labeled with a distinct n-digit radix-k vector while each node in a Tk1,k2,...,k is labeled 
with a distinct n-digit mixed radix vector. In this thesis, node labels will be written 
as (an_ian_2  ao) or as an_1an_2  ao rather than n-tuples (an -1, an_2,  , ao) 5 
when there is no confusion.  If u and v are two nodes in the graph, then there is 
an edge between them iff DL (u, v) = 1. From the definition of Lee distance, it can 
be seen that every node in a Ck or a Tki,k2,...,kr, shares an edge with two nodes in 
every dimension, resulting in a regular graph of degree 2n. In addition, the shortest 
path between any two vectors, u and v has length DL(u, v). Note that a Ck is  an 
n-dimensional hypercube, Qn, when k = 2. 
1.3. Cross Product of Graphs 
Given graphs Gi =  El) and G2 = (V2, E2), define the cross product of 
G1 and G2, denoted by G1 x G2 [67, 22], as the graph G = (V, E), where 
V = {(u, Olu E Vl, v E V2}, and 
E = {((u1,  (u2, v2))1((tti, u2) E E1 and vi=v2), or (ui=u2 and (vi, v2) E E2)}. 
A cycle of length k is denoted by Ck, and each node in Ck is labeled with a 
radix k number, 0  k 1. There is an edge between vertices u and v iff DL(u,v) = 
1. 
A k-ary n-cube (Ck) and an n-dimensional torus (Tki,k2,,kri)  can alternately 
be defined as the product of cycles as follows. 
C17: =Ck X Ck X  X Ck = 
n times 
Tk,k2,...,kn = Cki X Ck2 X  X Ckn 
The above definition demonstrates a useful topological property of a CT:: a Ck can 
be recursively defined in terms of smaller k-ary cubes. 
{Co  if n = 1 
Cir,t = 
Ck X  Ck-1,  if n > 1 6 
1.4. Linear Codes for Lee distance
 
Many of the resource placement methods described in this thesis are derived 
from the error correcting linear codes. In this section, the design of error correcting 
codes for Lee distance is briefly described. 
A linear code can be defined in terms of either a parity check matrix, Hrxn, 
or a generator matrix G(n_7.),(n. The H matrix contains r vectors of length n, and 
the elements are over Z. A vector c of length n over Zki is a code word iff cHT = 0. 
Furthermore, H is a parity check matrix of a t-error correcting code if vHT  0, 
where v is a vector of length n over Zir: and 0 < WL(v) < 2t. The length n and the 
number of check digits n of the code are equal to the number of columns and  rows 
of H respectively. The number of information digits m is given by m = n  r. 
Example 1.1 The H matrix given below is the check matrix for a single  error 
correcting code of length 12 over Z52. 
0 0 1  1  1  1  1 2 2 2 2 2 H= 
1 2 0 1 2 3 4 0 1 2 3 4 
For this code, the number of check digits r = 2 and the number of information 
digits, m = 12  2 = 10. Further cHT  0, for any vector c of length 12 and weight 
1 or 2. More on these codes will be described in Chapter 2. 
By rearranging the columns of the parity check matrix, a parity check matrix 
of the form H = [P Jr] can be obtained, where P is a r x (n  r) matrix and /r 
is the r x r identity matrix. Then the generator matrix G of the code is given by 
G =  (P)T]; it is easy to verify that GIP' = 0. For example, the above check 
matrix H can be rearranged as follows. 7 
[0  1  1  1  1 2 2 2 2 2 1 0
 
= 
2 1 2 3 4 0 1 2 3 4 0 1
 
Then its generator matrix G is given by
 
1 0 0 0 0 0 0 0 0 0 0 3
 
0 1 0 0 0 0 0 0 0 0 4 4
 
0 0 1 0 0 0 0 0 0 0 4 3
 
0 0 0 1 0 0 0 0 0 0 4 2
 
0 0 0 0 1 0 0 0 0 0 4 1

G= 
0 0 0 0 0 1 0 0 0 0 3 0
 
0 0 0 0 0 0 1 0 0 0 3 4
 
0 0 0 0 0 0 0 1 0 0 3 3
 
0 0 0 0 0 0 0 0 1 0 3 2
 
0 0 0 0 0 0 0 0 0 1 3 1
 
Suppose X = (xmx,_i  x1) is a given information word, where m = n  r. A code 
word C is obtained by multiplying X by G, i.e., C = XG. In the above example, if 
X = (1002000001), then C = XG = (100200000113). 
Note that if the generator matrix of a code is known, then it is easy to obtain 
the parity check matrix. 8 
2. RESOURCE PLACEMENT 
This chapter presents three classes of resource placement problems. The first 
class of problem is called the distance-t problem. This problem considers placing 
resources such that each processor in the system either has a copy of the resource 
or is at a distance of at most t from at least one processor having a copy of the 
resource. A processor having the resource is known as a resource processor or a 
resource node. 
For an example, consider a torus with size 13 x 13.  If resources are placed 
on the solid circle nodes as in Figure 2.1 (wraparound edges not shown), any non-
resource node can access one resource at a distance of at most 2.  In fact, from 
a resource node, there are 4 and 8 non-resource nodes at a distance one and two 
respectively. Thus a resource node covers 13 nodes (including itself). Since there are 
13 resources in the system, this placement results in a perfect distance-2 placement. 
The second class of problem is called the j-adjacency problem [81, 82]. This 
problem considers placing resources such that each non-resource node is adjacent to 
j resource nodes. 
The third class of problem is the generalized placement problem, which is a 
combination of the distance-t and the j-adjacency problems. Here  a non-resource 
node must be a distance of at most t from j  resource nodes.  In Figure 2.2, any 
non-resource node can reach at least 2 resources within a distance of 2, and at least 
4 resources within a distance of 3. 
The remainder of this chapter is organized as follows. In Section 2.2 and Sec­
tion 2.3, the results on distance-t and j-adjacency resource placement are presented. 
The generalized placement methods are discussed in Section 2.4. 9 
FIGURE 2.1. A perfect distance-2 placement in a 13 x 13 torus. 
In the proposed methods, the resources are placed at the nodes whose ad­
dresses correspond to code words of an appropriate linear code. For example, the set 
of words C = {00, 13, 21, 34, 42} over z1 form a Lee distance 3 code; the H matrix for 
this code is H = [ 2 1 ]. Thus, in a C52, the resources are placed at these nodes to ob­
tain distance-1 placement. By adding a constant vector to a distance-t code, a coset 
code is obtained. The coset code also satisfies the original distance property. For 
example, if we add (11) to the code words in C, we obtain C' = {11,24,32,40,03}. 
The minimum Lee distance of C' is also 3. Thus, instead of using the original code, 
one can as well use a coset code for the resource placement. However, the methods 
given in this thesis are described using the linear code. 10 
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FIGURE 2.2. A placement in a 4 x 3 x 3 torus with t=2, j=2 and t=3, j=4 
2.1. Related Work 
In the literature, most of the work done in this area so far are for the binary 
hypercubes. Reddy, Banerjee, and Abraham [84] have given a perfect distance-1 
placement in a Qn, when (n + 1)127, using Hamming single error correcting codes. 
Chiu and Raghavendra [33] have developed a hierarchical resource placement strat­
egy as the recursive application of the basic strategy for the hypercube. Chen and 
Tzeng [30, 31] have studied the problems of perfect and quasi-perfect j-adjacency 
placement in a hypercube using binary linear codes, and they have also tried to find 
a generalized placement with the idea of a bulky hypercube. Tzeng and Feng [91] are 
the first to use covering radius codes for resource placement in a hypercube. Ra­
manathan and Chalasani [81, 82] are the first to study the j-adjacency placement 
in k-ary n-cubes. Bose et al [22] have discussed the topological properties of k-ary 
n-cubes including some preliminary results  on resource placement problems using 
Lee distance codes. Recently, Cull and Nelson [39] proved that a perfect distance-1 11 
placement is NP-Complete for a general graph. A distance-1 placement is perfect if 
a non-resource node is adjacent to exactly one resource node and no two resources 
nodes are adjacent. 
2.2. Distance-t Placement 
As we mentioned earlier, in the case of distance-t placement, each  non-
resource node should be a distance of at most t from a resource node. Our aim 
is to achieve this goal using as small a number of resource nodes  as possible. 
The following theorem derives a lower bound on the number of resource 
nodes, M, using the sphere packing bound for a k-ary n-cube [22, 23, 10, 12, 52, 
15]. 
Theorem 2.1 Assuming t <  ,  the minimum number of resource nodes, M, for 
distance-t placement in a k-ary n-cube, is 
min(t,n) 
M ? kn I (1	  E 2i (n)  (2.1) 
i=i  i  i)) 
Proof:  Let A = (an_1an,_2  ao) and B = (bri_1bri_2  bo) be any two resource 
nodes. Let SA and SB be the set of all nodes at  a distance d, (d = 1,2,  , t) from 
A and B respectively. If SA fl SB = 0, then M = h. Let x, be the number of 
nodes which differ from node A in i positions, and  are at a distance at most t from 
A, i.e., xi = 1{XIDH(A, X) = i and DL(A, X) <  Then the number of nodes in 
SA is 
ISA1 = +  xi. 
i = 1 
To compute xi, we consider the following choices; 
(1) The number of ways to choose i positions among n possible dimensions = (n). 12 
(2) Let f (t, i) be the number of ways to partition the integer t	 or less to exactly i 
parts, with each part greater than 0. Note that if the first part of the partition 
is the integer j, then we need to partition t  j or less into exactly i  1 parts. 
Thus 
f(t, i) = f (t 1, i 1) + f(t -2, i -1) + 
f (i, i 1)  f (i 1, i 1). 
The solution f(t, i)  (t) satisfies the above equation. This is because, 
(t-1)+ 0-1) 
i 1)  i ) 
0-11_ (t 2) ( 2) ) 
i  1)  1  i  ) 
.  .  . 
0-1)  t -2 
1)  i-1)
(t 1) (t 2) 
i  (i) 
i )+ 
(-1). 
Thus the number of cases to fill i positions with at most t hops is (:). 
(Another way of proving this part is given below. Consider the problem of 
distributing in or fewer balls into b boxes. There is a one to one correspondence 
between a configuration of this type and a binary vector of length b  m with 
weight b; in a given configuration, if the j-th box contains s balls, then the 
equivalent binary vector contains s 0's between the (j 1)-st and j-th 1 's. For 
example, when m = 7 and b = 3, a binary vector 0010110000 is equivalent to 
the configuration with the first box containing 2 balls, the second box with 
one ball, and the third box with zero ball (the other four balls are not used). 
Thus the number of ways of distributing m or fewer identical balls into b boxes 
is ("Hb-b). 13 
Now consider our problem of partitioning integer t into i parts with no part 
equal to zero. This problem is equivalent to distributing t balls into i boxes 
with no box containing empty ball. First distribute one ball to each of i boxes. 
There are (t  i) balls available. Thus the number of ways of distributing (t  i) 
or less balls into i boxes is ((t-i)+i) = (ti). ) 
(3) Since each position among the selected i positions	 can be plus or minus, the 
total possible cases are 22. 
Therefore 
min(t,n) 
ISA = 1 + E Xi = 1 + E 2i(n) (t). 
i=1  i=1 
In equation (2.1), if the equality holds, then the placement is called perfect. 
First some results related to perfect distance-1 placement are given and then 
perfect distance-t placements for t > 2 are considered. Some results from  error 
correcting codes are used to obtain these results. The extension of these results for 
perfect placement in a torus is also discussed. 
2.2.1. Perfect Distance-1 Placement in a k-ary n-cube 
For t = 1, equation (2.1) becomes 
M> 
1 + 2n 
where N is the total number of nodes. Thus, for the perfect distance-1 placement, 
we must have 
M =	  (2.2) 1 + 2n  1+ 2n 14 
The perfect distance-1 placement can be achieved using the Lee distance 
single error correcting code described below. 
Let k be an odd integer and let n = kr-1 for some integer r. The parity 
check matrix of a perfect Lee distance single error-correcting code is given by the 
H-matrix [22], 
H = [VI V2  Vn] 
where V is a r x 1 vector with the radix-k representation of the number (i 
rk-211(kks:11)) if [k21i(kk9 :11)  <  k-1 (ks+11 1)  In other words, the first non­
L 2  k 
zero leading term in H can be only {1, 2,  ,  while the other elements can 
be any integers from the set {0, 1,  , k 1} ;  i.e., 
Lk 21 0 0 0 0 0  0  1 
1 H 0 0  0 0 0  AI] 
0 0  0  1  1  2 Iv] 0 k 1 0 
1 2  N j 0  k 1 0  k 1 0  k 1 0 
Then an n digit radix-k vector, A = (ari_1an_2  ao), is a code word iff AHT = 0. 
Example 2.1 Let k = 5 and r = 2, then n = 5%-1  = 12 and 
H= 
0 0 1  1  1  1 1 2 2 2 2 2 
1 2 0 1  2 3 4 0 1 2 3 4 
Since n = 12 and r = 2, there are 510 vectors orthogonal to H. These vectors form 
a perfect single-error correcting Lee distance code, and placing resources at nodes 
in a C512 corresponding to code words results in a solution to a perfect distance-1 
problem. 15 
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FIGURE 2.3. Perfect 1-hop placement in a 3D torus (M. 
Example 2.2 In a 3-dimensional torus of size 7 x 7 x 7,  we can have a perfect 
distance-1 placement using 49 spare nodes. The H matrix is given by H =  [1  2 3 ] 
Figure 2.3 shows this placement. 
A placement is called quasi-perfect distance-t placement if the maximum 
possible number of non-resource nodes are at a distance t or less from the resource 
nodes and each of the remaining non-resource node is at a distance t + 1 from some 
i  k-i  kr 1 resource node. When n = 
L  2  -I k-11 for some even integer k, the code having the 
H matrix above results in a quasi-perfect distance-1 placement. In this  case, 2nM 
non-resource nodes are at a distance one from some resource node and each of the 
remaining N (2n + 1)M non-resource nodes are at a distance 2 from some resource 
nodes. Thus this quasi-perfect distance-1 placement is also optimal. 
1  4-li 442-1 Example 2.3 Let k = 4 and r = 2, then n =  = 5. Thus we can have a
L 2  -1 
quasi-perfect distance-1 placement in a C4, and its parity check matrix is given by 16 
H= 
1  0 1 2 3 
Theorem 2.2 shown below gives further results on a perfect or quasi-perfect 
distance-1 placement. 
Theorem 2.2 A k-ary n-cube (CO has a perfect distance-1 placement for odd p, 
and a quasi-perfect distance-1 placement for even p, if 
k =  pq  for p > 1, q > 1, 
n =  Pr-1 for r > 1.
2  p-1 
Proof:  Suppose p is odd, then n = Pr2-1.  In the above equation if q = 1, then 
k = p. This will result in the single error correcting Lee distance code described 
above. For q > 1, first a perfect distance-1 placement using a single error correcting 
code can be obtained in a p-ary n-cube; then, this placement can be replicated 
q times along each dimension. This results in a perfect distance-1 placement in 
k(= pq)-ary n-cube. Similarly when p is even, it becomes a quasi-perfect distance-1 
placement. 
Example 2.4 This example illustrates the proof given in Theorem 2.2.  The two 
dimensional torus of size 10 x 10, C120, has a perfect distance-1 placement. This is 
because k = pq -= 5 x 2 and (2n + 1) = (2 x 2 + 1) = 51 = p1. 
The H-matrix of the perfect distance-1 placement in  Cir::  Let c = 
(cic2  c,  cn) be a code word (resource-node in a CO, and ci be the i-th digit of 
the code word over ZIT:. From Theorem 2.2, C; must satisfy 
(c mod p) HT =0 
where H is the check matrix of C; constructed in the manner of the previous section, 
and c mod p = ((ci mod p) (c2 mod p)  (cn mod p)). 17 
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(a)  CS  (b) T5,10 
FIGURE 2.4. Perfect distance-1 placement in 2D tori 
2.2.2. Perfect Distance-1 Placement in a Torus 
As we can see, there exists a perfect distance-1 placement in 5 x 5, and 10 x 10 
tori by Theorem 2.2. The extension of this theorem to a multidimensional torus is 
described here. 
Theorem 2.3 An n-dimensional torus, Tk1,k2,...,kn  = Ck1 X Ck2 X  X Ckn, has 
a (perfect) distance-1 placement if a k-ary n-cube, CI:, has a (perfect) distance-1 
placement, where k = GC D(ki,k2,- ,k,i) 
Proof: An n-dimensional torus, Tk1,k2,...,kn  = Ck1 x C k2 X  X Ckn, is  ilk' copies of 
CLI along the dimensions i, i  = 1, 2,  , n.  By replicating the (perfect) distance-1 
placement of a CT with  copies along dimension i, i = 1,2,  , n, a  (perfect) 
distance-1 placement for the given torus is obtained. Thus, from Theorem 2.3 and 
the Lee distance code described in Section 2.2.1, if (2n + 1)11ci for i = 1,2,  , n, 
then we have a perfect distance-1 placement in Tki,k2,,kn 18 
Figure 2.4 shows an example of a perfect distance-1 placement in  a torus 
T5,10 by replicating the placement in a C. Similarly, we can also obtain a perfect 
distance-1 placement in 3-dimensional tori such as T7,7,7, T7,7,14, T7,14,141 T21,21,281 etc, 
Can we obtain a perfect distance-1 placement in a torus when all dimensions 
are not divisible by 2n+1? Even though we do not have a general result, Theorem 2.4 
shows this is not possible, for a two dimensional torus. 
Theorem 2.4 There does not exist a perfect distance-1 placement in a 2D torus, 
Tk1,k2  if 5 ,tki or 5 ,fk2. 
Proof:  If a perfect distance-1 placement in a 2D torus (Tk1,k2) exists, then 
k1k2  k1k2 M=  (2.3) 1 + 2n  5 
Note that this is only a necessary condition but not a sufficient condition. To satisfy 
the above equation, k1 or k2 must be divisible by 5. If neither k1 nor k2 is a multiple 
of 5 then M is not an integer. Suppose one of them is not a multiple of 5, say, 
k1 = 5p + r (columns), and k2  = 5q (rows), where 1 < r < 4.  Consider row i, 
which forms a cycle of length k1, and let rni be the number of resources in a row 
i. 3mi nodes in this row are covered by the mi resources; therefore lc].  3mi nodes 
must be covered by its neighboring rows. The non-covered nodes  are divided into 
mi subgroups, and at least 3 non-covered nodes among the k1  3mi nodes must be 
non-consecutive. The reason is the following. 
Suppose 3 non-covered nodes within a box are consecutive as in Figure 2.5. 
Note that, the black circles represent resource nodes in this figure. Since nodes at 
(i, j  3) and (i, j+ 3) have resources and nodes at (i, j  2) and (i, j + 2) are covered 
by the same row, nodes at (i, j  1), (i, j), (i, j + 1) must be covered by neighboring 
rows. Suppose node (i, j 1) is covered by a resource in row i  1 and node (i, j +1) 19 
0 0 
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FIGURE 2.5. Non-existence of the perfect distance-1 placement in a 2D torus 
is covered by a resource in row i  1, then node (i, j) can not be covered by any 
other resource nodes. This implies 
kl  3mi < 2m, 
ki  5p + r 
772,i  = 
5 5 
Thus  rnt >P+1. 
This implies that at least p+ 1 resources are placed in each row. Therefore the total 
number of resources is at least k2(p + 1)  = 5q(p + 1) because the total number of 
rows is k2 = 5q. However 5q(p + 1) = 5pq + 5q > 5pq  qr = M which contradicts 
the equation (2.3). 
The implication of Theorem 2.4 is that we can not obtain a perfect distance-1 
placement in a T5,6, a T5,7, a T5,8, etc, even though each torus satisfies the necessary 
condition given in equation (2.3). Theorem 2.5 follows from the discussion thus far. 
Theorem 2.5 A two dimensional torus Tk1,k2 has a perfect distance-1 placement if 
51k1 and 51k2. 20 
2.2.3. Perfect Distance-t Placement in a k-ary n-cube 
When k is a prime, the Lee distance 1-error correcting code described in the 
previous section is equivalent to a negacyclic code [15, ch.  9].  Negacyclic codes 
correcting t errors, where 2t  1 < k, can be constructed.  It would be useful if, 
for example, the 2-error correcting negacyclic code in ZP would result in a perfect 
distance-2 placement in a C512.  Unfortunately, in general, this it is not the case. 
However, for some cases we can obtain perfect distance-t placement  as described 
below. 
Perfect distance-t placement in a ring. 
A ring of size k is a k-ary 1-cube, say Ck. The perfect distance-t placement 
in a ring is trivial.  If (2t  1)1k, then there exists a perfect distance-t placement, 
and its parity check matrix is H = [ 1 ] over Z2t+1. 
Distance-t placement for n = 2. 
When n = 2, equation (2.1) becomes M  If (2t2  2t  1)1k, then 2t2 +2t-Ei 
there is, in fact, a perfect distance-t placement. This placement  can be obtained 
using the t-error correcting codes described in [15]. The H and G matrices of this 
code over Z2t- A-2t+1  are given by 
H = [  2t2  ], 1 
1 G = [  (21 +1) ]. 
Example 2.5 When t = 2, the parity check matrix is H = [8 1] and k = 212  2t 
1 = 13. The set of resource nodes are obtained by iG for i = 0,1,- ,12. In fact, 21 
the perfect distance-2 placement in a C73 shown in Figure 2.1 is obtained using this 
code. Similarly a perfect distance-3 placement in  a CI can be obtained. 
Distance-t placement for n > 2. 
Case t = 2 and k = 3: The sphere packing bound of radius 2 is exactly 2n2 + 1. 
In order to have a perfect double error correcting code, this number, 2n2 + 1, 
must equal 3s for some integer x. The only possible solutions are n = 1, 2, 
or 11. However, for n = 1 or 2, there is no perfect double error correcting 
code. When n = 11, this becomes the Go lay code [66], which is  a perfect 
double error correcting code. Using the Go lay code, we can obtain a perfect 
distance-2 placement in C3121, for i > 1. 
Case t = 2 and k > 3: The sphere packing bound of radius 2 is exactly 
2n2 + 2n + 1.  For the perfect double error correcting code, the equation 
2n2 + 2n + 1 = kX must hold for  some x.  Some known solutions of the 
equation are (n, k) = (3, 5), (119, 13), and (4059, 5741). When (n, k) = (3, 5), 
it is known that there exists no perfect double error correcting code.  For 
the other two cases, it is not known whether  or not a perfect double error 
correcting code exists [66, 72]. 
Case t > 2 and k > 3: Golomb and Welch [52] conjectured that  no perfect 
t-error correcting code exists for these cases. Thus, there may not be a perfect 
distance-t placement in these cases. 22 
2.2.4. Perfect Distance-t Placement in a Torus 
Similar to the extension of the perfect distance-1 placement, the results of the 
perfect distance-t placement in a k-ary n-cube can be extended to a multidimensional 
torus. 
Theorem 2.6 (Generalization of Theorem 2.3) An n-dimensional torus Tki,k2,...,k. 
C ki x Ck2 X  x Ckn  has a (perfect) distance-t placement if the k-ary n-cube,  , 
has a (perfect) distance-t placement, where k = GC D(ki,k2,  ,k,i). 
Proof:  It is same as the proof of Theorem 2.3. 
Lemma 2.1 A 2D torus Tki,k2 has a perfect distance-t placement if k1GC D(ki,k2), 
where k = (212  2t  1). 
Proof: Since k = (212+21+1), a Ck has a perfect distance-t placement as described 
in Section 2.2.3. We replicate this placement with I-5-1- copies in one dimension and 
copies in the other dimension. 
For example, we can have a perfect distance-3 placement in a torus of size 
25 x 25, 25 x 50, 50 x 50, 75 x 50, 100 x 100, etc. 
2.3. j-adjacency Placement 
In the previous section, methods to place  resources were discussed so that 
a non-resource node has access to one and only one resource within  a distance t. 
In some systems, like highly fault tolerant systems, it might be desirable  to have 
access to multiple resource copies from any node. The j-adjacency placement, where 
each non-resource node is adjacent to at least j resource nodes, achieves this goal. 
Some results obtained here for k-ary n-cube are similar to that of [82]; however, the 
quasi-perfect placements and the placements in a torus are new. 23 
2.3.1. Perfect j-adjacency Placement in a k-ary n-cube
 
Definition 2.1 A j-adjacency placement is said to be perfect if  no two resource 
nodes are adjacent, and every non-resource node is adjacent to exactly j  resource 
nodes. 
Lemma 2.2 A CI': has a perfect 1-adjacency placement if a C7: has a perfect 
distance-1 placement. 
Lemma 2.2 implies that the perfect 1-adjacency placement is equivalent to the  per­
fect distance-1 placement. Therefore, Theorem 2.2 is applied directly to the perfect 
1-adjacency placement. For example, perfect 1-adjacency placements in Cg and C; 
can be obtained using a Lee distance single error correcting code. 
Lemma 2.3 A ring C4 has a perfect 2-adjacency placement, and its check matrix 
is H = [ 2 ] over Z4. 
Figure 2.7(a) illustrates this 2-adjacency placement in a ring. 
Theorem 2.7 If a CT has a perfect 1-adjacency placement, then  a Cin has perfect 
j -adjacency placement, and its parity check matrix H is 
H = [ Ho Ho  Ho] 
j times 
where Ho is the check matrix of a perfect 1-adjacency placement in  a CLI . 
Proof: The proof is similar to the one given in [82]. However, Ho can be taken as 
the H-matrix of a single error correcting Lee distance code. 
Example 2.6 Figure 2.6 illustrates Theorem 2.7.  Since a CI- has a perfect 1­
adjacency placement, Cq and C3 have perfect 2-adjacency and perfect 3-adjacency 
placements respectively. 24 
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(a) 1-adjacency in CI  (b) 2-adjacency in C32  (b) 3-adjacency in C: 
FIGURE 2.6. Perfect j-adjacency placements 
Theorem 2.8 (Generalization of Theorem 2.7).  A Cti has a perfect (j x jo)­
adjacency placement if a C 17: has  a perfect jo-adjacency placement. Its parity check 
matrix H is given by 
H = Ho Ho  Ho] 
j times 
where Ho is the check matrix of a perfect jo-adjacency placement in CI: . 
Proof:  To prove this theorem, we must prove that (a) no two resource nodes are 
adjacent, and (b) each non-resource node is adjacent to exactly (j  x jo) resource 
nodes. 
Let U = (U1U2  U,), where U E Zir and tit E Z. Suppose U and V are 
two resource nodes in a Cr, i.e., UHT = V HT = 0.  If they were adjacent, i.e., 
DL(U, V) = 1, then U = V + el, where el, is a unit vector or its inverse in Zr. Thus 
(v  ei,)HT  ei,RT UHT  n  T  0 which contradicts the assumption. 
Therefore no two resource nodes are adjacent in a 0, . 
Consider  a  non-resource  node  U  in  a  Cij,n ,  i.e., 
UHT  = (U1U2  U3)[ Ho Ho  Ho }T = (U1 + U2 +  +  ) Ho =  Hcf  0, 25 
where U' = (U1 + U2 +  U3).  Moreover, because Ho is a parity check ma­
trix for a perfect jo-adjacency placement, we can find exactly jo resource nodes 
, Vio in a CT: such that U'  = V1 +  =  e2 =  ,  and 
0 
= 0 for i = 1,2,  , jo, where  is a unit vector or its inverse in Zirci. 
From the construction of H, each column of Ho is replicated j times, and  so 
efi,HT  eiiHT  ei2HT =  e13HT, where  el, is a unit vector in Zijcn.  Thus we 
can find UHT = ell HT  e12 HT 
13 
HT  Each ei,HT has exactly jo nodes 
Vi/  V'2,  Vilio such that  =  =  =  = 0. Therefore each 
non-resource node in a C.71 is adjacent to exactly (j x jo) resource nodes. 
Example 2.7 A C14 has a perfect 4-adjacency placement since  a Cl has a perfect 
2-adjacency placement. Their parity check matrices are Ho = [ 2 ] and H = [ 2 2 ] 
over 4 respectively. 
2.3.2. Quasi-perfect j-adjacency Placement in  a k-ary n-cube 
Definition 2.2 A placement is said to be a quasi-perfect j-adjacent placement if a 
non-resource node is adjacent to at least j but no more than j +1 resources, and no 
two resource nodes are adjacent. 
Theorem 2.9 A C 1:1-Ern has a quasi-perfect j-adjacency placement if a Ck has a 
perfect distance-1 placement, where 1 < m < n. 
Proof:  Similar to Theorem 2.8, we  can construct a check matrix Ho for the 
perfect distance-1 placement in 0,1, and extend the check matrix Ho into 11 = 
[ Ho Ho  Ho ]. Consider a check matrix H = H  H [14 V2  where the 14's Vrn 
are m column vectors of Ho, and 141  Vi2, for i1, i2 = 1,  , m.  Any codeword 
orthogonal to H is adjacent to at least j other codewords as in Theorem 2.8, but 26 
are adjacent to no more than j + 1 codewords, Further, no two resource nodes are 
adjacent. 
For example, we can obtain a quasi-perfect 1-adjacency placement in  a C53 
from a perfect distance-1 placement in a CS because 1/0 = [ 2 1  for Q, and H = 
Holl[1]= [2 1 1 ]. 
2.3.3. j-adjacency Placement in a Torus 
Lemma 2.4 An n-dimensional torus  Tki,k2,...,kn  = C  x  x C kn  has a 
(perfect/quasi-perfect) j-adjacency placement if a CL has a (perfect/quasi-perfect) 
j-adjacency placement, where k = GC D(ki,k2,  ,kri). 
Proof:  Similar to the construction of a (perfect) distance-t placement in a torus, 
we can extend C7k1 t- times along dimension i, i = 1,2,  , n.  The resulting torus 
Tki,k2,...,kn will have the same (perfect/quasi-perfect) j-adjacency as that of the CL1 . 
2.4. Generalized Placement 
From practical point of view, it is desirable to place the resources so that a 
non-resource node can reach several resources within a given distance. Thus, the 
generalized placement discussed in this section is  a combination of the distance-t 
problem and the j-adjacency problems discussed in the previous sections. 
The concept of the covering radius of a linear code [24, 34, 55, 91, 92], which 
is defined below, is useful in studying this placement problem. 
Definition 2.3 Covering Radius for Lee distance: The covering radius r of a 
linear code C is defined as the maximum distance from any non-code word to the 27 
nearest code word. i.e.,
 
r = max{ min Di, (c, x) }.
 vxoc vcEc 
If a code has a covering radius r, then it is called a r-covering code. This 
r-covering code is different from a r-error correcting code [55]. 
In a t-error correcting code, the sets of non-code words at a distance t or less 
from each code word are mutually disjoint; although, there may be non-code 
words which are at a distance t + 1  or more from one or more code words. 
In a t-covering code, all non-code words are at a distance at most t from one 
or more code words. 
Note that from the resource placement point of view, the parameter, covering 
radius, is more appropriate than the minimum distance parameter. This is because 
if the resource placement is done using a t-error correcting linear code, then it is not 
guaranteed that all non-resource nodes are within a distance t from some resource 
node. On the other hand, if we use a linear code with the covering radius t, then all 
non-resource nodes are at a distance t or less from some resource node. Note that 
if the covering radius of a code is t, then it can correct at most t-errors; this implies 
the minimum distance of the code is 2t + 1 or less. Furthermore, if a code is capable 
of correcting t1 < t errors, it is not guaranteed that the covering radius of the code 
is t. Thus, from the resource placement point of view, for a given r and n, we need 
to choose a code of length n, with covering radius r, and the number of code words 
as small as possible. 
In the literature, even though some results on the covering radius of linear 
codes have been developed for Hamming distance,  very little is known about Lee 
distance codes. However, in the following, we present some results. 28 
First, we define the direct sum of H-matrices based on Lee distance for 
a mixed radix vector.  This definition is useful in finding a generalized  resource 
placement in a k-ary n-cube or a torus. 
Definition 2.4 Direct Sum: Let n = n1 +n2. Let H1 and 112 be the check matrices 
of two codes C1 and C2 with covering radii r1 and r2, respectively. Then the direct 
sum, H, of H1 and 112 is defined as 
H1 0
H  -W H2 ="-­
0  H2 
where elements in H1 and H2 are  over Zki and 422 respectively. 
The H matrix defined above gives a partity check matrix for a new code C 
with length ri = ni + n2, the first n1 digits over Zkni1 , and the last n2 digits over  Zk2 .
 
For any code word x E C, xHT = 0. In calculating xHT, the first ni and the last 
n2 digits are computed modulo k1 and modulo k2 respectively. 
Theorem 2.10 The direct sum of H1 and H2, H  = Hi L-0 H2, has the covering 
radius r1  r2, where r1 and r2 are the covering radii of Hi and 112 respectively. 
Proof: Let the dimension of H1 and H2 be n1 and n2 respectively, and a non-code 
word W = (XY) = (x1x2  x, yix2  y2), where xi E Zki for i  = 1,  , n1  and 
y3 E Zk2 for j = 1,  , n2.  Because the covering radii of Hi. and 1/2 are r1 and r2, 
we can choose a code word C = (AB)  (aia2  amibib2  br,2) where ai E Zki for 
i = 1,  ,n1, and b, E Zk2 for j = 1,  , n2,  such that CHT = C(Hi. l±1H2)T = 0, 
(i.e., AHT = 0 and BHT = 0), and DL(X, A) < 7-1 and DL(Y, B) < r2. Therefore 
DL(W,C) = DL(X, A) + DL(Y,B) < ri + r2.  111 
Suppose there exists a parity check matrix H = H1 W H2, where entries in 
Hi. and H2 are over  Zki and Zkn:, and their lengths are n1 and n2 respectively. A 29 
node C= (aia2  an, bib2  bn2 ) in C  x C kn22  is a resource node if 
C(1/1 r1H2)T = [(aia2  arii)HT mod k1  (b1b2  b7,2)11T mod k2] = 0. 
Define the direct sum of two k-ary n-cubes Ckni' and CZ2 as Ck = Ckni' l+J C:22 , 
where n = n1 + n2 and k = LC M (ki, k2). For example g U C4 = C. Note that 
C;c11 Et) Ukt2  ci72, but C17,1  Et! C:22  C 17,? x C 7k122  if k1  k2. 
Lemma 2.5 The direct sum of C171 and C71:22, C71: = Ckl uCk2, has a distance- (ti +t2) 
placement if C 17:1' and C 172 have distance-t1 and distance-t2 placements respectively. 
Proof: Let k = LC M  k2), and n = n1 + n2. Let Hi. and H2 be the parity check 
matrices used in allocating resources in Cknil and Ckn22.  Since Ckn1 and Ckn: have a 
distance-ti and 12 placement, the covering radii of H1 and H2 are t1 and 12. From 
Theorem 2.10, the direct sum H of H1 and H2, H = H1 l+J H2, must have a covering 
radius of 11 +12. Thus, in a CT: placing resources at nodes which are orthogonal to 
H results in a distance-(ti  t2) placement. 
Example 2.8 Using Theorem 2.10 and Lemma 2.5,  we can construct higher di­
mensional k-ary n-cubes and tori having higher covering radius. For example, from 
the two k-ary n-cubes q and C?3 with covering radii 2 and 2 respectively,  we can 
construct C 51  1: J C13  C 1,11,2m  -- Cg5 having a covering radius r = 4.  Its parity 
check matrix is 
1 0 0 H= 
0 8 1 
We now consider a placement that tolerates  resource failures. In this situa­
tion, several resources must be placed within a given distance from a non-resource 
node. To solve this problem, we generalize the terminology of adjacency of a linear 
code. 30 
Definition 2.5 Adjacency of a linear code: The j-adjacency with covering ra­
dius r of a linear code C is defined as the minimum number of code words from any 
non-code word within a distance r. 
The direct sum of the parity check matrix has the following property regard­
ing the adjacency of the code. 
Theorem 2.11 If H1 and H2 have ji and j2-adjacencies with covering radii r1 and 
r2 respectively, then the direct sum H of Hi. and H2, H =  -LO H2, satisfies the 
following properties: 
1)  (ji x j2)-adjacency with a covering radius r1  r2 +1, and 
2) min(ji, j2)-adjacency with a covering radius r1  r2. 
Proof: Let the dimension of H1 and H2 be n1 and n2 respectively. Consider a node 
W = (XY) = (x1x2  xn, Yiy2  yr,, ), where xi E Zk1 for i = 1,  , n1 and YJ E Zic2 
for j = 1,  , n2.  If X1117: = 0 and YHT = 0, then W is a resource node. On the 
other hand, suppose W is not a resource node. Because the covering radii of Hi. 
and H2 are r1 and r2, and H1 and H2 have j1 and j2-adjacencies, there are at least 
j1 nl digit vectors,A1, A21  An, which satisfy DL(X,  < ri, DL(X, A2) < r1, 
, and DL(X, A.21) < Pt, where AiHr = A2HT =  =  HT = 0 and Ai  Al 
for i  1.  Similarly, there are j2 n2-digit vectors, B1, B2,  B32, which satisfy 
/311/1 = B2H2 =  = /332HT = 0, within a distance r2 from Y. Now consider the 
following cases. 
1. Case XHT	  0 and KEIT  0: 
DL(XY, A,Bi) = DL(X,  DL(Y,Bi) < ri  r2 for i = 1 , .  .  .  , ji  and 1 = 
1,  , j2. It has (j1 x j2)-adjacency with a covering radius  r1  r2. Obviously, 
(XY) has min(ji, j2)-adjacency with a covering radius  r2 + I. 31 
2. Case XHT	  0 and YHT = 0: 
DL(XY, A.,./31) = DL(X, Ai) + DL(Y,  = DL(X,  < ri for i = 1,  ,j1 
and some 1.  It has j1- adjacency with a covering radius r1 < r1  r2.  Fur­
thermore, we can find Y' such that DL(Y', Y) = 1 and Y'HT  0.  From 
the previous case, we know (XY') has (jl x j2)-adjacency with a covering ra­
dius r1  r2. Therefore (XY) has (jl x j2)-adjacency with a covering radius 
r1  r2 + 1. 
3. Case XHT = 0 and YHT  0: 
This is similar to case 2.  It has j2-adjacency with a covering radius ri + 
and (jl x j2)-adjacency with a covering radius r1  r2 + 1. 
Theorem 2.12 Suppose C17,1,1 and Ckn: have j1 and j2-adjacencies with distance-t1 
and t2 respectively. Then Ckni2 x C L122 and Cki  = CZ2 W C11:22 have 
(1)  (j1 x j2)-adjacency with distance-(ti  t2 + 1), and 
(2)  j2)-adjacency with distance-(ti  t2). 
Proof: Let n = n1 +n2, and Hi. and 112 be the corresponding parity check matrices 
used to place resources in Cknil and Ckn: respectively. Since Ckni1 and Ckn: have j1 and 
j2-adjacencies with distance-t1 and t2 placement, the covering radii of H1 and H2 
are ti and i2, and Hi. and H2 have ji and j2-adjacencies. From Theorem 2.11, the 
direct sum H of H1 and H2, H = H1 (±1 H2, must have (jl x j2)-adjacency with a 
covering radius of ti  t2 + 1, and min(ji, j2)-adjacency with a covering radius of 
t1  t2. Thus, placing resources at nodes in a Ckni2 x Ckn22 corresponding to the code 
words of H results in a (ji x j2)-adjacency with a distance-(t  t2  1) placement, 
and a min(ji, j2)-adjacency with a distance-(ti  t2) placement. Moreover, let k = 
111 32 
0 0 
(a) CA  (b) 
FIGURE 2.7. Illustration of generalized placement from two k-ary n-cubes 
LCM(k1, k2). If we replicate Cknil x Ckn: with the resource nodes k, times along the 
first n1 dimensions and 4- times along the last  n2 dimensions respectively, we get a 
CT: = Ckki2 (±J Ckn22 which satisfies the results mentioned above. 
Example 2.9 As shown in Figure 2.7, C41 and Cj have 2-adjacencies with distance­
1 placement. Thus Cl x Cj = T4,3,3 has a 2-adjacency with distance-2 placement, 
and a 4-adjacency with distance-3 placement. This is shown in Figure 2.2. Its parity 
check matrix is 
H1 0  2 0 0 H= H1UH2= 
0  H2  0 1 1 
Table 2.1 shows some examples of generalized placement in  a torus for the 
dimensions, n = 1, 2, 3. The symbol + indicates the perfect placement. 33 
n j  (t = 1)  (t = 2)  (t = 3)  (t = 4)  t 
1 1  T3+  T5+  T7+  T9+  T2t+1+ 
2  T4+  T6+  T8+  T10+  T2t+2+ 
2 1  T5,5+  T13,13+  T25,25+  T41,41+ 
+ 
C22t2+2t+1
 
2  T3,3+
  T4,4  T4,6  T6,8  T2t1+2,2(t-t1 )+2
 
4  T4,4+
  T4,6 
3 1  T7,7,7+  T3,5,5  T3,13,13  T3,25,25  T2(t-t1)-1-1 X C22t2 i -1-2ti +1 
2  T4,3,3  T6,3,3  T6,4,4  T2t1+2,2t2+2,2t3+2, where ti+t2-Ft3=t 
4  T4,3,3  T6,3,3  T2t1+2,2t2+2,213+2, where t1 +t2-i-t3=t-1 
6  T4,4,4+ 
TABLE 2.1. Generalized (j-adjacency with distance-t) placements 34 
3. SPARE PROCESSOR ALLOCATION FOR FAULT-TOLERANCE
 
As the complexity of the system increases, the possibility of the system fail­
ure increases. Thus, in the case of some processor failures, it is desirable to have a 
reconfiguration scheme to preserve the functionality as well as the logical and phys­
ical topology of the system. The techniques to provide the fault-tolerance of the 
system can be categorized into two ways. 
The first approach attempts to bypass the faulty components without adding 
extra spare nodes or links. The goal of this scheme is to obtain the same functionality 
with a reasonable slowdown factor [80, 27]. However, this approach may limit the 
usable number of healthy components in the system. 
The second approach uses the redundancy of nodes or links. These schemes 
try to replace faulty components with alternative healthy components to provide 
the same functionality with no slowdown or minimal slowdown [26, 64, 94]. Until 
recent years, hardware solutions to this problem required excessive spare links or 
nodes. Recently, routing strategies based on circuit switching have been adapted 
to the multicomputer interconnection [19, 1, 8, 16, 32, 43, 42, 44, 56, 60, 70, 74, 
77], and this circuit switching technique reduces the message delays for multiple hop 
messages as much as or only sightly greater than those for the single hop messages. 
Banerjee and Peercy [13] showed the feasibility of this approach. 
This chapter also follows the second approach with the local spare replace­
ment scheme. The spare processors in the local spare replacement scheme are near-
uniformly distributed over the system, and a small group of processors share the 
spare processors. i.e., a faulty processor can be replaced only by a local spare proces­
sor. The local spare replacement [96, 3, 4] gives us more cost-effectiveness compared 35 
to the global replacement [27, 49, 58, 47, 48]. The main goal of this chapter is to find 
a node configuration using the minimum number of spare processors based on the 
given design constraints. The proposed method, in a way, generalizes the scheme 
given in [13, 84, 71]. 
We use the standard graph model for the interconnection networks of the par­
allel computer [26]; in this model, a node consists of a processing element and  com­
munication subsystem, and an edge represents the connection between two nodes. 
We assume the spare processors are attached at the specific node (S-node), as in 
[13]. The S-node contains a normal processor, a spare processor, and its related com­
munication subsystem. The other normal nodes are called P-nodes. The goal is to 
design a system, where each node has a spare processor or is at a distance of at most 
t from exactly one node having a spare processor. Thus, the spare processor alloca­
tion problem turns out to be one form of the resource placement problems [10-12] 
because we can treat the S-node as a resource. This type of problem is called the 
distance-t (or t-hop) problem. 
For example, consider a torus with size 25 x 25.  If spare processors (5­
nodes) are placed on the solid circle nodes in Figure 3.1, every processor (P-node) 
can access one unique spare processor at a distance of at most 3.  In fact, from a 
S-node, there are 1, 4, 8, and 12 normal processing nodes (P-nodes) at a distance 0, 
1, 2, and 3 respectively. Thus a spare processor covers 25 normal processing nodes. 
Since there are 25 spare processors in the system, this placement results in a perfect 
3-hop placement. 
This chapter contains the t-hop placement method and its reconfiguration 
algorithm for the 2D torus. 36 
FIGURE 3.1. A perfect spare processor placement in a 25 x 25 torus. 
3.1. t-Hop Spare Processor Placement 
3.1.1. 1-Hop Placement in Arbitrary 2D Torus 
In Chaper 2, we have shown that there exists a perfect 1-hop placement in a 
2D torus, Tkl,k,, if 5jki and 511c2. However, in general, it is desirable to have a 1-hop 
placement for 2D torus with arbitrary sizes. 
To solve this problem, three basic configurations in T3,3, T4,4, and T5,5  were 
built with 3, 4, and 5 resources respectively (see Figure 3.2). By replicating these 
basic configurations, we can obtain 1-hop placement for T3i,33, T443, and T52,53 with 
3i j, 4ij, and 5ij resources respectively. For example, T8,8  can have 1-hop placement 
using 16 resources by replicating T4,4 two times for each dimension. 37 
FIGURE 3.2. Basic 1-hop placement in 2D torus 
Furthermore, we can find 1-hop placement by deleting rows and columns from 
an existing 1-hop placement. In this case, we need to add extra spare processors to 
fill the non-covered nodes. For example, T7,8 can be built using T9,9, T8,8, or T10,10 
by deleting appropriate rows and columns (see Figure 3.3). In this figure, the mark 
X indicates the non-covered nodes, and the square (D) indicates the location of the 
extra spare processors to cover the marked (X) nodes. 
In general, a torus Tki,k, requires 111k2-' + ii- + -2- + a-, /2.- + /1- + -1-c-2- --1- a4, si 4  4 4 1  1 I 
and 1-'1-L2-c + iii- + /i2- + a5 using the configurations 3  x 3, 4 x 4, and 5 x 5 respectively. 
Therefore, for large k1 and k2, it is better to use 5 x 5 configuration to minimize the 
number of spare processors. 
3.1.2. t-Hop Placement in Arbitrary 2D Torus 
Similar to the solution of 1-hop placement in an arbitrary 2D torus in 
Section 3.1.1, we can extend the ideas for t-hop placement in  a 2D torus. 
For a given torus Tki,k2 and a distance t, where ki. = p(2t2 + 2t + 1) + r, and 38 
11-0E) S 0 0 0-0 
(a) Using 3 x 3  (b) Using 4 x 4  (b) Using 5 x 5 
FIGURE 3.3. Possible configurations for 1-hop placement in T7,8 
k2 = q(2t2 + 2t + 1) + s, we can divide the torus Tkl,k2 into the (p x q) submeshes 
of C2 20-1-2t+1  and the remainder submeshes. Using the same ideas as in Section 3.1.1, 
first, build (p + 1) x (q + 1) blocks of C22t2+2t+11 with perfect t-hop placement; next 
remove (2t2  2t  1)  r rows and (2t2  2t  1)  s columns to make a torus if size 
kl x k2 (Tki,k2); finally add the necessary spare processors to cover the nodes which 
are at a distance of more than t. 
For example, T24,20 can be built using T13,13 for the 2-hop placement. T24,20 
can be divided into 13 x 13, 13 x 7, 11 x 13, and 13 x 7 submeshes, as in Figure 3.4. 
3.2. Reconfiguration 
When a processor fault occurs, the system needs to be restructured with the 
spare processor. The spare processor must be near to the faulty processor so that 
the communication delay is minimal after the replacement. Since the proposed spare 
processor allocation method is based on the linear codes, for a given faulty node, 
the address of the nearest S-node can be calculated using the parity check matrix 39 
FIGURE 3.4. 2-hop placement in T24,20 
H; after this, a path from the nearest spare processor to this faulty  processor can 
be constructed. This path plays key role in our proposed reconfiguration scheme. 
3.2.1. Address of the Nearest Spare Processor 
Let a spare processor location be u = (uiu2  un). From the design of spare 
processor methods, u must be orthogonal to HT, i.e., uHT = 0. Consider a node 
v = (viv2  va), and v = u  e. 
e)HT  eHT  eHT vHT =  uHT 
In other words, we can get the syndrome (vHT) using the processor address and 
parity check matrix. Once the syndrome is found, the error vector (e) can also be 
found. Adding this error vector to the address of the faulty processor, the address 
of the nearest spare processor can be obtained. 40 
Since 2D torus topology is more practical, we devote our attention in de­
veloping algorithms for this case.  From Lemma 2.1, a Tk,k has a perfect t-hop 
placement when k = (2t2 + 2t + 1); its parity check matrix is H = [2t2 1]. Suppose 
a faulty processor address and its nearest spare processor address are v = (vivo) and 
u = (uiuo) respectively. Let e = (eieo) = v  u, where lei  leol < t. Then leil 
TIT  eHT 
= (ei(2t2)  eo) mod (2t2+2t+1) 
ei(2t2)  eo = s mod (2t2+2t+1). 
Let a = 2t2 and m = 2t2  2t  1. Then we get aei  co = s mod in. Assume s > 0 
because we can use e if s < 0. This equation can be modified as follows. 
aei  eo = s mod m 
aci 
)  eo = s(1)  mod m) el
(1) 
8(1)  = s  a 
aei
(2)  eo = s(2) mod m, e12) = el 2, s(2)  s  2a 
aei(i)  eo = 3(i) mod in, el° =  s(i)  = s  is 
Thus, if we recursively apply the formula until 130)1 < t, then we can get  ez)  = 0 
and eo = s(z).  Therefore the solution of the error vector is e  = (eieo) = (i 8(0). 
The algorithm in Figure 3.5 takes (t, s) as the inputs, and returns the error vector 
e = (eieo).  From the error vector, we can find the spare  processor address as 
u = (v  e). The time complexity of the algorithm is 0(t). 
For example, we can obtain a perfect 3-hop placement in  a T25,25 with the 
parity check matrix H = [2t2 1] = [18 1]. The nearest spare processor address of a P-
node v = (4,15) in T25,25 will be u = (2,14). This is because vHT = (4, 15)1/T = 12. 
The algorithm FindEV(3,12) gives  e = (2,1) as follows. 41 
Algorithm FindEV(t,$) 
begin
 
let m = 2t2 -I- 2t + 1, and a = 2t2.
 
if (  1,91 < t ) then
 
e = (0 s)
 
else if ( s < 0 ) then
 
e =  FindEV(t, s)
 
else
 
s' = (s  a) mod m
 
c' = FindEV(t, s', e')
 
e = e' + (1 0)
 
endif
 
return e
 
end
 
FIGURE 3.5. Finding the error vector in 2D torus 42 
18c1 + co = 12 mod 25, since a = 2t2 = 18 
18(ei  1) + 60 = (12  18) = 6 =- 19 mod 25 
18(ci  2) + co =- (19  18) = 1 mod 25 
Therefore v = (4,15) = (2,14) + (2, 1). 
3.2.2. Reconfiguring the Nodes 
Consider that a fault occurs at node v = (vn_1vn_2  vo); its nearest spare 
node u = (un_1un_2  uo), and its error vector e = (en_ien_2  eo), i.e., vHT = 
(u  e)HT  = eHT , and 1e1 < t. We can construct a path from u to v as follows; 
let P(u, v) be a path from u and v by decrementing e in a dimensional order. Let 
P(u, v) =  = Yo, Yi, Y2,  ,  Ym = v). A node yi+i in P(u, v) will be mapped 
to yi, for i > 0. 
In a 2D torus, Tki,k2, where (2t2  2t  1)1k1 and (212  2t  1)1k2, for a given 
P-node  vo), using Algorithm 3.5, we can get the error vector e = (el eo) and so 
the P-node's nearest spare node u = (ui uo). Thus the path between u and v is 
P(u, v) =  uo), (14+1 uo), (u1-F2 uo), 
(v1 u0), (vi '4+1),  ,(vi vo)) 
Thus the mapping of the processors in P(u, v) is  as follows. 43 
FIGURE 3.6. Reconfiguring nodes 
( v1  Vo  ) >  v1 -1 Vo  ) 
Vi  1 Vo  )  2/1  2 vo  ) 
221+1 Vo  )  (ui  Vo  ) 
( U1  Vo  ) > ( u1  V0-1 ) 
ul  Vo  1  --->  ( U1  Vo 2 ) 
Uo+ 1 )  Ul  Up  ) 
After the reconfiguration, the length of the virtual links will be 2. 
For example, suppose a P-node v = (4 15) is faulty. The nearest  spare 
node is u = (2 14), and its error vector is (2 1).  Since the path P(u, v) = 
((2 14), (2 15), (3 15), (4 15)), the mapping of the nodes is as follows 44 
( 4 15 ) > ( 3 15  ) 
(  3 15 )  (  2 15  ) > 
(  2 15 ) > ( 2 14 ) 
In Figure 3.6, the dotted lines are virtual links after reconfiguration. 
3.3. Conclusion 
In this chapter, we have described some efficient spare processor allocation 
methods for tolerating node faults in a parallel system whose topology is based  on 
torus. In the presence of faults, these methods also give a simple solution for the 
system reconfigurations using the spare nodes.  After reconfiguration, the length 
of the virtual link is at most 2. Since many of the present day Massively Parallel 
Processing Systems(MPPS) use two and three dimensional torus topology for the 
processor interconnection, the proposed schemes are practical and useful. 45 
4. DATA REARRANGEMENT
 
Communication between processors and memory hierarchies contribute  a 
high overhead to the total execution time in a multicomputer. Massively parallel 
systems consisting of thousands of processor nodes are recognized as the only fea­
sible solution to realize performance of the order of trillion operations  per second. 
The interconnection network topology determines the communication bandwidth 
within the system. Binary n-cubes, also known as hypercubes, provide a high com­
munication bandwidth because of the high ratio between the node degree, n, and 
the total number of processors, N. For large systems, for example when N is 128  or 
higher, binary cubes require a very large number of links, thus making the hardware 
excessively complex and expensive. Topologies based on non-binary systems  such 
as the k-ary n-cube and the torus  are employed in several modern large multicom­
puter systems. Our focus here is on the efficient use of communication bandwidth 
in k-ary n-cube based structures. 
Data placement among memory units in a large multiprocessing system of­
fers many alternatives which differ in communication demands. Compilers for many 
high level languages assign data in a particular order  for example, in the row 
(column) major order for arrays, although certain new languages, such as High Per­
formance Fortran, provide some flexibility in this direction to the user. Many science 
and engineering applications, such as finite element analysis, signal and image pro­
cessing, etc., perform computations on regular grids. Data placement in Cartesian 
order would be very efficient in terms of the  use of communication bandwidth in 
many of these applications. On the other hand, several other applications, such 
as the Cooley-Tukey Fast Fourier Transformation, reference data that are located 46 
in processors numbered in the normal order which follows the k-ary  space in this 
architecture.  Therefore, conversion between the two placements is an important 
issue, especially if the distributed memory hierarchy does not allow for data place­
ment enabling data references in both Cartesian and k-ary space. We refer to this 
problem either as data rearrangement or as code conversion. 
Similar to the binary-reflected Gray codes which are employed for embedding 
arrays in binary cubes, the authors in [22] proposed Lee distance Gray codes for 
use in k-ary n-cubes. They presented two methods of generating Lee distance Gray 
codes, leading to block-reflective and non-reflective codes [23]. In this chapter, these 
two methods are investigated in detail, particularly with reference to the effective 
use of communication bandwidth during radix-k to Gray code conversion in a k-ary 
n-cube. A useful metric called Distortion Factor is defined, and this factor is derived 
for both types of Lee distance Gray codes. Based on this factor, lower bounds for 
the number of element transfers are derived under two communication constraints, 
i.e., one-port and all-port communication. 
The number of element transfers to convert radix-k to Lee distance Gray code 
is computed for both types of Gray codes; the block-reflective Gray code requires 
fewer transfers for all cases. However, the conversion algorithm is simpler for the 
non-reflective Gray code; also, a Hamiltonian cycle is obtained when the method 
yielding non-reflective code is used. Next, the problem of transferring (M elements 
of) data from each processing node numbered in radix k order to the corresponding 
node in the Gray code order (both types of Gray codes) is studied. Here, the  num­
ber of ports that can simultaneously communicate data in each processor becomes 
an important factor. This chapter contains an efficient algorithm, assuming that 
communication from one node to the other always follows minimum length paths. 47 
More efficient routing algorithms can be developed for k-ary n-cubes (as was 
shown for binary cubes in [62]) if the minimum path length constraint is relaxed. 
This chapter also contains such an algorithm for k-ary n-cube structures; the  pro­
posed non-minimum path length algorithm is roughly twice as fast as the case where 
the minimum path length constraint is assumed. Furthermore, the proposed non-
minimum path length algorithm for one-port communication is only double the ideal 
lower bound. 
This chapter contains two methods for generating Lee distance Gray codes, 
the lower bounds for the number of element transfers for k-ary to Gray code  con­
version, the Distortion Factor metric for both types of Gray codes, and routing 
algorithms using minimum / non-minimum paths. 
4.1. Lee Distance Gray codes 
Two methods for constructing Lee distance Gray codes is given here. Let 
the given n digit radix k vector be (ctri_1a7,2  ao), and let the corresponding Gray 
code vector be (gri_ign-2  go) 
4.1.1. Method 1: (non-reflective code) 
9n -1 = 
gi = (ai  ai+i) mod k,  for i = n  2, n  3,  , 0. 
For example, in a C2 the radix 5 sequence (2304) produces a Gray code 
sequence (2124). This procedure is proved to be correct in [22]. This method pro­
duces a Hamiltonian cycle for any (odd or even) value of k. For example, in a C2, 
we can construct the following Hamiltonian cycle: (0000, 0001, 0002, 0003, 0004, 48 
0014,  0010,  0011,  0012, 0013, 0023, 0024, 0020, 0021, 0022, 0032,  , 4041, 4001, 
4002,  4003,  4004, 4000) by applying this method to the normal radix 5 sequence 
(0000, 0001,  0002,  ..., 4443, 4444). Although the resulting sequence forms a Hamil­
tonian cycle, we can observe that Method 1 is not block-reflective in radix k from 
the example. 
The inverse transformation, namely conversion of a Gray code number to a 
radix k number, can be obtained as follows: 
= gn-i 
ai = (az+i  gi) mod k 
n-1 
=E g; mod k,  for i = n  2, n  3,  ,  O. 
.i=i 
4.1.2. Method 2: (block-reflective code) 
Let c4 = ai+i if k is even, and ai =  jn,:i1+1 ai if k is odd. Then, 
= an -1 
gi  = ai,  if di is even 
= k  1  ai,  otherwise 
For example, in a C6  ,  the radix 6 vector (305) produces the Gray code vector 
(355) according to this method; in a Cl ,  the radix 7 vector (2106) produces the Gray 
code vector (2160). This method produces a Hamiltonian cycle only if k is even; it 
produces a Hamiltonian path if k is odd. For example, in a C:, when we apply this 
method to the sequence containing numbers in ascending order in radix 5 (0000, 
0001, 0002, 0003, 0004, 0010, 0011, 0012, 0013, 0014, 0020, 0021,  , 4443, 4444), 
we obtain the following Gray code sequence: (0000, 0001, 0002, 0003, 0004, 0014, 49 
0013, 0012, 0011, 0010, 0020, 0021,  , 4443, 4444). The resulting sequence does 
not form a Hamiltonian cycle, although it forms a Hamiltonian path. Furthermore, 
it is easy to observe that the resulting Gray code sequence is block-reflective in radix 
k. 
The inverse transformation, that is, conversion of a Gray code number to 
radix k number, is given as follows: Let  gi, then. 
an-1 = gn-1 
ai  gi, 
= k 1 gi, 
if  is even 
otherwise 
Note that the same procedure works for any value of k, and the above two 
methods produce identical results for a binary hypercube. 
4.1.3. Distortion Factor of Lee Distance Gray codes 
Definition 4.1 (Distortion Factor): For a given sequence S and its mapping f, 
we define distortion factor as Af(S) = max DL(a, f (a)) for a E S. 
This metric gives the extent of distortion the given number suffers as a result 
of the mapping employed.  This factor is used to measure the deviation of the 
Lee distance Gray code from the corresponding radix k code for both methods of 
generating Gray codes. In a later section, this factor is used to effect the element 
transfers when data is transferred on a k-ary n-cube from nodes ordered in radix k 
to those ordered in Gray code, again following both procedures of generating Gray 
codes. 
Theorem 4.1 The distortion factor of n digit radix k non-reflective Gray code is: 
AGN(k,  = 50 
Proof:  From the description of Method 1, Ian-i  gn-i I = 0, and max Iai  gil = 
maxjai+i I =  H 2
k  for n  2 > i > 0.  Thus AGN(k, n) = E27:01 max Iai  gi 1 = 
E L:02 max jai+i I = (n  1) Iii . 
Theorem 4.2 The distortion factor of n digit radix k block-reflected Gray code is: 
AGN(k,2) = Li] 
AGN(k,  (n  1) Li, if k = 8m + 2, 8m + 6, 8m + 1, 8m + 3
2 
_I AGN(k,n) = (n 1)(L- 1),  if k = 8m, 8m + 4
2 
AGN(k,n)  (n 1)(L- 1) +1, if k = 8m + 5,8m + 7
2 
Proof:  Let the node address in radix k be A = (an_ia,,,,_2  ao), and the 
corresponding block-reflective Gray code equivalent be the node address G  = 
(gn-ign-2  go). From Definition 4.1 we know that 
AGR(k,  = max(  +  9n-21+  +  gol) 
= max Ict22-1  gn-i I + max lan_2  9.-21 +  + max la°  go I 
n-1 
= E di, where , di = max jai  gi 
2=o 
Since a  gi = min((2a, + 1) mod k, k  (2a, + 1) mod k), and k is a multiple of 4, 
di is equal to g]  1, i.e., when ai is equal to one the following four values:  El], 
L4 J  1, it, LI]  1. For any other value of k, di is equal to [LI, and this occurs 
when ai is equal to L4J or L]. Also, depending on the value of k,  j is either odd 
or even; similarly, L1/4-1  is odd or even depending on the value of k. 
k = 8m: When ai = 4, gi =  1 , and DL(ai, gi) = 2  1; also when ai = 4  1, 
gi = ,+c, and DL(ai,gi) = z  1; similarly the Lee distance has the maximum 
value of -k  1, also when ai = 3k 4  or when ai =  k  1. For all other values 2  / 451 
of a the corresponding Gray code number is situated closer. Of these four 
values of ai, we know that 4  1 and /  1 are odd numbers. When the most 
significant digit of the node address is odd, and every other digit is equal to 
one of these two odd numbers, the corresponding reflective Gray code number 
will be situated farthest, thus giving a distortion factor of (n  1)(  1). 
k = 8m + 4: This is similar to the previous case, except that we use either 4 or  4k, 
as these are odd numbers. The same distortion factor is obtained. 
k = 8m + 2: The maximum distortion occurs when ai = a] or when ai =  Lyj; the 
corresponding g's are [1] and a] respectively. In both cases, the deviation 
is exactly equal to a]. We know that a] is an odd number. Therefore, the 
distortion factor in this case is (n  1)a]. 
k = 8m + 6: This is similar to the previous case, except that we use Lti, which 
is an odd number. The same distortion factor is obtained as in the previous 
case. 
k = 8m + 1: The maximum deviation of L2J occurs when ai  = a], gi = [1] or 
when ai = LI J, gi = W. We know that both 
4  J  and CI] are even numbers. 4
Therefore, when the most significant digit of the node address is even, and 
each of the rest of the digits are one of these two numbers, the maximum 
deviation occurs. The distortion factor in this case is (n  1)a]. 
k = 8m + 3: This is similar to the previous case. 
k = 8m + 5: The maximum deviation of W occurs when ai = a], gi = l_t1 or 
when ai =  , gi = W. We know that both [1] and a]  are odd numbers, 
and so not useful in generating the maximum deviation. Therefore,  we use 
either ai = L4J  1 or ai = [1]  1, which produces a deviation of a]  1. 52 
Thus, a processor whose node address has an odd most significant digit and 
other digits equal to a, = L4J  1 or a, = [1-]  1 produces a distortion of 
(n  1)(  1).  Strictly speaking, we can obtain a distortion factor which 
is 1 larger than this number, as the least significant digit of the node address 
could be odd  either  or [11. 
k = 8m + 7: This is similar to the previous case, except that we use either ai 
L lid + 1 or ai = L 4kj .  The distortion factor is the same as in the previous case. 
These illustrations completes the proof. 
This metric gives the distortion between numbers in radix k and Gray codes 
in the worst case, and is useful to evaluate the data routing algorithms for k-ary 
n-cubes. The maximum difference between a number in the radix k space and the 
corresponding Gray code number, in any one of the k dimensions, is roughly equal 
to k /2. More precisely, using the non-reflective Gray code, this number is equal to 
LZJ for any value of k, whereas using the block-reflective Gray code, this number 
is equal to [LI for all values of k, except if k is a multiple of 4 when it is equal to 
Liij-1. This observation will be useful to determine the effectiveness of a distributed 
routing algorithm which will be discussed in a subsequent section. The total number 
of element transfers to convert from radix k code to Gray code on a k-ary n-cube 
network are dealt in the following section. 
4.2. Element Transfers in k-ary n-cubes 
Before algorithms for routing data from nodes ordered in radix k order to the 
corresponding nodes in Gray code space are presented, the volume of communication 53 
in k-ary n-cube structures and lower bounds for effecting this communication are 
derived. 
4.2.1. Total Number of Element Transfers for Gray code Conver­
sion 
In the last section, it is shown that both methods to generate Lee distance 
Gray codes produce approximately the same extent of worst case distortion, either 
in one of the k dimensions, or in all k dimensions together. However, the following 
theorems illustrate the difference the two methods in the total distortion  over all 
numbers. This total distortion corresponds to the number of element transfers, or 
hops, on a k-ary n-cube network, when each node (with a particular node address) 
communicates with another whose node address is the Gray code equivalent. This 
gives the volume of traffic during the radix k to Gray code conversion. 
Theorem 4.3 When M units of data  is  transmitted from each node A = 
(ari_1a_2  ao) in a k-ary n-cube network to another node G  = (gri_ign-2  go) 
where G is the non-reflective Gray code equivalent of A, the total number of element 
transfers, TGN, is 
rkiik 
TGN = M(n  1)kn 112i L2J 
Proof:  In the radix-k representation of n digit numbers, there are kn numbers. 
Each digit a a, = 0, 1,  ,  k  1, occurs k' times in each of the n-digits. Thus the 
total number of element transfers can be obtained by multiplying E  gil = 
v-,k1  x---Nak-1_0 min(ai+i, k Z--fat-0 I ai+  = 2_,  t+i- ai+i) by M (the number of elements in each 
node), kn-1 (accounting for the number of times all numbers from 0 to k are repeated 
in each digit) and (n -1) (accounting for all digits except the most significant digit). 54 
For even k, 
k-i

E  k  a24.1) = 2(1(2 1  1)(.2 1--))  = (2 1-)2  = L-2
kJr-
k
1.

2 2 2 a +1=0 
For odd k, 
E  k  az+i) = 2(-(L- + 1)) = L-2 j [-1. 
2 2 2  2 a,+i=o 
Note that TGN is approximately equal to M(n  1)k"/4. When k = 2, TGN = 
M(n  1)2', which is a well known expression for binary hypercubes. 
Theorem 4.4 When M units of data  is  transmitted from each node A = 
(an_ian_2  ao) in a k-ary n-cube network to another node G  = (gri_ign-2  go) 
where G is the block-reflective Gray code equivalent of A, the total number of element 
transfers, TGR, is 
Afriikm-1 Ill [D,  if k = 4m 
TGR ==  { Alnkni(Ltir111 +1),  if k = 4m + 2 
m-(n-21kn-1 
2irk-1.1))1-2ki rk2i, if k = 2m + 1 
Proof:  Let the node address in radix k be A = (an_ian_2  ai  ao) and the 
corresponding reflective Gray code is equivalent to G = (gn-ign-2  gi ... go) Let 
us first calculate the total number of element transfers between ai and g, for various 
k and all possible values of a where k -1 > a, > 0. 
k = 2m + 1: 
k-1 
E DL(ai,gi) =- 2 x (1 + 2 ++ [kJ) = [  Jr 1. 
2  2 2 at=0 
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k = 4m: 
k-1  k k Di(az,g,) = k x 1+ (k  x 2+ (k  x 2+-+8 x 2+4 x 2= L2i F21. 
at=0 
k = 4m + 2: 
E DL(ai,g,) = k x1+(k -4)x2+(k-8)x2++6x2+2x2= L21 
k  +1. 
a,=0 
Now, let us calculate the number of times Eak,710  (ai, gi) is repeated over 
the entire range of the n digit radix k number, for different values of k. First,  we 
note that at least half the ai's do not require any element transfers in the case of the 
block-reflective Gray code; in fact when k is odd, more than half ai's do not need 
any transfers. 
Even k: In each of the n  1 digits (i.e., n  2 > i > 0), there is an equal likelihood 
ai = gi Therefore, totally in each of these n  1 digits Eak 10 DL(ai, gi) is , 
repeated kn-1 times with a probability of 0.5. When each node has M data 
i I  ris.i elements, the total number of element transfers is A4-n.  kn1  when 
I L23 I  2 
k = 4m, and MT1 kn-1 (Li] qi+ 1) when k = 4m + 2. 
Odd k: The number of times Eak:Llo DL(ct gi) is repeated varies in each digit posi­
tion as follows: 7'3=o 21  k3 
-I kn-2-3 ; we can expand this series to get the closed L- L 2 
form solution as (n-21kn-1 
2 (k Therefore, when each node has M data k'-i) ) 
kn-1 )1kirki elements, the total number of element transfers is M(n.kn-1
2  2(k-1)/1-2-1 I  2 
Note that TGR is approximately equal to M(n  1)0+1/8, which is half of TGN for 
the same values of k and n. When k is odd, fewer element transfers are required. 
Again, note that, when k = 2, TGR reduces to M(n  1)2n-1 as TGN does. 56 
k / n 2 3 4  5  6 
2  2:  2  8:  8  24 :  24  64 :  64  160  :  160 
3  6:  2  36:  14  162 :  68  512 :  284  2430  :  1094 
4  16 :  8  128 :  64  768 :  384  4096 :  2048  20480  :  10240 
5  30 :  12 300 :  132 2250 :  1032  15000 :  7032  93750  :  44532 
6  54 :  30 648 :  360  5832 :  3240  46656 :  25920  349920  :  194400 
TABLE 4.1. Total element transfers (TGN : TGR) 
Table 4.1 gives TGN and TGR (as TGN :  TGR ) for various values of k and 
n. Although the non-reflective method involves nearly twice the number of element 
transfers, it will be shown later that both methods perform equally well under the 
proposed routing algorithm. 
4.2.2. Some Lower Bounds 
The total number of element transfers and the worst case distortion were 
calculated above for radix k to (both types of) Lee distance Gray code conversion. 
In this section, it is considered how effectively these element transfers can be carried 
out using the communication models and channels (that is, links between nodes) 
provided in a k-ary n-cube network. One of two communication models, namely 
one-port communication and all-port communication, is commonly employed in  a 
multicomputer system [63]. In both models, a processor can send and receive data 
simultaneously on the same port. In one-port communication, a processor can send 
data on only one port at a time. In contrast to one-port communication model, 57 
an all-port communication model permits simultaneous communication on all the 
channels connected to a processor. 
Lower bounds for the both models are presented in this section. First, con­
sider an ideal case, that is, we can use all the links in the network without any being 
idle at each step. Of course, this assumption is not realistic as it would be difficult 
to come up with an algorithm which can use all links to effect the data transfer 
between specified nodes. Nevertheless, this bound is shown as an ultimate lower 
bound, which it is easily obtained by dividing TGN by the total degrees of links, i.e., 
2nkn if k > 2, nkn if k = 2. 
Theorem 4.5 For the all-port communication model, a lower bound for the number 
of element transfers in sequence for radix k to non-reflective Gray code conversion 
in a k-ary n-cube network is 
TGN  n-1 k  k
max(M  (n  1)[-2 ]). 
-1 max(2nkm (n  1)L2)  2nk1  2 
For even k > 2, this reduces to max((1  )//  (n  1)11) When n = 2, this n 4 /  2 
gives a lower bound equal to /1- for k > 2, and 114-4- for k = 2. This lower bound /11 
for a binary hypercube is the same as the lower bound shown in  [62]. The second 
term in the expression for the lower bound is, of course, the distortion factor  as 
derived in Section 4.1.3. 
Under the one-port communication model, a lower bound  can be obtained 
when all processors use exactly one port at each step. 
Theorem 4.6 For the one-port communication model, a lower bound for the num­
ber of element transfers in sequence for radix k to non-reflective Gray code  conver­
sion in a k-ary n-cube network is 
TGN  k n1 k max(  , (n  1) [2 j)  max(M  [2_11-21,(n  1)[-2_1). 58 
A similar bound can be derived for the block-reflective Gray code too. This 
will be roughly half of the number for the non-reflective method; that is, when n = 2, 
lower bounds are equal to /II Ili for all-port communication, and 11111_] for one-port 
communication. 
While developing routing algorithms, we could either stipulate that only 
minimum length paths be used, or allow usage of non-minimum length paths too. 
The minimum length path constraint restricts the use of free links in the network 
and thus does not lead to effective utilization of the existing channel capacity; but on 
the positive side, routing algorithms based on this restriction are usually simple. On 
the other hand, algorithms which facilitate routing on non-minimum length paths 
(in addition to the minimum length paths) are usually quite involved, but may lead 
to more efficient performance  that is, conversion can be completed in fewer steps 
than using algorithms with the path length constraint. The bounds given above are 
also valid for non-minimal length path communication. For minimum length path 
data transfer, at present, it is not clear whether the above bound is a true lower 
bound or there exists a better lower bound. 
4.3. Routing Algorithms for Code Conversion 
Data routing algorithms are presented for transferring information from 
nodes on a k-ary n-cube network to the corresponding nodes whose node addresses 
are Gray code equivalents  for both types of Lee distance Gray codes. The algo­
rithms which use only minimum length paths for each type of Gray code is first 
shown. This is followed by an algorithm which uses non-minimum length paths too. 
A routing algorithm to effect binary to Gray code conversion on a binary 
cube is proposed in  [62]. This algorithm is based on exchanging data between two 59 
nodes in each dimension. In Section 4.1.3, it is observed that in each dimension of 
a k-ary n-cube, the distortion could be up to W. In other words, while performing 
radix k to Lee distance Gray code conversion in a k-ary n-cube, we may have to 
move data from one node to another which are separated by up to Lti on the same 
dimension.  Therefore, it is not possible to develop routing algorithms based on 
simple exchanges as in the case of binary hypercubes. While it is not impossible to 
come up with routing algorithms without using routing tags, such algorithms would 
either necessitate a centralized controller (as opposed to distributed routing) or lead 
to excessively complicated design of the processor. 
With the overhead of a header with each data element, the most straight­
forward approach is to precompute the number of steps (and direction) of data 
movement required in each dimension (totally n  1 dimensions) and use this n 
digit radix k information as the routing tag. It is easy to appreciate that such a rout­
ing tag would guarantee correct routing. This routing tag enables fast distributed 
routing, and it will be shown in this section. 
4.3.1. Algorithm 1: Radix k to Gray code Data Routing (single
I/O port) 
Each of code conversion algorithms has two parts: the first part involves the 
preparation of the routing tag, and the second part consists of steps involved in the 
actual routing. The routing tag (or header) depends on the type of Lee distance 
Gray code employed. Once the routing tag is prepended to the data, the actual 
routing procedure is identical regardless of the type of Gray code used. 
Let the source node be A = (an_laii_2  ao) and the corresponding destina­
tion node be G = (gri-ign-2  go), where G is the Gray code (a type of Lee distance 
Gray code) equivalent of A .  The routing tag to be calculated is r = (rn_irn_2  ro). 
1 60 
Non-reflective Gray code: ri = ai  gi = ai+i, for n  2 > i > 0. 
Block-reflective Gray code: For n  2 > i > 0, 
0  if di is even 
ri = ai  gi = 
(2ai + 1) mod k otherwise 
ai  if k is even 
where ai = 
ai otherwise 
Each processor considers the routing tag from left to right. 
Case (1): ri = 0. No routing is required in the ith dimension; move to the (i 
dimension. 
Case (ii): r, < Li]. Decrement the tag digit: ri  ri  1. Then, transmit the data 
element on the negative direction edge(-) along the ith dimension, i.e., from the 
intermediate node (bm_i bn_2  bo) to node (bn_1bn_2  bi+i(bi  1)6,1_1  bo). 
Case (iii): ri > Cif Increment the tag digit: ri  (r, + 1) mod k. Then, transmit 
the data element on the positive direction edge(+) along the ith dimension, 
i.e., from the intermediate node (bn_1bri_2  bo) to node (bri_1br,_2  bi+i(bi 
1)b,_1  4)). 
If all digits of the tag are zero, the data is in the destination node;  no routing 
required. 
Based on the Lee distance Gray code generation methods explained in Sec­
tion 4.1.3, it is clear that this algorithm calculates the number of hops required 
along each dimension and uses this information as the routing tag. Therefore, it is 
rather trivial to show that the algorithm is correct. 61 
In algorithm 1, the number of element transfers in sequence is (n-1) [t] when 
each node has one unit of data. With M data elements in each node, this becomes 
M(n 1)W, which is the only double the ultimate lower bound in Theorem 4.6. 
We note that the data rearrangement time is exactly the same for both types of Lee 
distance Gray codes, although the number of element transfers for the non-reflective 
Gray code is nearly twice as much as that for the block- reflective Gray code. This 
is because the communication time, which is proportional to the number of element 
transfers in sequence, depends on the distortion factor and not the volume. 
If unidirectional channel, meaning a processor can only send or receive data 
at each step, is assumed, then cases ii.  and iii.  should be combined as data can 
be routed only in one direction along each dimension. Then, up to (k  1) element 
transfers in sequence may be required along each dimension thus nearly doubling 
the total number to M(n  1)(k  1). 
For block-reflective Gray code, when data transfer is proceeding along one 
dimension, all the links in the other dimensions remain idle. In order to effectively 
utilize the communication bandwidth provided by the k-ary n-cube network,  we 
propose an improved routing algorithm (see Algorithm 5). 
4.3.2. Algorithm 2: Radix k to Gray Code Data Routing (multiple
I/O port) 
Note that the routing tag consists of (n  1) digits each of which corresponds 
to the number of element transfers along a particular dimension. The ordering of 
dimensions is unimportant, and it does not necessarily have to proceed from the most 
significant to the least significant digit (left to right)  as specified in the algorithm, 
but the header digits can be used in any order. The following lemma summarizes 
this result. 62 
Lemma 4.1 The radix k to Lee distance Gray code (either type) conversion  can be 
performed as a sequence of element transfers in dimensions {0, 1, 2,  , n  2} taken 
in arbitrary order. 
During radix k to Gray code conversion, each node of a CI: transfers M 
data elements to another node; as discussed earlier, transfer of each data element 
involves up to L2j element transfers in sequence along each of the n  1 dimensions. 
Recognizing that different dimension ordering of element transfers gives different 
paths, consider the set of dimension ordering given below: 
D00 = (0,1,2,3,  , n  4,n  3,n  2)
 
DOi = (1,2,3,4,  ,n  3,n  2,0)
 
DOS =  2,,n 3,n 2,0,1,,i  2,i 1) 
DOn_2 = (n  2, 0, 1, 2,  , n  4, n  3) 
This set of dimension ordering has the property that  no same dimension 
is used at step i. Thus, if the M data elements on each processor are divided into 
(n-1) subsets, and arranged by the suggested dimension ordering, the total  amount 
of communication steps can be reduced. 
Theorem 4.7 Algorithm 2 for the radix k to Lee distance Gray code (either type) 
conversion can be carried out in a with element transfers in  sequence using only 
minimum length paths and employing all-port communication. 
Proof:  Consider three different sets of values of M, the number of data elements 
in each node. Case (i) is used for most elements for large values of M and is the 63 
only relevant case when M is a multiple of n  1. Case (ii) is used to assure optimal 
transmission for the remainder of elements when M is large but not a multiple of 
n  1. 
Case (i): M mod (n  1) = 0. Create n  1 transfer sequences that are different 
rotations of the dimensions n  2, n  3,  , O. Partition the data set in each 
processor into (r/  1) sets of the same size and assign one sequence to each 
data set. Along each dimension there could be anywhere from  zero up to [LI 
element transfers in sequence, thus adding up to a maximum of M 
Case (ii): n  1 < M < 2n  2.  Create K transfer sequences that are distinct 
rotations of the dimensions n  2, n  3,  , 0, 01, 02,  , 0z, where 0,s are 
dummy dimensions. No transfer is performed in a dummy dimension. Again 
the maximum number of element transfers in sequence is M  . 
Case (iii): M < n  1.  It is easy to see that element transfers in sequence are 
necessary and sufficient. 
For arbitrary M > n  1, define the routing by partitioning the data set such that 
cases (i) and (ii) apply. 
In implementing the algorithm, a table can be set up in each processor such 
that for each memory partition the corresponding routing tags are stored. 
From Theorem 4.7, the above routing algorithm, which uses only minimum 
length paths, is approximately 4 times slower than the ideal lower bound. There is 
also no difference between the speed of conversion from radix k to either type of Lee 
distance Gray code, as the distortion factors are the same for both. Of course, many 
links remain idle during conversion to reflective Gray code,  as the total number of 
111 64 
element transfers in that case is roughly half of that for the non-reflective Gray code 
conversion. 
If unidirectional channel is used, cases ii) and iii) should be merged as it is 
effective to move data only in one direction along each dimension. This would nearly 
double the number of element transfers in sequence to max(M(k 1), (n 1)(k-1)). 
4.3.3. Algorithm 3: Data Routing without Tags 
As noted earlier, it is possible to develop algorithms that do not use routing 
tags for the data rearrangement under consideration, although it may not lead to 
efficient processor design. An algorithm for converting from radix k to reflective 
Gray code in a 3-ary 3-cube will be presented as  an example. This algorithm is 
similar to that proposed by Johnsson and Ho [62] for binary hypercubes.  This 
algorithm works for conversion only to reflective Gray code for all odd k. 
The algorithm does not employ routing tags. For illustration  purposes, as­
sume that the data stored in each processor is the Gray code equivalent of the 
processor address in (which is in radix 3 form). Let us consider a node with ad­
dress (an_1an_2  ai+iajai_i  ao), where i is the dimension; we should consider 
n  2 > i > 0.  If E;2=21+1 a3 is even, no element transfer is required involving this 
node in the ith dimension; on the other hand, if En-1
3.2+1 a 3 is odd, the data element in 
this node is exchanged with that in the node (an_1an_2  ai+i(k  1 ai)a,_i  ao). 
The two nodes which exchange data are not adjacent, and  up to LZi element trans­
fers could be required to carry out the exchange. As  any given processor always 
exchanges with another specified processor along  any selected dimension, all ex­
changes along each dimension can be preprogrammed; although this is clearly pos­65 
data paddr  1  0  1  0  data paddr  1  0  1  0 
0  000  0  0  0  0  14  121  14 14 14  14 
1  001  1  1  1  1  11  120  17 15 9 15 
2  002  2  2  2  2  10  121  16 16 10 16 
5  010  5  3  3  3  9  122  15 17 11 17 
4  011  4  4  4  4  18  200  18 18 18 18 
3  012  3  5  5  5  19  201  19 19 19 19 
6  020  6  6  6  6  20  202  20 20 20 20 
7  021  7  7  7  7  23  210  23 21 21 21 
8  022  8  8  8  8  22  211  22 22 22  22 
17  100  11  9  15  9  21  212  21 23 23  23 
16  101  10  10  16  10  24  220  24 24  24 24 
15  102  9  11  17 11  25  221  25 25 25  25 
12  110  12  12 12  12  26  222  26 26  26 26 
13  111  13  13 13  13 
TABLE 4.2. Conversion of a radix-k to a block-reflective Gray code 
sible in theory, it makes the processor design quite complex in practice, making this 
algorithm an unwise engineering choice. 
As in the previous algorithm, here the data set in each processor is partitioned 
into n  1 sets of the same size and to each set one of the  sequences obtained by 
rotations of the dimensions n  2, n  3,  , 0 is assigned. This facilitates concurrent 66 
use of links in n  1 dimensions.  Table 4.2 shows that the order in which the 
dimensions are considered is immaterial. 
When k is even, the different sequences do not produce proper conversion to 
reflective Gray code if the same procedure is used for exchange. However, we can 
identify different (but fixed for a given sequence) procedures which produce proper 
conversion. Again, this makes the processor design very complex, also processors are 
no longer identical and modular. Similarly, for any k, conversion to non-reflective 
Gray code require different procedures to be employed for the different sequences, 
thus making the processors very complex and non-modular. Therefore, this algo­
rithm may not be a good practical choice. 
4.3.4. Algorithm 4: Gray to Radix k Conversion 
This algorithm is similar to the all-port communication algorithm for radix 
k to Gray code conversion using routing tags, i.e., Algorithm 2. Partitioning of the 
data set in each processor into n  1 equal sets and assigning a sequence to each 
set is carried out as in the previous algorithms. As in Algorithm 1, there  are two 
steps, the first step being the formation of the tag and prepending it to each data 
element, and the second step involving the element transfers. In fact, the second 
step is identical to that in Algorithm 1, and will not be repeated here. 
Let G = (gri-ign-2  go)  be the source node and let the 
corresponding destination node be A  = (an_ian_2  at+iaja,_i  ao), where A 
is the radix k equivalent of G.  Let the routing tag to be calculated be r = 
(rn_i rn_2  ri+i rirt_i  ro). 
Non-reflective Gray code: ri = gi  ri  En j
--1
+1  g- 3  mod k, for n  2 > i > 0. 
Block-reflective Gray code: For n  2 > i > 0, 67 
0  if  is even 
ri  gi ai 
(2gi + 1) mod k otherwise 
gi  if k is even 
where gi = 
otherwise 
Note that the routing tag for Gray code to radix k conversion is the negative 
(radix k) of that for conversion in the opposite direction. Alternatively,  we could 
use the same tag as for the other conversion, but define the direction of transfer to 
be opposite. The number of element transfers in  sequence needed for Gray code to 
radix k conversion is identical to that for radix k to Gray code conversion. 
4.3.5. Algorithm 5: Routing using Non-minimum Length Paths 
In the case of reflective Gray code, the total number of element transfers 
during radix k to Gray code conversion is roughly half of that for the non- reflective 
code. This means that many links are unused. More than half of the links in the 
k-ary n-cube are unused during conversion to reflective Gray code. 
Lemma 4.2 During radix k to reflective Gray code conversion, if element transfer 
is required along dimension i for the node (an_ian_2  ai+iajai_i  ao), then no ele­
ment transfer would be required along dimension i for the nodes (an_ian-2  (ai+1 
1)ajai_i  ao) and (an_iari_2  (ai+1  1)aiai-1  ao). 
Proof: 
even k: As element transfer is required along dimension i, we know that a2+1 is odd, 
and hence both ai+i  1 and ai+i + 1 are even, thus satisfying the statement 
of the lemma. 68 
odd k: As element transfer is required along dimension i, we know that EI]t-J_, (14 
is odd. This means that E; +1 a would be even for the nodes where the y=+ 
1) Nth
(i  digit is a,+1  1 or ai+1 + 1, thus satisfying the lemma. 
The algorithms given in the previous section can be modified to exploit the 
communication bandwidth available in the k-ary n-cube network. The main idea 
behind such modifications is to divide the data set in each processor into two parts: 
one part to be transmitted along the minimum length path and another along an 
alternate path utilizing the unused links. This algorithm works as follows. 
1. Divide the local data set into two equal sets: Si and 52  1511 = 1,921 = -M 2 / 
by assuming one-port communication. The one data set, Si, is routed using 
minimum length paths, whereas the other data set, S2, is forced to follow 
longer but unused paths. 
2. The next step is to calculate routing tags for each data element. The routing 
tag here consists of n  2 radix k digits as before plus one additional bit to 
indicate whether the data element belongs to Si or S2. For the data elements 
in Si, calculation of the 72  2 digits of the tag is identical to that in Algorithm 
1 or 2.  However, for the data elements in S2, each of the digits of the tag, 
except the least significant one, should be one less than (mod k) the actual 
calculated number: l(rn_2  1)(r7,_3  1)  (r1  1)ro. 
3. Once the routing tags are computed, the data sets will be routed along the 
proper order of dimensions, n  2, n  3,  , 0 as in Algorithm 1. 
Data transfer along a given dimension in step i consists of 3 substeps; 69 
(a) route all data elements in S2 to (an-ian-2	  (ai+i  1)aiai-i  ao). This re­
quires -III steps.
2 
(b) exchange data along the dimension. It takes approximately Al qi steps. 
(c) route all data elements in 82 to (an_ian_2	  ao). It takes 11--/ steps. 
Thus the total time to exchange data on each dimension is requires M  -1Y 
Therefore the total of (n  1)M(1  1)M element transfers in 
sequence is required to complete the conversion under the assumption of one-port 
communication. Furthermore this algorithm is twice the ideal lower bound for large 
M and k. 
This algorithm can also be applied to the all-port communication. If Si both 
and S2 are divided into (n  1) subsets, and are routed as described in Algorithm 
2, then the total number of steps is approximately 
This algorithm is clearly better than the speed of the algorithms using only 
minimum length paths. This algorithm gives better results when M is large, also 
when k is larger than n (which is usually the case). 
4.4. Concluding Remarks 
We have investigated the problem of transmitting data elements  on k-ary 
n-cube networks from nodes with addresses in radix k to those whose addresses 
are the Lee distance Gray code equivalents; we refer to this problem either as data 
rearrangement or as code conversion. The two types of Lee distance Gray codes 
presented in an earlier thesis are compared from a standpoint of data rearrangement. 
We introduced a new measure termed Distortion Factor which basically determines 
the number of element transfers in sequence for data rearrangement. However, the 70 
total number of element transfers for data rearrangement corresponds to the volume 
of traffic and indicates the spare communication channel capacity available in the 
network. 
The lower bounds which were derived for the number of element transfers in 
sequence give us some insight into the complexity of the code conversion problem. 
These bounds are identical to the corresponding numbers for binary hypercubes 
but for a multiplying factor of [lij .  The routing algorithms presented in this thesis 
(both for one-port communication and for all-port communication) also feature the 
same multiplying factor when compared to the corresponding algorithms for binary 
n-cubes. 
We have presented an near optimal algorithm of data rearrangement under 
the constraint that non-minimum length paths are employed for one-port communi­
cation. The algorithm presented here, assuming no minimum path length constraint, 
produces a significant saving in the number of element transfers in sequence. Ta­
ble 4.3 shows the summary of an approximate total number of element transfers in 
sequence required depending on the communication channels and algorithms when 
M and k are large. 
The torus structure is chosen by the designers of many recently developed 
multicomputers; for example, the Cray T3D, the iWarp, and the Tera parallel com­
puter employ the torus topology. A torus is similar to a k-ary n-cube except that 
different radices (ks) could be used for different dimensions; therefore,  a torus, 
Tic_ u k ,1-1,n-2 ,kn-1  is a generalized Ckt [10, 23, 21]. The bounds and algorithms given 
in this thesis may be extended to the torus topology. 71 
all-port  one-port 
non-reflective reflective non-reflective reflective 
Lower bound  -kM  y1-6- kM  ,i(n  1)kM  (n  1)kM 
Algorithm 1  N/A  N/A  (ri,  1)kM  -(n  1)kM 
Algorithm 2  -kM  -kM  N/A  N/A 
Algorithm 5  N/A  1kM  N/A  14(n  1)kM 
TABLE 4.3. Comparison of proposed algorithms 72 
5. EDGE DISJOINT HAMILTONIAN CYCLES AND GRAY CODES 
When edge disjoint Hamiltonian cycles are used in a communication algo­
rithm, their effectiveness is improved if more than one cycle exists. Although the 
existence of disjoint Hamiltonian cycles in the cross product of various graphs has 
been discussed in the literature [9, 29, 5, 17, 36, 37, 89, 50, 61], a straightforward way 
of generating such disjoint cycles is not clear. This chapter contains the functions 
that generate these disjoint cycles for the k-ary n-cubes, the hypercubes, and the 2D 
tori. This chapter also provides some ideas of decomposing the higher dimensional 
tori into edge disjoint Hamiltonian cycles. 
In a Lee distance Gray code C, the set of km vectors over Z17: are arranged in 
a sequence such that two adjacent vectors are at a Lee distance one. It is assumed 
that the first and the last vectors in this sequence are also at a distance 1. 
Two Gray codes, C1 and C2, over Zk are said to be independent if two words, 
a and b, are adjacent in C1 (or C2), then they are not adjacent in C2 (or C1).  If 
k > 3, we can have at most n sets of independent Gray codes; for k = 2, this number 
is a] . 
Theorem 5.1 The independent set of Gray codes  over Zir,'  is equivalent to the set 
of edge disjoint Hamiltonian cycles in the graph of k-ary n-cube, 
Proof: A Gray code over Zt consists of kn vectors, and the Lee distance between 
two contiguous vectors is exactly one. By letting the kn vectors  over ZIT: be the 
nodes in a graph G, and joining an edge between two nodes if their Lee distance 
is exactly one, G becomes a k-ary n-cube graph because of the definition of k-ary 
n-cube graph described in Chaper 1. Suppose we have two independent Gray codes 73 
C1 and C2, and the corresponding cycles H1 and H2 in Circl.  Since C1 and C2 are 
independent, no edge is in both H1 and 112. Therefore H1 and I-12 are edge-disjoint 
Hamiltonian cycles. 
In the following, hi (X) = hi((x,1, x_2,  , xo); Z1,) =  , go) 
represents the mapping of the radix number form to the corresponding Gray code 
form, for i = 0,1,2,  ,n  1 (assuming k > 3), and these mappings give the 
independent Gray codes. Similarly, Ho(q),  , Hri_i(CT) denote the cor­
responding Hamiltonian cycles derived by the functions hi(X), i = 0, 1,  , n  1. 
For n = 1, only one Gray code exists, and so in the rest of the chapter it 
is assumed that n > 2 and k > 3. Further, for X = (x,i_i, xr,_2,  , xo) E 41, let 
(X, Z7k1'') represent the n1 digit long radix-k1 representation of the radix-k number 
X. For example, if X = (2,4,4,3) E Z2 then (X, 45)  (14, 23).  If there is no 
confusion, we also assume X = (X, 40, i.e., X can be treated an integer in the 
range 0, 1,  , km  1. 
The following sections show the functions that generate the edge disjoint 
Hamiltonian cycles for various k-ary n-cubes. 
5.1. k-ary 2-cube (i.e., n = 2) 
Theorem 5.2 There are two independent Gray codes in CL1 and these are generated 
by the functions ho and h1, where 
ho(X; 42) = ho((xi,xo);  = (xi, (xo  x1) mod k) 
hi(X; Z11,-2) = hi((xi, xo);  ((xo  x1) mod k, xi) 
Proof: Proof is given in  [22, 23].
 
The inverse functions of ho and h1 are as follows;
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(a) 4  (b) 4 
FIGURE 5.1. Independent Gray codes for n = 2 
h(7,1 ((91, go); Z?,) =  (go + gi) mod k) 
hTi ((gi, go);  ((90+91) mod k,.91) 
Example 5.1 The two Gray code sequences are shown in Figure 5.1 for (k = 3 and 
n = 2) and (k = 4 and n = 2). The solid line represents the first Gray code and the 
dotted line the second. 
5.2. n = 2", and k > 3 
The disjoint Hamiltonian cycles can be recursively constructed as described 
in the following theorem. 
Theorem 5.3 The n independent sets of Gray codes are defined by the functions 
hi,i = 0,1,2,,n  1 as described below.  Let it =  and hil(X;  = 
hi,((Xi,Xo);ZI2,,,o) = (171,170), i.e., 
_I 
(Y1,170) = hip ((Xi, Xo); Z12012) 
(X1, (X0  X1) mod kn /2)  for it = 0, 
((X0  X1) mod knI2, Xi) for it = 1 75 
Then, the  ith function hi is recursively defined as 
hi(X;  =  (Yn-t, Yn-2,  , Yn/2, Yn/2-1,  , Yo) 
where, 
(Yn-1 Yn-2,  ,Yn /2) = h (i mod n/2)(171-; Zkn/2), 
(Yn/2-11 Yn/2-2,  YO)  h(i mod  n /2) (YO; 412) 
Proof: By induction on n.
 
Base: when n = 2, this theorem is reduced to Theorem 5.2.
 
Induction Hypothesis: Assume that there are n independent sets of Gray codes
 
in Ckl, Ho, HI,  for n = 2r, i.e., Cki = H(;+ Hi +
 
Induction Step: Now consider the case for n' = 2n = 2r+1. A CI: can be decom­
posed as
 
C7kli  = Ck x CT 
= (IL;  H; +  +  x (Hg  11;' +  + Ig_1) 
= (H! x H,D +  x 
Here G1  -I- G2 indicates the union of two edge disjoint graphs, G, and G2. Now H2 x 
is a two dimensional torus of size kn x  kn and this is edge-disjoint from  x Hij/ 
for i  j. From each H: x H2', two disjoint Hamiltonian cycles can be constructed 
using Theorem 5.2. Thus 2n disjoint Hamiltonian cycles can be constructed from 
C/7, and the  Gray code is the it," cycle of the component  (1/:o  x Hz), where ith
 
io = i mod [n/2] and  it = Pin]. 
Example 5.2 In 4, there are 8 independent sets o f Gray codes, which are gener­
ated by the functions hi, i = 0,  1 , 2 ,  - , 7 .  Let X = (2,1,1,3,2,3,0, 1) be a given 76 
vector over Z. We now describe how this vector is mapped under h3. Since i = 3, 
ii = [T] = 0, and 1/0((2, 1, 1,3,2,3,0,1); 44) = ho((151,177); 456) = (151,26) = 
(1'1, Yo) 
h3(X; Tk) = (h(3 mod 4)(151; Z:41),  h(3  mod 4)(26; 4)) 
= (h3((2,1,1,3); 4), h3((0,1,2,2); 4)). 
To find h3((2,1,1,3); Z,44), note that ((2,1,1,3);  = ((9,7), Z16). In this recursion, 
I_2V = 1 and so h1((9,7); Z126) -= (14,9). Thus 
h3((2,1,1,3);	  = (h(3 mod 2)(14;  h(3  mod 2)(9; *) 
= (hi((3,2); 4), hi ((2,1); 4)) = (3,3,2,2). 
Similarly  it  can  be  shown  that  h3((0, 1,2,2); Z;t)  =  (3,2,1,0)  and  thus 
h3((2,1,1,3,2,3,0,1);  (3,3,3,2,3,2,1,0).  Further, it can be verified that 
ho(X) = (2,3,3,3,0,1,2,3), hi(X) = (3,2,3,3,1,0,3,2), etc. 
5.3. n = 3 and k is odd 
Finding the 3 independent Gray codes over 4 can be achieved by seeing the 
problem as an edge disjoint Hamiltonian cycle problem in a cross product of three 
cycles, C. 
Ck= Ck X Ck X Ck 
(Ck X Ck) X Ck 
A + HB) X C k 
= 
In the above, HA and HB are the two independent Gray codes in  i.e., HA = 
Ho(Q) and HB = Hi(CD, and Ho and HI are two edge disjoint cycles derived from 77 
(HA x Ck). Thus, the independent Gray codes in a mixed radix number, Zkl x ko are 
presented first. 
Theorem 5.4 In a mixed radix number system Zkl x ko ,  if GC D(lci,lco 1) = 1, and 
kl = mko, for m > 1, then the following two functions generate the independent 
Gray codes. 
fo(X;k1,ko) = (xi mod ki,(xo  (ko  1)xi) mod ko) 
fi(X; ki, ko) = ((xo  (ko  1)xi) mod k1, xi mod ko) 
where X = (xi, x0), x1 E Zki  and xo E Zko 
Proof: The proof has two parts. 
(1) If X'  X", then it is required to prove that fo(X'; k1, ko)  fo(X"; k1, ko), and 
fl (X'; ki, ko)  fi (X"; kl, ko). Let X' = (x'  x'0), X" =  xg),  x'11  E Zki 
and xio, xo" E Z ko 
(a) Suppose fo(X'; k1, ko) = fo(X"; k1, ko).  Since x'1 = x'1' mod k1 and 
4 E Z k xi = x1.  For the second component, x'0  (ko  1)4 = 
xg  (ko  1)4 mod ko, and hence x'0  = xo
11.  Thus fo(X'; k1, ko) 
fo(X"; k1, ko) if X'  X". 
(b) Suppose fi(X'; kl, ko) = fi (X"; kl, ko).	  = x'," mod ko, i.e., ko I  4), 
and x'0  (ko  1)4 = (x'0'  (ko  1)x1) mod k1, i.e., x'0  x'0'  (ko 
1)(x'l  = 0 mod ki. Since Ix'o  < ko and kol(x'i  4), x/0  xo" = 
0 mod ko. Further, xi  = 0 mod k1 because GCD(ko  1, k1) = 1. 
Thus fi(X'; k1, ko)  fi (X"; k1, ko) if X'  X". 
This implies that fo and fi are one-to-one mappings over 4. 78 
(2)  fo and fi generate Hamiltonian cycles, and no edges are in both Ho and H1, 
where Ho and H1 are generated by fo and fi respectively. Consider the fol­
lowing cases. 
(a) Case X =	  xo), and X + 1 =  xo + 1) in Ho: Since fo(X) = 
(x1, xo  (ko  and fi(X + 1) = (x1, xo +1 + (ko  nxi), we have 
60 = (fo(X), fo(X +1))  ((xi, xo  (ko  1)xi), (xi, xo +1+ (ko 1)xi)) 
and DL(fo(X), fo(X + 1)) = 1. 
(b) Case X' = (xi, ko	  1), and X' + 1 = (4 + 1, 0) in Ho: Similar to case 
(a), we have el =  (ko  1)(x'i + 1)), (xi + 1, (ko  1)(x'i + 1))) and 
DL,(fo(X% fo(X' + 1)) = 1. 
(c) Case X" =  x'(;), and X" + 1 =  x'cf + 1) in H1: Similarly, we have 
e2 = (fi(X"), fi(X11+1)) = ((xO+(ko-04,4),(4+1+(ko-1)4,4)) 
and DL(fi(X"), fi(X" + 1)) = 1. 
(d) Case X"' = (x' ", ko	  1), and X"' +1 = (x'" -k 1, 0) in H1: we have e3 = 
Cf1(X/"),  (XIII+1))  (((ko 1)(4+1), XIII% ((ko 1)(XT+1), (xn-1))) 
and DL(fi(X'"), fi(X"' + 1)) = 1. 
Since fo is one-to-one and DL(f0(X), fo(X +1)) = DL(f0(X'), fo(X'+ 1)) = 1, 
fo generates a Hamiltonian cycle. Similarly, fi also generates another Hamil­
tonian cycle.  Further, the edges, e0, el, e2, and e3, are mutually different. 
Therefore Ho and H1 are edge disjoint. 
The inverses of fo and fi are as follows 
fOl(Y; kl, ko)  = (Yi mod k1, (yo  (ko  OM mod ko) 
.fl 1(Y; k1, ko) = ((yo  (k0  1)yi) mod k1, yi mod ko) 
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(a) 1/,'3  (b) H;  (c) H; 
FIGURE 5.2. Incomplete 3 independent Gray codes in q 
where, Y = (M., Yo), Yi E Zki ,  and yo E Zko 
Now go back to the problem of the edge disjoint Hamiltonian decomposition 
for k-ary 3-cube. Here H(:, and Ii-; are obtained by Theorem 5.4. This theorem is 
applicable since GCD(k2, k 1) = 1. Figure 5.2 shows these incomplete Gray codes. 
Although kg and 1/1" are edge disjoint Hamiltonian cycles in CT, H21 is not 
a Hamiltonian cycle. Furthermore, ig, Hi, and H21 consume all the edges in a k­
ary 3-cube, Q. Therefore some edges in Hi] or Hi" must be removed and used in 
constructing a Hamiltonian cycle from the last component, H2. The edges that will 
be removed from H6 or Hi.' are called exchange edges. However, selecting the  proper 
exchange edges is not straightforward; note that the Hamiltonian cycles in Hi. and 
1/2 must be maintained even after the exchange process is done. 
Figure 5.3 shows an example of incorrect exchange edges.  Ho"  in 
this  figure contains two subcycles.  In this  case,  the exchange edges are 80 
00  00 
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22  22 
20  02 
(a) lig  (b) 1-/' 
FIGURE 5.3. Incorrect edge exchanges in q 
{(000, 001), (100,101), (102,100), (202,200)1. For the detail steps, we first enumer­
ate the nodes in 1/,; of Figure 5.2 in a Gray code sequence. 
Ho = (000,001,002,... ,122,102,100,101,111,  ,201, 202,200) 
After the edges {(000, 001), (100,101) } are exchanged, we get 
(000,100,102,122,... ,001,101,... ,201,202,200).  (5.1) 
However when {(102, 100), (202, 200)} are chosen to be exchanged, we get two sub-
cycles. 
(000,100,200), and (102,122, ... ,001,101,  , 201, 202)  (5.2) 
This is because the exchange is incorrect at the step (5.2) (see Figure 5.4(b)). In 
other words, as long as the twisting types  are the same as in Figure 5.4(a), the 81 
bl b2  _(
al a2 
(a) Type-a  (b) Incorrect twist 
FIGURE 5.4. Twist sequence 
Hamiltonian cycle will be maintained. The key idea of choosing the exchange edges 
is to find the edges that will maintain the twist type-a as in Figure 5.4(a). 
The formal description of these twisting edges using the type-a is as follows. 
Assume an integer sequence, SEQ = (0, 1,  ,  a1, a2,  , bi, b2,  ), needs to be 
twisted as SEQ' = (0, 1,  , al, b1, b1  1,  , a2, b2, b2+1  -).  (see Figure 5.4). 
Then the twisting function can be defined as 
if x < a' 
(p(x, S) =  a' + b'  1  x,  if a' < x < b' 
if b' < x 
where, S = { ( (al , bi), (a2, b2))1, a' = min(a2, bi), b' = max(ai, b2), and (a2  ai)(b2 
b1) = 1. 
If the sequence needs to be twisted several times recursively, this func­
tion can be generalized as follows.  Let S = {P1, 132,  PI}, where P, = 
((ao,  6'2,2)), ai =  bi,2), and (ai,2  ai,i)(bz,2 
bi,i) = 1, for some integer a'is and b'is. Further, Pi 0 P3  = 1 for all i, j, and i  j, 
where 82 
1,  if  <  and b'a < bi 
1,  if di < di and Wi < 
Pi 0 Pi =	  1,  if  < ai 
1,  if a'j > bi 
0,  otherwise 
Now, let co (x , S) = x(0 = (p(1)(x  , S), where 1,91 = 1, be the function to twist 
indices between dis and Wis. 
x(j-1),  if x < a' 
x(i) = (p(2)(x, S) =  '  b'  1  x,  if a' < x < b' 
x(2_1),  if b' < x 
where, a' =  b' =  biCi2 1)), and (p(°)(x, S) = x. 
Now consider a k-ary 3-cube, C. First identify the three points Pp, Pm, and 
Ps in HA as follows. 
Pp = (k  2,0) 
Pm = (k  1,0) 
P, = (k  1,1) 
Note that P2,, Pm, and P3 are consecutive nodes in HB. Further we can find the 
corresponding values in C. Let 
p= fc71 (Pp; k, k)  ((k  2, k  2), 4) = ((k  2)k + k  2, 4,-2 ) 
m = fcTi (Pm; k , k) = ((k  1, k  1), Z  ((k  1)k + k  1, Z11,2) 
s = fo (-13s; k,  = ((k  1,0),  = ((k  1)k, 42) 
Now consider a mixed radix number system, Zk2Xk. Using Theorem 5.4, we 
can find two independent Gray codes, namely, Ho and H. Here we choose the rows 
p, m, and s in H,;, and twist the the Gray code sequence as in Figure 5.3. 83 
0  0  0  0  0 
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HO'  H2' 
FIGURE 5.5. Exchange edges for odd k 
Let qs,i denote the node whose row number is x and column number is i in 
where x E Zk2 and i E Zk, i.e., q,, = f6-1((x,i);k2,, k). If there are two parallel ex­
change edges, {(qp,i, qp,i+i) ,  grn,i+i )1, between the rows p and m, and columns i 
and i +1, we denote the exchange edges as a pair, PM, = ((qp,i, qp,z+i),  qm,i+i)) 
Similarly, SA  = ((qs,i, qs,i+1), (q.,i, qm,i+i)) denotes the exchange edges between 
rows s and m, and columns i and i + 1. 
Now select the following set. 
S = {SMi, PM2, SM3, PM4,  , SMk_2, PMk_i }.  (5.3) 
Let X = (x2, xi, x0) E a and X' =  x',3) E Zk2 ,,k is the mixed radix represen­
tation of X. The functions that generate the three Hamiltonian cycles in a k-ary 
3-cubes, where k is odd, are as follows. 
ho(X; ZID = (Y2, yl, Yo): Let (VI, Vo) E Zk2 xk = f0(0()C1 S); k2, k). Then 
(Y2, yi) = ho((Y1; 84 
Yo = Yo 
hi(X; ZiP = (y2, yl, yo): Let (y., y,'3) E Zk2k = fi(V; k2, k). Then 
(Y2, yi) = ho((Vi; 
Yo = Yo 
h2 X; ZiP = (y2,  yo): Let X" = (4, .4), and  y(;) E Zk2xk  = f2(X"; k2, k), 
where 4 =  j, xo = X mod (k1  1), and 
(k1  2  xo, xn,  if x'1' mod 2 = 0, and x'1' < ko 
f2(X; k1, ko)  (4, xn,  if xl mod 2 = 1, and xi < ko  (5.4) 
(kJ.  1, ko  1  4),  if xi = ko 
Then 
(y2, Yi) = hi((Yi + 13, 4); 4) 
Yo = yio +1 
Example 5.3 Figure 5.6 shows a way of choosing the proper exchange edges in the 
3-ary 3-cube, as Pp = (1,0), Pte, = (2, 0), and P, = (2, 1). 
5.4. n = 3 and k is even 
The solutions in Section 5.3 work fine for odd k; however these solutions can 
not be directly applied to the case when k is even. This is because there is no edge, 
(qp,i, qp,2) as in Figure 5.7. Thus we need to modify the exchange set S. 
Choose another pair of exchange edges that will not overlap the existing 
exchange set. Let 85 
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FIGURE 5.6. Complete 3 independent Gray codes in C: 
Pja  (k  3,2) E 
Pjb = (k  3,3) E 
Then Pja and P.m are consecutive in HB. Let 
ja  f1(Pia;k,k) 
.11)  ATI (P.m; k k) 
Similar to Section 5.3, let PJ = ((q3a,1,q30), (q3a,2, q3,,2)) 
The set of exchange edges is denoted by 
S = {PJ,SM2,PM3,  ,SMk-2,PMk-i}. 
Since the process of exchange edges are same as the case of odd k, the func­
tions ho and h1 are the same as those in Section 5.3. However h2 will be different 
because the set S is different. 86 
h2(X;  = (y2, yl, yo): Let (Yi, YO) E Zk2 xk = f3(Xf; k2, k), where 
f2(X; kl, ko) + (p, 2),  if X < ja 
h(x; kl, ko) =  (2j,  X + 1, 0)  (p,1),  if ja < X < ja +  (5.5) 
f2(X  k1;ki,ko) + (p, 2),  otherwise 
Then 
(y2, y1) = hi((Yi  ZD; 
Yo = yo +1 
Example 5.4 Figure 5.7 shows a way of choosing the proper exchange edges in the 
4-ary 3-cube, as Pia = (1, 3), P3, = (1, 2), Pp = (2, 0), Pm = (3, 0), and Ps = (3, 1). 
5.5. n= 2m, and m > 2 
The it' Gray code, hi(X; Zirci)  (Y2m-1, Y2m-2,  yo), can be recursively 
defined as follows, where (X, Zin E (X', 4,), i.e., X'  =- (X1, X0), X1, Xo E Zen 
Let  =  ,  and (Yi, Yo) =  hip ((Xi, X0);  ) Then, 
(Y2m-1, Y2m-2,  Yrn)  = h(1 mod T0(71; zicri) 
, Yo) = h(i mod .)(Yo; ZIT) 
5.6. n = 2m + 1, m > 1, and k is odd 
This is the generalization of the case of k-ary 3-cube; in other words, the 
construction is based on the exchange of edges. The success of exchanging edges 
highly depends on the selected rows in Ho 87 
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FIGURE 5.7. 3 independent Gray codes in C: 88 
Three points (kL  l -2, 0), (kLi -1, 0), (kLmn -1, 1) in Tk72+1 are chosen, 
such that 
p = fo 1((kLV-I  2,0); 
m =  1,0); k12L+-2I1,kLi) 
s = fc71((kr2V-I - 1); kr÷1 icrPJ) 
Let PMi = ((qp,i,  (qm,i, qm,i+i)), and SMi = ((q,,i, qs,i+1) ,  qm,i+i)), where 
qx,i = Ki((x, i); km-H-, km). Select the following set. 
S = {SMI, PM2, SM3, PM4,  ,  PlUk-1}. 
Let X =  x0), and X' =  x'0) = cp(X, S), where xi, xi E Zr +1, and xo, x0 
ho(X; Zk) = (y2m, y2m-1,  , yo): 
(Y11 VD)  = f0((70(X S); km+1 km) 
where  (Y2m Y2m 1,  Ym) = ho(Y Zr+1) 
(Ym-i Ym-2,  yo) = ho(y,;; Zr) 
h,,,(X; 47) = (y2,n, y2m-1,  , yo): 
(Y1, YO)  =  (X; km+1, km) 
where  (Y2m, Y2m-1,  , ym) = ho(Yj.; Zr1) 
(Ym-1, Yrn-2,  , yo) = ho(y,'3; Zr) 
h2,., (X; Zki) = (Y2m Y2m-1/  Y0): 
yi;)  = f2(X; km+1, km) 
where  (Y2'rn Y2m-1,  / Ym) =  (y + p; Zr+1-) 
(Yrni,ym-2, ,y0) = ho(m; +1;zr) 89 
Let X" = (x'1',4), where xi = [ 
k x  and xg = X mod (k1  1),
1 , 
(k (k1	 2  , n , xg x  if xi mod 2 = 0, and xi < ko 
f2(x;ki,k0)=  (4,4),  if x'," mod 2 = 1, and xi < ko  (5.6) 
(k, 1,k0 1 4),  if 4 = ko 
MX;  = (y2,  , yo), i > 2: 
(VL,YO)  = fi(X'; km+1 km) 
(Y2m, Y2m-1,  ym)  =  hib(y; Zr+1) 
where,  Ym-2,  , yo) = hib(y,"); Zr) 
=  LmJ 
ib  = i mod 2 
5.7. 12 = 2m	  1, m > 1, and k is even 
This is similar to Section 5.6, but it requires one more entry to the set S 
= fo1((kLi=n  3,2); kn-2±­
.ib = fc1((kL2_i 
Let PJ = ((q3a,i,  (q30, gib,2)) and S =  PJ, SM2, PM3, SM4, PM5, 
SMk_2, PMk_i }. Apply all cases as in Section 5.6 except for h2m(X). 
h2m(X;ZO= (y2m,y2m-1,  ,  yo): 
(y1, Yi;)  = f3(Xl; km+i, km) 
where,  (Y2m, Y2m-1,  , ym)  (VI + p; Zr+1) 
(Y.--1,Ym-2, ,y0) = ho(y,3+1;zr) 90 
f2(X; ki, ko)  (p, 2),  if X < j a' 
f3(X;  , ko) =  (2j a'  X + 1,0) + (p, 1),  if j a' < X < j a' + kJ.  (5.7) 
f2(X  ki; kl, ko)  (p, 2),  otherwise 
5.8. Binary cubes (k = 2) 
The n-dimensional hypercube. Q, can be defined as 
Qn = Qn-1 X Q1 
n= 2m, k= 2, and m > 1:
 
If n is even (i.e., n = 2m), we can redefine Q. as follows
 
Qn = Q2m 
= Q2 X Q2 X  X Q2 
= C4 X C4 X  X C4 
= T4,m 
In other words, map Z22  Z4 as 00 -+ 0, 01 --* 1, 11 --4 2, 10 -4 3. Thus, we can 
map X =  x2,_2,  , x0) to X' -=  , .4), where xi E Z2, and 
E Z4. 
hi(X ; Zr) = hi(X'; Z4 )  (5.8) 
n = 2m + 1, k = 2, and m > 1: 
If n is odd, n  2m + 1. 
Qn =  Q2772+1 91 
011hi(X; Zr), if X < 22m
hi (X; Zr+1)  (5.9) 
111hi(22m+1  X; 22m), otherwise 
5.9. Edge Disjoint Hamiltonian Cycles in a 2D torus 
In this section, two functions which generate two disjoint Hamiltonian cy­
cles for a 2D torus are described. Before giving these functions, first some useful 
operations and definitions are given. 
Basic Operations: 
p(x) = x mod 2. 
\ rev er se((xt, xo)) = (x1, xo)
R 
x1)
 
(xi, x0) mod (Ici, ko) = (x1 mod k1, xo mod ko).
 
translate(+) : (x1, xo)  (d1, do) = (x1 + d1, xo + do).
 
translate()  xo)  do) = (x1  dl, xo  do). 
Spiral Mapping: Figure 5.8(a) is the graphical view of this mapping. 
G,(X; k) = G s((xi, xo); k) = (x1, (xo  x1) mod k) 
G.;-1 ((Y  yo); k) = (Yi (Yi  yo) mod k). 
Maze Mapping: Figure 5.8(b) is the graphical view of this mapping. 
Gm(X; k) = Gm((xi, xo); k) = (x1, (1  2p(xi))xo  p(xi)(k  1)) 
Gc7n1((y1,Yo); k)  = y1k + (1  2p(YO)Y0 + p(yi)(k  1) 
= (Yi P(Yi)(k  1  yo) + (1  P(YOY0)) 92 
(a) Spiral  (b) Maze  (c) Maze + feedback 
FIGURE 5.8. Basic mappings 
Maze with feedback: Figure 5.8(c) is the graphical view of this mapping. 
{G,,(X; ko  1),  if x < kiko  k1 
Gmf(X;k1,ko)= 
-x,  if klko k1 <x 
In the spiral/maze mappings, X is the integer sequence, and  x1 =  !Id and xo = 
X mod k. 
5.9.1. ki = k + 2r, and ko = k + 2s 
Without loss of generality, we assume k1 = k  2r and /co = k ± 2s for some 
k > 3, r > 0, and .s > 0. 
Definition 5.1 If k1 = k + 2r, and ko = k + 2s for some k, r > 0, and s > 0, 
define a function, ho(X;Tki,ko) as follows 
G s(X + 2s; ko)  (0,2s),  if 0 < X < p, 
h'o(X;Tki,k0 )  GR,n(X  13,y; kl  k + 2) + (k  1,k),  if pc < X < pa 
am(X  po; k) + (k, 0),  if pa <X 
ho(X;Tki,k0)  = hio(X;71,,),0) mod (ki,ko). 93 
where, p, = (k  2)ko + 2k  1, and pp = kiko  k(k1  k). 
Note that ho(pc,; Tki ,ko) = (k  1, k mod ko), and ho(P3; Tki,ko) = (k mod k1, 0). 
Theorem 5.5 The  function  ho(X;Tki,k0)  generates  a  Hamiltonian  cycle, 
Ho(Tki,k0), in a 2D torus (Tki,k0) 
Proof: The proof has two parts. 
(1) If X 0 X' then ho(X; Tki,k0)	  ho(X'; Tki,ko)­
Assume Y =  yo) = ho(X; Tki,k0) By Definition 5.1, the range of Y can be 
found from the range of X. If these ranges are disjoint, then the claim will be 
true. 
= { ho(X)10 < X < pa} = {(Yi, Yo)IYI = 0,0 < yo <  U 
{(Yi, Yo)10 < Yi < k-1,0 < yo < ko} U 
{(Yi,Y0)1Y1 = k-1,1 < Yo < 
R2 = {110(X)1p, < X < POI  {(Y1, W)W]. = 0,k < yo < ko} U 
{(Yi, Yo)ik-1 5 yl < kl, k < yo < 
R3 = {ho(X)Ipo < X} = {(yi, yo)lk <  < k1,0 < yo < 
Since R1, R2, and R3 are mutually exclusive, the claim is true. 
(2) DL(ho(X; Tki,k0), ho(X'; Tkl,ko)) = 1 if X = X' + 1. In each subrange, the proof 
is trivial. The only cases that need to be considered are the situations where 
there is a transition from one subrange to another subrange. ho(p,-1; Tki,k0) 
(k  1, k  1), ho(p,;Tki,ko) = (k  1, k), ho(p  1; Tki ,k0) = (k  1,0), and 
ho(p,3; Tki,ko) = (k,0). 94 
FIGURE 5.9. Ho and H1 in T5,7 (k = 3). 
FIGURE 5.10. Ho and H1 in T6,7 (k = 3). 
Corollary 5.1 (Inverse of ho(X;Tki,k0))  ho-1((MHYo);Tki,k0) is described as fol­
lows; 
GV (Y + (0,2s); ko)  2s,  if Y E Ri. 
h(71(Y; Tki,ko) = { G,1((Y  (k  1, k))R; ki  k + 2) + pc  if Y E R2 
G7711 (Y  (k, 0); k) + pa,  if Y E R3 95 
Theorem 5.6 If Ho(Tki,ko) and Hi(Tki,k0) are the edge-disjoint Hamiltonian cycles, 
and Ho(Tki,k0) is generated by the function ho(X;Tk,,k0), then the generator function 
hi(X;Tki,ko) for Hi(Tki,ko) is defined as 
hi(X; Tki,ko) = hO(X; Tko,ki) 
Proof:  (By Induction on k, and ko) 
Base step: Consider Tk,k. 
We get ho(X; Tk,k) = Gs(X; k), and hil_1(X; Tk,k)  = GIAX; k). Thus Ho(Tk,k) 
and Ho(Tk,k) are edge-disjoint. 
Inductive step: Assume that a Tkl,ko, where kj. = k + 2r and ko = k + 2s, has two 
edge-disjoint Hamiltonian cycles generated by ho(X; Tki,k0) and hi.(X; Tki,k0) 
Case ki = kl + 2: Figure 5.9 illustrates the process of adding two  rows to a T3,7. 
Case ko = ko + 2: Similar to the previous case. 
5.9.2. ki = 4 + 2r, and ko = 3 + 2s 
Without loss of generality, we assume kJ_  = 4+ 2r, and ko = 3 + 2s. We treat 
the Tkl,kc, as a torus obtained after inserting a row to Tki_Lko. For example, T6,7 is 
the torus obtained from T3,3 after inserting rows and columns as in Figure 5.10. 
Corollary 5.2 By inserting a row in between the third and the fourth  row of 
the function ho(X;Tki,k0) which generates a Hamiltonian cycle, Ho(Tki,ko), 
can be described as follows. 96 
G s(X + 2s; ko)  (0, 28),  if 0 < X < ko + 3 
G/2(X  ko  3; 2) + (2, 1),  if ko + 3 <X < ko + 7 
ho(X; Tki,k0) 
al2(X  ko  7; k1 1) + (2, 3),  if ko +7 < X < po
 
Gm(X  pa; 3) + (4, 0),  ifpa < X
 
ho(X ; Tki ,k0)  = hio(X; Tki ,k0) mod  (k1, ko)
 
where, po = kiko  3(k1  4). 
Corollary 5.3 The second function hi(X;Tki,k0), where k1 is even and /co is odd, 
is as follows 
GNX; 3),  zfO<X<4 
CNN  1  X; ki) + (3,1),  if4<X<N 
14(X;Tki,kot = 
Gn,(X  p,  ko  1; ko  1) + (2, 2),  if pc, < X < po 
G1,3,(X  po; 3) + (0, 3),  if P3 <X 
hi(X;Tki,k0) = Wi(X;Tki,ko) mod (k1, k0). 
where, pc, = k1 + 5, pp = kiko  3(ko  3). 97 
6. FUTURE RESEARCH 
This chapter describes some open research problems related to the topics 
discussed in this thesis. 
6.1. Perfect Placement in a Torus 
Although the perfect placement obtained using Lee distance codes  are inter­
esting, they give solutions for a limited number of cases. Thus general solutions 
to those problems, especially for two and three dimensional cases, can be further 
investigated. Some specific problems are described below. 
Can we have a perfect distance-1 placement in  a torus of size kii_1 x kn_2 x 
x ko? We have proved that a perfect distance-1 placement is possible in a two 
dimensional torus of size k1 x ko if 51k1 and 51k0.  For other dimensions, this is 
still an open problem. For example, we have a perfect distance-1 placement in a 3 
dimensional torus of size k2 x k1 x ko provided 71102, 71k1, and 71ko. However, it is 
not clear, whether we will have a perfect distance-1 placement if 7 divides any one 
dimension but not the other two. What are the conditions for perfect placement, 
what is the minimum numbers of resources needed for perfect placement, where to 
place these resource nodes using minimum number of resources, etc, are some of the 
problems that can be investigated. 98 
6.2. Quasi Perfect Placement
 
When it is not possible to have a perfect placement, the best one can expect 
to have is a quasi-perfect placement. For example, in a 16 x 16 torus, using 16 I/O 
nodes, at best one can have is a quasi-perfect distance-2 placement. This is because 
at most 16 x 13 nodes will be at a distance of 2 or less from some resource nodes 
and the remaining nodes must be at a distance of at least 3 from some resource 
nodes. How to obtain these quasi-perfect placement, especially for two and three 
dimensional tori, can be investigated. 
6.3. I/O node Placement and Message Latency 
In the past, the speed and capacity of main memory and processor power have 
increased many folds; however the throughput and capacity of the I/O subsystems 
have not kept up with this performance increase. Thus, the I/O subsystem has be­
come the bottleneck for overall system performance, especially when the application 
is I/O intensive. 
Some novel schemes for I/O placement strategy in hypercubes have been 
proposed by authors in [84, 83] and further studied by other authors in [51]. The 
schemes use perfect distance-1 and quasi-perfect distance-1 placements based  on 
single error correcting Hamming codes. For many problems, the performance im­
provement based on these placements are reported in [83, 51]. In many cases, the 
speed up obtained by perfect / quasi-perfect placement is quite high. Further, the 
importance of data distribution and the actual data distribution schemes for  many 
problems are also described in [83]. The research studies given in [83, 51]  can be 
extended to torus networks.  Note that, in the case of hypercubes, one can ob­
tain perfect distance-t placements for only t = 1 using coding theory results. (The 99 
only other perfect code  Go lay code, gives perfect distance-3 placement in a Q23 
(23-dimensional hypercube) and so, is not of much practical use for placement prob­
lems). However, in the case of torus, especially for two dimensional case, perfect 
distance-t and quasi-perfect distance-t placements can be obtained for many values 
of t. The possible performance improvement of these perfect distance-t placements 
for various problems can be investigated. Further, in torus networks, extending the 
results given in [83], the data distribution methods for various problems can also be 
investigated. 
Most of the existing systems use some simple schemes for I/O placement. 
For example, in INTEL PARAGON (which is a 2D mesh), the I/O nodes are placed 
in one column. The performance improvement, in terms of message latency, of the 
proposed I/O placement methods over the existing ones can be investigated. 
6.4. Edge Disjoint Hamiltonian Cycles and Gray Codes 
In Chapter 5, it is shown that the usefulness of the edge disjoint cycles, 
especially for the communication algorithms between processors, and the  way of 
generating the edge disjoint cycles in k-ary n-cubes and hypercubes. However a 
straightforward way of generating such disjoint cycles in  a multidimensional torus 
is not clear.  One of the interesting problems is how to extend these results to 
multi-dimensional tori. 
6.5. Embedding Problems 
Algorithms/programs developed in one topology network (guest graph) can 
be easily ported to another topology network (host graph) provided there is an 
efficient embedding algorithm which maps the guest graph on the host graph [59, 100 
53, 54, 67, 65, 73, 95].  In [67], some efficient algorithms for embedding trees on 
hypercube are described. These algorithms are based on the binary single error 
correcting Hamming codes. The application of single error correcting Lee distance 
code for tree embedding on torus can be investigated. 101 
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