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Introduction: named entity recognition in biomedicineThis special issue responds to the increasing interest
of the biomedical community in text mining techniques.
This is an exciting time for the text processing commu-
nity, as there is an urgent need for text mining tools
and methods in the biomedical domain. The amount
of biological literature published daily is growing expo-
nentially. Medline alone contains 14 million abstracts
and is a critical source of information for biologists
and curators. As these scientists ﬁnd it essential to
search for information in an overabundance of docu-
ments, their need for text mining techniques tailored
to the biological domain has become apparent.
The focus of this special issue is on named entity rec-
ognition (NER) in biomedicine, a fundamental chal-
lenge for text mining due to the special problems
caused by the complex nature of biological entity recog-
nition, classiﬁcation, and unique identiﬁcation. This is a
key factor for access to the information stored in litera-
ture, as it is the biological entities and their relationships
that convey knowledge across scientiﬁc articles.
Textual terms (names of genes, proteins, gene prod-
ucts, organisms, drugs, chemical compounds, etc.) are
the primary means of scientiﬁc communication because
they are used in language to represent the concepts in
the domain; it would be impossible to ‘‘understand’’
an article or to extract information from it without the
precise identiﬁcation and association of the terms. Bio-
medical terminology presents a special challenge. It is
constantly changing; new terms are rapidly being intro-
duced for each of the organisms being studied, while old
ones are discarded (e.g., withdrawn or made obsolete).
Biological names are very complex, as they are created
and referenced by many diﬀerent communities. They in-
clude an enormous amount of synonyms and variant
forms, such as acronyms, and morphological, deriva-
tional, and orthographic variants, all of which are used
interchangeably in the literature. In addition, many bio-
logical terms and their variants are ambiguous. They
share their lexical representations with common English
words (gene names/symbols, such as an, by, can, and1532-0464/$ - see front matter  2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jbi.2004.08.011for), or with other biomedical terms (gene names, such
as demented, white eye, and hair loss). Existing text pro-
cessing resources typically lack information that can
support disambiguation of terms. Also, terminological
resources do not address ambiguities related to ﬁner bio-
logical classiﬁcation, such as species information
(homologous genes have the same name, but belong to
diﬀerent species). In many cases diﬀerent disambigua-
tion approaches are needed to link a recognized term
to a correct concept. Also, a narrow context may not al-
ways be enough to disambiguate a term (e.g., when a
protein name is shared between species), and a wider
context (e.g., a whole article) may need to be analyzed
before terms can be mapped.
The collection of papers in this issue reports on di-
verse approaches that use a variety of natural language
processing, corpus-based and machine learning tech-
niques to recognize, classify, and/or identify biological
entities. Recognition involves identifying the boundaries
of the name in the text, whereas classiﬁcation assigns a
semantic class to the entity based on an appropriate
ontology, and identiﬁcation maps the term to a normal-
ized form or to a unique identiﬁer.
The paper by Morgan et al. [1] reports on a series of
experiments related to the application of natural lan-
guage processing as a tool to aid in curation of the Fly-
Base database. They used Flybase resources, and a
combination of techniques, such as pattern matching,
tokenization, HMM-based tagging, disambiguation heu-
ristics, etc., to automatically generate large quantities of
high-quality training data to support the automatic
learning of a gene name recognizer. The generation of
normalized gene lists is also explored using simple pat-
tern matching and an HMM gene name tagger.
Zhang and colleagues [2] adapt an HMM named
entity recognizer to the biomedical domain via a rich
feature set consisting of orthographic, morphological,
part-of-speech, and semantic trigger features. These
features are integrated via a HMM with back-oﬀ model-
ing. In addition, they propose methods for recognizing
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named entities. Their treatment of the cascading phe-
nomenon is novel as they recognize both the nested
and the longest named entities. In their work, they
propose two approaches for recognizing cascaded names:
a post-processing rule-based approach and an HMM-
based approach.
Variations of character-level orthographic features
and part-of-speech (POS) features on the performance
of NERs are examined by Collier and Takeuchi [3].
Their experiments, which are based on support vector
machines (SVMs), revealed that orthographic features
outperformed POS features. The reasons that POS fea-
tures appear to be less useful than orthography are
due to the complex relationship between name bound-
aries, local syntactic ambiguities, and class semantics.
In addition, they demonstrate that the combination of
orthographic features and POS degrades the overall per-
formance of NERs slightly.
Lee et al. [4] present a two-phase named entity recog-
nizer based on SVMs, which consists of two subtasks: a
boundary identiﬁer and a semantic classiﬁer of named
entities. This separation of the NER task allows the use
of the appropriate SVM classiﬁer and relevant features
for each subtask, resulting in a reduction of computa-
tional complexity and improvement in performance. A
hierarchical classiﬁcation method is employed for seman-
tic classiﬁcation that utilizes 22 semantic classes that are
based on the GENIA ontology [5].
An automatic method for mining collocates (i.e., two
or more words that occur together much more frequently
than by chance) in the literature is proposed by Hou and
Chen [6]. They focus on collocations associated with
gene and protein names, and use the extracted collocates
to improve the precision rate of protein and gene name
recognition. In addition, they integrate the results of
multiple NERs, such as Yapex [7], KeX [8], ABGene
[9], and Idgene [10], to improve the recall rates. The com-
bination of ﬁltering and integration strategies increased
the performance of the NER.
Novel techniques for boosting the performance of
dictionary-based protein name recognition are suggested
by Tsuruoka and Tsujii [11]. They propose two alterna-
tive methods to tackle the problem of low recall due to
spelling variations. One method uses approximate string
matching, where similarity between two strings is com-
puted based on an edit distance. What is interesting
about their method is that the cost for individual oper-
ations varies depending on the letter being operated on
(e.g., substitution of an alphabetic character costs more
than substitution of a dash or a number). An alternate
method, which is more eﬃcient, involves expanding
the dictionary in advance using a probabilistic variant
generator. A method to ﬁlter out false positives is also
presented, which is based on use of a naı¨ve Bayes
classiﬁer.The use of morphological analysis in protein name
recognition to overcome problems such as boundary dis-
agreement is proposed by Yamamoto and colleagues
[12]. To overcome boundary disagreement that is caused
by tokenization ambiguity, they apply techniques bor-
rowed from Japanese (nonsegmented language) morpho-
logical analysis. The authors show that their augmented
preprocessing improves the performance of protein name
recognition over conventional preprocessing.
Spasic and Ananiadou [13] examine term classiﬁca-
tion for the task of ontology management, where it is
of interest to automatically augment an ontology with
novel terms. A genetic algorithm is used in order to reﬁne
verb selectional preferences and to assign classes to do-
main-speciﬁc verbs. The class of a newly discovered term
is suggested depending on its co-occurrence with a do-
main-speciﬁc verb, as well as a similarity measure to
known terms with established term-class relationships.
The topic of term classiﬁcation (independently from
the task of term identiﬁcation) is examined by Torii
and colleagues [14]. They focus on diﬀerent sources of
information that can be used for classiﬁcation and re-
port on their eﬀectiveness. They apply machine learning
methods to build a classiﬁer, and they use both name-
internal features (e.g., suﬃxes) and name-external fea-
tures (e.g., contextual information) for the classiﬁcation
task.
To conclude this issue, state-of-the art approaches to
term identiﬁcation are reviewed by Krauthammer and
Nenadic [15]. The paper features an extensive list of
work published in the domain. It analyzes the process
of identifying terms through three steps: term recogni-
tion, term classiﬁcation, and term mapping, which in
some cases can be merged. For each step, the main
approaches and general trends, along with the major
problems, are discussed. Also, by identifying various
challenges that term identiﬁcation is still faced with,
the review tries to delineate directions for future work
in the ﬁeld.References
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