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Real-space renormalized dynamical mean field theory
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We propose real-space renormalized dynamical mean field theory (rr-DMFT) to deal with large
clusters in the framework of a cluster extension of the DMFT. In the rr-DMFT, large clusters are
decomposed into multiple smaller clusters through a real-space renormalization. In this work, the
renormalization effect is taken into account only at the lowest order with respect to the intercluster
coupling, which nonetheless reproduces exactly both the noninteracting and atomic limits. Our
method allows us large cluster-size calculations which are intractable with the conventional cluster
extensions of the DMFT with impurity solvers, such as the continuous-time quantum Monte Carlo
and exact diagonalization methods. We benchmark the rr-DMFT for the two-dimensional Hubbard
model on a square lattice at and away from half filling, where the spatial correlations play important
roles. Our results on the spin structure factor indicate that the growth of the antiferromagnetic spin
correlation is taken into account beyond the decomposed cluster size. We also show that the self-
energy obtained from the large-cluster solver is reproduced by our method better than the solution
obtained directly for the smaller cluster. When applied to the Mott metal-insulator transition, the
rr-DMFT is able to reproduce the reduced critical value for the Coulomb interaction comparable to
the large cluster result.
PACS numbers: 71.10.Fd, 71.27.+a, 71.30.+h, 75.10.-b
I. INTRODUCTION
Strongly correlated electron systems have intensively
been studied in the past decades. Various numeri-
cal methods have been developed to study correlated-
electron models such as the Hubbard model. Neverthe-
less, the complete understanding of them remains open.1
Among the methods, the dynamical mean field theory
(DMFT)2,3 has an advantage in calculating dynamical
properties, by taking into account full temporal fluctu-
ations. Although its original single-site formalism com-
pletely ignores spatial correlation effects, there are sev-
eral approaches to take them into account. The ap-
proaches include cluster extensions of the DMFT, such as
the cellular dynamical mean field theory (CDMFT),4 dy-
namical cluster approximation (DCA),5 and variational
cluster approximation,6 which incorporate the spatial
correlation effects within the cluster. Alternatively, dia-
grammatic extensions7–9 have been proposed.
In these approaches, the original lattice model is
mapped onto an effective quantum impurity model con-
sisting of interacting sites and a noninteracting fermionic
bath. The effective impurity model is solved, for exam-
ple, by the continuous-time quantum Monte Carlo (CT-
QMC),10–12 pioneered by Beard andWiese et al.,13,14 and
exact diagonalization (ED)15 methods. In these cluster
extensions of the DMFT, the range of the spatial correla-
tions incorporated into the numerical solution is severely
limited by the cluster size. In fact, with the increase
in the cluster size, the computational cost rapidly in-
creases, which easily makes the practical computation
intractable.
The computational cost of the CT-QMC depends on its
algorithm: In the weak-coupling algorithms,10,11,16 the
cost scales as O[(NcβU)
3
] in the absence of the negative-
sign problem (while a more efficient algorithm has been
recently proposed17), when we apply an Nc-site cluster-
DMFT to the Hubbard model with the onsite repulsive
interaction U at the inverse temperature β. In another
algorithm based on the hybridization expansion,12 its
cost grows as O[β3 exp (Nc)] with increasing Nc. On the
other hand, in the ED, the free fermion bath of the quan-
tum cluster model is represented by a finite number (Nb)
of fermions. The numerical cost then exponentially in-
creases as O[4(Nc+Nb)]. Thus, the accessible cluster size
is severely limited for all these solvers. Furthermore, this
difficulty becomes more serious when we consider the or-
bital degrees of freedom.18–21
The dilemma between the accuracy and the computa-
tional cost has led several authors to propose methods
to obtain better results from small clusters. These in-
clude improved interpolation schemes in the DCA22,23
and combinations of the cluster and diagrammatic ex-
tensions of the DMFT.24–26
A sufficiently large cluster is required to understand
strong correlation effects in low-dimensional systems. For
example, the self-energy has a strong momentum de-
pendence in doped Mott insulators27–40 in two dimen-
sions. Continuous phase transitions and regions near
quantum criticalities in general require accurate treat-
ments of long-range spatial correlations. From a quan-
titative point of view, small cluster studies of the two-
dimensional Hubbard model substantially overestimate
the critical interaction Uc of the Mott metal-insulator
transition (MIT)1,41,42 and the magnitude of the order
parameter of the d-wave superconductivity.43
In this article, we introduce an approach based on the
CDMFT combined with the real-space renormalization,
which we call real-space renormalized dynamical mean
field theory (rr-DMFT). In the rr-DMFT, a large cluster
model is decomposed into multiple smaller-cluster prob-
lems which can be solved at a considerably smaller com-
putational cost than the former model, while the spatial
2correlations up to the size of the original large cluster are
reasonably taken into account through a renormalization
of the dynamical mean field for the smaller clusters.
The article is organized as follows: In Sec. II, the rr-
DMFT is introduced with several practical examples of
the decomposition of a large cluster model into multiple
small-size problems. Section III describes benchmark re-
sults for the two-dimensional Hubbard model on a square
lattice. The short-range antiferromagnetic correlations
play key roles in this system. We show that our method
correctly takes them into account through the results
on the spin structure factor and the description of the
self-energy beyond the decomposed cluster size. The re-
sults obtained by this method are also favorably com-
pared with the conventional CDMFT results on the MIT,
where the reduction of the critical strength of the onsite
Coulomb repulsion is properly reproduced.41,42 We also
calculate and compare the density of states with using
the exact diagonalization solver. Finally, Sec. IV is de-
voted to conclusions.
II. FORMALISM
In the present rr-DMFT approach, we approximate the
original large cluster model by mapping it onto that of
multiple small clusters, and then solve it by using a quan-
tum impurity solver for small clusters. In this paper, we
employ the lowest-order cumulant expansion to take into
account the inter-cluster correlations.
In Sec. II.1,we elaborate how we reduce a large clus-
ter model to small cluster problems through a real-space
renormalization. In Sec. II.2, we describe an algorithm to
systematically calculate all the elements of the Green’s
function using the mapping. It is shown that if an N -
site impurity model is solvable, the Green’s function for
2N -site cluster models is obtained within our method.
By repeating this procedure, we can solve the large clus-
ter problem only with the impurity solver for the small
cluster.
II.1. Renormalization process
We introduce the rr-DMFT for the Hubbard model,
defined by the Hamiltonian,
H =
∑
i,j,σ
tijc
†
iσcjσ − µ
∑
iσ
c†iσciσ + U
∑
i
ni↑ni↓. (1)
Here, ciσ(c
†
iσ) annihilates (creates) an electron with spin
σ =↑, ↓ at site i. niσ = c
†
iσciσ is the density operator.
The hopping amplitude between sites i and j is denoted
by tij . µ is the chemical potential and U(> 0) is the on-
site Coulomb repulsion. The CDMFT maps the Hubbard
model onto an effective quantum impurity model whose
action is given by
SC= −
∫ β
0
dτ
∫ β
0
dτ ′
∑
i,j∈C,σ
c†iσ(τ)G
−1
0,ijσ(τ − τ
′)cjσ(τ
′)
+U
∫ β
0
dτ
∑
i∈C
ni↑(τ)ni↓(τ), (2)
where β is the inverse temperature and C represents
the cluster. The dynamical one-body part Gˆ−10 (τ) is the
Weiss function. The rr-DMFT also starts with this map-
ping onto a cluster model and provides an approximate
way to calculate the Green’s function without using any
C-size impurity solvers as we describe in the following.
The single-particle Green’s function Gijσ(τ) of SC is
defined by
Gijσ(τ) ≡
TrC
(
Tτciσ(τ)c
†
jσ(0)e
−SC
)
TrC (e−SC )
. (3)
Here, TrC means the trace over the degrees of freedom
within the cluster C, and Tτ is the time-ordering opera-
tor.
We define the action SexactC1 for a smaller cluster C1 by
e−S
exact
C1
TrC1e
−Sexact
C1
=
TrC2e
−SC
TrCe−SC
, (4)
where C2 is a part of C other than C1. With S
exact
C1
, Gijσ
(i, j ∈ C1) is obtained as
Gijσ(τ) =
TrC1
(
Tτciσ(τ)c
†
jσ(0)e
−SexactC1
)
TrC1
(
e−S
exact
C1
) . (5)
Here we need only a C1-size impurity solver to calculate
Eq. (5).
However, SexactC1 generally contains n-body interaction
terms (n = 1, 2, . . . ) and is not tractable with standard
impurity solvers. We therefore replace SexactC1 with the
action SC1 , which is a simple quantum impurity problem
obtained from a perturbative treatment of the coupling
between C1 and C2. In Sec. III, we examine the validity
of this replacement by comparing the rr-DMFT results
with the CDMFT fully performed for C. At the lowest
order in the cumulant expansion,44 the action is written
as
SexactC1 ≃ SC1
= −
∫ β
0
dτ
∫ β
0
dτ ′
∑
i,j∈C1,σ
c†iσ(τ)G˜
−1
0,ijσ(τ − τ
′)cjσ(τ
′)
+U
∫ β
0
dτ
∑
i∈C1
ni↑(τ)ni↓(τ), (6)
with
G˜−10,ijσ(iωn) = G
−1
0,ijσ(iωn)
−
∑
k,l∈C2
G−10,ikσ(iωn)G
(C2)
klσ (iωn)G
−1
0,ljσ(iωn), (7)
3i j
: Traced out block
FIG. 1. (Color online) Scheme of step-by-step renormalization
to compute the Greens function Gij in rr-DMFT. The large
square in the left panel represents the original large cluster,
and i and j represent the sites in the cluster. Here, the gray
regions, which does not include i and j, are traced out, leaving
the yellow area, which is divided into two regions in the next
step.
where ωn = (2n + 1)pi/β is the Matsubara frequency.
Here, Gˆ(C2) is the Green’s function for the action
S(C2) =−
∫ β
0
dτ
∫ β
0
dτ ′
∑
i,j∈C2,σ
c†iσ(τ)G
−1
0,ij(τ − τ
′)cjσ(τ
′)
+U
∫ β
0
dτ
∑
i∈C2
ni↑(τ)ni↓(τ), (8)
namely,
G
(C2)
ijσ (τ) =
TrC2
(
Tτciσ(τ)c
†
jσ(0)e
−S(C2)
)
TrC2
(
e−S
(C2)
) . (9)
The second term on the right-hand side of Eq. (7) rep-
resents the renormalization effect on the Weiss func-
tion, which effectively takes into account the C2 degrees
of freedom. This is similar to the cavity method for
finite-size lattices, used in the nano-DMFT.45 In this
approximation, t/U is the basic small parameter. The
rr-DMFT therefore reproduces the exact atomic limit.
Furthermore, the exact noninteracting limit is also re-
covered. The size of the boundary between C1 and C2
also controls the accuracy because the number of domi-
nant terms in the renormalization is determined by the
number of couplings between two clusters, which is con-
trolled by the size of the boundary. The renormalization
effect on the interaction term in SC1 comes in when we
consider higher-order cumulants. However, the lowest-
order renormalization of Eq. (7) gives results in reason-
able agreement with the CDMFT results even in the
intermediate-coupling regime, as we show in Sec. III.
More specifically, the lowest-order approximation gives
a reasonable value for the Green’s function in the clus-
ter C = C1 + C2 while it neglects the vertex correc-
tions connecting the clusters C1 and C2. This lack of the
intercluster vertex corrections limits the applicability of
the present rr-DMFT to the system with enhanced long-
range correlations, e.g., in the vicinity of quantum critical
points. The higher-order corrections from the real-space
renormalization will mitigate the problem since they in-
clude a part of the vertex functions beyond the size of
C1.
In this subsection, the action SC is decomposed into
two cluster problems described by SC1 and S
(C2). This
C1
C3 C4
C2
C1
C3 C4
C2 C1
C3 C4
C2C1
C3 C4
C2C1
C3 C4
C2 C1
C3 C4
C2C1
C3 C4
C2
A1 A2 B3B2 B4B1
: Traced out block
FIG. 2. (Color online) Decomposition of 2n+1-site cluster
into four blocks Ci(i = 1, . . . , 4). Here, Ak(k = 1, 2) and
Bk(k = 1, . . . , 4) denote the groups described in the text.
Each Ci consists of 2
n−1 sites.
means that the Green’s function for C1 is approximately
obtained by using not C-size but C1- and C2-size impu-
rity solvers only. Here, C1 and/or C2 can still be large
for impurity solvers, i.e., beyond the size tractable with
the direct use of the impurity solvers. In such a case,
we iterate the real-space renormalization step by step
to trace out further degrees of freedom, as illustrated
in Fig. 1. This figure exemplifies the calculation of the
Green’s function Gij . We implement such a renormal-
ization process for any site pairs (i, j) in the cluster C
to obtain all the elements of the Green’s function. In
the next subsection, we describe a practical algorithm
for this.
II.2. Algorithm to calculate Green’s function
For the sake of simplicity, we restrict ourselves to two-
dimensional systems and solve anNc = 2
nNs cluster with
an impurity solver for Ns = 2 sites. It is straightforward
to extend the algorithm to arbitrary Ns, clusters and
dimensions.
First, we consider the case of n = 1. The Green’s func-
tion for the Nc = 4 sites is obtained as follows: We first
choose two sites, l and m, from the cluster and trace out
the other sites, according to the procedure described in
Sec. II.1. We then obtain an action for the two sites l and
m. The Green’s function Glm is calculated from this ac-
tion with the two-site impurity solver. By iterating such
a calculation for all (l,m) pairs in the Nc-site cluster, we
obtain all the elements of the Green’s function.
We proceed to a general case. Suppose that we can
solve a 2n-site problem and would like to solve an impu-
rity model of 2n+1 sites. We decompose the latter model
into several 2n-site problems (Fig. 2) as follows: We break
up 2nNs = 2
n+1-site C into four blocks, Ci (i = 1, . . . , 4),
where each Ci consists of 2
n−1 sites. The elements of the
Green’s function, Gij , are categorized into six groups:
• A1= {GC1C1 , GC1C2 , GC2C1 , GC2C2} ,
4• A2= {GC3C3 , GC3C4 , GC4C3 , GC4C4} ,
• B1= {GC1C3 , GC3C1} ,
• B2= {GC2C4 , GC4C2} ,
• B3= {GC1C4 , GC4C1} ,
• B4= {GC2C3 , GC3C2} .
Here, we defined GClCm as a set {Gij |i ∈ Cl ∧
j ∈ Cm}, and omit the spin index σ for brevity.
The idea behind this categorization is as follows. If
we naively categorize Gij elements into six groups,
such as A′k = {GCiCi , GCiCj , GCjCi , GCjCj} for
i, j = 1, . . . , 4 and i 6= j, they have common ele-
ments. For example, {GC1C1 , GC1C2 , GC2C1 , GC2C2} and
{GC1C1 , GC1C3 , GC3C1 , GC3C3} share GC1C1 . In order to
reduce the total computational cost, we have removed
such overlaps in the above classification: Namely, we have
excluded the diagonal elements, such as GClCl , from the
Bk groups. We have thus decomposed a problem of cal-
culating Gij for i, j ∈ C into six tasks of calculating the
Ak(k = 1, 2) and Bk(k = 1, . . . , 4) elements, which in-
clude and exclude diagonal elements, respectively.
To obtain each element of the Green’s function, we
first need to construct an effective action Sij consisting
of Ci and Cj degrees of freedom through the real-space
renormalization process described in Sec. II.1. Since Sij
consists of only 2n sites, it is solvable by the assumption.
For example, for the calculation of the A1 element, we
construct S12 and solve it.
In constructing Sij , we need to use theNs-site impurity
solver 2n/Ns times to eliminate 2
n-site degrees of freedom
in the 2n+1-site problem. In practice, we first choose
Ns sites from the 2
n sites and trace out the former by
the real-space renormalization. Next we again choose
Ns sites from the rest (2
n −Ns) sites and trace out the
former. By iterating such processes 2n/Ns times, we can
trace out 2n sites.
In general, there are many different ways to choose Ns
sites from the 2n sites. In practice, we choose a way
to make the solved Ns-site cluster as compact as possi-
ble since correlations between neighboring sites are more
important than those between distant sites. In fact, the
short-range correlations play key roles in the pseudogap
regime,32,33,36,37,40 the MIT41,42 and the d-wave super-
conductivity transition.46 As we remarked in the previ-
ous subsection, this is also justified by the following dis-
cussion: The renormalization terms at any orders always
include the coupling terms between decomposed clusters
[see Eq. (7)], and therefore its magnitude depends on the
number of the coupling. This number generally becomes
small when we decompose the cluster as compact as pos-
sible. We describe a detailed algorithm in Appendix B
and demonstrate that the results are not significantly af-
fected by the ways of tracing out as long as we use com-
pact clusters.
In order to obtain all the elements of the Green’s func-
tion, Gij , we need to make i and j sweep over the Nc-site
cluster. Here, it is useful to note that the number of times
to use the Ns-site impurity solver can be minimized by
sharing, as much as possible, the action of the sites which
are traced out. For example, we consider tracing out C1-
degrees of freedom in the cluster C = C1+C2+C3+C4.
The resultant action consisting of the C2 + C3 + C4 de-
grees of freedom can be commonly used to derive actions,
S23, S34, and S24. Thus, by sharing the action appearing
in each intermediate step as much as possible, we can
save the number of times invoking the impurity solver
and make the algorithm more efficient. This enables us
to solve the Nc-site quantum impurity model by using the
Ns-site impurity solver O (Nc/Ns)
2
times (see Appendix
A).
In addition, it is possible to further reduce the number
using the impurity solver if we utilize the symmetries of
the cluster. For instance, we can use the C4v symmetry
for an Nc = L × L square cluster unless a symmetry-
breaking order occurs.
III. RESULTS
In this section, we apply the rr-DMFT to the two-
dimensional Hubbard model on the square lattice. First,
we compare the computational cost of the rr-DMFT with
that of the CDMFT. Second, we calculate several phys-
ical quantities, such as the spin structure factor, self-
energy and density of states, to examine the accuracy
of the rr-DMFT. We also study the MIT phase bound-
ary and show that our method offers a good approxi-
mation to the CDMFT results. We use the continuous-
time auxiliary-field quantum Monte Carlo method (CT-
AUX) and, in addition, the ED in Sec. III.1 and III.5,
for solving the impurity problem. Through this section,
although the rr-DMFT is of course more advantageous
when the regular CDMFT is not tractable any more,
we basically restrict ourselves to cases where the regu-
lar CDMFT is feasible to allow the comparison with our
method as benchmarks.
III.1. Computational cost of rr-DMFT
As we described in the introduction, the computational
cost of the CT-QMC and ED increases rapidly with the
cluster size. Since the rr-DMFT uses only an Ns-site im-
purity solver, even though we need to use it O[(Nc/Ns)
2
]
times (see Appendix A), the rr-DMFT largely reduces the
total computational cost. In the case of the CT-AUX, the
computational cost is reduced from O[N3c ] to O[N
2
cNs]
even in the absence of the negative-sign problem. Fur-
thermore, the rr-DMFT mitigates the sign problem. In
the case of the ED, the cost is reduced from O[4Nc(nb+1)]
to O[4Ns(nb+1) (Nc/Ns)
2
], where nb ≡ Nb/Nc.
Figure 3 compares the CPU time (measured with a
single processor) for solving an Nc-site quantum impu-
rity problem for the two-dimensional half-filled Hubbard
model at U/t = 8. We use the ED at T = 0 and CT-
AUX with the submatrix updates47 as impurity solvers,
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FIG. 3. (Color online) CPU time spent in solving quantum
impurity models of Nc = 2 × 1, 2 × 2, 4 × 2, 4 × 4 and 8 ×
4 at a single core (Xeon X 5690 3.47GHz). We fix Ns =
2 for the rr-DMFT and take U/t = 8 at half filling. (a)
Comparison with using ED as the impurity solver for nb = 2
at T = 0 and t′/t = 0. (b) Ratio of CPU time, namely
CPU time of rr-DMFT scaled by that of CDMFT, for CT-
AUX solver. Here we take 10000 Monte Carlo samples, and
show the results for t′/t = 0 (red solid and dashed lines with
diamonds) and −1 (blue solid and dashed lines with squares)
at βt = 4 with and without using the cluster symmetry (C4v
for 2 × 2 and 4 × 4 clusters and C2v for 2 × 1, 4 × 2 and
8×4 clusters). Solid (dashed) lines represent the results with
(without) utilizing the cluster symmetry. In contrast to the
rr-DMFT, the use of the cluster symmetry does not affect
much the total computational cost in the CDMFT. This is
because in the CDMFT it is always necessary to solve the
whole impurity problem while the symmetry can reduce the
number of the solved impurity problems in the rr-DMFT. (c)
Results of (b) for t′/t = −1 normalized by the average sign
shown in (d).
and set Ns = 2 in all the rr-DMFT simulations.
In the ED, we use nb = 2 to represent the Weiss func-
tion and solve the problem with the Lanczos method fol-
lowing Ref. 15. In Fig. 3(a), we measure the CPU time
of the CDMFT and rr-DMFT for t′/t = 0 at T = 0. For
the latter, we show two results with and without using
the cluster symmetry: We consider the C4v symmetry
for L×L clusters, and C2v symmetry for L×L
′ clusters
(L 6= L′). The results show that the numerical cost of
the rr-DMFT increases only in a power of Nc and that it
is further reduced by the use of the cluster symmetry.
Next we examine the case of the CT-AUX solver for
t′/t = 0 and −1 at βt = 4, where we take 10000 Monte
Carlo samples. For comparison, we define a ratio of the
CPU time of the rr-DMFT to that of the CDMFT and
show the results in Fig. 3(b). Even when the cluster
symmetry is not used, the rr-DMFT reduces the compu-
tational cost, except for small Nc’s. When we use the
symmetry in the rr-DMFT, the computational cost be-
comes always smaller than that by the CDMFT including
the case of small Nc. Note that in the CDMFT we need
to solve always the whole impurity problem of the Nc site
irrespective of the use of the cluster symmetry while in
the rr-DMFT the use of the symmetry reduces the num-
ber of the impurity problems to be solved, yielding a large
reduction of the total computational cost. Although the
statistical error in the CDMFT can be reduced by the
use of the symmetry, it is still larger than that in the
rr-DMFT which solves smaller clusters.
Note that the slightly larger cost atNc ≤ 16 is ascribed
to the relatively large number of invoking the Ns-site
solver in the rr-DMFT at small Nc/Ns. For instance,
when we solve a four-site cluster model with a two-site
impurity solver, we need to use the solver 12 times and
this is larger than N3c /N
3
s = 4
3/23 = 8, the ratio of the
computational cost of Nc- and Ns-site impurity solvers.
The latter ratio increases more rapidly than the number
using the solver as Nc increases.
In a frustrated case (t′/t = −1), a more practical com-
parison for the CT-AUX results can be made by nor-
malizing the costs with respect to the average sign since
the negative sign problem reduces the effective number
of the Monte Carlo sampling. The renormalized ratio of
the CPU time is shown in Fig. 3(c), and the average sign
is plotted in Fig. 3(d). The rr-DMFT more efficiently
reduces the CPU time for larger Nc, where the nega-
tive sign problem is severe for the Nc-site CDMFT while
that in the rr-DMFT stays at the same level as that of
Ns = 2-site CDMFT simulations.
At the end of this subsection, we remark on the num-
ber of Monte Carlo samplings in our actual computation.
When the size of the quantum Monte Carlo solver is in-
creased, it is necessary to take more samples to keep the
magnitude of statistical errors of physical quantities at a
certain level. Namely, for a fixed number of samples, the
Nc-site rr-DMFT gives a smaller statistical error than the
Nc-site CDMFT since the former solves smaller cluster
problems. For example, in the calculation of Fig. 3(b) for
t′ = 0, the relative standard errors δD/D of the double
occupancy D =
∑
i=1,...,Nc
〈ni↑ni↓〉/Nc are 0.0105 in the
4 × 4-site CDMFT and 0.00360 in the rr-DMFT (with-
out the use of the cluster symmetry). In other words,
in order to suppress the statistical error of D to the
same level of the rr-DMFT, the CDMFT requires about
(0.0105/0.00360)2 ≃ 8.5 times more samples (i.e., CPU
time). This fact shows that the rr-DMFT is practically
more efficient than the data presented in Fig. 3(b).
III.2. Spin structure factor
In the two-dimensional Hubbard model, the short-
range antiferromagnetic correlations play an impor-
tant role in the Mott-insulating41,42,48 and pseudogap
regions.28–39,49,50 The spin structure factor
S(q)=
1
Nc
Nc∑
i,j=1
〈Szi S
z
j 〉e
−iq·(ri−rj), (10)
at q = (pi, pi) is a useful measure of the antiferromagnetic
correlations. Here ri is the position vector at the i-th
6U/t=4
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t'/t=0
n=0.8
(a)
U/t=8
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t'/t=0
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(0,0) (pi,0) (pi,pi) (0,0)
q
S(q)
S(q)
(b)
FIG. 4. (Color online) Comparisons of spin structure factor
S(q) obtained by the rr-DMFT and CDMFT for (a) U/t =
4, βt = 8 and n = 0.8, and (b) U/t = 8, βt = 2 and n = 0.875.
Curves and symbols indicate the results of the CDMFT and
rr-DMFT, respectively. An Ns = 4-site impurity solver is
used in the rr-DMFT.
site.
Figure 4 compares S(q) obtained by the CDMFT for
2 × 2, 4 × 4, and 8 × 8 sites, and by the rr-DMFT for
Nc = 4× 4 and 8× 8 sites with the Ns = 4-site CT-AUX
solver. Here we examine the accuracy of the rr-DMFT
in (a) an intermediate-coupling (U/t = 4, βt = 8 and
n = 0.8) and (b) a strong-coupling (U/t = 8, βt = 2 and
n = 0.875) cases, where n is the electron density. The
rr-DMFT results agree well with those of the CDMFT
(which is equivalent to the rr-DMFT with Nc = Ns) up
to 8 × 8 sites. In particular, the rr-DMFT reproduces
the growth of S(q = (pi, pi)) with the cluster size Nc.
This result shows that our method takes the growth of
the antiferromagnetic correlations into account at a level
similar to the Nc-site CDMFT.
The results of S(q) at half filling (n = 1) are shown
in Fig. 5. Here, we calculate it in (a) an intermediate-
coupling (U/t = 4, t′ = 0 and βt = 2), (b) a strong-
coupling (U/t = 8, t′ = 0 and βt = 2) and (c) a frus-
trated (U/t = 8, βt = 2 and t′/t = −0.2) cases. For the
rr-DMFT, we fix Nc at 8×8 and compare the Ns = 4
and 16 cases. While the rr-DMFT with Ns = 4 well re-
produces S(q) obtained by the CDMFT, there are visible
differences between them. The discrepancy is improved
in the Ns = 16 result since the result directly takes into
account long-range vertex functions within the Ns-site
cluster.
We also show a result for a frustrated case (t′/t = −1)
in Fig. 6. In comparison with Figs. 4 and 5, the large
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βt =2
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FIG. 5. (Color online) Comparisons of spin structure factor
S(q) at half filling. The parameters are (a) U/t = 4, βt = 2
and t′/t = 0, (b) U/t = 8, βt = 2 and t′/t = 0, and (c)
U/t = 8, βt = 2 and t′/t = −0.2. Curves and symbols indicate
the results of the CDMFT and rr-DMFT, respectively. We
take Ns = 4 and 16 in the rr-DMFT simulations.
frustration in Fig. 6 suppresses the antiferromagnetic cor-
relation, shifting the peak from q = (pi, pi) to (pi, 0). The
rr-DMFT again reproduces well the overall spin struc-
ture of the Nc-site CDMFT. The S(q) peak at q = (pi, 0)
grows as Nc increases in the CDMFT and it is also seen
in the rr-DMFT. Notice that at βt = 4 [Fig. 6(b)] the
8×8-site CDMFT is not available any more because of
the severe negative sign problem [see Fig. 3(d)] while the
8×8-site rr-DMFT is feasible and yields a result which
looks reasonable, i.e., smoothly connected to the higher-
temperature result [Fig. 6(a)]. Figure 6(a) shows that
the rr-DMFT slightly overestimates S(q) for the 8 × 8
cluster (basically within 10% error). It is plausible that
this originates from the increased number of coupling
terms (next-nearest-neighbor hoppings t′), which makes
the convergence of the cumulant expansion slow, and
leads to an underestimate of the spin frustration and re-
sultant fluctuations. Nevertheless, Fig. 6 demonstrates
that the rr-DMFT reasonably works even when a severe
negative sign problem makes the calculation of the stan-
78×8 CDMFT: Unavailable
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FIG. 6. (Color online) Comparisons of spin structure factor
S(q) for a frustrated case (U/t = 8 and t′/t = −1) at half
filling. Here we compute S(q) at (a) βt = 2 and (b) βt = 4.
Curves and symbols indicate the results of the CDMFT and
rr-DMFT, respectively. An Ns = 4-site impurity solver is
used in the rr-DMFT. Note that at βt = 4 the 8 × 8-site
CDMFT is not available because of its too large computa-
tional cost.
dard CDMFT intractable.
Next, we show in Fig. 7 low-temperature (βt = 8) re-
sults for U/t = 4 at half filling. Comparing the rr-DMFT
and CDMFT for the same Ns, we find that the rr-DMFT
gives a larger value of S(q = (pi, pi)), which is in fact
closer to the value of the largest-cluster (8×8) CDMFT
result. However, when we compare the rr-DMFT and
(0,0) (pi,0) (pi,pi) (0,0)
q
S(q)
U/t =4
βt =8
t´/t =0
n=1
FIG. 7. (Color online) Comparisons of spin structure fac-
tor S(q) for U/t = 4 and βt = 8 at half filling. Curves and
symbols indicate the results of the CDMFT and rr-DMFT,
respectively. We take Ns = 4 and 16 in the rr-DMFT simu-
lations.
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FIG. 8. (Color online) (a) Absolute value of self-energies,
|Σ(r, iω0)|, obtained with rr-DMFT and CDMFT, at the low-
est Matsubara frequency plotted against real-space distance
|r| for U/t = 8, βt = 8, t′ = 0, and n = 1. The pair of num-
bers at each data represents r = (x, y) in unit of the lattice
constant. There are several data at the same r since the meth-
ods break the translational symmetry. The imaginary parts
of (b) the local and (c) next-nearest-neighbor self-energies at
the central four sites in the 4 × 4 cluster are plotted against
the Matsubara frequency.
CDMFT for the same Nc, we see that the rr-DMFT un-
derestimates the value of S(q = (pi, pi)) while the increase
of Ns certainly improves the value. This result indicates
that, as is expected, the rr-DMFT is not sufficient when
the system enters the critical region where the finite size
effect is large or, in other words, the correlation length
far exceeds Ns. This should be attributed to the discard
of the vertex corrections between decomposed small-size
clusters in the rr-DMFT.
III.3. Self-energy
In this subsection, we examine the accuracy of the rr-
DMFT for the self-energy in the real space. We use the
CT-AUX as the impurity solver. The self-energy is an im-
portant quantity in the strongly-correlated systems since
it determines the single-particle properties, such as the
spectral weight.
While at high energy the self-energy in general decays
with 1/ωn or even faster, it behaves differently at low en-
ergy, depending on the properties (metallic, insulating,
and pseudogap etc.) of the system. Therefore, as the
8most severe benchmark, we first examine the accuracy
of the self-energy at the lowest Matsubara frequency ω0.
Figure 8(a) plots the absolute value of Σ(r, iω0) against
the real-space distance |r|. We compare 2× 2- and 4× 4-
site CDMFT and 4 × 4-site rr-DMFT with Ns = 4, for
U/t = 8, βt = 8, t′ = 0, and n = 1. Here several different
values are obtained at the same r for each simulation,
since the CDMFT and rr-DMFT intrinsically break the
translational symmetry of the lattice. For |r| < 1.5, we
can see that the rr-DMFT gives the self-energy closer to
the 4×4-site CDMFT than to the 2×2-site CDMFT. This
is also seen in the ωn dependence shown in Figs. 8(b) and
8(c). Moreover, Fig. 8(a) shows that the rr-DMFT well
reproduces the long-range part beyond the 2 × 2 clus-
ter at least up to |r| = 3. The lowest-order approxima-
tion in the cumulant expansion, Eq. (6), works well for
this long-range part because the nonlocal one-body terms
in the quantum impurity action decay with the distance
|r|. This also explains the deviation for |r| > 3, where
the rr-DMFT always underestimates the correlations, in-
terpolating the Ns-site CDMFT (giving zero self-energy
for this long-range part) and Nc-site CDMFT. Namely,
the truncation of the many-body hopping processes due
to the lowest-order approximation in Eq. (6) underesti-
mates the correlation between distant sites, hence giving
an underestimated self-energy, while it certainly takes
into account the spatial correlation beyond the Ns-site
cluster.
III.4. Mott metal-insulator transition
The critical onsite interaction strength Uc of the MIT
is another criterion for understanding how much the spa-
tial correlations are taken into account in the method,
as the previous studies with the cluster extensions of
DMFT (see, e.g., Ref. [41]) have elucidated that, in the
two-dimensional Hubbard model, the short-range antifer-
romagnetic correlations considerably reduce Uc.
We here investigate the Nc dependence of Uc within
the rr-DMFT and the CDMFT at half filling. Using the
CT-AUX as the impurity solver, we calculate the local
Green’s function at τ = β/2, which captures the charac-
teristics of metals and insulators because
− βG
(
β
2
)
=
β
2
∫
dω
ρ(ω)
cosh (βω)
, (11)
is approximately the average of the density of states ρ(ω)
for |ω| . T . The results at βt = 16 are shown in Fig. 9.
For Nc = 2 and 4, we find sudden changes of −βG (β/2)
with varying U , which are identified with the MIT. In
the CDMFT results, Uc decreases from Nc = 2 to 4,
where the hysteresis proving the first-order transition42
is observed. The rr-DMFT quantitatively reproduces the
reduction of Uc with Nc and the hysteresis for Nc = 4.
The 2× 2-site rr-DMFT with Ns = 2 indicates Uc/t ≃ 6,
which is close to the 2×2-site CDMFT result Uc/t ≃ 5.8.
This value is smaller than that of the 2× 1-site CDMFT,
Uc/t ∼ 7.2, despite the use of a two-site impurity solver in
-β
G
(β
/2
)
U/t
insulator
metal βt=16
t'/t=0
n=1
FIG. 9. (Color online) Comparison of −βG(β/2) obtained by
CDMFT (solid lines) and rr-DMFT (dashed lines).
both calculations. We find a crossover between a metal
and the Mott insulator for the Nc = 16-site CDMFT,
since the hysteresis is not observed there. It is plausible
that the first-order MIT line ends at a temperature lower
than 1/β = t/16 for Nc = 16. The 4 × 4 rr-DMFT with
Ns = 2 and 4 reproduces this feature.
We conclude from these results that the rr-DMFT rea-
sonably takes into account the spatial correlation beyond
the size of the impurity solver.
III.5. Density of states
The ED solver15 directly gives real-frequency quanti-
ties without use of any additional analytic continuation
scheme, which is required in the CT-QMC. As mentioned
in Sec. III.1, while the standard CDMFT with the ED
solver requires a cost exponentially increasing with Nc,
the rr-DMFT reduces the increase to a polynomial one.
Therefore, the combination of the rr-DMFT and the ED
is a promising way to study the real-frequency proper-
ties of large systems. In this subsection, we examine the
accuracy of the rr-DMFT combined with the ED, by com-
paring the result with those obtained directly with the
CDMFT.
Figure 10 shows the density of states (DOS) ρ(ω) ob-
tained by the CDMFT and the rr-DMFT with Ns = 2-
site ED impurity solver for t′ = 0 and half filling at zero
temperature. We take nb = 2 as the number of bath sites
per impurity in all the simulations. Note that we have
introduced a broadening factor δ = 0.05t as ω → ω + iδ
and shifted the chemical potential as µ → µ + U/2 to
fix the Fermi level at ω = 0. At U/t = 5.5, the 2 × 2-
site CDMFT has a gapped DOS and the rr-DMFT re-
produces it qualitatively while the 2 × 1-site CDMFT
gives a metallic solution. This result is consistent with
the fact that the spatial correlation reduces Uc as dis-
cussed in Sec. III.4. In Fig. 10(b), all the solutions are
gapped, where the rr-DMFT gives a gap size similar to
that of the 2×2-site CDMFT in comparison with that of
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FIG. 10. (Color online) Density of states for (a) U/t = 5.5
and (b) U/t = 7 at half filling and zero temperature. Curves
indicate the results of the 2× 2-site rr-DMFT (solid curves),
2 × 2-site CDMFT (dashed curves) and 2 × 1-site CDMFT
(dot-dashed curves). Note that we use a broadening factor
δ = 0.05t.
the 2 × 1-site CDMFT. These results demonstrate that
the rr-DMFT gives reasonable results even for the real-
frequency properties, which are in general more sensitive
to the numerical accuracy than the quantities defined on
the Matsubara-frequency axis.
IV. CONCLUSION AND OUTLOOK
In summary, we have proposed the rr-DMFT as a
method to efficiently take into account the spatial corre-
lations at a computational cost substantially smaller than
the brute force application of the CDMFT. We have ap-
plied the method to the two-dimensional Hubbard model
on the square lattice. We have demonstrated that the rr-
DMFT substantially reduces the CPU time in compar-
ison with ordinary CDMFT simulations. Furthermore,
when we use the CT-QMC as the impurity solver, the rr-
DMFT substantially improves the negative-sign problem,
leading to a further reduction of the CPU time.
As benchmark tests, we have demonstrated that the
rr-DMFT well reproduces the spin structure factor, self-
energy, the MIT point Uc and the density of states, ob-
tained by the CDMFT with the same cluster-size solver.
However, the rr-DMFT becomes insufficient when
the antiferromagnetic correlation length is larger than
Ns. One possible prescription for this is, according to
Ref. [44, 51], to take the higher-order cumulants into
account in the real-space renormalization process, be-
cause it, in principle, partially includes the vertex cor-
rections between the broken up clusters. Of course,
they include n-particle correlation functions defined by
〈c†i1(τ1) · · · c
†
in
(τn)cj1(τ
′
1)cjn(τ
′
n)〉 in the action Eq. (8):
The leading correction to our method comes from the
two-particle correlation functions. This term will contain
the spin-spin interaction which is related to the antifer-
romagnetic correlation.
Furthermore, while we have chosen the way of the clus-
ter decomposition according to a physical insight (see
Appendix B), it may be possible to apply an idea in the
numerical linked-cluster expansion,52,53 which fixes the
way of the cluster decomposition according to a princi-
ple of inclusion and exclusion,54 because both of them
are based on a breakup of clusters into smaller blocks.
A potentially important application of the rr-DMFT
is to calculate the real-frequency properties, such as the
spectral function, for large clusters by using the ED
solver, which does not rely on any additional analytic
continuation scheme to obtain real-frequency properties.
Especially, our method will be useful to study the doped
Mott insulators and frustrated systems.
It is also important to study multi-orbital models for
the understanding of the role of the orbital degrees of
freedom by extending the present rr-DMFT to multior-
bital systems.
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APPENDIX A: DETAILED ALGORITHM
Here we describe the detailed algorithm, which solves
an Nc-site quantum impurity model by using an Ns-site
impurity solver O (Nc/Ns)
2
times.
First, we consider an Nc-site cluster and decompose
it into four Nc/4-site blocks Ci(i = 1, . . . , 4) in accor-
dance with Sec. II.2. We then categorize the elements
of the Green’s function into six groups: Ak(k = 1, 2)
and Bk(k = 1, . . . , 4). In order to obtain each ele-
ment, we calculate the action Sij which is given by trac-
ing out the degrees of freedom other than Ci and Cj
[for example, (i, j) = (1, 2) for A1]. For A1 and A2,
GCiCj and GCjCi are obtained from the actions S12 and
S34, respectively, where Sij is the action consisting of
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FIG. 11. (Color online) Decomposition of a cluster and re-
sultant blocks which are used to calculate Bk(k = 1, . . . , 4)
elements of Green’s function.
Ci and Cj (A-type problem). We here abbreviate a
set {Glm|l ∈ Ci ∧ m ∈ Cj} to GCiCj . For Bk with
k = 1, . . . , 4, we calculate the elements of two sets GCiCj
and GCjCi from the corresponding actions S13, S24, S14
and S23, respectively (B-type problem). We thus cal-
culate all the elements of Gij for the corresponding ac-
tion Sij in the A-type problem, while we omit GCiCi and
GCjCj in the B-type problem to avoid the overlap in the
computation.
In the following, we evaluate the number using the
Ns-site impurity solver for the Nc-site impurity problem.
We define a(M,Ns) and b(M,Ns) as the number apply-
ing the Ns-site impurity solver needed to solve the M -
site A- and B-type problems, respectively. The A-type
problem is equivalent to an ordinary quantum impurity
problem since we calculate all the elements of Gij within
the cluster. Because we are able to decompose a quan-
tum impurity model into two A-type and four B-type
problems, we obtain
a(M,Ns) =2a(
M
2
, Ns) + 4b(
M
2
, Ns) +
9M
4Ns
, (A.1)
where the last term on the right-hand side represents the
number of times of using the Ns-site solver needed to
reduce the M -site problem to the six M/2 site problems
(namely, A1 through B4) as is proven below: We trace
out the sites in C = C1 + C2 + C3 + C4 in the following
three independent steps: (1) We first trace out C1 and
then C2 or C4, to obtain S34 or S23, respectively. (2)
We first trace out C2 and then C3 or C4, to obtain S13
or S14, respectively. (3) We first trace out C3 and then
C4 or C1, to obtain S12 or S24, respectively. Thus, we
eliminate the M/4-site block nine times with the Ns-
site solver so that we have the last term in Eq. (A.1).
Note that, empirically, the order of tracing out does not
significantly affect the results (see Appendix B).
Next, we consider the B-type problem for an M -site
cluster. We again decompose it into four problems (see
Fig. 11). The elements Gij are classified into the follow-
ing four parts;
• {GC1C3 , GC3C1},
• {GC2C4 , GC4C2},
• {GC1C4 , GC4C1},
• {GC2C3 , GC3C2}.
These are again B-type problems. Hence,
b(M,Ns) =4b(
M
2
, Ns) +
3M
2Ns
, (A.2)
where 3M/2Ns comes from a reason similar to above. In
this case, we trace out sites from C = C1+C2+C3+C4
as follows: (1) We first trace out C1 and then C2 or C4,
to obtain S34 or S23, respectively. (2) We first trace out
C2 and then C2 or C4, to obtain S14 or S13, respectively.
If M = 2nNs (n > 1) is satisfied, the solution for a
and b is obtained in the following way: Let us redefine
An = a(M,Ns) and Bn = b(M,Ns), where we used the
fact that a and b depend only on the ratio M/Ns. From
Eq. (A.2), the recursion relation for Bn is obtained as
Bn + 3 · 2
n−1 =4(Bn−1 + 3 · 2
n−2). (A.3)
Solving this recursion relation, since B2 = b(2Ns, Ns) =
8 is easily shown, we obtain
Bn =
11
4
22n −
3
2
2n, (A.4)
resulting in
b(Nc, Ns) =
11
4
(
Nc
Ns
)2
−
3Nc
2Ns
. (A.5)
Similarly, using Eq. (A.1), the recursion relation for An
is obtained as
An −
11
2
4n +
3n
4
2n
= 2[An−1 −
11
2
4n−1 +
3(n− 1)
4
2n−1], (A.6)
The solution of the recursion relation leads to
a(Nc, Ns) =
Nc
4Ns
(
22Nc
Ns
− 3 log2
(
Nc
Ns
)
− 17
)
,(A.7)
where we have used the fact that a(2Ns, Ns) = 12. As a
result, we find that the Nc-site impurity problem is solved
by using the Ns-site impurity solver O (Nc/Ns)
2 times.
While Eq. (A.7) is valid only for Nc = 2
nNs (n > 1),
the rr-DMFT algorithm itself is applicable to Nc 6= 2
nNs
cases for which we expect a similar order of a(Nc, Ns).
APPENDIX B: TRACING OUT ORDER
Here, we elaborate our algorithm to determine the or-
der of tracing out the sites. By comparing it with another
algorithm, we show that the order does not significantly
affect the final result. A basic principle of our algorithm
is to choose a block of the sites to be traced out as com-
pact as possible since the short-range correlation is better
to be taken into account as much as possible.
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FIG. 12. (Color online) (a) Site indices (indicated in yellow
circles) and tracing out order (shown in blue shaded area) for
Nc = 4 × 4 and Ns = 2. For the gray shaded sites, we trace
out the blue shaded blocks in order of the number assigned
to them. (b) Different numbering of sites, to be used for the
comparison made in Fig. 13.
We consider a 2n × 2n square cluster. First, we as-
sign numbers to all the sites according to the following
rules: (1) We divide the 2n × 2n cluster into four blocks,
Ci(i = 1, . . . , 4), along the cuts in the x and y directions
as shown in Fig. 2, where Ci is a 2
n−1 × 2n−1 cluster.
The upper left (right) block is C1 (C2) and the lower left
(right) block is C3 (C4). (2) For all the sites in the block
Ci (i = 1, . . . , 4), we assign i− 1 to the n-th digit of the
quaternary number representing the site. (3) We itera-
tively apply the rules (1) and (2) with replacing n with
n − 1 until Ci is reduced to one site. (4) After the loop
of (1)−(3) finishes, we translate the obtained quaternary
number into a decimal number to assign to each site. An
example of the Nc = 4 × 4 case is shown in Fig. 12(a).
Together with the breakup rule of a cluster described in
Sec. II.2, we trace out the sites in inverse order of the
indices. Figure 12(a) shows an example of tracing out a
lower half part of a 4 × 4 cluster with a two-site impu-
rity solver. When removing the sites in the gray region,
we trace out the blue shaded two-site blocks in order of
the indices assigned to them. With this rule, blocks are
automatically traced out in units of a block consisting of
adjacentNs sites. Moreover, the block Ci always consists
of adjacent sites too.
Now we study how much the rr-DMFT results depend
on the order of tracing out the sites and show numeri-
cally that the dependence is small. We consider a square
cluster of Nc = 4 × 4 and use the Ns = 2 CT-AUX
solver. In addition to the above-described numbering
in Fig. 12(a), we consider another numbering shown in
Fig. 12(b), whose sites are traced out in an order differ-
ent from the former one. In Fig. 12(b), the order of per-
forming traces in the lower half sites is illustrated. The
results of them are shown in Fig. 13, where we apply the
rr-DMFT to the half-filled Hubbard model in two dimen-
sions at U/t = 4 for several choices of temperature. We
can see that the order of tracing out does not largely af-
fect the results. We indeed find that these two patterns
give similar results in the parameter regions studied in
this paper.
βt=8
βt=2
βt=4
S(q)
(0,0) (pi,0) (pi,pi) (0,0)
q
U/t=4
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n=1
FIG. 13. (Color online) Comparison of spin structure factors
for two different tracing out orders shown in Fig. 12. Curves
and symbols respectively indicate the results of Fig. 12(a) and
12(b).
1 M. Imada, A. Fujimori, and Y. Tokura,
Rev. Mod. Phys. 70, 1039 (1998).
2 W. Metzner and D. Vollhardt,
Phys. Rev. Lett. 62, 324 (1989).
3 A. Georges, G. Kotliar, W. Krauth, and M. J. Rozenberg,
Rev. Mod. Phys. 68, 13 (1996).
4 G. Kotliar, S. Y. Savrasov, G. Pa´lsson, and G. Biroli,
Phys. Rev. Lett. 87, 186401 (2001).
5 M. H. Hettler, A. N. Tahvildar-Zadeh, M. Jar-
rell, T. Pruschke, and H. R. Krishnamurthy,
Phys. Rev. B 58, R7475 (1998).
6 M. Potthoff, M. Aichhorn, and C. Dahnken,
Phys. Rev. Lett. 91, 206402 (2003).
7 H. Kusunose, J. Phys. Soc. Jpn. 75, 054713 (2006).
8 A. Toschi, A. A. Katanin, and K. Held,
Phys. Rev. B 75, 045118 (2007).
9 A. N. Rubtsov, M. I. Katsnelson, and A. I. Lichtenstein,
Phys. Rev. B 77, 033101 (2008).
10 A. N. Rubtsov, V. V. Savkin, and A. I. Lichtenstein,
Phys. Rev. B 72, 035122 (2005).
11 E. Gull, P. Werner, O. Parcollet, and M. Troyer,
EPL (Europhysics Letters) 82, 57003 (2008).
12 P. Werner, A. Comanac, L. de’ Medici, M. Troyer, and
A. J. Millis, Phys. Rev. Lett. 97, 076405 (2006).
13 B. B. Beard and U.-J. Wiese,
Phys. Rev. Lett. 77, 5130 (1996).
14 N. V. Prokof’ev, B. V. Svistunov, and I. S. Tupitsyn,
JETP Lett. 87, 310 (1998).
15 M. Caffarel and W. Krauth,
Phys. Rev. Lett. 72, 1545 (1994).
12
16 S. M. A. Rombouts, K. Heyde, and N. Jachowicz,
Phys. Rev. Lett. 82, 4155 (1999).
17 M. Iazzi and M. Troyer, Phys. Rev. B 91, 241118 (2015).
18 S. Biermann, A. Poteryaev, A. I. Lichtenstein, and
A. Georges, Phys. Rev. Lett. 94, 026404 (2005).
19 H. Lee, Y.-Z. Zhang, H. O. Jeschke, R. Valent´ı, and
H. Monien, Phys. Rev. Lett. 104, 026402 (2010).
20 Y. Nomura, S. Sakai, and R. Arita,
Phys. Rev. B 89, 195146 (2014).
21 Y. Nomura, S. Sakai, and R. Arita,
Phys. Rev. B 91, 235107 (2015).
22 P. Staar, M. Jiang, U. R. Ha¨hner, T. C. Schulthess, and
T. A. Maier, Phys. Rev. B 93, 165144 (2016).
23 P. Staar, T. Maier, and T. C. Schulthess,
Phys. Rev. B 88, 115101 (2013).
24 S.-X. Yang, H. Fotso, H. Hafermann, K.-M.
Tam, J. Moreno, T. Pruschke, and M. Jarrell,
Phys. Rev. B 84, 155106 (2011).
25 H. Hafermann, S. Brener, A. N. Rubtsov, M. I. Katsnelson,
and A. I. Lichtenstein, JETP Lett. 86, 677 (2007).
26 A. A. Kananenka, E. Gull, and D. Zgid,
Phys. Rev. B 91, 121111 (2015).
27 D. Se´ne´chal, D. Perez, and M. Pioro-Ladrie`re,
Phys. Rev. Lett. 84, 522 (2000).
28 T. A. Maier, T. Pruschke, and M. Jarrell,
Phys. Rev. B 66, 075102 (2002).
29 D. Se´ne´chal and A.-M. S. Tremblay,
Phys. Rev. Lett. 92, 126401 (2004).
30 M. Civelli, M. Capone, S. S. Kancharla, O. Parcollet, and
G. Kotliar, Phys. Rev. Lett. 95, 106402 (2005).
31 U. Z. Kuchinskii, I. A. Nekrasov, and M. V. Sadovskii,
JETP Lett. 82, 198 (2005).
32 B. Kyung, S. S. Kancharla, D. Se´ne´chal, A.-
M. S. Tremblay, M. Civelli, and G. Kotliar,
Phys. Rev. B 73, 165114 (2006).
33 T. D. Stanescu and G. Kotliar,
Phys. Rev. B 74, 125110 (2006).
34 K. Haule and G. Kotliar, Phys. Rev. B 76, 104509 (2007).
35 A. Liebsch and N.-H. Tong,
Phys. Rev. B 80, 165126 (2009).
36 S. Sakai, Y. Motome, and M. Imada,
Phys. Rev. Lett. 102, 056404 (2009).
37 S. Sakai, Y. Motome, and M. Imada,
Phys. Rev. B 82, 134505 (2010).
38 E. Gull, M. Ferrero, O. Parcollet, A. Georges, and A. J.
Millis, Phys. Rev. B 82, 155101 (2010).
39 G. Sordi, K. Haule, and A.-M. S. Tremblay,
Phys. Rev. B 84, 075161 (2011).
40 S. Sakai, G. Sangiovanni, M. Civelli, Y. Motome, K. Held,
and M. Imada, Phys. Rev. B 85, 035102 (2012).
41 Y. Z. Zhang and M. Imada,
Phys. Rev. B 76, 045108 (2007).
42 H. Park, K. Haule, and G. Kotliar,
Phys. Rev. Lett. 101, 186403 (2008).
43 T. Misawa and M. Imada,
Phys. Rev. B 90, 115137 (2014).
44 W. Metzner, Phys. Rev. B 43, 8549 (1991).
45 S. Florens, Phys. Rev. Lett. 99, 046402 (2007).
46 T. A. Maier, M. Jarrell, T. C. Schulthess, P. R. C. Kent,
and J. B. White, Phys. Rev. Lett. 95, 237001 (2005).
47 E. Gull, P. Staar, S. Fuchs, P. Nukala, M. S. Sum-
mers, T. Pruschke, T. C. Schulthess, and T. Maier,
Phys. Rev. B 83, 075122 (2011).
48 T. Aimi and M. Imada,
J. Phys. Soc. Jpn. 76, 084709 (2007).
49 M. Kohno, Phys. Rev. Lett. 108, 076401 (2012).
50 C. Huscroft, M. Jarrell, T. Maier, S. Moukouri, and A. N.
Tahvildarzadeh, Phys. Rev. Lett. 86, 139 (2001).
51 E. Khatami, E. Perepelitsky, M. Rigol, and B. S. Shastry,
Phys. Rev. E 89, 063301 (2014).
52 M. Rigol, T. Bryant, and R. R. P. Singh,
Phys. Rev. Lett. 97, 187202 (2006).
53 E. Khatami, R. T. Scalettar, and R. R. P. Singh,
Phys. Rev. B 91, 241107 (2015).
54 C. Domb and M. S. Green, eds., Phase Transitions and
Critical Phenomena, Vol. 3 (Academic, New York, 1974).
55 H. Aoki, N. Tsuji, M. Eckstein, M. Kollar, T. Oka, and
P. Werner, Rev. Mod. Phys. 86, 779 (2014).
