In this paper we present a linear programming solution for support recovery. Support recovery involves the estimation of sign pattern of a sparse signal from a set of randomly projected noisy measurements. Our solution of the problem amounts to solving min Z 1 s.t. Y = GZ, and quantizing/thresholding the resulting solution Z. We show that this scheme is guaranteed to perfectly reconstruct a discrete signal or control the element-wise reconstruction error for a continuous signal for specific values of sparsity. We show that the sign pattern of X can be recovered with SN R = O(log n) and m = O(k log n/k) measurements, where k is the sparsity level and satisfies 0 < k ≤ αn, where, α is some non-zero constant. Our proof technique is based on perturbation of the noiseless ℓ 1 problem. Consequently, the maximum achievable sparsity level in the noisy problem is comparable to that of the noiseless problem. Our result offers a sharp characterization in that neither the SN R nor the sparsity ratio can be significantly improved. In contrast previous results based on LASSO and MAX-Correlation techniques either assume significantly larger SN R or sub-linear sparsity. Our results has implications for approximately sparse problems. We show that the k largest coefficients of a non-sparse signal X can be recovered from m = O(k log n/k) random projections for certain classes of signals.
Introduction
In many real world sensing applications, the problem of recovering the signal from noisy projections is of interest [1, 2] . For these scenarios one can abstract a fundamental aspect of the sensing problem -for most natural phenomena of interest the underlying signal of interest is sparse.
In more concrete terms, our goal is to estimate X based on the observations,
where X ∈ R n is a sparse signal with support size k.
In many cases such as system identification, active sensing, and sensor networks, noise can also arise at the input. Motivated by these instances we also study recovery from the following measurements:
where, w is a noise term analogous to N in Equation 1 . The component w can also arise as a perturbation to a sparse signal X. In this case w is deterministic perturbation and X is the sparse approximation to the composite signal Z = X + w. These signals are related to the so called approximately sparse or compressible signals (see [3] ).
All of these problems have come to be known as Compressed Sensing because the number of measurements m = dim(Y) required for reconstruction is significantly smaller than n, the dimension of the underlying field. The noiseless problem (N = 0, w = 0) as well as its noisy counterpart have been the subject of intense research [4, 2, 5, 6] . For the noiseless problem it is well known that if X has fewer than k non-zero components, it can be perfectly recovered if and only if every sub-matrix of G formed by choosing 2k arbitrary columns of G has full column rank. Unfortunately, there does not exist a computationally tractable algorithm for the general setting. In [4, 2, 5, 7, 8] it is shown that for sufficiently small k, the problem can be recast as an ℓ 1 minimization problem whenever the sensing matrix G satisfies additional properties. In the noisy case perfect recovery is generally impossible for continuous valued signals and an estimateX that closely approximates X in some distance measure is desired. The distances commonly considered include the ℓ 2 distance [3, 9] and support recovery [10, 11] . Support recovery involves recovering the non-zero components of X and their corresponding signs.
In the noisy case two different aspects of the problem have been studied in the literature. From an algorithmic perspective, convex relaxations such as Basis Pursuit and LASSO have been studied and the performance of these algorithms have been characterized [2, 6, 7, 8, 12, 13, 14, 5] ). A parallel line of research has dealt with algorithm-independent bounds based on an informationtheoretic perspective [15, 16, 17, 18, 19, 20, 21, 11, 22] . In [16] [17] , the authors have proposed an equivalent quantity, namely, sensing capacity, to characterize the effects of distortion metric, sensing modality, sensing environment and signal-to-noise level simultaneously.
In [16] [ 17] we show that for mean-squared distortion, constant SNR is sufficient for reconstructing the signal, i.e., the information-theoretical upper and lower bounds only differ by a constant SNR factor. However, in many problems ℓ 2 distortion metric is insufficient. In these problems identifying the support of the input becomes important.
Our paper develops a thresholded linear programming algorithm for support recovery. In particular we solve the optimization problem in two steps: (1) In the first step we solve min Z 1 s.t. Y = GZ, with the data Y generated noisily, i.e., Y = GX + N or Y = G(X + w) (2) the second step involves least squares regression. We show that this scheme is guaranteed to perfectly reconstruct a discrete signal or control the element-wise reconstruction error for continuous signal. Support recovery has been studied in [10, 23, 11, 24, 18, 19] . We discuss the similarities and differences of the different schemes in the following section.
Notation
For convenience of discussion, we introduce the mathematical notation which will be used throughout the paper. In the sensing model Y = GX + N, the sensing matrix G is of size m × n. Correspondingly we have X ∈ R n and Y, N ∈ R m .
We denote the support and sign pattern of X as:
I supp = {j | X j = 0}; I + supp = {j : X j > 0}; I − supp = {j : X j < 0}
and denote
as the minimum value of X on the support. The elements on the support is denoted by:
The sparsity k is the size of the support #{I supp }. Sometimes we use α to denote the sparsity ratio k n and C to denote the ratio n m . LetX be an estimate of X based on Y . We denote by:
I supp = {j |X j = 0};Î + supp = {j :X j > 0};Î − supp = {j :X j < 0} (6) We need the following notations to denote false alarms and misses:
and N f = #|Î supp | − (#|I
Now, we define the signal to noise ratio(SNR) as follows. We normalize both the sensing matrix G and the additive noise N and the sensing equation can be reformulated as
where each column of the matrix G is restricted to have a unit ℓ 2 norm and N is the normalized noise vector with unit power in each dimension (namely, each component of N has unit power). Furthermore, we assume without loss of generality that,
Now sensing model does not change if we multiply both sides by a constant and therefore we prefer to use the following equivalent model in this paper:
For the approximately sparse problem, namely, the setting of Equation 2:
For the noise w we consider different possibilities. For the approximate sparsity problem we generally consider deterministic ℓ ∞ bounded noise. However other technical conditions are imposed based on signal sparsity. As described in the introduction these models also arise as input noise in system identification. In this case w is well modeled as an i.i.d. Gaussian random vector with zero mean and variance 1/SN R. For the approximately sparse problem, we can also denote the support in terms of the composite signal Z = X + w as follows: Finally, a note on probabilistic statements. A bound on a random variable, z is true with probability greater than δ will be stated as: z ≤ γ, w.p. ≥ δ
Overview of Related Work
The Information-theoretic necessary conditions for support recovery have been developed by several authors [24, 25, 18, 19, 20, 21, 11] . Specifically, the following result appears in [25] : Theorem 1.1. Suppose we have m = O(αn log(n/k)) measurements in Equation 10 , where, α = k/n is the sparsity ratio, then an SNR of O(log n) is necessary and sufficient for recovering the support with high probability.
Our main result is that we can achieve these bounds using essentially a linear programming algorithm. In recent years, researchers have focused on support recovery with convex algorithms. Specifically, the performance analysis of ℓ 1 -constrained quadratic programming, commonly referred to as LASSO (for Least absolute shrinkage and selection operator ), for reconstructing the signal from noisy observations [3, 23] .
In [23] , the sign recovery problem was first considered and addressed through applying LASSO under the setting outlined in Section 1.1. However, [23] requires high SNR for support recovery. In particular the author shows that for SN R = O(n), the number of measurements m ≍ 2k log(n − k) + k + 1 is both necessary and sufficient for accurate sign pattern recovery. In contrast we show in this paper that SN R = O(log n) and m = O(k log(n/k)) is sufficient for support recovery. The reason for such a discrepancy can be attributed to the fact that the condition that [23] also seeks to recover zero components exactly. In other words [23] requires that the solution to LASSO recovers the support of the non-zero components as well as requires the solution be identically zero for the zero components. Nevertheless, this requirement is not necessary. Small reconstruction errors in the zero components are actually tolerable as long as they are small since they can be thresholded out.
A recent result related to LASSO algorithm is presented in [10] , where the authors give tighter SNR bounds for exact support recovery. It is shown that if
where σ is the variance of the additive noise N, LASSO recovers the support of the signal X with high probability. In our notation (since we normalize x min = 1) this bound implies that SN R ≥ O(log n) is sufficient for accurate support recovery. However, their result requires the sparsity asymptotically goto zero, i.e.,
where G is the spectral norm of G defined as its largest singular value. In addition they require that the support of X be chosen uniformly and randomly.
In this paper, we lift both of these restrictions. We let the sparsity scale linearly as k ≤ αn = O(n) and we let X be an arbitrary deterministic parameter. Finally we also point out that unlike LASSO, where the weight on the quadratic penalty term is chosen as a function of the noise level, our algorithm requires no such tuning parameter. We provide a detailed discussion on this aspect in Section 6.
A third line of work appearing recently, in [11] , presents necessary and sufficient conditions for sparsity pattern recovery based on maximum correlation estimator. The authors establish that the maximum correlation estimate is close to the necessary condition for sparsity pattern recovery. These results are stated under a different setup from that of Section 1.1. In particular, they introduce a different notion of SN R and a notion of mean-to-average ratio(MAR), which are themselves functions of problem parameters, namely, sparsity, dimension, n, and the number of measurements, m. It turns out that their necessary condition reduces to the necessary condition of [25] and their sufficient condition can be arbitrarily bad. In particular, their sufficiency bound after appropriate substitutions(see [11] ) turns out to be:
If a priori x min = 1 (or fixed to be a constant), this inequality will never hold asymptotically. It implies that this sufficient bound is actually a hybrid bound on both x min , m and sparsity k. Therefore, the characterization of the result is not completely straightforward, namely, whether or not the number of measurements scales with the sparsity. To further illustrate the issue we can substitute specific cases for the purpose of comparison. Suppose, for instance X/x min 2 is large(e.g.,X supp = {x min , 2x min , · · · , kx min }), the bound on the number of measurements is loose(m > O(k 3 log n)). In summary we can see SN R level plays an important role in reconstruction. In the first sub-problem, we constrain the noise to be extremely small(i.e., almost infinite SNR) and find a lower bound for the number of measurements for exact recovery. This is a well studied problem in compressed sensing and a tight bound has already been derived. Our results are based on a perturbation argument. We compute the maximum level of noise such that support recovery is still possible, while keeping the number of measurements identical to that required for good mean squared approximation. It has been shown in [3] that the number of measurements required for good mean square approximation is essentially within a constant of that required for noiseless recovery. Our main results show that sign pattern recovery is achievable for SN R ≥ O(log n) and m = O(k log(n/k)) measurements. Our results on support recovery for approximately sparse signals has not been previously considered. Candes et. al. [3] derive error bounds for mean-squared approximation of such signals. We show that our LP algorithm can not only approximate the k largest coefficients but also exactly recover their support.
Organization of the Paper
The remainder of this paper is organized as follows. Section 2 describes the main result and the thresholded basis pursuit (TBP) algorithm. The TBP analysis is broken up into several steps in Section 3. The main results involved in each of these steps is presented here. The proofs for the main results are presented in Section 4 and Section 5 respectively. Finally, we present some simulation results in Section 6.
Main Result and the Thresholded Basis Pursuit Algorithm
In this section, we first describe our main result. In the following section we present a linear programming (LP)-algorithm that results in successful discovery of the support(i.e., no miss detection) with high probability. Next, we generalize this result to exact sign pattern recovery(i.e., no miss-detection and no false alarms) by modifying our linear programming algorithm.
Our main results for Equations 9 and 11 are stated in Theorems 2.1 and 2.2 below.
Theorem 2.1. Suppose the pair (k, n) satisfies k ≤ αn for some sufficiently small α < 1 and we also assume SN R = O(log n) 1 . Then a polynomial time algorithm can perfectly recover the sign pattern of signal X with high probability with m = O(k log(n/k)) measurements.
Remark 2.1. The triple (m, n, k) achievable is nearly equal to that achievable with the ℓ 1 noiseless problem (see [7] , [2] , [3] , and [5] for further details).
Remark 2.2. In this paper, the polynomial time algorithm refers to a Linear Programming based algorithm followed by regression and quantization.
Further refinements of this result will be presented in the following sections. For the approximately sparse problem, i.e., the setting of Equation 11 we have the following result: Theorem 2.2. Suppose the pair (k, n) satisfies k = αn for some sufficiently small α < 1 and we also assume w ∞ ≤ 1/ √ log n. Remark 2.3. The two results are related. We establish the first result by deriving the second. Intuitively, note that we can express output noise, N, as an output of filtered noise Gw. Nevertheless, there are a few technical issues that need to be addressed in establishing this connection. The main intuition in deriving these results is that ℓ 1 minimization results in spreading the noise evenly among the n columns of G. Consequently each component of the estimate only suffers a small perturbation.
Remark 2.4. The additional constraint in Part (C) of Theorem 2.2 is essential. Note that when we only assume an ℓ ∞ bound on w and the sparsity of X is k, the ratio of signal power to noise power is O(k/n), which is small for sub-linear sparsity. For the output noise model of Theorem 2.1 the signal power to noise power scales as O(k/m).
This result has implications for compressible signals. Compressible signals [3] are signals, Z if their sth largest coefficient, |Z| (s) decays as:
for r ≥ 1. We can attempt to recover the k largest coefficients of such a signal for a suitable value of k. We decompose, Z = X + w, where X j = Z j , j ≤ k for the first k components and w j = Z j , j > k. Now, X has sparsity level k and k can be chosen suitably such that the one norm of w satisfies the assumptions under Theorem 2.2(C). However, note that we need a bound on the dimension n to directly apply this result.
Thresholded Basis Pursuit(TBP)
Here we propose a new LP based algorithm, namely Thresholded Basis Pursuit (TBP). Our algorithm highlights the fact that SNR level is an important aspect in addition to the number of measurements. We show that the number of measurements required for noisy recovery is essentially similar to the number of measurements for noiseless case if the SNR level is O(log n). From Theorem 1.1 it follows that recovery is impossible with smaller SNR level for this level of sparsity.
At a high-level there is a difference between the proof technique of [23] and [10] and ours. [10, 23] investigate conditions such that LASSO solution leads to X j = 0 for j ∈ I supp . In contrast we seek solutions such that components outside the support set are relatively small. This relaxation helps us in bridging the order gap between the linearly achievable sparsity through Max-Likelihood and that achievable through a convex algorithm.
The algorithm is composed of two steps:
Step 1: Apply the basis pursuit (P 1) minimize X 1 subject to Y = GX
Step 2: For a discrete signal, suppose each component of X must belong to a finite set X . We threshold the solutionX of Step 1 by the nearest-neighbor principle, i.e.,
If the alphabet of X is continuous, for sign pattern recovery we only need to discriminate between zero elements and the non-zero elements. In this case, Step 2 should be modified to:
Step 2': For continuous signal, threshold the solutionX of Step 1 if and only if it's small, i.e.,
The above algorithm will be referred to as TBP.
Main Steps in TBP Analysis
In this section we will describe our main steps in establishing the proof of Theorem 2.1. We list below the main steps involved in the proof. Each of these steps will be further elaborated subsequently.
Step A1: We consider the two sensing models as in Equations 9, 11. To simplify our analysis our first step is to derive an essential equivalence between two sensing models, namely, equivalence of noise appearing as measurement noise (Y = GX + N) and an equivalent appropriately scaled ℓ ∞ bounded deterministic noise, w, at the input (Y = G(X + w)).
Step A2: Our second step will establish weak support recovery, namely, for sufficiently large SNR the support can be recovered with high probability. In parallel we show that for limited SNR the false positives and false negatives are a small fraction of the actual support of X.
Step A3: In the third step we show that for SN R = O(log n) the TBP algorithm results in successful discovery of the support(i.e., no missed detection) with high probability. However, our analysis here falls short of guaranteeing that non-support elements are not part of the identified support.
Step A4:
Step A2 and Step A3 together lead to a situation where the actual support is a subset of the identified support. Furthermore, the number of elements in the identified support is only fractionally larger than the true support of X. These non-support elements are removed by standard least squares regression. This establishes the proof of Theorems 2.1 and 2.2.
Step A1: Equivalent Sensing Models for Analysis
For the purpose of analysis we describe essential equivalence between the following models. 3. Y = G(X + w), where w is deterministic noise with bounded ℓ ∞ norm.
We will prefer to use the perturbation model 3 in presenting our main theorem. The goal of this subsection is to justify that these three perturbations models are essentially equivalent (although, additional steps are required in some of the theorems, which we will point out when the need arises).
First, it is obvious that by applying a union bound to the tail probability of Gaussian distribution, model 2 can be converted to the model 3 easily. The only loss here is a log n factor. Consequently, Theorem 2.2(B) and Theorem 2.2(C) are essentially equivalent. We study the conversion between the first model and the third model and show that the loss of conversion is again at most a log n factor.
To this end, we consider the following equation:
This is an over-determined equation with infinitely many possible values for w. Our approach is to choose the minimum norm solution [26] for w, namely,
Next we establish that this solution results in a satisfactory choice. Suppose the singular value decomposition of G T = U ΣV T where U ∈ R n×m and Σ, V ∈ R m×m , then we have
To express the relation between w and N quantitatively via Equation 12, we need the following two lemmas.
Proof. We know that U i , N is still a Gaussian variable with zero mean and variance ≤ ǫ 2 . Hence, from the union bound and the tail probability of Gaussian distribution,
Taking t = √ 2 log n in the above inequality, we have,
The next lemma is a classical result on the concentration property of the spectrum of Wishart matrix G T G(see [27] for example). ) almost surely.
Combining the above two lemmas, we have the following result.
Proof. See Appendix.
Remark 3.2. (1) This result implies that the two models Y = GX + N and Y = G(X + w) are "almost" the same except for a log n factor. (2) The condition n = Cm (C > 1) ensures that the sensing matrix G is well-behaved.
Step A2: ℓ 2 Error Bound and Weak Support Recovery
Our main goal in this section is to: (a) Present a squared norm approximation result for the TBP algorithm; (b) Derive a weak support recovery result based on a squared norm distortion bound. By weak support recovery we mean that either a large fraction of the support can be recovered with SN R = O(log n) or the support can be completely recovered with sufficiently large SNR. To state our result, we adopt the definition of RIP constant introduced in [5] . Although our results can be derived without utilizing the RIP property, for the sake of technical simplicity, we adopt this direction in this paper.
Definition 3.1. Given a matrix G(random or deterministic) and any set of column indices, we use G T to denote the n × |T | submatrix of G which are composed of the corresponding columns in T . We further denote X T as the vector whose support is on T . Then we say that a matrix G satisfies the Restricted Isometry Property(RIP) condition with parameter δ k if
Note that RIP condition only applies to the case when the sensing matrix G is columnnormalized. The definition should be slightly modified if the sensing matrix is not normalized. Throughout this paper, for the clarity of exposition, we always assume G is a normalized Gaussian matrix. To put it more precisely, each entry G ij is assumed to be drawn from N (0, 
where the constant C s depends only on δ 2k .
Proof. See Section 4.
Remark 3.3. Note that the requirement that δ 2k ≤ 1 7 is stronger than the condition for noiseless case, δ 2k ≤ √ 2 − 1, (see [28] ). This is the cost we pay for noisy recovery.
Remark 3.4. In [29] , the author proved that δ 2k < 1 7 with probability ≥ 1 − e −c 1 m if m ≥ c 2 log n 2k 2k, where c 1 , c 2 are some constants. Throughout the paper, we always assume the sparsity ratio α = k/n is sufficiently small such that c 2 log n 2k 2k < n. Note that only in this regime can the problem be truly called compressed sensing.
We can translate the above result into support error as follows.
Theorem 3.5. We assume that x min = 1 (see Equation 4) . We also assume w is ℓ ∞ bounded, i.e., w ∞ ≤ ǫ ≤ 
Solving this inequality gives an upper bound of r,
Remark 3.5. The above theorem provides an asymptotic bound to the miss-detection rate ρ m ∆ = Nm |Isupp| . By applying Theorem 3.5, we have,
We can see that ǫ controls the miss detection rate. For example, if ǫ = O(
) and k scales with n, then r ≤ O( 1 log n ), which vanishes when n → ∞. On the other hand, the condition ǫ = O(
This implies that when SN R = O(log n), the miss detection rate vanishes asymptotically.
The above result provides weak support recovery. The result above trades off the number of recovered support elements for an SN R = log n. Alternatively, perfect support recovery is achievable with sufficiently high SN R. The following result will be used in our proof.
First, we know from Theorem 3.4 that the with probability ≥ 1 − e −c 1 m Basis Pursuit(i.e.
Step 1 of our algorithm) ensures the following inequality:
Now we choose a sufficiently small ǫ such that ǫ < 
This says that the perturbation of the reconstruction error is small enough such thatX and X have the same sign pattern.
Lemma 3.6. Suppose w ∞ ≤ ǫ and ǫ is sufficiently small. The first k columns of G(i.e, the columns that correspond to the correct support) is part of the optimal basis with probability
Proof. Since the reconstruction algorithm is an LP algorithm, the optimal solution must be a basic feasible solution(BFS). Denote G 1 as the optimal basis in G for this optimal solution. Since the sign pattern of X is correctly recovered with probability ≥ 1 − e −c 1 m as shown above, the first k columns of G(which corresponds to the support of X) must be included in G 1 . Otherwise, if the i-th column is not selected into the optimal basis, thenX i = 0 but we know the correct |X i | ≥ x min , which contradicts the above inequality
Step A3: Support Detection
The result in the previous section is asymptotic and does not provide conditions for exact support recovery. In some applications, we may require that all the components in the support are correctly detected. And quite surprisingly, we can prove this stronger result based on Theorem 3.4 and more specifically Lemma 3.6 and the theory of duality in linear programming. We split the results into different cases corresponding to the input noise and output noise models. This is because the proof for output noise needs more work. These results establish the proofs of Theorems 2.1 and 2.2. The main intuition is that ℓ 1 minimization results in spreading the noise evenly among the n columns of G. Consequently each component of the estimate only suffers a small perturbation. 
where p n satisfies lim n→∞ p n = 0.
(B) If in addition to the ℓ ∞ bound on noise w as before (Case 1a), we also have w 1 ≤ k/ log 3 (n). Then for any arbitrary support size, k ≤ αn, there is an absolute constant λ such that for the number of measurements m ≥ λk log(n/k) the TBP algorithm recovers the support with high probability.
Proof. See Section 5.
Remark 3.6. This theorem implies that the miss detection is exactly 0 w.h.p. but the number of false alarms is not covered here. We leave the discussion on false alarm to next subsection (see Theorem 3.9).
Remark 3.7. Note that the sub-linear sparsity is not covered by the part (A)of the theorem. The reason can be attributed to relative increase in noise level. Note that when we only assume an ℓ ∞ bound on w and the sparsity of X is sub-linear in n the ratio of signal power to noise power can be vanishingly small, i.e., as small as O(log n/n). This does not happen for the linear case and it is no smaller than O(log n). For this reason we need to scale the noise power as well, which is the result of part (B). For the output noise model (Case 2) the scaling of noise power with the number of measurements occurs naturally. This is because if there are m measurements, the total noise power is O(m). 
Proof. See Section 5.2.1 for the linear sparsity case and Section 5.3 for the sublinear sparsity case.
Theorems 3.7, 3.8 require exact knowledge of support size of X. To relax these results to the case where only the maximum support size of X is known we proceed as follows: We artificially add a deterministic dither noisew to the signal X.w has support size equal to the maximum allowable sparsity, k.w min , the minimum non-zero value is set to x min /2. This ensures that non-zero terms of X will not be canceled. The new composite signal,X = X +w satisfies the property that the support size is in between k and 2k with the minimum value bounded from below byx min = x min /2. The setup meets the conditions of Theorems 3.7 and 3.8. This ensures that the estimated support set of the TBP algorithm contains the true support set of the composite signal. To recover the support of X we employ a regression argument and this is described in the following section.
3. 4 Step A4: Eliminating Non-Support Elements Theorem 3.7 only ensures no miss-detection in the support. It fails to guarantee that the number of false alarms, N f = 0. However, the number of false alarms can also be reduced to zero through a standard regression technique.
To ensure no false alarms (N f = 0) we take thrice the number of measurements required for support detection. The idea is to partition the measurements into two parts. The first m measurements are used to estimate the support elements using TBP. Since the basic feasible solution of a linear program can only have at most m non-zero entries the support of X can be identified to within m elements. We next utilize 2m measurements in a regression problem to estimate the support of X using a standard least squares algorithm.
Our modified algorithm is as follows.
Step 1: Partition m = O(k log(n/k) measurements into two parts, the first set containing m 1 = m/3 measurements. Denote the first set of measurements by Y 1 and the second set by Y 2 . Partition the sensing matrix correspondingly as
Step 2: Apply the TBP algorithm proposed in Section 2.1 with respect to the first m 1 measurements Y 1 . Denote I as the indices of nonzero components from this step. The number of non-zero components is at most m 1 since the optimal solution to a linear program is a basic feasible solution.
Step 3: With respect to the second set of measurements Y 2 , we proceed as follows:
where G 2,I the submatrix of G 2 that comprises the columns in index set I and G †
represents the Moore-Penrose pseudo-inverse of G 2,I .
Step 3: Threshold the solutionX if and only if it's small, i.e.,
Remark 3.8. From Theorem 3.7, all the support components are included in I w.h.p. after Step 1. The Steps 2, 3 are intended to eliminate those possible false alarms from I. Remark 3.9. The simulation in Section 6 seems to suggest that this modified algorithm is unnecessary and TBP by itself is sufficient for both detecting the support and eliminating false alarms. However, our analysis requires this post-processing. This modified algorithm is guaranteed to exactly recover the sign pattern of signal X w.h.p. 
where p n satisfies lim n→∞ p n = 0. for the two cases.
The above result is a restatement of Theorems 2.2 and 2.1. 
Comments on Proof Technique
LASSO vs. TBP Analysis: We have described several advantages of TBP over LASSO for underdetermined problems. Nevertheless, analysis of TBP is compounded by several difficulties. We first note that there are two advantages of LASSO over TBP. Theoretically, LASSO leads to exactly recovering the support when the noise is sufficiently small. In contrast, when the optimal basis of the Basis Pursuit is picked, all the elements recovered are nonzero with probability one (even for sufficiently small noise). This is the reason why we need thresholding after applying Basis Pursuit. This difference between LASSO and TBP is not that important in practice. The other advantage is that LASSO is easier to analyze in theory. Due to the LP structure of basis pursuit, the noise influences the choice of optimal basis in a very subtle way. This leads to statistically dependencies that have to carefully dealt with in TBP analysis.
Geometric Idea: Without going into technical details, we provide the main geometric intuition of the proof here. It can be easily shown that(see Lemma 5.3 for detail), the Basis Pursuit algorithm is equivalent to the optimization problem min v X + w + Av 1 where A is the null space of G. Geometrically, this problem can be interpreted as follows. Consider a cross-polytope centered on X+w. We gradually increase the radius of this cross-polytope until it touches the subspace spanned by the columns of A. The touching point A(−v) is exactly the minimizer of X + w − A(−v) 1 .
To recover the sign pattern correctly, we need to ensure that the intersection point A(−v) is close to the origin. This geometric interpretation is illustrated in Figure 1 for two-dimensional case. We can see that if the angle between Av(in this specific case, Av is just a line) and the horizontal axis is ≥ 45 • , the intersection point will be close to the origin(left Panel of Figure 1 ). On the other hand, if the angle between Av and the horizontal axis is ≤ 45 • , the intersection point can be very far way from the origin(right Panel of Figure 1 ).
4 ℓ 2 Approximation: Proof of Theorem 3.4
In this section we prove Theorem 3.4 with respect to the sensing model:
In the proof hereafter, we borrow ideas from [3] , where the authors prove the ℓ 2 norm error bound through applying LASSO.
Denote X 0 ∆ = X+ w. We let T 0 be the indices of the largest |T 0 | = k components of X 0 = X+ w. We further define the rest indices as T 1 , · · · , T J of equal size |T j | = M, j ≥ 1 (where M is an design parameter and will be specified later), by decreasing order of magnitude.
Denote the reconstruction error h =X − X 0 and we have,
which can be simplified to
Next
Combining inequality 16 and 17, we have,
where the second inequality follows from the Cauchy-Schwartz inequality. Hence,
From the above inequality, the task remaining is to upper bound h T 01 2 . Before deriving this bound, we first derive a bound for j≥2 h T j 2 .
Observe that the magnitude of each components in T j+1 is bounded by the average of the magnitudes in T j :
Then by taking squares at both sides and then summing up from k = jM + 1 up to k = (j + 1)M ,
We take the square-root of both sides and sum up from j = 1 up to the end:
Again, by applying inequality 16, we have
Now h T 01 2 can be bounded from the RIP property in the following way.
where the second last inequality follows from inequality 20. This implies that
where
Finally, combining inequality 18 and 21, we got
We choose M = 2k such that C M are positive constants and this proves the theorem.
Note that we need to ensure C M to be positive, i.e, 1 − δ k+2k − √ 1 + δ 2k k 2k > 0 which implies
In [30] , the authors prove that for positive integer c and r, the following inequality is always true.
Applying inequality 24 in condition 23, we only need to ensure δ 2k ≤ 1 7 . Remark 4.1. In the next section,we will prove Theorems 3.7 3.8 and our proofs will be based on the result of Theorem 3.4. Since the fundamental idea in the above proof of Theorem 3.4 is RIP property, the proof of support recovery in the next section is essentially also based on RIP condition. However, generally we can use any ℓ 2 -norm error bound as our starting point. Recently in (e.g. [31] ) RIP-independent proofs of ℓ 2 -norm error bound has been derived. We point that our proof techniques which will be explained in the next section is very flexible and it can be adapted to these new results and the proof of Theorems 3.7 3.8 can be presented in a way which is completely independent of RIP condition.
Sign Pattern Recovery: Proofs of Theorems 3.7, 3.8
We first consider the input noise model and establish results for support detection. The modifications required for the output noise model will be established subsequently. We establish the result by considering unit vectors along arbitrary directions. To this end, consider a unit vector w and a scaling parameter ε. We have,
From Lemma 3.6 we have that for sufficiently small ε > 0 support detection is guaranteed with high probability. Fix a value ε and the vector w for which support detection is guaranteed. Let G 1 be the optimal basic feasible solution (BFS) associated with the optimal LP solution. Without loss of generality assume that I supp = {1, 2, . . . , k}, i.e., the first k components.
Note that for fixed w the BFS, G 1 , continues to be optimal for smaller values of ε. Furthermore, as ε is increased G 1 remains optimal until a column of G 1 associated with one of the support elements of X violates the conditions for optimality. This is stated in Lemma 5.1 below. For convenience we denote by:
where on the RHS we have partitioned L into two submatrices, L 0 , L 1 corresponding to support and non-support components respectively. Note that the solution to the LP has m non-zero elements and isX = X + εLw for sufficiently small values of ε. The perturbation on the support elements is given by:X j = X j + ε(L 0 w) j , j ∈ I supp Denote by γ 0 the following: Proof. The proof follows from primal-dual characterization of optimality. We know from Lemma 3.6 that for sufficiently small ε, X + εLw is the optimal solution of Basis Pursuit (Primal problem).
We denote π as the optimal solution of the following dual problem:
From a standard result in duality theory [32] the optimal primal cost equals dual cost, i.e.,
We know from Lemma 3.6 that the reconstruction error εLw will not exceed 1 2 x min for sufficiently small ε. This implies for i ∈ {1, 2, · · · , k}, the sign of (X + εLw) i is determined by X i . Therefore we have,
From complementary slackness, (π t G) i = sgn(X i ) for any index i in the support(i.e., i = 1, 2, · · · , k). Then the above equation can be further simplified to
We now consider any number 0 < γ < γ 0 . Multiplying by γ/t and adding k i=1 sgn(X i )X i to both sides, we will have
By definition of γ we know that, (X + γLw) i has the same sign as X i . Consequently, the RHS of Equation 27 is exactly X + γLw 1 and the whole equation can be rewritten as,
which exactly implies the primal cost equals dual cost for the primal-dual pair (X + γLw, π). Therefore, we do not switch the BFS when noise is scaled upto γ. Now since γ < γ 0 can be arbitrary the result holds for the limiting value γ 0 as well.
Remark 5.1. It follows that the columns corresponding to the support elements switch before columns corresponding to the non-support elements. Thus our task reduces to determining the gain of the operator L 0 .
To this end we pass onto a null space characterization.
Null Space Characterization
We first quote a classical result for Grassmanian manifolds(see Theorem 2.2 of [33] for more details). For convenience we denotev as a solution of the null space problem:
Lemma 5.2. There is a unique distribution on m-dimensional subspaces of R n that is invariant under orthogonal transformations. A subspace from this distribution can
Based on the above characterization the value γ 0 of Equation 26 can be equivalently cast in the null space: First we note that
because both of them represent the reconstruction error in the support. Next we have
This implies that we are left to understand how | n−m k=1 A lkvk | scales with increasing ε. Our main result of this section characterizes the structural property of the optimal solution. It establishes weak dependence between optimal solution and the elements of the support set. Proof. We know from Lemma 5.1 and Lemma 3.6 that if RIP condition is satisfied the optimal v recovers the sign pattern of X when ε ≤ γ 0 in Equation 31 . This implies the sign of
For linear optimization, local optimum is also the global optimum. Therefore, by neglecting the constant term
where F = k i=1 sgn(X i )A i is defined in the assumption of the lemma. This implies that the optimal solutionv depends on A 1 , A 2 , · · · , A k only through their sum F . In other words,v is only a function of A k+1 , A k+2 , · · · , A n and F as long as the RIP condition δ 2αn ≤ 1 7 is satisfied.
Remark 5.2. The above result implies that there is only a weak dependence between the optimal solution,v and the rows of A corresponding to the support elements.
Linear Sparsity Case
In this Section we only deal with the case 1 2 αn ≤ k ≤ αn based on the result of Lemma 5.9. We first consider the approximately sparse case, namely,
The generalization to output noise case is described in the following section. Our task is to determine the maximum tolerable ε or alternatively, compute γ 0 . Our main result in this section is as follows:
Theorem 5.5. Consider the linear sparsity case described above.
We establish the result through a sequence of steps. First, we need the following standard result on singular values for well-conditioned Gaussian Matrices. Suppose n = Cm and 1 < C < ∞, then we have
with probability ≥ 1 − p n where lim n→∞ p n = 0.
Proof. This lemma is a direct corollary of [27] . In [27] , it is proved that σ min , the smallest singular value of A converges almost surely to C C−1 − 1 . This implies that the probability σ min ≥ . We denote by A 0 the intersection of two sets:
Clearly, we have the following property of A 0 . 
and hence the second part of the lemma follows.
We next need the following lemma.
Proof. We note that
. Then we can rewrite
From the tail probability of χ 2 distribution, we have
This implies
Pr
Lemma 5.9. Suppose, A ∈ A 0 and we are in the linear sparsity regime, namely, 
where lim n→∞ p n = 0 and (d 1 , d 2 , c 1 ) are absolute constants which only depend on α and C.
Proof. It is not easy to directly bound Pr max l∈{1,··· ,k} |A lv | > (d 1 + d 2 √ 2 log n)ǫ because A l and v are (weakly) correlated in general. Therefore we introduce an auxiliary variablev * aŝ
Nowv * and A l (l ∈ {1, , · · · , k}) are independent given F = f . From Lemma 5.4 and Definition 5.1,v =v * if A ∈ A 0 . Moreover, if A ∈ A 0 , the ℓ 2 norm ofv * can be bounded via applying Lemma 5.6 and Theorem 3.4:
For simplicity of notation, we denote the RHS as C ′ √ nǫ by defining
Then, we can relatev andv * through the following equation, Pr max l∈{1,··· ,k}
The second term is bounded by e −c 1 m + p n and the remaining task is to bound the first term. As a matter of fact, the first term can be bounded as Pr max l∈{1,··· ,k}
Pr max l∈{1,··· ,k}
where the last inequality follows from lemma 5.8 and equation 37. The first term can be further bounded by applying a union bound:
It is easily calculated that
Under the regime of f 2 ≤ √ 2k and v 2 ≤ C ′ √ nǫ, we can now evaluate and bound the conditional mean and variance of Gaussian variable A lv * | F =f . By applying the result in equation 38 the absolute value of its mean is bounded through
where the first inequality follows from Cauchy-Schwartz inequality. Then by using the assumption
And the variance is bounded through
Combining the above two bounds on mean and variance we can bound
when f 2 ≤ √ 2k and v 2 ≤ C ′ √ nǫ. Substitute t with √ 2 log n in the above equation and we have
And this proves the lemma. The previous section presents a proof for Theorem 3.7(Case 1(a)). Our main result here considers the linear sparsity case for Theorem 3.7(Case 1(b)) and Theorem 3.8. We show that SN R = O(log n) ensures support detection with high probability for Theorem 3.8. Similarly support detection is ensured for w i.i.d. zero mean Gaussian noise for Case 1(b) of Theorem 3.7. First note that the noise levels assumed for the deterministic noise, w, and Gaussian noise w does not match. Indeed, for the Gaussian noise, w ∞ ≈ O(1) with high probability. In contrast we assumed w is of O(1/ log(n)) for deterministic noise. To bridge this gap we first utilize Lemma 3.3. It follows that Y = GX + N/ √ SN R (or the w Gaussian noise model) is equivalent to the following input noise model (in terms of noise level) with probability 1 − 1/L:
Next, note that Lemma 5.9 depends on the one-norm bound for the size of the perturbation, |A l v|. The infinity norm bound is primarily utilized in Equation 32 . Consequently, with an SN R = 4L log(n) we obtain with high probability that,
Consequently, this implies support detection for Case 1b. We need a more elaborate argument for Theorem 3.8. The main issue is that the equivalent noise w is not independent of G. The main difficulty is that when we solve Gw = N from the minimum norm criterion and get w = G T (GG T ) −1 N, w is weakly correlated with G and hence bounding techniques developed above might fail to work.
To deal with this issue we proceed as follows. The main steps remain unchanged except for the perturbation computation in Lemma 5.9. More specifically, the fundamental step of the proof to Lemma 5.9 is to bound the inner product of A l andv. To accomplish this, we used the fact thatv depends on A l only through F . This type of reasoning can also be extended to the model Y = GX + N as follows. First, we choose the minimum norm w = G T (GG T ) −1 N and we have Y = G(X + w). Now,v depends on A l not only through F but also through w because w = G T (GG T ) −1 N might potentially depend on A l . Therefore in the next step of bounding A lv , we need to condition on both w and F such that we make A l andv independent of each other. The minimum norm w has the property that w is in the range space of G T , which implies A T w = 0. Alternatively from a QR decomposition of G T = QR we see that w can be represented as w = QR −T N. It is well known that Q and R are independent if G is originally a Gaussian matrix(c.f. [34] ). Therefore if we suppose R −T N to be fixed then no information about Q can be deduced from w besides A T w = 0 (i.e., w ∈ span(Q)). Furthermore w can be assumed to be uniformly distributed on a sphere for the purpose of analysis. Particularly, this implies that the conditional distribution p(A l |w) = p(A l |A T w = 0). Next, the conditional distribution A l | A T w=0 is still Gaussian and the knowledge of w only reveals average value of the rows of A, which is similar to dependency of A l through F we had in Lemma 5.9. Consequently, identical steps can be followed to establish the main result as well.
Sub-linear Sparsity Case: Proof of Theorems 3.8, 3.7(B)
For noiseless measurements it is well known( [29] ) that the condition m ≥ c 2 k log(n/k) is sufficient for perfect reconstruction with high probability for all sparsity levels k. The bounding techniques we used to prove Theorem 3.7 has to be modified for the sub-linear case. In this section, we describe the extension to the sub-linear case, i.e., for arbitrary sparsity level k. Note that the bounds developed here for the sub-linear sparsity also provide bounds for the linear regime. However, the SN R requirements here are slightly more conservative. Indeed as our statement of Theorem 3.8 suggests we need SN R = log 3 n to ensure perfect support detection with high probability. The main reason why linear sparsity result of Lemma 5.9 does not generalize to the sub-linear case can be attributed to two reasons:
• Significantly higher noise power: Note that when we only assume an ℓ ∞ bound on w and the sparsity of X is for instance a constant independent of n the ratio of signal power to noise power can be vanishingly small, i.e., as small as O(log n/n). This is because the signal power is of O(k) while the noise power is of O(log(n)/n). For the linearly increasing sparsity case, namely, k = O(n), the SN R is no smaller than O(log n).
• Near singularity of the null space matrix A: Note that k is sublinear, the matrix A is nearly square and the result of Lemma 5.6 no longer applies.
Consequently, to derive a sub-linear result additional assumptions on noise power are required. These additional assumptions can be motivated by the output noise model, namely,
For this noise model as in Equation 9
the scaling of noise power with the number of measurements occurs naturally. This is because if there are m measurements, the total noise power is O(m). Now if m = O(k log(n/k)) the signal power to the noise power is no worse than O(1) for SN R = O(log n).
Note that when we convert the output noise model to the input noise model, namely, Y = G(X + w) through the minimum norm solution the noise power of w scales as well as seen from the ℓ 1 norm bound in Lemma 3.3. Now the dependency between w and G can be handled in the same manner as in Section 5.2.1. Therefore, we are left to show that the noise level is tolerable assuming w and G are independent.
We first appeal to our ℓ 2 bound of Theorem 3.4. This result holds for all sparsity levels. Consequently, the solution to the problem of Equation 31 satisfies:
with high probability. This implies that if we choose, m = O(k log(n/k)) we immediately obtain:
with high probability (which is the probability that RIP is satisfied). Note that m cannot be any smaller since it is required for noiseless recovery as well as Theorem 3.4. Consequently, the size of the mean-squared-perturbation scales as O(k log 2 (n/k)/SN R). This scaling of noise power is proportional to the sparsity. Next the idea is as follows: As in the linear sparsity case we will show that the ℓ 2 perturbation is more or less uniformly distributed over all the signal components. Since there are k components we will need at least an SN R ≈ log 3 (n) to ensure that no component of the perturbation is large. Our bounding techniques being a little looser we need an additional factor. For this reason we freeze the number of measurements at m = k log(n/k) and let SN R = log 3 (n),
The task is to show that we can let ε be as large as O(1) before support detection fails. This model matches the assumptions of Theorem 3.7(B). We can define γ 0 as in Equation 26 , which we need to show is of O(1). Before proceeding to find bounds for ε we need to deal with the issue of non-singularity of A. We quote a recent result of Rudelson [35] in this context: We denote A 1 as the intersection of two sets:
andv c is defined asv
where F = 
Proof. We know from Lemma 5.4 that if A ∈ A 1 ,v is the solution of
Furthermore, if A ∈ A 1 it also has lower-bounded smallest singular value. This implies
where the last inequality is trivial when m = O(k log(n/k)). Equation 46 implies thatv is actually located in the feasible region of minimization problem 44. Therefore part (1) of the lemma follows. We know from Lemma 5.7 that Pr{A :
Combining this result with equation 40, part (2) of the lemma follows. Now we want to prove part (3). First, we have the following ℓ 2 norm error bound due to Theorem 3.4
denotes the Frobenius norm of matrix A.
When A ∈ B 1 , we have a loose bound
where the second last inequality follows from the definition of B 1 andv c lies in the feasible set {v :
On the other hand, the probability measures of B i satisfies,
where the last inequality follows from the tail probability of χ 2 distribution (note that (n − m)A 2 F is χ 2 distributed with degree n(n − m)). It is easy to check that
, ∀i ≥ 2
Then we can bound E[(A iv c ) 2 ] as follows.
When min{c 1C ,cC/e} ≥ 6, it is easy to check that lim n→∞ n 5 e −c 1 m + Ce −c(n−m) + e −cm/e ≤ lim n→∞ n 5 e −6 log n + e −6 log n = lim
So the only job that remains is to show
Clearly the last term goes to zero when n → ∞.
Remark 5.4. It is easy to check numerically that when n is reasonably large (e.g., n ≥ 20), the o(1) term in equation 45 is actually smaller than one. Therefore, in the later discussion we assume n ≥ 20 and 
Note that by the symmetry of A i , all E[(A iv c ) 2 |F ]'s should take the same value and therefore S F does not depend on i.
From equation 47, we have
}. Then we know that F 0 has negligible probability measure:
On the other hand, conditioned on F , A i (i = 1, · · · , k) andv c are independent (c.f. equation 44). Therefore, we can regard A iv c | F as a Gaussian random variable and we use µ F and σ 2 F to denote its mean and variance. Now we consider the case F ∈ F 0 .
From the above discussion, we know that in this case µ 2
. This implies that
. From the tail probability of Gaussian distribution, we have
Substitute t with √ 2 log n and substitute µ F and σ F with the above bound, we have
Finally we apply the union bound and have Pr( max i∈{1,··· ,k}
Furthermore, we know from Lemma 5.12 that if A ∈ A 1 ,v =v c . For simplicity of notation we denote our objective as E := max i∈{1,··· ,k}
and correspondingly
Under this notation, Equation 48 can simplified to
Hence we can bound the probability of the unconditioned event E.
The second term is already bounded by 1/ √ log n + e −c 1 m + Ce −c(n−m) + e −cm/e . And the first term can also be bounded,
We are now ready to establish the proof of Theorem 3.7(B) and Theorem 3.8. From Lemma 5.13 it follows that for ε < log(n) 1/4 /4C s the worst-case perturbation is smaller than 1/2 with high probability. Decomposing as in Equation 32 , and applying Lemma 5.1 it follows that the support detection is guaranteed. Note that we could have alternatively have constrained w ∞ ≤ 1/2 and w 1 ≤ k/ log 1.5 n and obtained an identical result. This is the statement of Theorem 3.7(B). Theorem 3.7 follows by utilizing the noise-level equivalence through minimum norm solution Gw = N and the conditional independence argument of Section 5.2.1. 
Numerical Examples
Our first experiment compares the performance of LASSO with basis pursuit(i.e., before thresholding). The dimension of signal X is 200 and 10% of components are nonzero. The sensing matrix G we use here is a 100 × 200 matrix, each element of which is i.i.d. Gaussian. The total SNR of the system is 6 log n.
From figure 2, we can see that LASSO does a slightly better job than basis pursuit in reconstructing the zero components. However, at nonzero components, LASSO will incur more errors than basis pursuit.
The next experiment shows the importance of choosing a well-behaved matrix G. The dimension of signal X is 200 and 15% of components are ones and the rest 85% are zeros. The sensing matrix G we use here is still a 100 × 200 matrix. We compare between an random Gaussian matrix
, where U i is an orthogonalized matrix by applying and Gramm-Schmidt orthogonalization on G i . Hence, U i is a random unitary matrix. Finally, the total SNR of the system is 3 log n. Figure 3 shows that G ′ = [U 1 , U 2 ] will incur fewer reconstruction errors.
In the last experiment, we show how SNR level influences the probability of success. To do this, we must first fix the signal dimension, sparsity and number of measurements and simulate the results for increasing levels of SNR. To be precise we choose (n, m, k) = (200, 80, 20) and set min |Xsupp| w ∞ = (2 √ 12 log n + 2) · θ where θ is the SNR tuning parameter. Figure 4 shows the tuning parameter θ versus the probability of success, where each point on the curve(i.e., each SNR level) is an average of 200 Monte Carlo trials. We choose η = 5 in Theorem 3.8 and then we know that when min |Xsupp| w ∞ ≥ 2 √ 12 log n + 2 and n m > 1.76 the TBP algorithm will accurately recover the sign pattern with w.h.p. The vertical dotted line θ = 1 in figure 4 represents the theoretical bound min |Xsupp| w ∞ = 2 √ 12 log n + 2. We can see from figure 4 that when SNR is larger than this value the probability of success is very close to one. On the other hand, when the SNR level is below this bound, the probability of success drops to zero rapidly.
Comparison with LASSO
Although there exists other algorithm(e.g., the greedy algorithm OMP in [36] ) for sparsity recovery, LASSO is mostly widely used and studied. From the example above, we can see that LASSO has approximately the same performance as TBP in the reasonably high SNR regime.
We first note that there are two advantages of LASSO over TBP. Theoretically, LASSO will give exactly zero recovery outside of the support when the noise is sufficiently small. In contrast, when the optimal basis of the Basis Pursuit is picked, all the elements recovered are nonzero with probability one (even for sufficiently small noise). This is the reason why we need thresholding after applying Basis Pursuit. This difference between LASSO and TBP is not that important in practice. The other advantage is that LASSO is easier to analyze in theory. Due to the LP structure of basis pursuit, the noise term influences the choice of optimal basis in a very subtle way. This fact compounds the analysis of our procedure.
The real computational cost of LASSO is high. The major issue is how to choose the parameter λ in the formulation: min
Research has been done in guiding the choice of λ. For example, in [5] , the author proposes to choose λ = 2σ √ 2 log n, where σ is variance of i.i.d additive Gaussian noise N i . In [12] , the author proposes to choose λ = 2σ √ n. All of these λ's works reasonably well in some scenarios. However, there are two difficulties here. The first difficulty is we may not know noise variance σ and the second is there is no universal guideline for choosing λ as far as we know. For example, if we drive σ very close to zero, choosing λ = 2σ √ 2 log n does not work well because in this case LASSO is approximately equivalent to an ill-posed unregularized problem and the solution becomes very unstable. In this situation we should choose a large λ or introduce early termination techniques. Fast iterative algorithm for computing the LASSO has also been proposed(see [37] for example). But this type of algorithm introduces additional tuning parameters other than λ. Practically, it is an important issue to appropriately choose these parameters.
Appendix
7.1 Proof of Theorem 3.9
Theorems 3.7, 3.8 ensures that the TBP algorithm recovers the support for the input and output noise models with high probability. Specifically, for the output noise model if the number of measurements, m, scales as O(k log(n/k) and the SN R scales as O(log(n)) the probability that we recover the support is ≥ 1 − 1 √ π log n − 2.24 −(n−m) − e −c 1 m − p n . Similar results hold for input noise model in the linear sparsity regime.
The number of false positives are at most m − k since any optimal solution to LP is a basic feasible solution.
To remove the false positives we consider the additional sensing model Y 2 = G 2 (X + w 2 ) or Y 2 = G 2 X + N/ √ SN R depending on whether we have input or output noise respectively. The analysis below does not depend which model we use and so we will use the input noise model for brevity.
Suppose G Suppose N ∼ N (0, ǫ 2 I m×m ). We write the SVD of G T as G T = U ΣV T where U ∈ R n×m , V ∈ R m×m are orthonormal matrices and Σ ∈ R m×m are diagonal matrix. Then w can be reformulated as
Since V is orthonormal, V T N is still Gaussian with the same distribution as N ∼ N (0, ǫ 2 I m×m ). Conditioned on all Σ ii 's being lower-bounded by 1 2 ( √ C − 1), the variance of (Σ −1 V T N) i is ≤ 4ǫ 2 ( √ C−1) 2 . By applying Lemma 3.1, by conditioning on G we have w ∞ ≤ 2ǫ( √ C − 1) −1 2 log n with probability ≥ 1 − 1 √ π log n .
On the other hand, the concentration property of smallest singular value in Lemma 3.2 implies that Σ ii > 1 2 ( √ C − 1) with probability ≥ 1 − p n where lim n→∞ p n = 0. Therefore by applying Lemma 3.1 w ∞ ≤ 2ǫ( √ C − 1) −1 2 log n with probability ≥ 1 − 1 √ π log n − p n .
To compute the ℓ 1 bound we proceed as follows: We bound the squared ℓ 2 norm for a fixed G. Note that for a fixed G, the noise w is a zero mean Gaussian random variable as before. To compute the conditional variance we note from Equation 50
E(ww
Now all the singular value are uniformly bounded from below by ( √ C − 1)/2 with probability ≥ 1 − p n where lim n→∞ p n = 0. Consequently,
with probability ≥ 1 − p n where lim n→∞ p n = 0. This implies that,
with high probability. Since, C = n/m we get with probability ≥ 1 − p n where lim n→∞ p n = 0:
The result now follows by application of Markov inequality.
