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Abstract iii
ABSTRACT
-conjugated molecular systems show very large optical response in the ultrafast
time regime; therefore their characteristic optical property is of great interest in
the recent optical physics. The goal of this doctoral work is to give an unified
explanation for light-matter interactions occurring in any types of -conjugated
molecular systems. The main points of this dissertation are as follows.
(1) We have measured sub-20-fs time-resolved transient grating (TG) signals
in -conjugated molecules, which have dierent numbers of C=C bonds (n) from
n = 9–15, in order to investigate the dependence of the ultrafast coherent optical
response on n. The experimental TG traces can be well reproduced by compu-
tational simulations based on time-dependent perturbation theory. It is shown
that the decoherence of the ground-state vibrational modes is mainly caused by
system-bath interactions. The dephasing time of the C-C stretching mode depends
strongly on the conjugation length, whereas that of the C=C stretching does not.
This trend clearly shows that the short-chain -conjugated molecules have a spe-
cific major channel of energy dissipation to the environment (the C=C stretching),
whereas the long-chain ones do not.
(2) We show that the third-order optical nonlinearity [( 3!;!;!; !)] of the
-conjugated molecules can be greatly enhanced without a major red-shift of the
absorption spectrum that disturbs optical transparency in the visible region. By
changing n of the -conjugated molecules from 7 to 15, a remarkable 3.4-fold
increase of the  value was observed when n = 15 relative to that of -carotene,
which is one of the largest  value ever reported. The controversial higher-lying
essential state, which has been claimed to be the origin of the large optical non-
linearity of this type of -conjugated molecules, is not important for generating
the large value of . Moreover this strong enhancement of max mainly origi-
nates from three-photon resonance of the lowest optically allowed excited state.
Thus changing n provides a way to greatly enhance the optical nonlinearity of
-conjugated molecules, which can be an alternative method that introduces polar
constituents into the polyene backbone.
(3) We investigate the linear and second-order optical nonlinearity of a crystal
of N-benzyl 2-methyl-4-nitroaniline (BNA), which is promising for ecient THz
generation. Three d-tensor components of the crystal have been determined to be
d333 = 234  31, d322 = 15:6  0:9, and d311  0 (pm/V). We have found that
this value of d333 is the largest in yellow-colored NLO crystals reported so far.
Theoretical predictions of the values of the d-tensor components have been per-
formed on the basis of an extended oriented-gas model that incorporates eects of
strong hydrogen-bond intermolecular interactions. They provide good agreement
between the predicted values and the experimentally determined ones, when the
number of BNA molecules in their assembly is increased along the direction of the
hydrogen bonds. We propose that the very large enhancement of d333 is due to the
significant interactions along the hydrogen bonds and its consequent resonance
enhancement.
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Chapter 1
Introduction
1.1 Light-matter interactions in -conjugated
molecular systems
1.1.1 Importance of -conjugated molecular systems in the study
of light-matter interactions
The present doctoral work is motivated by the urge to give a unified explanation
for light-matter interactions occurring in any types of complicated -conjugated
molecular systems. Light-matter interaction is one of the fundamental physical
processes that can be seen everywhere in our daily life. In biological systems, for
example, it triggers many kinds of physiological functions such as photosynthesis
in various living organisms (higher plants, algae, phototropic prokaryotes, bacte-
ria, etc ...) [1–3], photochemical reactions in our eyes [4, 5], and so on. The first
step of most of these biological reactions is in a certain class of photosensitive
biological molecules, i.e. -conjugated molecules whose optical response is char-
acterized by -electrons that delocalize in the molecule. In general, -conjugated
molecules show very large optical response, therefore, it seems reasonable that
nature selects these photosensitive molecules for the main constituents of the light
receptors. Characteristic time of the optical response in -conjugated molecules
varies from milliseconds to femtoseconds, depending on the molecular structures
as well as on the optical processes involved, as we see a wide range of timescale
in the excited-state dynamics of carotenoids (one of the main topics of this thesis)
[6]. In particular, the ultrafast optical response of the -conjugated molecules oc-
curring in sub-picosecond timescale has attracted much attention in relation with
the above-mentioned biological activities.
Such an ultrafast photosensitive character of -conjugated molecules is also
very important for photonic device applications [7]. Their large and ultrafast
optical response facilitates use of nonlinear optical (NLO) phenomena in pho-
tonic devices, which is a key to the realization of all-optical devices that may dra-
matically reduce the processing time of computation in comparison with modern
electronic devices. Notably, -conjugated molecules show various optical prop-
1
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erties depending on the molecular structures, extent of -electron delocalization,
and correlations of molecules in their molecular assembly. Unfortunately, it is
still very dicult for basic physics to explain how this attractive photosensitive
characters of -conjugated molecules are changed with increasing the size of the
molecular system. Low-dimensional -conjugated molecular systems are thus an
ideal target for the study of light-matter interactions, because its structure is mod-
ifiable by using techniques of organic chemistry. For the detailed understanding
on the light-matter interactions, it is vitally important to provide a unified physi-
cal explanation of the light-matter interaction processes that occur in -conjugated
molecular systems.
1.1.2 Two cases of typical photosensitive -conjugated molecu-
lar systems
We will now briefly mention two typical cases, in which observed optical prop-
erties of -conjugated molecular system are greatly changed by structurally con-
trolling the light-matter interaction processes.
Case 1: photosynthetic light-harvesting complexes
One of the most impressive examples that nature utilizes the light-matter interac-
tions for biological activity is the primary process of photosynthesis. It is an light-
to-biochemical energy conversion process, which finally produces ATP (adeno-
sine tri-phosphate). This reaction starts by capturing photons in light-harvesting
antenna complexes, LH1 and LH2 [see Fig. 1.1 (a)] [2]. The light energy captured
by these antenna complexes is transferred to the reaction center (RC), in which
charge separation occurs. This charge is used to generate ATP in the subsequent
processes. In terms of the light-matter interactions, mechanisms of energy transfer
within either of these light-harvesting complexes and also between each of these
complexes are of strong interest because these energy flows occur within a very
short period of time, together with high eciency.
In purple photosynthetic bacteria, molecules of two types of -conjugated
pigments [carotenoid and bacteriochlorophyll (BChl)] are spatially arranged in
the binding sites of proteins to organize supramoleular assembly in the light-
harvesting complexes (see Refs. [8–10] for the details of supramoleule). BChls
absorb both ultraviolet and near-infrared spectral regions of light, and carotenoids
absorb its blue-green region [see Fig. 1.1 (b)]. In the LH2, the light energy ab-
sorbed by carotenoids is transferred to either of two distinct kinds of BChl rings,
which are named B800 and B850 for their respective peak positions of near-
infrared absorption bands. There are two pathways for these energy transfers from
carotenoids to BChls [see Fig. 1.1 (c)]. One is from the lowest optically allowed
state (S 2) of carotenoids to second excited state of BChls (QX), which occurs in
the timescale of 100 fs. Another pathway is from the lowest optically forbidden
state of carotenoids (S 1) to BChl’s first excited state (QY) in the time range of 1–40
ps. It should be noted that it has not been clarified yet which BChl ring is the main
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acceptor of energy from carotenoids, therefore we have simply denoted the accept-
ing absorption band of BChl as QY , which is the intrinsic excited state of BChls
(the B800 and B850 exciton band derive from the QY state). The overall eciency
of the energy transfer from carotenoids to BChls varies from 50 to 100% contin-
gent upon the extent of -conjugation length of carotenoids. The energy, coming
from carotenoids, is then sequentially transferred to the adjacent BChl molecules
within each of the rings as shown in Fig. 1.1. These flows of energy occur in
the sub-ps time regime with a very high quantum yield of 1.0 [1, 11–14]. The
mechanism of these ecient and ultrafast energy transfers have been intensively
studied.
In real photosynthetic membrane, the LH1-RC complexes are surrounded by
the LH2s. Ratio of LH2 to LH1-RC depends on the growth condition, specifi-
cally on the amount of sunlight irradiated in the growth time. This indicates that
the purple photosynthetic bacteria optimize the amount of energy in the RC that
is transferred from the surrounding LH2s. The energy transfer among dierent
complexes is very ecient and ultrafast as well as that within the complex. The
lifetime of energy transfer from LH2 to LH1 is 3–5 ps, much shorter than that
between LH1 to RC, which occurs in  50 ps. In other words, the energy captured
by the peripheral LH2s is stored in the LH1, and only necessary amount of energy
is used for making charge separation in the RC at any time when the energy is
required. This energy-storing system is vitally important to prevent unnecessary
charge separation in the RC, which eventually leads to ecient energy use.x
Recent studies clarified that the ultrafast energy transfer within the complexes
cannot be explained in terms of the conventional Förster theory, where individ-
ual constituent BChl molecules are assumed to be isolated [15–18]. Instead, it
is able to be described with the non-conventional Förster theories such as gener-
alized Förster or Redfield theories [16, 18], which take account of excitonic cor-
relations (coherence) between pigment molecules. In addition, coherent wavelike
energy transfer has been proposed as a possible mechanism of this ecient energy
transfer system of the light-harvesting complexes, on the basis of the observation
of long-lasting excitonic coherence in the Fenna-Matthews-Olson (FMO) BChl
light-harvesting complexes [19, 20]. The characteristic of this wavelike energy
transfer makes it possible, in vast areas of phase space, to find the most ecient
pathway immediately, in contrast to the conventional hopping process of Frenkel
exciton, opposite to wavelike migration [1]. It should also be emphasized that
the long-lasting excitonic coherence in the complex is a remarkable observation.
Since the protein environment strongly aects the optical response due to its sig-
nificant electrostatic interactions to the pigments [14,21,22], this outstanding ob-
servation naturally leads us to plausible explanation that the protein environment
protects the excitonic coherence [18]. These are the strong evidence that the con-
stituent pigment molecules are eectively assembled to produce new biological
functions, which the isolated molecules themselves do not have. Proteins act as
xThis energy transfer is always downhill process; i.e. the energy storing excited state of RC is
located below compared to all other excited states of peripheral antenna complexes.
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smart matrix to manipulate the optical responses of the complicated biological
systems by choosing proper -conjugated molecules and eectively assembling
them in order to obtain preferable biological functions.
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Figure 1.1: (a) A schematic illustration of the primary process of photosynthesis in purple
bacteria [2]. (b) Absorption spectrum of LH2 taken from Rps. acidophila. BChl has three
absorption bands, Soret, QX , and QY , while carotenoid has one absorption band coming
from S 2. Note that there is a optically forbidden state below S 2 state, S 1, which involves
energy transfer to the QY state. (c) The energy flow diagram between carotenoids and
BChls. The straight arrow indicates energy transfer, whereas the wavy arrow does internal
conversion. The energy absorbed by the carotenoids is transferred to BChls through two
pathways as shown in Fig. (c). The energy trapped by the LH2 is moved to the LH1
in 3–5 ps. After 50 to 60 ps, the energy reaches the RC. In the RC, the energy is used
to cause charge separation at special pair unit of BChls (P). The electron generated at
P is sequentially transferred: P ! accessory BChl (BA) ! bacteriopheophytin (HA) !
quinone of A branch (QA). The electron then goes to another quinone (QB). Finally QB is
stored in “quinone pool” for the use of the subsequent ATP synthesis. The time constants
are described elsewhere [11–14].
1.1 Light-matter interactions in -conjugated molecular systems 5
Case 2: nonlinear optical materials for photonic device applications
The other extreme of an impressive example that shows the importance of light-
matter interactions in -conjugated systems can be found in the study for NLO
photonic device applications. The photosensitive character of -conjugated mole-
cules is promising for photonic device applications, such as ultrafast photoswitch
or ecient frequency converter [7]. For the device applications, largeness of op-
tical nonlinearity is of particular concern because magnitudes of the optical non-
linearity of all -conjugated molecules ever reported are not enough for the re-
quirements for practical applications [23]. Therefore, a huge amount of eort
has been devoted to find a strategy that greatly enhances the optical nonlinearity
of -conjugated molecules [7, 23–25]. In order to enlarge the optical nonlinear-
ity beyond the present maximum value, the relation between extent of -electron
delocalization and the optical nonlinearity is especially important due to the fact
that the extent of -electron delocalization dominates the optical properties of -
conjugated molecules. Indeed, Kuzyk et. al. showed that theoretical limit of the
magnitude of the optical nonlinearity is simply determined by the number of de-
localized -electrons in a -conjugated structure [26]. In an extended work based
on this principle, they proposed that the largest optical nonlinearity ever reported
may be multiplied by a factor of 30 [27]. The understanding of the dependence
of the NLO property on the extent of -electron delocalization is strongly desired
for realizing the ultimate magnitude of the optical nonlinearity in -conjugated
molecules.
More recently, the study of the NLO optical response of -conjugated molec-
ular crystals, together with vast knowledge of crystal engineering, has led to re-
alization of ecient terahertz (THz) light sources [28, 29]. THz wave is an elec-
tromagnetic wave whose frequency is located between radio frequency and light
frequency (0.1–301012 Hz, see Fig. 1.2). It is, for example, very promising
for imaging and spectroscopy [28–39]. THz wave was, historically, generated
by using synchrotron radiation (or free-electron laser), which are too large to be
accommodated in small laboratory space, and hence not be preferable for conven-
tional experiments [29, 40, 41]. The advent of the femtosecond Ti:Sapphire laser
made ecient THz generation technique widely available. There are two types of
techniques of femtosecond THz pulse generation: one is by use of photoconduc-
tive switch, and the other is by means of dierential frequency generation (optical
rectification) process in NLO crystals. As for the latter case, organic NLO crys-
tals (most of them are -conjugated molecular crystals) have much larger optical
300 MHz
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Figure 1.2: THz wave as one of various kinds of electromagnetic wave.
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nonlinearity than that of inorganic NLO crystals, such as ZnTe or GaP [29]. In
many cases, the optical properties of the -conjugated molecular crystals cannot
be only ascribed to those of the isolated molecule, as pointed out by number of re-
searchers [42–47]. In these crystals, -conjugated molecules form a supramolec-
ular cluster through intermolecular interactions, which results in the enhancement
of the optical nonlinearity. Thus the relation between the supramolecular state
and the optical nonlinearity should be clarified in order to develop eective NLO
crystals.
1.2 Optical polarization of a complex system
A physical quantity, into which light-matter interactions are incorporated, is opti-
cal polarization. It can be considered as the only material quantity that appears in
the Maxwell equations because most of dielectric media of our interest have very
small magnetic permeability compared to their electric susceptibility: the eect
of the optical magnetic field is typically smaller than that of the electric field by a
factor of 10 2 [48,49]. In a simplest two-level material system that comprises the
ground state, jgi, and excited state, jei, the optical polarization (p) of the system is
given by p= q hejrjgi, where q and r indicate an electric charge and a displacement
vector, respectively. In this case, the optical response of the system is completely
known. It is, however, obvious that optical responses of almost of all materials
that we can see in the world cannot be explained in such a very simple frame-
work. For example, a molecule of dye in a solvent has infinitely large number of
eigenstates due to electron-vibration and solute-solvent interactions [50,51], even
if the molecule itself aords the simple two electronic levels in gaseous phase.
Owing to recent high performance computing resources available, various
types of numerical calculations, such as quantum chemical calculations or molec-
ular dynamics simulations, can be applied to a quite large system, including a dye
molecule in solvent and a biological protein complex, for example [52–56]. In
fact, these calculations have made significant progress in material science. How-
ever, they are not conceptually new in physics. If the computational capacity is in-
creased much more, these calculations could be possible to provide more accurate
predictions of the experimental data. The problem is that they have not moved
basic physical concept forward from the simple two-level system, because the
essence of these calculation is a reduction of one many-body (or many-eigenstate)
problem to a set of large number of simple two-level problems (or several-level
problems at most) by using many approximations. These types of calculations
frequently hinder us to get a clear insight into an essential physics that governs
the optical processes in the complex materials. A proper physical theory is re-
quired, as the band theory made remarkable progress in the solid-state physics by
employing the Bloch theorem that greatly simplifies the many-body problem [57].
We need to describe the optical processes in the complicated molecular systems
with a simple manner of physics, depending on the hierarchical complexity of
matter as Anderson claimed “More is dierent” [58].
Optical processes in such a many-eigenstate system are usually studied by
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focusing on a small subset of eigenstates (system), and the remaining part is re-
garded as bath [59]. This is the system-bath reduced picture, which is a very im-
portant physical concept used through this dissertation. The eigenstates included
in the system can be arbitrarily chosen, but they should be small such as a single
molecule, or a molecule plus its nearest surroundings. In practice, this selection
depends on what physical phenomena we are focusing on. Let us consider again
coherent optical processes in the photosynthetic light-harvesting complexes. In
Section 1.1.2, we mentioned that coherent energy transfer, between the eectively
assembled pigments, occurs in the protein environment that possibly protects the
excitonic coherence between the pigments. The energy transfer is, in principle, a
physical process that occurs between two molecules, i.e. donor and acceptor, and
so it can be considered as the system in system-bath reduced picture. It should
be noted that the concept of “donor and acceptor” is very useful in explaining the
energy-transfer process, even in which the separation between donor and accep-
tor is not true in a strict sense, such as a case of generalized Förster theory [17].
This system of correlated two molecules can be studied without suering from
uncertainty coming from the presence of many eigenstates as stated above. We
will show one possible demonstration of physical description of the optical re-
sponse in such a supramolecular assembly where several -conjugated molecules
are strongly correlated in Chapter 5.
The thermal eect of protein to the energy transfer can be considered as a bath
contribution to the system.{ The dynamics of the bath involves infinitely large
number of degrees of freedom, therefore it should be treated by a dierent man-
ner of physics. A very successful physical theory that can be applied to such a
many-eigenstate problem is statistical physics [60, 61]. In this theory, we project
complicated microscopic motions of chromophores to a small number of macro-
scopic variables. Therefore, the eects of the bath part to the system’s optical
response can be obtained as the ensemble average of optical polarization. This
means that the information on the eects of the bath part always aords uncer-
tainty of probability that comes from the stochastic approach. Nevertheless, by
using the manner of statistical physics, we are able to describe the system’s op-
tical response correctly. Since the eect of protein to the energy transfer in the
light-harvesting complexes are very important, we need a proper physical expla-
nation for the bath contribution to the optical response of the system.
1.3 Outline and goal of this doctoral work
1.3.1 Outline of this dissertation
The present dissertation is organized as follows: Chapter 1 has described the in-
troduction and motivation of the present doctoral work. We have claimed the
usefulness of -conjugated systems for the study of light-matter interactions.
{The electrostatic eect of protein is very important. This can be, in principle, treated in the
same theoretical frame of the above correlated molecules. The eect of several protein molecules
to the correlated pigment molecules are estimated in this case.
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In Chapter 2 we will describe the macroscopic optical polarization in terms
of quantum mechanics. Specifically Section 2.1 introduces basic protocols of cal-
culating the polarization on the basis of time-dependent perturbation theory. We
will discuss not only the linear optical polarization but also the NLO polarization
because NLO spectroscopy conveys rich information on the light-matter interac-
tions in comparison with linear spectroscopy. Indeed various NLO spectroscopic
techniques have been used in the present doctoral work. Section 2.2 treats a re-
laxation of quantum states. In the system-bath reduced picture, we are able to
treat the system’s optical response quantum mechanically. We will show that the
environmental contributions can be incorporated into the system as relaxations
of the system’s eigenstates, namely depopulation and decoherence. Section 2.3
will provide one possible demonstration of incorporating the bath (environmental)
contributions into the time-dependent perturbation theory in a semiclassical way.
Specifically we use a multimode Brownian oscillator model under Franck-Condon
approximation. The multimode Brownian oscillator model can potentially de-
scribe the environmental contributions from static limit to the fast modulation
limit in a unified fashion. In Section 2.4 we will introduce the oriented-gas model
that is very eective in describing the optical response of molecular crystals, in
which intermolecular interactions can be neglected. The oriented-gas model will
be combined with a supramolecular approach in order to predict the crystalline
NLO polarization where supramolecules are formed by significant intermolecular
interactions in Chapter 5.
Chapter 3 describes the dependence of the ultrafast optical response on the
number of -conjugated C=C double bonds (n). This chapter will provide the
systematic understanding on how the size of -electron delocalization aects the
electronic population relaxation dynamics and the vibrational decoherence dy-
namics. We show ultrafast transient grating (TG) responses of -carotene homo-
logues of n = 9–15. It is shown that the dephasing time of the C-C stretching
mode strongly depends on n, whereas that of the C=C stretching does not. The ul-
trafast TG responses of the -carotene homologues are satisfactorily simulated by
using the time-dependent perturbation theory. These theoretical predictions of the
time-domain NLO signals will facilitate the understanding on frequency-domain
NLO signals that will be calculated in the next chapter. This is because the fre-
quency NLO signals are obtained by time-ordered half-Fourier transformation of
the time-domain signals.
Chapter 4 shows the dependence of the third-harmonic generation (THG) re-
sponse on n. By using the -carotene homologues, we will show that the optical
nonlinearity for the THG process is greatly enhanced with increasing the size
of -electron delocalization. Their frequency-domain THG responses are simu-
lated very well by using the time-dependent perturbation theory, as well as the
time-domain TG responses discussed in Chapter 3. Chapters 3 and 4 clarify how
the third-order NLO responses are aected, as the size of -electron delocaliza-
tion increases. We show that the third-order NLO responses of any lengths of
these carotenoids can be satisfactorily described with a unified manner of a time-
dependent perturbation theory, where environmental contributions to the system’s
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optical response are properly incorporated through a Brownian oscillator model.
We believe that this theoretical framework can also potentially describe the protein
environmental contributions to the pigment molecules in the biological systems.
In Chapter 5, we try to clarify the relation between the supramolecular state
that comprises several -conjugated molecules and the second-order optical non-
linearity. Specifically we will focus on a supramolecular assembly of N-benzyl
2-methyl-4-nitroaniline (BNA) molecules, which are formed in a BNA crystal by
intermolecular interactions. This supramolecular cluster show multi-fold increase
of the optical nonlinearity relative to that of a corresponding set of the isolated
molecules, in which the intermolecular interactions are ignored. It demonstrates
how the optical response of the -conjugated molecules is changed, when several
-conjugated molecules are correlated by the strong intermolecular interactions.
We think that this study can provide good implications of the supramolecular state
in the large optical nonlinearity of organic NLO crystals.
The conclusions of this dissertation is presented in Chapter 6.
1.3.2 The goal of this doctoral work
The goal of this doctoral work is to provide a unified explanation for light-matter
interactions occurring in any types of complicated -conjugated molecular sys-
tems. For this purpose, we apply NLO spectroscopy to artificial -conjugated
systems whose optical properties are substantially changed contingent upon the
molecular structures, extent of -electron delocalization, and correlations of mole-
cules in their molecular assembly. The NLO spectroscopy conveys rich informa-
tion on the light-matter interactions in comparison with linear spectroscopy, so
that we expect to obtain much deeper insight into the optical response of the
-conjugated systems. The advantage of using the artificial -conjugated sys-
tems is that their structures can be systematically changed, which facilitates the
understanding of the intrinsic optical properties of -conjugated systems. The
author believes that the combination of the NLO spectroscopy and the artificial
-conjugated systems is the best choice to obtain the experimental data that is
characteristic in all kinds of -conjugated systems. Having such a well-planned
experimental strategy, we are now ready to give an unified explanation for optical
processes in any types of complicated -conjugated molecular systems.
Lift up your eyes on high, and See who has created these things, ...
The everlasting God, the LORD, The Creator of the ends of the earth.
His understanding is unsearchable.
Isaiah, 40:26, 28, Bible, New King James Version.

Chapter 2
Physical theory of optical response
2.1 Nonlinear optical polarization
2.1.1 Optical polarization in density matrix formalism
The optical polarization, P(r; t), can be considered as the only material quantity
that appears in the Maxwell equations because most of dielectric media have very
small magnetic permeability compared with their electric susceptibility. Correct
theoretical descriptions of the optical polarization allow us to understand all pos-
sible optical phenomena in principle. The Hamiltonian of the radiation-matter
interactions, Hint(r; t), is semiclassically given by
Hint(r; t) =  
Z
drE(r; t)  P(r; t); (2.1)
where E(r; t) is the classical transverse electric field. In general, the interaction
with the electromagnetic field creates a complex spatial excitation profile in the
matter, so that the integral in Eq. (2.1) is impossible to be calculated in practice.
For simplicity, we will consider optical responses of a single particle whose size is
much smaller than the wavelength in order to validate the dipole approximation.
Hence Eq. (2.1) can be approximated to
Hint(r; t) =  E(r; t)  V(r; t); (2.2)
where V(r; t) is the dipole operator. Accordingly, the optical polarization is natu-
rally given by the expectation value of the dipole operator,
P(r; t) = Tr

V(E(r; t); t)

: (2.3)
Here, (E(r; t); t) is a time-dependent density operator of the system that depends
on the external electric field E(r; t). In the interaction picture, the total Hamilto-
nian of the system (HT) is given by HT = H + Hint, where H is the Hamiltonian
of the system in the thermal equilibrium. The temporal evolution of the density
matrix is then described by the Liouville equation [50]:
d
dt =  
i
~
[H; ]   i
~
[Hint(t); ]: (2.4)
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t0 τ1 τ2 τn-1 τn t...
t1 tn-1 tn
Time
Figure 2.1: Time variables used in Eq. (2.7). The time proceeds from t0 to t through n
times photon interactions. The nth photon interaction occurs at time n. t1;    ; tn indicate
time intervals between two photon interactions. The density matrix evolves during these
time intervals, and we finally calculate the density matrix at time t.
It should be noted that Eq. (2.4) is sometimes called quantum Liouville equation
or von Neumann’s equation [50, 60]. By employing Liouville space notation (see
Appendix A.1), we have
d
dt =  
i
~
L    i
~
Lint(t): (2.5)
Here L , Lint, and V are Liouville space operators. Using an arbitrary Hilbert
space operator, A, they are defined as L A = [H; A], LintA = [Hint; A], and V A =
[V; A], respectively.
As we see in Eq. (2.3), the time-dependent density operator is a function of
E(r; t). It is now to be expanded in powers of the electric field, i.e.
(t) = (0)(t) + (1)(E; t) + (2)(EE; t) +    ; (2.6)
where (n)(t) shows the nth-order term. Using the time-ordered expansion tech-
nique (see Appendix A.2), we obtain
(n)(t) =
 i
~
n Z 1
0
dtn
Z 1
0
dtn 1   
Z 1
0
dt1G (tn)V G (tn 1)V   G (t1)V ( 1)
 E(r; t   tn)E(r; t   tn   tn 1)    E(r; t   tn   tn 1      tn):
(2.7)
Here, tn represents the time intervals between successive interactions as shown in
Fig. 2.1 (tn > 0), and
G (t)  (t) exp

  i
~
L t

(2.8)
is the Liouville space Green function for the system after the photon interaction.
(t) is the Heaviside step function, and ( 1) means that the system was in the
thermal equilibrium before the photon interactions (or infinitely past time).
Employing the Liouville-space notation where the double bracket means en-
semble average in the Liouville space, Eq. (2.3) can read
P(r; t) = Tr[V(t)] = hhVj(t)ii: (2.9)
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By expanding the polarization in powers of the electric field, Eq. (2.9) can be
recast as
P(r; t) = P(1)(r; t) + P(2)(r; t) + P(3)(r; t) +    ; (2.10)
with
P(n)(r; t) = hhV j(n)(t)ii: (2.11)
The nth-order nonlinear optical (NLO) polarization, P(n)(r; t), is finally given by
P(n)(r; t) =
Z 1
0
dtn
Z 1
0
dtn 1   
Z 1
0
dt1S (n)(tn; tn 1; : : : ; t1)
 E(r; t   tn)E(r; t   tn   tn 1)    E(r; t   tn   tn 1      t1);
(2.12)
with
S (n)(tn; tn 1; : : : ; t1) 
 i
~
n
hhV jG (tn)V G (tn 1)V   G (t1)V j( 1)ii: (2.13)
S (n)(tn; tn 1; : : : ; t1) in Eq. (2.13) is nth-order NLO response function that contains
all the information necessary for the calculation of the nth-order NLO process.
Thus the optical polarization dynamics can be known from the time-domain re-
sponse functions. It should be noted that any frequency-domain optical spec-
tra can be derived as time-ordered half-Fourier transformations of the response
functions. A linear optical absorption spectrum, Im[(1)( !;!)], and a THG (3)
spectrum, [(3)( 3!;!;!; !)], will be calculated in this dissertation. The de-
tails of the calculations of these frequency spectra will be discussed in the later
chapters. We emphasize that the Liouville-space notation is much more useful
for developing the theoretical formulation of optical dynamics compared to the
Hilbert-space notation. On the other hand, the Hilbert-space notation facilitates
the actual calculations in comparison with the Liouville-space notation. Therefore
one usually formulate a theory in the Liouville space and then switches the expres-
sion from the Liouville space to the Hilbert space. The Hilbert-space expression
of Eq. (2.13) is given by
S (n)(tn;tn 1; : : : ; t1) =
 i
~
n
(t1)(t2)    (tn)
 h[[[   [V(tn +    t1);V(tn 1 +    t1)]    ];V(t1)];V(0)]( 1)i:
(2.14)
2.1.2 Response functions and Liouville-space pathways
Here we will present an eigenstate representation of the response function of
Eq. (2.13). The eigenstate representation provides a clear insight into the sig-
nificance of Liouville-space pathways. More conveniently, these pathways al-
ways have their corresponding double-sided Feynman diagrams, which reduces
the complexity of theoretical derivations of the response functions to a great ex-
tent. Obviously the ensemble average taken in the response functions cannot be
completely calculated because of the presence of the infinitely large number of
14 Chapter 2
eigenstates. Nonetheless, optical processes in condensed phases are usually stud-
ied by focusing on a small subset of eigenstates, and the remaining part is treated
semiclassically (see Section 2.2). For this reason, the eigenstate representation is
still very important to interpret the physical processes of light-matter interactions
even in case that there is a huge number of degrees of freedom in the system.
Linear response
The linear response function that governs all of linear optical phenomena is given
by
S (1)(t1) = i
~
hhV jG (t1)V j( 1)ii; (2.15a)
or
S (1)(t1) = i
~
(t1)h[V(t1);V(0)]( 1)i: (2.15b)
We thus obtain
S (1)(t1) = i
~
(t1)[J(t1)   J(t1)]; (2.16)
where
J(t1)  hV(t1)V(0)( 1)i; (2.17a)
J(t1)  hV(0)V(t1)( 1)i: (2.17b)
J(t) and J(t) have the corresponding Liouville-space pathways, respectively.
We will take an ensemble average that can be seen in Eq. (2.17a), in order to
obtain the eigenstate representation of the linear response function, and hence
J(t) =
X
a;b
P(a)jabj2Iab(t): (2.18)
Here, P(a) is the thermal population of the state jai. Iab(t) describes the propaga-
tion of the state of the density matrix after the photon interaction, which is defined
by
G (t) = (t)
X
;0
j0iiI0(t)hh0j: (2.19)
Under the fast modulation limit (homogeneous broadening), for example, I0(t) is
given by
I0 = (t) exp ( i!0t    0t): (2.20)
It should be noted that the suces a and b in Eq. (2.18) take all possible quantum
states of the system. The double-sided Feynman diagrams of these pathways are
shown in Fig. 2.2 (a).
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Figure 2.2: The double-sided Feynman diagrams of (a) linear response functions, (b)
quadratic response functions, and (c) cubic response functions. Half of the response func-
tions are complex conjugate of the remaining response functions. The final output wave
vector k is given by sum of wave vectors of input photons (k = Pi ki). Explicitly, k = k1
for linear response, k = k1 + k2 for quadratic response, and k = k1 + k2 + k3 for cubic
response.
Second-order response
Analogous to the linear response function, the second-order response function is
given by
S (2)(t2; t1) =
 i
~
2
hhV jG (t2)V G (t1)V j( 1)ii: (2.21)
We also get
S (2)(t2; t1) =
 i
~
2
(t1)(t2)
2X
=1
[Q(t2; t1)   Q(t2; t1)]; (2.22)
where 8>><>>:Q1(t2; t1) =
P
a;b;c P(a)accbbaIca(t2)Iba(t1);
Q2(t2; t1) =  Pa;b;c P(a)accbbaIbc(t2)Iba(t1): (2.23)
Third-order response
The third-order response function is given by
S (3)(t3; t2; t1) =
 i
~
3
hhV jG (t3)V G (t2)V G (t1)V j( 1)ii: (2.24)
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We also get
S (3)(t3; t2; t1) =
 i
~
3
(t1)(t2)(t2)
4X
=1
[R(t3; t2; t1)   R(t3; t2; t1)]; (2.25)
where 8>>>>>>>><>>>>>>>>:
R1(t3; t2; t1) = Pa;b;c;d P(a)abbccddaIdc(t3)Idb(t2)Ida(t1);
R2(t3; t2; t1) = Pa;b;c;d P(a)abbccddaIdc(t3)Idb(t2)Iab(t1);
R3(t3; t2; t1) = Pa;b;c;d P(a)abbccddaIdc(t3)Iac(t2)Iab(t1);
R4(t3; t2; t1) = Pa;b;c;d P(a)abbccddaIba(t3)Ica(t2)Ida(t1):
(2.26)
2.2 Relaxation of quantum states
2.2.1 System-bath reduced picture
In Eqs. (2.18), (2.23), and (2.26), the summation is taken over all of the possible
eigenstates in the total system. This is obviously impossible in almost of all practi-
cal cases, e.g. chromophores in a condensed phase, in which we have to consider
huge number of eigenstates. Optical processes in condensed phases are usually
studied by focusing on a small subset of eigenstates (system), and the remaining
part is regarded as bath. The eigenstates included in the system can be arbitrarily
chosen, but they should be small such as a single molecule, or a molecule plus its
nearest surroundings. This is the system-bath reduced picture. In this picture, the
Hamiltonian of the total system (HT ) can be separated into two parts,
HT = HS (qS) + HB(qB) + H0(qS; qB): (2.27)
HS , HB and H0 are Hamiltonians of the system, bath, and system-bath interactions,
respectively. qS and qB are the coordinates of the system and bath, respectively.
We will now calculate the expectation value of the system’s operator, A(qS),
as
hA(qS)i = Tr[(t)A(qS)]; (2.28)
where (t) is the density matrix operator of the total system. Supposing that eigen-
states of the system and bath are respectively denoted a, b and , , Eq. (2.28) can
be expanded as follows:
Tr[(t)A(qS)] =
X
a;b;;
haj(t)jbihbjA(qS)jai: (2.29)
Since the operator A(qS) does not depend on the bath degrees of freedom, its
matrix elements can be factorized as
hbjA(qS)jai = hbjAjaihji: (2.30)
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The first matrix element and the second element are calculated in the system’s
subspace and in the bath’s subspace, respectively. By using hji = , we obtain
hA(qS)i =
X
a;b;
haj(t)jbihbjA(qS)jai: (2.31)
With the definition of reduced density matrix operator of the system,
ab(t) 
X

haj(t)jbi = TrBhaj(t)jbi; (2.32)
we then have
hA(qS)i = TrS[(t)A(qS)]: (2.33)
Here TrS and TrB are partial traces over the degrees of freedom of the system
part and of the bath part, respectively. The reduced density operator, (t), still
obeys the Liouville equation. Therefore we are ready to discuss the macroscopic
polarization in terms of only the system’s eigenstates, even under the eect of the
system-bath interactions. It should be emphasized that the eect of the system-
bath interactions, H0(qS; qB), results in relaxations of the system’s eigenstate. In
the next, we will simply discuss the system-bath interactions by incorporating the
relaxations into the system in a phenomenological way. The details of the rigid
theoretical treatment, in which the relaxations are derived from H0(qS; qB), are
beyond the scope of the present dissertation. The interested reader may refer to
other literatures [50, 61].
2.2.2 System-bath interactions and relaxation
Under the eects of the system-bath interactions, the wave function of the sys-
tem evolves into a superposition of quantum states. This superposition will soon
get into quantum mixture because of the large number of degrees of freedom in
the bath part. Thus the quantum nature of the system rapidly fade out. This is
decoherence. By studying decoherence nature we are able to obtain rich infor-
mation on the excited state dynamics because decoherence is a result of the bath
interactions to the excited state of the system. In this section, we will clarify how
relaxation is treated in the framework of quantum mechanics.
We expand the wavefunction of the total system, 	(t), by using a complete set
of the system’s wavefunction, Sn (t) [59]:
	(t) =
X
n
cn(t)Sn (t)Bn (t); (2.34)
where cn(t) and Bn (t) are the expansion coecient and initial state of the bath,
respectively. It should be noted that Bn (t) is not a wavefunction of the eigenstate
of the bath. Using Eq. (2.34), the expectation value of the operator A(qS) is given
by
hA(t)i = h	(t)jAj	(t)i =
X
n;m
cn(t)cm(t)AnmhBm(t)jBn (t)i; (2.35)
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where Anm = hSm(t)jAjSn (t)i. The important point of Eq. (2.35) is that the ex-
pectation value of the total system are divided into the system part, cn(t)cm(t)Anm,
and the bath part, hBm(t)jBn (t)i. In this way we can discuss the relaxations of the
system and bath, independently.
Under the system-bath interactions, time-dependent values in the right-hand
side of Eq. (2.35) should be decayed. Supposing that the state jni decays in an
exponential way with a rate constant of n,
jcn(t)j2 = jcn(0)j2e nt (2.36)
is obtained, since the relaxation of the quantum state is a decay of the probability
of the quantum state. Hence the probability amplitude must vary in time as [62]
cn(t) = cn(0)e i!nte nt=2: (2.37)
On the other hand, hBm(t)jBn (t)i gradually vanishes, as well as cn(t). It can be
written as
hBm(t)jBn (t)i ! hBm(0)jBn (0)i exp (  nmt) = exp (  nmt); n , m: (2.38)
Here we assume that the bath wavefunctions initially coincide with each other,
hence hBm(0)jBn (0)i = 1. The relaxation of the bath part in the case of n = m does
not have to be considered because we have already incorporated this contribution
to the population relaxation, e nt=2. This apparent inconsistency directly comes
from the fact that we have introduced population relaxation of the quantum state
jni in the phenomenological way. In order to throughly understand the nature of
the relaxation, we have to begin with the rigid theoretical treatment of the relax-
ation, in which the relaxation is derived from the unique system-bath interaction
Hamiltonian, H0(qS; qB), as discussed in Refs. [50, 61]. Hence, Eq. (2.35) can be
finally recast as
hA(t)i =
X
n;m
cn(t)cme i!nmt(t)e (n+m)t=2AnmhBm(t)jBn (t)i exp (  nmt); (2.39)
with 8>><>>:exp ( nt); n = m;exp [ (n + m)t=2    nmt]; n , m: (2.40)
This equation shows population relaxation of the state jni when n = m, while
it shows the decoherence between the state jni and jmi when n , m. The rate
constant of this decoherence is called total dephasing rate. The total dephasing
rate consists of population-induced dephasing rate, (n + m)=2, and pure dephas-
ing rate,  nm. The important point here is that decoherence contains information
on the relaxation dynamics of the bath. In other words, we can investigate the
environmental contributions to the chromophores by watching the decoherence
dynamics.
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2.3 Solvation dynamics of the optical response
2.3.1 Cumulant expansion and line-broadening function
In the system-bath reduced picture, we regard a subset of several electronic states
as the system and the remaining part as the bath. The calculations of the sys-
tem part of the response functions are not so dicult due to the small number of
eigenstates involved, in contrast to the response functions of the bath part having
infinitely large number of eigenstates. Here we shall provide a method that cal-
culates the bath part in a semiclassical way. This method greatly simplifies the
calculations of response functions.
We shall evaluate the response functions perturbatively using the cumulant
expansion to second order. We begin with a linear response function, J(t), of a
two-level system, comprising a ground state jgi and excited state jei [50]. Follow-
ing Eq. (2.15a), it is given by
J(t1) = hhVegjGeg(t1)jVeggii; (2.41)
for t1 > 0. We now introduce coherence Green function Gnm(t), which is defined
by
Gnm(t)  exp

  i
~
Hnt

A exp
 i
~
Hmt

(2.42)
when t > 0. In view of practical use, it is more convenient to separate J(t) into
an electronic part and a vibronic part by using Franck-Condon approximation. In
this case, the electronic part is regarded as the system, and the vibronic part is
the bath. By using the above-defined coherence Green function and time-ordered
expansion technique (see Appendix A.3 for the detail), Eq. (2.41) can be recast as
J(t1) = exp ( i!egt1)
*
Vge(t1) exp+
"
  i
~
Z t1
t0
dU()
#
Vegg
+
: (2.43)
Here we have introduced a collective nuclear coordinate between jgi and jei, i.e.
U  He   Hg   ~!eg (see Fig. 2.3). It can be expressed as U() in the Heisenberg
picture with respect to the ground state dynamics, which is given by
U() = exp
 i
~
Hg

U exp

  i
~
Hg

: (2.44)
Furthermore, exp+ [   ] in Eq. (2.43) is positive time-ordered exponential that is
defined by
exp+
"
  i
~
Z t1
t0
dU()
#
 1 +
1X
n=1

  i
~
n Z t
t0
dn
Z n
t0
dn 1   
Z 2
t0
d1U(n)U(n 1)   U(1): (2.45)
20 Chapter 2
hω
|e?, He
|g?, Hg
eg
Figure 2.3: A simple two-level system comprises the ground state jgi and the excited state
jei. The two states have their respective Hamiltonians, Hg and He. The energy between
these two states is ~!. U can be defined as the dierence of these two potential energy
surfaces, U  He   Hg   ~!.
The dipole interaction operator gives a transition dipole moment between jgi and
jei states, i.e. Veg = Vge = jegj, so that Eq. (2.43) can be further recast as
J(t1) = jegj2 exp ( i!egt1)
*
exp+
"
  i
~
Z t1
t0
dU()
#
g
+
: (2.46)
Now the problem is to evaluate h   i of Eq. (2.46). To obtain the ensemble
average, we use cumulant expansion [50, 63], which is given by
ln
D
eX
E
=
1X
N=1
1
N!
hXNi  heX   1ic: (2.47)
Here we have assumed that X is a random variable, and hXic indicates the corre-
sponding cumulant average of the usual expectation value, hXi. From Eq. (2.46),
we have
ln hjegj 2J(t1) exp (i!egt1)i =
*
exp+
"
  i
~
Z t1
t0
dU()
#
g   1
+
c
: (2.48)
By using Eq. (2.45), the right-hand side of Eq. (2.48) can be recast as
  i
~
Z t1
0
dhU()gic +

  i
~
2 Z t1
0
d2
Z t2
0
d1hU(2)U(1)gic +    : (2.49)
Therefore the cumulant average of hjegj 2J(t1) exp (i!egt1)i is obtained by trun-
cating Eq. (2.49) at second order of U. In addition to this,
R t1
0 dhU()gic vanishes
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when we take the ensemble average, i.e.
R t1
0 dhU()gic  0. Hence, we obtain
ln hjegj 2J(t1) exp (i!egt1)i =

  i
~
2 Z t1
0
d2
Z t2
0
d1hU(2)U(1)gic: (2.50)
It should be noted that the second-order cumulant, hX2ic, corresponds to a vari-
ance, hX2i   hXihXi [63]. This means that the right-hand side of Eq. (2.50) shows
fluctuations of the potential energy surface, U.
Equation (2.41) can finally be written as
J(t1) = jegj2 exp [ i!egt1   1(t1)]; (2.51a)
with
1(t) 
Z t
0
d2
Z 2
0
d1C(1); (2.51b)
and
C(1)  1
~2
hU(1)U(0)gic: (2.51c)
Here we have changed hU(2)U(1)gic in Eq. (2.50) to hU(1)U(0)gic, since
U() is assumed to be stationary [61]. The function 1(t) is a line-broadening func-
tion that expresses a time evolution of the vibronic contribution to the electronic
excitation. In other words, it determines a spectral shape of linear optical absorp-
tion.
2.3.2 Line-broadening function and spectral density
The response function has been now expressed in terms of the line-broadening
function. The main point of using the line-broadening function is to provide a
semiclassical procedure that evaluates the necessary correlation functions without
calculating the nuclear eigenstates explicitly. Here we will describe the frequency-
domain expression of the line-broadening function, spectral density. The spectral
density dramatically reduces the amount of the work for the evaluation of the line-
broadening function.
The two-time correlation function, C(t) in Eq. (2.51c), can be expressed in
frequency domain as
˜C(!) =
Z 1
 1
dt exp (i!t)C(t); (2.52a)
with
˜C(!) = ˜C0(!) + i ˜C00(!): (2.52b)
Using the detailed balance condition in the fluctuation-dissipation theorem [50,
61], we have
˜C( !) = exp ( ~!=2) ˜C(!); (2.53)
where  = (kBT ) 1, kB is the Boltzmann constant, and T is the temperature. We
then obtain
C(t) =
Z 1
 1
d! ˜C00(!) cos!t coth (~!=2)   i
Z 1
 1
d! ˜C00(!) sin!t: (2.54)
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The spectral density, (!), is defined by ˜C00(!)=!2 [64–68]. The line-broadening
function 1(t) can be expressed in terms of (!) as
1(t) =   (int)
2
2
  it
~
+
Z 1
0
d!(!) coth
 
~!
2
!
(1   cos!t) + i
Z 1
0
d!(!) sin!t;
(2.55)
where in is an inhomogeneous linewidth, and  is the solvation reorganization
energy :
 = ~
Z 1
0
d! !(!): (2.56)
2.3.3 Multimode Brownian oscillator model
Until now we have not explicitly considered the solvent-chromophore interac-
tions because there is no dierence between molecular vibrations and the solvent-
chromophore interactions, especially for photon. Therefore they can be regarded
as the environmental contributions to optical transition, if their characteristic fre-
quencies are much smaller ( 10 1) than the energy of the electronic optical
transition. These environmental contributions to the electronic optical transition
can be described by the linearly displaced Brownian harmonic oscillator model
[50, 61, 69], which is given by
H =
X
n
266666664 p2n2mn + mn!
2
n
2
0BBBBBB@xn  X
j
cn jq j
mn!2n
1CCCCCCA
2377777775 : (2.57)
The Brownian oscillator model is able to describe any types of environmental
contributions from inhomogeneous limit to homogeneous limit. In the inhomoge-
neous (static) limit, the spectral shape of the Brownian oscillator model shows a
Gaussian profile. This has been already included in Eq. (2.55). In the homoge-
neous (fast modulation) limit, the Brownian oscillator model gives a Lorentzian
profile. The important result of the Brownian oscillator model is a case of over-
damped region where the oscillator’s characteristic frequency is much smaller
than its damping constant. This region is an intermediate between the inhomoge-
neous and homogeneous limit. In this case, the Brownian oscillator model gives a
following expression for the spectral density [50, 68, 70]:
L(!) = 2
!
B!
2
BB
(!2B   !2)2 + !22B
: (2.58)
Here, B, !B, and B are the coupling strength, the central frequency, and the
linewidth of the overdamped-Brownian oscillator, respectively. The rigorous deriva-
tion of Eq. (2.58) is quite complicated [71], so that we briefly review this model
by using Langevin equation in this section.
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The Langevin equation is given by
m jq¨ j(t) + m j!2jq j(t) + m j
Z t
 1
d j(t   )q˙ j(t) = f j(t) + F j(t): (2.59)
Here q j(t), m j, ! j,  j(t), f j and F j represent normal coordinate, mass, central fre-
quency, time-dependent friction, Gaussian stochastic random force, and external
driving force of jth harmonic oscillator, respectively. Noting that h f j(t)i = 0, it
can be recast as
m jhq¨ j(t)i + m j!2jhq j(t)i + m j
Z t
 1
d j(t   )hq˙ j(t)i = F j(t); (2.60)
since hq j(t)i also satisfies Eq. (2.59) because of the linearity of the Langevin equa-
tion. This equation can be solved by applying Fourier transformation to the both
sides:
 m j!2hq˜ j(!)i + m j!2jhq˜ j(!)i   im j!˜ j(!) = ˜F j(!); (2.61)
where ˜F j(!) and hq˜ j(!)i are the Fourier transforms of F j(t) and hq j(t)i, respec-
tively. ˜ j(!) is defined as
˜ j(!) 
Z 1
 1
dt ei!thq j(t)i
Z t
 1
d j(t   ): (2.62)
Furthermore we have assumed hq j(t)i / ei! jt. By assuming that thermal motions
of the bath are very fast compared with the oscillator motion, we set ˜ j(!) =  j,
independent of !. Equation (2.60), hence, can be solved:
hq˜ j(!)i =  j(!) ˜F j(!); (2.63a)
with a linear susceptibility of the oscillator’s bath part,
 j(!) = 1
m j
1
 !2 + !2j   i! j
: (2.63b)
By referring to the expression of the linear response function in Eqs. (2.16), (2.17),
and (2.51), the linear susceptibility of the oscillator’s bath part can be written as
 j(!) =
Z 1
0
dt ei!t

  i
~

hq j(t)q j(0)gi   hq j(0)q j(t)gi

: (2.64)
It should be noted that the electronic energy gap is given by
U =
X
j
m j!2jd jq j: (2.65)
Analogous to Eq. (2.52b), the time-domain two-time correlation function of
jth Brownian oscillator, C j(t), can be separated into the real and imaginary parts:
C j(t) = C0j(t) + iC00j (t); (2.66a)
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Figure 2.4: The spectral density of -carotene in tetrahydrofran (THF) solvent. -
carotene has three high-frequency vibrational modes, at around 1000, 1150, and 1500
cm-1, which are the in-plane methyl-rocking, central C-C stretching, and central C=C
stretching modes, respectively. The mode at 912 cm-1 is a solvent mode.
where, in this case,
C0j(t) 
1
2~2
[hq j(t)q j(0)gi + hq j(0)q j(t)gi] (2.66b)
and
C00j (t)   
i
2~2
[hq j(t)q j(0)gi   hq j(0)q j(t)gi]: (2.66c)
From Eq. (2.52), we have
˜C00j (!) = 2
Z 1
0
dt sin (!t)C00j (t): (2.67)
Comparing Eq. (2.64) and Eq. (2.67), the following relation is obtained:
˜C00j (!) =  
i
2~
[ j(!)   j(!)] (2.68)
with
˜C00(!) =
X
j
0BBBBB@m j!2jd j~
1CCCCCA ˜C00j (!): (2.69)
Finally the mathematical expression of the above spectral density is given by
(!) =
˜C00(!)
!2
/
X
j
1
!
!2j j
(!2j   !2)2 + (! j)2
: (2.70)
Now we are ready to simulate any time-domain and frequency-domain spec-
troscopic signals in a unified fashion. Figure 2.4 shows a spectral density of
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-carotene in tetrahydrofuran (THF) solvent, which is calculated based on the
Brownian oscillator model. The spectral density shown in Fig. 2.4 is actually
a combination of several underdamped Lorentzian modes and one overdamped
mode expressed by Eq. (2.58). The detailed simulations of the spectroscopic sig-
nals will provide rich information on the chromophore’s optical property and the
chromophore-environment interactions.
2.4 Polarization in crystalline phase
In the last section, the macroscopic polarization was reduced to the microscopic
polarization of the system that consists of a few electronic states. This method can
be applied to chromophores in any isotropic media, including solvent and poly-
mer matrix. On the other hand, we need to allow for anisotropy in the crystalline
phase. The most famous method that describes the optical property of the molecu-
lar crystal is the oriented-gas model [72–74]. The oriented-gas model is an excel-
lent model for the qualitative understanding of the mechanism that gives rise to the
optical properties. It should be noted that the oriented-gas model failed to give a
quantitative prediction of NLO susceptibilities in many cases [42–47]. These dis-
crepancies are accounted for that -electrons delocalize over several molecules,
whereas the oriented-gas model assumes that -electrons are localized within one
molecule. Such -electron delocalization is caused by the strong intermolecular
interactions. This kind of problem will be discussed in Chapter 5. In this section,
we briefly review the conventional oriented-gas model.
The oriented gas model has two theoretical assumptions. (1) the intermolecu-
lar interactions are suciently weak compared to the intramolecular interactions,
therefore the intermolecular interactions can be ignored. (2) the overall crystal
polarization is expressed as a geometrical sum of the individual polarization of
molecules in the unit cell. Based on these assumptions, for example, the second-
order NLO susceptibility is given by
dIJK = N f 2!I f !J f !K bIJK ; (2.71a)
where
dIJK =
1
2
(2)IJK( 2!;!;!); (2.71b)
bIJK =
1
n
nX
s=1
cos [I; i(s)] cos [J; j(s)] cos [K; k(s)]i jk: (2.71c)
Here I, J, K denote principal dielectric axes of crystal. f
I , N , n, and i jk are local
field correction factor of dielectric axis I at frequency 
, number density, num-
ber of molecules in the unit cell, and a tensorial component of second molecular
hyperpolarizability in the molecular coordinate (i, j, k). cos [I; i(s)] is a direction
cosine that defines the orientation of the molecular axis i relative to the crystalline
axis I. bIJK is a tensorial component of quadratic nonlinearity of the unit cell per
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molecule. The summation in Eq. (2.71a) is taken over all n molecules in the unit
cell.
In case of two-dimensional molecules in crystal of mm2 (C2h) point group
symmetry, which we will use in Chapter 5, Eq. (2.71a) are expressed as
bZZZ = yyy cos3 ;
bZYY =  xyy (sin 2 sin 2)2 + yxx sin
2  cos + yyy cos
2  cos sin2 ;
bZXX = xyy
(sin 2 sin 2)
2
+ yxx cos
2  cos + yyy sin2  cos sin2 ; (2.72a)
Here the definitions of the angles  and  are shown in Fig. 5.6 (see page 76).
In this way, the macroscopic crystal polarization is reduced to the microscopic
polarization of the unit cell. The optical response of the crystal is now to be
described in the same framework used through this chapter.
It should be noted that the local field correction factor f
I in Eq. (2.71a) actu-
ally acts as environmental contributions to the system that consists of the eigen-
states of the unit cell. If the local field correction factor is properly taken, the
oriented-gas model gives the correct prediction. Nevertheless, the proper evalua-
tion of the local field correction factor is a dicult task in reality. The supramolec-
ular approach is one possible way that properly incorporates this environmental
contribution to the oriented-gas model.
Chapter 3
Sub-20-fs time-resolved transient
grating spectroscopic study of
-carotene homologues
3.1 Introduction
3.1.1 Coherent spectroscopy and excited-state dynamics
Carotenoids, together with bacteriochlorophylls (BChls), are involved in the ul-
trafast primary reactions of photosynthesis. Molecules of these two types of pig-
ments are spatially arranged in proteins, forming a light-harvesting complex in
purple bacteria (see Fig. 1.1 on page 4). In the light-harvesting complex, the light
energy absorbed by carotenoids are transferred to BChls. This energy is then se-
quentially transferred to the adjacent BChl molecules in the complexes. These
flows of energy transfer occur in the sub-ps ultrafast time regime. This integrated
biological function is of great interest in the field of the recent ultrafast spec-
troscopy [16, 18–20, 75–79].
The energy relaxation and energy-transfer dynamics in the light-harvesting
complexes have been usually studied by probing their excited-state population
dynamics by using such techniques as pump-probe absorption spectroscopy [77,
80, 81] or femtosecond time-resolved Raman spectroscopy [77, 82–84]. These
spectroscopic techniques are used to describe how energy flows in the system.
Unfortunately in some cases (especially in case of carotenoids), the conclusions
based upon these types of experiments strongly depend on the model used to in-
terpret the data. For example, the transient spectrum has a complex feature and
is dicult to be understood by clarifying which excited state has a major contri-
bution. It will not be able to unequivocally determine the route that the excitation
energy follows between the initial and final excited states. An alternative approach
to study these complicated dynamics is required.
It is generally accepted that high-frequency molecular vibrations are deeply
related to these population relaxation dynamics (the carotenoid-to-BChl energy
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   C36 (n = 9)
   C40 (n = 11)
   C44 (n = 13)
   C50 (n = 15)
Figure 3.1: Chemical structures of the -carotene homologues used in the present study.
They are named after the number of constituent carbon atoms (a) C36, (b) C40 (-
carotene), (c) C44, and (d) C50. The conjugation length is denoted as n.
transfer and the internal conversion within carotenoids) [77,85]. In fact, Herek et
al. demonstrated that the eciency of the energy transfer in the light-harvesting
complex can be manipulated by controlling the superposition of high-frequency
nuclear wavepackets of carotenoids with optimally shaped excitation pulses [3,
86]. This coherent control technique has been more recently used as a spec-
troscopic technique. Hauer et al. investigated the coherence dynamics of the
carotenoid’s excited states by using “coherent control spectroscopy” [87,88]. The
idea of coherent control spectroscopy is very interesting. In order to see the vi-
brational coherence dynamics of the excited state whose lifetime is too short to
be directly measured, they investigate how the energy dissipation dynamics is
aected by the initial state of the coherent nuclear wavepacket, which is artifi-
cially prepared by shaped excitation pulses. These coherent spectroscopic studies
have a great impact on the current understanding of the carotenoid’s photophysics
[3,86–90]. Therefore it is vitally important to investigate the coherence dynamics
in carotenoids.
We have recently constructed an ultrashort-pulse-generation system that can
produce sub-20-fs pulses across the whole visible wavelength region [70, 91].
These ultrashort excitation pulses generated coherent nuclear motions in -carotene,
so that the coherent oscillations were observed in the ordinary transient signals
that simply come from the electronic population dynamics. In addition, we have
successfully described the ultrafast optical responses of -carotene in terms of
time-dependent perturbation theory, together with a Brownian oscillator model.
In this chapter, we extend this study by using a series of -carotene homologues
(Fig. 3.1) in order to investigate how the ultrafast optical response of carotenoids
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depends on the extent of the -conjugation length.
3.1.2 Carotenoid’s classical excited state dynamics
The ultrafast excited-state dynamics of carotenoids have been extensively stud-
ied [77, 78]. Classically, carotenoid’s excited singlet-states are described based
on the theoretical formalism introduced by Tavan and Schulten [92, 93]. The
ground state, S 0, is classified on the basis of the C2h point symmetry group as
the 11A g state. The one-photon allowed transition goes from S 0 to S 2, which is
designated as the 11B+u state. A lower excited singlet-state called S 1 also exists
but can only be populated by a two-photon process from S 0. S 1 has been desig-
nated as the 21A g state. After photoexcitation from S 0 to S 2, the population in
S 2 rapidly decays into S 1, within a few hundreds femtoseconds [77, 94, 95]. The
lifetime of S 1 varies from a few picoseconds to several nanoseconds depending
on the number of conjugated C=C double bonds [77, 83, 94]. It should also be
pointed out that additional singlet excited states lying between S 2 and S 1 have
been proposed (a detailed discussion of these is beyond the scope of this present
work [77, 79, 95–97]).
3.2 Experimental Procedures
3.2.1 Sub-20-fs pulse generation technique
A schematic diagram of our home-built noncollinear optical parametric amplifier
(NOPA), which is used as a excitation light source of the subsequent measure-
ment, is shown in Fig. 3.2 [70] (for other references, see Refs. [98–102]). Initially,
a femtosecond Ti:sapphire regenerative amplifier (Spectra Physics, Hurricane) is
used to generate 100 fs pulses at 780 nm at a 1 kHz repetition rate. Part of the
beam from the amplifier (400 J) is used for the NOPA system. This beam is
then divided into two with a ratio of 9:1. The pump pulses for the parametric
amplification are obtained by generating second harmonic pulses using a 400-
m-thick BBO crystal (Type I,  = 29). The residual of the fundamental laser
beam is passed through a delay line for synchronization and then focused onto a
1-mm-thick sapphire plate in order to generate white-light continuum pulses by
the self-phase modulation eect. This white-light continuum is used for the seed
pulses to produce a stable output of the NOPA. This type of continuum is obtained
by carefully adjusting the incident pulse energy so that it is only slightly higher
than the threshold required for the white-light continuum generation. The stabi-
lization of the intensity of the white-light continuum is the most important point
for the stable output of the NOPA.
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1 µJ, <20 fs
490 ~ 620 nm
Pulse compressor
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P
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VND
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Figure 3.2: Schematic setup of the NOPA. BS: beam splitter, VD: variable optical delay
line, VND: variable neutral density filter, P: prism, SP: sapphire plate, NF: notch filter.
In order to further stabilize the NOPA output, we suppressed part of the NOPA
spectrum near the fundamental pump beam wavelength by placing a thin bandpass
dielectric filter (notch filter) into the seed beam. Parametric gain is achieved in a
single path through a 1-mm-thick BBO crystal, cut at  = 31 by using the type
I phase matching. To minimize the self-focusing eect, the BBO crystal is posi-
tioned slightly beyond the focus of the pump beam. The amplified beam, having
1 J in power, is collimated by a spherical lens and then sent to a pulse com-
pressor, made of a pair of Brewster-cut glass prisms. By adjusting the insertion
of the Brewster prism, the pulse width was optimized. The SHG-intensity cross
correlation measured between two of divided beams from the NOPA output was
typically about 10–20 fs in the visible region ( = 490–620 nm).
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Figure 3.3: Spectrum of the excitation pulse (blue-dotted line, left-hand panel) and its
SHG-intensity autocorrelation trace (open box: experimental data, red-solid line: gaus-
sian fit, right-hand panel) used for the measurement of (a) C36, (b) C40, (c) C44, and (d)
C50. The absorption spectrum (black-solid line, left-hand panel) is depicted in each graph
and the detection wavelength is indicated with an arrow. The temporal bandwidth of the
excitation pulse is shown in the left-hand panel with its half width at half maximum.
3.2.2 Transient grating measurements
The light from the NOPA were split into three beams, and they were used for
the excitation pulses for the transient grating (TG) measurements in the folded
boxcars geometry. The measured TG signals from -carotene were independent
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of the intensity of each pulse from 15 nJ to 170 nJ. The four-wave mixing beam,
which was generated in the sample, was spatially selected using a mask, and then
detected with a photomultiplier tube (Hamamatsu, R636-10) following dispersion
through a monochromator (JASCO, HR10). The signal was filtered and amplified
by using a lock-in technique.
-carotene was commercially purchased from Wako and recrystallized once
from a benzene solution. The other homologues were synthesized and purified
as described in Ref. [103]. The UV-visible absorption spectra of the homologues
in tetrahydrofuran (THF) were measured with a Jasco V-530 spectrophotometer
at room temperature and no cis-peaks were observed. Also the 1H-NMR spec-
tra of all of the homologues were measured using a JEOL JNM-LA 400 Fourier
Transform (FT)-NMR spectrometer and showed that they were all in the all-trans
configuration.
The sample was dissolved in THF and flowed through a 100-m-thick optical
flow cell sandwiched between 1-mm-thick windows in order to prevent sample
degradation. The sample concentrations were adjusted so that the optical densi-
ties were 1.0–1.4 at their absorption maxima. The time durations of the pulses
were determined by a second harmonic generation (SHG) intensity autocorrela-
tion technique using a 100-m-thick -BaB2O4 (BBO) crystal, where a 1-mm-
thick glass plate was placed just in front of the BBO crystal to properly compen-
sate the frequency chirp of the pulses imposed by the window of the flow cell.
The spectrum and the autocorrelation trace of the laser pulse used in the
TG measurement of each homologue, together with its absorption spectrum, are
shown in Fig. 3.3. The excitation and the detection wavelengths were the same.
The time durations of all of the pulses used in the measurements were under 18
fs. The excitation pulses shown in Figs. 3.3(c) and (d) have non-negligible inten-
sities on the longer wavelength side at around 700 nm. We have experimentally
confirmed that the TG profiles do not depend on whether these o-resonance parts
exist in the pulse spectra.
3.2.3 Resonance Raman measurements
Resonance Raman (RR) spectra were recorded with a Jobin Yvon U1000 spec-
trometer equipped with a liquid nitrogen cooled charge-coupled device camera
(Spectrum One, Jobin Yvon). The spectral resolution (bandwidth) was less than
1 cm-1 at each excitation wavelength. The excitation was provided by Coher-
ent Argon (Innova 100) and Krypton (Innova 90) lasers at approximately -1000
cm-1 from the 0-0 electronic transition and, where possible, under full resonance
conditions in order to identify vibrational modes ascribed as overtones. The -
carotene/THF samples were sealed in oxygen depleted quartz cells and the solu-
tions stirred during data acquisition. The RR spectra were recorded at 298 K with
a 90-degree geometry. The laser power at the sample did not exceed 20 mW. At
each excitation wavelength, no evolution of the RR signals were observed during
data acquisition.
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3.3 Results and Discussion
3.3.1 Transient grating measurements
Figure 3.4 shows the experimentally obtained TG signals. With every homologue,
a sharp peak was observed at t = 0 (coherent spike), and the subsequent coher-
ent oscillations were superimposed on a slowly varying component. The slowly
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Figure 3.4: The TG signals (black line) observed with (a) C36, (b) C40, (c) C44, and
(d) C50. The inset shows the oscillatory component which is obtained by subtracting the
slowly varying component (red line) from the TG trace. The dashed lines indicate the
exponential envelope of the coherent oscillations.
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Figure 3.5: The CO-FT spectra (left-hand side) and the RR spectra (right-hand side) of
(a) C36, (b) C40, (c) C44, and (d) C50. The THF peak is magnified in the inset of the RR
spectrum. The background fluorescence has been subtracted in the RR spectra.
varying component was fitted by using a Gaussian-shaped coherent spike and an
electronic population function, which was derived from the two-state master equa-
tion. It is known that the slowly varying component originates from the population
relaxation dynamics of the excited singlet states [70]. In particular, the gradual de-
cay of the signal after the coherent spike shows a population relaxation from S 1
to S 0. The signal decays faster with increasing conjugation length of the homo-
logues. The time constants of this decay are  20 ps for C36, 4.5 ps for C40, 1.2
ps for C44, and 0.6 ps for C50. These time constants are in agreement with previ-
ously reported values multiplied by a factor of 2 [77]. This is because the intensity
of the TG signal is proportional to the square of the electric field, the magnitude
of which linearly depends on the population relaxation lifetime, exp( t=). Here
 is the population relaxation time.
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Homologue 0 Assign.  Raman Intensity
C36 913.3 THF 9.7 0.13
989.3 3 8.4 1
1157.4 2 5.7 1.27
1537.7 1 10.0 2.03
C40 915.1 THF 5.8 0.78
1004.8 3 7.3 1
1156.4 2 6.3 3.33
1521.8 1 8.6 2.68
C44 915.2 THF 5.4 0.18
1004.0 3 10.3 1
1137.9 2 7.6 4.87
1512.4 1 7.3 4.46
C50 912.6 THF 4.5 0.02
999.3 3 7.2 1
1148.1 2 8.4 3.06
1501.8 1 8.8 1.77
Table 3.1: The parameters of the main four peaks in the RR spectra. They were obtained
by fitting the experimental data with a Lorentzian function. 0 and  Raman indicate peak
position of the Raman peak and half width at half-maximum, respectively (units: cm-1).
The value of intensity of each peak is normalized to that of 3.
The FT power spectra of the coherent oscillations (CO-FT spectra) and the RR
spectra are shown in Fig. 3.5. The vibrational modes at around 1000 (3), 1150
(2), and 1500 (1) cm-1 are the in-plane methyl-rocking, central C-C stretching,
and central C=C stretching modes, respectively. The details of these four main
peaks are summarized in Table 3.1. The frequency resolution in the CO-FT anal-
yses is 10–20 cm-1. The mode at 912 cm-1 is a solvent mode (THF). Almost all
of the modes observed in the CO-FT spectra are also observed in the RR spectra.
This means that the observed coherent oscillations come from the ground-state
vibrational modes [104–107].
The intensity of the peak of a vibrational mode in the CO-FT spectrum does
not always correspond to that of its counterpart in the RR spectrum. Such dier-
ences arise because of the pulse character (finite pulse width or excitation energy)
and initial phases of the vibrations [108]. In our study, these dierences can be
caused by following two factors: (1) Dierent pulse widths were used for generat-
ing the coherent oscillations in the measurements with the dierent homologues.
Specifically the temporal pulse width used for C50 was shorter than that used for
C36, because of the dierent excitation wavelengths required. The finite pulse
width strongly diminishes the intensity of the 1 mode in comparison to the other
lower-frequency vibrational modes, such as 2, 3, and THF (this is because the
frequency of the 1 mode is comparable to the width of the excitation pulse in the
time domain). Therefore, the intensity of the 1 mode is more clearly observed
in C50. (2) The excitation wavelength used for the RR measurement of each ho-
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mologue is not at the same detuning wavelength relative to the S 2 energy. The
deviation of this detuning wavelength more strongly aects the intensity of the
chromophore’s vibrational modes than that of the solvent. Therefore we will dis-
cuss only the relaxation rate of each vibrational mode in the coherent oscillations.
3.3.2 Simulations
We reported that both the TG profile and the linear absorption spectrum of -
carotene can be well reproduced using time-dependent perturbation theory [70].
Obtaining the mathematical expressions for the linear and nonlinear optical re-
sponse functions is essential for the success of simulations of the optical responses
of the homologues. Since the configurations of the energy-level diagrams of the
-carotene homologues are very similar to that of -carotene, the TG profiles of
the homologues are also expected to be describable within the same theoretical
framework.
Briefly, third-order NLO phenomena in the homologues can be understood by
a four-state model comprising S 0, S 1, S 2, and S T (this is the two-photon absorp-
tion state that lies above the S 2 state). The four-state model gives five double-sided
Feynman diagrams (R1–R5). The energy diagram and the five double-sided Feyn-
man diagrams are shown in Fig. 3.6. Here the actual contribution of R6, which
was reported in Ref. [70], to the overall signal is negligible because our excitation
energy is at an isosbestic point where the bleaching of the ground state is canceled
out by the excited-state absorption [70]. Therefore we have omitted R6 in this
study. The mathematical expressions of R1–R5 are given by
R1 = j20j4 exp[ 1() + 1(T )   1(0)   1( + T )
  1(T + 0) + 1( + T + 0)]; (3.1a)
R2 = j20j4n2(t) exp[ 1() + 1(T )   1(0)   1( + T )
  1(T + 0) + 1( + T + 0)]; (3.1b)
R3 = j20j4r(t) exp [ 1()   1(0)]; (3.1c)
R4 = j20j2jT2j2n2(t) exp [ 1()   1(0)]; (3.1d)
R5 = j20j4[n0(t)   r(t)] exp [ 1()   1(0)]; (3.1e)
where, by introducing     20 +  21,
n2(t) = e  t; (3.1f)
n1(t) =  21
 10    (e
  t   e  10t); (3.1g)
n0(t) = 1
 10    [( 10    )(1   e
  t) +  21(e  10t   e  t)]; (3.1h)
r(t) = (1    21)= (1   e  t): (3.1i)
These response functions assume that the collective nuclear coordinate between
any two states can be satisfactorily represented by the coordinate between S 0 and
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Figure 3.6: (a) The four-state model of -carotene homologues, which comprises S 0,
S 1, S 2, and S T . The i-frequency (i = 1–4) potential energy surface of the S 0 state is
depicted.   121 and  
 1
10 are lifetimes of the S 2-S 1 and S 1-S 0 relaxations, respectively. (b)
Double-sided Feynman diagrams that are used for the calculation. The symbols 0, 1, and
2 indicate the S 0, S 1, and S 2 states, respectively. The symbol T represents the state S T .
In the transient grating setup,  = 0 = 0. The horizontal axis of the TG profile (Fig. 3.4)
corresponds to the time duration T . The diagrams R1 and R2 are the same as a simple
two-level system. The diagram R3 includes the relaxation directly from S 2 to S 0, while
R5 represents the relaxation from S 2 to S 0 through S 1. The diagram R4 indicates the
two-photon absorption process. The details have been described in Ref. [70].
S 2. This approximation is not an oversimplification because the coherent oscil-
lations observed in this study mainly consist of molecular vibrations from the
ground state. Therefore, the response functions are constructed with a unique
line-broadening function 1(t). The line-broadening function 1(t) indicates the time
evolution of the transition frequency correlation and thus can be calculated from
the spectral density [50]. The spectral density is determined by a combination of
high-frequency (underdamped) vibrational modes, low-frequency (overdamped)
vibrational modes and inhomogeneous broadening in the frame of a Brownian os-
cillator model. Here, the words “underdamped” and “overdamped” respectively
mean  j  ! j and  j  ! j where ! j and  j are the central frequency and the
dephasing constant, respectively, of the jth Brownian oscillator mode. The graphs
of spectral density used for the calculations are shown in Fig. 3.7. The popula-
tion change of each electronic state is included in the master equation of the four
states. The mathematical expressions of the linear absorption spectra (a) is given
by
a / Re
Z 1
0
exp [i(!   !20)   1(t)]; (3.2)
supposing !20 is the frequency between S 2 and S 0. The details of the theoretical
descriptions of the TG profiles are discussed in Appendix B.
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Figure 3.7: The graphs of spectral density used for the calculations (solid line) of (a)
C36, (b) C40, (c) C44, and (d) C50. The instrumental response of the pulse width is also
shown in each graph (dashed line). The instrumental response is a weighted factor that
comes from the fact that finite pulse width diminishes the contributions of high-frequency
region of spectral density. The inset shows the magnification of the spectral density of
the low-frequency region. Note that the inhomogeneous contributions are not included in
these spectral density. They are directly incorporated into the line-broadening function,
1(t).
The absorption spectra and the TG signals, which are simulated using the
above treatment, are presented in Figs. 3.8 (a)–(d), and in Figs. 3.8 (e)–(h), re-
spectively. As the degree of conjugation increases, the vibrational structure is
more clearly observed in the absorption spectra. The spectral diusion is deter-
mined by a combination of low-frequency vibrational modes and inhomogeneous
broadening. In the Brownian oscillator model, this can be understood as an in-
crease in the coupling strength of the overdamped Brownian oscillator (!B) and
by the introduction of inhomogeneous broadening (in) [70]. In fact as the num-
ber of conjugated C=C double bonds increases, the coupling strength of these
low-frequency mode (B) is decreased and in vanishes as shown in Table 3.2.
The dependence of the spectral broadening on the conjugation length has been
suggested to be caused by the presence of the -ionone ring [109]. Myers et al.
showed that the presence of the double bond in the -ionone ring gives rise to
spectral broadening in the absorption spectrum [110]. By analogy to retinal and
its homologues, this broadening has been attributed to steric hindrance between
the -ionone ring and the polyene backbone. Every -carotene homologue has
two -ionone rings, one at each end. Therefore, the spectral broadening eect of
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Figure 3.8: The calculated absorption spectra (red-dotted line) and the experimentally
obtained absorption spectra (black-solid line) of (a) C36, (b) C40, (c) C44, and (d) C50
are compared. The calculated TG signals (red-solid line) and experimental data (black-
solid line) from (e) C36, (f) C40, (g) C44, and (h) C50 are shown in the right panels. The
insets in Figs. (e)–(h) show the calculated TG traces over a 1.5 ps time range.
-ionone rings would be expected to be more dominant in the case of the shorter-
chain homologues.
In the present simulation, we assume that the overdamped mode results only
from the system-bath (molecule-solvent) interactions. The low-frequency modes
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of the -ionone ring typically exist in the region below 200 cm-1, where molecule-
solvent interactions are also found [110]. This complicates our situation, because
these molecular-origin low-frequency modes give rise to spectral diusion, as we
have no experimental information on these low-frequency vibrational modes of
the homologues owing to a strong Rayleigh scattering. Therefore, we ignore the
fact that several low-frequency vibrational modes exist in the spectral density and
assumed, for simplicity, one overdamped-Brownian mode as the contribution of
the system-bath interaction and a single value of the inhomogeneous broadening
as the contribution of the remaining low-frequency vibrational modes.
The linewidth of the underdamped vibrational mode ( HWHM) is equivalent to
the decay constant of the coherent oscillations divided by a factor of 2. There-
fore,  HWHM was determined from the experimental decay profile of the coherent
oscillations. The mode frequencies and relative intensities of the vibrations of the
homologues were determined from the RR spectra as summarized in Table 3.1.
Since the relative intensities of the THF mode of C36, C44 and C50 in the RR
spectra are very weak, because of the resonance enhancement of the chromophore
molecules, these values are set as a fitting parameter. The population relaxation
constants and S 0–S 2 transition energies (!20) used for the calculations are sum-
marized in Table 3.2. The simulated TG signals, which are shown in Fig. 3.8, were
slightly shifted with respect to the experimental data, by less than 30 fs, in order
that the calculated coherent oscillations match the experimental ones. The coher-
ent spike is an instantaneous process and many response functions, which have
been ignored under the condition of resonant stimulated 3-pulse photon echo, are
necessary to accurately simulate it. The discrepancies at the early times reflect
the diculty in accurately accounting for such factors as the coherent spike, pulse
shape or chirp.
We have successfully simulated the experimental TG traces simply by ac-
counting for the electronic population dynamics and the ground-state vibrational
coherences in these carotenoids. Our coherent spectroscopic study is able to clar-
ify the mechanism of the energy dissipation in the ground-state vibrational man-
ifold without any specific theoretical models. The vibrational relaxation in the
ground state has been studied almost exclusively by means of anti-Stokes Ra-
man scattering [77, 111]. In previous anti-Stokes Raman scattering studies, the
population-relaxation times of the ground-state vibrational modes were also de-
termined based on the theoretical model. In subsequent sections of this paper,
we will clarify the relaxation dynamics in the ground-state vibrational manifolds
without accounting for any specific theoretical models.
3.3.3 Time-frequency analysis of the coherent oscillations
It is important to know how the dephasing constants of the molecular vibrations
are experimentally observed in the TG profiles. For this purpose, we have per-
formed a simplified model calculation of the TG signal assuming an underdamped
single Brownian oscillator in the high-temperature limit. Supposing the under-
damped high-frequency modes (!0), which determine the dephasing constant 0,
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Parameters C36 C40 C44 C50
in (cm-1) 300 0 0 0
 HWHM (cm-1) 4 4 7 8
!B (cm-1) 200 200 200 200
B (cm-1) 300 300 300 300
B (cm-1) 470 470 440 420
!20 (cm-1) 23700 22150 20860 20050
  120 (ps) 0.5 0.5 0.5 0.5
  121 (fs) 210 150 90 70
  110 (ps) 44.0 9.00 2.45 1.50
T2=20 1.2 1 1.2 1.2
Table 3.2: The parameters used for the calculation of the absorption spectra and TG sig-
nals observed with each homologue.   120 ,  
 1
21 , and  
 1
10 are the population relaxation times
between S 2–S 0, S 2–S 1, and S 1–S 0, respectively. T2 and 20 are the S T –S 0 and S 2–S 0
transition dipole moments, respectively. The decay time of S 2 population is dominated
by   121 since  
 1
21 is much smaller than  
 1
20 . Therefore, we must assume that  
 1
20 is 0.5 ps
in all cases. The values of   121 and  
 1
10 were taken from Refs. [94] and [95], respectively.
The simulations using these values closely reproduced the experimental results, though in
the simulation with C50,   110 was slightly longer than its reported value of Ref. [94].
the line-broadening function is given by [50, 112, 113]
1(t) = exp

 0
2
t
 "
coth
 
~!0
2kBT
!
(1   cos!0t) + i(sin!0t   !0t)
#
: (3.3)
The frequency spectrum of this Brownian oscillator (i.e. the spectral density)
exhibits a Lorentzian shape with the half width at half-maximum (HWHM) of 0.
From this calculation, it can be concluded that the coherent oscillations ob-
served in the TG signal come mainly from R1 and the contributions from the other
response functions are eventually seen as a slowly varying component. It should
be noted that R2, in which vibrational modes of the S 2 state will contribute to
the coherent oscillations, very rapidly decays on the time scale of   121 (S 2 ! S 1:150 fs for -carotene), and this means that the measured coherent oscillations do
not include any vibrational modes from the S 2 state. Thus the decay of the coher-
ent oscillations can be considered as the temporal profile of R1. The decay of the
coherent oscillations in the simulated R1 temporal profile has an asymmetric form
at early times, as shown in Fig. 3.9. This shows that the decay of the coherent
oscillations is not a simple exponential function, because it has the mathematical
form exp[exp( 0t=2)] Aoset(t), where Aoset(t) is the slowly varying component.
Nevertheless the decay of the coherent oscillations can be well approximated by
 exp( 0t=2) in the time region beyond 0.5 ps. Therefore the dephasing constant
0 can be determined by fitting  exp( 0t=2) to the experimentally determined
decay profile of the vibrational mode.
The coherent oscillations contain information on how vibrational modes be-
have in the time domain. This temporal behavior can be examined by using
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Figure 3.9: The temporal profile of R1, which was calculated using the line-broadening
function of Eq. (3.3). Red-dashed lines indicate a fit to  exp( 0t=2). Asymmetric fea-
ture of the decay of the coherent oscillations is observed in the early time, but it can be
fitted to  exp( 0t=2) in the time region more than 0.5 ps.
a wavelet transformation (WT), which aords minimum time-frequency uncer-
tainty [114–117]. The WT signal, that is a function of variables a and b, is ex-
pressed by
F(a; b) =
Z 1
 1
dt f (t) 
 
t   b
a
!
; (3.4)
where f (t) is the signal to be analyzed.  (t) is known as the mother wavelet [114].
The parameters a and b are the dilation and translation parameters, respectively.
The unit of parameter a is in the frequency scale, but does not correspond to
the exact frequency obtained in the Fourier transformation. This is because a
and b cannot be simultaneously determined due to the time-frequency uncertainty.
Analogously, the unit of parameter b is in the time scale but does not match the
exact time after excitation as determined in the experimental measurements. If
the mother wavelet does not have a maximum peak at b, such as in the case of a
Daubechies wavelet [114], the physical meanings of the parameters a and b are
very complex and dicult to understand. Therefore, we have employed a wavelet
whose physical meaning is straightforward, i.e., a complex Morlet wavelet, which
is defined by [114]
 (t) =  1=4(ei!0t   e !20=2)e t2=2: (3.5)
The second term in the parentheses becomes negligible for values of !0  0 in
practice. In this case Eq. (3.5) can be written as
 (t)   1=4 exp[i!0t   t2=2]: (3.6)
Here !0 is the central frequency of the wavelet. We will use rad s-1 unit for !0
for consistency with the description in Ref. [114]. It determines how localized the
WT of the spectrogram is in the frequency domain; a large value of !0 makes the
WT localized in the frequency domain but delocalized in the time domain [114].
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In principle it is an arbitrary parameter, but its choice is actually constrained. Con-
sequently, the choice of the value of !0 is not a critical factor for the determination
of the dephasing times. In this study, we have confirmed that the dephasing time
of the vibrational mode does not depend on the value of !0 ranging from 8 to 15.
!0 = 8 corresponds to the Gaussian width (HWHM: ) of  = 350 fs at 1000 cm-1.
It should be noted that the Gaussian width is a frequency-dependent value in the
WT. Analogously, !0 = 15 corresponds to  = 650 fs. When !0 < 5 ( < 220 fs),
the vibrational modes included in the coherent oscillations cannot be well sepa-
rated in the frequency domain because of an insucient number of wave forms
included in the Gaussian envelope. A value of !0 of more than 15 makes the WT
meaningless, since the Gaussian envelope with such a large !0 will cover almost
of all of the ranges of the TG profiles. No temporal information on the vibrational
frequency mode can be known by using the time-frequency analysis. Therefore,
one can determine the correct dephasing time by using the WT without loss of
generality. In the subsequent analyses we set !0 to be 8 ( = 350 fs.) because
it gives a good separation between the vibrations included in the coherent oscil-
lations (specifically between the 1157 and 1196 cm-1 modes of C36), without a
large loss of time information .
The WT of the spectrograms of the coherent oscillations of the homologues are
presented in Fig. 3.10. These spectrograms clearly show the temporal behavior of
the vibrational modes included in the coherent oscillations. In order to determine
the dephasing times of the vibrational modes observed in the WT spectrograms,
a single exponential decay function has been fitted to the temporal profile of each
vibrational mode. The dephasing times of the four main vibrational modes of each
homologue are shown in Fig. 3.11 and summarized in Table 3.3. One clearly sees
that the dephasing times of the vibrational modes of the homologues decrease as
the conjugation length increases. In particular, the dephasing times of the 2 and
3 modes drastically decrease as the conjugation length increases, while those of
1 and THF only show moderate changes.
It should be noted that the frequencies of the vibrational modes fluctuate in
time. This probably reflects the fact that any given mode is coupled by interac-
tions with many other vibrational modes. In principle, these fluctuations cannot be
observed in the population-based time-resolved Raman spectra because they result
from the phase of the vibrational mode, which is perturbed by the environment.
In other words, this is a purely coherent phenomenon. Therefore, a dierent ex-
perimental approach is needed to be able to analyze these fluctuations [118]. The
fact that we can, however, detect these purely coherent phenomena demonstrates
the advantage of our spectroscopic technique. Since these fluctuations are on the
order of a few tens of wave numbers and this corresponds to a translation of  0.4
m of the optical delay line, a very high temporal resolution is required to study
this phenomenon in detail. Unfortunately this is beyond the capabilities of our
present apparatus. It will be a subject of a future work.
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Figure 3.10: The WT spectrograms of (a) C36, (b) C40, (c) C44, and (d) C50. The data
are shown with a log-scale coloring: amplitude increases from blue to red. The bottom
panel at each spectrogram shows the CO-FT spectrum of each homologue.
Assign. C36 C40 C44 C50
THF 1.45  0.05 1.64  0.20 1.35  0.39 1.22  0.2
3 (-CH3) 1.41  0.18 1.73  0.10 0.88  0.03 0.97  0.10
2 (C-C) 1.87  0.31 1.58  0.09 1.29  0.12 0.89  0.09
1 (C=C) 0.99  0.07 1.04  0.09 1.05  0.03 0.81  0.09
Table 3.3: The total dephasing times of the four main vibrational modes of the homo-
logues (unit: ps). The error margins show experimental errors. We have analyzed a set of
three TG profiles for each homologue under the same condition of the wavelet transfor-
mation.
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3.3.4 The conjugation-length dependence of vibrational dephas-
ing
The time-dependent perturbation theory, which has been employed for the simula-
tions in this study, does not explicitly specify the mechanism of relaxation because
the relaxation is phenomenologically included in this theory. The dephasing time,
which we have determined here, is defined as the total dephasing time T2. The
total dephasing consists of two types of dephasing, and it can be given by (see
Section 2.2 on page 16) [50, 122–124]
T 12 = (2T1) 1 + T  12 : (3.7)
Here, T1 is the population-relaxation time and T 2 is the pure dephasing time. Pure
dephasing originates from fluctuations in the energy levels that come from the en-
vironment, namely the bath. These two relaxations cause dephasing in the system,
and the relaxations of most of the physical observables reflecting coherent pro-
cesses (e.g. the linewidth of the Raman scattering peak and of the hole-burning
spectrum, and the temporal decay constant of the coherent oscillations) are ex-
pressed by an exponential decay, with the total dephasing time T2 under the fast
modulation limit.
The population-relaxation times of the ground-state vibrational modes of -
carotene have been reported to be 8–15 ps [77]. Similar relaxation times have
also been found for C50 and an n = 19 homologue [125]. Although the relaxation
times of the other homologues have not been determined, these relaxation times
are probably similar for all of the homologues used in the present study. These
population-relaxation times are suciently large compared to the total dephasing
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Figure 3.11: (a) The total dephasing times of the four main vibrational modes of the
homologues. (b) The correlation diagram of  Raman and  CO plotted against the number
of conjugated C=C double bonds in the homologues. The plot of each mode is slightly
translated horizontally for ease of visualization of their error bars.
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times that the population-induced dephasing terms in Eq. (3.7) can be ignored.
We thus conclude that the dephasing of the ground-state vibrational modes of the
-carotene homologues is mainly caused by system-bath interactions.
The conjugation-length dependence of the total dephasing time of each vibra-
tional mode is very interesting. In particular, the two polyene-backbone central
stretching modes, 1 and 2 show remarkable dierences in their chain-length de-
pendence. The dephasing time of the 2 mode strongly depends on the conjugation
length whereas that of the 1 mode does not. Since the 1 and 2 modes are very
important in the processes of energy dissipation and relaxation in carotenoids, on
the basis of our results, we can conclude that the energy dissipation occurs mainly
through the 1 mode in the shorter-chain carotenoids. In contrast the longer-chain
carotenoids do not appear to have such a specific dissipation channel.
3.4 Summary
The TG signals from a series of -carotene homologues, by using sub-20-fs exci-
tation pulses, have been measured in order to investigate the dependence of their
ultrafast optical response on the extent of the -conjugation length. The experi-
mental data were compared to the computational simulations based on a Brown-
ian oscillator model, in order to determine how the solvation eect depends on the
length of the -conjugation. In these simulations the required spectral densities
were determined from the resonance Raman spectra. The experimental TG data
can be well reproduced in the simulations by using a combination of the spec-
tral densities and the reported population relaxation times of the S 2 ! S 1 and
S 1 ! S 0 transitions. The eects of the low-frequency modes, which represent
solvation eects, decrease as the number of conjugated C=C bonds increases from
9 to 15. The total dephasing times of the homologues have been determined by
applying wavelet transformation analyses to the coherent oscillations, which were
observed in the experimental TG traces. It has been determined that the dephas-
ing of ground-state vibrational modes in the -carotene homologues are mainly
caused by system-bath interactions. The dephasing times of the C-C and C=C
central stretching modes show remarkable dierences in their conjugation-length
dependence: The dephasing time of the C-C stretching mode strongly depends
on the conjugation length whereas the C=C stretching mode does not. This trend
clearly shows that shorter-chain carotenoids have a specific major channel (the 1
mode) to the environment, whereas the longer-chain carotenoids do not.
Chapter 4
Large third-order optical
nonlinearity of -carotene
homologues
4.1 Introduction
Large optical nonlinearity has attracted much attention for applications in optical
devices. The configuration and conformation of carotenoids, which is a typical
-conjugated molecule, are well-characterized compared to -conjugated poly-
mers, therefore, the mechanism that produces the large optical nonlinearities in
carotenoids have been extensively studied [23–25, 126–133]. For example, it
has been shown that introduction of polar functional groups into carotenoids is a
promising way to enhance their optical nonlinearity [25, 133]. This increase in
the magnitude of the optical nonlinearity, however, has the unfortunate side eect
of losing optical transparency in the visible wavelength region. The work de-
scribed here is motivated by finding other strategies that simultaneously improve
the magnitude of the optical nonlinearity and such serious side eects of losing
transparency.
Here, we show that the third-order optical nonlinearity of carotenoids can be
greatly enhanced by merely adding more C=C conjugated double bonds (n) to
-carotene. The optical nonlinearity of the homologues of -carotene (symmetric
nonpolar carotenoids, see Fig. 4.1) can be comprehensively described with a three-
state model, including the ground state S 0 (11A g : classified on the basis of the C2h
point symmetry), the one-photon allowed state S 2 (11B+u ), and the higher-lying
one-photon forbidden state, S m (m1A g ), which is a controversial state that has been
claimed to be essential for creating the large optical nonlinearity in carotenoids
[25,128,130–132]. Our theoretical analyses show that the large optical nonlinear-
ity in the nonpolar symmetric carotenoids can be achieved without the S m state.
Rather the enhancement of the optical nonlinearity in these carotenoids mainly
results from the three-photon resonance of the transition from S 0 to S 2. In the
case of the asymmetric polar carotenoids the same three-state model are applied
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Figure 4.1: The experimental (solid line) and simulated (dotted line) absorption spectra
of (a) C30, (b) C36, (c) C40, (d) C44, and (e) C50, respectively. The chemical structure
of each homologue is shown in the inset with their respective conjugation lengths n.
to account for the third-order optical nonlinearity, but in this case the origin of
the enhancement is due to the strong electronic coupling between the S 2 and S m
states [25]. Thus changing n gives another way to dramatically enhance the third-
order optical nonlinearity in carotenoids without sacrificing optical transparency
in the visible region.
4.2 Experimental details
4.2.1 Sample preparation
The -carotene homologues were synthesized and purified as described in a previ-
ous report [103]. They were doped into polystyrene films, which were spin-coated
onto a fused silica substrate. The carotenoid’s concentration (i.e. number density)
was determined from its absorption maximum and molar extinction coecient of
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Figure 4.2: Experimental setup of the THG Maker fringe measurement. m: mirror, I1–I4:
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G: Glan-laser prism, M: monochromator, PM: photomultiplier tube.
each homologue measured in THF solution [103]. Stylus profilometry showed
that the film thickness was typically between 0.04–0.06 m.
4.2.2 Experimental setup
Shown in Fig. 4.2 is a schematic picture of the experimental setup for the THG
Maker fringe measurement. A pulsed Nd:YAG laser pumped, optical paramet-
ric oscillator (Spectra-Physics, MOPO-PO, Quanta-Ray Pro 250-10) was used as
the light source. The fundamental input had a repetition rate of 10 Hz, together
with 60–400 J/pulse in energy at the focusing point on the sample. The power
of the input beam was controlled with a neutral-density filter. The laser beam
was filtered from stray lights using a color-glass filter and was linearly polarized
with a Glan-laser prism. The beam was weakly focused ( f = 300 mm) into the
sample mounted on the rotation stage. A diameter of the beam at the slab was
approximately 50–100 m. The sample was kept in a vacuum chamber in order
to avoid the air’s destructive contribution to the THG signals [134]. Polarizations
of the fundamental wave and of the THG wave were set to the direction parallel
to the rotation axis. The THG wave generated in the sample was separated from
the fundamental wave using a monochromator (Nikon, G-250). The THG wave
was detected and measured using a time-gated photon-counting technique (Hama-
matsu, R928P and H7421-50; Stanford, SR400 and SR440). The (3) value of the
fused silica substrate was taken as 1.4  10 14 esu and used as the reference [135].
4.2.3 Analyzing method of THG Maker fringes
When the fundamental input is incident on the NLO medium, several types of
THG waves are generated in the medium and propagate in itself as shown in
Fig. 4.3 (b). They make an interference pattern as a function of the incident angle
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Figure 4.3: The schematic picture of the wave propagation in the media. There are (a) the
!-waves and (b) 3!-waves. (c) The electric field of 3!-wave, which we measure using a
detector, is a sum of the substrate-origin and the film-origin 3!-waves.
() of the fundamental input to the medium, i.e. Maker fringes. Maker fringes are
frequently used for the quantitative determination of the second and third-order
NLO susceptibilities [130–132,136–139]. van Beek et al. found the mathematical
expressions of this fringing pattern for the case of THG. Here, we briefly review
the basic concept of their formulation of the THG Maker fringes [132, 140, 141].
First we assume a case that a fundamental plane wave (!-wave) propagates
through three dierent isotropic media, I, II, and III [see Fig. 4.3 (a)]. The !-
wave, denoted Wave 1, is reflected back into the medium I (Wave 2) and refracted
into the medium II (Wave 3 and 4). Wave 3 and 4 are multiply reflected forwarding
and back-warding waves, respectively. Figure 4.3 (b) shows the 3!-waves (Wave
5–10). There exist two kinds of 3!-waves in the medium II, i.e. bound waves
(Wave 5, 6) and free waves (Wave 7, 8). The origin of these two types of waves is
found in the wave equations, which are derived from the Maxwell equations, as
rot rotE(3!)   (3!=c0)2"(3!) : E(3!) = 0;
rot rotE(3!)   (3!=c0)2"(3!) : E(3!) = PNL(3!) (3!-bound wave);
where c0 and " are the speed of light in vacuum and dielectric constant. The bound
wave is a 3!-wave, which is generated by the source term, PNL, of the nonlinear
polarization. The free wave is the one that already exists when the bound wave is
generated. Wave 8 and 9 are reflected 3!-wave in the media II and I, respectively.
Wave 10 is a transmitted 3!-wave into the medium III.
Multiple reflections are taken into account only in the polystyrene film. The
multiple reflections in the fused silica substrate can be ignored because the thick-
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ness of the substrate is suciently large compared to the wavelength. Wave prop-
agation in the film can be developed in analogy with the theoretical descriptions
of the wave propagations in the substrate. We will describe the details in Ap-
pendix C.
The THG intensity is proportional to the square of the total THG electric field
as ITotal10 / jETotal10 j2, Here ETotal10 is actually a sum of substrate-origin (E10;S ) and
film-origin (E10;F) 3!-wave, hence it can be written as
ITotal10 / jETotal10 j2 with ETotal10 = (E10;S + E10;F): (4.2)
 is film’s absorption correction factor of the 3! wave, which is given by
 = exp
"
  3i n
3!
F Fq
(n3!F )2   sin2 
k0LF
#
: (4.3)
Here nF , F , k0 and LF are refractive index of the film at 3!, absorption coef-
ficient of the film at 3!, wavenumber of the !-wave in vacuum, and the film
thickness, respectively. In the present experimental setup, the media are ordered
as air-substrate-film-air; hence E10;S can be given by
ES10 =
p
AS (ei(5;S 7;S )   1)(3)S T 3S E31;
AS =
27;S (3;S + cos )(3;S + 7;S )
(10;S + 7;S )2(7;S + cos )(23;S   27;S )
;
TS =
2 cos 
cos  + 3;S
; 5;S = 33;S k0LS ; 7;S = 37;S k0LS ;
3;S =
q
"!S   sin2 ; 7;S =
q
"3!S   sin2 ; 10;S =
q
"3!F   sin2 ; (4.4)
where (3)S , LS , "
S , and "
F are, respectively, the third-order nonlinear optical sus-
ceptibility, thickness of the substrate, dielectric constant of the substrate at fre-
quency 
, and dielectric constant of the film at frequency 
. Analogously, E10;F
can be described as follows,
EF10 =
p
AF1(ei(3;F 7;F )   1)(3)F T 3FT 3S E31 +
p
AF2(ei(6;F 7;F )   1)(3)F T 2FRFT 3S E31;
AF1 =
27;F(3;F   9;F)(3;F + 7;F)
(cos  + 7;F)2(7;F   9;F)(23;F   27;F)
;
AF2 =
27;F(6;F   9;F)(6;F + 7;F)
(cos  + 7;F)2(7;F   9;F)(26;F   27;F)
;
TF =
t1
1 + r1r2ei23;F
; RF =
t1r2ei23;F
1 + r1r2ei23;F
;
r1 =
1;F   3;F
1;F + 3;F
; t1 =
21;F
1;F + 3;F
; r2 =
3;F   cos 
3;F + cos 
; t2 =
23;F
3;F + cos 
; (4.5)
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Figure 4.4: Typical fringes observed in the film/substrate (upper) and substrate alone
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with
3;F = 6;F = 3;Fk0LF ; 5;F = 33;Fk0LF ; 7;F = 37;Fk0LF ;
1;F = 3;S =
q
"!S   sin2 ; 3;F = 36;F =
q
"!F   sin2 ;
7;F =
q
"3!S   s2; 9F =  
q
"3!S   s2:
The dielectric constant "
 is given by the square of the refractive index n
 under
the weak absorption limit. The dispersions of the refractive indices of the silica
substrate and the polystyrene film are determined from their Sellmeier equations.
The Sellmeier equation of the substrate was calculated from a set of the refractive
indices at several wavelengths, which is provided by Sigma [142]. It is given by
n2S () = 2:1033 +
0:00886
2   0:0109   0:00898
2   0:000114; (4.6)
where nS () is a refractive index of the fused silica substrate and  is wavelength
in m unit. The Sellmeier equation of the polystyrene film has been obtained from
the reported values of their refractive indices at several wavelengths [143];
n2F() = 2:44519 +
0:02746
2   0:02185 : (4.7)
The resultant j(3)S j is converted to the molecular hyperpolarizability, ( 3!;!;!; !)
through a following equation [132],
( 3!;!;!; !) = 5  j
(3)( 3!;!;!; !)j
L(3!)L3(!)N with L(!) =
n2(!) + 2
3 : (4.8)
Here L(!) and N are the local field correction factor at frequency ! and the num-
ber density of the homologues in the thin film, respectively.
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Figure 4.4 shows two types of typical fringes observed in the -carotene-film
coated substrate and in the substrate alone. One can clearly see that the observed
THG intensity is enhanced by the contributions from the -carotene film. We
have successfully made the good fit of our equation to the experimental data.
The obtained (3) value at 3! =510 nm was consistent with previously reported
values [131]. This fact guarantees the validity of our measurements.
4.3 Results and discussion
4.3.1 The  values of -carotene homologues
Figures 4.1(a)–(e) show the absorption spectrum of each homologue in the poly-
mer matrix. The main absorption peaks in the spectra are due to the transitions
to the S 2 state. The energy of the S 2 state decreases as n increases [145]. Fig-
ures 4.5(a)–(e) show the second hyperpolarizability  and phase spectra of each
homologue. One can clearly see the strong enhancement of max (the  measured
at the peak) from 1.310 32 to 3110 32 esu as n increases from 7 to 15. The
latter value is 3.4 times higher than that of -carotene (9.210 32 esu), which it-
self shows one of the largest optical nonlinearity ever reported [23,25]. This is an
unexpectedly large increase as a result of just extending the number of conjugated
C=C double bonds in a typical nonpolar symmetric carotenoid such as -carotene.
It should be noted that the largest  value of C50 is actually 3410 32 esu and is
located at around 17300 cm-1. This  value is, however, anomalously enhanced
compared with the simulated result. The disagreement is accounted for the eect
of the experimental artifact, which has been marked in the phase spectra.y For this
reason, we consider that the experimental max of C50 is located at 18550 cm-1
(3110 32 esu), at which the simulated  spectrum also has its maximum.
Previously such large optical nonlinearity has been generated by the intro-
duction of electron donors and/or acceptors at the ends of the conjugation chain
[23, 25, 26, 126, 133]. Marder et al. have reported that large enhancement of max
can be achieved by introducing strong electron acceptors [25]. They prepared
several polar carotenoids having dierent functional groups. Their max values in-
creased as the wavelength of the linear absorption maxima (max) of their deriva-
tives were much more strongly red-shifted, as shown in Fig. 4.6(a), in contrast to
the homologues used by us in the present study. Here we have also plotted our
results of max as a function of the max. The values of max of our homologues are
proportional to (max)10:3, while those of Marder et al.’s samples are proportional
to (max)6:6. Notably the sharper increase of  provides the transparency over the
wide spectral region. Therefore our finding has potential benefits for applications
in devices. In fact, the max of C50 (max = 526 nm) is 2.5 times higher than
yIn the phase spectra, an experimental artifact is observed at the same energy region in every
homologue. The origin of this artifact is not clear. However, we believe that it is an artifact because
at the energy at which it is located the homologues do not have any absorption and so the phase
angle would be expected to be zero.
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that of the equivalent carotenoid derivative described by Marder et al. that has its
absorption maximum at approximately 540 nm [see Fig. 4.6(a)].
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diagrams of the homologues used in the simulations. !20, !m0, 20, and m2 are the S 2–
S 0 transition frequency, the S m–S 0 transition frequency, the coupling strength between S 2
and S 0, and the coupling strength between S 2 and S m, respectively. (c) The double-sided
Feynman diagrams of the THG process used in our simulations. Here 0, 2, and m indicate
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!-photon and 3!-photon, respectively.
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Samuel et al. reported a similar range of the optical nonlinearity using m-
phenylene-vinylene type oligomers [146]. In their study,  values, which were
comparable to our results, were realized in quite large oligomers (n = 50–100),
in contrast to number of theoretical predictions that the cubic nonlinearity would
be more rapidly increased with respect to n. They ascribed this inconsistency to
the molecular structure of their sample, i.e. a cis-linkage, existed in -conjugated
double bonds, diminishes the electron delocalization. Therefore the -carotene
homologues can be regarded as a more idealistic -conjugated system for study-
ing optical nonlinearity, because they have no bond discontinuities within the -
conjugated double bonds.
4.3.2 Simulations based on time-dependent perturbation the-
ory
In order to clarify the mechanism that gives rise to the large nonlinearity in the
present homologues, we have made theoretical simulations based on time-dependent
perturbation theory. In this theoretical framework, any time-domain or frequency-
domain spectroscopic signal can be calculated using a set of response functions.
Since these response functions describe the time evolution of the molecule’s po-
larization, frequency-domain optical spectra can be derived from the half-Fourier
transform of the response functions [50]. Thus a correct description of the re-
sponse functions for the THG process should be sucient to allow the  and
phase spectra to be calculated.
The total response function of the THG process can be described as
S (3)THG(t3; t2; t1) =
 i
~
3 X
a;b;c;d
P(a)abbccddahGbc(t3)Gcd(t2)Gda(t1)gi; (4.9)
where Gba(t) = TrS[jaihbj G(t) jbihaj]. Here, P(a), ab, G (t), g, and TrS are, re-
spectively, a thermal population of state a, transition dipole moment between state
a and b, Green’s superoperator, density matrix of the ground state, and quantum
trace over the system degrees of freedom in the framework of the system-bath re-
duced equation of motion. The superoperator represents a commutator, of which
usual Hilbert-space operator acts from left and right, such as G A = [G; A] =
GA   AG where A is an arbitrary Hilbert-space operator. The angular bracket in
Eq. (4.9) means taking the ensemble average over the bath. Here, we assume that
three excited states are involved in the THG process S 0, S 2, and S m, therefore the
suces a, b, c, and d may take these three states. It should be noted that S 1 state
lying betwee S 2 and S 0 does not involve in the THG process. This can be verified
that our three-state model provide good simulations of the experimental data.
Figures 4.6(b) and (c) respectively show an energy diagram of the homologues
and double-sided Feynman diagrams of the THG process, which remain under
following two conditions: (1) the first photon always makes coherence between
the S 2 and S 0 states because only the S 2 state can be accessed from S 0 due to
symmetry considerations. (2) the ground state population must always be created
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after the final interaction because the emitted 3!-photon must fulfill the resonance
condition.
Based on the density matrix formalisms, after the coherence between the S 0
and S 2 state (j2ih0j or j0ih2j) is created by the first interaction, the populations
of the S 2 (j2ih2j) and the S 0 (j0ih0j) states are created by the pathways R1 to R4.
Those populations then proceed to make again coherence between the S 2 and
S 0 states [j2ih0j or j0ih2j, see Fig. 4.6(c)]. Then this coherence reaches the S 0
population (j0ih0j) by the final interaction. On the other hand, the pathway R5
is a population free process. By this pathway, after the first interaction, the S 2–
S 0 coherence (j2ih0j) is generated and then the second interaction generates S m–
S 0 coherence (jmih0j). After the third photon has interacted with the system the
density matrix will again form coherence between S 2 and S 0 (j2ih0j), because
the subsequent interaction (emission of 3!-photon) will then generate the ground
state population. Hence, Eq. (4.9) can be written as
S (3)THG(t3; t2; t1) =
 i
~
3 "
420hG20(t3)G22(t2)G20(t1)gi
+
X
j
420hG20(t3)G j j(t2)G02(t1)gi +
X
f
220
2
2 f hG20(t3)G2 f (t2)G20(t1)gi
#
: (4.10)
Here the thermal population of the ground state P(0) is taken to be unity before
the interaction of the first photon. The suces 0, 1, 2, and T denote S 0, S 1,
S 2, and S T , respectively. When the bath correlation time is very short compared
to inverse linewidth (fast modulation limit [50]), the statistical ensemble of the
product of Green functions may be factorized into the product of the averaged
Green functions, such as
hGbc(t3)Gcd(t2)Gda(t1)gi  hGbc(t3)gihGcd(t2)gihGda(t1)gi: (4.11)
This factorization approximation is equivalent to ignoring any correlations be-
tween the three time durations t1, t2, and t3. The time-ordered three-fold integral
in Eq. (4.10) are able to be unfolded to the three independent integrals. This
factorization approximation is vitally important for saving a huge amount of com-
putational tasks.
Using a Brownian oscillator model (see Section 2.3 at page 19) [50, 70], the
mathematical expressions of the response functions R1 to R5 are given by
S (3)THG(t3; t2; t1) =
5X
i=1
Ri(t3; t2; t1); (4.12a)
R1 = R4 = j20j4 exp[ i!20(t1 + t3)] exp[ 1(t1)   1(t3)]; (4.12b)
R2 = R3 = j20j4 exp[i!20(t1   t3)] exp[ 1(t1)   1(t3)]; (4.12c)
R5 = j20j2jm2j2 exp[ i!20(t1 + t3)   i!m0t2] exp[ 1(t1)   1(t2)   1(t3)]: (4.12d)
Here 1(t) is a line-broadening function [70]. The parameters in these equations
are defined in the caption of Fig. 4.6. The response functions R1–R5 assume that
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Parameters C30 C36 C40 C44 C50
!20 (104cm-1) 2.39 2.10 1.94 1.82 1.72
!m0 (104cm-1) – 2.20 2.03 1.93 1.86
m2=20 – 0.55 0.55 0.65 0.75
in (cm-1) 500 450 300 290 290
B (cm-1) 650 550 490 420 370
 HWHM (cm-1) 5 4 4 7 8
Table 4.1: The parameters used for the theoretical simulations. We have assumed !B
= 200 cm-1 and B = 200 cm-1 for every homologue. B, !B and B are, the coupling
strength, the central frequency, and the linewidth of a lower-frequency Brownian oscilla-
tor, respectively. in and  HWHM are the inhomogeneous broadening and the linewidth of a
higher-frequency Brownian oscillator, respectively. They have been defined in Ref. [70]
(We have omitted the solvation reorganization energy described in this reference in order
to set !20 to the value of the conventional 0–0 excitation energy.) Note that !m0 and
m2=20 of C30 cannot be determined because the two-photon resonance at its S m state is
outside of our experimental frequency range.
the collective nuclear coordinate between any two states can be satisfactorily rep-
resented by the coordinate between the S 0 and S 2 states. Therefore the response
functions are described with a unique line-broadening function 1(t). The mathe-
matical expressions of 1(t) of -carotene homologues have been already described
in Chapter 3.
Briefly, we first constructed a spectral density [(!) = H(!) + L(!)] of
each carotenoid based on the Brownian oscillator model [50]. For underdamped
high-frequency modes H(!), we assumed three Lorentzian peaks [methyl rock-
in-plane (3), C-C central stretching (2), and C=C central stretching mode (1)]
whose central frequencies and peak intensities were experimentally determined
by stationary Raman measurements. The Lorentzian linewidths of n = 9–15
carotenoids were taken from the data obtained in Chapter 3 (see page 41). The
linewidth of n = 7 carotenoid is assumed to be 5 cm-1 in analogy with that of the
n = 9 carotenoid. For the overdamped low-frequency modes L(!), we assumed a
following function,
L(!) = 2
!
B!
2
BB
(!2B   !2)2 + !22B
(4.13)
Here, B, !B, and B are the coupling strength, the central frequency, and the
linewidth of the overdamped-Brownian oscillator, respectively. We included inho-
mogeneous contributions (in) because the samples were dispersed in the polymer
matrix (see Section 2.3). The graphs of spectral density used for the calculations
are shown in Fig. 4.7.
The linear absorption spectra were calculated as described previously [70,
147]. The second hyperpolarizability  with its phase term ei can be obtained
from
ei /  
Z 1
0
dt3
Z 1
0
dt2
Z 1
0
dt1

S (3)THG(t3; t2; t1)   S (3)THG (t3; t2; t1)ei3!t3ei2!t2ei!t1 : (4.14)
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Figure 4.7: The graphs of spectral density used for the calculations of (a) C30, (b) C36,
(c) C40, (d) C44, and (e) C50. Here we assume impulsive excitation limiti, i.e. (t)-
function laser pulse. The inset shows the magnification of the spectral density of the
low-frequency region. Note that the inhomogeneous contributions are not included in
these spectral density. They are directly incorporated into the line-broadening function,
1(t).
The results of these simulations are shown in Figs. 4.1 and 4.5. The parameters
used in the simulations are summarized in Table 4.1. The simulations of the ab-
sorption spectra are in good agreement with the experimental ones (Fig. 4.1). The
small discrepancy at the low energy wavelength edge is due to reflections at the
surface of the film (A correction for these reflections has not been applied.) [148]
Although another optically allowed excited state appears on the higher energy
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Figure 4.8: The energy location of the essential state S m as a function of 1=(2n + 1). The
energy locations of the S 2 and S 1 states are also depicted for the reference.
side of the S 2 state in the spectrum of C50 (see the peak around 30000 cm-1), this
state can be ignored because of the lack of its contribution to the nonlinear optical
response. The simulated  and phase spectra also show good agreement with the
experimental data (see footnote in page 53).
4.3.3 The essential state Sm
We can see the presence of the S m state in the -carotene homologues and the
dependence of its energy level on n. The energy location of the S m state listed
in Table. 4.1 is visualized in Fig. 4.8. The phase spectra are particularly sensitive
to contributions from the S m state. The phase spectra of C30 and C36 can be
reproduced using only two states, i.e. the S 0 and S 2 states [see Figs. 4.5(a) and
(b)]. In these cases the contribution of the S m state is quite small in our energy
region of interest because the two-photon resonances with the S m states will occur
far above our experimental energy region (e.g. 33000 cm-1 for C36). In the case of
the other three carotenoids, the contributions of the S m state must be considered
[see Figs. 4.5(c)–(e)] because the phase still increases from  in the spectral range
of above 26000 cm-1. A simulated phase spectrum of C50 without including the
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contribution of the S m state is shown in the right-hand panel of Fig. 4.5(e).
A similar three-state model can also be used to take account the large opti-
cal nonlinearity of the asymmetric polar carotenoids.z In this case the electronic
coupling of the S 2–S m states plays a crucial role in generating the large optical
nonlinearity. On the other hand, the strong enhancement of max in the present set
of carotenoids comes from a simple three-photon resonance to the S 2 state. The
contribution of the two-photon resonance to the S m state to the magnitude of max
is less than 20% even in C50, in which the largest value of m2 is observed (see
Table 4.1).
Our detailed theoretical analyses have clarified the nature of the S m state,
which has been a controversial issue in the interpretation of the THG spectrum
of a -conjugated molecule [130–132], e.g. its energy location and/or the strength
of its coupling to the S 2 state. The S m state is determined to be located slightly
(1000 cm-1) above the S 2 state, and to be weakly coupled (m2=200.6) to the
S 2 state. The S m state accounts for the non-zero small  values in the high-energy
spectral region of the  spectra, which still remain above the S 2 resonance (above
22000 cm-1 in the C50’s spectrum, for example). The S m state does not have a
large contribution to the max value (less than 20% ) as stated above. We thus con-
clude that the strong enhancement of max in the nonpolar carotenoids comes from
a simple three-photon resonance of the S 2–S 0 transition. It should be noted that
our result is derived from the systematic study on the dispersion of  with respect
to the length of the pure-polyenic conjugated chain. There have been number of
studies that claim the importance of the essential state [23,25–27,126,128–132],
but the eect of the essential state on the relationship between the dispersion of
and the length of pure-polyenic structure is still uncertain. Our present study
provides comprehensive information on the dependence of the character of the
essential state on the length of pure-polyenic structure and shows that in this case
the essential state is of minor importance.
This simple mechanism of the three-photon resonance enhancement of  in
the symmetric nonpolar carotenoids, by increasing n, has the advantage that it can
enlarge the optical nonlinearity dramatically while retaining optical transparency
in the visible region. It should be emphasized that our finding does not diminish
the importance of introducing polar functional groups to a polyenic chain in order
to induce large optical nonlinearity, since this method can also be applied to rel-
atively short carotenoids with low values of n. Rather the strong coupling of the
S 2 and S m states seems more suitable to get closer to the fundamental limit of the
magnitude of  described in recent reports. [26, 27] In this context, there may be
a possibility in the future that one can realize much larger  values, together with
the same range of wide transparency of the present carotenoids, by increasing m2.
zThere exists a one-photon forbidden state, S 1, between S 0 and S 2. It does not actually con-
tribute to the THG process. Note that the S 2 and S m states in the present study are denoted S 1 and
S 2, respectively, in Ref. [25].
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4.4 Summary
We have shown that a very large enhancement of  of the nonpolar symmetric
carotenoids can be obtained by increasing n a rather small amount. A systematic
study about the dependence of the  and phase spectra of a group of -carotene
homologues on n have led us to the detailed understanding on the THG response
of these carotenoids. Our theoretical simulations based on time-dependent pertur-
bation theory have been able to show that a three-state model consisting of S 0, S 2,
and S m is sucient for accurately describing the THG process in the homologues
used in the present study as well as the data previously obtained with some asym-
metric polar carotenoids [25]. It has been shown that the controversial higher-
lying essential state S m is not important for generating the large value of max in
our nonpolar symmetric carotenoids. Moreover the strong enhancement of max
in the case of -carotene homologues mainly originates from three-photon reso-
nance of the S 2 state. Thus changing n provides another way to greatly enhance
optical nonlinearity in carotenoids without having to introduce polar constituents.
Chapter 5
Large second-order optical
nonlinearity of crystalline
-conjugated system
5.1 Introduction
Organic nonlinear optical (NLO) crystals have a better NLO capacity, with lower
dielectric constants, than their inorganic counterparts. For this reason, organic
NLO crystals have attracted significant attention in terahertz (THz) generation [149–
151]. Basic properties required for the applied use of NLO crystals are large opti-
cal nonlinearity and sucient size to be subjected to mechanical processes, such
as crystal cutting and polishing at any angle. These two characteristics are in op-
position: large optical nonlinearity can easily be achieved in a lower-symmetrical
structure, which usually results in a small and fragile crystal. Molecules having
large optical nonlinearity are likely to condense into a crystal with a centrosym-
metric structure, in which second-order NLO processes are forbidden. This is be-
cause the centrosymmetric structure is energetically more stable, when compared
to the noncentrosymmetric one. For example, 2-methyl-4-nitroaniline (MNA),
a typical organic NLO crystal, has a large optical nonlinearity [152–154], but
growth of its large crystal with a good optical quality is extremely dicult due to
the morphology and thermal decomposition behavior in the liquid state [152,153].
Such features of MNA are directly related to its lower symmetry, i.e., monoclinic
Cc. Thus, the development of a highly eective NLO crystal that has a large
optical nonlinearity and large dimension is still warranted.
N-benzyl 2-methyl-4-nitroaniline (BNA) is an N-derivative of MNA and has
been developed to overcome these diculties. It easily crystallizes and aords a
large second-order optical nonlinearity in comparison with MNA [155]. Through
the optical rectification process, a strong THz electromagnetic wave was gener-
ated. Its intensity was comparable to the leading organic THz emitter, 4-dimethyl-
amino-N-methyl-4-stilbazolium tosylate (DAST) [156]. More recently, the inten-
sity of the THz radiation from the BNA crystal has been improved such that it
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is two to three folds greater than that observed in ZnTe and GaP crystals [157].
Furthermore, non-hygroscopic property of a BNA crystal makes it feasible to ma-
nipulate them with water [155].
So far, the large optical nonlinearity of BNA has been investigated by using
the oriented-gas model [155, 156, 158]. This model is an intuitive method that
predicts crystal polarization [72, 73] on the basis of a simple geometrical sum-
mation of the molecular polarizations where the intermolecular interactions are
neglected. The oriented-gas model is an excellent model for the qualitative under-
standing on the mechanism that gives rise to the observed NLO properties. In fact,
the previous studies on the optical nonlinearity of BNA were able to predict that
the largest tensorial component of the quadratic optical nonlinearity (d-tensor) is
d333. Nonetheless the values of the d-tensor components of BNA have not been
determined yet. Therefore the values of the d-tensor components should be de-
termined in order to confirm the applicability of the oriented-gas model to the
crystalline phase of BNA.
In this chapter, first, we describe the growth of a BNA single crystal. A large
and optically transparent single crystal of BNA was grown with a vertical Bridg-
man method. For this, we use highly purified BNA that is obtained by applying
a zone refining technique. Both zone refining and Bridgman method are well-
known, cheap and practical methods, so that high quality BNA single crystals can
now be readily produced. The crystal structure and the morphology of the BNA
crystal will be investigated by means of X-ray diraction techniques. Second,
polarized reflection spectra of the crystal are measured in order to investigate the
linear optical properties. The refractive index dispersion of each crystalline axis is
determined by means of minimum deviation method. The precise determination
of the refractive index is very important for the subsequent NLO measurements.
Third, the magnitudes of all of the d-tensor components of the BNA crystal are de-
termined by means of SHG Maker fringe method [136, 159] and phase-matching
method. Consequently, the experimental value of d333 component is one of the
largest value of the crystalline optical nonlinearity ever reported. Moreover the
theoretical prediction based on the simple oriented-gas model fails to predict this
very large optical nonlinearity. This discrepancy can be satisfactorily accounted
for -electron delocalization caused by the strong intermolecular interactions in
the crystal. We show that the NLO properties of BNA are greatly influenced by
the intermolecular interactions in the crystal.
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5.2 Material preparation and its basic characteriza-
tions
5.2.1 Sample purification
Zone refining was applied to a raw BNA in order to further refine its purity. This
involved four steps: (i) BNA (which was synthesized from MNA) was recrys-
tallized from hot ethanol solution five times [155], (ii) it was melted and poured
into a cleaned Pyrex tube (inner diameter = 6.6 mm, outer diameter = 10 mm,
length = 18 cm ), (iii) after the tube was evacuated suciently with a rotary
pump, several freeze-and-thaw cycles were performed to reduce the levels of im-
purities [160] and the tube sealed, (iv) it was then subjected to zone refining with
a horizontal-multizone furnace [161]. It should be noted that the Pyrex tube was
cleaned through following processes: cleaned with detergent! rinsed with deion-
ized water (RDIW) ! immersed in 50 C or 15 min! immersed in methanol for
15 min ! RDIW ! immersed in 30 % solution of HCl for 30 min ! RDIW !
immersed in 30 % solution of HNO3 for 30 min ! RDIW ! immersed in 30 %
solution of Aqua regia for 30 min ! RDIW ! dried.
The furnace had 4 heaters which were arranged vertically every 4 cm. Each
heater aording resistance of  5 
 was made of nichrome line (diameter: 0.5
mm). The speed of the mobile heaters was controlled with a stepping motor set at
7 mm/h. Impurities in a sample tend to move into the liquid phase than into the
solid one. Hence, impurities in the BNA moved towards the edge of the ampoule
after repeated refining. A thermocouple linked to a temperature controller (Om-
ron, E5AK) stabilized the temperature at 115 C. The ampoule was rotated at 1.2
rpm about its axis to keep the melting parts 1–2 cm in length.
After 30 cycles of the zone refining procedure, yellow impurities were ob-
served around the edge of the ampoule which indicated that impurities had indeed
moved to the extremities of the sample. Finally, the sample was recrystallization
from hot ethanol solution again. The thermal gradient gas-chromatography analy-
sis (Shimadzu, GC-14B) using a non-polar capillary column (GL Science, TC-1:
15 m  0.25 mm dia.) showed purity of greater than 99.99%.
5.2.2 Crystal growth
A single crystal of BNA was grown with a vertical Bridgman method. The zone-
refined BNA was put in an ampoule, where the capillary was placed at the edge.
The inner diameter of the ampoule was 8 mm. Again, as in the zone refining
procedure, the ampoule was sealed after it was evacuated. The furnace has been
described elsewhere [163]. Briefly, it had an upper heater, a lower heater, and an
outer heater. Each heater was made of nichrome-line (diameter: 0.5 mm, upper:
90 
, lower: 70 
, outer: 90 
). The temperatures of the upper, lower, and outer
heaters were maintained at 110, 97, and 90 C, respectively. The speed of descent
of the ampoule from the upper furnace to the lower one was 1 mm/h. After the
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Figure 5.1: Photographs of the single crystal of BNA and its Laue pattern; (a) a view of
the entire ampoule, (b) a part of the ingot whose length and diameter are 10 mm and 8 mm
that was used for the analysis, (c) a Laue image of the cleavage plane and (d) a calculated
Laue pattern derived from the crystalline parameters. The cleavage plane is (010), and
the horizontal direction is [102]. The a-axis lies making 30 angle from the horizontal
direction of the cleavage plane, and the c-axis lies 30 from the vertical direction of the
cleavage plane. The horizontal direction in (c) and (d) is the a-axis and the vertical is the
c-axis.
crystal growth was completed, the ampoule was slowly cooled to room temper-
ature over a period of 7 days. Finally, a single crystal of 10 mm long by 8 mm
in a diameter was obtained. Pictures of the crystal are shown in Figs. 5.1(a) and
5.1(b). A transmission spectrum of a 1-mm-thick plate cleaved from the crystal is
shown in Fig. 5.2.
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Figure 5.2: A transmission spectrum of a 1-mm-thick cleaved slab of BNA recorded at
room temperature with non-polarized light.
5.2.3 Crystal orientations
Lattice orientations of the crystal were determined with the Laue method. A con-
tinuous X-ray beam was incident onto a cleavage plane of a thin ( 0.5 mm) BNA
plate sliced from the crystal. The transmitted Laue image was exposed onto a Po-
laroid film in order to determine the crystal orientations [163]. The Laue image on
the film was compared with a Laue pattern calculated from the lattice parameters
of BNA (see Table 5.1). The Laue image and the calculated pattern are shown in
Figs. 5.1(c) and 5.1(d). The cleavage plane was determined to be the (010) plane.
The a-axis is placed making 30 with the horizontal direction of the cleavage
plane. The diraction spots did not show any streak lines, which indicates there
are no serious internal structural defects.
5.2.4 Crystal structure determination
The diraction spots of the BNA crystal was measured by using Rigaku AFC7/CCD
Mercury. The crystal structure was solved by direct methods and was expanded
using Fourier techniques (SHELX-97 and WinGX) [164]. Non-hydrogen atoms
were anisotropically refined, while hydrogen atoms were isotropically refined.
The crystal structure of BNA is shown in Fig. 5.3. The details of the crys-
tal structure are as follows: a BNA crystal has orthorhombic lattice structure
( =  =  = 90). Its space-group symmetry is Pna21, and the point sym-
metry is mm2 (C2v). The lattice parameters are a = 7.390, b = 21.432, and c =
8.104 Å. The molecular chains are formed by hydrogen-bonds between neighbor-
ing molecules along the [201] and the [20¯1] directions (hydrogen-bonded chains).
The hydrogen bond existed between the amino-H of a molecule at (X;Y; Z) and the
nitro-O of its neighbor at (1=2+X; 1=2 Y;Z 1); the length of the hydrogen-bond
is 2.487 Å. These molecular chains can be considered as supramolecular clusters
that significantly enhance the optical nonlinearity as described in Section 5.4.
68 Chapter 5
b
c
a
[201]
[201]
Supra-molecular
cluster
(b)
b(100) projection
c
(a)
a
Figure 5.3: (a) An ORTEP view of a unit cell from the [100] direction. (b) Hydrogen-
bonded chains along the [201] and the [20¯1] directions.
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5.2.5 Polarized reflection spectra
Method
Polarized reflection spectra of the cleavage plane of the BNA crystal were mea-
sured. Polarized absorption spectra were then obtained using Kramers-Kronig
(KK) analysis from the measured reflection spectra. The sample crystal was pre-
pared by cleaving one side of the BNA crystal. The other side was left untouched
so that it had still retained the curved surface that corresponded to the inner cur-
vature of the ampoule used for the Bridgman-growth process. The combination
of flat and curved surfaces of the front- and back-sides of a crystal can avoid the
eects of back- and multiple-reflections during the recording of reflection spec-
tra. The cleavage plane of our BNA crystal is the (010) plane, hence it is possible
to determine two polarized reflection spectra that are orientated along the X- and
Z-axes of the crystal.
The collimated light from incandescent light sources was linearly polarized
with a Glan-Thomson prism and irradiated onto the flat surface of the crystal
with the polarizations parallel to the X- and Z-axes. For the light sources, we
used a tungsten-halogen lamp for the measurements in the 400–1100 nm spectral
region and a deuterium lamp for the 300–400 nm spectral region. The reflection
spectrum was recorded using a photodiode-array detector (Otsuka Electronics,
MCPD-1000). An MgF2 coated aluminum mirror (Sigma Koki, TFA-20C05-10)
was used as a standard of the reflectance. The mean incident angle was 1.86 and
a wavelength-resolution of the measurements was  2 nm.
Results
The polarized reflection spectra along the X- and Z-axes are shown in Fig. 5.4(a).
Figure 5.4(b) shows their KK-transformed absorption spectra. The absorption
spectrum of BNA molecules in n-hexane solution is also shown for comparison.
The absorption spectra of the crystalline BNA dier from that of the solution in
two ways: there is a large red-shift of the - transition energy and there is also
a strong anisotropy in the absorption coecients. The magnitude of the red-shift
is approximately 0.7 eV. The energy of a Davydov splitting was determined to be
30 meV based on the comparison of the observed maximum absorption energies
of the X- and Z-polarized absorption spectra [171]. A ratio of the intensity at the
maximum absorption energy of the Z- and X-polarized absorption spectra is 4.2.
5.2.6 Determination of the refractive indices using minimum
deviation method
Three prisms were prepared from the single crystal in order to determine the re-
fractive indices. They were cut from the crystal, fixed into epoxy resin (Struers,
Epofix), and subjected to water-based polishing using lapping films (Sumitomo
3M, 0.3–9 m) and alumina powder (Struers, AP-D: 0.1 m). The minimum-
deviation method was employed to obtain the values of three refractive indices
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Figure 5.4: (a) Polarized reflection spectra of the single crystal of BNA. (b) Polarized
absorption spectra which were obtained through KK analysis. //Z is a spectrum along the
Z-axis (solid line), and //X along the X-axis (dashed line). An absorption spectrum of the
BNA solution is also shown for comparison (dotted line).
of BNA. In this experiment, the resolution of the refractive indices was approx-
imately 0.003. It should be noted that the minimum-deviation method gives the
best precision of the refractive index in practice, although the dispersion of re-
fractive index can be obtained from polarization reflection spectrum through KK
analysis. Table 5.1 summarizes the refractive indices at various wavelengths with
coecients of a Sellmeier equation expressed by
n2I = A +
B
2  C : (5.1)
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nm nX nY nZ
500 1.655 1.867 2.229
532 1.621 1.827 2.081
534.5 1.613 1.804 2.051
560 1.607 1.803 2.011
590 1.595 1.787 1.963
620 1.585 1.777 1.927
1064 1.558 1.717 1.798
Sellmeier coe. A B C
nX 2.40481 0.02245 0.18254
nY 2.89766 0.05587 0.02245
nZ 3.10611 0.12089 0.185
Table 5.1: Refractive indices of a single crystal of BNA along each dielectric axis in the
visible to near-IR region and the coecients of the Sellmeier equation expressed by Eq.
(5.1).
5.3 Determination of the values of d-tensor compo-
nents
5.3.1 Experimental procedures
Slab preparation
Two slabs, with surfaces corresponding to the (010) and (001) planes respectively,
were prepared from the single crystal for the Maker-fringe measurements. The
polishing scheme was basically the same as that described in Section 5.2.6, how-
ever, the slabs were not fixed into the resin. They were held by hand, which
allowed us to prepare much flatter surfaces. The production of an optically flat
(010) cleavage plane was required because scattering of the SH wave at the sur-
face ruined the fringes. The (010) and (001) slabs were 273 m and 225 m thick,
respectively. Transmittances of the slabs along each polarization axis were greater
than 70%. The quality of each slab was investigated using the Laue method (crys-
tal quality) and a polarization microscope (optical quality). These preliminary
tests confirmed that the slabs were both crystallographically and optically well
behaved. A direction normal to the face of the (001) slab makde an angle of 3.3
with the Z-axis. Therefore, the faces of the (001) slab actually corresponded to
the (0,2,13) plane ( = 3:3,  = 90). In addition, we prepared a 750-m-thick
slab that was used for phase-matching measurement. The direction normal to the
faces of this slab was  = 72,  =  18.
SHG Maker fringe method
The experimental setup for the SHG Maker-fringe measurement was basically
the same as that used for the THG Maker-fringe measurement (see Fig. 4.2 at
72 Chapter 5
page 49). Briefly, 1064 nm light from a Q-switched Nd:YAG laser (Continuum,
Surelite I-20), with a repetition rate of 10 Hz and an energy of 60–400 J/pulse,
was used for the fundamental input. The power of the light was controlled by
neutral-density filters. Stray lights were removed from the laser beam by a color-
glass filter. The beam was then linearly polarized using a Glan-laser prism (Sigma,
GLP0-10-15AN) and was weakly focused ( f = 300 mm) into the slab mounted on
a rotation stage. The diameter of the beam at the slab was 50–100 m. Polarization
of the SHG was selected with a polarizing film (Sigma, SPF-30C-32) in order to
determine a particular component of the d-tensor. Then, it was separated from
the fundamental input with color-glass filters and a monochromator (Nikon, G-
250). The SH wave was detected and measured using a photon-counting system
(Hamamatsu; H7421-50, Stanford; SR400 and SR440).
d333 was determined using the (010) slab with s-s polarization configuration,
and d311 was determined with the (010) and (001) slabs with s-p polarization.
Theoretical formulae described in Ref. [137] (see Appendix D for the details of
the derivations of the theoretical formulae) were used for the determination of the
value of the d-tensor components. The SHG intensity derived from d333 can be
expressed as
I(d333) = A(d333)
 
2 cos 
cos  + 3
!4
8(3 + 8)(cos  + 3)
(cos  + 8)3(23   28)2
sin2 [k1(3   8)L]; (5.2a)
where
3 =
q
(n!Z )2   sin2 ; 8 =
q
(n2!Z )2   sin2 : (5.2b)
In the same way the SHG intensity derived from d311 can be expressed as
I(d311) =A(d311)
 
2 cos 
cos  + 3
!4
cos2  sin2 
 "
2!
Y
("2!Z )2
9(3 + 9)(3 + cos "2!Y )
(9 + cos "2!Y )3(23   29)2
sin2 [k1(3   9)L];
(5.3a)
where
3 =
q
"!X   sin2 ; 9 =
s
"2!Y
"2!Z
("2!Z   sin2 ): (5.3b)
Here, A, , and n!I are proportional coecient, incident angle, and refractive in-
dex of I-axis at frequency !, respectively. The above equations were fitted to
the experimental data. Then the obtained A values of BNA’s d333 and d311 were
determined against to A values of standard materials that was independently de-
termined. In order to calibrate these measurements the following standards were
used: d333 = 14:6  0:7 (pm/V) of Y-cut KTP (thickness: 0.75 mm, Crystech)
for the determination of d333 and d311 [the (010) slab] of BNA [165]; d111 = 0:3
(pm/V) of Y-cut Quartz (thickness: 2.05 mm, Hikari Kobo) for the determination
of d311 of BNA in the case of the (001) slab [166]. Since the SHG generated by
d311 of BNA by using the (010) slab was very weak, it was not possible to compare
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it to d333 of KTP because the photon-counting was not in the linear range. There-
fore, in that case we used d111 of Quartz as a standard. Since the phase-matching
condition was satisfied in the vicinity of the direction normal to the face of (001)
slab, it was not possible to determine d322 of BNA with the Maker-fringe method.
A phase-matching measurement was therefore used to determine d322.
SHG phase-matching method
The phase-matching method was used in order to determine the value of d322 by
comparing it to dBBO
e
= 2:0 (pm/V) of a BBO crystal (thickness: 13 mm, Crystech)
in Type I phase-matching geometry. The experimental setup was basically the
same as that used in the SHG Maker-fringe measurements, but a precision-power
meter (Advantest, TQ8210 and TQ82014) was used for the detection of the SH
power. In addition, a non-focused beam was used to avoid the eects of walk-o
mismatch. Following Ref. [136], dBNA322 of BNA can be expressed as
(dBNA322  sin BNApm )2 =
P2!BNA
P!2BBO
h
n!BNA(BNApm ) + 1
i2 h
n2!BNA(BNApm ) + 1
i
h
n!BBO(BBOpm ) + 1
i2 h
n2!BBO(BBOpm ) + 1
i  LBBOLBNA
!2 
dBBOe
2
; (5.4)
where P2!, n!(pm), and L are SHG output power, refractive index for fundamental
wavelength ! at phase-matching angle pm, and thickness of slab, respectively.
5.3.2 Results
Figure 5.5 shows typical fringes derived from d333 and d311, together with fringes
in the reference crystals. The SH intensity arising from d333 produced clear in-
terference patterns as shown in Fig. 5.5(a). These were fitted by the theoretical
formulae using the parameters of the normal incident angle 0 and the d-tensor
component. The refractive indices determined in this study were used following
parameterization including errors in order to obtain the best fit. This actually does
not aect the magnitude of the d-tensor components in the region far from the
phase-matching angle. The experimentally determined d-tensor values are sum-
marized in Table 5.2. In Fig. 5.5(a), the fringes have nonzero-minima. This is
mainly caused by the two faces of the slab not being perfectly parallel to each
other. Since the coherence lengths in BNA crystals are very short, even small
deviations from parallel of the surfaces will result in destructive eects on the
interference patterns. At present, it is impossible to obtain zero minima due to
diculty in crystal polishing. The SH intensity arising from d311 did not produce
an interference pattern in either of the two slabs, as shown in Fig. 5.5(b). They also
showed no dependence on the rotation angle. The origin of this lack of angular de-
pendence is not fully understood, but may be due to the strain-induced scatterings
of the SH arising from d333. The SH arising from d311 cannot be detected even
when an intense pump field is applied. If the SH intensities were generated by
d311, then the observed SH intensities give an inconsistent result: namely the SH
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Maker-fringe method
d333 234  31 (pm=V)
d311 negligible
Phase-matching method
d322 15:6  0:9 (pm=V)
Phase-matching angle
' = 0;  = 26:9 experimental
' = 0;  = 32 calculated
Table 5.2: The values of d-tensor components of a BNA single crystal. The experimental
and calculated phase-matching angles are also listed.
intensity observed from the (010) slab corresponds to d311 = 159 (pm/V), whereas
that from the (001) slab corresponds to d311 = 53 (pm/V). Therefore, we conclude
that the magnitude of d311 is very small and so the flat SHG has a dierent origin.
Figure 5.5(c) shows the SH intensity derived from d322 as a function of ro-
tation angle in the phase-matching condition. We measured the SH power at its
peak position and compared that to the phase-matched SH power produced by a
BBO crystal using the equation described in Ref. [136]. The results of the phase-
matching measurement are summarized in Table 5.2. One can estimate the ex-
perimental error of the measured refractive indices from the deviation between
pm determined by experiment and its value calculated from the refractive indices
determined here. This deviation of pm = 5:1 corresponds to an error in the
refractive index at the phase-matched angle of n = 0:028.
The value of d333 is very large as a yellow-colored NLO material. It is 1.27
times larger than d111 = 184 (pm/V) of 2-methyl-4-nitroaniline (MNA), and is
the highest value so far determined for any yellow-colored material [136, 168]. It
should be noted that Levine et al. reported d111(MNA) = 500  d111(Quartz) and
d111(MNA) = 40d311(LN) in Ref. [167]. Here, LN denotes Lithium Niobate. We
adopted the latter expression d111(MNA) = 40  d311(LN) and the updated value
d311(LN) = 4:6 (pm/V) [165], so that we can make more accurate comparison of
the d values.
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Figure 5.5: (a) Maker-fringes observed for the (010) slab of BNA (upper panel) and those
from KTP crystal (lower panel). Black solid lines show experimental results and red solid
lines show the results of fitting. These fringes of BNA are arisen from the d333 tensor
component of the crystal. (b) SHG observed by using the (010) slab [upper] and the
(001) slab [lower] of BNA. In these optical configuration SH arisen from the d311 tensor
component of the BNA crystal should be observed. Dotted line in the upper panel shows
the fringes obtained using KTP, while that in the lower panel using Quartz. SHG observed
using the BNA slabs are shown by solid lines. (c) SHG angle tuning curve of the type I
phase-matched BNA crystal. Note that signal from this detector (photon counter) was
saturated at the peak.
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5.4 Discussion: Theoretical predictions of the d-tensor
components based on the oriented-gas model
5.4.1 Orientation of a BNA molecule in the crystal
Theoretical predictions of the d-tensor components based on the oriented-gas
model have been performed with incorporating intermolecular interactions in the
crystal. Before that, we first express the orientation of a BNA molecule in the
crystalline axis coordinate.
Supposing that a molecule of BNA has a two-dimensional structure, the ori-
entation of the molecule can be fully expressed using following three parameters,
, , and  as shown in Fig. 5.6. The parameter  is calculated using an electric-
dipole vector of the molecule () with its 2-fold symmetric neighbor (symm). The
other two parameters ( and ) are obtained from following equations,
cos 2 =
  symm
jj2 ; cos =
Z
jj cos  ;
sin = 1jj
X sin cos    Y sin 
(sin cos )2 + sin2  ;
(5.5)
where X, Y , and Z are described with Cartesian coordinates located within the
unit cell. Analysis of the crystallographic data of BNA reveals that  = 21:9,
 = 90, and  = 22:5.
X
Y
Z
a
b
z
Φ
Φ
α
y
x
θ
Figure 5.6: A schematic view of a molecule in the crystal and the definitions of the
parameters , , and .
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Figure 5.7: Arrangement of the molecular axes of (a) the monomer, (b) h-dimer, (c)
p-dimer, and (d) trimer.
5.4.2 Intermolecular interactions and supramolecular approach
The values of the d-tensor components predicted with the simple oriented-gas
model are summarized in Table 5.3 (this is the case of Monomer). We clearly see
the large discrepancy of the d333 value between the prediction and the experiment.
This large discrepancy can be accounted for the electron delocalization spreading
over several molecules, which is caused by strong intermolecular interactions in
the BNA crystal. In particular, we focus on the eect of hydrogen bonds that exist
in the crystal because several papers reported that hydrogen bonds enhance the
optical nonlinearity of organic NLO crystals [42–47].
Figure 5.2 (b) shows hydrogen-bonded chains as solid lines connecting two
neighboring BNA molecules. In order to include intermolecular interactions (par-
ticularly hydrogen-bond interactions), these chains are regarded as quasi-one-
dimensional supramolecular clusters (such a chain can be also envisaged as a
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three-dimensional network in crystals of MNA [172]). We assume that -electrons
spread over several molecules, therefore, these molecules are regarded as a supra-
molecular cluster. The range of electron delocalization can be limited within sev-
eral molecules due to the intrinsic nature of molecular crystals that -electrons are
basically localized at each molecule. The intermolecular interactions included in
the calculations were along the three orthonormal directions: (i) along the axis of
the hydrogen-bonded molecular chain, (ii) between the - stacked chain and (iii)
between the chains along the [201] and the [20¯1] directions, which were separated
by at least 10 Å. The dierent molecular interactions of the BNA molecules within
the crystal lattice resulted in three oligomeric states termed h-dimer, p-dimer and
trimer (Fig. 5.7).
The hyperpolarizabilities of these oligomers were used in the subsequent d-
tensor calculations. The semiempirical computing method INDO/S-CI was ap-
plied to the three oligomers in order to calculate their first hyperpolarizabilities,
. These calculations were operated by using the MOS-F program (Fujitsu). It
is well-known that the INDO/S-CI method predict the optical properties of or-
ganic molecules quantitatively [173]. In fact, the theoretically predicted absorp-
tion spectrum of BNA is in excellent agreement with the experimental one [see
Fig. 5.8 (a)]a. In the calculations we used standard parameters and weighting fac-
tors for the orbital overlap of f = 1:267 and f = 0:585 [174]. The configuration
interactions were calculated with the 10 lower-lying occupied orbitals from the
highest occupied molecular orbital (HOMO) and with the 10 higher-lying virtual
orbitals from the lowest unoccupied molecular orbital (LUMO). The mathemati-
cal expressions of the hyperpolarizabilities in frequency domain expression is de-
scribed elsewhere [138,175] (Note that the time-domain expressions are described
in Section 2.1.) The molecular axes of the oligomers were taken to be those as
shown in Fig. 5.7; the molecular x-axes of the oligomers are along the crystalline
Y-axis of BNA and the y-axes are set at 24.5 with the Z-axis. Hence we have
 = 24:5 and  =  = 0. These oligomers have nearly no molecular symmetry
(point group: C1), therefore, the b-tensor (b-tensor is quadratic nonlinearity of
the unit cell per molecule [73]) is expressed by
b333 = yyy cos3  + 3yzz sin2  cos
+ 3zyy cos2  sin + zzz sin3 ;
b311 = yyy sin2  cos   3yzz sin2  cos
  3zyy cos2  sin + zzz cos2  sin;
b322 = yxx cos + zxx sin;
(5.6)
where d = f  Noligomer b, and the crystal X-, Y-, and Z-axes are simply denoted 1,
2, and 3, respectively. Noligomer is the number density of the oligomers, which are
listed in Table 5.3. The term f is a local field correction factor, however, it can be
neglected as the intermolecular interactions are included into .
The calculated absorption line spectra of the oligomers are shown in Fig. 5.8.
The energies of the - transitions of the oligomers look similar to that of monomer
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Figure 5.8: (a) The absorption spectrum of the monomeric BNA calculated with INDO/S-
CI method (histograms) and the normalized absorption spectrum of BNA in n-hexane
solution (solid line). The calculated absorption spectra of (b) h-dimer, (c) p-dimer, and
(d) trimer of BNA are also shown with histograms.
and do not correspond to those experimentally determined in the crystal [Fig. 5.4(b)].
The energy of the - transition in the crystalline phase is red-shifted by 0.7 eV
in comparison with those calculated for the oligomers using the INDO/CI method.
Taking into account the molecular exciton theory this is interpreted as an on-site
energy (site-shift) which is caused by an excited molecule in the crystal interacting
with the surrounding steady-state molecules [171]. The large site-shift energy (0.7
eV) clearly shows that the eect of intermolecular interactions in a BNA crystal
is significant.
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Component Monomer H-dimer P-dimer Trimer Experimental
xxx 0.67 -0.41 -4.00 -0.11
yyy -37.04 -70.36 -39.56 -78.65
zzz — 0.33 -0.182 -10.97
xyy -1.53 0.82 -3.78 -6.40
yxx 2.90 -12.00 -7.52 -15.75
xzz — 0.03 -0.01 -6.94
yzz — 0.22 -0.24 -10.76
zxx — -0.36 0.14 -3.01
zyy — -4.15 -0.15 -13.76
kk 37.10 70.02 39.29 78.34
Noligomer  1021 3.116 1.558 1.558 1.039
d333 99.72 134.78 70.70 124.16 234  31
d322 16.06 15.30 14.04 4.93 15:6  0:9
d311 20.30 21.28 12.38 19.98  0
Table 5.3: The hyperpolarizabilities  (10 30 esu  cm 5) of the monomer, h-dimer, p-
dimer and trimer, together with the resulting d-tensor components (pm/V). Each cal-
culated value is at the energy of the fundamental input of 1064 nm. The numbers
of the molecules used in the calculations of the d-tensor components are normalized
(Nmonomer = 3:116  1021, Ndimer = Nmonomer=2, and Ntrimer = Nmonomer=3 ). Note that
the resonance-correction factor was applied to the d-tensor following Eq. (5.8), but not to
-tensor.
Theoretical prediction of the on-site energy is a dicult task because all the
electrons in the system are required to be incorporated into the calculations [171].
The on-site energy is usually treated as a phenomenological parameter even in the
relatively simple case, such as anthrathene [171]. Therefore, we incorporated this
eect into the calculations of the hyperpolarizability of the oligomers by introduc-
ing a resonance-correction factor. The introduction of the resonance-correction
factor, which uniformly aects all possible transitions, is justified by the fact that
the optical nonlinearity of the BNA crystal can be accounted for only the lowest
optically allowed - transition, in practice. For this reason, it is sucient to take
account of simple one factor that corresponds to the correction factor for one of
four terms in the SHG nonlinear process (see Fig. 2.2 in page 15).
C =
(!p   !calc)(2!p   !calc)
(!p   !exp)(2!p   !exp) ; (5.7)
where !p, !calc, and !exp are, the frequency of pump light (1064 nm wavelength),
the calculated - transition frequency, and the experimentally determined -
transition frequency, respectively. Here, the correction factor C was calculated to
be 3.6. The values of ~!p = 1:1644 eV, ~!calc = 3:5 eV, and ~!exp = 2:8 eV were
used for the resonance-correction. The final form to determine the values of the
individual d-tensor components can be expressed by
d = C  f  Noligomer b: (5.8)
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Figure 5.9: The dependencies of the magnitudes of the d-tensor components as function
of the number of constituent molecules in the (a) h- and (b) p-oligomeric states. The
symbols , , and 4 represent the d333, d322, and d311 components, respectively.
Table 5.3 summarizes the results of the calculations of the molecular hyper-
polarizabilities and the d-tensors of the supramolecules (oligomers). The values
of the d-tensor components of the h-dimer, p-dimer and trimer supramolecules
are significantly dierent, compared to those of the monomeric molecule. In the
h-dimer, d333 increases while d311 decreases, whereas in the p-dimer the values of
all the components are reduced somewhat. In the trimer d311 decreases despite the
fact that the molecules along the [201] and the [20¯1] directions are separated by
at least 10 Å.
The absolute values of yxx and zyy in the h-dimer are enhanced compared to
those observed in the monomer. According to Eq. (5.6), yxx mainly contributes
to d322 and zyy increases d333 but diminishes d311. The increase of kyxxk derives
from the dipoles of the two constituent molecules that do not align along the same
direction (staggered configuration [176]). The enhancement of kzyyk originates
from the fact that the molecules are connected to each other by hydrogen-bonds.
In the p-dimer the staggered configuration also induces perturbations of all of
the components of the -tensor (xxx, yyy, xyy, and yxx). The intermolecular
interactions in the trimer obviously enhance the components of the -tensor where
the sux z is denoted. In particular, zyy and zxx increase d333 and reduce d311. In
contrast, d322 is not aected as it does not depend on either zyy or zxx.
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In order to further characterize the three d-tensor components in the h- and p-
oligomeric states the number of correlated molecules in the supramolecules was
varied in the calculations described above. Figure 5.9(a) shows that the magnitude
of d333 increases up to 200 pm/V in the h-oligomeric state as the number of con-
stituent molecules increases. Such behavior can be explained by the fact that the
oscillator strength of the - transition is increased as the number of molecules
increases [see Fig. 5.8(b) for the case of h-dimer] [45]. In contrast, interactions
in the p-oligomeric state does not greatly aect the magnitude of the d-tensor
components, except at the first dip of d333 when changing from a monomer to a
dimer [Fig. 5.9(b)]. This indicates that the intermolecular interactions along the
-stacking direction are suciently incorporated with a dimeric state. Thus our
supramolecular model have successfully accounted for the large enhancement of
the optical nonlinearity of the BNA crystals.
From the above modeling studies we conclude that (i) the interactions in the
h-oligomeric and trimer supramolecular clusters greatly enhance the d333 compo-
nent, (ii) the interactions between -stacked molecules very slightly aects the
magnitude of the d-tensor components.
5.5 Summary
A single large crystal (8 mm diameter  10 mm long) of BNA with good opti-
cal transparency has been grown with the Bridgman method. The morphology
and the structure of the crystal were analyzed by the X-ray diraction analyses.
The basic optical properties of the crystal, including the polarized reflection spec-
tra and the dispersion of the refractive indices, were determined. Three d-tensor
components of the crystal have been determined for the first time by means of a
combination of the Maker-fringe technique and the phase-matched method. These
were d333 = 234  31, d322 = 15:6  0:9, and d311  0 (pm/V). We have found
that the value of d333 is the highest value so far determined for any yellow-colored
NLO material. The theoretical predictions of the values of the d-tensor compo-
nents were performed on the basis of the oriented-gas model, where the strong
hydrogen-bond intermolecular interactions are incorporated. The theoretical pre-
dictions were in good agreement with the experimental values, when we further
included the resonance eect that came from the 0.7 eV red-shift of the - tran-
sition in the crystalline phase. We thus propose that the very large enhancement
of d333 is due to the significant interactions along the hydrogen bonds and its con-
sequent resonance enhancement.
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Conclusions
This dissertation have intensively focused on how the optical response of the artifi-
cial -conjugated systems are aected by the systematic change of their structure.
In particular, we have shown how one can describe the optical polarization of any
types of -conjugated molecular systems with a unified manner of physics. Now,
we are ready to show the general overview of this particular issue.
1. The works of TG and THG spectroscopy on -carotene homologues have
demonstrated that any types of the third-order NLO responses of the -
conjugated molecules can be satisfactorily described with the unified man-
ner of the time-dependent perturbation theory and the multimode Brownian
oscillator model. Furthermore, we have found the characteristic optical re-
sponse of -conjugated molecules, which varies depending on the extent
of -electron delocalization. One is that the photoexcitation energy in the
-conjugated molecules is selectively dissipated through the specific molec-
ular vibrations (the C=C stretching mode), as the size of the molecular sys-
tem decreases. Another is that the third-order optical nonlinearity for the
THG process is greatly enhanced as the range of the -electron delocaliza-
tion is enlarged.
2. The work of BNA have first determined the magnitude of the optical nonlin-
earity of the BNA crystal and clarified the mechanism of that large second-
order optical nonlinearity. The value of d333 was determined to be 234  31
(pm/V), which is one of the largest values of second-order optical nonlin-
earity ever reported. We have proposed that the very large enhancement of
d333 is caused by the significant interactions along the hydrogen bonds and
its consequent resonance enhancement. The most important point of this
work is that the supramolecular approach is proved to be very eective in
predictions of second-order NLO -conjugated molecular crystals.
Finally, we would like to close this dissertation with a brief summary on the
unified theoretical descriptions of the optical response, which we have demon-
strated through this book. The essence of the physics that describes optical re-
sponse of matter can be understood by considering the linear optical response
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function [see Eq. (2.50) on page 21], which is given by
J(t1) = jegj2 exp ( i!egt1) exp
"
  i
~
2 Z t1
0
d2
Z t2
0
d1hU(2)U(1)gic
#
:
The second exponential part in this equation is the one that we have intensively
discussed in this dissertation, which shows the environmental contributions to the
optical transition. These environmental contributions are able to be described
by means of displaced harmonic oscillator Hamiltonian, i.e. multimode Brow-
nian oscillators. The environmental contributions include molecular vibrations,
chromophore-solvent interactions, and stochastic Gaussian (static) interactions.
Evaluation of eg, and !eg of carotenoids have not fully described in this disserta-
tion because the eect of strong electron correlation (or configuration interaction)
should be taken into account in order to properly predict the values of eg and
!eg. The strong electron correlation (or configuration interaction) in -conjugated
system is a current hot topic in the condensed matter physics [178–180]. It is
beyond the scope of the present dissertation. However, the supra-molecular ap-
proach used in Chapter 5 is one possible method that predicts the proper values
of eg and !eg in case that several molecules form a supra-molecular cluster in the
crystal. The supra-molecular approach indeed has succeeded in incorporating the
environmental eects into the predictions of the value of eg.
Appendix A
Mathematical techniques frequently
used in this book
A.1 Liouville-space notation
Wavefunction plays a central role in quantum mechanics in Hilbert space. On the
other hand, it is density matrix that has the same role in Liouville space. The den-
sity matrix formalism simplifies the theoretical formalism of the light-matter in-
teraction processes, so that the density matrix formalism has been frequently used
Object Hilbert space Liouville space
State of system (ket) j i jii
Hermitian conjugated (bra) h j  (j i)y hhj  (jii)y
Basis set jni jnmii
Orthogonality hnjmi = nm hh jkjnmii = kn jm
Unit operator 1 =
P
n jnihnj I = Pn;m jnmiihhnmj
Scalar product h ji hhAjBii
Expansion of a vector j i = Pn jnihnji jAii = Pn;m jnmiihhnmjAii
Linear equation
P
m Anm m = n
P
j;kLnm; jkA jk = Bnm
Equation of motion j ˙ i =   i~Hj i j˙ii =   i~L jii
Matrix element Hnm Lnm; jk = Hn jn j   Hmkmk
The time evolution operator? j (t)i = U(t; t0)j (t0)i j(t)ii = U (t; t0)j(t0)ii
Green functions (Time domain) G(t   t0) = G (t   t0) =
(t   t0) exp [  i~H(t   t0)] (t   t0) exp [  i~L (t   t0)]
Table A.1: Comparison of the Liouville and the Hilbert space notations. Cited from
Ref. [50]. ? The time evolution operator is defined in Section A.2.
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in Chapter 2. We will summarize the Liouville-space notation. One can change
the Hilbert-space notation to the Liouville-space notation by simply referring to
Table A.1.
A.2 Time-ordered expansion technique
The state of the density matrix after n times photon interactions are well under-
stood using time-ordered expansion technique. First, we define the Liouville-
space propagator as
(t)  U (t; t0)(t0): (A.1)
The quantum Liouville equation in Eq. (2.5) on page 12 is expressed using Eq. (A.1),
@U (t; t0)
@t
=   i
~
L (t)U (t; t0); (A.2)
with the initial condition
U (t; t0) = 1: (A.3)
In case that the Hamiltonian is independent of time, the propagator simply reads
U (t; t0) = (t   t0) exp

  i
~
L (t   t0)

: (A.4)
Contrastingly, in case of time-dependent Hamiltonian, we need time-ordered ex-
pansion technique in order to obtain the mathematical expressions of the Liouville-
space propagator. By integrating both sides of Eq. (A.2) from time t0 to t, we can
write
U (t; t0) = 1   i
~
Z t
t0
dL ()U (; t0): (A.5)
Equation (A.5) can be solved iteratively by replacingU (; t0) with Eq. (A.5) itself,
U (t; t0) = 1   i
~
Z t
t0
dL () +

  i
~
2 Z t
t0
d
Z 
t0
d0L ()L (0)U (0; t0); (A.6)
= 1 +
1X
n=1

  i
~
n Z t
t0
dn
Z n
t0
dn 1   
Z 2
t0
d1L (n)L (n 1)   L (1):
(A.7)
When this propagator acts on (t0), we have
(t0)U (t; t0) =
(t0) +
1X
n=1

  i
~
n Z t
t0
dn
Z n
t0
dn 1   
Z 2
t0
d1L (n)L (n 1)   L (1)(t0):
(A.8)
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In the nth-order NLO processes, the state of the density matrix propagates through
the Green function after the interaction of photon. Hence, we finally obtain
(n)(t) =
1X
n=1

  i
~
n Z t
t0
dn
Z n
t0
dn 1   
Z 2
t0
d1
G (t   n)Lint(n)G (n   n 1)Lint(n 1)   G (2   1)Lint(1)G (1   t0)(t0):
(A.9)
Here the time variables fn    1g are defined in Fig. 2.1 (see page 12). By chang-
ing the time variables from f1;    ; ng to ft1;    ; tng, we will have Eq. (2.7) on
page 12.
A.3 Coherence Green function
The linear response function is given by (see page 19)
J(t1) = hhVegjGeg(t1)jVeggii: (A.10)
Geg(t1) is called coherence Green function that describes the time evolution of the
optical coherence. The coherence Green function is defined as
Gnm(t)  exp

  i
~
Hnt

A exp
 i
~
Hmt

: (A.11)
By taking an arbitrary reference Hamiltonian H j, we can write
Hn  H j + ¯W j; (A.12)
where ¯W j  Wn   W j is the dierence of the potential functions of the actual and
the reference Hamiltonians. By applying the time-ordered expansion technique,
which was described in the former section, we have
exp

  i
~
Hnt

 exp

  i
~
H jt

exp+
"
  i
~
Z t
0
d ¯W j()
#
; (A.13a)
where
exp+
"
  i
~
Z t1
t0
d ¯W j()
#
 1 +
1X
n=1

  i
~
n Z t
t0
dn
Z n
t0
dn 1   
Z 2
t0
d1 ¯W j(n) ¯W j(n 1)    ¯W j(1);
(A.13b)
with
¯W j()  exp
 i
~
H j

¯W j exp

  i
~
H j

: (A.13c)
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In the same way, the following expressions concerning sux m can be obtained
by assuming Hm  H j +W 0j and W 0j  Wm   W j,
exp
 i
~
Hmt

 exp
 i
~
H jt

exp 
"
i
~
Z t
0
dW 0j()
#
; (A.14a)
where
exp 
"
  i
~
Z t1
t0
dW 0j()
#
 1 +
1X
n=1
 i
~
n Z t
t0
dn
Z n
t0
dn 1   
Z 2
t0
d1W 0j(n)W 0j(n 1)   W 0j(1);
(A.14b)
with
W 0j()  exp
 i
~
H j

W 0j exp

  i
~
H j

: (A.14c)
Hence, Eq. (A.11) can be recast as
Gnm(t) = G j j(t) exp+
"
  i
~
Z t
0
d ¯W j()
#
A exp 
"
i
~
Z t
0
dW 0j()
#
: (A.15)
Using Eq. (A.15), Eq. (A.10) is now to be written
J(t1) = exp ( i!egt1)
**
Veg
Ggg(t1) exp+
"
  i
~
Z t1
t0
dU()
# Vegg
++
; (A.16)
by setting (see Fig. 2.3 in page 20)
U  He   Hg   ~!eg: (A.17)
We then have
J(t1) = exp ( i!egt1)
*
Vge(t1) exp+
"
  i
~
Z t1
t0
dU()
#
Vegg
+
; (A.18)
where the time evolution of Vge(t1) is defined with respect to the ground state
Hamiltonian,
Vge(t1)  exp
 i
~
Hgt1

Vge exp

  i
~
Hgt1

; (A.19)
and
U()  exp
 i
~
Hg

U exp

  i
~
Hg

: (A.20)
Appendix B
Photon echo and transient grating
Photon echo is one of the third-order NLO processes, in which four photons are
involved. Photon echo measurements are usually performed in the folded boxcars
geometry as shown in Fig. B.1 (a). The pulse sequence is schematically shown in
Fig. B.1 (b). We have measured the four-wave mixing (FWM) signals along the
three phase-matching directions, i.e.,  k1+ k2+ k3, k1  k2+ k3, and k1+ k2  k3,
where the momentum vector of the ith pulse (i = 1, 2, and 3) is denoted by ki. In
P(3)
t
12
= τ t
23
=T
t
13
-k
1
+k
2
+k
3
k
1
+k
2
-k
3
k
1
-k
2
+k
3
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3
2
1
(a)
(b)
τ'
1 2 3
Figure B.1: (a) Spatial configuration of the FWM experiment. Three consecutive pulses
with wave vectors k1, k2, and k3 are focused into the sample. (b) Time ordering of pulse
sequences and notations of time intervals.  and T denote the center-to-center distances
between the pulse pairs (1, 2) and (2, 3), respectively. 0 denotes the delay of the signal
from pulse 3.
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the following, only the results observed along the  k1 + k2 + k3 direction will be
analyzed, but all the results can be well accounted for using the same theoretical
framework.
B.1 Correlated third-order response functions and
cumulant expansion
In section 2.3, we have expressed only the linear response function with the line-
broadening function 1(t) by means of cumulant expansion. This expression can
be used for calculating the linear absorption spectrum. It is also used for the
descriptions of the third-order response functions for the THG process under the
approximation that we ignore any correlations between the three time durations t1,
t2, and t3, i.e. fast modulation limit (see page 57). Contrastingly, the correlations
of the three time durations are very important in time-resolved photon echo or
TG spectroscopy, so that we will introduce rigorous expressions of the third-order
response functions by using cumulant expansion technique.
First we begin with Eqs. (2.24) and (2.26) on page 16. Equation (2.26) can be
expressed in the style of Eq. (2.24) as8>>>>>>>><>>>>>>>>:
R1(t3; t2; t1) = hhVdcjGdc(t3)Vdc; dbGdb(t2)Vdb; daGda(t1)Vda; aajaaii;
R2(t3; t2; t1) = hhVdcjGdc(t3)Vdc; dbGdb(t2)Vdb; abGab(t1)Vab; aajaaii;
R3(t3; t2; t1) = hhVdcjGdc(t3)Vdc; acGac(t2)Vac; abGab(t1)Vab; aajaaii;
R4(t3; t2; t1) = hhVbajGba(t3)Vba; caGca(t2)Vca; daGda(t1)Vda; aajaaii;
(B.1)
where we have omitted the coecient term (i=~)3 for simplicity. It should be
noted that double brackets in these equations are the results of the system-bath
reduced picture. The sux indicates one of the eigenstates of the system, and the
trace of the remaining degrees of freedom are taken by the double brackets. These
mathematical expressions do not depend on the energy structure of the system. In
other words, they are usable in 2-level, 3-level, ..., and in n-level systems. The
corresponding double-sided Feynman diagrams of these four response functions
are shown in Fig. B.2. We will switch the notation of the response functions from
the Liouville-space to the Hilbert space by using these diagrams. The response
functions R1–R4 are then recast as8>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>:
R1(t3; t2; t1) = hVdc(t1 + t2 + t3)Vda(0)aaVba(t1)Vcb(t1 + t2)i
= F(t1; t1 + t2; t1 + t2 + t3; 0);
R2(t3; t2; t1) = hVcd(t1 + t2 + t3)Vda(t1)aaVba(0)Vcb(t1 + t2)i
= F(0; t1 + t2; t1 + t2 + t3; t1);
R3(t3; t2; t1) = hVcd(t1 + t2 + t3)Vda(t1 + t2)aaVba(0)Vcb(t1)i
= F(0; t1; t1 + t2 + t3; t1 + t2);
R4(t3; t2; t1) = hVab(t1 + t2 + t3)Vbc(t1 + t2)Vcd(t1)Vda(0)aai
= F(t1 + t2 + t3; t1 + t2; t1; 0);
(B.2)
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Figure B.2: The double-sided Feynman diagrams of the response functions R1–R4. The
suces a, b, c, and d denote arbitrary eigenstates. The origin of the time is located at the
point at which the first photon interacts the system. The time intervals t1, t2 and t3 are
defined in the figure.
where
F(1; 2; 3; 4)  hVab(1)Vbc(2)Vcd(3)Vda(4)i: (B.3)
It should be noted that the Hilbert space dipole operator can act one of the two
sides of the double-sided Feynman diagram. For example, when the photon is
interacted from the left at time t1 + t2, it should be written hV(t1 + t2)aai (see
Refs. [181–184] for the details).
F(1; 2; 3; 4) is called four-point correlation function. The four-point cor-
relation function facilitates the calculations of the response functions to a great
extent. Hereafter we assume a two-state model comprising the ground and ex-
cited states. In addition, we use Franck-Condon approximation and time-ordered
expansion technique as described in section 2.3. By truncating the cumulant ex-
pansion at the second-order term, we obtain
F(1; 2; 3; 4)  exp [ i!eg(1   2 + 3   4)]
 [1   X(1)   1(1)]  [1 + X(2)   1(2)]
 [1   X(3)   1(3)]  [1 + X(4)   1(4)];
(B.4)
where
X()  i
~
Z 
0
d0U(0); 1() 

  i
~
2 Z 
0
d0
Z 0
0
d00U(0)U(00): (B.5)
X() vanishes when we take the ensemble average, i.e. hX()i  0. Equation (B.4)
can be further approximated, by gathering until second-order terms of U:
F(1; 2; 3; 4)  exp [ i!eg(1   2 + 3   4)]
 [1   1(1)   1(2)   1(3)   1(4)
+ h(1; 2)   h(1; 3) + h(2; 3)
+ h(1; 4)   h(2; 4) + h(3; 4)];
(B.6)
where
h(1; 2)   X(1)X(2): (B.7)
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As stated in Ref. [50], we have following relations concerning h(1; 2) and 1():
h(1; 2) = 1(1)   1(1   2) + 1( 2); (B.8)
and
1( ) = 1(): (B.9)
Hence Eq. (B.6) can be recast as
F(1; 2; 3; 4)  exp [ i!eg(1   2 + 3   4)]
 [1   1(1   2) + 1(1   3)   1(2   3)
  1(1   4) + 1(2   4)   1(3   4)]:
(B.10)
Consequently, the response functions R1–R4 in Eq. (B.2) can be expressed in
terms of the line-broadening function 1(t) as
R1(t3; t2; t1) = exp ( i!egt1   i!egt3)
 exp [ g(t3)   g(t1)   f+(t3; t2; t1)]; (B.11a)
R2(t3; t2; t1) = exp (i!egt1   i!egt3)
 exp [ g(t3)   g(t1) + f +(t3; t2; t1)]; (B.11b)
R3(t3; t2; t1) = exp (i!egt1   i!egt3)
 exp [ g(t3)   g(t1) + f  (t3; t2; t1)]; (B.11c)
R4(t3; t2; t1) = exp ( i!egt1   i!egt3)
 exp [ g(t3)   g(t1)   f (t3; t2; t1)]; (B.11d)
where
f (t3; t2; t1)  1(t2)   1(t2 + t3)   1(t1 + t2) + 1(t1 + t2 + t3); (B.11e)
f+(t3; t2; t1)  1(t2)   1(t2 + t3)   1(t1 + t2) + 1(t1 + t2 + t3): (B.11f)
B.2 Third-order response functions for the photon-
echo process
Transient grating (TG), which we have measured in chapter 3, is one possible case
of those that can be realized in the photon echo pulse sequence, i.e.  = 0 = 0.
By assuming the four-state model that comprises S 0, S 1, S 2, and S T (see Fig. 3.6
in page 37), the mathematical expressions of the possible response functions for
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the photon echo process (R1–R5) are given by
R1 = j20j4 exp[ 1() + 1(T )   1(0)   1( + T )
  1(T + 0) + 1( + T + 0)]; (B.12a)
R2 = j20j4n2(t) exp[ 1() + 1(T )   1(0)   1( + T )
  1(T + 0) + 1( + T + 0)]; (B.12b)
R3 = j20j4r(t) exp [ 1()   1(0)]; (B.12c)
R4 = j20j2jT2j2n2(t) exp [ 1()   1(0)]; (B.12d)
R5 = j20j4[n0(t)   r(t)] exp [ 1()   1(0)]; (B.12e)
where, by introducing     20 +  21,
n2(t) = e  t; (B.12f)
n1(t) =  21
 10    (e
  t   e  10t); (B.12g)
n0(t) = 1
 10    [( 10    )(1   e
  t) +  21(e  10t   e  t)]; (B.12h)
r(t) = (1    21)= (1   e  t): (B.12i)
It should be noted that R1–R4 in Eq. (B.12) do not correspond to those introduced
in the last section. Rather R1 and R2 in Eq. (B.12) correspond to R3 and R2 in
Eq. (B.11), respectively. The response functions R3–R5 in Eq. (B.12) do not con-
tain terms of the line-broadening function that include time duration T , i.e. 1(T ).
This means that the correlation is lost during the population relaxation from the
S 2 state, therefore we have omitted 1(T ) and 1(T ) from R3–R5. This assumption
is verified by the fact that the calculation with conserving the correlations always
failed to reproduce the experimental data. We believe that this correlation loss is
caused by the dierence of the characteristic vibrational frequency between that
of the S 2 state and of the S 1 state. The theoretical simulations of photon-echo
signals have never been well reproduced, unless we assumed the conservation of
the correlation during the population relaxation between the electronic states [70].
In the homodyne detection scheme, the photon echo signal S PE is given by the
time-integrated signal along the k direction,
S PE(;T ) =
Z 1
0
dtjP(3)(k; t)j2; (B.13)
with
P(3)(k; t) /
Z 1
0
dt3
Z 1
0
dt2
Z 1
0
dt1R(t3; t2; t1) exp [ 2in(t3   t1)2=2]
 E3(t   t3)E2(t + T   t3   t2)E1(t + T +    t3   t2   t1)
 exp [i(!2   !1)t2   i!1t1]; (B.14)
where E j(t) denotes the temporal envelope of the jth incident pulse with its mean
frequency ! j. Next we consider two approximations for the simplification of
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Eq. (B.14): (1) impulsive excitation pulses E j(t)  (t), (2) the infinitely large
inhomogeneous broadening exp [ 2in(t3   t1)2=2]  (t3   t1). Under these condi-
tions, we finally get
S PE(;T )  jRtotal(;T; 0)j2; (B.15)
where Rtotal =
P5
i Ri(;T; 0) and  = 0 = 0 for the case of TG. Thus we are ready
to calculate the TG signals of the -carotene homologues.
Appendix C
THG Maker fringes in isotropic
media
C.1 Simple case of Maker fringes in isotropic media
For the sake of simplicity, we first describe a simple case of THG Maker fringes,
in which any complicated phenomena such as multiple reflections or absorption
in media are not incorporated. This simple theory will be extended to the case
that includes the multiple reflections and the absorptions in the media. Our theory
described here is conceptually based on the report of van Beek et. al. [132,
141, 185]. But our notation and logical steps are mostly based on the generalized
theory of Maker fringes developed by Pavlides et. al. [137].
C.1.1 Solving the wave equations in NLO media
First we consider a case that a fundamental plane wave (!-wave) propagates
through three dierent isotropic media, I, II, and III [see Fig. 4.3 (a) at page 50].
The !-wave, denoted Wave 1, is reflected back into the medium I (Wave 2) and
refracted into the medium II (Wave 3 and 4). Wave 3 and 4 are multiply reflected
forwarding and back-warding waves, respectively. Figure 4.3 (b) (see page 50)
shows the 3!-waves (Wave 5–10). There exist two kinds of 3!-waves in the
medium II, i.e. bound waves (Wave 5, 6) and free waves (Wave 7, 8). The origin
of these two types of waves can be clearly seen in the Maxwell equations. The
bound wave is a 3!-wave, which is generated by the source term of the nonlinear
polarization. The free wave is the one that already exists when the bound wave is
generated. Wave 8 and 9 are reflected 3!-wave in the media II and I, respectively.
Wave 10 is a transmitted 3!-wave into the medium III. Wave 4 and 6 is not nec-
essary in the present simple case, but they must be considered under the presence
of multiple reflections.
The wave equations for the !-, 3!-free, and 3!-bound waves in the media can
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be described as follows,
rot rotE(!)  
 
!
c0
!2
"(!) : E(!) = 0 (!-wave); (C.1a)
rot rotE(3!)  
 
3!
c0
!2
"(3!) : E(3!) = 0 (3!-free wave); (C.1b)
rot rotE(3!)  
 
3!
c0
!2
"(3!) : E(3!) = PNL(3!) (3!-bound wave); (C.1c)
where
PNL(3!) =
 
3!
c0
!2
(3)( 3!;!;!; !) : E(!)E(!)E(!): (C.1d)
Magnitude of the wavevectors are expressed as follows:
kvac(!) = !
c0
= k0; (C.2)
kvac(3!) = 3!
c0
= 3k0: (C.3)
Here, we define a dimensionless value I that characterizes the z-component of
the wave I:
I =
kIz
kvac(
I) : (C.4)
We will define an operator,
ˆF(
)A = [kvac(
I)] 2
"
rot rotA 
 


c0
!2
"
 : A
#
; (C.5)
where A, "
, and c0 are an arbitrary vector, the dielectric constant of the crys-
talline axis I at frequency 
, and the speed of light in vacuum, respectively. Then,
Eqs. (C.1a) and (C.1b) can be written in the following form,
ˆF(
)EI(
) = 0: (C.6)
Only non-trivial solutions are obtained if
jF(; ")j = 0: (C.7)
Since all of the media considered here are isotropic, the left-hand side of Eq. (C.7)
can be simplified to
jF(; ")j =

2   " 0  s
0 2 + s2   " 0
 s 0 s2   "
 : (C.8)
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Hereafter, sin  and cos  are simply denoted s and c, respectively. Equation (C.7)
can be solved by using Eq. (C.8). Consequently the value of  for wave I is
expressed as a function of "I and s:
1 =  2 =
q
"!I   s2; (C.9a)
9 =  
q
"3!I   s2; (C.9b)
10 =
q
"3!III   s2; (C.9c)
3 = 5 =
q
"!II   s2; (C.9d)
7 =  8 =
q
"3!II   s2: (C.9e)
These are the cases of the free waves.
In case of the bound wave, Eq. (C.1c) must be solved explicitly. Equation
(C.1c) can be rewritten using the operator defined in Eq. (C.5):
ˆF(3!)E(3!) = (kvac(3!)) 2PNL(3!);
= (3)( 3!;!;!; !) : jE3(!)j3: (C.10)
When the right-hand side of Eq. (C.10) is defined as P(3!), its y-component is
written as
Py(3!) = (3)yyyyt5e3i5k0z: (C.11)
Here, t5 is the transmission factor for Wave 5 [see Eq. (C.19)]. In addition, the
right-hand side of Eq. (C.10) is proportional to

TI IIE1ei3k0z
3
, where TI II is the
transmittance at the I-II surface. Therefore, 3 = 5 and t5 = T 3I II are obtained.
Since Wave 5 is the bound wave, it can be calculated by solving Eq. (C.10):
E5
E31
= jF(5; ")j 1FAyy(5; ")P5;
E5 = E31
   "3!II (25 + s2   "3!II ) 1FE(3)yyyyt5e3i3k0z; (C.12)
where FAyy = FE = (2   ")(s2   ")   s22 was used. Hence, Eq. (C.12) can be
reduced to a simpler form:
E5 =
(3)yyyy
23   27
t5E31e
3i3k0z: (C.13)
C.1.2 Boundary conditions
Boundary conditions at the surface of the two media should be considered in order
to calculate the mathematical expressions of our observed THG, i.e. E10. The
boundary conditions are equivalent to the fact that the tangential components of
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the electric and magnetic fields must be continuous at the surfaces (z = 0; L) [48].
This can be derived from the Maxwell equations,I
E  dl = 0; (C.14)I
H  dl = 0 $
I
(rot E)  dl = 0; (C.15)
where
(rot E)x = IEI : (C.16)
In our case the polarizations of all of the electric fields are parallel to the Y-axis,
and the polarizations of all of the magnetic fields lie in the XZ-plane, so that
boundary conditions of EIy and HIx / IEI are sucient to know the actual ex-
pressions of E10.
(1) Boundary conditions for !-wave at z = 0.8>><>>:E1 + E2 = E3 (a)1E1 + 2E2 = 3E3 (b) (C.17)
By solving these equations, we have
E3 =
21
1 + 3
E1; (C.18)
t5 =
 
E3
E1
!3
: (C.19)
(2) Boundary conditions for 3!-wave at z = 0.8>><>>:E9 = E5 + E7 (a)9E9 = 7E7 + 5E5 (b) (C.20)
By eliminating E9, E7 can be given by
E7 =
5   9
9   7 E5: (C.21)
(3) Boundary conditions for 3!-wave at z = L.8>><>>: f10E10 = f5E5 + f7E7 + f8E8 (a)10E10 f10 = 5E5 f5 + 7E7 f7 + 8E8 f8 (b) (C.22)
By eliminating E8 and omitting f10, E10 can be expressed as follows:
E10 =
8   7
8   10 f7E7 +
8   5
8   10 f5E5: (C.23)
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Here, fI is a phase factor of wave I, which is given by fI = e3iIk0L. It should be
noted that the phase factor is a result of phase shift between z = 0 and z = L.
Therefore f10 is not important, hence it was omitted. The derivation of E10 from
Eq. (C.23) is straightforward. It can be expressed as a function of the fundamental
input E5 by using the relations, 5 = 3 and 7 =  8:
E10 =
"
27(3   9)
(10 + 7)(9   7) f7 +
3 + 7
10 + 7
f5
#
E5: (C.24)
If we define
A =
27(3   9)
(10 + 7)(7   9) and B =
3 + 7
10 + 7
;
the intensity of the observed THG (I = jE10j2) is calculated as
I = jE10j2 = ( A f7 + B f5)( A f 7 + B f 5 )E25;
= A2 + B2   AB( f5 f 7 + f7 f 5 )E25;
  2AB(1 + cos)E25;
=  4AB cos2 
2
E25;
 4AB sin2 
2
E25; (C.25)
where  = 5   7. Hence, it is convenient to rewrite Eq. (C.24) as
E10 =
p
AB(ei   1)E25: (C.26)
This equation is essentially equivalent to the expressions described in Refs. [132,
141].
C.2 Multiple-reflections correction
Almost of all of organic materials, including carotenoids that we are studying
now, are dispersed in a polymer film deposited on the fused-silica substrate in
order to be subjected to the Maker fringe measurement. Thickness of the film is
typically  0.1 m. The dierence of the refractive indices between the substrate
and the film is less than 0.1, while the dierence between the substrate and the air
(or the film and the air) is approximately 0.5. Therefore, the multiple reflections
in the film significantly aect the results of the measurements. In particular, the
multiple-reflections correction needs to be incorporated into the theory when the
measurement is done with “back-side” configuration, where the film is located on
the near side to the detector. We will develop the extended Maker fringe theory
that incorporates the eect of multiple reflections.
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C.2.1 Multiple reflections of the fundamental input
When the multiple reflections in the film are considered, Wave 3 and 4 become
sums of the forwarding and backwarding !-wave, respectively [see Fig. 4.3 (a) at
page 50]. The eect of the multiple reflections should be considered in Wave 3
and 4. We suppose that the reflectance and transmittance for the propagation from
I!II are denoted r1 and t1, respectively (also r2 and t2 for the II!III propagation).
In the same way, the corresponding coecients for the opposite propagation from
II!I are r01 and t01, respectively (also r02 and t02 for the III!II propagation). Hence
r01 =  r1 [186]. By defining t5 in Eq. (C.13) as T 3S , E3 and E4 can be written as
TTS E1 and RTS E1, respectively, where
T = t1 + t1r01r2 f 23 +    ;
= t1
0BBBBB@ 1X
n=1
( 1)n 1rn 11 rn 12 f 2n 23
1CCCCCA ;
=
t1
1 + r1r2 f 23
; (C.27)
(C.28)
and
R = t1r2 f 23 + t1r01r22 f 43 +    ;
= t1
0BBBBB@ 1X
n=1
( 1)n 1rn 11 rn2 f 2n3
1CCCCCA ;
=
t1r2 f 23
1 + r1r2 f 23
: (C.29)
Here, f3 is the phase factor defined in the last section.
We then solve the inhomogeneous wave equation:
ˆF(3!)E(3!) = (3) : (E3 + E4)3 : (C.30)
The right-hand side of Eq. (C.30) is proportional to the cubic of the sum of E3 and
E4. By using the relation 4 =  3, this can be expressed as
(TTS E1ei3k0z + RTS E1e i3k0z)3
=T 3S (TTTe3i3k0z + 3TTRei3k0z + 3TRRe i3k0z + RRRe 3i3k0z): (C.31)
Here we only take into account the forwarding !-waves TTT and TTR, i.e ignor-
ing the backwarding waves. The remaining terms of Eq. (C.31) TTT and TTR are
denoted Wave 5 and 6, respectively. These are schematically shown in Fig. 4.3
(b) on page 50. Hence, the expressions of E5 and E6 can be obtained by solving
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Eq. (C.30):
EI
E31
= jF(I ; ")j 1FAyy(I ; ")PI ;
EI =
8>>>><>>>>:
(3)yyyy
25 28
T 3S TTTe
3i5k0z; I = 5;
(3)yyyy
26 28
T 3S TTRe
3i6k0z; I = 6;
(C.32)
where
5 = 3; 36 = 3: (C.33)
C.2.2 Boundary conditions under the presence of the multiply
reflected waves
(1) Boundary conditions for 3!-wave at z = 0.8>><>>:E9 = E5 + E6 + E7 (a)9E9 = 5E5 + 6E6 + 7E7 (b) (C.34)
Eliminating E9, E7 can be expressed as follows:
E7 =
5   9
9   7 E5 +
6   9
9   7 E6: (C.35)
(2) Boundary conditions for 3!-wave at z = L.8>><>>: f10E10 = f5E5 + f6E6 + f7E7 + f8E8 (a)10E10 f10 = 5E5 f5 + 6 f6E6 + 7E7 f7 + 8E8 f8 (b) (C.36)
By eliminating E8 and ignoring f10, E10 can be expressed as follows:
E10 =
8   7
8   10 f7E7 +
8   5
8   10 f5E5 +
6   10
8   10 f6E6: (C.37)
By inserting Eq. (C.35) into Eq. (C.37) and using the relations 5 = 3, 7 =  8,
we then obtain the final expression of E10:
E10 =
"
27(3   9)
(10 + 7)(9   7) f7+
3 + 7
10 + 7
f5
#
E5+
"
27(6   9)
(10 + 7)(9   7) f7+
6 + 7
10 + 7
f6
#
E6:
(C.38)
This can be written in the same manner as Eq. (C.26) as
E10 =
p
A1(ei(5 7)   1)E5 +
p
A2(ei(6 7)   1)E6; (C.39)
where
A1 =
27(3   9)(3 + 7)
(10 + 7)2(7   9) and A2 =
27(6   9)(6 + 7)
(10 + 7)2(7   9) : (C.40)
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C.2.3 Correction factors for the absorption of the THG in the
film
The observed THG waves are absorbed in the film by carotenoids to a certain ex-
tent. This absorption causes a phase shift and the decrease of the THG intensity,
which result in the changes of the positions of the fringe’s minima and the under-
estimation of the modulus of the film’s (3) . Thus, correction factors for the film
absorption should be considered.
Under the presence of absorption (extinction coecient ), the refractive index
of the film becomes a complex number that is defined as
n ! n + i: (C.41)
Hence,  =
p
n2   sin2  can be recast as
 =
p
(n + i)2   s2
=
p
n2   2   s2 + 2in
=
p
n2   2   s2
 
1 + i
2np
n2   2   s2
! 1
2
:
(C.42)
Under the weak absorption limit we then have
np
n2   2   s2
=
np
n2   2
(at  = 0)  
n
 1: (C.43)
Hence Eq. (C.42) can be expanded into the polynomial series
p
1 + ix = 1 + ix
2
+
x2
8  
ix3
16 +    ; (C.44)
where
x =
np
n2   2   s2
:
In practice, the phase shift caused by the higher-order terms in Eq. (C.44) is
so small that the first-order approximation is enough for the quantitative evalu-
ation. Moreover, this approximation makes the curve-fitting analysis much easier.
Therefore, we will ignore the phase shift caused by the absorption of the film, and
the intensity of the THG is considered to be aected . Finally, we assume that
the film has refractive index dispersion the same as that of the host polymer. With
these approximations, we can introduce the absorption correction factor:
 = exp
"
  3i np
n2   s2
k0L
#
: (C.45)
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C.3 Theoretical formulae with multiply reflected waves
As a summary of this appendix, the final theoretical formulae and their parameters
are defined as follows. The observed THG intensity is given by
ITHG / jE10j2: (C.46a)
E10 is given by
E10 = (ES10 + EF10) (C.46b)
where
ES10 =
p
AS (ei(5S 7S )   1)(3)S T 3S E31;
AS =
27S (3S + c)(3S + 7S )
(10S + 7S )2(7S + c)(23S   27S )
;
TS =
2c
c + 3S
;  = exp
"
  3i nIFq
n2IF   s2
k0LF
#
;
3S =
q
"!S   s2; 7S =
q
"3!S   s2; 10S =
q
"3!F   s2;
5S = 33S k0LS ; 7S = 37S k0LS ; (C.46c)
and
EF10 =
p
AF1(ei(3F 7F )   1)(3)F T 3FT 3S E31 +
p
AF2(ei(6F 7F )   1)(3)F T 2FRFT 3S E31;
AF1 =
27F(3F   9F)(3F + 7F)
(c + 7F)2(7F   9F)(23F   27F)
;
AF2 =
27F(6F   9F)(6F + 7F)
(c + 7F)2(7F   9F)(26F   27F)
;
TF =
t1
1 + r1r2ei23F
; RF =
t1r2ei23F
1 + r1r2ei23F
;
r1 =
1F   3F
1F + 3F
; t1 =
21F
1F + 3F
; r2 =
3F   c
3F + c
; t2 =
23F
3F + c
;
1F =
q
"!S   s2; 3F = 36F =
q
"!F   s2;
7F =
q
"3!S   s2; 9F =  
q
"3!S   s2;
3F = 3Fk0LF ; 5F = 33Fk0LF ; 6F = 36Fk0LF ; 7F = 37Fk0LF : (C.46d)
Here the suces S and F in these equations denote the substrate and the film,
respectively.

Appendix D
SHG Maker fringes in a biaxial
crystal
D.1 Parameters describing waves in the media
The basic concept and logical structure of the theoretical descriptions of Maker
fringes in a biaxial crystal are the same as those used for the isotropic media, i.e.
solving the Maxwell equations under proper boundary conditions. Nevertheless,
the theory in a biaxial crystal (the most generalized case) is very complicated. It is
worth that we derive these theoretical descriptions as appendix. Here we consider
a case of SHG Maker fringes in a biaxial crystal. Multiple-reflections correction
is not necessary, because the thickness of BNA crystal is on the order of 100 m,
much larger than the wavelength.
We assume that fundamental laser light that has an arbitrary polarization and it
is incident on the slab of a biaxial NLO crystal. Figure D.1 shows definition of the
coordinate axes and schematic diagrams of waves at frequency ! and 2! that exist
in the media. In general, plane waves that go through the anisotropic crystal can be
classified into two types, namely ordinary and extraordinary waves. Specifically,
Wave 3 and 4 in Fig. D.1 (b) are ordinary and extraordinary !-waves, respectively.
In the same way, Wave 8 and 9 in Fig. D.1 (c) are ordinary and extraordinary 2!-
free waves, respectively. Wave 5, 6, and 7 indicate ordinary, extraordinary, and
ordinary-extraordinary 2!-bound wave, respectively. The ordinary-extraordinary
2!-bound wave will be mentioned in detail later. Hereafter we assume that Wave
I is described as a plane wave:
EI(kI; r) = EI eˆI eikI r: (D.1)
The unit polarization vector eˆI has components eIi (i = x; y; z), and the alternative
notation EIi (i = x; y; z) is sometimes used for the components of the field in order
to avoid cumbersome normalization algebra.
The wavevectors kI remain in the plane of incidence, so that kIy = 0 for all
I. Furthermore, to satisfy the boundary conditions over the whole entry and exit
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Figure D.1: (a) The definition of the coordinate axes and of the polarization. The
schematic diagrams that represent the wave propagation of (b) the !-waves and of (b)
the 2!-waves.
faces,
kIx = k1x when 
I = !;
kIx = 2k1x when 
I = 2!: (D.2)
The problem of determining the wavevectors of the free waves in the crystal, there-
fore, reduces to that of finding the kIz values. For the convenience, we will define
dimensionless variables I , such that
I =
kIz
kvac(
I) ;
where
kvac(!) = !
c0
= k1;
kvac(2!) = 2!
c0
= 2k1: (D.3)
In addition, parameters, which are used when boundary conditions are applied,
are defined as
I =  [kvac(
I)] 1(kI  eˆI)y = seIz   IeIx: (D.4)
Parameters that describe the waves in vacuum are summarized in Table D.1. It
should be noted that sin  and cos  are respectively written as s and c hereafter.
D.2 Solving the wave equations 107
Incident wave: I = 1
k1x = k1s, k1z = k1c e1x = c
q
1   e21y, e1z =  (s=c)e1x
1 = c 1 =  (e1x=c)
Reflected incident wave: I = 2
k2x = k1s, k2z =  k1c e2x = c
q
1   e22y, e2z = (s=c)e2x
2 =  c 2 =  (e2x=c)
Reflected SH wave: I = 10
k10x = 2k1s, k10z =  2k1c e10x = c
q
1   e210y, e10z = (s=c)e10x
10 =  c 10 = (e10x=c)
Transmitted SH wave: I = 13
k13x = 2k1s, k13z = 2k1c e13x = c
q
1   e213y, e13z =  (s=c)e13x
13 = c 13 =  (e13x=c)
Table D.1: Parameters of the external waves (I = 1, 2, 10, 13).
D.2 Solving the wave equations
In Appendix C, we defined the operator ˆF(
) (see page 96), such that
ˆF(
)A = [kvac(
I)] 2
"
rot rotA 
 


c0
!2
"
 : A
#
: (D.5)
By using this operator in analogy with Eq. (C.1) on page 96, the wave equations
for the !-, 2!-free, and 2!-bound waves in the media can be described as follows:
ˆF(
)EI(
) = ˆF(
)EI eˆI eikI r;
= [kvac(
)] 2

@2
@r2
(EI eˆI eikI r)  
 


c
!2
"
EI(
)

;
= [kvac(
)] 2

k2I EI(
)  
 


c
!2
"
EI(
)

;
= F(I ; "
)EI(
); (D.6)
where
F(I ; "
) = [kvac(
)] 2

k2I  
 


c
!2
"


: (D.7)
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Now we express F(I ; "
) in a more useful form. For this purpose, (rot rotE) can
be expressed as
rot rotE =
2666666664 k
2
IzEx   kIzkIxEx
k2IzEy + k2IxEy
 kIzkIxEx + k2IxEz
3777777775 : (D.8)
By dividing it by k2vac, we then obtain
1
k2vac
rot rotE =
2666666664 
2Ex   sEz
2Ey + k2IxEy
 sEx + s2Ez
3777777775 : (D.9)
Noting
" =
2666666664"xx "xy "xz"yx "yy "yz
"zx "zy "zz
3777777775 ; (D.10)
ˆFE can be recast as
ˆFE =
2666666664 
2   "xx  "xy  ("xz + s)
 "yx 2 + s2   "yy  "yz
 ("xz + s)  "zy s2   "zz
3777777775
2666666664ExEyEz
3777777775 : (D.11)
Hence, F(I ; "
) is given by
F(; ") =
2666666664 
2   "xx  "xy  ("xz + s)
 "yx 2 + s2   "yy  "yz
 ("xz + s)  "zy s2   "zz
3777777775 : (D.12)
Next the polarization vectors of Wave 3 and 4 satisfy Eq( D.7) in the form
F(I ; "!)  eˆI = 0; (D.13)
if
det F(I ; "!) = 0: (D.14)
Equation (D.14) is Fresnel’s equation of wave normals, which is expressed in
the laboratory coordinate. Analogously, the free SH waves 8, 9, 11, and 12 are
obtained from
F(I ; "2!)  eˆI = 0; (D.15)
if
det F(I ; "2!) = 0: (D.16)
The two positive roots of the associated determinant give 8 and 9 and the two
negative roots 11 and 12. Consequently, the corresponding wave equation is
given by
ˆF(2!)E(2!) = (2k1) 1 P+(2!);
= P(2!);
=  : (E3 + E4)(E3 + E4); (D.17)
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where
Pi(2!) =
X
i jk(E3 j + E4k)(E3k + E4 j);
= i jk(E3 jE3k + E4 jE4k + E3kE4 j + E3 jE4k);
=
7X
I=5
pIie2iIk1zE21; (D.18)
and
5 = 3; 6 = 4; 7 =
1
2
(3 + 4): (D.19)
Here pIi in Eq. (D.18) is given by
pIi = i jkI jktI : (D.20)
 and tI are projection factor and transmission coecients, respectively. It should
be noted that 7 is the wavevector of ordinary-extraordinary, which was men-
tioned above. This type of wave is a special case, and it is usually ignored by
setting the angle  to be 0 or 90. Equation (D.17) is finally expressed as
F(2!)E(2!) =
7X
I=5
pIe2iIk1zE21: (D.21)
By solving Eq. D.21 separately for each polarization wave, we have
F(2!)E(2!) = pIe2iIk1zE21; I = 5   7; (D.22)
or
F(I ; "2!)EI = pIE21; (D.23)
EI
E21
= F 1  pI = (det F) 1FA pI; (D.24)
where FA is the adjoint matrix of F. It is given by
FA =
2666666664e b cb f d
c d g
3777777775 ; (D.25)
b = "yz(s + "xz) + "xy(s2   "zz); c = "xy"yz + FO(s + "xz);
d = "xy(s + "xz) + "yz(2   "xx); e = FO(s2   "zz)   "2yz;
f = FE   2s"xz   "2xz; g = FO(2   "xx)   "2xy;
where
FO = 2 + s2   "yy; (D.26)
FE = (2   "xx)(s2   "zz)   (s)2: (D.27)
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D.3 Boundary conditions
The concept of boundary conditions that will be used here is the same as that used
in the case of isotropic media, which is described in Appendix C. We have three
boundary conditions (i) for !-wave at z = 0, (ii) for 2!-wave at z = 0, and (iii)
for 2!-wave at z = L.
(i) Boundary conditions for !-wave at z = 0.
8>>>>>>>><>>>>>>>>:
E1e1x + E2e2x = E3e3x + E4e4x (a)
E1e1y + E2e2y = E3e3y + E4e4y (b)
1E1e1y + 2E2e2y = 3E3e3y + 4E4e4y (c)
1E1 + 2E2 = 3E3 + 4E4 (d)
(D.28)
These equations give two equations,"
2ce1y
2e1x
#
=
"(3 + c)e3y (4 + c)e4y
e3x   c3 e4x   c4
#

"
E3=E1
E4=E1
#
: (D.29)
Here, we will utilize following relations: if we have"
M11 M12
M21 M22
#

"
x1
x2
#
=
"
m1
m2
#
; (D.30)
the solutions can be given by"
m1
m2
#
=
1
det M
"
M22  M12
 M21 M11
#

"
y1
y2
#
;
=
1
det M
2666666666666664
y1 M12y2 M22
M11 y1M21 y2

3777777777777775 ;
=
1
det M
"
M1
M2
#
; (D.31)
where "
m1
m2
#
=
X
I
"
m1I
m2I
#
;
=
X
I
1
det M
"
M1I
M2I
#
; (D.32)
and
M1I =
m1I M12m2I M22
 ; M2I =
M11 m1IM21 m2I
 : (D.33)
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By using these relations, Eq. (D.29) can be recast as"
E3=E1
E4=E1
#
=
1
U
"
U1
U2
#
; (D.34)
where
U1 =
2ce1y (4 + c)e4y2e1x e4x   c4
 ; U2 =
(3 + c)e3y 2ce1y(e3x   c3 2e1x
 ;
U =
(3 + c)e3y (4 + c)e4y(e3x   c3 e4x   c4
 ; u =
"
2ce1y
2e1x
#
: (D.35)
The transmission coecients tI (I = 5, 7) are given by
t5 =
U1
U
2
; t6 =
U2
U
2
; t7 =
U1U2
U2

: (D.36)
(ii) Boundary conditions for 2!-wave at z = 0.
8>>>>>>>><>>>>>>>>:
E10e10x = E8e8x + E9e9x +
P7
I=5(EIx=E21)E21 (a)
E10e10y = E8e8y + E9e9y +
P7
I=5(EIy=E21)E21 (b)
10E10e10y = 8E8e8y + 9E9e9y +
P7
I=5 I(EIy=E21)E21 (c)
10E10 = 8E8 + 9E9 +
P7
I=5[s(EIz=E21)   I(EIx=E21)]E21 (d)
(D.37)
In the same way of case (i), we have"
E8=E21
E9=E21
#
=
1
V
"P7
I=5
V1I
VP7
I=5
V2I
V
#
; (D.38)
(D.39)
where
V1I =
v1I (9 + c)e9yv2I e9x   c9
 ; V2I =
(8 + c)e8y v1Ie8x   c8 v2I
 ;
V =
(8 + c)e8y (9 + c)e9ye8x   c8 e9x   c9
 ;
vI =  
" (I + c)EIy=E21
(1 + cI)EIx=E21   csEIz=E21
#
=
"
v1I
v2I
#
: (D.40)
(iii) Boundary conditions for 3!-wave at z = L.
This case can also be solved in analogy with Eq. (D.37), except that we need to
take account of phase shift fI = exp (2ikIIkzL). We then have8>>>>>>>><>>>>>>>>:
E13e13x f13   E11e11x f11   E12e12x f12 = P9I=5 fI(EIx=E21)E21 (a)
E13e13y f13   E11e11y f11   E12e12y f12 = P9I=5 fI(EIy=E21)E21 (b)
13E13e13y f13   11E11e11y f11   12E12e12y f12 = P9I=5 I fI(EIy=E21)E21 (c)
13E13 f13   11E11 f11   12E12 f12 = P9I=5 fI[s(EIz=E21)   I(EIx=E21)]E21 (d)
(D.41)
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Hence we obtain "
E11=E21
E12=E21
#
=
1
V
"P7
I=5
V1I
VP7
I=5
V2I
V
#
; (D.42)
where
W1I =
w1I (c   12)e12yw2I e12x + c12
 ; W2I =
(c   11)e11y w1Ie11x + c11 w2I
 ;
W =
(c   11)e11y (c   12)e12ye11x + c11 e12x + c12
 ;
wI =  
" (c   I)EIy=E21
(1   cI)EIx=E21 + csEIz=E21
#
=
"
w1I
w2I
#
: (D.43)
Now we are ready to calculate E13i using Eq. (D.41) (a) and (b). It is given by
E13ie13i f13 = E21
9X
I=5
fI
 
W1I
W
e11i +
W2I
W
e12i +
EIi
E21
!
;
= E21
9X
I=5
fIQIi;
(D.44)
where
QIi =
 
W1I
W
e11i +
W2I
W
e12i +
EIi
E21
!
; i = x; y : (D.45)
Hereafter, the repeated index summation convention is implied over the coordinate
indices (i, j, k, etc) but not over the indices I and  that label dierent waves.
Next, Wave 8 and 9 are expanded with I = 5–7:
E =
7X
I=5
AI jEI j: (D.46)
Then E13i is given by the superposition of Waves 5–9:
E13i =
9X
I=5
fI BIi jEI j;
=
7X
I=5
fI BIi jEI j +
9X
I=8
fBi jE j;
=
7X
I=5
fI BIi jEI j +
9X
I=8
fBi j
0BBBBB@ 7X
I=5
AIkEIkek
1CCCCCA ;
=
7X
I=5

fI BIi j + f8B8ikA8Ike8k + f9B9ikA9Ike9k

EIk; (D.47)
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where we have introduced
Ci = Bikek: (D.48)
In addition, EIk , by using Eqs. (D.20) and (D.24), is given by
EIk = E21F
 1
I F
A
I jkklmIlmtI: (D.49)
Thus E13i is expressed in terms of the bound waves:
E13i =
7X
I=5

fI BIi j + f8B8ikA8Ike8k + f9B9ikA9Ike9k

E21F
 1
I F
A
I jkklmIlmtI ; (D.50)
where
FI = detF(I; "2!); FAIjk = Fjk(I; "2!): (D.51)
We finally obtain
E13i = E21
7X
I=5
( fIS iIk + f8C8ikT8Ik + f9C9iT9Ik) F 1I XIktI ; (D.52)
where
S iIk = BIi jFAI jk; (D.53)
TIk = AI jFAI jk; (D.54)
Ci = Bikek; (D.55)
XIk = Ilmklm: (D.56)
Practical expressions of respective coecients are summarized in Table D.2. The
experimental physical quantity that we observe is the intensity of the transmitted
SH wave ISHG, therefore
ISHG = jE13ij2: (D.57)
D.4 Theoretical formulae in the real experimental
setup
A crystal of BNA has orthorhombic lattice structure, so that all of the non-diagonal
components of the dielectric tensor vanish in this case:
"
i j = "


i i j: (D.58)
Consequently, E13i is given by
E13x = E21
7X
I=5

(S xIxXIx + S xIzXIz) fI + f9C9x (T9IxXIx + T9IzXIZ)

F 1I tI ; (D.59)
E13y = E21
7X
I=5

S yIy fI + f8C8yT8Iy

F 1I XIytI : (D.60)
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U = (c + 3)e3y(e4x   c4)   (c + 4)e4y(e3x   c3)
U1 = 2[ce1y(e4x   c4)   e1x(c + 4)e4y]
U2 = 2[e1x(c + 3)e3y   ce1y(e3x   c3)]
t5 = (U1=U)2, t6 = (U2=U)2, t7 = U1U2=U2
5 jk = e3 je3k, 6 jk = e4 je4k, 7 jk = e3 je4k + e4 je3k
V = (c + 8)e8y(e9x   c9)   (c + 9)e9y(e8x   c8)
A8Ix = (1=V)(c + 9)e9y(+cI)
A8Iy =  (1=V)(c + I)(e9x   c9)
A8Iz =  (1=V)(c + 9)e9ysc
A9Ix =  (1=V)(c + 8)e8y(+cI)
A9Iy = (1=V)(c + I)(e8x   c8)
A9Iz = (1=V)(c + 8)e8ysc
W = e11y(c   11)(e12x + c12)   (c   12)e12y(e11x + c11)
Let
g1i = e11i(c   12)e12y   e12i(c   11)e11y
g2i = e11i(e12x + c12)   e12i(e11x + c11)
then
BIix = ix + (1=W)g1i(1   cI), BIiy = iy   (1=W)g2i(c   I), BIiz = (sc=W)g1i
Ci = exix + eyiy + (1=W)[g1i(1   c)ex   g2i(c   )ey + g1iscez]
Table D.2: Practical expressions of the coecients in Eqs. (D.52)–(D.56)
Case 1: the fundamental wave is ordinary
In this case, we are able to set I = 5 in Eqs. (D.59) and (D.60):
E13x = E21
7X
I=5

S x5xxyy + S x5zzyy

f5 + f9C9x

T95xxyy + T95zzyy

F 15 t5;
(D.61)
E13y = E21
7X
I=5

S y5y f5 + f8C8yT85y

F 15 yyyt5; (D.62)
where
X5i = 5lmilm = e3le3milm = lymyilm = iyy: (D.63)
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In case that the fundamental and SH waves are both ordinary, we have
IOO = jE13yj2
= E41(yyy)2t25F 25  (S y5y f5 + f8C8yT85y)(S y5y f 5 + f 8 C8yT85y);
= E41(yyy)2t25F 25 

S 2y5y + (C8yT85y)2 + 2S y5yC8yT85y( f5 f 8 + f8 f 5 )

;
  4E41(yyy)2t25F 25 S y5yC8yT85y sin2 [k1L(5   8)];
= 8E41(yyy)2
 
2c
c + 3
!4
8(5 + 8)(5 + c)
(25   28)2(c + 8)3
sin2 [k1L(5   8)]:
(D.64)
Analogously,
IOE  8E41(yyy)2
"2!x
("2!z )2
 
2c
c + 3
!4
9(5 + 9)
(9 + c"2!x )3

"2!z
"2!x
(29 + c"2!x 5)xyy   s(5 + c"2!x )zyy

 ("2!z 9xyy   s"2!x zyy)
sin2 [k1L(5   9)]
(25   29)2
:
(D.65)
Case 2: the fundamental wave is extraordinary
In this case, we are able to set I = 6 in Eqs. (D.59) and (D.60):
IEE  8E41
"2!x
("2!z )2
 
2c
4 + c"2!x
!4
9(6 + 9)
(9 + c"2!x )3
 (9"2!z X06x   "2!x X06z)
"2!z
"2!x
(29 + c"2!x 6)X06x   s(6 + c"2!x )X06z

 sin
2 [k1L(6   9)]
(26   29)2
; (D.66)
IEO  8E41(X06y)2
 
2c
4 + c"!x
!4
8(6 + 8)(6 + c)
(c + 8)3(26   28)2
sin2 [k1L(6   8)]; (D.67)
where
X06i = 
2
4ixx   2
 
"!x
"!z
!
s4ixy +
 
"!x
"!z
!2
s2izz: (D.68)
In Chapter 5, the fringes derived from d333 was measured at OO setup in setting
the rotational axis being parallel to the Z axis. The fringes derived from d322 and
d311 were measured at OE setup in setting the rotational axis being parallel to the
Y and X axis, respectively. We thus obtain, for d333,
IOO = A
 
2c
c + 3
!4
8(3 + 8)(c + 3)
(c + 8)3(23   28)2
sin2 [k1(3   8)L]
A = 32E41d2333; 3 =
q
"!Z   s2; 8 =
q
"2!Z   s2; (D.69)
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for d322,
IOE = A
 
2c
c + 3
!4
c2s2
"2!X
("2!Z )2
9(3 + 9)(3 + c"2!X )
(9 + c"2!X )3(23   29)2
sin2 [k1(3   9)L)];
A = 32E41d2322; 3 =
q
"!Y   s2; 9 =
s
"2!X
"2!Z
("2!Z   s2); (D.70)
and, for d311,
IOE = A
 
2c
c + 3
!4
c2s2
"2!Y
("2!Z )2
9(3 + 9)(3 + c"2!Y )
(9 + c"2!Y )3(23   29)2
sin2 [k1(3   9)L];
A = 32E41d2311; 3 =
q
"!X   s2; 9 =
s
"2!Y
"2!Z
("2!Z   s2): (D.71)
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