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The goal of dimensionality reduction is to embed high-dimensional
data in a low-dimensional space while preserving structure in the
data relevant to exploratory data analysis such as clusters. How-
ever, existing dimensionality reduction methods often either fail to
separate clusters due to the crowding problem or can only separate
clusters at a single resolution. We develop a new approach to dimen-
sionality reduction, tree preserving embedding (TPE). Our approach
uses the topological notion of connectedness to separate clusters at
all resolutions. We provide a formal guarantee of cluster separation
for our approach that holds for nite samples. Our approach re-
quires no parameters and can handle general types of data, making
it easy to use in practice and suggesting new strategies for robust
data visualization.
dimensionality reduction j multidimensional scaling j hierarchical clustering
V
isualization is an important rst step in the analysis of
high-dimensional data [1]. High-dimensional data often
has low intrinsic dimensionality, making it possible to embed
the data in a low-dimensional space while preserving much
of its structure [2]. However, it is rarely possible to preserve
all types of structure in the embedding. Therefore, dimen-
sionality reduction methods can only aim to preserve par-
ticular types of structure. Linear methods such as principal
component analysis (PCA) [3] and classical multidimensional
scaling (MDS) [4, 5, 6] preserve global distances, while non-
linear methods such as manifold learning methods [7, 8, 9]
preserve local distances dened by kernels or neighborhood
graphs. However, most dimensionality reduction methods fail
to preserve clusters [10], which are often of greatest interest.
Clusters are dicult to preserve in embeddings due to the
so-called crowding problem [11]. When the intrinsic dimen-
sionality of the data exceeds the embedding dimensionality,
there is not enough space in the embedding to allow clus-
ters to separate. Therefore, clusters are forced to collapse on
top of each other in the embedding. As the embedding di-
mensionality increases, there is more space in the embedding
for clusters to separate and the crowding problem disappears,
making it possible to preserve clusters exactly [12]. However,
since the embedding dimensionality is at most two or three
for visualization purposes, the crowding problem is prevalent
in practice. When the clusters are known, they can be used
to guide the embedding to avoid the crowding problem [13].
However, the embedding is often used to help nd the clus-
ters in the rst place. Therefore, it is important to solve the
crowding problem without knowledge of the clusters.
Force-based methods such as stochastic neighbor embed-
ding (SNE) [14], variants of SNE [15, 11, 16, 10], and lo-
cal MDS [17], have been proposed to overcome the crowd-
ing problem. Force-based methods use attractive forces to
pull together similar points and repulsive forces to push apart
dissimilar points. SNE and its variants use forces based on
kernels, while local MDS uses forces based on neighborhood
graphs. Force-based methods have long been used in graph
drawing to separate clusters [18, 19]. Although force-based
methods are eective, it is dicult to balance the relative
strength of attractive and repulsive forces. When repulsive
forces are too weak, they will fail to separate clusters, but
when repulsive forces are too strong, they will articially cre-
ate clusters. Therefore, force-based methods are sensitive to
intrinsic resolution parameters such as kernel bandwidths and
neighborhood graph sizes that control the amount of separa-
tion between points in the embedding.
We introduce tree preserving embedding (TPE) to over-
come the limitations of force-based methods. TPE aims to
preserve both distances and clusters by preserving the single
linkage (SL) dendrogram in the embedding. SL is a hierarchi-
cal clustering method that iteratively merges pairs of clusters
with minimum nearest neighbor distance. The SL dendro-
gram is the associated tree with the clusters as vertices and
the merge distances as vertex heights. TPE preserves the SL
dendrogram in the sense that SL generates the same dendro-
gram from both the data and the embedding. Embeddings
and dendrograms have long been used as complementary rep-
resentations for dissimilarities [20]. However, there is no guar-
antee that embeddings and dendrograms will be consistent
when used separately. In particular, clusters found by dendro-
grams may not be found in embeddings due to the crowding
problem. TPE combines embeddings and dendrograms in a
common representation.
Preserving the SL dendrogram in the embedding is a nat-
ural choice for several reasons. First, the SL dendrogram is
the only dendrogram consistent with the minimum spanning
tree (MST) in the sense that the SL dendrograms are the same
when the MSTs are the same [21, 22]. Preserving the topolo-
gies of neighborhood graphs has been shown to help overcome
the crowding problem [23]. However, while the topologies of
neighborhood graphs such as the MST can only be preserved
approximately in general [24], we show that the SL dendro-
gram can be preserved exactly. Second, the SL dendrogram
represents both global and local structure due to its hierar-
chical nature. Preserving global structure allows TPE to sep-
arate clusters, while preserving local structure prevents TPE
from articially creating clusters. Finally, TPE can separate
clusters even when the SL dendrogram cannot. Although SL
is often criticized as a clustering method for nding poor clus-
ters in practice [25, 26], SL nds poor clusters due to the in-
stability of cutting the SL dendrogram at a particular height
[27]. Since TPE preserves the SL dendrogram at all heights,
TPE is not sensitive to the instabilities of the SL dendrogram
at any particular height.
We make cluster separation in TPE precise using the topo-
logical notion of connectedness [25]. A natural and commonly
used notion of a cluster is a set of points that are connected
at a particular resolution. It is well known that the SL den-
drogram nds clusters of connected points at dierent resolu-
tions for dierent heights [25]. We show that TPE preserves
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connected if and only if they are connected in the data. Pre-
serving connectedness guarantees that clusters separated in
the data remain separated in the embedding. Therefore, TPE
is guaranteed to separate clusters at all resolutions rather than
just a single resolution.
Methods
In this section, we introduce TPE as an optimization problem
subject to a set of constraints that preserve the SL dendro-
gram in the embedding. The constraints arise from a charac-
terization of the SL dendrogram using a notion of connected-
ness. We introduce an algorithm similar to hierarchical clus-
tering to implement TPE. In order to make the algorithm
practical, we propose a variant based on a greedy approxima-
tion. Finally, we show that TPE preserves connectedness in a
precise sense that corresponds well with separating clusters.
Algorithm.TPE is based on the framework of MDS [28].
Given a real, symmetric, non-negative, zero diagonal n  n
dissimilarity matrix D for a set of n objects S = f1;:::;ng
in a high-dimensional space, MDS nds a p-dimensional Eu-
clidean embedding X = fx1;:::;xng  R
p of the objects that
minimizes a loss function such as stress
(X) =
X
xi;xj2X
(di;j(X)   Di;j)
2;
the sum of squared errors between the Euclidean distances
di;j(X) = kxi   xjk in the embedding and the corresponding
dissimilarities Di;j. Since loss functions such as stress empha-
size approximating large dissimilarities well, minimizing them
without constraints on the embedding leads to the crowding
problem. TPE preserves the SL dendrogram in the embedding
in order to overcome the crowding problem.
SL is a hierarchical clustering method that iteratively
merges pairs of clusters A;B  S with minimum nearest
neighbor distance
(A;B) = min
i2A;j2B
Di;j;
starting with the n singleton clusters and ending with the triv-
ial cluster. The SL dendrogram is the associated binary tree of
depth n 1 with singleton clusters as leaf vertices, the trivial
cluster as the root vertex, merged clusters as internal vertices,
and merge distances as vertex heights. For an example, see
Fig. 1. There are many equivalent characterizations of the
SL dendrogram [26]. We use the following notion of connect-
edness to express the SL dendrogram as a set of constraints
on pairs of both objects and points.
Definition 1. Objects i;j 2 S are "-connected if there exists a
path of objects 1 = i;:::;m = j 2 S such that Dl;l+1  "
for l = 1;:::;m   1.
Definition 2. Points xi;xj 2 X are "-connected if there ex-
ists a path of points x1 = xi;:::;xm = xj 2 X such that
dl;l+1(X)  " for l = 1;:::;m   1.
Intuitively, objects are connected if there exists a path
with short hops between them. The SL dendrogram contains
the paths with short hops between objects. Objects are "-
connected if there exists a path of vertices with heights at most
" between their associated leaf vertices, or singleton clusters,
in the SL dendrogram. Therefore, cutting the SL dendrogram
at a height of " produces clusters of "-connected objects [25].
The relationship between the SL dendrogram and connect-
edness in an embedding is illustrated in Fig. 1. The merge
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Fig. 1. Relationship between the SL dendrogram and connectedness in an embed-
ding. Cutting the SL dendrogram at a height of " = 0:3 produces three clusters of
"-connected points. Points 3 and 5 are "-connected by point 4 because the "-ball
centered at point 4 contains points 3 and 5, while points 1 and 2 are not "-connected
to any other points because they are not contained by any "-balls centered at other
points.
distances of clusters in the SL dendrogram determine the con-
nectedness of clusters in the embedding.
Cluster merges connect objects in the SL dendrogram.
The ultrametric distance between objects in a dendrogram
is the distance at which they are merged into the same clus-
ter [29]. The ultrametric distance in the SL dendrogram is
equivalent to the maximal sub-dominant ultrametric distance
Li;j = min
1=i;:::;m=j2S
m 1
max
l=1
Dl;l+1;
the maximal hop in a minimal path between objects [30], rem-
iniscent of commute times in a graph [31]. Since the paths in
the MST are minimal paths, the SL dendrogram can be con-
structed eciently from the MST in practice [21]. However,
it is important to emphasize that the paths in the MST are
not the only possible minimal paths.
The SL dendrogram can be characterized by two con-
straints on each pair of objects. First, each pair of objects
i;j 2 S must be Li;j-connected by their ultrametric dis-
tance Li;j. Second, each pair of objects i;j 2 S cannot be
"-connected by any distance " less than their ultrametric dis-
tance Li;j. TPE uses the constraints on pairs of objects as
constraints on corresponding pairs of points in the embedding.
The rst constraint guarantees that clusters in the embedding
are merged at the same distances as corresponding clusters in
the data. The second constraint guarantees that clusters in
the embedding are merged in the same order as corresponding
clusters in the data.
The following algorithm implements TPE.
1. Initialize the indices of available clusters
I1 = f1;:::;ng;
the indices of the singleton clusters
S1 = f1g;:::;Sn = fng;
the embeddings of the singleton clusters
X1 = fx1 = 0g;:::;Xn = fxn = 0g;
and the ultrametric distances for the singleton clusters
L1;1;1 = 0;:::;Ln;n;n = 0
where Lc;i;j = Li;j denotes the ultrametric distance be-
tween objects i;j 2 Sc contained in cluster c.
2 Footline Author2. For each iteration k = 1;:::;n   1:
(a) Find the next cluster merge
ak;bk = arg min
a;b2Ik:a6=b
(Sa;Sb)
at a merge distance of
k = (Sak;Sbk):
(b) Merge the clusters
Sn+k = Sak [ Sbk
and update the indices of available clusters
Ik+1 = fi 2 Ik : i 6= ak;bkg [ fn + kg:
(c) Find the ultrametric distances for the merged cluster
Ln+k;i;j =
8
> <
> :
Lak;i;j if i;j 2 Sak
Lbk;i;j if i;j 2 Sbk
k otherwise
8i;j 2 Sn+k:
(d) Embed the merged cluster
Xn+k = arg min
X=fxi2Rp:i2Sn+kg
(X)
s.t. xi;xj are Ln+k;i;j-connected 8i;j 2 Sn+k;
di;j(X)  Ln+k;i;j 8i;j 2 Sn+k:
[1]
3. Return the embedding X2n 1.
The algorithm proceeds similarly to hierarchical cluster-
ing. There are n   1 iterations, one for each depth of the SL
dendrogram. At each iteration, a pair of clusters is merged
and the merged cluster is embedded by minimizing stress sub-
ject to the connectedness constraints. At the last iteration,
the trivial cluster is embedded and returned. The number
of objects being embedded changes at each iteration depend-
ing on the size of the merged cluster. Since the embeddings
at each iteration are independent, only the embedding at the
last iteration is needed. However, earlier embeddings can be
used to help initialize later embeddings in practice.
The connectedness constraints can always be fullled. In
fact, it is trivial to nd an embedding that fullls the con-
nectedness constraints.
Theorem 1. For each iteration k = 1;:::;n   1, there is a fea-
sible solution to the optimization problem 1.
The main diculty in TPE is minimizing stress. The con-
nectedness constraints may appear to be too rigid to allow
TPE to nd a low stress embedding since each pair of objects
can be connected by an arbitrary path of objects. However,
the connectedness constraints do not specify that the paths
connecting pairs of points must be the same as the paths con-
necting corresponding pairs of objects. Preserving the paths
would preserve the MST, which is not possible in general [24].
Moreover, the exibility in choosing the paths allows points
to move more freely in the embedding to lower stress. How-
ever, this exibility comes at a cost. Due to the combinatorial
nature of choosing paths, the optimization problem 1 is com-
putationally intractable. Nevertheless, we can obtain a com-
putationally tractable approximation by restricting the types
of paths that can be chosen.
Greedy Approximation.The connectedness constraints allow
all points in a merged cluster to be rearranged in the em-
bedding at each iteration. However, since each cluster being
merged has already been embedded in prior iterations, it is
wasteful to change the prior embeddings of the clusters. The
connectedness constraints within the clusters are already ful-
lled in their prior embeddings. Since connectedness is pre-
served under rigid transformations (rotations, translations,
and reections), if we restrict the placement of the clusters
to rigid transformations, then we only need to fulll the con-
nectedness constraints between them. The paths that fulll
the connectedness constraints between the clusters must pass
through their nearest neighbors. Therefore, placing the clus-
ters exactly their merge distance apart fullls the connected-
ness constraints between them. The remaining exibility in
placing the clusters can be used to minimize the stress be-
tween them.
In place of the optimization problem 1, the greedy approx-
imation proceeds at iteration k as follows.
1. Find a rigid transformation that aligns the clusters while
keeping them separated by exactly their merge distance
T
 =arg min
T2E(p)
X
xi2Xak;xj2Xbk
(di;j(T)   Di;j)
2
s.t. min
xi2Xak;xj2Xbk
di;j(T) = k
[2]
where di;j(T) = kT(xi)   xjk is the Euclidean distance
in the embedding after alignment and E(p) is the set of
p-dimensional rigid transformations.
2. Align the clusters
xi = T
(xi) 8xi 2 Xak:
3. Return the merged cluster
Xn+k = Xak [ Xbk:
The alignment of the clusters in the greedy approxima-
tion is illustrated in Fig. 2. The greedy approximation is
reminiscent of Procrustes analysis [32], which has been used
to merge embeddings of clusters [33]. However, Procrustes
analysis aligns clusters without constraints on the embedding,
making it sensitive to the crowding problem. In contrast, the
greedy approximation has a constraint that keeps the clus-
ters separated in the embedding in order to preserve the SL
dendrogram. The constraint makes the optimization problem
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Fig. 2. Alignment of the clusters in the greedy approximation at iteration k. Be-
fore alignment, the clusters are placed far apart with high stress. During alignment,
one of the clusters is moved using a rigid transformation to minimize the stress be-
tween the clusters subject to the constraint that the clusters are placed exactly their
merge distance of dk apart. After alignment, the clusters are placed close together
with low stress.
Footline Author PNAS Issue Date Volume Issue Number 32 more dicult to solve than standard Procrustes problems.
Nevertheless, the optimization problem 2 can be solved e-
ciently in practice. Details of the greedy approximation can
be found in the SI Text.
The eciency of the greedy approximation comes at the
cost of sensitivity to the merge order of the SL dendrogram.
Since the greedy optimization cannot change the shapes of
the clusters from prior embeddings, it cannot always align
the clusters well. For small cluster merges, the prior embed-
dings will have little eect on the alignment. However, for
large cluster merges, there may not be enough empty space in
the prior embeddings to allow the clusters to be aligned well.
While there are no formal guarantees for the performance of
the greedy approximation, we found that good alignments of
the clusters can typically be found in practice.
The greedy approximation has a time complexity of O(n
3)
since there are O(n) iterations, each of which requires O(1)
evaluations of the O(n
2) stress between the clusters in order to
nd an alignment of the clusters. The greedy approximation
has a comparable time complexity to many dimensionality re-
duction methods, including those based on a spectral decom-
position such as classical MDS and many manifold learning
methods. While the cubic time complexity of TPE may be
prohibitive for some applications, methods developed to im-
prove the scalability of MDS such as landmark points [34] can
be extended to TPE in principle.
Connectedness.TPE preserves clusters at all resolutions
rather than just a single resolution due to the hierarchical
nature of the SL dendrogram. Since the clusters found by
cutting the SL dendrogram at dierent heights can be char-
acterized by connectedness at dierent resolutions, TPE pre-
serves connectedness in the following sense.
Theorem 2. For any " > 0, points xi;xj 2 X are "-connected
if and only if objects i;j 2 S are "-connected.
TPE preserves connectedness in the sense that points are
connected in the embedding if and only if they are connected
in the data. Clusters at any resolution can be neither too close
together nor too far apart in the embedding without violat-
ing connectedness at some resolution. Therefore, preserving
connectedness guarantees that clusters separated in the data
remain separated in the embedding. Preserving connectedness
is of more than just theoretical interest. Since connectedness
applies to nite samples, preserving connectedness provides
a formal guarantee of cluster separation for TPE in practice.
To our knowledge, TPE is the rst method with a formal
guarantee of this kind.
Preserving connectedness provides implicit bounds on the
Euclidean distances between pairs of points in the embedding.
Let xi;xj be points merged into the same cluster at iteration
k such that Li;j = k and dene
Ui;j =
X
k0:k0k;Sn+k0Sn+k
k0;
the sum of the merge distances between clusters contained
in the merged cluster up to and including iteration k. The
Euclidean distance between the points is bounded as follows.
Theorem 3.
Li;j  di;j(X)  Ui;j:
Corollary 4.
(X) 
X
xi;xj2X
maxf(Di;j   Li;j)
2;(Di;j   Ui;j)
2g:
Bounds on the Euclidean distances between pairs of points
in the embedding provide a trivial upper bound on the stress
of the embedding. Therefore, preserving connectedness pre-
vents TPE from producing embeddings with arbitrarily high
stress regardless of the quality of the optimization method
such as the greedy approximation.
Results
In this section, we demonstrate the applicability of TPE by
analyzing examples drawn from molecular biology, signal pro-
cessing, and computer vision both qualitatively and quantita-
tively. Rather than being exhaustive, our goal is to highlight
some of the features of TPE through each example. We com-
pare TPE to both classical methods, PCA and non-metric
MDS, and a popular force-based method, t-SNE [11], that
recent studies have found separates clusters well [10].
Protein Sequences. In our rst example, we analyzed 124 pro-
tein sequences of 3-phosphoglycerate kinases (3-PGKs) be-
longing to the domains Archaea, Bacteria, and Eukaryota
collected from public databases by ref. [35]. Since protein se-
quences cannot be represented as real vectors, methods such
as PCA that require such a representation cannot be used.
Finding a good metric for protein sequences is a dicult
and longstanding problem [36]. We used inverse sequence
alignment scores from the basic local alignment search tool
(BLAST) [37] as dissimilarities. Since BLAST scores can be
highly non-metric [12], they are notoriously dicult to embed
without collapsing points on top of each other.
We compared TPE to non-metric MDS, a variant of MDS
for non-metric dissimilarities, and t-SNE in Fig. 3. TPE
clearly separates all three domains, while non-metric MDS
and t-SNE mix members of dierent domains together. Non-
metric MDS collapses many points on top of each other, while
TPE spaces the points evenly, reecting the lack of informa-
tion in the values of the dissimilarities. t-SNE separates small
clusters within each domain, but does not preserve their rela-
tive locations and mixes them together, while TPE keeps each
domain in a contiguous region. Since the merge order of the
SL dendrogram is preserved under monotonic transformations
of the dissimilarities, TPE is more sensitive to the rank order
than the values of the dissimilarities. Therefore, TPE is not
as sensitive to non-metric dissimilarities.
Radar Signals. In our second example, we analyzed 351 radar
signals targeting free electrons in the ionosphere collected
by ref. [38]. Each radar signal consisted of 34 integer and
real measurements. We treated each radar signal as a 34-
dimensional real vector and used Euclidean distances as dis-
similarities. Good radar signals were dened as those that
returned evidence of free electrons in the ionosphere, while
bad radar signals were dened as those that passed through
the ionosphere and returned background noise. Therefore,
good radar signals are highly similar, while bad radar signals
can be highly dissimilar.
We compared TPE to PCA and t-SNE in Fig. 4. TPE
clearly separates good and bad radar signals, while PCA and
t-SNE mix them together. PCA collapses the good and bad
radar signals on top of each other with little separation. t-
SNE separates small clusters of good and bad radar signals,
but does not preserve their relative locations and mixes them
together. TPE keeps good and bad radar signals in contiguous
regions. Moreover, TPE concentrates the good radar signals
and disperses the bad radar signals, reecting the dierent
amounts of noise in the radar signals. Therefore, TPE pre-
serves both clusters and density.
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Fig. 3. Embeddings of protein sequences by TPE, non-metric MDS, and t-SNE. Each point is a protein sequence labeled by the domain it belongs to where `A' denotes
Archaea, `B' denotes Bacteria, and `E' denotes Eukaryota.
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Fig. 4. Embeddings of radar signals by TPE, PCA, and t-SNE. Each point is a radar signal labeled by its quality where `G' denotes a good radar signal and `B' denotes a
bad radar signal.
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Fig. 5. Embeddings of handwritten digits by TPE, PCA, and t-SNE. Each point is an image labeled by the digit it represents.
Handwritten Digits.In our nal example, we analyzed 1000
images of handwritten digits collected by the United States
Postal Service in ref. [39]. Each image was 16  16 pix-
els and greyscale color. We treated each image as a 256-
Footline Author PNAS Issue Date Volume Issue Number 5dimensional real vector and used Euclidean distances as dis-
similarities. Since the intrinsic dimensionality of handwritten
digits is thought to be much higher than two or three [40], it is
notoriously dicult to separate all ten digits in an embedding
due to the crowding problem.
We compared TPE to PCA and t-SNE in Fig. 5. TPE
and t-SNE separate all ten digits, while PCA can only sepa-
rate some of them. t-SNE most clearly separates all ten digits
by creating empty space between them. Since TPE cannot
create empty space between clusters without violating con-
nectedness, it is more sensitive than t-SNE to the crowding
problem, particularly when there are many clusters. However,
t-SNE does not preserve density well. For example, t-SNE sep-
arates small clusters within the digit one, while TPE and PCA
show that the digit one is the densest cluster, reecting the
minimal amount of variation in how it is written. Although
TPE does not separate clusters as well as t-SNE, TPE pre-
serves density better than t-SNE. Therefore, TPE strikes a
balance between preserving clusters and density.
Quantitative Evaluation.Since qualitative evaluation of the
quality of the embeddings can be subjective, quantitative eval-
uation is important. We used several popular performance
metrics to evaluate the extent to which the embeddings pre-
serve the dissimilarities, the local neighborhoods, and the
known clusters. Although TPE sacrices preserving the dis-
similarities by preserving connectedness, the loss is relatively
small compared to the gain made in preserving the local neigh-
borhoods and the known clusters, which are widely believed
to be more important for visualization purposes [10]. Details
of the quantitative evaluation can be found in the SI Text.
Discussion
Revealing clusters is one of the main goals of visualization.
However, most dimensionality reduction methods have di-
culty preserving clusters due to the crowding problem. In
three dicult examples, TPE was able to separate clusters
of interest well compared to other dimensionality reduction
methods. It is important to emphasize that the success of
TPE is not a mere consequence of the ability of the SL den-
drogram to separate clusters. In all three examples, cutting
the SL dendrogram produced clusters at a single resolution
that were no better than random clusters in terms of accu-
racy with respect to the known clusters. TPE succeeds by
preserving clusters at all resolutions rather than just a single
resolution.
Dimensionality reduction methods that separate clusters
often have issues with articially creating clusters. It is well
known that force-based methods such as t-SNE can nd clus-
ters in data where there are none [10]. TPE is not as suscepti-
ble to this problem. While preserving connectedness prevents
clusters from being too close together, it also prevents clus-
ters from being too far apart. Therefore, it is dicult for TPE
to articially create clusters without violating connectedness.
In order to empirically test whether TPE articially creates
clusters, we simulated an example of a dicult convex mani-
fold, the Swiss roll. TPE and Isomap [7], a popular manifold
learning method, were able to preserve the continuity of the
manifold well, while t-SNE articially created clusters. De-
tails of the experiment can be found in the SI Text.
Dimensionality reduction methods often have issues with
robustness to noise. The dependence of TPE on the SL den-
drogram may raise concerns about the sensitivity of the SL
dendrogram and TPE to sampling variability. However, the
SL dendrogram has been shown to be stable in the sense that
small perturbations of the data do not change the structure
of the SL dendrogram signicantly [41, 30]. Therefore, we
expect that TPE will also be stable. In order to empirically
test the stability of TPE, we simulated 100 samples from a
dicult non-convex manifold, the barbell, and computed the
average sample variance of the coordinates of the points in
the embeddings. TPE and Isomap had comparable stability
to the exact embedding, while t-SNE was two orders of mag-
nitude less stable. Details of the experiment can be found in
the SI Text.
Preserving connectedness allows TPE to preserve dier-
ent types of structure. However, preserving connectedness is a
strong constraint that may not be eective for certain types of
structure. Therefore, TPE will not always be able to perform
as well as other dimensionality reduction methods in specic
applications. For example, manifold learning methods may
preserve certain manifolds such as the Swiss roll better and
force-based methods may preserve certain clusters such as the
handwritten digits better. Nevertheless, we believe that the
robustness of TPE is what makes it useful in practice.
TPE is a promising approach to visualization because it
has a formal guarantee of cluster separation, requires no pa-
rameters, and can handle general types of data. However,
there are a few issues with TPE that may limit its applica-
bility. First, TPE has a cubic time complexity, which can
be prohibitively slow for large data sets. Second, since TPE
only provides an embedding rather than a mapping, it can-
not be applied to out-of-sample data. Finally, although we
have found that the greedy approximation works well in prac-
tice, better optimization methods may signicantly improve
the performance of TPE. We hope that these issues will be
addressed by future research.
ACKNOWLEDGMENTS. An earlier version of this work appeared in [42]. This
work was partially supported by the National Science Foundation under grants no.
DMS-0907009 and no. IIS-1017967, by the National Institute of Health under grant
no. R01 GM096193, and by the Army Research Oce Multidisciplinary University
Research Initiative under grant no. 58153-MA-MUR all to Harvard University. Ad-
ditional funding was provided by the Harvard Medical School's Milton Fund. The
views and conclusions contained in this document are those of the authors and should
not be interpreted as representing the ocial policies, either expressed or implied,
of the National Institute of Health, the Army Research Oce, the National Science
Foundation, or the U.S. government.
1. R M Shirin and K B orner. Mapping knowledge domains. Proc Natl Acad Sci USA,
101:5183{5185, 2004.
2. G E Hinton and R R Salakhutdinov. Reducing the dimensionality of data with neural
networks. Science, 313:504{507, 2006.
3. I T Jolie. Principal component analysis. Springer-Verlag, New York, 2002.
4. J B Kruskal and M Wish. Multidimensional Scaling. Sage University Press, Newbury
Park, 1978.
5. T F Cox and M A A Cox. Multidimensional Scaling. Chapman & Hall/CRC, Boca
Raton, 2001.
6. I Borg and P Groenen. Modern Multidimensional Scaling: Theory and Applications.
Springer-Verlag, New York, 2005.
7. J B Tenenbaum, V de Silva, and J C Langford. A global geometric framework for
nonlinear dimensionality reduction. Science, 290:2319{2323, 2000.
8. S T Roweis and L K Saul. Nonlinear dimensionality reduction by locally linear embed-
ding. Science, 290:2323{2326, 2000.
9. M Belkin and P Niyogi. Laplacian eigenmaps for dimensionality reduction and data
representation. Neural Comput, 15:1373{1396, 2003.
10. J Venna, J Peltonen, K Nybo, H Aidos, and K Samuel. Information retrieval perspec-
tive to nonlinear dimensionality reduction for data visualization. J Mach Learn Res,
11:451{490, 2010.
11. L van der Maaten and G E Hinton. Visualizing data using t-sne. J Mach Learn Res,
9:2579{2605, 2008.
12. V Roth, J Laub, M Kawanabe, and J M Buhmann. Optimal cluster preserving em-
bedding of nonmetric proximity data. IEEE T Pattern Anal, 25:1540{1551, 2003.
6 Footline Author13. E P Xing, A Y Ng, M I Jordan, and S Russell. Distance metric learning, with applica-
tion to clustering with side-information. In Advances in Neural Information Processing
Systems, volume 14, 2002.
14. G E Hinton and S T Roweis. Stochastic neighbor embedding. In Advances in Neural
Information Processing Systems, volume 15, 2003.
15. J A Cook, I Sutskever, A Mnih, and G E Hinton. Visualizing similarity data with a
mixture of maps. In Proceedings of the 11th International Conference on Articial
Intelligence and Statistics, 2007.
16. M A Carreira-Perpi n an. The elastic embedding algorithm for dimensionality reduction.
In Proceedings of the 27th International Conference on Machine Learning, 2010.
17. L Chen and A Buja. Local multidimensional scaling for nonlinear dimension reduction,
graph drawing, and proximity analysis. J Am Stat Assoc, 104:209{219, 2009.
18. G Di Battista, P Eades, R Tamassia, and I G Tollis. Graph Drawing: Algorithms for
the Visualization of Graphs. Prentice Hall, New York, 1998.
19. M Kaufmann and D Wagner. Drawing Graphs: Methods and Models. Springer-Verlag,
New York, 2001.
20. R N Shepard. Multidimensional scaling, tree-tting, and clustering. Science, 210:390{
398, 1980.
21. J C Gower and G J S Ross. Minimum spanning trees and single linkage cluster analysis.
Appl Stat, 18:54{64, 1969.
22. R B Zadeh and S Ben-David. A uniqueness theorem for clustering. In Proceedings of
the 25th Annual Conference on Uncertainty in Articial Intelligence, 2009.
23. B Shaw and T Jebara. Structure preserving embedding. In Proceedings of the 26th
International Conference on Machine Learning, 2009.
24. P Eades. The realization problem for euclidean minimum spanning trees is np-hard.
Algorithmica, 16:60{82, 1996.
25. J A Hartigan. Clustering Algorithms. Wiley, New York, 1975.
26. J A Hartigan. Statistical theory in clustering. J Classif, pages 63{76, 1985.
27. W Stuetzle. Estimating the cluster tree of a density by analyzing the minimal spanning
tree of a sample. J Classif, 20:25{47, 2003.
28. A Buja, D F Swayne, M L Littman, N Dean, H Hofmann, and L Chen. Data visual-
ization with multidimensional scaling. J Comput Graph Stat, 17:444{472, 2008.
29. S C Johnson. Hierarchical clustering schemes. Psychometrika, 32:241{254, 1967.
30. G Carlsson and F M emoli. Characterization, stability and convergence of hierarchical
clustering methods. J Mach Learn Res, 11:1425{1470, 2010.
31. H Qiu and E R Hancock. Clustering and embedding using commute times. IEEE T
Pattern Anal, 29:1873{1890, 2007.
32. J C Gower and G B Dijksterhuis. Procrustes Problems. Oxford University Press,
Oxford, 2004.
33. M Quist and G Yona. Distributional scaling: an algorithm for structure-preserving
embedding of metric and non-metric spaces. J Mach Learn Res, 5:399{420, 2004.
34. V de Silva and J B Tenenbaum. Global versus local methods for nonlinear dimension-
ality reduction. In Advances in Neural Information Processing Systems, volume 15,
2003.
35. J D Pollack, Q Li, and Pearl D K. Taxonomic utility of a phylogenetic analysis of phos-
phoglycerate kinase proteins of archaea, bacteria, and eukaryota: Insights by bayesian
analyses. Mol Phylogenet Evol, 35:420{430, 2005.
36. W R Atchley, J Zhao, A D Fernandes, and T Dr uke. Solving the protein sequence
metric problem. Proc Natl Acad Sci USA, 102:6395{6400, 2005.
37. S F Althscul, W Gish, W Miller, E W Myers, and D J Lipman. Basic local alignment
search tool. J Mol Biol, 215:403{410, 1990.
38. V G Sigillito, S P Wing, L V Hutton, and K B Baker. Classication of radar returns
from the ionosphere using neural networks. J Hopkins Apl Tech D, 10:262{266, 1989.
39. J J Hull. A database for handwritten text recognition research. IEEE T Pattern Anal,
16:550{554, 1994.
40. L K Saul and S T Roweis. Think globally, t locally: Unsupervised learning of low
dimensional manifolds. J Mach Learn Res, 4:119{155, 2003.
41. J A Hartigan. Consistency of single linkage for high-density clusters. J Am Stat Assoc,
76:388{394, 1981.
42. A D Shieh, T B Hashimoto, and E M Airoldi. Tree preserving embedding. In Pro-
ceedings of the 28th International Conference on Machine Learning, 2011.
Footline Author PNAS Issue Date Volume Issue Number 7