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Quantum annealing has the potential to provide a speedup over classical algorithms in solving
optimization problems. Just as for any other quantum device, suppressing Hamiltonian control
errors will be necessary before quantum annealers can achieve speedups. Such analog control errors
are known to lead to J-chaos, wherein the probability of obtaining the optimal solution, encoded
as the ground state of the intended Hamiltonian, varies widely depending on the control error.
Here, we show that J-chaos causes a catastrophic failure of quantum annealing, in that the scaling
of the time-to-solution metric becomes worse than that of a deterministic (exhaustive) classical
solver. We demonstrate this empirically using random Ising spin glass problems run on the two
latest generations of the D-Wave quantum annealers. We then proceed to show that this doomsday
scenario can be mitigated using a simple error suppression and correction scheme known as quantum
annealing correction (QAC). By using QAC, the time-to-solution scaling of the same D-Wave devices
is improved to below that of the classical upper bound, thus restoring hope in the speedup prospects
of quantum annealing.
I. Introduction
The demonstration of scaling speedups [1, 2] using
quantum hardware is the holy grail of quantum com-
puting, and massive efforts are underway worldwide in
their pursuit. A daunting obstacle is the fact that all
physical implementations of quantum computers suffer
from analog control errors, in which the coefficients of
the Hamiltonian implemented differ from those intended
(e.g., [3]), a fact that threatens to spoil the results of com-
putations due to the accumulation of small errors. This
problem was recognized early on in the gate model of
quantum computing [4], and soon after theoretically dealt
with by error discretization via quantum error correct-
ing codes [5]. Moreover, the accuracy threshold theorem
guarantees that if the physical gates used to implement en-
coded, error-corrected quantum circuits have sufficiently
high fidelity, then any real, noisy quantum computation
can be made arbitrarily close to the intended, noiseless
computation with modest overhead [6–8]. In contrast, the
ultimate impact of analog control errors in Hamiltonian
quantum computing, in particular in adiabatic quantum
optimization [9] and quantum annealing (QA) [10], is not
as clear. While unlike the gate model adiabatic quantum
evolution is inherently robust to path variations due to
unitary control errors [11], there is as of yet no equivalent
mechanism of error discretization or an analogous accu-
racy threshold theorem in this paradigm. Yet, at the same
time quantum annealing offers a currently unparalleled
opportunity to explore NISQ-era [12] quantum optimiza-
tion with thousands of qubits [13, 14]. It is thus of great
importance to assess the role of analog control errors in
QA, and to find ways to mitigate them. Here we do so in
the context of spin glass problems, which are known to
exhibit a type of control-error induced bond or disorder
chaos already in a purely classical setting, causing chaotic
changes in the ground or equilibrium state [15, 16].
The extent to which analog control errors present a
challenge in using any physical realization of quantum
annealing, such as the D-Wave processors [17–19], for
optimization, cannot be overstated. Indeed, an earlier
study of such errors in these processors found evidence
of sub-classical performance and referred to the effect as
J-chaos [20], a terminology we adopt here. More recently
it was shown that analog control noise causes a decrease
in the probability that the implemented Hamiltonian
shares a ground state with the intended Hamiltonian that
scales exponentially in the size of the problem and the
magnitude of the noise [21]. This means that even if
the annealer solves the implemented problem correctly, it
has an exponentially shrinking probability of finding the
intended ground state. In other words, subject to J-chaos
an otherwise perfectly functioning quantum annealer will
typically find the correct answer to the wrong problem.
To mitigate this “wrong Hamiltonian” problem and
restore the prospects for a speedup in the use of quantum
annealing for optimization, it is necessary to introduce
techniques for error suppression and correction. This
observation is not new [22–24], and repetition coding
along with the use of energy penalties has been shown
to significantly enhance the performance of quantum an-
nealers [25–30]. In contrast to previous work, here, for
the first time, we directly address the impact of J-chaos
on algorithmic scaling of optimization in experimental
quantum annealing, while accessing a computational scale
that is still far out of reach of current gate-model quantum
computing devices. We employ a quantum annealing cor-
rection method to mitigate the problem, and demonstrate
that while the scaling of uncorrected quantum annealing
in solving random Ising spin glass problems is catastroph-
ically affected by J-chaos — in that it is worse than even
that of a deterministic (brute force) classical solver —
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2hope for a quantum speedup [31] is restored with error
suppression and correction. This reassuring conclusion
is reached here using the simplest possible error suppres-
sion and correction scheme [25], so that much room for
improvement remains for more advanced methods. We
expect our results to apply broadly, certainly beyond the
D-Wave devices to other quantum [32–34] and semiclas-
sical annealing implementations [35, 36], and to other
forms of analog quantum computing [37].
II. Results
Inspired by classical simulated annealing, in which ther-
mal fluctuations are used to hop over barriers, quantum
annealing uses quantum fluctuations to tunnel through
barriers [10, 38–43]. The D-Wave processors are physical
implementations of such devices [44]. In the standard
forward annealing protocol they apply a time-dependent
transverse field HX =
∑
i σ
x
i (σai denotes the Pauli matrix
of type a ∈ {x, y, z} applied to qubit i ∈ {1, . . . , N}) and
Ising Hamiltonian as follows,
H(s) = A(s)HX +B(s)H˜Ising, (1)
where H˜Ising = HIsing + δHIsing and HIsing are, respec-
tively, the implemented (perturbed) and intended (un-
perturbed) “problem” Hamiltonians, while δHIsing is an
error term (the perturbation). Thus H˜Ising is the (wrong)
Hamiltonian including analog control errors while HIsing
is the Hamiltonian whose ground state we wish to find as
the solution to the optimization problem specified by a
set of local fields {hi} and couplers {Jij}:
HIsing =
∑
i∈V
hiσ
z
i +
∑
(i,j)∈E
Jijσ
z
i σ
z
j (2a)
δHIsing =
∑
i∈V
δhiσ
z
i +
∑
(i,j)∈E
δJijσ
z
i σ
z
j , (2b)
where V and E are the vertex and edge sets of the graph
G, and N = |G|. We assume that the noise is Gaussian
with zero mean and standard deviation η:
δhi, δJij ∼ N (0, η2). (3)
We note that analog errors resulting in the replacement
of HX by
∑
i(1 + i)σxi with random i are expected as
well, but we do not consider such transverse field errors
here. The normalized time, s = t/tf , with tf denoting
the final time, increases from 0 to 1, with A(0)  B(0)
and B(1)  A(1), and A(s) [B(s)] decrease (increase)
monotonically. As such, the transverse field initially drives
strong quantum fluctuations that eventually give way
to the implemented Ising Hamiltonian. In the absence
of δHIsing and an environment the adiabatic theorem
guarantees that the ground state of HIsing will be found if
tf is large compared to the inverse of the minimum gap of
H(s) and the maximum time-derivative(s) ofH(s) [45, 46].
In the presence of an environment the adiabatic theorem
instead guarantees evolution towards the steady state
of the corresponding Liouvillian [47, 48], which becomes
the ground state only for sufficiently low temperature
(compared to the gap of the Liouvillian). When δHIsing 6=
0, the probability that the computation ends in the ground
state of HIsing decreases exponentially in both N and
some power of η [21]. The reason is that as more noise is
added, there is an increasing probability that the spectrum
changes such that the ground state is swapped with an
excited state. Thus, increasing noise and problem size
leads to a rapidly growing probability of failure to find the
correct ground state. In experimental quantum annealing
both the environment and control errors inevitably play
a role.
A. Effect of control noise
In order to systematically test the effect of analog con-
trol errors we studied the performance of two D-Wave
devices on random Ising instances of varying size N , to
which we added artificially generated Gaussian control
noise η. This noise was added to the intrinsic analog
device noise ηint [49], so that the total control noise had
variance η2int+η2. Adding noise in this manner allowed us
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FIG. 1. Correlation plots of ground state (success)
probability Pg with increasing added noise η. Results
for random Ising instances are shown after addition of coupler
noise δJij ∼ N (0, η2). In each panel every data point is Pg
for the same instance with different η values. Top left: success
probability decreases as we go from the no added noise case
η = 0 to η = 0.05. Note that even for η = 0 there is an
intrinsic control error ηint. The same trend persists as we
compare η = 0.05 to η = 0.10 (top right) and η = 0.10 to
η = 0.15 (bottom left). The bottom right panel shows the
extreme comparison of η = 0 to η = 0.15: the ground state is
almost never found for η = 0.15. In all plots success probability
generally decreases with increasing size L. Instances with zero
success probability are not shown, hence the number of data
points drops with increasing η. Unless otherwise noted, here
and in later plots error bars always denote 95% confidence
intervals (C.I.) obtained via a bootstrap. Details of our data
analysis are given in Methods Section C.
3to test its effect on algorithmic performance, and the effi-
cacy of the quantum annealing correction (QAC) strategy
described below.
Throughout this work we used Ising instances with
local fields hi = 0 and couplers Jij selected uniformly
at random from the set ±{1/6, 1/3, 1/2}, and chose
η ∈ {0, 0.03, 0.05, 0.07, 0.10, 0.15}. Such instances have
been studied before [26, 31, 50–52], but only with η = 0,
i.e., never subject to the systematic addition of control
noise. We define “success” in all cases as finding a ground
state of the unperturbed Hamiltonian HIsing. See Meth-
ods Section A for a complete description of the instances
and how we verified ground states.
The number of qubits N is proportional to L2, the
number of Chimera graph unit cells of the D-Wave devices
we used (see Methods Section B). Figure 1 displays a
series of correlation plots between different levels of added
noise, for different problem sizes parametrized by L. At
every size, addition of noise results in a lower success
probability for all instances. Increased size also results in
lower success probability, as expected. Thus, Fig. 1 gives
a visual confirmation of the detrimental effect of control
noise; we quantify this systematically below.
Next we test whether control noise results in J-chaos.
The latter exhibits itself as large variations in the success
probability of the programmed Hamiltonian across differ-
ent runs. We quantify this in terms of the J-chaoticity
measure σ/µ, where σ is the standard deviation of the suc-
cess probability across repeated runs of a given instance,
and µ is the corresponding mean (see Methods Section C
for more details). In Fig. 2, we plot the correlation of the
J-chaoticity measure with increasing noise. For most in-
stances this quantity becomes larger with increasing noise
and size, which indicates that they are becoming more
chaotic. Success probability is also strongly (negatively)
correlated with increasing J-chaoticity, as shown in Fig. 3.
This establishes that control-noise induced J-chaos is re-
sponsible for a strong decline in performance. Before we
quantify this decline in terms of the time-to-solution met-
ric, we first address how to mitigate this problem using
error suppression and correction.
B. Quantum Annealing Correction
The error suppression and correction scheme used in
this work is the [3, 1, 3]1 QAC code introduced in [25]
and further studied experimentally in [26–28]. We refer
the reader to these references for details, and to Meth-
ods Section D for a brief summary. The [3, 1, 3]1 code is
a three-qubit repetition code that corrects bit-flip errors,
with the subscript denoting one extra penalty qubit. The
penalty term energetically suppresses all errors that do
not commute with σz during the anneal.
Since the [3, 1, 3]1 code graph is a minor of the Chimera
graph (see Methods Fig. 9), we can also implement these
instances without QAC. But, to ensure a fair comparison
we need to equalize the resources used with QAC and
without it. The [3, 1, 3]1 code consumes four qubits to
encode one logical qubit. Thus, we can use the same
amount of resources as the encoded logical problem by
running four unencoded copies in parallel, which is called
the classical repetition strategy (C). To be clear, the
difference between QAC and the C strategy is fourfold:
QAC uses logical qubits, logical operators, and an en-
ergy penalty term, while C uses physical qubits, physical
operators, and no penalty. The decoding strategy for
QAC is a majority vote over the three data qubits of each
logical qubit, while for C it is best-of-four-copies of the
logical problem solved by QAC. A more powerful, nested
QAC strategy is known [29], but it requires more physical
qubits per logical qubit, and hence is less suitable for a
scaling analysis of the type we perform here.
We now discuss the results after the application of QAC
and compare them to the C strategy. Fig. 4 illustrates
that for relatively large problem sizes and strong added
control noise, such as at L = 14 and η = 0.07, QAC is
able to find nearly all ground states while the C strategy
only finds the ground state of a small fraction of instances.
More systematically, we show in Fig. 5(a) the fraction of
instances where using QAC improved success probability
when compared to the C strategy. If more than half of the
instances exhibit better performance for the QAC strategy,
applying it is useful for median instances. Evidently, QAC
becomes a better strategy for large size and large noise,
i.e., as finding the ground state becomes harder. Similarly,
we compare the J-chaoticity measure σ/µ for QAC and
C, as seen in Fig. 5(b). Just as in Fig. 5(a), we see
greater advantage using QAC over C with increasing size
and noise. These observations are consistent with earlier
results [25–28] where the [3, 1, 3]1 code performs better
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FIG. 2. Correlation plots of J-chaoticity measure σ/µ
with increasing added noise η. Details are as in Fig. 1, but
here we compare the J-chaoticity measure of instances with
different added noise values. The measure increases as we go
from the no added noise case η = 0 to η = 0.05 (top left). The
same trend persists as we compare η = 0.05 to η = 0.10 (top
right) and η = 0.10 to η = 0.15 (bottom left). The bottom
right panel shows the extreme comparison of η = 0 to η = 0.15,
where for all instances at all sizes J-chaoticity is higher to well
within the 95% C.I.s
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FIG. 3. Correlation between success probability and J-
chaoticity. We plot the success probability and J-chaoticity
measure with noise η = 0.03. There is evidently a strong
correlation between the two, showing that the success proba-
bility is lowered due to J-chaos. The inset shows the Pearson
correlation coefficient ρ between success probability and J-
chaoticity, as a function of added noise, for all η values tested.
As η grows, success probability and J-chaoticity become more
negatively correlated.
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FIG. 4. Sorted success probabilities for L = 14 and
η = 0.07, all 100 instances. C is able to find the correct
ground state for only 11 instances. Meanwhile, QAC is able
to find the correct ground state for all but 2 instances and
increases the mean success probability over C.
than the classical repetition strategy at large problem
sizes. Here, we have shown that this is also true in the
high control noise and J-chaos regime.
To understand the source of the improvement in the
success probability, consider that application of repetition
codes can decrease the effective noise on the encoded
problem [22]. In particular, the encoded operators of
an n-qubit repetition code have an effective energy scale
that scales extensively relative to the unencoded problem
(see Methods Section D), while the random control noise
adds up incoherently and hence its energy contribution
only scales up by a factor of
√
n. Thus, the encoding
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FIG. 5. Fraction of instances where QAC outperforms
the C strategy. In (a), we plot the fraction of instances where
QAC found higher success probability than the C strategy
after removing any instances where both failed completely
(see Appendix B 1). In (b), we plot the fraction of instances
where QAC lowered the J-chaoticity measure when compared
to the C strategy. QAC becomes better with increasing size. At
large noise, QAC becomes the better strategy for all instances.
We note that here and the other figures below, we have omitted
the η = 0 results for L ≥ 13. The reason is a discontinuity
between the DW2X and DW2000Q devices which is discussed
in detail in Appendix C, and which is unrelated to the scaling
analysis that forms the main focus of this work.
reduces the effective noise of the problem by the factor
1/
√
n. This enhances the success probability of the en-
coded problem over the simple C strategy, essentially
by leveraging just classical properties of the repetition
code. However, there is a quantum mechanism at work
as well: a mean-field analysis reveals that the penalty
term reduces the tunneling barrier width and height in
the QAC case [53, 54]. Indeed, we shall next see that
our empirical results are inconsistent with the constant
success probability enhancement that would be expected
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FIG. 6. TTS for QAC and the C strategy, sorted by
added noise. We show the TTS to find at least one ground
state of the median instance of class (L, η). In (a), we show
the results from the classical repetition strategy. For large
instances L ≥ 10 and high noise η = 0.15, the C strategy fails
to find any ground state for the median instance in our data
set. In (b), we show the results for QAC, which is always able
to find the ground state of the median instance in our data set.
The scaling in (b) is milder compared to (a). For all η > 0, a
missing data point indicates that the ground state was never
found at that L value, e.g., for all L ≥ 14 in (a).
from a purely classical reduction of the effective noise by
the factor 1/
√
3 (we use an n = 3 repetition code).
C. Scaling of the time-to-solution
We now discuss the impact of the analog noise on the
computational effort required to find a solution of the
problem. This can be quantified by the time-to-solution
(TTS) metric [31], which is the number of runs required
to obtain the correct ground state at least once with 99%
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FIG. 7. Median speedup of QAC over C. We show the
ratio of TTS of C and TTS of QAC, which will sit above the
dashed line at speedup ratio = 1 for cases when it is advan-
tageous to use QAC. Furthermore, a positive slope indicates
a potential scaling speedup of QAC over C, since this occurs
when the TTS of C is growing more quickly than of QAC.
success probability:
TTS = tf
⌈
ln(1− 0.99)
ln(1− Pg)
⌉
, (4)
where tf is the total anneal time per run, and Pg is the
probability of finding the ground state in a given run (see
Methods Section C for details on how Pg was computed).
The TTS metric is often used for benchmarking quantum
annealing against classical algorithms (e.g., [55–59]). The
TTS metric gives accurate scaling with problem size only
when tf is optimized to minimize the TTS for each size [13,
31]. In our experiments, we used a fixed tf = 5 µs, and
hence these results only place a lower bound on the true
scaling [55], but this is sufficient for our purposes. Since
our anneal time was fixed, we actually report the number
of runs R = TTS/tf , which we still refer to as TTS. Note
that R ≥ 1 as one needs to run the annealer at least once
to find the correct ground state.
In Fig. 6, we show the TTS required to find the ground
state for the median instances at each size, for both C
and QAC, sorted by different levels of added noise η.
As expected for spin glasses, the TTS scales at least
exponentially in L for both cases, with the scaling be-
coming worse for larger η. However, we note that QAC
exhibits both milder scaling and lower absolute effort.
The same conclusion holds when we sort instances by
hardness (see Appendix B 2). To more directly see the
advantage of QAC over C, we plot the speedup ratio [55]
in Fig. 7. This plot clearly shows the scaling advantage of
QAC over C for sufficiently large size L and added noise
η: for all added noise levels η, the slope of the speedup
ratio becomes positive beyond an initial transient at small
sizes L, and this happens sooner the larger η is.
6D. Data collapse and scaling: doom vs hope
We have seen that QAC outperforms the C strategy.
But what is the worst-case classical cost of solving the
same Ising problem instances? For a generalized Chimera
graph of L×L unit cells of complete bipartite graphs Kr,r,
the tree-width is w = rL+1; for the D-Wave devices used
here r = 4. Dynamic programming takes time O(L22w) to
find the ground state of any Ising problem defined on such
a graph [59, 60]. Here 2w is the dimension of the exhaus-
tive search space for each of the L2 tree nodes of width
w. Thus in the present case any problem can be solved
exactly, deterministically, in time TTSDP = O(L224L).
However, adding analog errors exponentially suppresses
the probability of success. Specifically, if the errors are
drawn from a Gaussian distribution with standard devia-
tion η on an instance with N spins, then Pg = O(e−η
αN ),
where α ≤ 1 depends on the problem class [21]. Thus, to
find the ground state of the intended Hamiltonian HIsing,
running dynamic programming on the Ising instances
with noise added is expected to take a time scaling as
TTSDP×
⌈
ln(1−0.99)
ln(1−Pg)
⌉
, which reduces, in the limit Pg  1,
to:
TTSDP/Pg = O(L224LecDPL
2
) , cDP = 8ηα (5)
since the dynamic programming algorithm is only pre-
sented the intended Ising instance once every 1/Pg times
on average. Thus the worst case classical cost is asymp-
totically O(e8ηαL2). Note that this scaling is determined
not by the intrinsic performance of the DP algorithm,
but by the probability Pg that it is presented with the
intended Hamiltonian, which is algorithm-independent
(and is, of course, not a problem an algorithm run-
ning on classical digital computers would need to suffer
from). A random guess would find the intended ground
state with the same asymptotic scaling: TTSrand/Pg =
2Ne8ηαL2 = O(ecrandL2), but with a larger exponent:
crand = cDP + 8 ln 2.
To compare the D-Wave device’s TTS scaling to this
form, we attempted a data collapse of the results shown
in Fig. 6, in order to include the η dependence in the
scaling function. To achieve the data collapse we ran a
comprehensive search for functions f(L, η) that would
collapse both the C and QAC data using as few fitting
parameters as possible (see Methods Section E for details
of the procedure). A natural choice for such a function is
a generalization of Eq. (5) with up to five free parameters,
of the form TTS = aL210bL+c(η2+d2)eL2 . However, we
found it to perform poorly (see Appendix B 3). Instead,
we found that the four-parameter form
f(L, η) = 10a(η
2+b2)cLd , (6)
where the crucial difference is the replacement of L2 by
Ld in the exponential, works very well for both the C and
QAC data (using three or fewer parameters gives poor
FIG. 8. Data collapse and fit. Result of the collapse of
the data after fitting the TTS results shown in Fig. 6 to
10a(η2+b2)cLd [Eq. (6)]. The dashed line is the asymptotic
scaling of the classical dynamic programming algorithm, for
which log10(TTS) ∼ L2. The red/green region above/below
this line is where the C/QAC data lies after the data collapse.
These correspond, respectively, to a guaranteed slowdown and
a possible (but not guaranteed) speedup. The blue and red
solid are the fits derived from the data collapse, with param-
eters given in Table I. The shaded regions around the fitted
lines represent the 95% C.I. fits as described in Appendix B 3.
agreement). The data collapse and fit results are shown
in Fig. 8, and the fit parameters along with their 95% C.I.
are given in Table I. The relatively tight error bounds are
evidence of the quality of the data collapse.
Surprisingly, we find that d > 2 for the C strategy,
with high statistical confidence. This means that without
error suppression, and even after using a majority vote
among four copies of the problem, the performance of the
quantum annealer is worse than that of a deterministic
worst-case classical algorithm, for which d = 2. Hence
the “doom” advertised in the title of this work.
Fortunately, not all is lost: this disturbing finding is
mitigated by QAC. As seen in Fig. 8 and Table I, for QAC
we obtain d < 2, again with high statistical confidence.
This result restores the hope that a quantum annealer can
eventually become competitive with classical optimization
algorithms, but only after the incorporation of an error
suppression and correction strategy such as QAC.
III. Discussion
It should be remarked that our results on optimization
have no direct bearing on other tasks quantum annealers
are potentially capable of speeding up, such as approx-
imate optimization [61, 62] and sampling [63–67]. Nor
do our results address quantum annealing slowdowns due
to small gaps [68–71], which may be addressed via other
7Scheme a b c d
C 8.01 0.134 1.61 2.12
C lower 5.71 0.109 1.58 2.10
C upper 10.3 0.159 1.64 2.15
QAC 0.392 0.069 0.486 1.73
QAC lower 0.384 0.057 0.483 1.70
QAC upper 0.399 0.081 0.490 1.75
TABLE I. Fit parameters for Eq. (6) after data collapse of
the TTS scaling data shown in Fig. 6. “Upper” and “lower”
refers to the 95% C.I. values of the parameters, calculated as
explained in detail in Appendix B 3. Of particular note is the
d parameter, which determines the asymptotic scaling. For
QAC d < 2 while for C d > 2, with d = 2 being the scaling of
an exhaustive classical solver.
methods, such as non-stoquastic Hamiltonians [72, 73],
reverse annealing [74–76], or inhomogeneous transverse
field driving [77, 78]. However, none of these methods is
immune to the effects of J-chaos.
To conclude, we have shown that QAC can reduce the
detrimental effects of J-chaos on the performance of quan-
tum annealers. In the regime we tested, QAC becomes
more effective the higher the noise is and the larger the
problem size is. The improvements seen are distinctly
greater than without error suppression and correction,
even after equalizing resources in terms of total qubit
count, in terms of both scaling and absolute effort. More-
over, QAC undoes a catastrophic loss to an exhaustive
classical algorithm by improving the scaling of the an-
nealer’s TTS to below the classical upper bound. Thus,
we have demonstrated that QAC is not only an effective
tool that can be used to improve current quantum anneal-
ing hardware, but that error suppression and correction
are essential to ensure competitive performance against
classical alternatives. Further improvements using more
powerful error suppression and correction strategies than
the simple one we explored here are certainly expected,
and undoubtedly necessary, as ultimately only a fully
fault-tolerant approach is expected to be effective in the
asymptotic limit of large problem sizes.
Methods
A. Random Ising Instances
Without noise — The set of instances used were
generated randomly on the [3, 1, 3]1 code graph produced
by the L× L Chimera graph for L ∈ {2, . . . , 12} on the
D-Wave 2X and L ∈ {13, . . . , 16} on the D-Wave 2000Q.
There were 100 instances at each graph size such that the
local fields, hi, were 0 and the couplings Jij were drawn
uniformly at random from the set ± 16 × {1, 2, 3}. We
found the ground state energy of these logical instances
via the Hamze-Freitas-Selby (HFS) algorithm [60, 79] and
parallel tempering with iso-energetic cluster (Houdayer)
moves (PTICM) [80, 81]. By using both, we consistently
found ground state energies lower than or just as low as
those found by the D-Wave devices. In a few instances
the latter found lower energies than HFS (one instance
at L = 15 and five at L = 16), and these were confirmed
as correct using PTICM. As such, we are confident that
the ground state energies found were in fact correct.
With noise — We generated random numbers δJij ∼
N (0, η2). If a modified coupler value J˜ij = Jij + δJij
fell outside the experimentally allowed range [−1, 1], we
truncated it to ±1. Since the largest coupling in our set
was 0.5 and the largest noise had a standard deviation of
η = 0.15, these truncated values were only used a handful
of times in our entire data collection.
B. The D-Wave devices used
In this study, we used the D-Wave 2X (DW2X) an-
nealer installed at the USC Information Sciences Institute
and the D-Wave 2000Q (DW2000Q) annealer installed
at the NASA Quantum Artificial Intelligence Labora-
tory (QuAIL). The qubits of the annealer occupy the
vertices of the Chimera graph of size 12 × 12 for the
DW2X and 16× 16 for the DW2000Q (see Fig. 10 in Ap-
pendix A). The DW2X has 1098 functional qubits, leading
to a [3, 1, 3]1 code graph with 236 functional logical qubits
and the DW2000Q has 2031 functional qubits, leading to
a [3, 1, 3]1 code graph with 504 functional logical qubits,
as shown in Fig. 9.
The annealing time tf can be chosen in the range
[5, 2000]µs on the DW2X and [1, 2000]µs on the DW2000Q.
We used tf = 5µs, since this is the fastest time that could
be used across both devices.
There were some differences between the structure and
performance of these two devices. A discussion of these
differences can be found in Appendix C.
C. Data analysis
We used a Bayesian bootstrap [82] over the underlying
data (collected as described in Methods Section A) to
compute the mean µ and the standard deviation σ of the
success probabilities and their associated error bars. The
ground state probability Pg used in Eq. (4) is the same
as µ.
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FIG. 9. The [3, 1, 3]1 code and the resulting logical graphs of the DW2X and DW2000Q devices. (a) A logical
qubit of the [3, 1, 3]1 code is formed by connecting three qubits in one half of the unit cell to a single qubit on the other half of
the unit cell. The three qubits are called the “data qubits” and the single qubit plays the role of a “penalty qubit”. The data
qubits are tied together with the penalty qubit by ferromagnetic couplings to ensure consistent evolution of each of the three
data qubits. Each unit cell now contains two logical qubits. (b) and (c) Each logical qubit connects to its neighbor in the same
cell via the intra-cell couplings and connects to its horizontal or vertical neighbor via the inter-cell couplings. This construction
gives rise to a graph of degree 3 which is a minor embedding of the Chimera graph. (b) is the logical graph for the DW2X, (c)
for the DW2000Q. In both graphs, green (red) circle denote operational (inactive) logical qubits. Orange circles denote logical
qubits with intact data qubits but an inactive penalty qubit. The lines denote the active couplings between the operational
logical qubits. For each problem size L, we used a subgraph formed by taking an L× L square starting from the top left corner.
Consider g gauges where for each gauge i we find si
successful readouts out of the total M readouts. We
used the Beta function β(si,M − si) as our posterior
probability distribution of success, i.e., it is our best guess
of the distribution of the success probability, given the
observation of si successful hits in M attempts. To draw
one sample of our bootstrap distribution, we did the
following:
1. First, sample from each of the β-distributions. Let Bi
be a sample from the distribution β(si,M − si) and
let ~B = {B1, B2, . . . , Bg}.
2. Then, sample a point from the g-dimensional uniform
Dirichlet distribution. This is a g-dimensional vector
~D.
3. The estimate of the success probability for this boot-
strap sample is given by
µ = ~D · ~B =
g∑
i=1
DiBi (7)
and the estimate of the standard deviation of this
sample is the square root of the weighted variance of
~B where the weights are given by ~D,
σ2 =
g∑
i=1
Di(Bi − µ)2 . (8)
In Eqs. (7) and (8), we have used the fact that the
samples of the uniform Dirichlet distribution sum to 1:∑
iDi = 1.
4. From these two quantities, we computed σ/µ. Other
quantities of interest can be similarly derived from a
combination of ~B and ~D.
We repeated these steps a large number of times to
obtain a bootstrap distribution over our quantity of in-
terest (in this case, µ and σ/µ). Our best estimate of
the quantity and its associated error bars are given by
the mean and the spread of the bootstrap distribution
respectively.
Data for C was collected as follows. For each instance
and each noise value, we ran the annealer with 5 random
gauges [83, 84] with 10, 000 readouts each. If p is the
success probability of one unencoded copy and each copy
is statistically independent, then the C strategy will have
at least one successful copy with probability 1− (1− p)4.
Here, we only collected data for a single copy, and then
9used this combinatorial formula to get an estimate on the
success probability of the classical repetition case, as in
earlier work [26]. In fact, due to crosstalk this provides an
upper bound on the actual performance of the C strategy
(see Appendix C 2), so that our results favor QAC over C
even more than our plots indicate.
Data for QAC (see Section D) was collected as follows.
Every data collection run for problem instance i of size L
can be labeled by two additional parameters; the strength
of artificial injected noise η and the strength of the penalty
value γ. The penalty strength was chosen from the set γ ∈
{0.1, 0.2, . . . , 0.5}. For each data collection run (i, L, η, γ),
we ran the annealer with 5 random gauges with 10, 000
readouts each, for a total of 50, 000 readouts. From this
data we estimated the mean success probability over the
gauges, Pg(i, L, η, γ). The optimal penalty value
γopt = arg max
γ
Pg(i, L, η, γ) (9)
maximizes the success probability within the chosen range
of penalty values. The results shown in Section II were
picked to be at this optimal value for each instance. His-
tograms of the optimal strengths for each problem size
are shown in Appendix D.
D. Quantum annealing correction
In QAC we encode each logical Pauli-Z operator as a
sum of n such physical operators, i.e.,
σzi =
n∑
l=1
σzil , σ
z
i σ
z
j =
n∑
l=1
σzilσ
z
jl
. (10)
Furthermore, we add a term to ferromagnetically couple
the physical copies through an auxiliary qubit, i.e.,
HP = −
N∑
i=1
σzipσ
z
i , (11)
where N is the number of logical variables in the original
optimization problem. We refer to the physical copies, σzil ,
as data qubits and the auxiliary qubit, σzip , as a penalty
qubit. Thus, we arrive at the following encoding of our
logical problem:
H(s) = A(s)HX +B(s)(αHIsing + γHP ), (12)
where HIsing is the encoded version of HIsing in Eq. (2a),
i.e., σzi 7→ σzi and σzi σzj 7→ σzi σzj , and α is an overall energy
scale for the problem Hamiltonian (not used in this work,
but complementary to adding control noise [29]). When
we add control noise to the QAC Hamiltonian, we replace
hi by h˜i = hi + δhi and Jij by J˜ij = Jij + δJij , with the
noise satisfying Eq. (3).
The current generations of D-Wave devices allow a di-
rect implementation of this code in the Ising Hamiltonian
for n = 3, as shown in Fig. 9, but are unable to encode the
driver Hamiltonian HX , as this requires many-body terms
of the form (σx)⊗n. Thus, increasing the penalty strength,
γ, begins to diminish the effect of the quantum fluctua-
tions that drive quantum annealing. On the other hand,
larger γ values are more able to suppress bit flip errors.
Thus, there exists an optimal value of γ which depends
on the spectrum of the problem instance [25–28]. This
optimization is further discussed in Methods Section A.
After annealing, we obtain a state vector where each
data qubit is measured in the computational basis. From
this, we can obtain a state vector of logical qubits via
a variety of decoding strategies [28]. In this work, we
exclusively used the strategy in which each logical qubit
is decoded by a majority vote of its constituent data
qubits.
E. Data collapse
Here we explain our procedure for identifying the op-
timal fit and data collapse function, and for extracting
confidence intervals (C.I.’s) and error bars. We considered
trial TTS functions of the form f(L, η) = 10gi(L,η), with:
g1 = a(η2 + b2)cLd , g2 = g1 + log10(e) (13a)
g3 = aL+ c(η2 + b2)d1Ld2 + log10(eL2). (13b)
For g3 we focused on the three cases {d1 = 1/2, d2 = 2},
{d1 = d, d2 = 2}, {d1 = 1/2, d2 = d}. Thus our trial func-
tions had either four ({a, b, c, d}) or five ({a, b, c, d, e})
free fitting parameters. For each trial function we com-
puted non-linear least-square fits to the median TTS data
for C on L ∈ {2, . . . , 12}, and QAC on L ∈ {2, . . . , 16}.
The fitting parameters were initially allowed to take any
values. However, we only accepted fits with a ≥ 0 in g3,
since a < 0 (scaling that decreases with L) would have to
reflect overfitting. Thus, we also computed fits where we
squared all the fitting parameters [i.e., replaced a by a2
in Eq. (13), etc.] in order to enforce positivity. Further-
more, we tested if the discrepancy between the ideal and
actual number of Chimera graph couplers made a differ-
ence by fitting with an effective L; see Appendix C for
details. Thus, for each trial function there were four differ-
ent methods: unconstrained/squared fitting parameters
with L/effective L. Lastly, all fits were attempted with
each of the optimization methods possible in Mathemat-
ica: SimulatedAnnealing, RandomSearch, NelderMead,
and DifferentialEvolution.
Across the different methods and optimization algo-
rithms used, g1 was consistently the best of the 4-
parameter fits and was always very close to g2, which
is its 5-parameter generalization. The g3 functions always
resulted either in a < 0 or otherwise a very poor fit. Pa-
rameter squaring also improved the fit quality, and of the
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optimization methods only NelderMead tended to give
inferior results.
After determining the three parameters {a, b, c} for the
median TTS data for g1, we found least-squares fits to
the upper and lower bounds determined by the 95% C.I.’s
for the median TTS, by using the same set {a, b, c} and
letting only d be a free parameter. In this manner we
found d− and d+, the exponents that provide respective
lower and upper bounds on d for the median TTS data.
In turn, d− and d+ have associated 95% C.I.’s, denoted
∆d− and ∆d+. The reported range of d in Table I is then
[d− −∆d−, d+ + ∆d+]. The resulting fits for each η are
shown in Appendix B 3.
Data availability
All raw data is available upon reasonable request from
the authors. A Mathematica notebook containing the
TTS results, analysis scripts, error analysis, and our de-
tailed fitting and data collapse results is available [85].
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Appendix
A. Chimera graphs of the D-Wave devices used in
this work
The Chimera graphs of the DW2X and DW2000Q
devices we used are shown in Fig. 10. In both graphs,
green (red) circles denote operational (inactive) physical
qubits. The lines denote the possible coupling between
the operational physical qubits. Minor embedding of the
[3, 1, 3]1 code leads to the logical graphs shown in Fig. 9.
B. Additional results
1. Fraction of failures of both QAC and C
Success probability drops as more noise is added and
problem size grows. Fig. 11 shows the fraction of instances
where neither QAC nor C found the ground state. This
figure complements Fig. 5(a), which includes all other
instances, and shows that QAC improves upon C for
sufficiently large values of L and η.
2. TTS Scaling with Size and Hardness
Figure 12 shows the same data as in Fig. 6 when we
combine all the noise realizations at each size L and
plot different percentiles of hardness. QAC improves the
scaling at all percentiles, from the easiest instances at
the 10th percentile to the hardest instances at the 90th
percentile.
3. Data collapse of TTS with error bars
Figure 13 shows the results of the fits computed for the
data collapse procedure described in Methods Section E,
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97
98
99
100
101
102
103
104
105
106
107
108
109
110
111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
138
139
140
141
142
143
144
145
146
148
149
150
151
152
153
154
155
156
157
158
159
160
161
162
163
164
165
166
167
168
169
170
171
172
173
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189
190
191
192
193
194
195
200
201
202
203
204
205
206
207
208
209
210
211
212
213
214
215
216
217
218
219
220
221
222
223
224
225
226
228
229
230
231
232
233
234
235
236
237
238
239
240
241
242
243
244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259
260
261
262
263
264
265
266
267
268
269
270
271
272
273
274
275
276
277
278
279
280
281
282
284
285
286
287
288
289
290
291
292
293
295
296
297
298
299
300
301
302
303
304
305
306
307
308
309
310
311
312
313
315
317
318
319
320
321
322
323
325
326
327
328
329
330
331
332
333
334
335
336
337
338
339
340
341
342
343
344
345
346
347
348
349
350
351
353
354
355
356
357
358
359
360
361
362
363
364
365
366
367
368
369
370
371
372
373
374
375
376
377
378
379
380
381
382
383
384
385
386
387
388
389
390
391
392
393
394
395
396
397
398
399
400
401
402
403
404
405
406
407
408
409
410
411
412
413
414
415
416
417
418
419
420
421
422
423
424
425
426
427
428
430
431
432
433
434
436
438
439
440
441
442
443
444
445
446
447
448
449
450
451
452
453
454
455
456
457
458
459
460
461
463
464
465
466
467
468
470
472
473
474
475
476
477
478
479
480
481
482
483
484
485
487
488
489
490
491
492
493
494
495
496
497
498
499
500
501
502
503
504
505
506
507
508
509
510
511
513
514
515
516
517
518
519
520
521
522
523
524
525
526
527
528
529
530
531
532
533
534
535
536
537
538
539
540
541
542
543
544
545
546
547
548
549
550
551
552
553
554
555
556
557
558
559
560
561
562
563
565
566
567
568
570
571
574
575
576
577
578
579
580
581
582
583
584
585
586
587
588
589
590
591
592
593
594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647
648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
683
684
685
687
688
689
690
691
692
693
694
695
697
698
699
700
701
702
703
704
705
706
707
708
709
710
711
712
713
714
715
716
717
718
719
720
722
723
724
726
727
728
729
730
731
732
733
734
735
736
738
739
740
741
742
743
744
745
746
747
748
749
750
751
752
753
754
755
756
757
758
759
760
761
763
764
765
766
767
768
769
770
771
772
773
774
775
776
777
778
779
780
781
782
783
784
785
786
787
788
789
790
791
792
793
794
795
796
797
798
799
800
801
802
803
804
805
806
807
808
809
810
812
813
814
816
817
818
819
820
821
822
823
824
825
826
827
828
829
830
831
832
833
834
835
836
837
838
839
841
842
843
844
845
846
847
848
849
850
851
852
853
854
855
856
857
858
859
860
861
862
863
864
865
866
867
868
869
870
871
872
873
874
875
876
877
878
879
880
881
882
883
884
885
886
887
888
889
890
891
892
893
894
895
896
897
898
899
900
901
902
903
904
905
906
909
910
912
913
914
915
916 920
921
922
923
924
925
926
927
928
929
930
931
932
933
934
935
936
937
938
939
940
941
942
943
944
945
946
947
948
949
950
951
952
953
954
955
956
957
958
959
960
961
962
963
964
965
966
967
969
970
971
972
973
974
975
976
977
978
979
980
981
982
983
984
985
986
987
988
989
991
992
994
995
996
997
998
999
1001
1002
1003
1005
1006
1007
1009
1010
1011
1012
1013
1014
1015
1016
1017
1018
1019
1020
1021
1022
1023
1024
1025
1026
1027
1028
1029
1030
1031
1032
1033
1034
1035
1036
1037
1038
1039
1040
1041
1042
1043
1044
1045
1047
1048
1049
1050
1051
1052
1053
1054
1055
1056
1057
1058
1059
1060
1061
1062
1063
1064
1065
1066
1067
1068
1069
1070
1071
1072
1073
1074
1075
1076
1077
1078
1080
1081
1082
1083
1084
1085
1086
1087
1088
1089
1090
1091
1092
1093
1094
1095
1096
1097
1098
1099
1100
1101
1102
1103
1105
1106
1107
1108
1109
1110
1111
1112
1113
1114
1115
1116
1117
1118
1119
1120
1121
1122
1123
1124
1125
1126
1127
1129
1130
1131
1132
1133
1134
1135
1136
1137
1138
1139
1140
1141
1142
1143
1144
1145
1146
1147
1148
1149
1150
1151
22
49
137
147
174
196
197
198
199 227 283
294 314
316 324 352
429
435
437
462
469
471
486
512 564
569
572
573
682 686
696
721 725 737
762
811 815
840
907
908
911
917
918
919
968
990
993
1000 1004 1008
1046
1079
1104 1128
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97
98
99
100
101
102
103
104
105
106
107
108
109
110
111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156
157
158
159
160
161
162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189
190
191
192
193
194
195
196
197
198
199
200
201
202
203
204
205
206
207
208
209
210
211
212
213
214
215
216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
231
232
233
234
235
236
237
238
239
240
241
242
243
244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259
260
261
262
263
264
265
266
267
268
269
270
271
272
273
274
275
276
277
278
279
280
281
282
283
284
285
286
287
288
289
290
291
292
293
294
295
296
297
298
299
300
301
302
303
304
305
306
307
308
309
310
311
312
313
314
315
316
317
318
319
320
321
322
323
324
325
326
327
328
330
331
332
333
334
336
337
338
339
340
341
342
343
344
345
346
347
348
349
350
351
352
353
354
355
356
357
358
359
360
361
362
364
365
366
368
369
370
371
372
373
374
375
376
377
378
379
380
381
382
383
384
385
386
387
388
389
390
391
392
393
394
395
396
397
398
399
400
401
402
403
404
405
406
407
408
409
410
411
412
413
414
415
416
417
418
419
420
421
422
423
424
425
426
427
428
429
430
431
432
433
434
435
436
437
438
439
440
441
442
443
444
445
446
447
448
449
450
451
452
453
454
455
456
457
458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485
486
487
488
489
490
491
492
493
494
495
496
497
498
499
500
501
502
503
504
505
506
507
508
509
510
511
512
513
514
515
516
517
518
519
520
521
522
523
524
525
526
527
528
529
530
531
532
533
534
535
536
537
538
539
540
541
542
543
544
545
546
547
548
549
550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566
567
568
569
570
571
572
573
574
575
576
577
578
579
580
581
582
583
584
585
586
587
588
589
590
591
592
593
594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647
648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701
702
703
704
705
707
708
709
710
711
712
713
714
715
716
717
718
719
720
721
722
723
724
725
726
727
728
729
730
731
732
733
734
735
736
737
738
739
740
741
742
743
744
745
746
747
748
749
750
751
752
753
754
755
756
757
758
759
760
761
762
763
764
765
766
767
768
769
770
771
772
773
774
775
776
777
778
779
780
781
782
784
785
786
787
788
789
790
791
792
793
794
795
796
797
798
799
800
801
802
803
804
805
806
807
808
809
811
812
813
814
816
817
818
819
820
821
822
823
824
825
826
827
828
829
830
831
832
833
835
836
837
838
839
840
841
842
843
844
845
846
847
848
849
850
851
852
853
854
855
856
857
858
859
860
861
862
863
864
865
866
867
868
869
870
871
872
873
874
875
876
877
878
879
880
881
882
883
884
885
886
887
888
889
890
891
892
893
894
895
896
897
898
899
900
901
902
903
904
905
906
907
908
909
910
911
912
913
914
915
916
917
918
919
920
921
922
923
924
925
926
927
928
929
930
931
932
933
934
935
936
937
938
939
940
941
942
943
944
945
946
947
948
949
950
951
952
953
954
955
956
957
958
959
960
961
962
963
964
965
966
967
968
969
971
972
973
974
976
977
978
979
980
981
982
983
984
985
986
987
988
989
990
991
993
994
995
996
997
998
1000
1001
1002
1003
1004
1005
1006
1007
1008
1009
1010
1011
1012
1013
1014
1015
1016
1017
1018
1019
1020
1021
1022
1023
1024
1025
1026
1027
1028
1029
1030
1031
1032
1033
1034
1035
1036
1037
1038
1039
1040
1041
1042
1043
1044
1045
1046
1047
1048
1049
1050
1051
1052
1053
1054
1055
1056
1057
1058
1059
1060
1061
1062
1063
1064
1065
1066
1067
1068
1069
1070
1071
1072
1073
1074
1075
1076
1077
1078
1079
1080
1081
1082
1083
1084
1085
1086
1087
1088
1089
1090
1091
1092
1093
1094
1095
1096
1097
1098
1099
1100
1101
1102
1103
1104
1105
1106
1107
1108
1109
1110
1111
1112
1113
1114
1115
1116
1117
1118
1119
1120
1121
1122
1123
1124
1125
1126
1127
1128
1129
1130
1131
1132
1133
1134
1135
1136
1137
1138
1139
1140
1141
1142
1143
1144
1145
1146
1147
1148
1149
1150
1151
1152
1153
1154
1155
1156
1157
1158
1159
1160
1161
1162
1163
1164
1165
1166
1167
1168
1169
1170
1171
1172
1173
1174
1175
1176
1177
1178
1179
1180
1181
1182
1183
1184
1185
1186
1187
1188
1189
1190
1191
1192
1193
1194
1195
1196
1197
1198
1199
1200
1201
1202
1203
1204
1205
1206
1207
1208
1209
1210
1211
1212
1213
1214
1215
1216
1217
1218
1219
1220
1221
1222
1223
1224
1225
1226
1227
1228
1229
1230
1231
1232
1233
1234
1235
1236
1237
1238
1239
1240
1241
1242
1243
1244
1245
1246
1247
1248
1249
1250
1251
1252
1253
1254
1255
1256
1257
1258
1259
1260
1261
1262
1263
1264
1265
1266
1267
1268
1269
1270
1271
1272
1273
1274
1275
1276
1277
1278
1279
1280
1281
1282
1283
1284
1285
1286
1287
1288
1289
1290
1291
1292
1293
1294
1295
1296
1297
1298
1299
1300
1301
1302
1303
1304
1305
1306
1307
1308
1309
1310
1311
1312
1313
1314
1315
1316
1317
1318
1319
1320
1321
1322
1323
1324
1325
1326
1327
1328
1329
1330
1331
1332
1333
1334
1335
1336
1337
1338
1339
1340
1341
1342
1343
1344
1345
1346
1347
1348
1349
1350
1351
1352
1353
1354
1355
1356
1357
1358
1359
1360
1361
1362
1363
1364
1365
1366
1367
1368
1369
1370
1371
1372
1373
1374
1375
1376
1377
1378
1379
1380
1381
1382
1383
1384
1385
1386
1387
1388
1389
1390
1391
1392
1393
1394
1395
1396
1397
1398
1399
1400
1401
1402
1403
1404
1405
1406
1407
1408
1409
1410
1411
1412
1413
1414
1415
1416
1417
1418
1419
1420
1421
1422
1423
1424
1425
1426
1427
1428
1429
1430
1431
1432
1433
1434
1435
1436
1437
1438
1439
1440
1441
1442
1443
1444
1445
1446
1447
1448
1449
1450
1451
1452
1453
1454
1455
1456
1457
1458
1459
1460
1461
1462
1463
1464
1465
1466
1467
1468
1469
1470
1471
1472
1473
1474
1475
1476
1477
1478
1479
1480
1481
1482
1483
1484
1485
1486
1487
1488
1489
1490
1491
1492
1493
1494
1495
1496
1497
1498
1499
1500
1501
1502
1503
1504
1505
1506
1507
1508
1509
1510
1511
1512
1513
1514
1515
1516
1517
1518
1519
1520
1521
1522
1523
1524
1525
1526
1527
1528
1529
1530
1531
1532
1533
1534
1535
1536
1537
1538
1539
1540
1541
1542
1543
1544
1545
1546
1547
1548
1549
1550
1551
1552
1553
1554
1555
1556
1557
1558
1559
1560
1561
1562
1563
1564
1565
1566
1567
1568
1569
1570
1571
1572
1573
1574
1575
1576
1577
1578
1579
1580
1581
1582
1583
1584
1585
1586
1587
1588
1589
1590
1591
1592
1593
1594
1595
1596
1597
1598
1599
1600
1601
1602
1603
1604
1605
1606
1607
1608
1609
1610
1611
1612
1613
1614
1615
1616
1617
1618
1619
1620
1621
1622
1623
1624
1625
1626
1627
1628
1629
1630
1631
1632
1633
1634
1635
1636
1637
1638
1639
1640
1641
1642
1643
1644
1645
1646
1647
1648
1649
1650
1651
1652
1653
1654
1655
1656
1657
1658
1659
1660
1661
1662
1663
1664
1665
1666
1667
1668
1669
1670
1671
1672
1673
1674
1675
1676
1677
1678
1679
1680
1681
1682
1683
1684
1685
1686
1687
1688
1689
1690
1691
1692
1693
1694
1695
1696
1697
1698
1699
1700
1701
1702
1703
1704
1705
1706
1707
1708
1709
1710
1711
1712
1713
1714
1715
1716
1717
1718
1719
1720
1721
1722
1723
1724
1725
1726
1727
1728
1729
1730
1731
1732
1733
1734
1735
1736
1737
1738
1739
1740
1741
1742
1743
1744
1745
1746
1747
1748
1749
1750
1751
1752
1753
1754
1755
1756
1757
1758
1759
1760
1761
1762
1763
1764
1765
1766
1767
1768
1769
1770
1771
1772
1773
1774
1775
1776
1777
1778
1779
1780
1781
1782
1783
1784
1785
1786
1787
1788
1789
1790
1791
1792
1793
1794
1795
1796
1797
1798
1799
1800
1801
1802
1803
1804
1805
1806
1807
1808
1809
1810
1811
1812
1813
1814
1815
1816
1817
1818
1819
1820
1821
1822
1823
1824
1825
1826
1827
1828
1829
1830
1831
1832
1834
1835
1836
1837
1838
1839
1840
1841
1842
1843
1844
1845
1846
1847
1848
1849
1850
1851
1852
1853
1854
1855
1856
1857
1858
1859
1860
1861
1862
1863
1864
1865
1866
1867
1868
1869
1870
1871
1872
1873
1874
1875
1876
1877
1878
1879
1880
1882
1883
1884
1885
1886
1887
1888
1889
1890
1891
1892
1893
1894
1895
1896
1897
1898
1899
1900
1901
1902
1903
1904
1905
1906
1907
1908
1909
1910
1911
1912
1913
1914
1915
1916
1917
1918
1919
1920
1921
1922
1923
1924
1925
1926
1927
1928
1929
1930
1931
1932
1933
1934
1935
1936
1937
1938
1939
1940
1941
1942
1943
1944
1945
1946
1947
1948
1949
1950
1951
1952
1953
1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965
1966
1967
1968
1969
1970
1971
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
1983
1984
1985
1986
1987
1988
1989
1990
1991
1992
1993
1994
1995
1996
1997
1998
1999
2000
2001
2002
2003
2004
2005
2006
2007
2008
2009
2010
2011
2012
2013
2014
2015
2016
2017
2018
2019
2020
2021
2022
2023
2024
2025
2026
2027
2028
2029
2030
2031
2032
2033
2034
2035
2036
2037
2038
2039
2040
2041
2042
2043
2044
2045
2046
2047
15 59
329
335 363 367
706
783
810
815
834
970
975
992
999
1833 1881
FIG. 10. Chimera graphs. The 12× 12× 8 DW2X graph
(top) and the 16× 16× 8 DW2000Q graph (bottom).
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FIG. 11. Fraction of instances where both C and QAC
failed to find the ground state. All instances are solved
by either QAC or C for L ≤ 10. The fraction of failures
rises more rapidly as η grows from 0 to 0.15, and only at the
extreme of L = 16, η = 0.15 are no instances solved by either
strategy.
including the error bars.
C. Difference Between the DW2X and DW2000Q
1. Coupler counts
Since the DW2X and DW2000Q are different genera-
tions of the D-Wave devices, differing in both structure
(see Fig. 10) and noise characteristics, performance differ-
ences are to be expected. In particular, the DW2X used
has 1098 functional qubits out of 1152, and the DW2000Q
used has 2031 functional qubits out of 2048. This leads
to differences in the logical problems embeddable on each
device, as we now explain in detail.
The couplings in the logical graphs of the [3, 1, 3]1 code
differ between the two devices, as seen in Fig. 9. Without
any holes (missing physical qubits), in the logical graph
each unit cell would be reduced to two logical qubits.
These logical qubits would have one coupling between
them, contributing a total of L2 couplings to the logical
problem. Furthermore, each unit cell would have one
coupling to the unit cell below it, contributing another
L2, except that the last row of unit cells has no unit cells
below it to connect to, so we have over-counted by L
couplings. The same analysis applies to the couplings to
the right of each unit cell, contributing another L2 − L
couplings. Thus, the total number of couplings in the
ideal graph is L2 + 2(L2−L) = L(3L−2). However, each
hole in the physical graph contributes to the holes in the
logical graph, removing some number of active couplers.
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FIG. 12. TTS for QAC and the C strategy, sorted by
hardness. We show the number of runs R required to find
at least one ground state of the different hardness class of
these instances. Here, for each size L, we group together
the TTS of all the instances at every noise realization. From
this group, we pick the pth-hardest percentile instance with
p ∈ {10, . . . , 90}. Then, we pick out the proper percentile
instances, which now only depend on the system size L. In
(a), we show the results from the C strategy. In (b), we show
the results for QAC. The scaling in (b) is milder compared to
(a), demonstrating that QAC decreases the number of runs
required in presence of J-chaos.
The difference between the ideal and actual number of
couplers is shown in Fig. 14(a). As can be seen, there is a
sudden jump from the DW2X to the DW2000Q in terms
of number of couplers. Since the problem instances used
in this work involve adding noise to each coupler present,
this implies that at equal (L, η) the problems solved on
the DW2000Q are expected to be somewhat harder than
on the DW2X.
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FIG. 13. Fits to the upper and lower error bounds of the median TTS data. Error bars denote 95% C.I.’s for the
median TTS data (blue curves) at each value of added noise η. The fits shown are obtained by first performing a data collapse
of the median data, then fitting f(L, η) = 10a(η2+b2)cLd and extracting {a, b, c, d}, then using the obtained {a, b, c} values to fit
new exponents d+ and d− for the upper and lower error bars, respectively. The resulting fits f(L, η), with d replaced by d±, are
shown in purple (upper bound) and green (lower bound).
2. The no added noise case
The results discussed in the main text excluded the
η = 0 results for L ≥ 13. We now explain why, and
provide an analysis focused on the performance in the
case of no added noise.
As discussed in the main text in Section IIA, there
is an intrinsic level of control noise. When η = 0, only
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FIG. 14. Effect of transition from DW2X to DW2000Q. (a) Coupler counts in the logical graph of the [3, 1, 3]1 code. We
show the ideal number of couplers in a [3, 1, 3]1 code graph with L× L unit cells, and the actual number in the two devices
used, with the vertical dashed line marking the transition from the DW2X to the DW2000Q. (b) Runs-to-solution for QAC
and C strategy for η = 0. We show the number of runs R of the annealer required to find at least one ground state of the
median instance of class (L, η = 0), for QAC and the C strategy. There is a sudden change in the C case for L = 13, due to the
transition from the DW2X to the DW2000Q device.
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FIG. 15. Cross Talk in Repetition Code. We show the
difference between the theoretical probability of finding the
ground state at least once using three independent copies, and
the actual result of using 3 physical copies of the same set of
100 problem instances on the DW2X for L = 13 and η = 0.
this noise plays a role. We show the TTS for both C
and QAC in the η = 0 case in Fig. 14(b). As can be
seen, there is a sudden change in C’s performance when
we switch from the DW2X to the DW2000Q at L =
13. This is consistent with there being less noise on the
later generation machine, the DW2000Q. However, the
latter also has a larger fraction of active qubits, which, as
discussed Appendix C 1, yields a higher count of couplers
involved in the problem instances for L ≥ 13 [Fig. 14(a)].
Since the physical implementation of QAC uses four times
more couplers than the C strategy, QAC should be much
more affected by noise due to this jump in coupler count.
Thus, for C the lower intrinsic noise dominates, while
the smooth behavior seen for QAC is likely due to a
cancellation of the lower intrinsic noise with the higher
noise due to the higher coupler count. This argument
explains why C exhibits a discontinuity in its TTS between
L = 12 and L = 13, and why QAC appears to transition
smoothly from the DW2X to the DW2000Q.
Furthermore, this difference in physical implementation
also implies that QAC will be more sensitive to coupler
cross talk effects than C. Indeed, the harmful effect of cross
talk can be seen in Fig. 15, in which a theoretical 3-copies
repetition code outperforms the physical implementation
for every instance. Thus, the jump in coupler count from
the DW2X to the DW2000Q would introduce significant
cross talk that is not harming this implementation of C.
The benefits of a less noisy machine are thus countered
by the cross talk associated with the sharp increase in
physical coupler count for QAC, while the idealized form
of C simply benefits from less noise.
D. Optimal penalty strength
Fig. 16 shows histograms of the optimal penalty
strength defined in Eq. (9). As can be seen, as we in-
crease the amount of noise added, the optimal penalty
strength increases. This ought to be expected, since a
noisier problem will require more error suppression. The
DW2000Q histograms (i.e., L ≥ 13) tend slightly more
towards the larger penalty strengths once we have added
enough noise. This is consistent with the discussion in Ap-
pendix C about why the instances on the DW2000Q have
more couplings for a given grid size.
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FIG. 16. Optimal penalty strength histograms. We show histograms of the optimal penalty strength γopt ∈ {0.1, . . . , 0.5}
for the set of instances at each size, including the cases when no solution was found for any strength (denoted “fail”). As can be
seen in comparing (a) to (b), the noisier problems required stronger penalties.
