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Die vorliegende Studienarbeit beschäftigt mit der Fragestellung, inwiefern sich Revealed-
Preference-Daten aus der deutschen Mobilitätsbefragung „Mobilität in Städten“ SrV 2008
dazu eignen, um darauf basierend Verkehrsmittelwahlmodelle zu schätzen. Dazu wurden
Wegedaten aus der Befragung verwendet, und die Wahlalternativen mit Hilfe der Google
Directions API rekonstruiert. Mit den rekonstruierten Variablen Reisezeit und Reisekosten
sowie verschiedenen sozioökonomischen und externen Variablen aus SrV 2008 wurden ver-
schiedene Wahlmodelle geschätzt. Durch schrittweises Hinzufügen der Variablen konnte das
Modell immer weiter verbessert werden.
Wie zu erwarten, erwiesen sich dabei die Reisezeit und die Reisekosten als hoch signifikant.
Von den restlichen Variablen waren jedoch lediglich das Geschlecht der befragten Person so-
wie die Wettersituation zum Zeitpunkt des Weges signifikant. Für das finale Modell wurden
Zeitkostensätze errechnet und mit verschiedenen europäischen Studien verglichen. Die er-
rechneten Zeitkostensätze erwiesen sich dabei als plausibel. Die SrV-Daten eignen sich also
für die Schätzung von Wahlmodellen.
The following thesis analyzes, if revealed preference data from the German mobility survey
„Mobilität in Städten“ SrV 2008 is suited to estimate mode choice models. For that purpose,
trip data from the survey was used and the different choice alternatives were reconstructed
with the Google Directions API. Several mode choice models were estimated with the help of
the reconstructed variables travel time and travel costs plus several socioeconomic and ex-
ternal variables from SrV 2008. The variables were added to the model step by step, thereby
the quality of the model improved.
As expected, travel time and travel costs were highly significant. However from the remai-
ning variables only the gender of the person and the weather at the time of the trip were
significant. For the final model, values of time were calculated and these were compared with
values from different European studies. The calculated values of time proved to be feasible.
Therefore, SrV data is suited to be used for mode choice models.

Thesen
1. Wegedaten aus Mobilitätsstudien eignen sich prinzipiell dazu um Verkehrsmittelwahlm-
odelle darauf basierend zu schätzen.
2. Fußgänger besitzen eine hohe Zeitsensibilität, während die Zeitsensibilität von Nut-
zern des Öffentlichen Verkehrs sehr gering ist.
3. Radfahrer und Autofahrer besitzen die gleiche Zeitsensibilität.
4. Frauen haben eine höhere Wahrscheinlichkeit den Öffentlichen Verkehr zu wählen als
Männer.
5. Das Einkommen eines Haushaltes und das Alter der betreffenden Person beeinflusst
nicht das Wahlverhalten.





API Application Programming Interface
ASC Alternativenspezifische Konstante
IIA Indipendence of irrelevant alternatives
JSON JavaScript Object Notation
MIV Motorisierter Individualverkehr





SRV System repräsentativer Verkehrsbefragungen
VOT Value of Time, Zeitkostenwert
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1.1 Vorstellung des Themas
Das Verhalten von Menschen abzubilden, ist eine entscheidende Komponente in der moder-
nen Verkehrsplanung. Wichtig ist vor allem, zu wissen, wie sich Menschen für eine Route
entscheiden oder für welches Verkehrsmittel. Verkehrsmittelwahlmodelle sind ein Werkzeug
in der Verkehrsplanung um das Wahlverhalten von Menschen bei der Wahl eines Verkehrsmit-
tels abbilden zu können. Dabei basieren diese Modelle darauf, dass die modellbestimmenden
Modellparameter, basierend auf realen Wahlentscheidungen, geschätzt werden.
Diese realen Wahlentscheidungen werden in der Regel durch zwei Methoden erhoben. Die
eine Methode, auch Revealed Preference (RP) genannt, beobachtet das reale Wahlverhal-
ten von Menschen in der Öffentlichkeit, die andere Methode, auch Stated Preference (SP)
genannt, erhebt die Wahlentscheidungen durch hypothetische Wahlsituationen in einem kon-
trolliertem Experiment.
Waren RP-Daten besonders bis in die 80er Jahre vorherrschend, dominieren heutzutage auf
SP-Daten basierende Modelle. Dafür gibt es eine Reihe von Gründen. Der Hauptgrund ist
jedoch, dass die Erhebung von RP-Daten immer mit einem großen Aufwand und deswegen oft
mit hohen Kosten verbunden war. Mit dieser Arbeit möchte ich zeigen, dass es auch alternati-
ve Wege gibt, RP-Daten für Wahlmodelle zu generieren. Dabei werde ich auf reale Wegedaten
zurückgreifen, die im Rahmen der Mobilitätsbefragung SrV 2008 erhoben wurden.
1.2 Ziel dieser Arbeit
Das Ziel dieser Arbeit wird es sein, ein Wahlmodell zu schätzen, welches das Verkehrsmit-
telwahlverhalten eines Wegedatesatzes, der auf SrV-Daten basiert, möglichst gut abbildet.
Dazu wird der Einfluss verschiedener Variablen untersucht, und inwiefern diese das Modell
verbessern können.
Beginnend werden zunächst die SrV-Wegedaten der Bundeshauptstadt Berlin aufbereitet. Mit-
hilfe der Google Directions API werden dann die Variablen der einzelnen Wahlalternativen
rekonstruiert. Das Ergebnis ist ein Wahldatensatz, auf dessen Basis Modelle geschätzt werden
können.
Basierend auf den Variablen der vorliegenden SrV-Daten wird ein Wahlmodell entworfen
und dieses schrittweise aufbauend auf dem Wahldatensatz geschätzt. Modellparameter wer-




1.3 Gliederung dieser Arbeit
Im theoretischen Grundlagenteil (Kapitel 2) sollen zunächst die für diese Arbeit wichtigen
theoretischen Hintergründe der diskreten Wahltheorie erläutert werden. Dabei wird das Mul-
tinomiale Logit Modell hergeleitet und darauf aufbauend die Parameterschätzung mithilfe
der Maximum Likelihood Methode erläutert.
Kapitel 3 beschäftigt sich mit der Generierung des Wahldatensatzes aus den SrV-Daten. Dazu
wird zunächst die Struktur der SrV-Daten erläutert und es werden die relevanten Variablen
ausgewählt. Zudem wird das entwickelte Skript zur Rekonstruktion der Alternativen erläu-
tert.
In Kapitel 4 geht es um die Modellentwicklung und Parameterschätzung basierend auf dem
vorher generierten Datensatz. Dabei wird zuerst das Wahlmodell entwickelt und erläutert,
wie mit der Software Biogeme Modelle geschätzt werden können. Dann wird dies auf den
Wahldatensatz angewendet. Dabei wird das Verkehrsmittelwahlmodell geschätzt und schritt-
weise verbessert.
In der abschließende Diskussion (Kapitel 5) werden zunächst die Schätzergebnisse visuali-
siert und erläutert. Die Plausibilität des finalen Modells wird dann mithilfe eines Vergleichs
der Zeitkostenwerte bewertet und es mögliche Fehlerquellen im methodischen Ablauf be-
schrieben.
1.4 Wesentliche Ergebnisse
Zunächst ist festzustellen, dass sich SrV-Wegedaten generell dazu eignen, um Verkehrsmittel-
wahlmodelle zu schätzen. Wie zu erwarten, trugen besonders die Reisezeit und die Reiseweite
dazu bei die Qualität des Modells zu verbessern. Überraschend war, dass von den sozioöko-
nomischen Variablen nur wenige signifikant waren, und so das Modell verbessern konnten,
mit dem Ergebnis, dass das finale Modell aus den Variablen Reisezeit, Reiseweite, Wetter
und Geschlecht besteht. Die ermittelten Zeitkostensätze von ca. 7 C für den MIV und ca.
5 C für den ÖV erwiesen sich im Vergleich mit Werten verschiedener europäischer Studien
als plausibel. Besonders durch eine Reihe von Ungenauigkeiten bei der Rekonstruktion der





Für jeden zurückgelegten Weg stehen wir vor der Wahlentscheidung, welches Verkehrsmittel
wir nutzen wollen. Dabei haben wir eine endliche Anzahl an Alternativen zur Verfügung,
welche sich klar voneinander unterscheiden. Eine Entscheidung für ein Verkehrsmittel unter
solchen Verhältnissen wird deswegen als diskrete Entscheidung bezeichnet. Um diskrete
Entscheidungen abbilden zu können, kommen deshalb diskrete Entscheidungs- bzw. Wahlm-
odelle zum Einsatz. [Maier u. Weiss, 1990, S. 1f.]
Bei diskreten Wahlmodellen wird die Annahme getroffen, dass Entscheidungsträger sich an
Nutzenfunktionen orientieren. Dabei ist für den Entscheidungsträger das Ziel, jene Alterna-
tive zu wählen, welche ihm den größten Nutzen bringt. Dies wird als Nutzenmaximierung
bezeichnet. [Maier u. Weiss, 1990, S. 15ff.]
Der Nutzen ist dabei eine konstruierte Größe, welche weder eine Einheit noch eine Skalie-
rung besitzt.
Diskrete Wahlmodelle basieren darauf, dass Entscheidungsträger sich aus einer Anzahl an
Wahlalternativen für eine Alternative entscheiden. Die Menge an Alternativen wird als Choice
Set bezeichnet (englisch für Wahlmenge). Dabei müssen für die Alternativen und das Choice
Set gewisse Kriterien erfüllt werden:
• Wahlalternativen müssen sich gegenseitig ausschließen:
Eine Person kann sich nur für eine Alternative im Choice Set entscheiden.
• Das Choice Set muss vollständig sein:
Alle möglichen Alternativen müssen im Choice Set enthalten sein.
• Die Anzahl an Alternativen muss endlich sein.
[Train, 2003, S. 11]
Das Choice Set eines Entscheidungsträgers n wird mit An bezeichnet. Es enthält die Wahlal-
ternativen ain, wobei die Anzahl der Alternativen im Choice Seit In sei. Folglich ergibt sich
für das Choice Set eines Entscheidungsträgers n:
An = {a1n, a2n, . . . , aInn} (2.1)
Dabei ist zu beachten, dass die Anzahl und Art der Alternativen im Choice Set für jeden
Entscheidungsträger unterschiedlich sein kann. [Maier u. Weiss, 1990, S. 96]
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2 Theoretischer Hintergrund
Der Nutzen einer jeden Alternative ist durch eine Nutzenfunktion definiert. Dabei setzt sich
der Gesamtnutzen einer Alternative i eines Entscheidungsträgers n Uin zusammen aus dem
deterministischen Nutzen Vin sowie einem stochastischem Störterm in:
Uin = Vin + in (2.2)
[Maier u. Weiss, 1990, S. 100f.]
2.1.1 Deterministischer Nutzen
Der deterministische Nutzen hängt von verschiedene Variablenarten ab:
• Cin: Generische Variablen sind alternativenspezifisch. Das bedeutet sie variieren zwi-
schen den Wahlalternativen. Für die Verkehrsmittelwahl sind dies besonders die Reise-
zeit und die Kosten.
• Sn: Sozioökonomische Variablen unterscheiden sich nur über die betreffende Person,
jedoch in der Regel nicht über die Wahlalternativen. Sozioökonomische Variablen sind
insbesondere Eigenschaften des betreffenden Entscheidungsträgers, wie z.B. Alter,
Geschlecht oder Einkommen. Da der Variablenwert für alle Alternativen identisch
ist, können sozioökonomische Variablen nicht Bestandteil der Nutzenfunktionen aller
Alternativen sein. Sozioökonomische Variablen sollten deswegen nur den Nutzenwert
einer Alternative verschieben und deswegen nur Bestandteil der Nutzenfunktion dieser
Alternative sein. [Maier u. Weiss, 1990, S. 124.]
• E: Variablen, die sich weder über die Alternative noch über den Entscheidungsträger
unterscheiden, werden externe Variablen genannt. Ein Beispiel dafür kann die zum
Zeitpunkt der Wahlentscheidung vorliegende Wettersituation sein. Genauso wie die
sozioökonomischen Variablen, sollten externe Variablen nur Bestandteil der Nutzen-
funktion einer Alternative sein.
[Maier u. Weiss, 1990, S. 127f.]
Damit stellt der deterministische Nutzen eine Funktion abhängig von den verwendeten Va-
riablen dar:
Vin = f(Cin, Sn, E) (2.3)
Jede Variable wird in der Nutzenfunktion durch einen Parameter β hinsichtlich des Einflusses
auf die Nutzenfunktion gewichtet. Für generische Variablen kann dieser Parameter dabei
entweder gleich über alle Alternativen sein, wenn eine gleiche Sensitivität hinsichtlich dieser
Variable über alle Alternativen angenommen wird, oder der Parameter kann alternativenspezi-
fisch sein, wenn angenommen wird, dass die Sensitivität über die Alternativen unterschiedlich
ist. [Treiber, 2014, S. 16.]
Ein besonderer Parameter ist die alternativenspezifische Konstante ASCin. Auch sie wird wie
alle Parameter geschätzt, sie wichtet jedoch keine Variable, sondern verschiebt den Nutzen
einer Alternative. Dabei berücksichtigt sie den durchschnittlichen Einfluss aller nicht betrach-
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teten Variablen. Da, wie später gezeigt wird, nur Nutzendifferenzen zwischen Alternativen
einen Einfluss haben, wird in der Regel die ASC für eine Alternative normiert, also auf Null
gesetzt. [Train, 2003, S. 20f.]
Als Beispiel soll eine Wahlsituation zwischen den Verkehrsmittels MIV und ÖV dienen. Dabei
soll als einzige generische Variable die Reisezeit t Bestandteil der Nutzenfunktionen sein. Es
wird zudem angenommen, dass die Zeitsensitivität bei beiden Wahlalternativen gleich ist.
Als einzige sozioökonomische Variable wird das persönliche Einkommen EINK verwendet.
Dieses wird der Alternative MIV zugeordnet. Die ASC wird auf die Alternative MIV normiert:
VMIV = 0 + β1tMIV + β2EINK
VÖV = ASCÖV + β1tÖV
(2.4)
2.1.2 Stochastischer Störterm
Würde der Gesamtnutzen rein aus deterministischen Größen bestehen, so würde sich ein
Entscheidungsträger immer für die Alternative mit dem größten Nutzen entscheiden, sei die
Nutzendifferenz auch noch so gering.
Als Beispiel sollen zwei Verkehrsmittel dienen. Die Nutzenfunktionen hängen dabei nur
von der Entfernung d ab, welche für beide Verkehrsmittel gleich groß sein soll. Da beide
Verkehrsmittel unterschiedliche Geschwindigkeiten haben, werden die Wichtungsparameter
alternativenspezifisch gewählt. Verkehrsmittel 1 hat zudem einen Nutzenvorsprung vor Ver-
kehrsmittel 2 durch die ASC. Die deterministischen Nutzenfunktionen beider Verkehrsmittel
sind:
V1 = 3− 3d
V2 = 0− 1.5d
(2.5)
Zeichnet man beide Nutzenfunktionen (siehe Abbildung 2.1), so erkennt man, dass sich die
Funktionen bei 2 km schneiden. Unterhalb von 2 km ist der Nutzen von Verkehrsmittel 1
größer, oberhalb der von Verkehrsmittel 2.
Die Auswahlwahrscheinlichkeit für Verkehrsmittel 1 beträgt also:
P1 =
1, für d < 20, für d > 2 (2.6)
Das Ergebnis bildet die Realität nicht ab. Der Grund ist, dass der Gesamtnutzen keine determi-
nistische Größe ist, sondern eine Zufallsgröße. Um die Zufälligkeit des Nutzens abzubilden,
ist deswegen der stochastische Störterm  Bestandteil des Gesamtnutzens. Dieser Störterm
berücksichtigt, dass das Verhalten eines Entscheidungsträgers nicht in allen Einzelheiten er-
klärt werden kann. [Maier u. Weiss, 1990, S. 98]
Für die Verteilung des stochastischen Störterms können verschiedene Verteilungsfunktionen
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Abbildung 2.1: Deterministischer Nutzen und Auswahlwahrscheinlichkeit in Abhängigkeit
von der Entfernung - Verkehrsmittel 1: grün, Verkehrsmittel 2: rot
angenommen werden, aus denen sich jeweils andere Modelle ableiten. Das üblichste Modell
ist dabei das sogenannte Logit-Modell, welches auf einer Gumbel-Verteilung basiert. [Maier
u. Weiss, 1990, S. 129f.]
2.1.3 Logit-Modell
Es wird angenommen, dass der stochastische Störterm in gumbelverteilt ist. Die Gumbelver-
teilung besitzt die Verteilungsfunktion
F (in) = e−e
−(in−µ)λ (2.7)
mit dem Modalwert µ und dem Skalierungsparameter λ. Die Varianz nimmt dabei den Wert
pi2
6λ2 an. Normiert man den Skalierungsparameter und nimmt man an, dass der Modalwert
null ist, so ergibt sich die standardisierte Gumbelverteilung [Train, 2003, S. 34f.]:
F (in) = e−e
−in (2.8)
Für die Berechnung der Auswahlwahrscheinlichkeiten ist es nicht notwendig, den Gesamt-
nutzen einer Alternative zu kennen. Es zählt einzig und allein die Differenz der Nutzenwerte
der Alternativen. Für zwei Alternativen 1 und 2 ergeben sich folgende Nutzenfunktionen:
U1 = V1 + 1 U2 = V2 + 2 (2.9)
Die Auswahlwahrscheinlichkeit für Alternative 1 ist dabei die Wahrscheinlichkeit, dass der
Gesamtnutzen U1 größer ist als U2:
P1 = Prob(U1 > U2) = Prob(V1 + 1 > V2 + 2)




Da die Differenz zweier gumbelverteilter Zufallsgrößen logistisch verteilt ist, kann man die
beiden stochastischen Störterme durch ∗ substituieren:
P1 = Prob(∗ < V1 − V2) (2.11)
Aus Gleichung 2.8 und Gleichung 2.11 folgt die logistische Verteilung für die Differenz der
beiden stochastischen Störterme:














P2 = 1− P1 (2.13)
Seinen Vorteil spielt das Logit Modell dann aus, wenn es mehr als zwei Wahlalternativen gibt.







Dabei stellt j eine Alternative im Choice Set AN dar. Das Logit Modell für mehr als zwei
Alternativen wird auch Multinomiales Logit Modell genannt, kurz MNL. [Treiber, 2013, S.
137ff.]
Durch das MNL lassen sich nun Auswahlwahrscheinlichkeiten berechnen, welche ausschließ-
lich vom deterministischen Nutzen abhängen. Der absolute Wert des stochastischen Störterms
muss dafür nicht bekannt sein. Ein weiterer Vorteil ist, dass das Logit-Modell als einziges die
sogenannte IIA-Eigenschaft (Independence of irrelevant alternatives) erfüllt, welche besagt,
dass das Verhältnis der Wahrscheinlichkeiten zweier Alternativen unabhängig vom Nutzen
der restlichen Alternativen ist. [Treiber, 2013, S. 143]
Eine weitere Eigenschaft des Logit Modells ist, dass die Auswahlwahrscheinlichkeiten nur
von Nutzendifferenzen, jedoch nicht von Nutzenverhältnissen abhängen. Zeigen kann man
dies anhand von Gleichung 2.10.
Wird zum Gesamtnutzen beider Alternativen ein konstanter Wert k hinzugefügt, so verändert
sich das Verhältnis beider Nutzenwerte, die Differenz bleibt jedoch gleich. Da jedoch die




P1 = Prob(U1 > U2) = Prob(V1 + 1 + k > V2 + 2 + k)
P1 = Prob(2 − 1 + k − k < V1 − V2) = Prob(2 − 1 < V1 − V2)
(2.15)
[Maier u. Weiss, 1990, S. 103]
2.2 Parameterschätzung
Das Ziel der Parameterschätzung ist es, die Wichtungsparameter der Funktionen des deter-
ministischen Nutzens so zu ermitteln, dass real erhobene Wahlsituationen sich möglichst gut
durch ein Modell abbilden lassen.
Das gängigste Verfahren, um die Parameter zu ermitteln, ist die Maximum-Likelihood-Methode.
Dafür wird für jede Wahlentscheidung einer Person ein individueller Log-Likelihood-Wert
LLin berechnet. Die Werte aller Wahlentscheidungen i aller Personen n werden summiert.
Der dadurch entstehende Log-Likelihood-Wert LL muss nun maximiert werden. Die reale
Wahlentscheidung ist dabei der Vektor yin, welcher für die gewählte Alternative den Wert
eins, und für die nicht gewählten Alternativen den Wert null enthält. Die von den Wichtungs-
parametern abhängigen Wahrscheinlichkeiten für alle Alternativen finden sich im Vektor Pin.
Alle Wichtungsparameter werden im Vektor β zusammengefasst.












Da die Auswahlwahrscheinlichkeiten immer kleiner 1 sind, wird der natürliche Logarithmus
negativ. Die Summe über alle Wahlentscheidungen bildet umso besser die Realität ab, desto
näher LL gegen Null geht. Dies wird erreicht, indem das Maximum von Gleichung 2.17
durch Variation der Wichtungsparameter berechnet wird. [Maier u. Weiss, 1990, S. 110]
Für die Maximierung wurden verschiedene Schätzalgorithmen entwickelt, welche in der
Regel iterativ das Maximum berechnen. In der Regel haben Softwarelösungen für die Log-
Likelihood-Schätzung eigene Lösungsalgorithmen eingebaut. [Maier u. Weiss, 1990, S. 84]
Nach der der Maximierung sind die Wichtungsparameter β und der Log-Likelihood-Wert LL
hinsichtlich ihrer Signifikanz und der Qualität zu überprüfen. Dafür werden Tests verwendet,
welche überprüfen, wie gut ein Modell die getroffenen Wahlentscheidungen erklären kann.
Diese werden oft als „goodness of fit“-Tests bezeichnet. Es stehen drei statistische Tests zur
Verfügung:
• t-Test: Signifikanztest der Variablen.
• Likelihood-Ratio Test: Sowohl als Signifikanztest als auch als „goodness of fit“-Test
anwendbar.




Mit dem t-Test kann für jede Variable die Signifikanz überprüft werden. Signifikant ist eine
Variable dann, wenn sich der Wichtungsparameter von Null unterscheidet. Um die Signifikanz
zu prüfen, wird eine Nullhypothese formuliert und behauptet, der wahre Parameter sei β0 = 0.
Die Teststatistik folgt aus der z-Transformation der Normalverteilung für Stichproben größer
30:
z = β̂ − β0√
σ2β
(2.18)
Dabei ist β̂ der geschätzte Wichtungsparameter und σ2β die Varianz. Die Varianz wird in der
Regel während der Parameterschätzung von der entsprechenden Statistiksoftware mit ermit-
telt. Um die Nullhypothese anzunehmen, muss ein Signifikanzniveau gewählt werden. In der
Regel wird von einer Irrtumswahrscheinlichkeit von 5% ausgegangen, was bedeutet, dass die
Nullhypothese für Werte für z zwischen -1,96 und 1,96 angenommen wird. Variablen, deren
Teststatistik |z| < 1, 96 sind also im Modell nicht signifikant. [Maier u. Weiss, 1990, S. 88f.]
2.2.2 Likelihood-Ratio Test
Der Likelihood-Ratio Test ist ein Testverfahren, welches die Möglichkeit bietet, durch die
Formulierung einer Nullhypothese zwei Modelle auf ihre Gleichheit hin zu überprüfen. Dabei
werden die Differenzen der Log-Likelihood-Werte beider Modelle mit -2 multipliziert und
der entstehende Wert mit einer χ2-Verteilung verglichen. Die Freiheitsgrade f sind die Dif-
ferenz der Anzahl an Parametern beider Modelle. Der Log-Likelihood-Wert des Modells der
Nullhypothese ist LLr, der Log-Likelihood-Wert des zu untersuchenden Modells ist LLu.
D = −2(LLr − LLu) (2.19)
Ist D kleiner als der Wert der inversen χ2-Verteilung mit f Freiheitsgraden, so wird die Null-
hypothese angenommen. [Maier u. Weiss, 1990, S. 89f.]
Folgende Vergleiche können nun beispielhaft angestellt werden:
• Ein Modell entspricht dem Nullmodell (gleiche Auswahlwahrscheinlichkeiten):
Das Nullhypothesenmodell ist das Nullmodell.
• Die Parameter von einer oder mehreren erklärenden Variablen sind Null:
Im Nullhypothesenmodell werden die zu untersuchenden Parameter weggelassen.
• Die Parameter von zwei erklärenden Variablen sind gleich:
Im zu untersuchenden Modell sind die beiden Variablen separat vorhanden. Im Nullhy-
pothesenmodell werden beide Variablen durch eine neue Variable ersetzt, welche die
Summe der beiden Variablen darstellt.
[Train, 2003, S. 70f.]
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Beispiel: In einem Modell ist zu untersuchen, ob die Parameter von zwei Variablen null
sind. Der Log-Likelihood-Wert des zu untersuchenden Modells sei LLu = −567, 43 und der
Log-Likelihood-Wert des Modells der Nullhypothese sei LLr = −623, 45. Die Anzahl an
Freiheitsgraden entspricht der Differenz der Anzahl an Parametern beider Modelle und ist
demzufolge zwei. Daraus ergibt sich für D = 112, 04. Der Wert der inversen χ2-Verteilung
mit zwei Freiheitsgraden und einem Wahrscheinlichkeitsmaß von 95% ist 5,99. Damit wird
die Nullhypothese abgelehnt und beide Parameter sind ungleich null.
2.2.3 Likelihood-Ratio-Index
Der Likelihood-Ratio-Index ρ2 (in mancher Literatur auch ρ) kann eine Aussage darüber
treffen, wie gut ein geschätztes Modell mit den eingeflossenen Daten überein stimmt. Dazu
wird der Log-Likelihood-Wert des geschätzten Modells LL(β) mit dem Log-Likelihood-Wert
eines Nullmodells LL(0) verglichen, in dem der Nutzen aller Alternativen null ist, und so alle
Alternativen die gleiche Auswahlwahrscheinlichkeit besitzen.
Der Likelihood-Ratio-Index ist wie folgt definiert:
ρ2 = 1− LL(β)
LL(0) (2.20)
Dabei kann ρ2 einen Wert zwischen null und eins annehmen. Er wird null, wenn die geschätz-
ten Parameter kein besseres Modell liefern, als ein Modell ohne Parameter, und eins, falls
die geschätzten Parameter das Wahlverhalten des Datensatzes vollständig erklären können.
[Train, 2003, S. 68]
Umso mehr erklärende Variablen und damit einhergehend Wichtungsparameter ein Modell
besitzt, desto weniger Freiheitsgrade hat das Modell. Das führt dazu, dass der Log-Likelihood-
Wert sinkt, obwohl sich das Modell nicht qualitativ verbessert. Um den Verlust an Freiheits-
graden zu berücksichtigen wird zusätzlich oft der korrigierte Likelihood-Ratio-Index ρ2 be-
rechnet:
ρ2 = 1− LL(β)−K
LL(0) (2.21)
Dabei gibt K die Anzahl an erklärenden Variablen an. [Maier u. Weiss, 1990, S. 91]
Alternativ zum Vergleich mit dem Nullmodell kann auch ein Konstantenmodell verwendet
werden. In diesem sind in den Nutzenfunktionen nur die ASC’s der einzelnen Alternativen
enthalten, so dass die Auswahlwahrscheinlichkeiten denen des Datensatzes entsprechen. Ein
solcher Vergleich überschätzt nicht so stark die Qualitätszunahme bei einem Modell mit sehr
unterschiedlichen Auswahlwahrscheinlichkeiten. [Maier u. Weiss, 1990, S. 180f.]
2.3 Datenquellen
Das Ziel einer Parameterschätzung ist es, ein Modell zu entwickelt, welches das Wahlverhal-
ten eines Datensatzes möglichst gut abbilden kann. Um das Wahlverhalten von Menschen zu
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erheben, gibt es zwei gängige Methoden. Zum einen kann das reale Wahlverhalten von Men-
schen beobachtet werden. Das Ergebnis sind sogenannte Revealed-Preference-Daten (RP).
Eine weitere Möglichkeit ist es, Menschen vor eine hypothetische Wahlsituation zu stellen.
Dabei erhält man sogenannte Stated-Preference-Daten (SP). Beide Datenarten finden in der
Modellschätzung Anwendung, besitzen jedoch individuell ihre Vor- und Nachteile.
Bei RP-Daten wird versucht das Wahlverhalten von Menschen, zum Beispiel eines Verkehrs-
mittels, real zu beobachten. Dafür können beispielsweise Versuchsteilnehmer dazu aufgefor-
dert werden ein Tagebuch über ihre Wege zu führen, oder es werden GPS-Tracks analysiert.
Gemeinsam haben alle RP-Daten, dass nur die Wahlentscheidung beobachtet werden kann.
Für eine vollständige Wahlsituation fehlen jedoch die nicht gewählten Alternativen. Diese
müssen also für jeden Weg rekonstruiert werden. Die Tatsache, dass reale Wahlentscheidun-
gen beobachtet werden, ist der klare Vorteil von RP-Daten. Jedoch sind RP-Studien oft sehr
aufwändig zu erstellen. Entweder müssen Versuchsteilnehmer nach ihrem Verhalten in der
Vergangenheit befragt werden, oder es müssen reale Daten durch Feldforschung erhoben
werden. Dies kann mit hohen Kosten verbunden sein.
Die Erhebung von SP-Daten geschieht dagegen dadurch, dass Versuchsteilnehmer vor eine hy-
pothetische Wahlsituation gestellt werden, in der der Versuchsdurchführende die Möglichkeit
besitzt, alle Variablen zu kontrollieren. Es gibt verschiedene Experimentarten um SP-Daten
zu erheben, am häufigsten werden jedoch Stated-Choice-Befragungen (SC) verwendet. Dabei
muss sich der Versuchsteilnehmer aus einer Anzahl an Wahlalternativen für eine Alternative
entscheiden. Jeder Alternative werden dabei Variablenwerte zugeordnet. Der Versuch wird
mehrmals durchgeführt, wobei die Variablenwerte jeweils verändert werden.
Abbildung 2.2: Beispiel einer Wahlsituation eines SC-Versuches, aus [Axhausen, 2003]
Im Gegensatz zu RP-Versuchen bieten SP-Versuche eine höhere Flexibilität für den Versuchs-
durchführenden. So kann beispielsweise der Einfluss von Variablen untersucht werden, wel-
che in der Realität nicht messbar sind (beispielsweise der Komfort eines Verkehrsmittels),
oder es können Wahlalternativen hinzugefügt werden, die in der Realität noch nicht existie-
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ren (wie zum Beispiel der Bau eines neuen Straßenbahnsystems).
[Hess u. Daly, 2013, S. 49ff.]
Bis in die 80er Jahre wurden für Verkehrsmittelwahlmodelle fast ausschließlich RP-Daten
erhoben. Die vielen Vorteile von SP-Daten, insbesonders die höhere Flexibilität und die ge-
ringeren Durchführungskosten, bedeuteten jedoch, dass sich sehr schnell SP-Versuche durch-
setzten, so dass heutzutage der größte Teil der Modelle auf SP-Daten basiert. Jedoch sollten
RP-Daten nicht aus den Augen verloren werden. So werden viele RP-Daten bereits für an-
dere Zwecke erhoben (zum Beispiel für Mobilitätsstudien) und können ohne einen großen
Kostenaufwand für Wahlmodelle verwendet werden. Auch sollte man sich immer bewusst
sein, dass SP-Daten nie garantieren können, dass die Wahlentscheidung einer Person auch
genau so in der Realität getroffen wird. Diese Unsicherheit kann nie vollständig überwunden
werden.[Hess u. Daly, 2013, S. 58ff.]
In dieser Arbeit wird deswegen untersucht, inwiefern sich RP-Daten aus der Mobilitätsbefra-
gung SrV dazu eignen, Verkehrsmittelwahlmodelle zu schätzen.
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SrV-Daten
3.1 SrV 2008
Als Quelle für die RP-Daten wurde die Verkehrserhebung „Mobilität in Städten 2008“, kurz
SrV 2008 verwendet. Diese Erhebung wird vom Lehrstuhl für Verkehrs- und Infrastruktur-
planung an der Technischen Universität Dresden bereits seit 1972 regelmäßig durchgeführt
und befindet sich zum Zeitpunkt dieser Arbeit in der zehnten Fortschreibung. Da sich die
Erhebung SrV 2013 noch in der Auswertung befindet, greift diese Arbeit auf die Daten aus
dem Jahr 2008 zurück.
Für SrV 2008 wurden in 76 Städten und Gemeinden Menschen nach ihrem Mobilitätsverhal-
ten befragt. Dafür wurden in den betreffenden Gemeinden zufällig Haushalte ausgewählt,
und alle Personen in diesem Haushalt sollten Auskunft zu ihren geleisteten Wegen an einem
Stichtag geben. [Ahrens, 2009, S. 1ff.]
Dabei gliedert sich die Erhebung in drei Datenarten:
• Haushaltsdaten: Merkmale des Haushaltes und Daten über die im Haushalt vorhande-
nen Fahrzeuge
• Personendaten: Soziodemografische und verkehrsrelevante Merkmale der betreffenden
Person
• Wegedaten: Merkmale der von der Person zurückgelegten Wege an einem vorgegebe-
nen Stichtag
Jede Datenart wurde dabei getrennt in einem eigenem Fragebogen erhoben und ist digital
in einer Datenbank in einer eigenen Tabelle hinterlegt. Zu jeder Datenart sind verschiedene
Variablen zugeordnet, die entweder direkt von der betreffenden Person abgefragt oder aus
anderen Variablen generiert wurden. Alle erhobenen Variablen bzw. Merkmale sind im
Aufbereitungsbericht für SrV 2008 [Ahrens, 2009] zu finden.
3.2 Auswahl an Variablen und Datensätzen
Da sich nicht alle Variablen für ein Wahlmodell eignen, wurde eine Auswahl an relevanten
Variablen getroffen:
• Dauer des Weges (Reisezeit)
• Entfernung des Weges (Reiseweite)
• Startzeit des Weges
• Start- und Zielbezirk
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• KFZ-Verfügbarkeit am Stichtag
• Fahrkartenbesitz
• Wetter am Stichtag
• Haushaltsnettoeinkommen
Für diese Variablen soll im Rahmen der Parameterschätzung die Signifikanz in einem Wahlm-
odell untersucht werden.
Die Auswahl, für welche deutsche Stadt das Wahlmodell erstellt werden sollte, hing von eini-
gen Faktoren ab. Zum einen sollten hinreichend genügend Wegedaten erhoben worden sein.
Außerdem ist es für die Rekonstruktion der RP-Daten wichtig, dass die Start- und Zielpunkte
der betreffenden Wege möglichst genau kodiert wurden. Und zu Schluss sollte für die betref-
fende Stadt in der Google Directions API die Möglichkeit bestehen, Routen des Öffentlichen
Verkehrs zu berechnen. Die Wahl fiel schließlich auf Berlin, besonders da die Start- und
Zielpunkte auf die statistischen Gebiete kodiert wurden, und da Berlin als eine der wenigen
deutschen Großstädte Fahrplandaten bei Google hinterlegt hat. Zudem wurden für Berlin
38.000 Personen befragt, was die größte Datenmenge für eine Stadt bei der SrV-Erhebung
darstellt.
Alle Haushalts-, Personen- und Wegedaten lagen für die Auswertung als Access-Datenbank
vor und wurden je separat als eigene Tabelle in der Datenbank abgelegt. Um jedem Weg
Eigenschaften der betreffenden Person und des Haushaltes zuweisen zu können, mussten die
Tabellen mit einer Access-Abfrage untereinander verknüpft werden. Durch die Abfrage kann
die entstehende Wege-Tabelle zudem auf relevante Variablen beschränkt werden, und die
Auswahl an Wegedaten kann weiter eingeschränkt werden.
So wurde die Auswahl auf den Binnenverkehr innerhalb Berlins beschränkt, da Orte außer-
halb Berlins unzureichend genau kodiert wurden. Da vereinfacht wurde, dass Wege zwischen
statistischen Gebieten stattfinden, wobei jedes statistische Gebiet eine Referenzadresse be-
sitzt von dem Wege ausgehen, ist es nicht möglich Binnenverkehr innerhalb von statistischen
Gebieten zu rekonstruieren. Deswegen wurden Wege mit gleichem Start- und Zielgebiet
aussortiert.
Neben der Auswahl auf eine bestimmte Stadt, sollten die Wegedaten zudem auf einen be-
stimmten Wegezweck beschränkt werden. Für das Verkehrsmittelwahlmodell in dieser Arbeit
wurde sich deswegen auf Wege der Quelle-Ziel-Gruppe Wohnen-Arbeiten bezogen. Von den
ca. 110.000 Einzelwegen der Stadt Berlin blieben so noch ca. 7.700 Wege übrig.
Da es jedoch vorkommt, dass Teilnehmer der Studie Fragen in den Fragebögen ungültig oder
gar nicht beantworten, wurden sämtliche Daten aussortiert, in denen eine der relevanten
Variablen der Wert -9 für keine Angabe oder -10 für unplausibel enthielt. Damit blieben ca.
6.400 Einzelwegedaten für die Auswertung übrig.
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Für die Parameterschätzung ist es zwingend notwendig, neben Informationen über die ge-
nerischen Variablen der gewählten Alternative auch Informationen über die nicht gewählten
Alternativen zu besitzen. Da jedoch in den SrV-Daten nur Eigenschaften des Weges mit dem
gewählten Verkehrsmittel existieren, müssen die fehlenden Informationen rekonstruiert wer-
den. Wichtig für die Rekonstruktion sind insbesondere Daten über die Reisezeit und die
Kosten jedes einzelnen Verkehrsmittels für eine bestimmte Quelle-Ziel-Relation, wobei die
Kosten für den MIV und die Reisezeiten von Rad- und Fußverkehr auf der Länge des Weges
basieren. Solche Daten über Reisezeit und Weglänge sind zum Beispiel in den Aufwandsma-
trizen eines kalibrierten Verkehrsmodells enthalten, oder man benutzt einen multimodalen
Routenplaner wie Google Maps. Da Aufwandsmatrizen aus einem Verkehrsmodell für diese
Arbeit nicht zur Verfügung standen, wurde die Rekonstruktion der Daten mithilfe der Google
Directions API durchgeführt.
3.3.1 Google Directions API
Die Google Directions API bietet Entwicklern von Webdiensten, welche auf Google Maps
aufbauen, die Möglichkeit mit einer HTTP-Anfrage Routen zu berechnen und sich diese
entweder als XML- oder als JSON-Datei ausgeben zu lassen. Dabei benutzt die API den
gleichen Algorithmus, welcher auch beim Webdienst von Google Maps verwendet wird. Die
HTTP-Anfrage basiert auf folgender HTTP-Adresse, welche mit Anfrageparametern spezifiziert
wird:
http://maps.googleapis.com/maps/api/directions/output?parameters
Dabei kann output den Wert xml oder den Wert json annehmen, je nach dem welches
Ausgabeformat gewünscht ist. Unter parameters lassen sich verschiedene Anfrageparameter
einfügen, welche mit & voneinander getrennt und mit = definiert werden. In dieser Arbeit
werden dabei folgende Anfrageparameter verwendet:
• origin: Startpunkt des Weges, entweder als Adresse oder als Geokoordinate.
• destination: Zielpunkt des Weges, entweder als Adresse oder als Geokoordinate.
• sensor: Angabe, ob die Anfrage von einem Gerät mit Standortsensor kommt. In allen
Anfragen standardmäßig false.
• mode: Angabe des Verkehrsmittels. Auswahl zwischen walking, bicycling, driving
und transit (Fuß-, Radverkehr, MIV und ÖV).
• departure_time: Abfahrtszeit, nur notwendig für Routenberechnung des ÖVs. Wird
als Unixzeit eingegeben (vergangene Sekunden ab dem 01.01.1970 00:00 Uhr).
Die Ausgabedatei ist hierarchisch strukturiert, so dass man die Werte für Reisezeit in Se-
kunden unter routes > legs > duration > value und die Weglänge in Metern unter
routes > legs > distance > value findet.
Die Routensuche unterscheidet sich zwischen den Verkehrsmitteln. Dabei ist die Standardein-
stellung die Routensuche für den MIV driving. Für den Fußverkehr wird eine direkte Route
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gewählt, bei der vorzugsweise Bürgersteige vorhanden sind. Die Reisezeit berechnet sich mit
einer konstanten Gehgeschwindigkeit von 4,84 km/h (entspricht 3 mph). Beim Radverkehr
werden Routen bevorzugt, auf denen Radwege und für den Radverkehr attraktive Straßen
vorhanden sind. Die Fahrgeschwindigkeit ist konstant 16,03 km/h (entspricht ca. 10 mph).
Beim Öffentlichen Verkehr besteht die Fahrtroute aus vier Komponenten: Zugangsweg, Ab-
gangsweg, Umsteigeweg und Fahrtweg. Die Reisezeit wird bestimmt durch die Fahrtzeit
gemäß Fahrplan und den Zu-, Abgangs-, und Umsteigezeiten mit Gehgeschwindigkeit.
Die komplette Dokumentation der API lässt sich unter [Google, 2013] finden.
Um die generische Variablen mehrerer hundert Einzelwege abzufragen, ist es notwendig die
API-Abfrage zu automatisieren. Dafür habe ich in der Programmiersprache Ruby ein Skript
entwickelt.
3.3.2 Automatisierte API-Abfrage
Die Funktionsweise des Ruby-Skriptes soll im Rahmen dieses Unterkapitels erläutert werden.
Eine Auswahl an Wegedaten wurde aus der Access-Datenbank als CSV-Datei exportiert und
als erstes Zeile für Zeile eingelesen. Dabei ist die CSV-Datei tabellarisch aufgebaut. Jeder
Wert wird als eigene Variable abgespeichert.
Aus den Nummern für die statistischen Gebiete wird für Quelle und Ziel die entsprechende
Schwerpunktkoordinate herausgesucht. Die Schwerpunktkoordinaten für jedes statistische
Gebiet wurden mit Hilfe des GIS-Programms „Quantum GIS“ aus einer Geodatei des Amts
für Statistik Berlin-Brandenburg berechnet. Die zu jedem statistischen Gebiet korrespon-
dierenden Koordinaten liegen als CSV-Datei vor, und werden ebenfalls in das Ruby-Skript
eingelesen.
Abbildung 3.1: Statistische Gebiete im Berliner Zentrum, in rot die Schwerpunkte
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Der Zeitwert für die Abfahrtszeit, welcher allein für den Modus ÖV wichtig ist, wird als Kon-
stante vorgegeben. Dafür wurde der 20.08.2014 7:30 Uhr gewählt. Es war nicht möglich,
die realen Zeiten zu verwenden, da die Google-API keine Zeitpunkte in der Vergangenheit
unterstützt. Ein Fixdatum außerhalb der Sommerferien konnte ebenfalls nicht benutzt wer-
den, da die API maximal Zeitpunkte bis einen Monat in die Zukunft akzeptiert.
Die Abfrage der Google-API erfolgt als eigene Methode, welche für jeden Weg und für alle
vier Verkehrsmodi aufgerufen wird. Dabei fließen in die Methode die Koordinaten von Quelle
und Ziel, die Nummer des Verkehrsmittels und die Abfahrtszeit ein.
In der Methode wird zunächst die URL für die HTTP-Abfrage der API erzeugt. Dafür werden
bei den Anfrageparametern die entsprechenden Variablen eingesetzt. Dann wird die erzeug-
te URL aufgerufen, und die generierte JSON-Datei als Hash (entspricht einem assoziativen
Array) gespeichert. Durch die kombinierte Hash-Array-Struktur ist es nun möglich, die Baum-
struktur der JSON-Datei zu nutzen, und so direkt auf bestimmte Werte zuzugreifen. Dabei
werden jeweils der Wert der Reiseweite und Reisezeit abgefragt. Die Methode gibt dann zum
Schluss die Reiseweite und die Reisezeit zurück.
Die Rückgabewerte werden inklusive der sozioökonomischen und externen Variablen als
Zeile in eine neue CSV-Datei geschrieben. Hinzu kommt noch die Nummer des gewählten
Verkehrsmittels sowie die Differenz der von der jeweiligen Person geäußerten und berechne-
ten Reisezeit und Reiseweite. Dieser Ablauf wird für jeden Weg, also jede Zeile der Wegedatei
wiederholt. Die am Schluss erzeugte CSV-Datei ist so konstruiert, dass sie theoretisch später
im Statistikprogramm Biogeme direkt verwendet werden kann.
Da die API von Google nicht beliebig viele Abfragen zulässt, gibt es hinsichtlich der Menge
an abgefragten Wegen eine Einschränkung. Zum einen lässt Google nur 2500 Einzelabfragen
pro Tag zu. Da jeder Weg sieben Einzelabfragen mit sich zieht (Abfragen für den ÖV zählen
als vier Einzelabfragen), können also pro Tag ca. 350 Einzelwege rekonstruiert werden. Au-
ßerdem begrenzt Google die Anzahl aufeinanderfolgender Anfragen. Deswegen wird zum
einen bei jeder Abfrage überprüft, ob eine gültige JSON-Datei zurückgegeben wird und gege-
benenfalls die Abfrage nach einer Pause wiederholt, zum anderen muss das Skript zwischen
jeder Einzelabfrage eine Sekunde pausieren. Dadurch ist es möglich ca. 50-60 Wege in einem
Durchgang abzufragen.
3.3.3 Reisekosten
Die Reisekosten sind kein Bestandteil der API-Abfrage, und werden deshalb separat für die
erzeugten Daten berechnet. Da die Ad-hoc-Kosten für den Fuß- und Radverkehr null sind,
müssen nur für den MIV und für den ÖV Kostenwerte berechnet werden.
Für den Öffentlichen Verkehr wird angenommen, dass Personen mit einer Zeitkarte (Wochen-
karte und länger, sowie Semesterticket und Behindertenausweis) keine Ad-hoc-Kosten für
den ÖV besitzen, diese deswegen null sind. Für alle anderen Personen wird der Preis eines
Einzelfahrscheins innerhalb Berlins (Zone AB) verwendet. Dieser betrug im Jahr 2008 2,10 C.
[von Lisone, 2013]
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Für dem MIV werden für die Ad-hoc-Kosten nur die Treibstoffkosten herangezogen. Eventuell
anfallende Parkgebühren werden nicht berücksichtigt. Der Treibstoffkostensatz pro Kilome-
ter wird dabei wie folgt bestimmt: Für den Kraftstoffdurchschnittspreis werden die Daten
des ADAC herangezogen. Danach kostete durchschnittlich in Jahr 2008 ein Liter Benzin
138,9 Cent, ein Liter Diesel 132,4 Cent. Der Durchschnittspreis über beide Kraftstoffarten
beträgt also 135,7 Cent. [ADAC, 2014]
Für den Durchschnittsverbrauch der privaten PKW werden Daten des Statistischen Bundesam-
tes herangezogen. Demnach betrug der durchschnittliche Kraftstoffverbrauch der PKW-Flotte
7,6 Liter pro 100 Kilometer. Der durchschnittliche Kostenwert pro Kilometer beträgt dement-
sprechend 10,3 Cent, bzw. 0,103 C. [Statistisches Bundesamt, 2010]
3.4 Erzeugter Datensatz
Aus den 6.400 Einzelwegen wurden für die Modellerzeugung eine Stichprobe von 2.000
Wege zufällig herausgesucht. Dabei stimmt der Modal Split der Stichprobe sehr gut mit dem
des Gesamtdatensatzes überein. Für alle 2.000 Einzelwege wurden anschließend mit dem
Ruby-Skript Reisezeit und Reiseweite ermittelt. Der Unterschied zwischen der geschätzten
Reisezeit und -weite der betreffenden Person und der ermittelten Daten wurde zudem mit
abgespeichert, um Wegedaten mit einer zu großen Abweichung in der Parameterschätzung
ausklammern zu können. Für eine Abweichung bei der Reisezeit und -weite kann es verschie-
dene Gründe geben.
Die Reisezeit kann bei Fuß- und Radverkehr abweichen, da bei beiden Verkehrsmitteln jede
Person eine unterschiedliche Reisegeschwindigkeit besitzt. Beim MIV werden bei der Abfrage
der Google-API ausschließlich Reisezeiten abgefragt, die den Zustand ohne Staus abbilden, so
dass zu erwarten ist, dass besonders in den Hauptverkehrszeiten die Reisezeiten unterschätzt
werden. Beim Öffentlichen Verkehr haben die Zu- und Abgangszeiten einen großen Einfluss
auf die Dauer des Weges. Die unterschiedlichen Entfernungen zu einer Haltestelle können
also große Unterschiede in der Reisezeit mit sich bringen. Auf alle Verkehrsmittel hat zudem
die Ungenauigkeit der statistischen Gebiete einen Einfluss. Da nicht bekannt ist, wo genau
eine Person ihren Weg beginnt oder beendet wird näherungsweise immer der Schwerpunkt
des Gebietes angenommen. Dadurch wird die Abweichung der Reisezeit und Reiseweite
durch die Größe der statistischen Gebiete bestimmt.
Abweichungen können zudem auftreten, wenn Personen für ihren Weg nicht die kürzeste
Route wählen (zum Beispiel wählt ein Radfahrer eine längere Route, welche aber für ihn
subjektiv schöner ist). Zudem kann es vorkommen, dass Personen real zwei oder mehr Wege
verrichten, jedoch nur einen Weg angegeben haben, obwohl auf dem Weg kleine Aktivitäten
verrichtet wurden (zum Beispiel das Kind an der Schule absetzen). Dies hat zur Folge, dass
sich Reisezeit und -weite erhöhen. Zuletzt können Wegedaten fehlerhaft sein, entweder weil
die von der Person angebenden Adressen, und damit die Nummer des statistischen Gebietes
nicht stimmen, oder weil sich die Person bei der Reisezeit und -weite verschätzt hat.
Um später in der Parameterschätzung signifikante Werte für die Reisezeit zu erhalten, wur-
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den deswegen alle Wege, bei denen die Abweichung der Reisezeit mehr als ±10 min und
die Abweichung der Reiseweite mehr als ±5 km beträgt, aussortiert. Dazu wurde in der
API-Abfrage für die Reisezeit und Reiseweite die Differenz zwischen den von der jeweiligen
Person angegeben Werten und den für das gewählte Verkehrsmittel ermittelten Werten aus-
gegeben und in die Felder DIF_TIME und DIF_DIST ausgegeben. Übrig blieben 1.112 Wege,
mit denen die Parameterschätzung durchgeführt wurde.




Wege 6420 2000 1112
Fuß 2.2% 2.6% 1.9%
Rad 14.8% 14.8% 20.5%
MIV 40.9% 41.0% 40.7%





4.1 Entwicklung des Wahlmodells
Der generierte Datensatz wird im Ruby-Skript bereits so formatiert, dass er mit der Statistik-
Software Biogeme ohne große Mühe eingelesen werden kann. Dafür müssen vorher jedoch
noch ein paar kleine Anpassungen vorgenommen werden.
Da nicht alle Variablen in metrischer Form vorliegen, müssen diese in sogenannte Dummy-
Variablen überführt werden. Eine Dummy-Variable kennt dabei zwei Zustände: Null und Eins.
Ist diese Variable eins, wird also ein bestimmter Nutzen der Nutzenfunktion hinzuaddiert, ist
die Variable null entfällt der Nutzen. In den vorliegenden SrV-Daten sind viele Variablen mit
Zahlen kodiert worden. Dabei lässt sich zum Beispiel die Variable Geschlecht oder die Variable
Mobilitätseinschränkung direkt in eine Dummy-Variable überführen, da es nur zwei Zustände
gibt. Variablen mit mehr Zuständen, zum Beispiel das Wetter oder die KFZ-Verfügbarkeit
müssen entsprechend auf zwei Zustände zusammengefasst werden. Zum Beispiel wurden
beim Wetter die fünf abgefragten Wetterzustände zu zusammengefasst zu schlechtem und
gutem Wetter.
Möchte man mehr als zwei Zustände abbilden, so müssen mehr Variablen eingeführt werden.
Man spricht vom sogenannten Dummy-Coding. Für n Zustände sind dafür n-1 Variablen nötig.
Dabei wird ein Zustand der Referenzzustand, bei dem alle Variablen Null sind. Für jeden
anderen Zustand wird die entsprechende Variable eins. Ein Vorteil des Dummy-Codings
ist es, dass auch nichtlineare Zusammenhänge abgebildet werden können. So wurde im
Datensatz die metrische Variable Alter in zwei neue Dummy-Variablen überführt, da das Alter
einen stark nichtlinearen Einfluss besitzt. Dafür wurden die drei Kategorien jung, mittel und
alt geschaffen, wobei mittel als Referenzzustand fungiert. Die zwei neuen Variablen sind
dementsprechend Alter jung und Alter alt.
Der entscheidende Nachteil des Dummy-Codings ist jedoch, dass mit wachsender Anzahl an
Zuständen auch die Anzahl an zu schätzenden Parametern im Modell steigt. [Stevens, 2007]
Die Variable KFZ-Verfügbarkeit wurde so kodiert, dass eins den Zustand ohne Verfügbarkeit
eines KFZ abbildet, und null den Zustand mit Verfügbarkeit. Dies hat den Grund, dass
später im Modell der Variablenparameter für die KFZ-Verfügbarkeit nicht variabel, sondern
konstant ist und einen großen negativen Wert besitzt. Dadurch wird der Alternative MIV
im Falle dass kein KFZ verfügbar war ein so großer Negativnutzen hinzuaddiert, dass die
Auswahlwahrscheinlichkeit sehr gering wird.
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Für das Modell werden folgende Variablen verwendet:
Wahlvariable: MODE
Gewähltes Verkehrsmittel, 1: Fuß, 2: Rad, 3: MIV, 4: ÖV
Reisezeit: ZEIT
Für jedes Verkehrsmittel die spezifische Reisezeit für den Weg in Minuten
Reisekosten: KOSTEN
Reisekosten in Euro für MIV und ÖV. Für MIV bestehen Reisekosten aus der Reiseweite
mal dem Kostensatz pro Kilometer. Für den Öffentlichen Verkehr betragen die Kosten
2,10 C, falls eine Person keine Zeitkarte besitzt
Alter: ALTERJ und ALTERA
Einteilung des Alters in drei Altersklassen jung, mittel und alt: <31, 31-60 und >60.
Die beiden Variablen (jung und alt) werden dann 1, wenn das Alter in die entsprechen-
de Kategorie fällt. Für die mittlere Kategorie sind beide Variablen 0.
Geschlecht: GESCHL
0 für männlich, 1 für weiblich
Mobilitätseinschränkung: EINSCHR
Wird 1, falls eine Mobilitätseinschränkung bei der betreffenden Person vorhanden ist,
ansonsten 0.
KFZ-Verfügbarkeit: KFZVERF
Wird 1, falls kein KFZ zum Zeitpunkt des Weges verfügbar war, wird 0 falls ein KFZ
eingeschränkt oder uneingeschränkt verfügbar war.
Wetter: WETTER
0 falls schlechtes Wetter (Regen oder Schnee), 1 falls kein schlechtes Wetter (bedeckt,
wolkig, sonnig)
Haushaltseinkommen: EINK
Haushaltseinkommen in Euro. Da das Einkommen nur in Klassen vorlag, wurde immer
die Klassenmitte verwendet.
Mit den zur Verfügung stehenden Variablen lässt sich ein Modell mit den folgenden Nutzen-
funktionen aufstellen:
VF = ASCF + βZEITF · ZEITF + βALTERJF ·ALTERJ + βALTERAF ·ALTERA
+ βGESCHLF ·GESCHL+ βEINSCHRF · EINSCHR+ βWETTERF ·WETTER
+ βEINKF · EINK
VR = ASCR + βZEITR · ZEITR + βALTERJR ·ALTERJ + βALTERAR ·ALTERA
+ βGESCHLR ·GESCHL+ βEINSCHRR · EINSCHR+ βWETTERR ·WETTER
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+ βEINKR · EINK
VM = 0 + βZEITM · ZEITM + βKOSTEN ·KOSTENM + βALTERAM ·ALTERA
+ CKFZV ERF ·KFZV ERF + βEINKM · EINK
VÖ = ASCÖ + βZEITÖ · ZEITÖ + βKOSTEN ·KOSTENÖ + βALTERJÖ ·ALTERJ
+ βGESCHLÖ ·GESCHL+ βEINSCHRÖ · EINSCHR+ βWETTERÖ ·WETTER
Hinweis: In den Nutzenfunktionen und Modellen werden aufgrund der Lesbarkeit die Ver-
kehrsmittel auf einen Buchstaben abgekürzt: Fußverkehr, Radverkehr, Motorisierter Indivi-
dualverkehr und Öffentlicher Verkehr
Die alternativenspezifischen Konstanten werden dabei auf den MIV bezogen, weswegen die-
ser normiert wird. Die Reisezeit ZEIT ist generisch, und es wird angenommen, dass die
Parameter alternativenspezifisch sind. Da Kosten nur für MIV und ÖV anfallen, ist KOSTEN
auch nur dort ein Bestandteil der Nutzenfunktionen. Es wird angenommen, dass die Sensi-
tivität für beide Verkehrsmittel gleich ist, weswegen ein gemeinsamer Parameter verwendet
wird.
Da die Werte von sozioökonomischen und externen Variablen über alle Alternativen gleich
sind, ist es nicht möglich, dass diese Variablen Bestandteil der Nutzenfunktionen aller Ver-
kehrsmittel sind. Der Einfluss einer Variable muss sich immer auf ein Vergleichsverkehrsmittel
beziehen. Bei diesem Verkehrsmittel kann deswegen die Variable nicht Bestandteil der Nut-
zenfunktion sein.
In den meisten Fällen wird der Einfluss der Variablen auf den MIV bezogen. In den Fällen
wo jedoch gezielt der Einfluss einer Variable auf den MIV untersucht werden soll, wird sich
auf den ÖV bezogen.
Zunächst werden alle sozioökonomischen und externen Variablen alternativenspezifisch für
alle drei Verkehrsmittel untersucht. Es ist jedoch anzunehmen, dass nicht alle geschätzten
Parameter auch signifikant sind. Im Folgenden werden Vermutungen aufgestellt, bei welchen
Parametern welcher Verkehrsmittel ein Einfluss zu erwarten ist.
Bei den beiden Variablen für das Alter ALTERJ und ALTERA wird angenommen, dass be-
sonders der Radverkehr von jungen Menschen bevorzugt wird und der MIV von älteren
Menschen. Bei der Variable Geschlecht GESCHL wird angenommen, dass Frauen tendenziell
den ÖV bevorzugen. Da eine Mobilitätseinschränkung Auswirkungen auf die Motorik von
Menschen hat, ist anzunehmen, dass EINSCHR besonders den Fuß- und Radverkehr beein-
flusst. Hier werden zunächst alternativenspezifische Parameter angenommen, es ist jedoch zu
prüfen, ob diese bei der Schätzung gleich sind. Schlechtes Wetter hat ebenso einen negativen
Einfluss auf den Fuß- und Radverkehr. Ebenso wie bei der Mobilitätseinschränkung ist bei
WETTER zu prüfen, ob die alternativenspezifischen Parameter gleich sind. Das Haushaltsein-
kommen gibt eine Information über den Wohlstand einer Familie. Es ist anzunehmen, dass
EINK besonders einen Einfluss auf die Motorisierung eines Haushaltes hat, und damit einen
positiven Einfluss auf den MIV. Als Referenzverkehrsmittel dient der ÖV.
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Einen Sonderfall nimmt die Variable KFZVERF ein. Diese soll dafür sorgen, dass für den Fall,
das der betreffenden Person kein KFZ zur Verfügung stand, der Nutzen des MIV so klein wird,
dass die Auswahlwahrscheinlichkeit gegen null geht. Deswegen ist der betreffende Parameter
eine Konstante CKFZV ERF mit einem sehr großen negativen Wert. Dadurch wird faktisch
die Alternative aus der Wahlsituation gestrichen.
Um in dieser Arbeit nicht für jedes Modell alle Nutzenfunktionen notieren zu müssen, wird
folgende Tabellenschreibweise benutzt (siehe Tabelle 4.1):
Tabelle 4.1: Ausgangsmodell
Fuß Rad MIV ÖV
ASC ASCF ASCR 0 ASCÖ
ZEIT βZEITF βZEITR βZEITM βZEITÖ
KOSTEN βKOSTEN
ALTERJ βALTERJF βALTERJR βALTERJÖ
ALTERA βALTERAF βALTERAR βALTERAM
GESCHL βGESCHLF βGESCHLR βGESCHLÖ
EINSCHR βEINSCHRF βEINSCHRR βEINSCHRÖ
KFZVERF CKFZV ERF
WETTER βWETTERF βWETTERR βWETTERÖ
EINK βEINKF βEINKR βEINKM
Dabei sind Parameter, welche sich über mehrere Spalten erstrecken gleich für die betreffenden
Verkehrsmittel (also nicht alternativenspezifisch).
Das Ausgangsmodell soll den Idealfall darstellen, in dem alle Variablen signifikant sind. Um
den Einfluss und die Signifikanz aller Variablen inklusive ihrer Parameter prüfen zu können,
soll dieses Modell schrittweise aufgebaut und geschätzt werden. Begonnen wird dabei mit
einem Modell, welches nur die generischen Variablen enthält, danach werden schrittweise
die weiteren Variablen hinzugefügt. Des Weiteren werden nicht signifikante Variablen bzw.
Parameter aus dem Modell gestrichen, und es wird überprüft, ob alternativenspezifische
Parameter zusammengefasst werden können.
4.2 Parameterschätzung mit Biogeme
Eine Parameterschätzung von einfachen Modellen mit wenigen Parametern ist bereits mit
Excel und der Hilfe des Excel-Solvers möglich. Für komplexere Modelle empfiehlt sich jedoch
der Gebrauch einer speziellen Softwarelösung. In dieser Arbeit wird dafür das Programm
Biogeme verwendet, ein Open-Source-Programm, welches vom Transport and Mobility La-
boratory der École polytechnique fédérale de Lausanne speziell zur Schätzung von diskreten
Wahlmodellen entwickelt wurde.
Das Programm gibt es in zwei Versionen, einmal in einer Bison-Version, welche für diese
Arbeit verwendet wird, und zum anderen in einer Python-Version, welche es erlaubt umfang-
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reichere Modelle zu schätzen.
War es bei der Veröffentlichung von Biogeme noch nötig die Software unter Linux zu betrei-
ben und vorher zu kompilieren, gibt es inzwischen eine ausführbare Version für Windows,
inklusive einer einfachen grafischen Benutzeroberfläche.
Das Programm basiert lediglich auf zwei Dateien.
Die Datei beinhaltet die Wahldatensätze. Sie besitzt die Dateiendung .dat und ist im Prin-
zip eine CSV-Datei mit Tabulatoren als Trennzeichen. Alternativ kann als Trennzeichen auch
ein Leerzeichen verwendet werden. Diese Datei enthält als erste Zeile die Bezeichnungen
der betreffenden Daten. Danach folgen die Wahldaten, wobei jede Wahlsituation einer Zeile
entspricht.
Die zweite Datei ist die Modellspezifikationsdatei mit der Dateiendung .mod. Diese gibt
die Möglichkeit das Modell genauer auszuführen. Dafür lässt sich die Datei in Abschnitte
gliedern, die Reihenfolge dieser Abschnitte ist egal.
[ModelDescription]
Erlaubt es eine Modellbeschreibung in die Ausgabedatei einzufügen.
[Choice]
Gibt Biogeme an, welche Variable des Datensatzes die Wahlvariable ist.
[Beta]
Hier muss jeder verwendete Parameter zuerst definiert werden. Dabei muss für jeden Para-
meter ein Name vergeben werden, darauf folgt der Vorgabewert (meistens Null). Danach
werden die Ober- und Untergrenzen für die Parameterschätzung angegeben und zum Schluss
kann man festlegen, ob der Parameter variabel (0) oder fixiert (1) ist:
// Name Value LowerBound UpperBound status
B_ZEIT 0.0 -10000 10000 0
[Expressions]
Neben den durch den Datensatz eingelesenen Variablen, können hier Variablen erzeugt wer-
den, welche in den anderen Abschnitten verwendet werden können:
one = 1
[Utilities]
In diesem Abschnitt werden die (linearen) Nutzenfunktionen definiert. Dafür muss jede
Nutzenfunktion eine eigene Zeile einnehmen. Jede Nutzenfunktion muss zunächst die ID
enthalten, welche die Nummer der Wahlentscheidung enthält und konsistent mit den gewähl-
ten Nummern in der Wahlvariablen sein muss. Danach folgt der Name der Wahlalternative.
Als nächstes kann angegeben werden, ob die Wahlalternative zur Verfügung steht. Dabei
kann eine weitere Variable die Information liefern, oder wenn alle Alternativen immer zur
Verfügung stehen, kann ein in [Expressions] definierter Wert eingesetzt werden. Im Falle,
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dass die Alternative zur Verfügung steht muss dieser Wert 1 sein, falls nicht 0.
Zum Schluss werden die Bestandteile der Nutzenfunktion definiert. Jede Variable ist durch
ein + getrennt, Parameter und Variable durch ein *. Nach jeder Parameter und jeder Variable
muss ein Leerzeichen folgen:
// ID Name Avail linear -in -parameter expression
1 Fuss one ASC_FUSS * one + B_ZEIT + ZEIT_FUSS
2 Rad one ASC_RAD * one + B_ZEIT + ZEIT_RAD
[Exclude]
Wenn nicht alle Daten verwendet werden sollen, kann hier angegeben werden, nach welchen
Kriterien Daten aussortiert werden. Dazu können logische Abfragen verwendet werden, ist
das Ergebnis 1 wird der Datensatz aussortiert:
DIF_TIME > 10 || DIF_TIME <-10
[Model]
Auswahl des verwendeten Modells. Im Rahmen dieser Arbeit wird das MNL-Modell verwen-
det.
Es gibt noch eine Reihe weiterer Syntaxbefehle, die Aufzählung beschränkt sich jedoch auf
die gängigsten und die in dieser Arbeit verwendeten Befehle.
Mit der nun definierten Modelldatei und den Wahldaten kann jetzt ein Modell geschätzt wer-
den. Dazu kann in Windows entweder die grafische Benutzeroberfläche verwendet werden,
oder man kann Biogeme über die Kommandozeile aufrufen:
biogeme modell daten.dat
Beim Ausführen sucht Biogeme zuerst nach einer Parameterdatei. Findet es keine, wird eine
Datei mit Standardwerten erzeugt. In der Parameterdatei kann der Benutzer Programm-
einstellungen verändern, zum Beispiel den verwendeten Optimierungsalgorithmus oder die
maximale Anzahl an Iterationen. In dieser Arbeit reicht es aus, die Standartwerte zu verwen-
den.
Mit Hilfe des gewählten Optimierungsalgorithmus schätzt nun Biogeme iterativ die Parame-
ter, bis die Konvergenz erreicht ist. Die Ergebnisse der Schätzung werden anschließend in
eine Reihe verschiedener Dateien ausgegeben. Am hilfsreichsten ist dabei die Ausgabe als
HTML-Datei. Für die Übernahme der Ergebnisse in diese Arbeit wurde jeweils die erzeugte
LATEX-Datei verwendet.
In der Ausgabedatei wird zunächst das Modell zusammengefasst. Neben der Anzahl an Para-
metern und Datensätzen sind vor allem die verschiedenen Log-Likelihood-Werte interessant:
Null log-likelihood: Log-Likelihood-Wert des Nullmodells mit gleichen Auswahlwahrschein-
lichkeiten
Cte log-likelihood: Log-Likelihood-Wert des Konstantenmodells, Nutzenfunktionen enthal-
ten nur die ASC’s
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Init log-likelihood: Log-Likelihood-Wert zum Beginn der Schätzung
Final log-likelihood: Optimierter Log-Likelihood-Wert der Schätzung
Zusätzlich wird der Wert des Likelihood-Ratio Test angegeben. Dieser überprüft das geschätz-
te Modell auf Gleichheit zum Nullmodell.
Des Weiteren werden noch die Werte für den Likelihood-Ratio-Index angegeben, die eine
Aussage zum „goodness of fit“ treffen: Rho-square ρ2 und Adjusted rho-square ρ2. Es fol-
gen dann noch weitere Informationen zum Optimierungsprozess.
Als nächstes werden die Nutzenparameter aufgeschlüsselt. Zuerst wird für jeden Parameter
der ermittelte Wert angegeben. Danach folgt die Standardabweichung „Std. error“ und der
daraus berechnete z-Wert des t-Tests. In der Regel wird eine Irrtumswahrscheinlichkeit von
5% angenommen, so dass Werte mit |z| < 1, 96 als nicht signifikant angenommen werden
können. Als letztes folgt noch der p-Wert, welcher die Überschreitungswahrscheinlichkeit an-
gibt. Je kleiner dieser Wert ist, desto mehr spricht das Ergebnis dafür, dass die Nullhypothese
abgelehnt wird.
Sämtliche statistischen Tests werden zusätzlich noch als robuste Tests ausgeführt, da diese
nicht so anfällig für Ausreißer sind.
Zum Schluss werden alle Parameter untereinander auf Korrelation geprüft.
In Biogeme bestehen zwei Möglichkeiten, die fehlende Verfügbarkeit eines Verkehrsmittels
in einer Wahlsituation abzubilden.
Möglichkeit 1 ist die Verwendung der availability-Funktion in der Definition der Nutzenfunk-
tionen. Statt eines festen Wertes kann dort auch eine Variable eingetragen werden, die die
Verfügbarkeit eines Verkehrsmittels beinhaltet. Ist diese Variable in einer Wahlsituation null,
so wird dieses Verkehrsmittel in der Wahlsituation nicht mit betrachtet. Aussortiert werden
in der Schätzung Beobachtungen, bei denen die Wahl auf ein Verkehrsmittel fällt, welches
nicht verfügbar war.
Möglichkeit 2 ist die Verwendung eines Pseudonutzens. Dabei ist die Verfügbarkeitsvariable
Bestandteil der Nutzenfunktion des entsprechenden Verkehrsmittels. Der Parameter dieser
Variable ist jedoch ein konstanter kleiner negativer Wert (zum Beispiel -1000). Wichtig ist,
dass in diesem Fall die Variable den Wert eins annimmt, wenn das Verkehrsmittel nicht zur
Verfügung steht. Denn nur dann wird der Negativnutzen zum Nutzen hinzuaddiert, und die
Auswahlwahrscheinlichkeit nähert sich null an.
Beide Methoden ergeben gleiche Modelle mit gleichen Log-Likelihood-Werten. Der Unter-
schied besteht in der Modellspezifikation. Da bei Möglichkeit 2 die Verfügbarkeit Bestandteil
der Nutzenfunktion ist, sind im Nullmodell die Wahrscheinlichkeiten für alle Verkehrsmittel
gleich. Außerdem ist es möglich ein Konstantenmodell zu berechnen. Bei Möglichkeit 1
beinhaltet bereits das Nullmodell die Verfügbarkeit, so dass im Falle, dass ein Verkehrsmittel
nicht verfügbar ist, die Wahrscheinlichkeit Null ist. Da das Nullmodell von Möglichkeit 1
bereits besser die Wirklichkeit abbilden kann als bei Möglichkeit 2, ergeben sich für beide
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Möglichkeiten unterschiedliche ρ2-Werte.
[Bierlaire, 2014]
4.3 Anwendung der Parameterschätzung auf die SrV-Daten
Im Folgenden soll nun schrittweise das Wahlmodell aufgebaut werden. Begonnen wird
mit den generischen Variablen Reisezeit und Reisekosten. Darauf aufbauend werden die
sozioökonomischen und externen Variablen hinzugefügt, um das Modell schrittweise zu
verbessern.
Nullmodell
Das Nullmodell setzt den Nutzen aller Alternativen auf einen gleichen konstanten Wert wo-
durch die Auswahlwahrscheinlichkeit für jedes Verkehrsmittel 1/4 beträgt.
Konstantenmodell
Im Konstantenmodell werden nur die ASC’s ermittelt, dabei wird die ASC vom MIV normiert,
also auf Null gesetzt. Die Auswahlwahrscheinlichkeiten spiegeln die relative Häufigkeit der
Wahlentscheidungen für jedes Verkehrsmittel wieder.
Angepasstes Nullmodell
Es wurde bereits beschrieben, wie es in Biogeme möglich, ist die Verfügbarkeit von Verkehrs-
mitteln einzubinden. Für die weitere Schätzung der Modelle wird die Verfügbarkeit des MIV
als Biogeme-Verfügbarkeitsvariable gesetzt. Dafür wird in Biogeme eine neue Variable er-
zeugt, welche für den Fall, dass ein KFZ zur Verfügung stand den Wert eins annimmt, und den
Wert null falls nicht. Da die availability-Option auch einen Einfluss auf das Nullmodell hat,
wird dieses nun als angepasstes Nullmodell bezeichnet. In Wahlsituationen bei denen der
MIV nun nicht zur Verfügung steht, ist die Auswahlwahrscheinlichkeit der drei verbleibenden
Verkehrsmittel 1/3. Der Log-Likelihood-Wert des angepassten Nullmodells wird kleiner sein
als der des Nullmodells, da durch die Berücksichtigung der KFZ-Verfügbarkeit sich das Modell
bereits qualitativ verbessert hat. Biogeme berechnet sämtliche statistischen Tests nun auf
Basis des angepassten Nullmodells.
Reisezeit
Aufbauend auf dem angepassten Nullmodell, inklusiven der alternativenspezifischen Kon-
stanten, wird die Reisezeit in die Nutzenfunktionen aller Verkehrsmittel hinzugefügt. Die
Parameter werden zunächst alternativenspezifisch geschätzt. Alle geschätzten Parameter sind
gemäß t-Test hochsignifikant. Der ρ2-Wert liegt im Bezug auf das alternative Nullmodell bei
0,384.
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Als nächstes werden die alternativenspezifischen Parameter untereinander auf Gleichheit ge-
prüft. Dazu wird der Likelihood-Ratio-Test verwendet, wobei jeweils das Modell mit allen
vier Zeitparametern (Ausgangsmodell) mit einem Modell vergleichen wird, in dem jeweils
zwei Parameter zusammengefasst werden (Untersuchungsmodell). Mit einem Freiheitsgrad
und einem Wahrscheinlichkeitsmaß von 0,95 ergibt sich ein Wert der χ2-Verteilung von 3,84.
Bei D-Werten, welche kleiner als 3,84 sind, wird die Nullhypothese angenommen. Aufgrund
des Tests konnte nachgewiesen werden, dass die Zeitparameter für den Radverkehr und MIV
gleich sind. In den weiteren Modellen werden deswegen die beiden Parameter zu einem
zusammengefasst.
Tabelle 4.2: Likelihood-Ratio-Test auf Gleichheit der Zeitparameter
gemeinsamer LL-Wert LL-Wert D
Parameter Untersuchungsmodell Ausgangsmodell
Fuß-Rad -881,539 -876,455 10,168
Fuß-MIV -880,477 -876,455 8,044
Fuß-ÖV -895,035 -876,455 37,160
Rad-MIV -876,458 -876,455 0,006
Rad-ÖV -913,962 -876,455 75,014
MIV-ÖV -895,575 -876,455 38,240
Reisekosten
Als zweite generische Variable werden die Reisekosten in die Nutzenfunktionen von MIV
und ÖV hinzugefügt. Für einen gemeinsamen Parameter ergibt die Modellschätzung, dass
die Reisekosten ebenfalls hochsignifikant sind. Der ρ2-Wert des Modells verbessert sich auf
0,474.
Alter
Die zwei dummy-kodierten Altersvariablen werden mit je unterschiedlichem Bezugsverkehrs-
mitteln in die Nutzenfunktionen der drei anderen Verkehrsmittel eingefügt. Die Variable
ALTERJ ist Bestandteil der Nutzenfunktionen von Fuß-, Rad,- und Öffentlichen Verkehr. Die
Variable ALTERA ist Bestandteil der Nutzenfunktionen von Fuß-, Rad- und motorisiertem
Individualverkehr. Die Parameter wurden zunächst alternativenspezifisch geschätzt. Bei der
ersten Schätzung mit allen sechs Parametern waren zwei Parameter größter als die Signifi-
kanzschwelle von 1,96. Eine erneute Schätzung ohne die nicht signifkanten Parameter ergab
jedoch, dass auch diese zwei Parameter keine Signifikanz besitzen. Das Alter hat anschei-
nend für den gewählten Datensatz keinen sichtbaren Einfluss. Deswegen werden die beiden
Altersvariablen nicht weiter betrachtet.
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Geschlecht
Der Einfluss des Geschlechts wird auf den MIV bezogen, sodass alternativenspezifische Pa-
rameter Teil der Nutzenfunktionen der drei anderen Verkehrsmittel sind. Bei der Modellauf-
stellung wurde vermutet, dass das Geschlecht besonders auf den ÖV einen Einfluss hat. Das
Schätzergebnis bestätigt dies. Während die Parameter von Fuß- und Radverkehr nicht signifi-
kant sind, verbessert der Parameter des ÖV das Model qualitativ auf einen ρ2-Wert von 0,485.
In den weiteren Modellen wird deswegen nur der Geschlechtsparameter des ÖV weiter mit
betrachtet. Der positive Wert des Parameters zeigt, dass Frauen häufiger den Öffentlichen
Verkehr bevorzugen.
Mobilitätseinschränkung
Genauso wie das Geschlecht, wird die Variable Mobilitätseinschränkung auf den MIV bezogen.
Die Parameterschätzung ergab, dass die drei Parameter der anderen Verkehrsmittel keine
Signifikanz besitzen. Dies liegt mit Sicherheit auch an der geringen Menge an Wegen von
Menschen mit einer Mobilitätseinschränkung (nur ca. 50).
Wetter
Auch die Wettervariable wurde auf den MIV bezogen. Von den Parametern für Fuß-, Rad-
verkehr und ÖV erwies sich nach der Parameterschätzung jedoch nur der Parameter des
Radverkehrs als signifikant. Dieser verbesserte das Modell leicht auf einen ρ2-Wert von
0,487.
Haushaltseinkommen
Als letzte Variable wurde das Haushaltseinkommen hinzugefügt. Dieses wurde auf den ÖV
bezogen. Damit die geschätzten Parameter keine zu kleinen Werte annehmen, wurde vorher
das Einkommen durch Tausend geteilt. Die drei alternativenspezifischen Parameter von Fuß,-
Radverkehr und MIV erwiesen sich nach der Schätzung als nicht signifikant.
Die Tabelle 4.3 zeigt den schrittweisen Verbesserungsprozess des Modells. Das Modell M_6a
stellt dabei das finale Modell dar.
Die genauen Modellspezifikationen des finalen Modells werden in Tabelle 4.4 zusammenge-
fasst.
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Tabelle 4.3: Übersicht der geschätzten Modelle




M_1 -876,46 0,384 0,379 7 + Reisezeit
M_1d -876,46 0,384 0,380 6 gem. Par. Rad & MIV
M_2 -747,82 0,474 0,470 7 + Kosten
M_3 -740,14 0,480 0,471 13 + Alter zwei Par. knapp signifikant
M_3a -746,76 0,475 0,469 9 Alter, nur signifikante Par. beide Par. nicht signifikant
M_4 -731,21 0,486 0,479 10 + Geschlecht nur ÖV signifikant
M_4a -733,17 0,485 0,479 8 Geschlecht, nur ÖV
M_5 -731,53 0,486 0,478 11 + Mobilitätseinschr. nicht signifikant
M_6 -729,44 0,487 0,480 11 + Wetter nur Rad signifikant
M_6a -729,52 0,487 0,481 9 + Wetter, nur Rad
M_7 -727,14 0,489 0,481 12 + Einkommen / 1000 nicht signifikant
M_6a -729,52 0,487 0,481 9 Finales Modell
Tabelle 4.4: Biogeme-Modellspezifikationen des finalen Modells (M_6a)
Robust
Parameter Coeff. Asympt.
number Description estimate std. error t-stat p-value
1 ASC_FUSS 2.48 0.764 3.25 0.00
2 ASC_OEV -0.0599 0.282 -0.21 0.83
3 ASC_RAD -1.13 0.276 -4.11 0.00
4 B_GESCHL_O 0.939 0.177 5.31 0.00
5 B_KOSTEN -1.15 0.0847 -13.53 0.00
6 B_WETTER_R 0.655 0.265 2.47 0.01
7 B_ZEIT_F -0.222 0.0306 -7.24 0.00
8 B_ZEIT_O -0.0950 0.00970 -9.79 0.00
9 B_ZEIT_RM -0.135 0.0110 -12.28 0.00
Summary statistics
Number of observations = 1096
LL(0) = −1423.005
LL(βˆ) = −729.517
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Tabelle 4.5: Finales Modell
Fuß Rad MIV ÖV
ASC ASCF ASCR 0 ASCÖ
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5.1 Darstellung der Nutzeneinflüsse
Der Einfluss der Wichtungsparameter der verschiedenen Variablen auf den Gesamtnutzen
ist mit absoluten Werten nur schwer interpretierbar. Bildlicher wird der Einfluss, wenn das
Modell auf Beispielwege angewandt wird. Für die folgenden Diagramme wurden zwei Wege
aus dem Datensatz herausgesucht. Für jedes Verkehrsmittel wurde nun die Nutzenkompo-
nente jeder einzelnen Variable berechnet und als Balken dargestellt. Der Gesamtnutzen eines
Verkehrsmittels wird durch den grauen Balken dargestellt. Die absoluten Nutzenwerte einer
Variable erlauben es nun den Einfluss der verschiedenen Variablen miteinander vergleichen
zu können.
Zur Demonstration wurden aus dem Wegedatensatz zwei Wege ausgewählt. Einmal ein Weg
mit einer kleinen Reiseweite, und ein Weg mit einer größeren Reiseweite.
Die Variablenwerte der beiden Wege sind:
Weg 1
Fuß: Reisezeit 12 min
Rad: Reisezeit 4 min; Wetter 1 (schön)
MIV: Reisezeit 3,9 min; Kosten 0,16 C
ÖV: Reisezeit 12 min; Kosten 2,1 C; Geschlecht 0 (männlich)
Weg 2
Fuß: Reisezeit 77,7 min
Rad: Reisezeit 23 min; Wetter 1 (schön)
MIV: Reisezeit 13,2 min; Kosten 0,69 C
ÖV: Reisezeit 26,7 min; Kosten 0 C (wegen Zeitticket); Geschlecht 1 (weiblich)
In den Diagrammen 5.1 und 5.2 sind die für die beiden Wege errechneten Nutzenwerte dar-
gestellt. Für die Wichtungsparameter wurden dabei die Werte des finales Modells verwendet
(siehe Tabelle 4.4).
Aus den Nutzenwerten ergeben sich nun mit dem MNL-Modell folgende Auswahlwahrschein-
lichkeiten:
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Tabelle 5.1: Auswahlwahrscheinlichkeiten der Verkehrsmittel
Fuß Rad MIV ÖV
Weg 1 17.8% 33.7% 46.0% 2.5%
Weg 2 0.0% 9.5% 25.8% 64.7%
Abbildung 5.1: Nutzenwerte von Weg 1
Abbildung 5.2: Nutzenwerte von Weg 2
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5.2 Zeitkostensätze
Sichtbar wird besonders bei Weg 1 die unterschiedliche Zeitsensibilität der verschiedenen
Verkehrsmittel. So ist die Reisezeit bei Fuß und ÖV gleich, jedoch wird diese beim Fußver-
kehr deutlich schlechter bewertet als beim ÖV. Die Parameterwerte (siehe Tabelle 4.4) zeigen,
dass die Zeitsensibilität beim Radverkehr und MIV gleich ist. Fußgänger reagieren deutlich
sensibler auf höhere Reisezeit, während Nutzer des ÖV für dem gleichen negativen Nutzen
eine größere Reisezeit in Kauf nehmen.
Vergleicht man die beiden Wege, wird ersichtlich, welchen großen Einfluss die Kosten auf den
ÖV haben. So wird ein deutlicher Negativnutzen hinzugefügt, falls die betreffende Person
kein Zeitticket besitzt.
Auch der Einfluss der beiden Variablen Wetter und Geschlecht wird sichtbar. So bringt schö-
nes Wetter wie erwartet einen Nutzenvorteil für den Radverkehr. Frauen haben beim gleichen
Weg eine höhere Auswahlwahrscheinlichkeit für den ÖV als Männer.
Die alternativenspezifischen Konstanten haben nur einen sichtbaren Einfluss beim Fuß- und
Radverkehr. Beim Fußverkehr bringt die betreffende ASC einen Nutzenbonus, welcher bei
kurzen Wegen die stark negative Wirkung der Reisezeit kompensiert. Nicht erwartet wurde
die stark negative ASC beim Radverkehr. Es wurde erwartet, dass auch diese im Vergleich
zum MIV positiv ausfällt, und dem Radverkehr so bei kurzen Wegen einen Nutzenvorteil
verschafft. Die Parameterschätzung konnte dies jedoch nicht bestätigen.
5.2 Zeitkostensätze
Die ermittelten Wichtungsparameter bieten die Möglichkeit, den Einfluss der verschiedenen
Variablen untereinander zu vergleichen. Ein gängiger Vergleich ist der sogenannte Zeitkos-
tensatz VOT (value of time). Dieser stellt das Verhältnis vom Zeitparameter zum Kostenpara-
meter dar. Der Zeitkostensatz wird üblicherweise in C/h angegeben. Da der Zeitparameter
jedoch auf Minuten basiert, muss der Zeitkostensatz noch mal mit 60 multipliziert werden:
V OT = βZEIT
βKOSTEN
· 60 [C/h] (5.1)
Der Zeitkostensatz trifft nun eine Aussage über die Zahlungsbereitschaft, also wie viel Euro
eine Person bereit ist zu zahlen, um eine Stunde Zeit zu sparen. Damit wird gewissermaßen
die Reisezeit monetarisiert. Da der Zeitkostensatz eine gängige Größe in der Verkehrsplanung
ist, lässt sich damit die Aussagekraft des ermittelten Modells ermitteln. [Train, 2003, S. 77]
Die Zeitkostensätze für den MIV und den ÖV des ermittelten Modells sind:
V OTMIV =
−0, 135
−1, 15 · 60 = 7, 04 C/h
V OTÖV =
−0, 095
−1, 15 · 60 = 4, 96 C/h
(5.2)
Um die ermittelten Werte vergleichen zu können, wurden in Tabelle 5.2 Zeitkostenwerte aus
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verschiedenen europäischen Studien aufgelistet. Anzumerken ist, dass die Werte zumeist
mit je eigenen Grundannahmen getroffen wurden. So werden beim öffentlichen Verkehr in
einer Studie die jeweiligen Verkehrsmittel einzeln betrachtet, eine andere Studie unterteilt
die Zeitkostensätze in Entfernungsabschnitte.
Tabelle 5.2: Zeitkostenwerte europäischer Studien
Quelle Land Verkehrsmittel VOT Bemerkung
Axhausen1 Deutschland MIV 5,01 C/h Berufsverkehr, 10-20 km Entf.
ÖV 4,50 C/h Berufsverkehr, 10-20 km Entf.
Cirillo2 Deutschland MIV und ÖV 7,50 C/h
Delhaye3 Belgien MIV 8,38 C/h Spitzenstunde
ÖV 3,71 C/h Spitzenstunde, Linienbus
van Essen4 EU15 MIV 6,00 C/h Berufsverkehr
Eliasson5 Schweden MIV 6,80 C/h Morgenspitze
Vergleicht man die ermittelten Zeitkostenwerte mit den Vergleichswerten, so ist zu erkennen,
dass der Wert des MIV sich im Bereich der Vergleichwerte von 5,00 C/h bis 8,38 C/h befindet.
Der Zeitkostenwert des ÖV liegt leicht über dem Bereich der zwei Vergleichswerte (3,71 C/h
und 4,50 C/h).
Das ermittelte Modell liefert also plausible Zeitkostenwerte sowohl für den MIV als auch für
den ÖV.
Der gemeinsame Kostenparameter bietet nun die Möglichkeit, auch für den Fuß- und Rad-
verkehr hypothetische Zeitkostenwerte zu berechnen. Zwar fallen bei diesen Verkehrsmitteln
keine Kosten an, jedoch lässt sich ein Vergleich mit dem MIV und dem ÖV herstellen.
Da der Radverkehr den gleichen Zeitparameter verwendet wie der MIV, besitzt dieser den
gleichen Zeitkostenwert von 7,04 C/h. Der Fußverkehr besitzt einen eigenen Zeitparame-
ter, weswegen der Zeitkostenwert 11,58 C/h beträgt. Man erkennt erneut gut die hohe
Zeitsensibilität des Fußverkehrs und die geringe Zeitsensibilität des Öffentlichen Verkehrs.
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Die Rekonstruktion der Wegedaten ist nur näherungsweise möglich. Eine Garantie, dass die
ermittelten Variablendaten der Wirklichkeit enstprechen kann nicht gegeben werden. Dies
hat verschiedene Gründe.
Größe der statistischen Gebiete: Die räumliche Ausdehnung der statistischen Gebiete hat
zur Folge, dass die Länge eines Weges innerhalb der Grenzen des statistischen Gebietes
variieren kann. Führt beispielsweise ein Weg von einem Gebiet in ein benachbartes und
nehmen wir an, beide Gebiete haben eine Ausdehnung von 2 km, so kann dieser Weg
nur wenige hundert Meter lang sein. Im Extremfall jedoch kann die Länge des Weges
bis zu 4 km betragen. Berechnet wird die Entfernung zwischen den Schwerpunkten
beider Gebiete, womit die berechnete Reiseweite ca. 2 km beträgt.
Die Genauigkeit könnte erhöht werden, wenn die Wegedaten räumlich kleinteiliger
kodiert wären, zum Beispiel auf Verkehrszellenniveau. Der Idealfall wären die genauen
Adressangaben von Start- und Zielpunkt. Diese Angaben werden sogar bei der SrV-
Erhebung erhoben, können jedoch aus Datenschutzgründen nicht verwendet werden.
Keine konstanten Geschwindigkeiten: Für die Berechnung der Reisezeiten von Fußgän-
gern und Radfahrern nimmt die Google Directions API konstante Geh- bzw. Fahr-
geschwindigkeiten an. Dies berücksichtigt jedoch nicht, dass die Geschwindigkeiten
von Person zu Person abweichen und sich deswegen sehr unterschiedliche Reisezeiten
ergeben können.
Menschen wählen nicht immer die schnellste Route: Bei der Routensuche kann nicht
berücksichtigt werden, dass Menschen scheinbar irrationale Entscheidungen bei ihrer
Routenwahl treffen. So wählen besonders Radfahrer ihre Route nicht nur hinsichtlich
der Minimierung der Reisezeit, sondern es werden noch eine Reihe weiterer Faktoren
mit einbezogen, wie beispielsweise die subjektive Schönheit einer Route, der Fahr-
bahnbelag oder die subjektive Sicherheit. Dies hat zur Folge, dass ein Radfahrer zum
Beispiel eine längere Route bevorzugt, weil diese durch eine Parkanlage führt, anstatt
die kürzeste Route an einer viel befahrenen Hauptverkehrsstraße zu wählen.
Standorte der ÖV-Haltestellen: Da die Zu- und Abgangszeiten von der Gehgeschwindigkeit
der Menschen abhängen, können diese einen großen Einfluss auf die Gesamtreisezeit
mit dem ÖV haben. Dies hat zur Folge, dass die Lage der Haltestellen zum Schwerpunkt
des statistischen Gebietes den Anteil der Zu- und Abgangszeiten an der Gesamtreisezeit
bestimmt.
Wenn beispielsweise in der Realität die Haltestellen sehr nah am Wohn- und Arbeitsort
einer Person lagen, jedoch die Entfernung einer Haltestelle zum Schwerpunkt deutlich
größer ist, wird eine viel größere Gesamtreisezeit mit dem ÖV berechnet, als in der
Realität vorlag.
Auch diese Ungenauigkeit könnte mit einer kleinteiligeren Kodierung verbessert wer-
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den.
Zusätzlich kommt hinzu, dass kurze ÖV-Wege größtenteils bis vollständig auch zu Fuß
absolviert werden können. In diesem Fall wäre es überlegenswert die Zu- und Abgangs-
zeiten getrennt von der reinen Fahrtzeit im Fahrzeug zu betrachten, da anzunehmen
ist, dass die Zeitsensibilität sich unterscheidet.
Keine realen Fahrzeiten: Die Google Directions API berücksichtigt nicht, dass durch Staus,
besonders innerstädtisch, die Fahrzeiten beim ÖV und besonders beim MIV deutlich
größer werden können. Die API besitzt zwar die Möglichkeit Fahrzeiten gemäß der
aktuellen Verkehrslage zu berechnen, bietet jedoch keine Funktion auf historische Daten
zuzugreifen. Besonders im Berufsverkehr ist also anzunehmen, dass die ermittelten
Reisezeiten tendenziell zu klein sind.
Um die Verzerrung der SrV-Daten zu korrigieren, besitzt jeder Weg, jede Person und jeder
Haushalt einen Gewichtungsfaktor. Um die bevölkerungsproportionale Zusammensetzung
einer Stadt widerspiegeln zu können, werden die einzelnen Daten mit den Gewichtungsfakto-
ren gewichtet. Bei der Auswahl des Datensatzes für diese Arbeit wurde auf die Gewichtungs-
faktoren keine Rücksicht genommen, eine Repräsentativität des Datensatzes ist also nicht
gewährleistet. Bei einer Vertiefung des Themas wäre es jedoch sinnvoll sich damit ausein-
ander zu setzen, inwiefern eine Gewichtung der Einzeldaten bei der Parameterschätzung in
Biogeme mit berücksichtigt werden kann.
Methodisch überarbeitet werden sollten die Kostenvariablen. Eine Schätzung von zwei alter-
nativenspezifischen Kostenparametern ergab, dass der Parameter des ÖV hochgradig signi-
fikant ist, jedoch der MIV-Parameter knapp über der Signifikanzschwelle von 1,96 liegt. Es
ist also zu vermuten, dass die Signifikanz des gemeinsamen Kostenparameters zum Großteil
auf den ÖV zurückzuführen ist. Die starke Signifikanz des ÖV ist dadurch zu erklären, dass
im Prinzip die ÖV-Kosten ein binärer Variable ist, welche Informationen darüber enthält, ob
eine Person eine Zeitkarte besitzt. Der Kostenwert des MIV dagegen stützt sich alleine auf
die gefahrenen Kilometer mit einem Kostensatz für den verbrauchten Kraftstoff. Unberück-
sichtigt bleiben beispielsweise anfallende Parkkosten. Um das Modell zu verbessern, ist es
also ratsam die Berechnung der Kosten zu überarbeiten.
Nichtsdestotrotz liefert das bestehende Modell plausible Zeitkostenwerte.
5.4 Fazit
Die Parameterschätzung des finalen Modells zeigt, dass ein auf SrV-Daten basierendes Ver-
kehrsmittelwahlmodell plausible Ergebnisse hervorbringen kann, wie man an den ermittelten
Zeitkostenwerten sieht. Trotzdem sollten die Schätzergebnisse mit Vorsicht betrachtet wer-
den, da besonders hinsichtlich der Genauigkeit der Rekonstruktion der Alternativen ein hohes




Neben der erwarteten hohen Signifikanz der generischen Variablen war jedoch überraschend,
dass nur wenige der sozioökonomischen und externen Variablen zur Verbesserung des Mo-
dells beigetragen haben. Hier wäre interessant, ob dies generell an der Struktur von RP-Daten
liegt, oder ob diese Variablen schlicht kleinen Einfluss haben.
Die Ergebnisse zeigen, dass neben SP-Daten auch die Schätzung basierend auf RP-Daten
wieder stärker betrachtet werden sollte. Der Grund dafür ist, dass es heutzutage möglich
ist, RP-Daten auch ohne kostspielige Erhebungen zu erlangen. Da reale Wegedaten für eine
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// Name Value LowerBound UpperBound status (0= variable , 1= fixed)
ASC_FUSS 0 -100 100 0
ASC_RAD 0 -100 100 0
ASC_MIV 0 -10 10 1
ASC_OEV 0 -100 100 0
B_ZEIT_F 0 -100 100 0
B_ZEIT_RM 0 -100 100 0
B_ZEIT_O 0 -100 100 0
B_KOSTEN 0 -100 100 0
B_GESCHL_O 0 -100 100 0
B_WETTER_R 0 -100 100 0
[Utilities]
// Id Name Avail linear -in -parameter expression
1 FUSS one ASC_FUSS * one + B_ZEIT_F * T_FUSS
2 RAD one ASC_RAD * one + B_ZEIT_RM * T_RAD
+ B_WETTER_R * WETTER
3 MIV k ASC_MIV * one + B_ZEIT_RM * T_MIV
+ B_KOSTEN * C_MIV
4 OEV one ASC_OEV * one + B_ZEIT_O * T_OV + B_KOSTEN * C_OV





k = abs(KFZ_VERFUEG_BIN - 1)
md = MODE == 3
ver = KFZ_VERFUEG_BIN == 1
exk = md && ver
[Exclude]





B Übersicht aller geschätzten Modelle
Tabelle B.1: Übersicht aller geschätzten Modelle
Modell Relevante Variable Anmerkung
M_1 Reisezeit alle Parameter alternativenspezifisch
M_1a Reisezeit gemeinsamer Parameter Fuß-Rad
M_1b Reisezeit gemeinsamer Parameter Fuß-MIV
M_1c Reisezeit gemeinsamer Parameter Fuß-ÖV
M_1d Reisezeit gemeinsamer Parameter Rad-MIV
M_1e Reisezeit gemeinsamer Parameter Rad-ÖV
M_1f Reisezeit gemeinsamer Parameter MIV-ÖV
M_2 Reisekosten gemeinsamer Kostenparameter
M_3 Alter alternativenspezifische Parameter
M_3a Alter erneute Schätzung mit zwei scheinbar signifikanten Parametern
M_4 Geschlecht alternativenspezifische Parameter
M_4a Geschlecht erneute Schätzung nur mit Parameter für den ÖV
M_5 Mobilitätseinschr. alternativenspezifische Parameter
M_6 Wetter alternativenspezifische Parameter
M_6a Wetter erneute Schätzung nur mit Parameter für den Radverkehr
M_7 Einkommen alternativenspezifische Parameter
A - 5

C Modellspezifikationen aller geschätzten
Modelle
Tabelle C.1: Modell M_1
Robust
Parameter Coeff. Asympt.
number Description estimate std. error t-stat p-value
1 ASC_FUSS 2.75 0.739 3.72 0.00
2 ASC_OEV -0.851 0.204 -4.17 0.00
3 ASC_RAD -0.0661 0.214 -0.31 0.76
4 B_ZEIT_F -0.211 0.0296 -7.14 0.00
5 B_ZEIT_M -0.116 0.0171 -6.77 0.00
6 B_ZEIT_O -0.0517 0.00892 -5.79 0.00
7 B_ZEIT_R -0.115 0.0102 -11.22 0.00
Summary statistics
Number of observations = 1096
LL(0) = −1423.005
LL(βˆ) = −876.455




C Modellspezifikationen aller geschätzten Modelle
Tabelle C.2: Modell M_1a
Robust
Parameter Coeff. Asympt.
number Description estimate std. error t-stat p-value
1 ASC_FUSS 0.700 0.377 1.86 0.06
2 ASC_OEV -0.809 0.205 -3.94 0.00
3 ASC_RAD 0.0288 0.212 0.14 0.89
4 B_ZEIT_FR -0.125 0.00993 -12.61 0.00
5 B_ZEIT_M -0.126 0.0171 -7.38 0.00
6 B_ZEIT_O -0.0577 0.00893 -6.46 0.00
Summary statistics
Number of observations = 1096
LL(0) = −1423.005
LL(βˆ) = −881.539
−2[LL(0)− LL(βˆ)] = 1082.932
ρ2 = 0.381
ρ¯2 = 0.376
Tabelle C.3: Modell M_1b
Robust
Parameter Coeff. Asympt.
number Description estimate std. error t-stat p-value
1 ASC_FUSS 0.949 0.391 2.43 0.02
2 ASC_OEV -0.857 0.206 -4.15 0.00
3 ASC_RAD -0.180 0.206 -0.88 0.38
4 B_ZEIT_FM -0.141 0.0139 -10.11 0.00
5 B_ZEIT_O -0.0631 0.00807 -7.82 0.00
6 B_ZEIT_R -0.124 0.00983 -12.64 0.00
Summary statistics
Number of observations = 1096
LL(0) = −1423.005
LL(βˆ) = −880.477




Tabelle C.4: Modell M_1c
Robust
Parameter Coeff. Asympt.
number Description estimate std. error t-stat p-value
1 ASC_FUSS -0.934 0.388 -2.41 0.02
2 ASC_OEV -0.527 0.195 -2.70 0.01
3 ASC_RAD -0.139 0.211 -0.66 0.51
4 B_ZEIT_FO -0.0770 0.00832 -9.26 0.00
5 B_ZEIT_M -0.151 0.0168 -8.99 0.00
6 B_ZEIT_R -0.131 0.0102 -12.81 0.00
Summary statistics
Number of observations = 1096
LL(0) = −1423.005
LL(βˆ) = −895.035
−2[LL(0)− LL(βˆ)] = 1055.941
ρ2 = 0.371
ρ¯2 = 0.367
Tabelle C.5: Modell M_1d
Robust
Parameter Coeff. Asympt.
number Description estimate std. error t-stat p-value
1 ASC_FUSS 2.76 0.727 3.79 0.00
2 ASC_OEV -0.849 0.199 -4.27 0.00
3 ASC_RAD -0.0544 0.139 -0.39 0.70
4 B_ZEIT_F -0.211 0.0297 -7.12 0.00
5 B_ZEIT_O -0.0513 0.00753 -6.81 0.00
6 B_ZEIT_RM -0.115 0.0102 -11.21 0.00
Summary statistics
Number of observations = 1096
LL(0) = −1423.005
LL(βˆ) = −876.458




C Modellspezifikationen aller geschätzten Modelle
Tabelle C.6: Modell M_1e
Robust
Parameter Coeff. Asympt.
number Description estimate std. error t-stat p-value
1 ASC_FUSS 2.52 0.737 3.42 0.00
2 ASC_OEV -0.0490 0.177 -0.28 0.78
3 ASC_RAD -1.03 0.183 -5.64 0.00
4 B_ZEIT_F -0.213 0.0297 -7.19 0.00
5 B_ZEIT_M -0.148 0.0175 -8.48 0.00
6 B_ZEIT_RO -0.0890 0.00869 -10.24 0.00
Summary statistics
Number of observations = 1096
LL(0) = −1423.005
LL(βˆ) = −913.962
−2[LL(0)− LL(βˆ)] = 1018.087
ρ2 = 0.358
ρ¯2 = 0.354
Tabelle C.7: Modell M_1f
Robust
Parameter Coeff. Asympt.
number Description estimate std. error t-stat p-value
1 ASC_FUSS 3.27 0.734 4.45 0.00
2 ASC_OEV -0.192 0.168 -1.15 0.25
3 ASC_RAD 0.519 0.182 2.86 0.00
4 B_ZEIT_F -0.200 0.0295 -6.79 0.00
5 B_ZEIT_MO -0.0302 0.00748 -4.03 0.00
6 B_ZEIT_R -0.0881 0.00855 -10.31 0.00
Summary statistics
Number of observations = 1096
LL(0) = −1423.005
LL(βˆ) = −895.575




Tabelle C.8: Modell M_2
Robust
Parameter Coeff. Asympt.
number Description estimate std. error t-stat p-value
1 ASC_FUSS 2.44 0.746 3.27 0.00
2 ASC_OEV 0.529 0.252 2.10 0.04
3 ASC_RAD -0.611 0.150 -4.08 0.00
4 B_KOSTEN -1.14 0.0840 -13.63 0.00
5 B_ZEIT_F -0.220 0.0301 -7.28 0.00
6 B_ZEIT_O -0.0963 0.00978 -9.85 0.00
7 B_ZEIT_RM -0.131 0.0109 -12.09 0.00
Summary statistics
Number of observations = 1096
LL(0) = −1423.005
LL(βˆ) = −747.822
−2[LL(0)− LL(βˆ)] = 1350.366
ρ2 = 0.474
ρ¯2 = 0.470
Tabelle C.9: Modell M_3
Robust
Parameter Coeff. Asympt.
number Description estimate std. error t-stat p-value
1 ASC_FUSS 3.07 0.872 3.52 0.00
2 ASC_OEV 0.364 0.259 1.40 0.16
3 ASC_RAD -0.605 0.158 -3.83 0.00
4 B_ALTERA_F -20.80 0.742 -27.97 0.00
5 B_ALTERA_M -1.00 0.452 -2.21 0.03
6 B_ALTERA_R -1.08 0.498 -2.18 0.03
7 B_ALTERJ_F -0.505 0.833 -0.61 0.54
8 B_ALTERJ_O 0.397 0.280 1.42 0.16
9 B_ALTERJ_R 0.0455 0.303 0.15 0.88
10 B_KOSTEN -1.15 0.0854 -13.45 0.00
11 B_ZEIT_F -0.240 0.0361 -6.65 0.00
12 B_ZEIT_O -0.0948 0.00975 -9.73 0.00
13 B_ZEIT_RM -0.132 0.0109 -12.09 0.00
Summary statistics
Number of observations = 1096
LL(0) = −1423.005
LL(βˆ) = −740.138




C Modellspezifikationen aller geschätzten Modelle
Tabelle C.10: Modell M_3a
Robust
Parameter Coeff. Asympt.
number Description estimate std. error t-stat p-value
1 ASC_FUSS 2.34 0.770 3.03 0.00
2 ASC_OEV 0.495 0.254 1.95 0.05
3 ASC_RAD -0.612 0.152 -4.03 0.00
4 B_ALTERA_M -0.566 0.500 -1.13 0.26
5 B_ALTERA_R -0.629 0.500 -1.26 0.21
6 B_KOSTEN -1.15 0.0839 -13.76 0.00
7 B_ZEIT_F -0.217 0.0306 -7.09 0.00
8 B_ZEIT_O -0.0961 0.00980 -9.81 0.00
9 B_ZEIT_RM -0.132 0.0108 -12.13 0.00
Summary statistics
Number of observations = 1096
LL(0) = −1423.005
LL(βˆ) = −746.756
−2[LL(0)− LL(βˆ)] = 1352.499
ρ2 = 0.475
ρ¯2 = 0.469
Tabelle C.11: Modell M_4
Robust
Parameter Coeff. Asympt.
number Description estimate std. error t-stat p-value
1 ASC_FUSS 2.62 0.880 2.98 0.00
2 ASC_OEV -0.145 0.287 -0.51 0.61
3 ASC_RAD -0.740 0.177 -4.18 0.00
4 B_GESCHL_F -0.242 0.570 -0.42 0.67
5 B_GESCHL_O 1.10 0.195 5.65 0.00
6 B_GESCHL_R 0.346 0.195 1.77 0.08
7 B_KOSTEN -1.14 0.0844 -13.50 0.00
8 B_ZEIT_F -0.221 0.0314 -7.05 0.00
9 B_ZEIT_O -0.0940 0.00971 -9.68 0.00
10 B_ZEIT_RM -0.133 0.0109 -12.19 0.00
Summary statistics
Number of observations = 1096
LL(0) = −1423.005
LL(βˆ) = −731.212




Tabelle C.12: Modell M_4a
Robust
Parameter Coeff. Asympt.
number Description estimate std. error t-stat p-value
1 ASC_FUSS 2.47 0.758 3.26 0.00
2 ASC_OEV -0.0778 0.282 -0.28 0.78
3 ASC_RAD -0.578 0.150 -3.84 0.00
4 B_GESCHL_O 0.952 0.177 5.39 0.00
5 B_KOSTEN -1.14 0.0844 -13.47 0.00
6 B_ZEIT_F -0.220 0.0304 -7.24 0.00
7 B_ZEIT_O -0.0944 0.00968 -9.76 0.00
8 B_ZEIT_RM -0.134 0.0109 -12.25 0.00
Summary statistics
Number of observations = 1096
LL(0) = −1423.005
LL(βˆ) = −733.165
−2[LL(0)− LL(βˆ)] = 1379.680
ρ2 = 0.485
ρ¯2 = 0.479
Tabelle C.13: Modell M_5
Robust
Parameter Coeff. Asympt.
number Description estimate std. error t-stat p-value
1 ASC_FUSS 2.74 0.829 3.30 0.00
2 ASC_OEV -0.104 0.284 -0.37 0.71
3 ASC_RAD -0.593 0.152 -3.89 0.00
4 B_EINSCHR_F -0.882 1.62 -0.54 0.59
5 B_EINSCHR_O 0.974 0.567 1.72 0.09
6 B_EINSCHR_R 0.419 0.578 0.72 0.47
7 B_GESCHL_O 0.960 0.178 5.41 0.00
8 B_KOSTEN -1.15 0.0854 -13.47 0.00
9 B_ZEIT_F -0.230 0.0336 -6.85 0.00
10 B_ZEIT_O -0.0945 0.00971 -9.74 0.00
11 B_ZEIT_RM -0.134 0.0110 -12.23 0.00
Summary statistics
Number of observations = 1096
LL(0) = −1423.005
LL(βˆ) = −731.532




C Modellspezifikationen aller geschätzten Modelle
Tabelle C.14: Modell M_6
Robust
Parameter Coeff. Asympt.
number Description estimate std. error t-stat p-value
1 ASC_FUSS 2.25 0.898 2.50 0.01
2 ASC_OEV -0.0527 0.353 -0.15 0.88
3 ASC_RAD -1.15 0.292 -3.92 0.00
4 B_GESCHL_O 0.939 0.177 5.30 0.00
5 B_KOSTEN -1.15 0.0844 -13.58 0.00
6 B_WETTER_F 0.269 0.727 0.37 0.71
7 B_WETTER_O -0.00425 0.252 -0.02 0.99
8 B_WETTER_R 0.670 0.290 2.31 0.02
9 B_ZEIT_F -0.221 0.0301 -7.34 0.00
10 B_ZEIT_O -0.0952 0.00970 -9.81 0.00
11 B_ZEIT_RM -0.135 0.0110 -12.30 0.00
Summary statistics
Number of observations = 1096
LL(0) = −1423.005
LL(βˆ) = −729.437
−2[LL(0)− LL(βˆ)] = 1387.136
ρ2 = 0.487
ρ¯2 = 0.480
Tabelle C.15: Modell M_6a
Robust
Parameter Coeff. Asympt.
number Description estimate std. error t-stat p-value
1 ASC_FUSS 2.48 0.764 3.25 0.00
2 ASC_OEV -0.0599 0.282 -0.21 0.83
3 ASC_RAD -1.13 0.276 -4.11 0.00
4 B_GESCHL_O 0.939 0.177 5.31 0.00
5 B_KOSTEN -1.15 0.0847 -13.53 0.00
6 B_WETTER_R 0.655 0.265 2.47 0.01
7 B_ZEIT_F -0.222 0.0306 -7.24 0.00
8 B_ZEIT_O -0.0950 0.00970 -9.79 0.00
9 B_ZEIT_RM -0.135 0.0110 -12.28 0.00
Summary statistics
Number of observations = 1096
LL(0) = −1423.005
LL(βˆ) = −729.517




Tabelle C.16: Modell M_7
Robust
Parameter Coeff. Asympt.
number Description estimate std. error t-stat p-value
1 ASC_FUSS 3.67 0.905 4.06 0.00
2 ASC_OEV -0.256 0.378 -0.68 0.50
3 ASC_RAD -1.35 0.356 -3.80 0.00
4 B_EINK_F -0.490 0.235 -2.08 0.04
5 B_EINK_M -0.0737 0.0932 -0.79 0.43
6 B_EINK_R 0.00532 0.0976 0.05 0.96
7 B_GESCHL_O 0.948 0.178 5.33 0.00
8 B_KOSTEN -1.15 0.0849 -13.51 0.00
9 B_WETTER_R 0.661 0.264 2.51 0.01
10 B_ZEIT_F -0.234 0.0296 -7.90 0.00
11 B_ZEIT_O -0.0958 0.00974 -9.84 0.00
12 B_ZEIT_RM -0.136 0.0111 -12.25 0.00
Summary statistics
Number of observations = 1096
LL(0) = −1423.005
LL(βˆ) = −727.138
−2[LL(0)− LL(βˆ)] = 1391.734
ρ2 = 0.489
ρ¯2 = 0.481
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