In the area of computer simulation Latin hypercube designs play an important role. In this paper the class of maximin Latin hypercube designs is considered. Up to now only several two-dimensional designs and designs for some small number of points are known for this class. Using periodic designs and simulated annealing we extend the known results and construct approximate maximin Latin hypercube designs for up to ten dimensions and for up to 100 design points. All these designs can be downloaded from the website http://www.spacefillingdesigns.nl.
Introduction
A k-dimensional Latin hypercube design (LHD) of n points, is a set of n points x i = (x i1 , x i2 , . . . , x ik ) ∈ {0, . . . , n − 1} k such that for each dimension j all x ij are distinct. An LHD is called maximin when the separation distance min i =j d(x i , x j ) is maximal among all LHDs of given size n, where d is a certain distance measure. Such maximin LHDs are very useful as designs for computer experiments. In this paper, we concentrate on the 2 -distance measure since this measure is often the first choice in practice. We construct approximate maximin LHDs for up to ten dimensions and for up to 100 design points by using periodic designs and simulated annealing. All these designs can be downloaded from the website http://www.spacefillingdesigns.nl. As far as we know this is the first catalogue of maximin LHDs, although there are several catalogues for classical design of experiments, see e.g. the WebDOE TM website of Crary (2001) .
Our main motivation for investigating this subject is that maximin Latin hypercube designs are extremely useful in the area of computer simulation. One important area where computer simulation is used a lot is engineering. Engineers are confronted with the task of designing products and processes. Since physical experimentation is often expensive and difficult, computer models are frequently used for simulating physical characteristics. The engineer often needs to optimize the product or process design, i.e. to find the best settings for a number of design parameters that influence the critical quality characteristics of the product or process. A computer simulation run is usually time-consuming and there is a great variety of possible input combinations. For these reasons, meta-models that model the quality characteristics as explicit functions of the design parameters are constructed. Such a meta-model, also called a (global) approximation model or surrogate model, is obtained by simulating a number of design points. Well-known meta-model types are polynomials and Kriging models. Since a meta-model evaluation is much faster than a simulation run, in practice such a meta-model is used, instead of the simulation model, to gain insight into the characteristics of the product or process and to optimize it. A review of meta-modeling applications in structural optimization can be found in Barthelemy and Haftka (1993) , and in multidisciplinary design optimization in Sobieszczanski-Sobieski and Haftka (1997) .
As observed by many researchers, there is an important distinction between designs for computer experiments and designs for the more traditional response surface methods. Physical experiments exhibit random errors and computer experiments are often deterministic (cf. Simpson et al. (2004) ). This distinction is crucial and much research is therefore aimed at obtaining efficient designs for computer experiments.
As is recognized by several authors, such a design for computer experiments should at least satisfy the following two criteria (see Johnson et al. (1990) and Morris and Mitchell (1995) ). First of all, the design should be space-filling in some sense. When no details on the functional behavior of the response parameters are available, it is important to be able to obtain information from the entire design space. Therefore, design points should be "evenly spread" over the entire region. One of the measures often used to obtain space-filling designs is the maximin measure. Secondly, the design should be non-collapsing. When one of the design parameters has (almost) no influence on the function value, two design points that differ only in this parameter will "collapse", i.e. they can be considered as the same point that is evaluated twice. For deterministic simulation models this is not a desirable situation. Therefore, two design points should not share any coordinate values when it is not known a priori which dimensions are important. To obtain non-collapsing designs the Latin hypercube structure is often enforced. It can be shown that if the function of interest is independent of one or more of the k parameters then, after removal of the irrelevant parameters, the projection of the LHD onto the reduced design space retains good spatial properties; see Koehler and Owen (1996) . Maximin LHDs are frequently used in practical applications, see e.g. the examples given in Driessen et al. (2002) , Den Hertog and Stehouwer (2002) , Alam et al. (2004) , and Rikards and Auzins (2004) .
Only a few authors consider maximin LHDs. For example, Morris and Mitchell (1995) use simulated annealing to find approximate maximin LHDs for up to five dimensions and up to 12 design points, and a few larger values, with respect to the 1 -and 2 -distance measure. Van Dam et al. (2006) derive general formulas for two-dimensional maximin LHDs, when the distance measure is ∞ or 1 , while for the 2 -distance measure (approximate) maximin LHDs up to 1000 design points are obtained by using a branch-and-bound algorithm and constructing (adapted) periodic designs. Jin et al. (2005) describe an enhanced stochastic evolutionary algorithm for finding approximate maximin LHDs. They also apply their method to other space-filling criteria. Ye et al. (2000) propose an exchange algorithm for finding approximate maximin symmetric LHDs. The symmetry property is used as a compromise between computing effort and design optimality.
There is much more literature related to maximin designs that are not restricted to LHDs. Note that a maximin design is certainly space-filling, but not necessarily non-collapsing.
First of all, the problem of finding the maximal common radius of n circles which can be packed into a square is equivalent to the maximin design problem in two dimensions. Melissen (1997) gives a comprehensive overview of the historical developments and state-of-the-art research in this field. For the 2 -distance measure in the two-dimensional case, optimal solutions are known for n ≤ 30 and n = 36, see e.g. Kirchner and Wengerodt (1987) , Peikert et al. (1991 ), Nurmela andÖstergård (1999 , and Markót and Csendes (2005) . Furthermore, many good approximating solutions have been found for n ≥ 31; see the Packomania website of Specht (2005) . Baer (1992) solved the maximum ∞ -circle packing problem in a k-dimensional unit cube. The 1 -circle packing problem in a square has been solved for many values of n; see Fejes Tóth (1971) and Florian (1989) . Mladenovic et al. (2005) describe a method to find the densest packing of equal circles in a unit circle.
Secondly, the maximin design problem has been studied in location theory. In this area of research, the problem is usually referred to as the max-min facility dispersion problem (see Erkut (1990) ). Facilities are placed such that the minimal distance to any other facility is maximal. Again, the resulting solution is certainly space-filling, but not necessarily non-collapsing. A few papers consider maximin designs in higher dimensions, e.g. Trosset (1999) , Locatelli and Raber (2002) , Stinstra et al. (2003) , and Dimnaku et al. (2005) . These papers describe nonlinear programming heuristics to find approximate maximin designs.
There are several other measures proposed in the literature besides maximin, e.g. maximum entropy, minimax, IMSE, Audze-Eglais, and discrepancy. For a good overview, we refer to Koehler and Owen (1996) . In statistical environments Latin hypercube sampling is often used. In such an approach, points on the grid are sampled without replacement, thereby deriving a random permutation for each dimension; see McKay et al. (1979) . Giunta et al. (2003) give an overview of pseudo-and quasi-Monte Carlo sampling, Latin hypercube sampling, orthogonal array sampling, and Hammersley sequence sampling. However, for deterministic computer experiments it is better to use one of the measures mentioned above to get a better coverage of the design space. Bates et al. (1996) obtain designs for computer experiments by exploring so-called lattice points and using results from number theory.
Several papers combine space-filling criteria with the Latin hypercube structure. Jin et al. (2005) describe an enhanced stochastic evolutionary algorithm for finding maximum entropy and uniform designs. Van Dam (2005) derives interesting results for two-dimensional minimax LHDs. Bates et al. (2004) propose a permutation genetic algorithm to find optimal Audze-Eglais LHDs. Crary et al. (2000) developed I-OPT TM to generate LHDs with minimal IMSE. They found that IMSE-optimal designs can have proximate design points, which they call "twin points"; see also Crary (2002) .
In literature different designs for computer experiments have been compared and the overall conclusion tends to be that the maximum entropy and distance-based criteria often perform best; see e.g. Simpson et al. (2001) , Santner et al. (2003) , and Bursztyn and Steinberg (2006) . This paper is organized as follows. Section 2 describes how periodic designs can be used to obtain good approximate maximin LHDs. A simulated annealing algorithm to construct such approximate maximin LHDs is discussed in Section 3. Computational results for up to ten dimensions and for up to 100 design points, as well as a comparison of both methods, are provided in Section 4. Finally, Section 5 contains conclusions. Van Dam et al. (2006) show that two-dimensional maximin Latin hypercube designs often have a nice, periodic structure. By constructing (adapted) periodic designs, many maximin LHDs and, otherwise, good LHDs, are found for up to 1000 points. Therefore, extending this idea to higher dimensions seems natural.
Periodic designs
Let a k-dimensional Latin hypercube design of n points be represented by the sequences y 1 , . . . , y k , with every y i a permutation of the set {0, . . . , n − 1}. As in the two-dimensional case, a design is constructed by fixing the first dimension, without loss of generality, to the sequence y 1 = (0, . . . , n − 1) and assigning (adapted) periodic sequences to all other dimensions. Two types of periodic sequences are considered. The first one is the sequence (v 0 , . . . , v n−1 ), where
Here, s is the starting point of the sequence and p its period, which is chosen such that gcd(n + 1, p) = 1, resulting in a permutation of the set {0, . . . , n − 1}.
Note that the periodic designs obtained in this way resemble lattices; see e.g. Bates et al. (1996) . The main difference is that lattices are infinite sets of points, which may collapse, and, hence, to construct a (finite) Latin hypercube design a proper subset of non-collapsing lattice points should be chosen. For given n, the structure of the lattice will, however, not always lead to a Latin hypercube design with a sufficient number of points. This in contrast to periodic designs, for which the modulo-operator insures that for every combination of periods p j , with gcd(n + 1, p j ) = 1, j = 2, . . . , k, a feasible Latin hypercube design is obtained.
The second type of sequence that is considered is the more general sequence (w 0 , . . . , w n−1 ), where w i = (s + ip) mod n (note that we changed the modulus), for i = 0, . . . , n − 1. In this case, all periods p = 1, . . . , n 2 will be considered. Note, however, that the resulting sequence w may no longer be one-to-one, i.e. some values may occur more than once, and, hence, the resulting design may no longer be an LHD. Now, let r > 0 be the smallest value for which w r = w 0 ; it then follows that r = n gcd(n,p) . When r < n a way to construct a one-to-one sequence of length n is by shifting parts of the sequence by, say, q, and repeating this when necessary. To formulate this more explicitly, for the updated sequence w it now holds that w i = (s + ip + jq) mod n, for i = jr, . . . , (j + 1)r − 1, and j = 0, . . . , gcd(n, p) − 1.
Let m represent the modulus and, hence, the type of sequence used, i.e. m = n + 1 corresponds to the first type and m = n to the second. For given n, we now have to set the parameters (p, q, s, m) for every sequence y 2 , . . . , y k . To find the best settings for the parameters it would be best to test all values. However, when the dimension and the number of points increase the number of possibilities increases rapidly. Hence, computing all possibilities gets very time-consuming or even impossible. Therefore, three classes of parameter settings (named A, B, and C) are distinguished and used throughout the whole process. The largest one, class A, consists of checking the following parameter values: p = 1, . . . , n 2 , q = 1 − p, . . . , p − 1, s = 0, . . . , p, and m ∈ {n, n + 1}. Testing in three and four dimensions indicated that almost all adapted periodic designs are based on a shift of 1 − p, −1, or 1 (as was the case for two dimensions; see Van Dam et al. (2006) ). Furthermore, most designs are found to have a starting point equal to either p − 1 or p. Class B is therefore set up to be a subset of class A with the aforementioned restrictions on the parameters q and s. Finally, for the dimensions 5 to 7 the number of possibilities has to be reduced even further, leading to parameter class C, which (based on some more test results) restricts class B to the values q = 1 and s = p, leaving the other parameters unchanged. Table 1 shows the different classes used in the computations for each dimension.
Dimension
Class A Class B Class C 3 4 5 6 7 As an example, consider a three-dimensional adapted periodic LHD of 22 points. A best parameter setting is found to be (p 2 , q 2 , s 2 , m 2 ) = (8, −7, 7, 22) and (p 3 , q 3 , s 3 , m 3 ) = (3, 0, 3, 23) and, hence, the corresponding LHD, with separation distance 69, is defined by the sequences 5 , 6 , 7 , 8 , 9 , 10 , 11 , 12 , 13 , 14 , 15 , 16 , 17 , 18 , 19 , 20 , 21 ) , y 2 = ( 7 , 15 , 1 , 9 , 17 , 3 , 11 , 19 , 5 , 13 , 21 , 0 , 8 , 16 , 2 , 10 , 18 , 4 , 12 , 20 , 6 , 14 ) , y 3 = ( 2 , 5 , 8 , 11 , 14 , 17 , 20 , 0 , 3 , 6 , 9 , 12 , 15 , 18 , 21 , 1 , 4 , 7 , 10 , 13 , 16 , 19 ).
Thus, y 3 is a periodic sequence, with m = n + 1, and y 2 is an adapted periodic sequence, with m = n and q 2 = −7. Note that to obtain a one-to-one sequence, the second part of y 2 , i.e. (0, 8, . . . , 14) , is formed by shifting the first part of y 2 , i.e. (7, 15, . . . , 21) , by −7. The periods and shift are clearly visible in the two-dimensional projection of the LHD in Figure 1 . In this figure the y 3 -values are depicted at the design points.
Like in the two-dimensional case, it may happen that for a given n the corresponding LHD has a separation distance that is smaller than the distance of a design of n − 1 points. For these n, however, better designs can usually be derived by adding an extra "corner point" to the LHD of n − 1 points. In this way, a monotone nondecreasing sequence of separation distances was found for all dimensions; see Table 3 .
Simulated annealing
Another heuristic method that can be used to approximate 2 -maximin Latin hypercube designs is simulated annealing; see Aarts and Lenstra (1997) . The general simulated annealing algorithm which we use is described in Algorithm 1. In this algorithm, we still need to specify the acceptance probability function, the annealing schedule, the terminating condition, and the neighborhood. All these parameters of the algorithm influence its performance. In this paper, we focus our attention on the choice of the neighborhood and the terminating condition. The chosen acceptance probability function is the commonly used classic formula by Kirkpatrick et al. (1983) :
where E current and E neighbor are the separation distances of the current LHD and the neighbor LHD, respectively, and T is the temperature. The annealing schedule starts with an initial temperature of 5. Each iteration the temperature is decreased by 0.1 percent, as long as the temperature is above 0.5. Furthermore, every 1,000 iterations the algorithm checks the number of improvements on the best solution found so far. If there were no improvements during the last 1,000 iterations, the temperature is reset by multiplying it by 2.7, which is approximately 0.999 −1,000 . We have tried four different terminating conditions. The first two conditions terminate the algorithm after a fixed number of 25,000 and 50,000 iterations, respectively. The third and fourth condition let the number of iterations depend on the results of the algorithm in the following way. Every 1,000 iterations, it is checked whether the best design has improved. If during five subsequent checks, i.e. during the last 5,000 iterations, no improvement is made, the algorithm terminates. In order to avoid running times from becoming too large, the number of iterations is limited to 125,000 and 250,000 in the third and fourth condition, respectively.
For the simulated annealing algorithm, we have determined four different neighborhoods. In all four neighborhoods the main idea is to change two points of the current LHD by exchanging one or more 
END
Update annealing temperature UNTIL terminating condition is met coordinate values. In three of the four neighborhoods, one point is required to be a critical point. A critical point is a point which is at separation distance to one of the other points.
In the first neighborhood, one point j 1 is selected randomly from all critical points and the other point j 2 randomly from all remaining points. This implies that the second point can either be a critical or noncritical point. Once the points are selected, the number of coordinates to change is randomly selected. Due to symmetry, at most k 2 coordinates are changed. Subsequently, the coordinates to change are randomly selected. The values of the two points in these coordinates are then exchanged, which results in a new LHD.
As an example, consider the four-dimensional LHD of 10 points defined by the sequences y 1 = (5, 6, 9, 3, 1, 4, 2, 8, 0, 7), y 2 = (4, 5, 8, 6, 0, 2, 9, 7, 3, 1), 0, 4, 6, 1, 9, 7, 3, 5, 2, 8) , , 3, 6, 5, 4, 9, 0, 7, 8, 1) .
The critical points of this design are points 3 and 8, i.e. (9, 8, 6, 6) and (8, 7, 5, 7) . If the critical point j 1 = 8, the random point j 2 = 4, and the coordinates 2 and 3 are selected, the following neighbor is obtained: The second neighborhood is very similar to the first. The only difference is that always one coordinate is selected instead of a random number of coordinates. Note that for k = 3 both neighborhoods are the same.
In the third neighborhood, also one coordinate is changed, however, now the coordinate is not randomly selected. Instead, all coordinates are tried and the one which results in the neighbor with the largest separation distance is selected. If more coordinates result in the same separation distance, the one with the lowest index is selected.
The fourth neighborhood is again very similar to the second neighborhood. The difference is that the first point is randomly selected from all points, instead of only the critical points.
Although the described approach appears to be quite similar to simulated annealing algorithms for finding good LHDs used by other authors, it is different in the following ways. Firstly, our approach does not impose a certain additional structure on the LHD, like, for instance, symmetry; see e.g. Ye et al. (2000) . Secondly, the maximin distance criterion is used as the objective function. This in contrast to the approach of, for example, Morris and Mitchell (1995) , who minimize a surrogate measure. The reason for using a surrogate measure is to minimize the number of critical points. The main disadvantage of this measure is, however, that it contains an extra parameter, which needs to be set for every value of k and n. An inaccurate setting of this parameter could lead to the situation where designs with a larger maximin distance have a larger value for the surrogate measure. On the other hand, a disadvantage of using the maximin distance criterion is that many designs may have the same objective value. However, we have reduced this problem by using neighborhoods that use critical points and by accepting equally good designs. By using critical points, we also implicitly try to reduce the number of critical points, without the need to introduce a surrogate measure.
Computational results
Periodic and adapted periodic designs have been constructed for up to seven dimensions and for up to 100 design points, using the different classes depicted in Table 1 . Using simulated annealing, approximate maximin Latin hypercube designs have also been obtained for dimensions 8 to 10. All computations have been performed on PCs with a 800-MHz Pentium III processor. Table 2 shows the total CPU-times needed to construct approximate maximin Latin hypercube designs, for up to 100 points, for each dimension.
Although our heuristics only consider a subset of all possible Latin hypercube designs it can be seen from the table that still a considerable amount of time is needed to find good LHDs in higher dimensions and for a large number of points. Fortunately, however, these computation times are a one-time cost, i.e. once a good design has been found, and its coordinates saved, the design can be used over and over again in various applications, without incurring the computational costs again. Table 2 : Total CPU-times needed to construct approximate maximin LHDs, up to 100 points, using periodic designs (PD) and simulated annealing (SA). Table 3 shows the squared 2 -maximin distances that were obtained by applying both heuristics. From this table it can be seen that (adapted) periodic designs work particularly well for larger values of n. For dimension 3 to 5 a break-even point, i.e. a point (or, better, an interval) where the preference shifts from the designs found by simulated annealing to (adapted) periodic designs, is clearly visible in the table. Furthermore, these break-even points seem to increase with the dimension of the design and it is to be expected that break-even points for k-dimensional designs, with k ≥ 6, will occur for larger values of n, i.e. n > 100. This behavior could be explained by the "border effect", i.e. the irregularity of designs that is caused by the borders of the design space. Clearly, the number of "borders" of the k-dimensional box region increases exponentially, with respect to k. However, due to the Latin hypercube structure the number of design points that are located on or near these borders is limited. This, in turn, leads to very irregular optimal Latin hypercube designs when the number of design points is small with respect to the number of borders (which again depends on k). Hence, the nice, periodic structure that is sought for by our periodic heuristic only works well when the number of design points is relatively large, when compared to the dimension. Van Dam et al. (2006) already show the presence of this particular behavior in two-dimensional maximin Latin hypercube designs, i.e. the optimal designs found can all be represented by periodic designs. The results of Table 3 suggest that this behavior also occurs in higher dimensions. Simulated annealing, however, does not depend on an underlying structure and can therefore often find better designs, especially for smaller values of n. Since all six-and seven-dimensional (adapted) periodic designs, of 3 to 100 points, are dominated by the designs found by simulated annealing, maximin distances of the former are only computed for up to seven dimensions. Concerning the different neighborhoods for the simulated annealing algorithm (see Section 3), it turned out that the second neighborhood yields, in general, the best results. For the terminating conditions, the first two conditions, generally speaking, result in the best LHDs for n ≤ 50, whereas the third and fourth condition are better for larger values of n.
Our heuristics are able to generate all best-known maximin Latin hypercube designs (see Morris and Mitchell (1995) ), except for the cases k = 6, n = 12 and k = 7, n = 14, for which slightly worse designs are obtained. For the case k = 3, n = 11, however, we obtained an improved (and optimal) design. Furthermore, using a branch-and-bound algorithm, the three-dimensional designs of up to 13 points have been verified to be optimal.
Conclusions
This paper discusses two heuristics to obtain approximate maximin Latin hypercube designs. Such designs play an important role in the area of computer simulation. The first heuristic is based on the observation that many optimal LHDs, and two-dimensional LHDs in particular, exhibit a periodic structure. By considering periodic and adapted periodic designs, approximate maximin LHDs for up to seven dimensions and for up to 100 design points are constructed. The second heuristic uses simulated annealing to find approximate maximin LHDs for up to ten dimensions. Although simulating annealing algorithms have been used before to deal with this type of problem, our adapted neighborhood structure, which is based on critical points, and the use of a different objective function, turned out to work particularly well. Combining both heuristics resulted in many new approximate maximin Latin hypercube designs. The periodic heuristic tends to work well when the number of design points is large, with respect to the dimension of the design, whereas the simulated annealing algorithm performs better for smaller values. The obtained squared 2 -maximin distances are provided in Table 3 . All corresponding approximate 2 -maximin Latin hypercube designs can be downloaded from the website http://www.spacefillingdesigns.nl. 
