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Surface freezing is a phenomenon in which crystallization is enhanced at a vapor-liquid interface.
In some systems, such as n-alkanes, this enhancement is dramatic, and results in the formation of
a crystalline layer at the free interface even at temperatures slightly above the equilibrium bulk
freezing temperature. There are, however, systems in which the enhancement is purely kinetic,
and only involves faster nucleation at or near the interface. The first, thermodynamic, type of
surface freezing is easier to confirm in experiments, requiring only the verification of the existence
of crystalline order at the interface. The second, kinetic, type of surface freezing is far more difficult
to prove experimentally. One material that is suspected of undergoing the second type of surface
freezing is liquid water. Despite strong indications that the freezing of liquid water is kinetically
enhanced at vapor-liquid interfaces, the findings are far from conclusive, and the topic remains
controversial. In this perspective, we present a simple thermodynamic framework to understand
conceptually and distinguish these two types of surface freezing. We then briefly survey fifteen
years of experimental and computational work aimed at elucidating the surface freezing conundrum
in water.
I. INTRODUCTION
Confinement can alter the way in which materials be-
have, from their optoelectronic [1, 2], mechanical [3, 4]
and transport [5–12] properties, to their phase dia-
grams [12–16] and phase transition kinetics [6, 16–19].
Appreciable changes in physical properties, however, re-
quire confinement in geometries characterized by very
small length scales, which, in the present context, means
that the characteristic length scale of the confining geom-
etry, lc, is comparable to that of intermolecular interac-
tions, li. One major exception, however, is the kinetics of
first-order phase transitions, which can be dramatically
affected even when lc is orders of magnitude larger than
li. This is because of the activated nature of first-order
phase transitions, which typically occur through a nucle-
ation and growth mechanism. In the nucleation-limited
regime, even a modest decrease in the height of the nu-
cleation barrier due to the presence of an interface can
result in dramatically higher rates, which will in turn
affect the macroscopic behavior of the system at length
scales much larger than li.
Among first-order transitions, disorder-order transi-
tions, such as crystallization, are particularly sensitive
to the presence of interfaces, because homogeneous nu-
cleation of phases with long-range spatial order usually
requires overcoming very large nucleation barriers, and
only becomes likely at temperatures considerably lower
than T bulkm , the equilibrium bulk melting temperature.
As a result, in most materials, freezing occurs hetero-
geneously, in the presence of an exogenous solid inter-
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face. Free (i.e., vapor-liquid) interfaces can also facilitate
freezing, and such a possibility can be very important in
a variety of scientifically and technologically important
phenomena, such as ice formation in the atmosphere,
or crystallization of metallic glasses. In some materi-
als, surface freezing can be very dramatic, and can occur
even at temperatures above T bulkm . For instance, a frozen
monolayer of the RII rotator phase emerges at free inter-
faces of n-alkanes at temperatures as large as 3 K higher
than T bulkm [20–24]. Such frozen monolayers have also
been observed in other chain molecules, including dry
and hydrated linear alcohols [22, 25]. Frozen monolay-
ers have also been observed in some alloys, such as Au-
Si [26, 27], Ga-Bi [28] and Ga-Pd [28, 29]. A related
phenomenon, known as surface ordering, occurs in ma-
terials that form liquid crystals, where, at temperatures
above T bulko , the bulk isotropic-to-liquid crystalline tran-
sition temperature, a liquid crystalline layer forms at the
vapor-liquid interface [30].
When surface freezing occurs at temperatures above
T bulkm , it can be easily observed and characterized in ex-
periments since this involves simply detecting crystalline
order at the surface of a liquid slightly above T bulkm . Ex-
perimental accounts of such thermodynamic manifesta-
tions of surface freezing are therefore rarely controversial.
There is, however, a more subtle type of surface freezing
that can only occur at temperatures below T bulkm , and
that involves an enhancement of nucleation kinetics at a
vapor-liquid interface. It is far more difficult to probe
this second type of surface freezing experimentally, and
its accounts in the literature are often controversial. Un-
ambiguous detection and quantification issues notwith-
standing, surface-facilitated nucleation can dramatically
impact the kinetics of crystallization in confined systems,
such as droplets and thin films. Therefore, determin-
ing whether crystallization of a particular material is en-
ar
X
iv
:1
70
7.
04
79
7v
1 
 [c
on
d-
ma
t.s
of
t] 
 15
 Ju
l 2
01
7
2hanced near free interfaces is crucial in understanding
and engineering the behavior of systems that include con-
fined states of such a material.
In this perspective, our main focus will be on water,
which is suspected of undergoing this second, kinetic,
type of surface freezing [31]. An important example of
surface freezing in water involves ice formation in atmo-
spheric processes, as the amount of ice in a cloud affects
its light-absorbing properties and its propensity to pro-
duce rain and snow [32]. Whether ice nucleation is en-
hanced or suppressed at a vapor-liquid interface is con-
sequential in determining the behavior of atmospheric
clouds, which are comprised of polydisperse water mi-
crodroplets. The large surface area of such droplets
makes the spatiotemporal distribution of freezing events
in a cloud highly sensitive to free surface-enhanced nu-
cleation. Despite some strong supporting evidence, the
question of whether vapor-liquid interfaces accelerate ice
nucleation in water is controversial, and is considered one
of the ten most important open questions regarding ice
and snow [33]. This perspective is aimed at addressing
this question and is organized as follows. In Section II,
we discuss the thermodynamics of surface freezing. Sec-
tion III provides a brief overview of the different exper-
imental approaches used to detect surface freezing. In
Section IV, we present a summary of fifteen years of ex-
perimental and computational work devoted to resolving
the surface freezing conundrum in water. And Section V
is reserved for concluding remarks.
II. THERMODYNAMICS OF SURFACE
FREEZING
The majority of thermodynamic models [31, 34–38]
of surface freezing are based on macroscopic arguments,
which, as we will see later, can limit their applicability
and predictive power. Such models are, however, very
useful in providing a conceptual framework for under-
standing surface freezing. Here, we present a simplified
version of the model proposed in Refs. [31, 35, 36], which
is mathematically identical to the classical nucleation
theory for heterogeneous nucleation [39] and is based
on the following assumptions: (i) The crystal forming
at the surface is structurally identical to the bulk crys-
tal, (ii) All thermodynamic quantities, including chem-
ical potentials and surface tensions, are independent of
the distance from or the curvature of the interface, (iii)
Solid-fluid surface tensions are identical for different crys-
tallographic planes of the solid, (iv) Enthalpic (p∆V ) and
line tension contributions to the free energy are negligi-
ble. With these assumptions, the free energy of formation
for a crystalline body of volume Vs at the free surface can
be expressed as:
∆Gs = −ρsVs∆µ+Aslσsl +Asv(σsv − σlv) (1)
Here ρs is the solid number density, ∆µ = µl − µs, is
the thermodynamic driving force for freezing, Asl and
Asv are the the solid-liquid and solid-vapor surface ar-
eas, and σsl, σsv and σlv are the solid-liquid, solid-vapor
and liquid-vapor surface tensions, respectively. A mate-
rial will undergo surface freezing if ∆Gs is smaller than
∆Gb, the free energy of formation of a crystalline nucleus
of the same volume in the bulk for all Vs > 0. In the con-
text of this simple thermodynamic model, the occurrence
of surface freezing, as well as the shape of the crystalline
body will depend on a dimensionless wettability param-
eter, ζ, defined as:
ζ :=
σlv − σsv
σsl
(2)
The most favorable condition for surface freezing is when
ζ ≥ 1, i.e., when the crystal fully wets the liquid-vapor
interface. In this case, a three-phase contact line becomes
mechanically unstable, and freezing always culminates in
the formation of a spread frozen layer at the free inter-
face (Fig. 1a). Note that in the fully wetting regime, the
surface contribution to ∆Gs is always negative, and can
thus compensate the unfavorable ρsVs∆µ term at tem-
peratures above T bulkm , resulting in the formation of a
finite-thickness crystalline film at the free interface. This
is the type of macroscopic surface freezing observed for
n-alkanes, n-alcohols and some metallic alloys.
The other extreme, ζ ≤ −1, is when the crystal does
not wet the liquid-vapor interface. In this case, freezing
can only start in the bulk (Fig. 1c) as any crystalline
nucleus with a vapor-solid facet will be mechanically un-
stable, and will be pushed away from the interface. This
wetting regime can also lead to a phenomenon known
as surface pre-melting [40, 41] in which a finite-thickness
molten liquid layer will wet the solid-vapor interface at
temperatures below T bulkm .
The third scenario is when |ζ| < 1, i.e., when the crys-
tal partially wets the vapor-liquid interface with a contact
angle cos θc = ζ (Fig. 1b). As outlined above, the theo-
retical framework used for characterizing surface freezing
in this regime is conceptually identical to the classical
nucleation theory for heterogeneous nucleation [39], in
which the free energy of formation for a spherical crys-
talline cap of radius r is given by:
∆Gs(r) = fc(θc)∆Gb(r) (3)
with ∆Gb(r) =
4
3pir
2(3σsl − rρs∆µ), the free energy of
formation for a spherical nucleus of radius r in the bulk,
and fc(θc) =
1
4 (1−cos θc)2(2+cos θc), the potency factor.
Note that it is always more favorable to form a spherical
cap of radius r at the interface in comparison to a spheri-
cal nucleus of equal volume in the bulk, with the relative
gain in free energy given by:
∆Gs(r)−∆Gb(r¯) = 4pir2σsl
[
fc(θc)− f2/3c (θc)
]
≤ 0 (4)
as 0 ≤ fc(θc) ≤ 1. However, ∆Gs(r) is a strictly increas-
ing function of r for r ≤ rc = 2σsl/ρs∆µ, which means
3θ
a b c
|⇣| < 1 ⇣   1⇣   1
FIG. 1: Different scenarios for surface freezing depending on the wetting parameter, ζ: (a) For ζ ≥ 1, the solid fully wets the
free interface, and the freezing starts with the formation of a continuous solid layer at the surface. (b) For |ζ| < 1, the solid
partially wets the free interface, and freezing starts with the formation of a spherical solid cap at the interface. (c) For ζ ≤ −1,
the solid does not wet the vapor-liquid interface, and freezing occurs exclusively in the bulk.
that a nucleation barrier of ∆G∗s = 16piσ
3
slfc(θ)/3ρ
2
s∆µ
2
needs to be crossed for freezing to proceed. Note that
the free interface only decreases this barrier by a fac-
tor of fc(θc) and does not eliminate it completely. It is
worthwhile to mention that partial wettability can also
lead to partial surface premelting, in which a partially
wetting quasi-liquid layer emerges at the surface of ice at
temperatures below T bulkm [42, 43].
This thermodynamic model provides a qualitative pic-
ture of the underlying thermodynamic forces that culmi-
nate in surface freezing. A similar approach has been
used to assess surface-induced heterogeneous nucleation
propensity at flexible fluid-fluid and fluid-solid interfaces
in terms of crystal-interface binding energies [37, 38].
There are, however, major issues that limit its applica-
bility and predictive power. First of all, the assumptions
outlined above are not usually satisfied in real experimen-
tal systems, and as will be discussed later, the predictions
of this simple model have been shown to be inaccurate in
computational studies of model systems [44]. Secondly,
it is extremely difficult to measure wettability accurately,
especially in the deeply supercooled regime [45]. This is
particularly problematic in the partial wettability regime
that is thought to lead to the interfacial enhancement of
nucleation [46].
III. EXPERIMENTAL CHARACTERIZATION
OF SURFACE FREEZING
It is, in principle, straightforward to characterize the
type of surface freezing that occurs at T > T bulkm as
it only requires establishing the existence of crystalline
(or liquid-crystalline) order at the vapor-liquid inter-
face. In other words, the thermodynamics of the con-
fined system deviates so drastically from the bulk that
it allows for a complete decoupling of structure and dy-
namics. There is a wide variety of experimental tech-
niques that can be used for detecting liquid-to-solid struc-
tural transformation at the surface, and approaches such
as surface tensiometry [20, 21, 23–25], X-ray scatter-
ing [21, 24–27], light scattering [29], polarized video mi-
croscopy [30], elipsometry [23], surface vibrational spec-
R
li
Jv,b
Jv,s
FIG. 2: A droplet with radius R and an li-thick interfacial
region. The effective volumetric nucleation rates within the
bulk and the interfacial region are Jv,b and Jv,s, respectively.
troscopy [22] and second harmonic and plasma genera-
tion spectroscopy [28] have been used to detect surface
freezing in n-alkanes, n-alcohols, and metallic alloys.
The type of surface freezing that only involves an en-
hancement of nucleation kinetics close to a vapor-liquid
interface is, however, far more difficult to detect and
characterize experimentally, as its only distinction with
respect to bulk nucleation is in the spatiotemporal distri-
bution of nucleation events in the confined system, and
not in the final outcome of the nucleation process. Con-
sidering the fact that the nucleation process involves the
formation of a short-lived nanoscopic critical nucleus,
any direct confirmation of surface-enhanced nucleation
requires augmenting the structural assay distinguishing
the liquid and the crystal with sufficient spatiotemporal
sensitivity to measure the frequency and spatial distribu-
tion of isolated nucleation events. Unfortunately, this is
not feasible with the existing traditional structural char-
acterization techniques. There are only a limited number
of sophisticated ultrafast scattering [47] and electron mi-
croscopy [48, 49] techniques that can potentially achieve
this goal in the future, but at present, they either cannot
be universally applied to a wide range of materials, or
their sensitivity is yet to be improved to a point where
phenomena such as surface-enhanced nucleation can be
probed.
4MonitorCool Down
FIG. 3: A schematic representation of the approach used to measure homogeneous nucleation rates in experiments, which
involves generating an ensemble of liquid droplets of the target material, cooling them down to the target temperature, and
monitoring the fraction of the droplets that freezes by time t using a structural or calorimetric assay. In this schematic, liquid
and frozen droplets are depicted in light blue and light purple, respectively.
Considering these technical difficulties, surface-
enhanced crystal nucleation has, by and large, been stud-
ied indirectly, by observing how the apparent volumetric
nucleation rate, which is the average number of nucle-
ation events per unit time per unit volume, scales with
lc and temperature in confined geometries such as films
and droplets. Consider, for instance, a droplet of ra-
dius R  li (Fig. 2), with two distinct bulk-like (light
blue) and interfacial (light orange) regions, and suppose
that the volumetric nucleation rate within the bulk and
interfacial regions are given by Jv,b(T ) and Jv,s(T ), re-
spectively. The effective volumetric nucleation rate for
the entire droplet can then be expressed as:
Jv := Jv,b
(
1− 3li
R
)
+ Jv,s
3li
R
≈ Jv,b + Jv,s 3li
R
(5)
If Jv,b
∼ Jv,s, Jv will be independent of R, and so will
be its scaling with temperature. However, if Jv,b  Jv,s,
Jv will depend on R, and there will a critical radius,
Rc = 3liJv,s/Jv,b below which nucleation will be surface-
dominated. Due to distinct local environments and nu-
cleation barriers in the bulk and the interfacial region, it
is reasonable to expect Jv,b and Js,b to scale differently
with temperature, in which case the scaling of Jv with
temperature will also be different for different R’s.
The dependence of Jv and its temperature scaling on
R can, in principle be used as a basis for determin-
ing whether a particular material would undergo surface
freezing. In order to understand how to do that, we first
need to discuss the experimental procedure for measur-
ing homogeneous nucleation rates (Fig. 3), which involves
generating a large number of liquid droplets of the cor-
responding material, either in a vapor chamber, or as an
emulsion within another liquid phase. Those droplets are
then cooled down to the target temperature, and F (t),
the fraction of droplets frozen at time t, is estimated us-
ing an assay such as microscopy, scattering, spectroscopy
or calorimetry. Assuming that the droplet size distribu-
tion is narrow, F (t) is expected to follow the exponential
distribution:
F (t) = 1− exp[−JvV t] (6)
with V the average volume of a droplet. As out-
lined above, surface-facilitated nucleation leads to a size-
dependent rate and a size-dependent scaling of rate with
temperature, and can therefore be probed by conducting
rate measurements for droplets of different sizes, and ob-
serving their scaling with size and temperature. In the
case of scaling with size, rates measured at a given tem-
perature are expected to follow Jv(R) = A + B/R with
B > 0 implying surface-enhanced nucleation. The ef-
fect of temperature is, however, more complicated, since
even if we assume the validity of classical nucleation the-
ory, it is not at all clear how relevant quantities such
as ∆µ and σsl change with temperature. Considering
the narrow ranges of temperatures over which rate mea-
surements can be conducted, it is usually reasonable to
assume that the nucleation barrier is a linear function of
temperature. In the case of surface-enhanced nucleation,
it can be expected that the temperature dependence of
the nucleation barrier, as inferred from Jv(T ) measure-
ments, will be vastly different for droplets of different
sizes.
Despite having a sound theoretical basis, this approach
is practically challenging, mostly due to the difficulty of
generating microdroplets with narrow size distributions.
In other words, the uncertainty in droplet size distribu-
tions might lead to large uncertainties in B, which could
make determining the occurrence of surface freezing prac-
tically impossible. This is particularly problematic if Rc
is towards the lower end of droplet sizes that can be gen-
erated experimentally for a particular material. Under
such circumstances, the R dependence of Jv (and its scal-
ing with temperature) could be too weak to be accurately
identified form the existing experimental data. Analyz-
ing the temperature dependence of nucleation data has
its own challenges, as it is not easy to control temper-
ature in nucleation experiments, and even modest un-
certainties in temperature can propagate to considerable
errors in nucleation rates due to their strong sensitivity
to temperature [50]. Finally, it is usually extremely chal-
lenging to conduct nucleation experiments under pristine
conditions, i.e., in the absence of contaminants the pres-
ence of which can lead to unwanted heterogeneous nucle-
5ation [51].
Considering these technical difficulties, it is generally
difficult to prove or rule out surface-enhanced crystalliza-
tion in materials, and as a result, most accounts of kinetic
surface freezing are controversial. We will discuss these
challenges and intricacies in the next section through our
discussion of surface-enhanced freezing in liquid water.
IV. SURFACE FREEZING IN WATER
A. Experimental Work
At atmospheric pressure, liquid water becomes thermo-
dynamically metastable with respect to ice at tempera-
tures below T bulkm = 273 K, but is notoriously difficult to
freeze in the absence of external insoluble entities. In-
deed, ice formation can be avoided for temperatures as
low as 227 K [52] and it has been recently estimated us-
ing molecular simulations and classical nucleation theory
that homogeneous nucleation of ice is practically impos-
sible at temperatures above 253 K [53], leaving hetero-
geneous nucleation as the only pathway for freezing at
temperatures close to T bulkm . Homogeneous nucleation
rate measurements can thus only be conducted at deep
supercoolings [50]. A wide range of scattering [52, 54–57],
microscopy [58], dilatometry [54, 59] and calorimetry [60–
62] techniques are utilized for detecting freezing in micro-
droplets placed in a variety of environments such as vapor
and expansion chambers [52, 55–57, 63], reverse-phase oil
emulsions [54, 59–62] or on hydrophobic surfaces [58]. As
outlined in Section III, the most common way of prov-
ing surface-facilitated nucleation is to conduct rate mea-
surements for droplets of different sizes and observe the
scaling of rates with temperature. In addition to this
conventional approach, the question of surface freezing
in water can also be addressed using two other classes
of experimental techniques (Fig. 4). One possibility is
to measure nucleation rates in ultra-confined geometries,
such as nano-droplets, and assess the importance of sur-
face freezing by extrapolating the measured rates to the
corresponding bulk conditions. The second possibility is
to measure freezing rates in the growth-limited regime,
i.e., in nanofilms of amorphous ice, a glassy state of water
obtained by rapidly quenching it to temperatures below
140 K [64]. Finally, more indirect anecdotal evidence for
(or against) surface freezing can be obtained from het-
erogeneous nucleation experiments as well.
1. The original Report of Surface Freezing and
Conventional Rate Measurements
The idea of surface-induced ice nucleation was first pro-
posed in a series of papers by Tabazadeh et al [31, 35].
Their work was motivated by apparent discrepancies be-
tween the absolute values and the temperature scaling of
earlier homogeneous nucleation rate measurements con-
ducted for droplets of different sizes. By using a theoret-
ical argument similar to the one discussed in Section II,
they argued that any materials with |ζ| < 1 should un-
dergo surface-enhanced nucleation. They then invoked
the theoretical work of Cahn [65], who predicted a wet-
ting transition at temperatures sufficiently lower than
the critical temperature, Tc, in single-component sys-
tems, and the experimental work of Elbaum et al [42]
who observed that the quasi-liquid layer partially wets
ice at coexistence, to conclude that water satisfies the
partial wettability condition, and should therefore un-
dergo surface-enhanced freezing. They tested their hy-
pothesis by re-analyzing earlier rate measurements by as-
suming that homogeneous ice nucleation in microdroplets
is surface-dominated and therefore the nucleation time
should scale with the surface and not the volume of the
droplets. For measurements in which droplets were in
contact with the vapor phase [66–68], the discrepancies
became much smaller upon this re-analysis, which they
interpreted to be a strong evidence in support of their
surface freezing hypothesis. They even suggested that
surface-enhanced nucleation is not limited to vapor-liquid
interfaces, and can occur at other water-fluid interfaces,
such as some oil-water interfaces present in oil emulsion
nucleation experiments.
This work was initially met with some skepticism.
First of all, Tabazadeh et al did not confirm the va-
lidity of the partial wettability condition for deeply su-
percooled water, and the only experimental work [42]
that they cited as evidence was conduced close to the
triple point, reporting a σsl + σlv − σsv value three or-
ders of magnitude smaller than the individual surface
tensions. Some authors therefore posited the possibil-
ity that σsl + σlv − σsv could easily change sign at lower
temperatures that are of relevance to homogeneous nucle-
ation rate experiments [46]. Furthermore, the conceptual
framework outlined in Section III is only exact when the
constituent droplets are monodisperse. In reality, how-
ever, water droplets are always polydisperse, and this
makes Eq. (6) inaccurate. Instead F (t) will be given by:
F (t) = 1−
∫
f(R, t)V (R, t)e[−Jv,bV (R,t)−Jv,sliA(R,t)]tdR∫
f(R, t)V (R, t)dR
(7)
Here f(R, t) is the droplet size distribution at time t with∫
f(R, t)dR = 1. In order to distinguish bulk- vs. surface-
dominated nucleation, one needs to fit the existing F (t)
data to Eq. (7). As demonstrated in Ref. [69], however,
the uncertainties in F (t) are usually so large that a typ-
ical set of experimental data can be simultaneously de-
scribed with the bulk- and the surface-dominated freezing
scenarios.
Tabazadeh et al ’s work was followed by a flurry of
experimental activity with the aim of addressing some,
if not all, of these technical difficulties [55, 62, 70–73].
One of the most important studies to follow was due to
6Temperature (K)
Nucleation-Limited
Microdroplets with 
bulk-like and 
interfacial regions
Nanodroplets: exclusively 
interfacial. Under large 
Laplace pressures
Growth-Limited
Glassy Nanofilms: 
Dynamically-arrested 
amorphous ice
170-220 K 227-240 K140-160 K
FIG. 4: Different approaches of probing surface-facilitated nucleation in water. Surface freezing can be either studied in the
growth-limited regime (i.e., in nanofilms of amorphous ice), or in the nucleation-limited regime. The latter is done by both
investigating the size and temperature scaling of homogeneous nucleation rates in microdroplets, or by inspecting the kinetics
of nucleation in ultraconfined geometries such as nanodroplets.
Earle et al [71], who developed a detailed microphysi-
cal model that accounted for heat and mass transfer ef-
fects, as well as droplet polydispersity, and used it to
compute nucleation rates from freezing data obtained in
vapor chambers. Also, more authors conducted rate mea-
surements in vapor chambers, in order to obtain reliable
nucleation data for droplets exposed to ambient air, as
Tabazadeh et al [31, 35] only considered a limited num-
ber of such measurements in their analysis. Those later
measurements revealed that surface-mediated nucleation
can only become dominant for droplets smaller than a
few micrometers in radius [71, 72], and for larger droplets
bulk nucleation is dominant [55, 62, 73]. However, these
results are still far from conclusive considering some of
the problems outlined above. For instance, the work of
Kuhn et al [72], which so far offers the strongest evidence
for surface-dominated ice nucleation in droplets smaller
than 5 µm in radius, is based on a sophisticated micro-
physical model, and its conclusions can be fairly sensitive
to the number of assumptions made in formulating that
model.
2. Ultra-confined Geometries
The importance of surface-dominated ice nucleation
can also be potentially inferred from nucleation rate
measurements in ultraconfined geometries, such as nan-
odroplets [74–76]. The main advantage of such studies is
that nanodroplets lack a well-developed bulk region, and
therefore any nucleation will be strongly impacted by the
interface. Analyzing the rates obtained from such exper-
iments, however, is not straightforward, as such droplets
are under large Laplace pressures. (The Laplace pressure
within a droplet of radius r is given by pl = p0 + 2σlv/r,
with p0 the ambient pressure. A water droplet with a di-
ameter of 10 nm is, for instance, under a Laplace pressure
of ∼300 bar at 273 K.) In principle, one can use classical
nucleation theory to extrapolate such rates to pressures
and temperatures that are relevant to conventional nu-
cleation experiments. This, however, requires predicting
how different thermodynamic and transport properties of
supercooled water change within an experimentally inac-
cessible region of the metastable liquid phase diagram.
Furthermore, pressure is known to change the structure
of supercooled water [77, 78], and it is not at all clear
whether ice nucleation at such high pressures will follow
a mechanism commensurate with a one-step nucleation
process predicted in the CNT formalism. Due to the
fact that the volume of a nanodroplet is several orders
of magnitude smaller than that of a microdroplet, freez-
ing in nanodroplets occurs at lower temperatures, and
at higher volumetric nucleation rates. Furthermore, the
nucleation process culminates in the formation of stack-
ing disordered ice that is significantly more cubic [74–
76, 79] than the stacking disordered ice formed in mi-
crodroplet experiments [80, 81]. The nucleation rates
in nanodroplets are between 7-10 orders of magnitude
7higher than what would be obtained by extrapolating
rate measurements in microdroplets at higher tempera-
tures [57]. However, this does not necessarily imply a
contribution from surface freezing, with alternative sce-
narios having been proposed, such as a strong-to-fragile
transition in supercooled water [57].
3. Freezing in Amorphous Ice Nanofilms
There have been numerous studies probing the freez-
ing kinetics of amorphous ice nanofilms. Amorphous
ice– also known as amorphous solid water (ASW)– is a
glassy form of liquid water that can be obtained via a
variety of pathways, including rapidly quenching the liq-
uid to temperatures as low as 136 K, physically deposit-
ing water vapor onto a cold substrate [82], or pressure-
melting crystalline ice at low temperatures [83]. Amor-
phous ice is the predominant form of ice in the interstel-
lar space where temperatures are too low for water to
crystallize [84]. Understanding the kinetics and mech-
anism of amorphous ice crystallization is therefore cru-
cial in mapping out astrophysical processes in the outer
solar system. Consequently, the role of vapor-liquid in-
terfaces in amorphous ice crystallization has been exten-
sively studied [84–89]. The first major study was con-
ducted by Backus et al [85, 86], who utilized reflection ab-
sorption infrared (RAIR) spectroscopy and temperature-
programmed desorption (TPD) spectroscopy to distin-
guish bulk and surface crystallization, respectively, and
concluded that ASW nanofilms freeze via a ’top-down‘
mechanism, in which freezing starts close to the vapor-
glass interface. Their final conclusion was, however,
based on a detailed nucleation-and-growth model, and
was not unequivocal. As a result, their findings were
questioned in later publications [87]. The most unequiv-
ocal evidence for surface freezing in ASW films was pro-
vided by Yuan et al [88], who preferentially placed iso-
topic layers of 5% D2O/95%H2O at different locations
across a 1000-layer H2O ASW nanofilm, and used RAIR
spectroscopy to probe its crystallization. They observed
that the isotopic layer crystallized faster when it was
located closer to the vapor-ASW interface. They later
demonstrated that ASW films capped with decane freeze
eight times more slowly than the films exposed to va-
por [89]. In another study, Mitchel et al demonstrated
that high-porosity ASW films tend to freeze faster than
their low-porosity counterparts, due to the presence of
internal vapor-liquid interfaces within the porous mate-
rial [84].
Among the three classes of approaches outlined above,
amorphous ice freezing experiments provide more direct
evidence for freezing at the surface. However, those find-
ings must be treated with extreme caution. First of all,
freezing of amorphous ice is a growth-limited process, and
one can never rule out the possibility that faster freezing
at the surface is merely due to faster dynamics at the sur-
face. Note that faster diffusive dynamics does not equate
to faster nucleation, especially when nucleation barri-
ers are large, so the freezing kinetics data obtained in
the growth-limited regime are not necessarily indicative
of what would happen in the nucleation-limited regime.
Secondly, due to the out-of-equilibrium nature of amor-
phous ice, its properties, including its freezing kinetics,
can heavily depend on its processing history. This might
explain part of the existing disagreement in the litera-
ture with regard to the role of a free interface. Finally,
computer simulations of silicon have revealed that the
ability of a vapor-liquid interface to enhance nucleation
in its vicinity can depend on temperature and can com-
pletely disappear at temperatures closer to T bulkm [90, 91].
Therefore, the enhancement of freezing at the vapor-glass
interface of amorphous ice (∼140-160 K), even if it affects
the nucleation part, does not necessarily imply that the
same will be observed at higher and atmospherically rel-
evant temperatures.
4. Anecdotal Evidence for Surface Freezing
In closing this section, it is worth mentioning a few ex-
perimental studies of heterogeneous nucleation that are
relevant to the question of ice nucleation at vapor-liquid
interfaces. Such studies are aimed at understanding a
phenomenon known as contact freezing (Fig. 5), which
involves heterogeneous ice nucleation in water droplets
colliding with a dry ice nucleating agent (INA) [92]. Con-
tact freezing has been shown to occur at rates consider-
ably higher than immersion freezing in which the INA is
fully immersed within the droplet [93, 94]. This enhance-
ment is observed even when the exogenous INA does
not collide with the droplet from outside, but is instead
approaching the free interface from within the droplet
(inside-out contact freezing) [94]. The observed enhance-
ment in heterogeneous nucleation kinetics has therefore
been attributed to the presence of a vapor-liquid inter-
face, and not the transient effects arising from actual
collisions. It has indeed been demonstrated that there is
no preference for contact freezing to initiate at the actual
three-phase contact line [95] unless the INA surface has
nanoscale texture [96]. Contact freezing is therefore gen-
erally regarded as anecdotal evidence for surface-induced
homogeneous ice nucleation. However, there is no di-
rect evidence for the assertion that surface-induced het-
erogenous nucleation is a sufficient condition for surface-
induced homogeneous nucleation (i.e., surface freezing).
B. Computational Work
As outlined in Section IV A, the existing experimental
techniques lack the necessary spatiotemporal resolution
to conclusively address the question of surface freezing in
water. This has led to an increased interest in molecu-
lar simulations, which, by construction, can provide di-
rect evidence for or against surface freezing. Conduct-
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FIG. 5: Schematic description of immersion and contact freez-
ing, with an external ice nucleating object depicted in dark
red. Liquid and frozen droplets are shown in light blue and
light purple, respectively. The occurrence of contact freez-
ing is independent of whether the ice nucleating object ap-
proaches the interface from within, or collides with it from
outside.
ing molecular simulations of ice nucleation has, however,
its own challenges. Like any other molecule, simulating
water requires identifying an empirical mathematic func-
tion known as a force field or a model, which describes
the potential energy of the system as a function of the
positions of the individual atoms. The multidimensional
potential energy surface (PES) defined by the force-field
guides the temporal evolution of the system, which, in
the case of molecular dynamics (MD), is deterministic
and involves integrating Newton’s equations of motion.
Utilizing a force-field is a convenient substitute to per-
forming computationally expensive first principle calcu-
lations that can also be used for computing the PES of
any given configuration. Over the years, a wide range of
water force-fields with different levels of accuracy have
been developed [97–99], including neural network-based
boundary conditions were applied. This resulted in the formation
of an infinite slab (more precisely, an infinite series of practically
noninteracting slabs) with a bulk region in between two surfaces
in the xy-plane. The smallest unit cells with approximate
dimensions 13.5 × 15.5 × 100 Å3 contained 192 water
molecules. First, a unit cell with dimensions of 13.5 × 15.5 ×
29.5 Å3 was chosen such as to correspond to a rectangular cell
of ice Ih, and subsequently, the z-dimension was extended to
100 Å3. This size is just large enough to provide the slab with
a well developed bulklike region,47,48 but small enough to allow
for extremely long simulations needed for capturing homoge-
neous nucleation in water. Larger slabs used for test calculations
were constructed by doubling or tripling the width of the original
cell, yielding systems with 384 or 576 water molecules in the
unit cell. The z-dimension was consequently prolonged to 180
or 270 Å, respectively. Surface contaminated water slabs were
constructed by adding six pentanol or pentanoic acid molecules
on each of the two surfaces, forming an incomplete and
disordered layer.
Long range electrostatic interactions were accounted for using
the smooth particle mesh Ewald method, employing a pseudo-
2D correction for the slab geometry.49 Nonbonded interactions
had to be cut off at a relatively short distance of 6.5 Å due to
the small size of the simulation cells in the x- and y-dimensions.
Figure 2. Four snapshots from a selected nucleation trajectory for each system under study: neat water (top), water covered by pentanoic acid
(middle), and water covered by pentanol (bottom). Only the unit cell, containing 192 water molecules and possibly the 12 adsorbate molecules, is
depicted. The shaded regions highlight the newly formed ice nucleus. In the depicted cases, nucleus was formed in the subsurface region for neat
water after ∼160 ns. In water covered by pentanoic acid it also formed in the subsurface after ∼250 ns, while in water covered by pentanol it took
∼380 ns to form a nucleus close to the center of the slab.
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FIG. 6: (Reproduced with permission from Pluhar´ova´, et. al.
J. Phys. Chem. C, 114, 7831 (2010), Copyright 2010, Ameri-
can Chemical Society) Subsurface Freezing in MD simulations
of freestanding thin films of the NE6 system at 250 K.
force fields [100, 101], classical polarizable [102–106] and
non-polarizable [97, 99, 107–113] molecular force fields,
and coarse-grained force-fields [114–116].
The predictive ability of a molecular simulation de-
pends heavily on the accuracy of the utilized force-field.
As expected, however, there is a direct relationship be-
tween the ability of a force-field to faithfully reproduce
experimental properties of water, and the computational
cost of using it. For the more accurate water models,
such as polarizable models, even the simple task of struc-
turally relaxing supercooled water can be prohibitively
costly. For instance, the timescales accessible to state-of-
the-art ab initio MD simulations do not typically exceed
100 ps [117], which is considerably shorter than the char-
acteristic structural relaxation time of supercooled wa-
ter computed from typical classical non-polarizable force-
fields [118]. This is in addition to the activated nature of
ice nucleation, which usually involves crossing large nu-
cleation barriers that can, sometimes, be only overcome
by employing advanced sampling techniques. Among the
different classes of force-fields outlined above, ice nu-
cleation has been successfully studied for coarse-grained
and non-polarizable molecular models of water only, and
the more accurate polarizable and ab initio-based models
have, by and large, been off limits due to prohibitively
large computational costs of utilizing them in compu-
tational studies of nucleation [119]. This, in principle,
can negatively impact the predictive ability of molecu-
lar simulations of surface freezing in water, considering
the importance of polarizability in interfacial phenom-
ena. Despite these limitations, molecular simulations can
still be very valuable tools in uncovering the underlying
physics of surface freezing, and how it relates to different
9The physical properties of clouds strongly depend on waternucleation mechanisms and rates, and on the distributionof shapes and sizes of ice particles1,2. In particular, the
nucleation of small ice particles from the liquid may affect
the modulation of solar radiation and hydrological fluxes in
the atmosphere3,4. Crystallization in nanoscopic ice particles
containing from few hundred to tens of thousands of water
molecules was probed in the laboratory5–9, and the onset of ice
crystallization was observed in water clusters containing as few as
275 water molecules6. Nucleation and growth of ice within water
nano-droplets is also important in exploring water behaviour in
so called ‘no man’s land’10. Rapid crystallization of ice can hardly
be avoided in bulk water in this temperature range owing to
extremely high crystallization rates. However, reducing sample
size leads to less frequent nucleation events, and at the nanoscale
one can obtain deeply supercooled water. Indeed, by suspending
water clusters containing a few thousand molecules in a
supersonic beam, liquid water was supercooled to a
temperature as low as 200K7. This technique also allowed
experimentalists to extend the temperature range over which
nucleation rates were measured7,8.
When interpreting supersonic molecular beam experiments,
the nucleation rate of ice is often assumed to be size independent.
Although such assumption is valid in bulk and micron size
samples, its validity remains to be justified in the nano metre
domain. For example, experiments showed that confinement at
the nanoscale may modify the bulk phase diagram and shift the
coexistence curves11,12.
Here, we carry out large-scale molecular simulations to
investigate the size dependence of ice nucleation rates within
water nano-droplets. Based on the results of our calculations, we
propose a simple thermodynamic model that describes the effect
of droplet size on ice nucleation rates, and take into account finite
size effects.
Results
Ice nucleation rate. Our molecular dynamics (MD) simulations
were carried out using a coarse-grained water model (mW)13,
which is both computationally efficient and accurate in describing
many of the thermodynamic properties of water and ice. The ice
nucleation rates were computed by employing the forward flux
sampling method14–16, which allowed us to collect a large
number of nucleation trajectories (B200) at several conditions.
We computed ice nucleation rates of droplets, with radii between
2.4 and 6.1 nm, over a wide temperature range from 205 to 240K,
well into ‘no man’s land’.
Figure 1 shows the calculated ice nucleation rates in the mW
water droplets as a function of their radii at 230K. We found a
strong size dependence of the rates at this temperature, when
reducing the radius from 4.9 to 2.4 nm: the computed nucleation
rate decreased by eight orders of magnitude, from
1.08±0.84! 1014 to 1.10±0.99! 106m" 3 s" 1. On the other
hand, as the radius of the droplet becomes larger than B5 nm,
the computed nucleation rate becomes virtually indistinguishable
from that of the bulk liquid at the same temperature17, which
suggests size dependence diminishes beyond this size.
To understand whether the observed size dependence of ice
nucleation rates persists at different temperatures, we carried out
extensive simulations over a wide temperature range, from 205 to
240K. Figure 2 displays the calculated nucleation rate as a
function of temperature for bulk water and droplets with radius
of 3.1 and 2.4 nm, respectively. At low temperature (T o210K),
the calculated ice nucleation rates differ only by one order of
magnitude for different sizes, suggesting the suppression of the
size dependence in ice nucleation rates in this regime. Such
insensitivity to size is in quantitative agreement with recent
experimental measurements of nucleation rates in water nano-
droplets with radii between 3.2 and 5.8 nm, and between 202
and 215K8.
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Figure 1 | Size dependence of ice nucleation rates in the mW water
droplets at 230K. The solid black squares denote the calculated ice
nucleation rate within the mW droplets, the dash lines indicate the
computed ice nucleation rate in the mW bulk water, the green circles
denote the corrected ice nucleation rate by using the effective volume, and
the purple diamonds represent the calculated nucleation rate in bulk liquid
with the density matching that of the corresponding droplet. The effective
volume of the droplet is defined as the total volume minus the surface-like
volume (see Supplementary Note 3). The thick blue line represents the
predicted nucleation rate based on our model (equation (3)). The statistical
uncertainty of the computed nucleation rate is mainly due to the error in the
calculated growth probability P(ln|l0) (see Methods) that is attributed to
both the variance of the binomial distribution of N, i.e., the number of
configurations collected at each interface, and the landscape variance of
each starting configuration at each interface15. The error bar in the
predicted rate from our model simply reflects the error bar in the calculated
bulk nucleation rate.
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Figure 2 | Temperature dependence of ice nucleation rates in the mW
water model. The calculated nucleation rate in bulk water, droplet with
radius of 3.1 nm, and droplet with radius of 2.4 nm are represented by red
squares, black circles and blue diamonds, respectively. Experimental data
(represented by triangles) are from Manka et al.8 Inset shows the
temperature variation of the ratio of the computed ice nucleation rate
between water droplet with radius of 3.1 nm and bulk water.
ARTICLE NATURE COMMUNICATIONS | DOI: 10.1038/ncomms2918
2 NATURE COMMUNICATIONS | 4:1887 | DOI: 10.1038/ncomms2918 | www.nature.com/naturecommunications
& 2013 Macmillan Publishers Limited. All rights reserved.
220 225 230 235
100
1010
1020
Temp rature (K)
Nu
cl
ea
tio
n 
Ra
te
 (m
−3
s−
1 )
2 2 2 2
Temperature (K)
100
1010
1020
N
u
cl
ea
ti
o
n
 R
at
e 
(m
−
3
·s
−
1
)
Bulk
Film
Width (A) Rate (m−3⋅s−1)
∞ (Bulk) 1.2774×1023
50 7.1251×1020
25 3.1473×1015
a
b
FIG. 7: Suppression of surface freezing in the mW system. (a)
(Reprinted by permission from Macmillan Publishers Ltd.:
Nature Communications, (Li, et al., Nat. Comm. 4, 1887
(2013)), Copyright (2013)) Nucleation is always faster in
the bulk than in nanodroplets. Experimental data are from
Manka et al. [75]. The inset shows the ratio of the rate of ho-
mogeneous nucleation in 3.1-nm droplets over the nucleation
rate in the bulk. (b) (Reproduced from Ref. [44] with permis-
sion from the PCCP Owner Societies) Nucleation rates are
always smaller in 5-nm-thick freestanding films of mW water
than the bulk. The table corresponds to rate calculations in
films of different thicknesses at T = 220 K.
thermodynamic, structural and dynamical features of an
otherwise imperfect water model.
Computational studies of surface freezing date back
to 2006 when Vrbka et al [120, 121] and Pluhar´ova´ et
al. [122] conducted conventional MD simulations of ice
nucleation in freestanding thin films of supercooled wa-
ter using the NE6 model [110], a six-site non-polarizable
molecular force-field specifically parameterized to repro-
duce the experimental thermodynamic properties of liq-
uid water and ice around the melting temperature. These
authors observed that most nucleation events started at
the subsurface region, i.e., in the immediate vicinity of
the vapor-liquid interface (Fig. 6). They attributed this
behavior to interfacial ordering of water molecules, which
led to the emergence of an electric field at the surface.
Electric fields are known to induce homogeneous nucle-
ation [123–126]. In other words, their argument for the
facilitation of freezing at the interface was that it is a spe-
cific example of the already known phenomenon of elec-
trofreezing. Orientational ordering of water molecules
at a vapor-liquid interface has been observed for other
molecular models [127, 128], and yet, none is known to
undergo field-induced subsurface freezing at a free inter-
face. This is even true for the models that spontaneously
crystallize when a net electric field is applied to the en-
tire system. Furthermore, this idea of field-induced nu-
cleation at the surface is not borne out by experimental
evidence demonstrating that negatively- and positively-
charged droplets nucleate at the same rate as charge-
neutral droplets [67, 73]. These findings might therefore
be affected by strong finite size effects, as the simulation
boxes used in Refs. [120–122] were too small in the direc-
tions parallel to the vapor-liquid interface (Lx = 1.35 nm,
Ly = 1.55 nm, only 4-5 times the molecular diameter of
∼0.3 nm). In general, it is difficult to homogeneously nu-
cleate ice in regular MD simulations of molecular models,
and the handful of works reporting spontaneous ice nu-
cleation in the absence of any external field or biasing po-
tential, including the pioneering work of Matsumoto et
al [129] have never been reproduced in larger systems,
and are believed to reflect finite size effects [53, 130].
Considering these difficulties, the next wave of com-
putational activity did not arrive until after the intro-
duction of the computationally efficient coarse-grained
monoatomic water (mW) model [114], which is a re-
parameterization of the widely known Stillinger-Weber
potential for Group IV elements [131]. The mW poten-
tial has been very successful in reproducing the thermo-
dynamic and structural properties of bulk water, and as a
result, has gained considerable popularity in recent years.
The first study of surface freezing using mW was due to
Li et al, who used a path sampling technique known as
forward flux sampling (FFS) [132] to compute homoge-
neous ice nucleation rates in the bulk [133], as well as nan-
odroplets [134] of mW water. They observed that nucle-
ation in nanodroplets starts preferentially at the center of
the droplets, and occurs at rates considerably lower than
in the bulk (Fig. 7a). This was qualitatively at odds with
the reported behavior of the NE6 system, and highlights
the challenges of using molecular simulations to address
the surface freezing problem, as the final conclusion tends
to depend on the utilized force-field. Another peculiar
feature of Li et al.’s observation is its apparent inconsis-
tency with their own earlier work on surface crystalliza-
tion in silicon, another tetrahedral liquid, in which they
concluded that surface-enhanced nucleation should oc-
cur for any material with a negatively-sloped solid-liquid
coexistence line, i.e., with a liquid denser than the crys-
tal [90, 91], and mW, despite satisfying this criterion,
showed an apparent tendency to undergo bulk freezing.
They explained this discrepancy by noting that water
nanodroplets are under large Laplace pressures, and the
thermodynamic driving force for crystallization decreases
upon increasing pressure, which then leads to lower rates,
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FIG. 8: (Reproduced from Haji-Akbari, Debenedetti, Proc.
Natl. Acad. Sci. USA 114, 3316 (2017)) The role of struc-
tural preference for cubic ice in the facilitation of ice nucle-
ation in TIP4P/Ice nanofilms. HC and DDC number density
(per nm3) and HC/DDC ratio profiles are obtained from MD
simulations of 4-nm-thick TIP4P/Ice films at 230 K. Horizon-
tal lines correspond to the bulk cage densities and HC/DDC
ratio at 230 K and 1 bar, with the dashed lines showing the
error bars. Nucleation starts at the center of the film that has
lower-than-bulk HC/DDC ratios, and not in the shaded blue
subsurface region.
and possibly alters the nucleation mechanism. However,
Haji-Akbari et al [44] and Gianetti et al [135] used FFS
to compute nucleation rates in freestanding thin films of
mW and a few other mW-based tetrahedral liquids, and
still observed lower nucleation rates in the film geome-
try for mW and another tetrahedral liquid satisfying the
negatively-sloped coexistence line criterion (Fig. 7b). A
similar conclusion was reached in a work by Lu¨ et al, who
used a mean-first passage time (MFPT) method [136]
to compute nucleation rates in films of different thick-
nesses [137]. Freestanding nanofilms have net zero cur-
vature and are therefore not under Laplace pressure. As
a result, the slower computed rates in film geometries
cannot be explained by invoking higher pressures in the
confined geometry. Furthermore, Haji-Akbari et al [44]
noted that the mW system most likely satisfies the par-
tial wettability criterion [138], and yet does not undergo
surface freezing. This clearly demonstrates the inability
of macroscopic arguments, including the model outlined
in Section II, to predict phenomena as complex as surface
freezing.
The qualitative difference between the NE6 and mW
models created interest in accurately probing the surface
freezing kinetics of more realistic molecular models, such
as the TIP4P family. It is, however, almost impossible to
homogeneously nucleate ice in MD simulations of TIP4P-
like systems, and even computing the rate and elucidat-
ing the mechanism using advanced path sampling tech-
niques such as FFS was elusive for years. In 2015, Haji-
Akbari et al developed and utilized [118] a coarse-grained
variant of FFS to conduct the first direct calculation of
the homogeneous ice nucleation rate for TIP4P/Ice [112],
one of the best existing non-polarizable classical molecu-
lar models of water. They then utilized the same method
to compute the rate of homogeneous ice nucleation in
a 4-nm-thick freestanding film under the same thermo-
dynamic conditions [128]. Unlike the mW model, they
observed an enhancement of nucleation in the film ge-
ometry. Interestingly, however, nucleation events started
not at the immediate vicinity of the vapor-liquid inter-
face (like in the NE6 system), but rather in a region of
the film that exhibited bulk-like behavior. Their detailed
topological and structural analysis of the films, however,
revealed a preference for double-diamond cages (DDCs)
over hexagonal cages (HCs) within the center of the film
where freezing started (Fig. 8). DDCs and HCs are the
topological building blocks of cubic and hexagonal ice, re-
spectively. Cubic ice is an ice polymorph formed at deep
supercoolings [139], and is a stacking variant of hexago-
nal ice, the thermodynamically stable form of ice at am-
bient pressures. Haji-Akbari et al had previously demon-
strated that crystalline nuclei rich in DDCs grow more
uniformly and are therefore more likely to contribute to
the nucleation pathway [118]. They also conducted the
same topological analysis for mW films, and observed
no similar enhancement of cubicity. It therefore appears
that this propensity for cubic ice formation, which is rele-
vant to the microscopic mechanism of nucleation, also ac-
curately predicts a water model’s propensity to undergo
surface freezing. These findings are also interesting from
a different perspective, as they demonstrate that certain
structural features, such as cage number densities, decay
to their bulk values over much larger length scales than
what is usually considered a subsurface region. This is a
key observation in understanding the nature of confine-
ment and how it affects structural and dynamical proper-
ties of matter. The fact that non-decaying subtle struc-
tural features can impact the spatiotemporal distribution
of nucleation events has also recently been observed in
molecular simulations of silicon [140].
V. CONCLUSIONS AND OUTLOOK
It has been almost fifteen years since the idea of
surface-enhanced ice nucleation was first proposed by
Tabazadeh et al [31]. Since then, this idea has been
thoroughly scrutinized through numerous experimental
and computational investigations, which have resulted in
more indirect evidence in its support. Yet, we are still
short of direct and unequivocal evidence for surface freez-
ing, and more work is needed for a conclusive resolution
of this conundrum. So far, the most direct experimental
evidence for surface freezing has emerged from studies
of crystallization in amorphous ice [84–86, 88, 89]. How-
ever, considering the fact that freezing of glassy water is a
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growth-limited process, it is not clear whether those find-
ings can conclusively imply a preference for nucleation at
the interface. Rate measurements in small (R < 5 µm)
microdroplets tend to support the surface freezing hy-
pothesis [71, 72]. Interpreting those results can, how-
ever, be non-trivial considering the sensitivity of utilized
microphysical models to the wide range of assumptions
that have been made in their development. Studies of
contact freezing (faster heterogeneous nucleation when
an ice nucleating surface is close to the free interface)
also provide some anecdotal evidence for the potential
facilitating role of a free interface in nucleation [93, 94].
As sensible as it might seem, the assertion that faster
heterogeneous nucleation close to a free interface would
imply faster homogeneous nucleation as well is an un-
proven speculation. Computational studies of surface
freezing are also far from conclusive and there is a di-
vergence between atomistic models, which predict facili-
tation of freezing at a free interface [120–122, 128], and
coarse-grained models, for which the contrary behavior
is observed [44, 134, 135].
Regarding the path forward, we can think of a few pos-
sibilities. On the experimental side, it will be worthwhile
to develop better rate measurement techniques in order
to better control temperature and droplet size distribu-
tions, and to measure ice nucleation rates in droplets
smaller than a micrometer in diameter. Such experi-
ments can provide more unequivocal evidence for sur-
face freezing considering the fact that several studies dis-
cussed above suggest that surface freezing is likely to
be dominant in submicron droplets. In addition, more
effort should be invested into designing and optimizing
better ultrafast scattering and electron microscopy tech-
niques, which can provide more direct proof for surface-
facilitated ice nucleation. This is particularly true about
ultrafast electron microscopy techniques that are not cur-
rently usable for water. On the computational side, one
possible area for exploration is the kinetics of ice nucle-
ation in polarizable models, and the effect of polarizabil-
ity in surface freezing. In addition, it is worthwhile to
determine whether there are any thermodynamic or spec-
troscopic signatures that correlate with surface-induced
structural changes in supercooled liquid nanofilms. Such
signatures can potentially be used for probing the rel-
evance of structural features observed in simulations in
actual experimental systems.
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