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Abstract
In some cases, an important example being at finite temperature, extreme
infrared, collinear, or light–cone behaviour may cause the usual loop expansion
to break down. For some of these cases higher order ladder graphs can become
important. In an earlier paper it was shown that, given a particular relation
between a vertex and a self–energy function, the resummation of the ladder
graphs simplifies significantly when other types of graphs are included in
a consistent effective expansion. In this paper we show that this assumed
relation is valid for a large class of vertex and self–energy functions at finite
temperature.
PACS numbers: 11.10Wx, 11.15Tk, 11.55Fv
Typeset using REVTEX
1
I. INTRODUCTION
Particularly at finite temperature, infrared divergences can cause the loop expansion to
fail. In many cases this problem can be resolved by using an effective expansion based on
the hard thermal loops [1–6]. This expansion does not solve all such problems, however; we
mention in this context the damping rate of a fast fermion, where a self–consistent calcu-
lational scheme outside of the hard thermal loop expansion has been used [7,8], processes
sensitive to the behaviour near the light–cone, where an “improved” hard thermal loop ex-
pansion has been proposed [9,10], the calculation of the pressure [11], and the problem of
the effective potential in electro–weak theory [12].
In this paper we consider perturbation expansions beyond the loop expansion which
include ladder graphs. These graphs, which are not included in the hard thermal loop ex-
pansion, become important in certain cases sensitive to the infrared and/or light–cone limits
[7,10,11,13], and also arise in the context of the eikonal expansion of gauge theories [14,15].
We show for the calculation of a self–energy that there is an effective expansion for these
graphs which arises as the iterative solution of a type of Schwinger–Dyson equation. How-
ever, in general other types of graphs must be included in a consistent effective expansion.
In this regard, when a relation of the generic form
Γ(K,P ) ≈ −ig
1
K2 + 2K · P
[Π(P )− Π(K + P )] (1)
between the vertex function Γ(K,P ) and a self–energy function Π(P ) holds, the inclusion
of the non–ladder graphs gives rise to a significant simplification in the expression for the
self–energy [28]. We show here that this relation is valid for a large class of vertex and
self–energy functions at finite temperature. Finally, if certain assumptions are made on the
relative size of the self–energy function Π(P ), we show that the ladder graphs actually cancel
against other types of terms.
II. LADDER GRAPHS
We begin by showing under what circumstances ladder graphs are important. We work
here with a scalar φ3 theory at zero temperature, but the results generalize straightforwardly
for other theories and to finite temperature. Consider first the graph of Fig.1, which is given
by
− iΠ(K) = (−ig)6
∫
dR1 dR2 dP D(P +R1 +R2)D(P +R1 +R2 +K)D(R1)D(P +R2)
D(P +R2 +K)D(R2)D(P )D(P +K), (2)
where D(K) = 1/(K2 + iǫ) and K = (k0, ~k). In cases where the loop expansion is valid
this graph would be suppressed by a factor of g4 relative to the one–loop graph of Fig. 2.
However, especially at finite temperature, circumstances may arise where this is not the
case. Let us split two of the propagators in Eq. [2] as
D(P +R2)D(P +R2 +K) =
D(P +R2)−D(P +R2 +K)
K2 + 2K · (P +R2)
, (3)
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and furthermore consider the infrared limit 2K ·R2 ≪ (K
2+2K ·P ), whereby this splitting
is approximated by
D(P +R2)D(P +R2 +K) ≈
D(P +R2)−D(P +R2 +K)
K2 + 2K · P
, (4)
We perform an analogous split for D(P+R1+R2)D(P+R1+R2+K). Such approximations
in Eq. [2] lead to
− iΠ(K) ≈ (−ig)6
∫
dR1 dR2 dP
D(P +R1 +R2)−D(P +R1 +R2 +K)
K2 + 2K · P
D(R1)
D(P +R2)−D(P +R2 +K)
K2 + 2K · P
D(R2)D(P )D(P +K). (5)
Now, if it happens that a region of phase space exists where (K2 + 2K · P ) is sufficiently
small (for example, at finite temperature when (K2 + 2K · P ) ∼ O(g2T 2)), then a factor of
g4 arises in the denominator of Eq. [5] which would cancel a factor of g4 in the numerator.
This would lead to a situation where the ladder graph of Fig. 1 is of the same order as the
one–loop term of Fig. 2, signaling the breakdown of the loop expansion.
The breakdown of the loop expansion in this manner is due to the importance of the
ladder graph in Fig. 1 and similar higher loop ladder graphs. Higher loop “crossed ladders”
such as that illustrated in Fig. 3, and given by
− iΠ(K) = (−ig)6
∫
dR1 dR2 dP D(P +R1 +R2)D(P +R1 +R2 +K)D(R1)D(P +R2)
D(P +R1 +K)D(R2)D(P )D(P +K), (6)
do not contribute in the same way as the ladder graphs. This can be seen as follows. The
product of propagators D(P +R1 +R2)D(P +R1 +R2 +K) can be split along the lines of
Eq. [4], the product D(P +R2)D(P +R1 +K) would be split as
D(P +R2)D(P +R1 +K) =
D(P +R2)−D(P +R1 +K)
K2 + 2K · (P +R1) + (P +R1)2 − (P +R2)2
. (7)
The infrared limit 2K · R1 ≪ (K
2 + 2K · P ) then would produce
D(P +R2)D(P +R1 +K) ≈
D(P +R2)−D(P +R1 +K)
K2 + 2K · P + (P +R1)2 − (P +R2)2
, (8)
which, in the region (K2 + 2K · P ) ∼ O(g2T 2), would not by itself lead to a cancellation
of a factor of g2 in the numerator due to the presence of the (P + R1)
2 − (P + R2)
2 term.
One could try to get such a cancellation by furthermore restricting the phase space so that
P · Ri and R
2
i (i = 1, 2) are sufficiently small, but this introduces extra factors of g in the
numerator coming from the momentum integral over P . The conclusion one draws is that
in this infrared limit such crossed graphs are suppressed relative to the ladder graphs.
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III. LADDER RESUMMATION
In this section we describe a method for including the ladder graphs discussed in the
previous section in an effective expansion. To this end, we first consider the one–loop vertex
of Fig. 4. The expression for this graph is
Γ(K,P ) = (−ig)3
∫
dRD(R)D(R + P )D(K + P +R). (9)
We split the two propagators D(R+P )D(K+P+R) as in Eq. [4] and use the approximation
2K · R≪ (K2 + 2K · P ). Comparing the result of this operation,
Γ(K,P ) ≈ (−ig)3
1
K2 + 2K · P
∫
dRD(R) [D(R + P )−D(K + P +R)] , (10)
to the one–loop self–energy graph of Fig. 2,
− iΠ(P ) = −(−ig)2
∫
dRD(R)D(R+ P ), (11)
we find the relation
Γ(K,P ) ≈ −ig
1
K2 + 2K · P
[Π(P )−Π(K + P )] . (12)
Note that, due to the absence of an iǫ in the denominator, we must assume in this expression
that we are in a region of phase space where K2 + 2K · P does not vanish.
Similar results as in Eq. [12] hold in gauge theories. For example, in fermionic QED,
the analogous result is [13]
Γµ(K,P ) ≈ −ig
Kµ + 2Pµ
K2 + 2K · P
[Π(P )− Π(K + P )] , (13)
where the one–loop self–energy graph is shown in Fig. 2 (with the photon line having mo-
mentum R). This relation illustrates the connection between this approximation for the
vertex function and gauge invariance: contracting Eq. [13] with Kµ leads to
K · Γ(K,P ) = −ig [Π(P )−Π(K + P )] , (14)
which of course is the Ward identity for the vertex function. In a sense, this approximation
for the vertex function is equivalent to “solving” the Ward identity for this function in the
infrared limit.
These considerations allow us to construct a method for generating the ladder graphs.
To this end, consider the equation indicated in Fig. 5 for the full self–energy.: note that, due
to the use of the bare rather than full propagators on the internal lines, this is a “partial”
Schwinger–Dyson equation. In momentum space this equation is
− iΠ(K) = ig
∫
dRΓ(K,R)D(R)D(K +R), (15)
where Γ(K,R) is the full three–point vertex. Use of Eq. (12) for the full vertex function
in terms of the self–energy Π then generates a perturbative summation of ladder graphs,
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such as in Fig. 1, under the appropriate approximations of small loop momenta used in the
derivation. To illustrate this point, if for the first iteration we use Γ(K,R) of Eq. (12) with
the one–loop self–energy of Fig. 2 given in Eq. (11), we find
− iΠ(K) = (−ig)2
∫
dR
[Π(R)−Π(K +R)]
K2 + 2K ·R
D(R)D(K +R)
= (−ig)2
∫
dR
D(R)D(K +R)
K2 + 2K · R
i(−ig)2
∫
dR′
[D(R′)D(R +R′)−D(R′)D(K +R +R′)]
= i(−ig)4
∫
dR dR′D(R)D(K +R)D(R′)D(R +R′)D(K +R +R′), (16)
where we assumed 2K · R′ ≪ (K2 + 2K · R). This expression corresponds to the ladder
graph of Fig. 6.
We note that in this derivation there are two competing limits for the size of K2+2K ·R:
one is the infrared limit of 2K ·R′ ≪ (K2+2K ·R), while the other is the fact thatK2+2K ·R
must be sufficiently small so as to make the ladder graphs important (see Eq. (5)). It is only
in special cases, such as some finite temperature examples, where both of these criteria may
be simultaneously satisfied.
The particular resummation of ladder graphs indicated above is for graphs with bare
internal lines and vertices. The question then arises as to how one generates such expansions
when some combination of the internal lines and vertices in the ladder graphs are replaced
by their effective counterparts, as in in Figs. 7–20. This question may be addressed in the
same way as for bare vertices and internal lines. We first show that in the limit K → 0
the vertices and polarization tensors in Figs. 7–20 satisfy Eq. [12]. Using this result, the
iteration of the partial Schwinger–Dyson equation (15) shown in Fig. 5 can then be used to
generate the effective resummation of ladder graphs for the self–energy.
For example, consider the vertex of Fig. 7 with one corrected internal line:
Γ(K,P ) = −i(−ig)3
∫
dRG(R)D(R+ P )D(K + P +R), (17)
where G(R) = 1/(R2 − Π(R) + iǫ) is the full propagator. We split the two propagators
D(R+ P )D(K + P +R) as in Eq. [4] and use the approximation 2K ·R≪ (K2 + 2K · P ),
whereby this equation becomes
Γ(K,P ) ≈ −i(−ig)3
1
K2 + 2K · P
∫
dR G(R) [D(R + P )−D(K + P +R)] . (18)
Comparing this to the self–energy graph of Fig. 8:
− iΠ(P ) = −(−ig)2
∫
dRG(R)D(R + P ), (19)
we find the relation Eq. (12) is satisfied. Use of this relation in the iteration of the partial
Schwinger–Dyson equation of Eq. (15) shown in Fig. 5 would lead then to a series of ladder
graphs with effective propagators on the internal “vertical” lines, such as in Fig. 9. To see
this, if for the first iteration we use Γ(K,R) of Eq. (12) with the self–energy of Fig. 8, we
find
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− iΠ(K) = (ig)2
∫
dR
[Π(R)−Π(K +R)]
K2 + 2K · R
D(R)D(K +R)
= −(ig)2
∫
dR
D(R)D(K +R)
K2 + 2K ·R
i(−ig)2
∫
dR′
[G(R′)D(R +R′)−G(R′)D(K +R +R′)]
= i(−ig)4
∫
dRdR′D(R)D(K +R)G(R′)D(R+R′)D(K +R +R′), (20)
where we assumed 2K ·R′ ≪ (K2+2K ·R). This corresponds to the ladder graph of Fig. 9.
We thus see that the ladder graphs may be generated by the iteration of the partial
Schwinger–Dyson equation of Fig. 5. However, for completeness the full Schwinger–Dyson
equation of Fig. 10 should be considered. In Ref. [28] it was shown that this equation,
− iΠ(K) = ig
∫
dR [−ig + Γ(K,R)]G(R)G(K +R), (21)
where G(K) = i/(K2 −Π(K) + iǫ) is the full propagator, simplifies to
− iΠ(K) = 2(−ig)2
∫
dR
[
i
K2 + 2K · R
] [
i
R2 − Π(R) + iǫ
]
(22)
if Eq. (12) hold. This simplification results from a partial cancellation of ladder graphs
against non–ladder graphs. To see this cancellation explicitly, start with Eq. (21) and rewrite
Γ(K,R) in terms of Π(K) using Eq. (12). Taking as an example the one–loop expression of
Fig. 2, we find the first iteration of Eq. (21) gives
− iΠ(1)(K) = 2(−ig)2
∫
dR
[
i
K2 + 2K · R
] [
i
R2 + iǫ
]
, (23)
which corresponds to the one–loop graph of Fig. 2, which is given in Eq. (22). At the next
order of iteration we have two terms: one from the ladder graph of Fig. 6, given in Eq. (16),
and the other from the two–loop graph of Fig. 11:
2(−ig)2
∫
dRdR′D(R)D(K +R)D(K +R +R′)D(R′)D(K +R). (24)
When these are combined in the infrared limit one obtains
2(−ig)2
∫
dR
[
i
K2 + 2K · R
]
i
R2 + iǫ
[−iΠ(R)]
i
R2 + iǫ
, (25)
which is just the second term of the expansion in terms of Π of Eq. (22). Thus, ladder and
non–ladder graphs combine to give a relatively simple expression. Further simplification is
possible if we assume in Eq. (22) that the contribution of Π(R) to the pole in the integral
is negligible, so that this expression becomes
− iΠ(K) = 2(−ig)2
∫
dR
[
i
K2 + 2K ·R
] [
i
R2 + iǫ
]
. (26)
This corresponds, in the infrared limit, to the one–loop graph of Fig. 2. In this case one
can say that the ladder graph of Fig. 6 has canceled exactly against the non–ladder graph
of Fig. 11; such cancellation in some particular examples has been found in Refs. [7,10,13].
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Thus, we see that the relation of Eq. (12) between the vertex function Γ and self–energy
Π is critical in two respects. Firstly, it gives an expansion of the ladder graphs in terms of
the iteration of the partial Schwinger–Dyson equation of Fig. 5. Secondly, it demonstrates
how ladder graphs combine with other types of terms in the full Schwinger–Dyson equation
of Fig. 10 to give a relatively simple expression. The rest of the paper addresses the question
of the validity of this relation at finite temperature for more complicated cases than the ones
just considered. In the next three sections we express the 2, 3, and 4–point functions in a
particular real–time formalism of finite temperature field theory useful for our purposes. We
then show how in this formalism the relation of Eq. (12) is satisfied at finite temperature for
a wide class of vertex and self–energy diagrams with corrected vertices and internal lines.
We end with some brief conclusions.
IV. PROPAGATOR
We first consider the propagator. In real time, the propagator has 22 = 4 components,
since each of the two fields can take values on either branch of the contour. Thus, the
propagator can be written as a 2× 2 matrix of the form
D =
(
D11 D12
D21 D22
)
, (27)
where D11 is the propagator for fields moving along C1, D12 is the propagator for fields
moving from C1 to C2, etc. The four components are given by
D11(x− y) = −i〈T (φ(x)φ(y))〉 ,
D12(x− y) = −i〈φ(y)φ(x)〉 ,
D21(x− y) = −i〈φ(x)φ(y)〉 ,
D22(x− y) = −i〈T˜ (φ(x)φ(y))〉 , (28)
where T is the usual time ordering operator, and T˜ is the anti-chronological time ordering
operator. These four components satisfy,
D11 −D12 −D21 +D22 = 0 (29)
as a consequence of the identity θ(x) + θ(−x) = 1.
It is more useful to write the propagator in terms of the three functions
DR = D11 −D12 ,
DA = D11 −D21 ,
DF = D11 +D22 . (30)
DR and DA are the usual retarded and advanced propagators, satisfying
DR(x− y)−DA(x− y) = −i〈[φ(x), φ(y)]〉 , (31)
and DF is the symmetric combination
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DF (x− y) = −i〈{φ(x), φ(y)}〉 , (32)
which satisfies in momentum space
DF (P ) = (1 + 2n(p0))(DR(P )−DA(P )), (33)
where
DR,A(P ) =
1
(p0 ± iǫ)2 − ~p 2 −m2
. (34)
Equations (29), (30) are inverted by
D11 =
1
2
(DF +DA +DR) ,
D12 =
1
2
(DF +DA −DR) ,
D21 =
1
2
(DF −DA +DR) ,
D22 =
1
2
(DF −DA −DR) . (35)
These equations can be written in a more convenient notation as [21]
2D = DR
(
1
1
)(
1
−1
)
+DA
(
1
−1
)(
1
1
)
+DF
(
1
1
)(
1
1
)
(36)
where the outer product of the column vectors is to be taken.
Similar relations can be obtained for the polarization tensor. The polarization tensor
is the 1PI two-point function and is obtained by amputating the external legs from the
propagator. The Dyson equation gives
iD(p) = iD0(p) + iD0(p) (−iΠ(p)) iD(p) . (37)
The analogues of (29) and (30) are
ΠR = Π11 +Π12 ,
ΠA = Π11 +Π21 ,
ΠF = Π11 +Π22 , (38)
and
Π11 +Π12 +Π21 +Π22 = 0 . (39)
The analogues of (36) and (33) are
2Π(p) = ΠR(p)
(
1
−1
)(
1
1
)
+ΠA(p)
(
1
1
)(
1
−1
)
+ΠF (p)
(
1
−1
)(
1
−1
)
, (40)
ΠF (p) =
(
1 + 2n(p0)
) (
ΠR(p)− ΠA(p)
)
. (41)
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One loop results for the polarization tensor are as follows. We define Np = 1 + 2n(p0)
and DR(P ) = rP , DA(P ) = aP , DF (P ) = fP , etc.
ΠR(K) =
1
2
ig2
∫ d4R
(2π)4
(aRfK+R + fRrK+R) (42)
ΠA(K) =
1
2
ig2
∫
d4R
(2π)4
(rRfK+R + fRaK+R) (43)
ΠF (K) =
1
2
ig2
∫
d4R
(2π)4
(rRaK+R + aRrK+R + fRfK+R) (44)
V. THREE-POINT FUNCTION
In the real time formalism, the three-point function has 23 = 8 components. We denote
the connected functions by ΓCabc where {a, b, c = 1, 2}. In analogy to (28), they are given by
the following expressions [21]:
ΓC111(x, y, z) = 〈T (φ(x)φ(y)φ(z))〉 ,
ΓC112(x, y, z) = 〈φ(z) T (φ(x)φ(y))〉 ,
ΓC121(x, y, z) = 〈φ(y) T (φ(x)φ(z))〉 ,
ΓC211(x, y, z) = 〈φ(x) T (φ(y)φ(z))〉 ,
ΓC122(x, y, z) = 〈T˜ (φ(y)φ(z))φ(x)〉 ,
ΓC212(x, y, z) = 〈T˜ (φ(x)φ(z))φ(y)〉 ,
ΓC221(x, y, z) = 〈T˜ (φ(x)φ(y))φ(z)〉 ,
ΓC222(x, y, z) = 〈T˜ (φ(x)φ(y)φ(z))〉 . (45)
Only seven of these components are independent because of the identity
2∑
a=1
2∑
b=1
2∑
c=1
(−1)a+b+c−3ΓCabc = 0 (46)
which follows in the same way as (29) from θ(x) + θ(−x) = 1.The seven combinations that
we use are defined as [21]
ΓCR = Γ
C
111 − Γ
C
112 − Γ
C
211 + Γ
C
212,
ΓCRi = Γ
C
111 − Γ
C
112 − Γ
C
121 + Γ
C
122,
ΓCRo = Γ
C
111 − Γ
C
121 − Γ
C
211 + Γ
C
221,
ΓCF = Γ
C
111 − Γ
C
121 + Γ
C
212 − Γ
C
222,
ΓCFi = Γ
C
111 + Γ
C
122 − Γ
C
211 − Γ
C
222,
ΓCFo = Γ
C
111 − Γ
C
112 + Γ
C
221 − Γ
C
222,
ΓCE = Γ
C
111 + Γ
C
122 + Γ
C
212 + Γ
C
221. (47)
In coordinate space we always label the first leg of the three-point function by x and call it
the “incoming leg (i)”, the third leg we label by z and call it the “outgoing leg (o)”, and
the second (middle) leg we label by y. Inserting the definitions (45) into (47) one finds
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ΓCR = θ23θ31〈[[φ2, φ3], φ1]〉+ θ21θ13〈[[φ2, φ1], φ3]〉 ,
ΓCRi = θ12θ23〈[[φ1, φ2], φ3]〉+ θ13θ32〈[[φ1, φ3], φ2]〉 ,
ΓCRo = θ32θ21〈[[φ3, φ2], φ1]〉+ θ31θ12〈[[φ3, φ1], φ2]〉 ,
ΓCF = θ12θ23〈{[φ1, φ2], φ3}〉+ θ32θ21〈{[φ3, φ2], φ1}〉+ θ12θ32〈[{φ3, φ1}, φ2]〉 ,
ΓCFi = θ21θ13〈{[φ2, φ1], φ3}〉+ θ31θ12〈{[φ3, φ1], φ2}〉+ θ21θ31〈[{φ2, φ3}, φ1]〉 ,
ΓCFo = θ23θ31〈{[φ2, φ3], φ1}〉+ θ13θ32〈{[φ1, φ3], φ2}〉+ θ13θ23〈[{φ1, φ2}, φ3]〉 ,
ΓCE = θ13θ23〈{{φ1, φ2}, φ3}〉+ θ21θ31〈{{φ2, φ3}, φ1}〉+ θ12θ32〈{{φ1, φ3}, φ2}〉 , (48)
where we have used the obvious shorthands φ1 ≡ φ(x), φ2 ≡ φ(y), φ3 ≡ φ(z), and θ12 ≡
θ(x0 − y0), etc. The first three are the retarded three-point functions; Γ
C
Ri is retarded with
respect to x0, Γ
C
Ro is retarded with respect to z0, and Γ
C
R is retarded with respect to y0.
When doing calculations one is usually interested in the 1PI vertex functions which are
obtained from the connected functions by truncating external legs. We will denote 1PI
vertex functions by Γ. We can write Γ as a tensor of the form
Γ =
(
a
b
)(
c
d
)(
e
f
)
(49)
where the outer product of the column vectors is to be taken. For the 1PI functions the
analogues of (46) and (47) are,
2∑
a=1
2∑
b=1
2∑
c=1
Γabc = a+ b+ c+ d+ e+ f = 0, (50)
and,
ΓR = Γ111 + Γ112 + Γ211 + Γ212 =
1
2
(a + b)(c− d)(e+ f),
ΓRi = Γ111 + Γ112 + Γ121 + Γ122 =
1
2
(a− b)(c + d)(e+ f),
ΓRo = Γ111 + Γ121 + Γ211 + Γ221 =
1
2
(a + b)(c+ d)(e− f),
ΓF = Γ111 + Γ121 + Γ212 + Γ222 =
1
2
(a− b)(c + d)(e− f),
ΓF i = Γ111 + Γ122 + Γ211 + Γ222 =
1
2
(a + b)(c− d)((e− f),
ΓFo = Γ111 + Γ112 + Γ221 + Γ222 =
1
2
(a− b)(c− d)(e+ f),
ΓE = Γ111 + Γ122 + Γ212 + Γ221 =
1
2
(a− b)(c− d)(e− f). (51)
The 1PI vertex functions Γ(P1, P2, P3) are related to the connected vertex functions
Γ(P1, P2, P3) as follows:
ΓR = i
3a1r2a3ΓR
ΓRi = i
3r1a2a3ΓRi
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ΓRo = i
3a1a2r3ΓRo
ΓF = i
3[r1a2f3ΓRi + f1a2r3ΓRo + r1a2r3ΓF ]
ΓF i = i
3[a1r2f3ΓR + a1f2r3ΓRo + a1r2r3ΓF i]
ΓFo = i
3[r1f2a3ΓRi + f1r2a3ΓR + r1r2a3ΓFo]
ΓE = i
3[f1r2f3ΓR + r1f2f3ΓRi + f1f2r3ΓRo
+r1f2r3ΓF + f1r2r3ΓF i + r1r2f3ΓFo + r1r2r3ΓE ]
For calculational purposes, it is useful to obtain a decomposition of the 1PI three-point
function in terms of the seven functions (51), in analogy to (36) for the two-point function.
Inverting (51) we obtain
4 Γ = ΓR
(
1
1
)(
1
−1
)(
1
1
)
+ ΓRi
(
1
−1
)(
1
1
)(
1
1
)
+ ΓRo
(
1
1
)(
1
1
)(
1
−1
)
+ ΓF
(
1
−1
)(
1
1
)(
1
−1
)
+ ΓF i
(
1
1
)(
1
−1
)(
1
−1
)
+ ΓFo
(
1
−1
)(
1
−1
)(
1
1
)
+ ΓE
(
1
−1
)(
1
−1
)(
1
−1
)
. (52)
One loop expressions for the three point functions are as follows. We use P− = P −K/2,
P+ = −(P +K/2), P1 = P +R−K/2 and P3 = −(P +R +K/2) (see Fig. 12).
ΓR(P−, K, P+) =
1
2
g3
∫
d4R
(2π)4
(fRa1a3 + rRf1a3 + aRa1f3)
ΓRi(P−, K, P+) =
1
2
g3
∫
d4R
(2π)4
(fRr1a3 + aRf1r3 + aRr1f3)
ΓRo(P−, K, P+) =
1
2
g3
∫ d4R
(2π)4
(fRa1r3 + rRf1r3 + rRr1f3) (53)
ΓF (P−, K, P+) =
1
2
g3
∫ d4R
(2π)4
(fR(f1r3 + f3r1) + aRa3r1 + rRr3a1)
ΓF i(P−, K, P+) =
1
2
g3
∫
d4R
(2π)4
(f3(rRf1 + fRa1) + rRr1r3 + aRa1a3)
ΓFo(P−, K, P+) =
1
2
g3
∫
d4R
(2π)4
(f1(fRa3 + aRf3) + rRa3a1 + aRr3r1)
We are interested in the infra-red limit K → 0. We use the splitting identity of the form
D1D3 =
1
P 23 − P
2
1
(D1 −D3) =
1
2K · (P +R)
(D1 −D3) ≈
1
2K · P
(D1 −D3) (54)
where we take the limit R→ 0 to study the infra-red limit. This identity allows us to rewrite
the one-loop three point vertex in terms of a difference in one-loop two point functions. We
will work with the vertex function that is retarded with respect to the middle leg and obtain,
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ΓR(P−, K, P+) = −
ig
2P ·K
(ΠA(P−)− ΠA(P+)), (55)
which is another form of (12) that is valid at finite temperature.
VI. FOUR-POINT FUNCTION
The 1PI four-point function forms a 16 component tensor which we can write as the
outer product of four two component vectors,
M =
(
a
b
)(
c
d
)(
e
f
)(
g
h
)
(56)
Then the retarded 1PI four-point functions are given by
MR1 = M1111 +M1112 +M1121 +M1211 +M1122 +M1212 +M1221 +M1222
=
1
2
(a− b)(c + d)(e+ f)(g + h)
MR2 = M1111 +M1112 +M1121 +M2111 +M1122 +M2112 +M2121 +M2122
=
1
2
(a+ b)(c− d)(e+ f)(g + h) (57)
MR3 = M1111 +M1112 +M2111 +M1211 +M2112 +M1212 +M2211 +M2212
=
1
2
(a+ b)(c+ d)(e− f)(g + h)
MR4 = M1111 +M2111 +M1121 +M1211 +M2121 +M2211 +M1221 +M2221
=
1
2
(a+ b)(c+ d)(e+ f)(g − h)
where we have used the relation
2∑
a,b,c,d=1
Mabcd = 0. (58)
The other combinations we will need are,
MA =
1
2
(a+ b)(c+ d)(e− f)(g − h)
MB =
1
2
(a− b)(c+ d)(e− f)(g + h)
MC =
1
2
(a+ b)(c− d)(e− f)(g + h) (59)
MD =
1
2
(a+ b)(c− d)(e+ f)(g − h)
ME =
1
2
(a− b)(c− d)(e+ f)(g + h)
MF =
1
2
(a− b)(c+ d)(e+ f)(g − h)
The one loop results are,
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MR1 =
1
2
g4
∫
d4R
(2π)4
(fRa1r3a4 + rRf1r3a4 + rRr1f3a4 + aRa1r3f4)
MR2 =
1
2
g4
∫
d4R
(2π)4
(fRa1a3a4 + rRf1a3a4 + aRa1f3r4 + aRa1a3f4)
MR3 =
1
2
g4
∫
d4R
(2π)4
(fRr1a3a4 + aRf1r3r4 + aRr1f3r4 + aRr1a3f4)
MR4 =
1
2
g4
∫ d4R
(2π)4
(fRa1r3r4 + rRf1r3r4 + rRr1f3r4 + rRr1a3f4)
MA =
1
2
g4
∫
d4R
(2π)4
(rRa1r3r4 + aRr1a3a4 + fR(f1r3r4 + r1f3r4 + r1a3f4)) (60)
MB =
1
2
g4
∫
d4R
(2π)4
(rRa1r3a4 + aRr1a3r4 + fRf1r3a4 + aRf1r3f4 + fRr1f3a4 + aRr1f3f4)
MC =
1
2
g4
∫
d4R
(2π)4
(aRr1r3r4 + rRa1a3a4 + f1(aRf3r4 + fRa3a4 + aRa3f4))
MD =
1
2
g4
∫
d4R
(2π)4
(rRr1r3r4 + aRa1a3a4 + rRf1f3r4 + fRa1f3r4 + rRf1a3f4 + fRa1a3f4)
ME =
1
2
g4
∫ d4R
(2π)4
(rRr1r3a4 + aRa1a3r4 + f3(rRf1a4 + fRa1a4 + aRa1f4))
MF =
1
2
g4
∫
d4R
(2π)4
(aRa1r3a4 + rRr1a3r4 + f4(fRa1r3 + rRf1r3 + rRr1f3)f4) (61)
Variables are defined as in Fig. 13.
Using (53) and (54) we obtain the splitting relations that we will need:
MR2(P−, K, P3, R) =
g
2P ·K
[ΓR(P−,−P1, R)− ΓRi(−P+, P3, R)] (62)
MR2(P1, K, P+,−R) =
g
2P ·K
[ΓR(P1,−P−,−R) + Γ
∗
R(−P+, P3, R)]
VII. FIVE-POINT FUNCTION
The 1PI five-point function forms a 32 component tensor which we can write as the outer
product of five two component vectors,
M =
(
a
b
)(
c
d
)(
e
f
)(
g
h
)(
i
j
)
(63)
The vertices that we need are given by,
CR2 =
1
2
(a+ b)(c− d)(e+ f)(g + h)(i+ j)
Cα =
1
2
(a+ b)(c− d)(e+ f)(g − h)(i+ j)
Cβ =
1
2
(a+ b)(c− d)(e+ f)(g + h)(i− j)
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The one loop results are given by,
CR2 =
1
2
g5
∫ d4L
(2π)4
[rLrLf1a3rR+L + aLrLa1a3fR+L + aLfLa1a3aR+L + aLaLa1f3aR+L
+rLfLa1a3rR+L]
Cα =
1
2
g5
∫
d4L
(2π)4
[rLaLr1r3rR+L + aLrLf1f3rR+L + rLfLf1a3rR+L + aLrLa1a3aR+L
+aLfLa1a3fR+L + alala1f3fR+L + flfla1a3rR+L + aLfLa1f3rR+L]
Cβ =
1
2
g5
∫
d4L
(2π)4
[rLaLr1r3aR+L + rLrLf1a3fR+L + rLaLf1f3aR+L + rLfLf1a3aR+L
+rLaLa1a3rR+L + rLfLa1a3fR+L + fLfLa1a3aR+L + aLfLa1f3aR+L]
Variables are defined as in Fig. 14.
Using (54) and (61) we obtain, in the infra-red limit, the relations,
CR2(P−, K, P+, R,−R) = −
g
2P ·K
[M∗R2(−P−, P−,−R,R) +MR2(P+,−P+,−R,R)]
Cα(P−, K, P+, R,−R) =
g
2P ·K
[M∗C(−P−, P−,−R,R)−MD(P+,−P+,−R,R)]
Cβ(P−, K, P+, R,−R) =
g
2P ·K
[M∗D(−P−, P−,−R,R)−MC(P+,−P+,−R,R)] (64)
VIII. LADDER RESUMMATION AND CANCELLATION AT FINITE
TEMPERATURE
We earlier discussed at zero temperature how the full Schwinger–Dyson equation of
Fig. 10 simplifies to Eq. (22) when the relation of Eq. (12) holds between the vertex and
self–energy function. In this section we generalize this result to finite temperature. In this
formalism the full Schwinger–Dyson equation has the form
ΠR(K) =
1
2
ig2
∫
d4R
(2π)4
[ ∆A(R)∆F (K +R) + ∆F (R)∆R(K +R)
+ i{−Γ∗Ri(−K − R,K,R)∆F (R)∆R(K +R)
− Γ∗Ro(−K −R,K,R)∆A(R)∆F (K +R) (65)
+ Γ∗F (−K − R,K,R)∆A(R)∆R(K +R)}]
where the propagators are full ones. We rewrite this expression by using the splitting
relations for the three point vertices, analogous to Eq. (55). We obtain
Γ∗Ri(−K − R,K,R) = −
ig
K2 + 2K ·R
(ΠR(K +R)−ΠR(R))
Γ∗Ro(−K − R,K,R) = −
ig
K2 + 2K ·R
(ΠA(K +R)−ΠA(R)) (66)
Γ∗F (−K − R,K,R) =
ig
K2 + 2K · R
(ΠF (K +R)− ΠF (R))
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Splitting the propagators gives
∆R(R)∆R(K +R) =
∆R(R)−∆R(K +R)
K2 + 2K · R +ΠR(R)− ΠR(K +R)
∆A(R)∆R(K +R) =
∆A(R)−∆R(K +R)
K2 + 2K · R +ΠA(R)− ΠR(K +R)
(67)
and substituting Eq. (66) and Eq. (67) into Eq. (65) we obtain
ΠR(K) = ig
2
∫
d4R
(2π)4
∆F (R)
K2 + 2K · R
, (68)
which is the desired result.
As a specific example of this type of simplification, we consider the set of diagrams shown
in Figs. 2, 6, and 11, which we call respectively Π(1), Π(2), and Π(3). The diagram of Fig. (2)
is given after splitting the propagators as
Π
(1)
R (K) = ig
2
∫
d4R
(2π)4
fR
k2 + 2K · R
(69)
The diagram of Fig. 11 is given by the integral
Π
(2)
R (K) =
1
4
g4
∫ d4R
(2π)4
∫ d4R′
(2π)4
[ rR+KaR(aR+R′fRfR′ + aR+R′rRrR′ + rR+R′rRaR′ + fR+R′rRfR′ + fR+R′fRrR′)
+ rR+KfR(rR+R′rRfR′ + rR+R′fRrR′ + aR+R′fRaR′ + fR+R′rRaR′) (70)
+ fR+KaR(aR+R′aRfR′ + fR+R′aRrR′) + fR+KfR(rR+R′aRrR′ + aR+R′aRaR′)
+ aR+KrR(rR+R′aRrR′ + aR+R′aRaR′)]
We split pairs of propagators of the form DRDR+K and rewrite the result by extracting
polarization tensors from the factors involving integrals over R′. There are two pieces. The
first does not involve propagators that depend on R +K and is given by,
ig2
2
∫ d4R
(2π)4
1
K2 + 2K · R
[aRfRΠA(R) + aRrRΠF (R) + fRrRΠR(R)]
=
ig2
2
∫ d4R
(2π)4
1
K2 + 2K · R
NR(r
2
RΠR(R)− a
2
RΠA(R)) (71)
Multiplying this result by two, as indicated by the Schwinger-Dyson equation, and combining
with the zeroth order result (69) gives,
ig2
∫
d4R
(2π)4
1
K2 + 2K · R
NR[rR + r
2
RΠR(R)− (aR + a
2
RΠR(R))] (72)
which is the first two terms in the expansion of Eq. (68).
Next we show that the second piece of Π
(2)
R cancels with Π
(3)
R . The piece of Π
(2)
R that
contains the propagator DR+K is given by (with the factor of two from the Schwinger-Dyson
equation),
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− ig2
∫
d4R
(2π)4
1
K2 + 2K · R
(rR+KaRΠF (R) + rR+KfRΠR(R) + fR+KaRΠA(R)) (73)
We compare this result with the expression for the diagram Fig. 6,
Π
(3)
R = −
1
4
g4
∫
d4R
(2π)4
∫
d4R′
(2π)4
[ aRrR+K(rK+R+R′rR+R′aR′ + rK+R+R′fR+R′fR′ + fK+R+R′aR+R′fR′ + aK+R+R′rR′aR+R′)
+ aRfR+K(aK+R+R′aR+R′fR′ + rK+R+R′fR+R′rR′ + fK+R+R′aR+R′rR′) (74)
+ fRrR+K(rK+R+R′rR+R′fR′ + rK+R+R′fR+R′aR′ + fK+R+R′aR+R′aR′)]
We do the variable shift R→ −(R+K) on the second term, and split pairs of propagators
of the form DK+R+R′DR+R′ . This splitting introduces a denominator K
2+2K · (R+R′). We
take the infrared limit K2 + 2K · (R+R′)→ K2 + 2K · R and extract polarization tensors
as before to obtain,
ig2
∫
d4R
(2π)4
1
K2 + 2K · R
(fRrR+KΠR(R) + fR+KaRΠA(R) + aRrR+KΠF (R)) (75)
which cancels with Eq. (73).
IX. LADDER RESUMMATIONS
In this section we show in the infrared limit that a wide class of vertices and polarization
tensors (Figs. 7–20) with internal vertex and self energy corrections satisfy Eq. (55). As dis-
cussed earlier, the significance of this result is twofold. First of all, it allows us one construct
an expansion of ladder graphs in terms of the iterative solution to a partial Schwinger–Dyson
equation. Secondly, it can be used to show that the solution to the Schwinger–Dyson equa-
tion for the full self–energy simplifies considerably when these ladder graphs are combined
with certain non–ladder graphs.
We start with Fig. 7. The vertex is given by
Γabc(P−, K, P+) = i
4(−ig)3
∫
d4R
(2π)4
(τ3D(R))cd(−iΠde(R))(D(R)τ3)eaDab(P1)(D(P3)τ3)cb
(76)
We use (36) and (40) to write the propagators and polarization tensors as the outer products
of column vectors and expand indices according to the rules given in [22], [27]. We take only
those terms that we need to get ΓR (47). The result is,
ΓR(P−, K, P+) =
1
2
g3
∫
d4R
(2π)4
[ΠR(R)rRa3(rRf1 + fRa1) + ΠA(R)aRa1(fRa3 + aRf3)
+ ΠF (R)aRrRa1a3]
We split products of propagators of the form S1S3 to obtain,
16
ΓR(P−, K, P+) =
1
2
g3
1
2P ·K
∫
d4R
(2π)4
{ΠR(R)[r
2
Rf1 + rRfR(a1 − a3)]
+ ΠA[aRfR(a1 − a3)− a
2
Rf3] + ΠFaRrR(a1 − a3)} (77)
To rewrite this equation we compare with the expression for the polarization tensor in Fig. 8.
The result is,
ΠR(K) =
1
2
ig2
∫ d4R
(2π)4
[ΠA(R)(rR+KaRfR + fR+KaRaR) + ΠR(R)rR+KfRrR
+ΠF (R)rR+KaRrR] (78)
Comparison shows that (77), (78) satisfy (55) as required.
Next we consider Fig. 15. The three vertex diagrams give respectively,
ΓR(P−, K, P+) =
i
2
g2
∫
d4R
(2π)4
[ΓF i(P1, K, P3)a1r3aR + ΓFo(P1, K, P3)r1a3rR
+ΓR(P1, K, , P3)(a1aRf3 + a1fRa3 + f1rRa3)] (79)
+
1
2
g3
∫
d4R
(2π)4
[ΠR(P1)r1f1a3rR +ΠF (P1)r1a1rRa3
+ΠA(P1)a1(a3rRf1 + a3fRa1 + f3aRa1)]
+
1
2
g3
∫
d4R
(2π)4
[ΠR(P3)f3r3aRa1 +ΠF (P3)a3r3a1aR
+ΠA(P3)a3(a1aRf3 + a1fRa3 + f1rRa3)]
We rewrite this expression as follows. We note that the terms proportional to ΓF i and ΓFo
give zero after integration (assuming no poles in the vertices themselves). We rewrite the
term proportional to ΓR by using the relation (55) that we are trying to verify. Finally, for
the terms that contain a polarization tensor, we split products of propagators of the form
S1S3. We give the result below.
ΓR(P−, K, P+) =
1
2
g3
1
2P ·K
∫ d4R
(2π)4
[ΠA(P1)(rRa1f1 + fRa1a1)− ΠA(P3)(aRa3f3 + fRa3a3)
+ ΠR(P1)rRr1f1 −ΠR(P3)aRr3f3 +ΠF (P1)rRr1a1 − ΠF (P3)aRr3a3] (80)
The expression for the polarization tensor of Fig. 16 is,
ΠA(P−) =
1
2
ig2
∫
d4R
(2π)4
[ΠF (P1)rRr1a1 +ΠR(P1)rRr1f1 +ΠA(P1)a1(rRf1 + fRa1)] (81)
Comparison shows that (55) is satisfied.
Next we consider the vertices in figure Fig. 17. From left to right, top to bottom, we
obtain for the first diagram
ΓR(P−, K, P+) =
i
2
g2
∫ d4R
(2π)4
[ΓRi(−P1, P−, R)a1(aRf3 + fRa3) + ΓRo(−P1, P−, R)rRf1a3
+ ΓF (−P1, P−, R)rRa1a3] (82)
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Splitting the propagators of the form S1S3 using (54) we have,
ΓR(P−, K, P+) =
i
2
g2
1
2P ·K
∫
d4R
(2π)4
[ΓRi(−P1, P−, R)(fR(a1 − a3)− aRf3)
+ ΓRo(−P1, P−, R)rRf1 + ΓF (−P1, P−, R)rRa1] (83)
The second diagram yields
ΓR(P−, K, P+) =
i
2
g2
∫
d4R
(2π)4
[ΓR(P+,−P3,−R)a3(rRf1 + fRa1)
+ ΓRo(P+,−P3,−R)aRa1f3 + ΓF i(P+,−P3,−R)aRa1a3] (84)
and splitting propagators we obtain,
ΓR(P−, K, P+) =
i
2
g2
1
2P ·K
∫ d4R
(2π)4
[ΓR(P+,−P3,−R)(rRf1 + fR(a1 − a3))
− ΓRo(P+,−P3,−R)aRf3 − ΓF i(P+,−P3,−R)aRa3] (85)
The third diagram of Fig. 17 gives
ΓR(P−, K, P+) =
i
2
g
∫ d4R
(2π)4
[MR2(P−, K, P3, R)(fRa3 + f3aR)
+MC(P−, K, P3, R)aRr3 +MD(P−, K, P3, R)rRa3] (86)
We drop the last two terms since they give zero by contour integration and rewrite the first
term using the relation (62) which gives,
ΓR(P−, K, P+) =
i
2
g2
1
2P ·K
∫
d4R
(2π)4
[ΓR(P−,−P1, R)− ΓRi(−P+, P3, R)](fRa3 + f3aR)
(87)
Finally, the fourth diagram of Fig. 17 yields
ΓR(P−, K, P+) =
i
2
g
∫
d4R
(2π)4
[MR2(P1, K, P+,−R)(fRa1 + f1rR)
+ MC(P1, K, P+,−R)rRr1 +MD(P1, K, P+,−R)aRa1]. (88)
Dropping the terms that give zero after integration and using the relation (62) gives,
ΓR(P−, K, P+) =
i
2
g2
1
2P ·K
∫
d4R
(2π)4
[ΓR(P1,−P−,−R) + Γ
∗
R(−P+, P3, R)](fRa1 + f1rR)
(89)
We need to compare with the expressions for the polarization tensors given in Fig. 18.
We have,
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ΠA(P−) = −
1
2
g
∫
d4R
(2π)4
[ΓR(P1,−P−,−R)(fRa1 + rRf1) + ΓRi(−P1, P−, R)fRa1
+ΓRo(−P1, P−, R)rRf1 + ΓF (−P1, P−, R)rRa1] (90)
ΠA(P+) = −
1
2
g
∫
d4R
(2π)4
[ΓRi(−P+, P3, R)(fRa3 + aRf3) + ΓR(P+,−P3,−R)fRa3
+ΓRo(P+,−P3,−R)aRf3 + ΓF i(P+,−P3,−R)aRa3] (91)
Using ΓRx({Pi}) = −Γ
∗
Rx(−{Pi}) and ΓFx({Pi}) = Γ
∗
Fx({−Pi}), where {x, i} = {1, 2, 3}, we
find that Eq. (55) is satisfied.
Lastly we look at Fig. 19, which is given by
ΓR(P−, K, P+) =
i
2
∫
d4R
(2π)4
[CR2(P−, K, P+, R,−R)fR + Cα(P−, K, P+, R,−R)rR
+ Cβ(P−, K, P+, R,−R)aR]. (92)
We rewrite this result by using (64). We need to compare with the expression for the
polarization tensor of Fig. 20.
ΠA(P−) =
i
2
∫ d4R
(2π)4
[MR2(P−,−P−, R,−R)fR +MC(P−,−P−, R,−R)rR
+ MD(P−,−P−, R,−R)aR] (93)
Using MN({Pi}) = M
∗
N(−{Pi}) and MRx({Pi}) = −M
∗
Rx({Pi}), with N =
{A,B,C,D,E, F} and {x, i} = {1, 2, 3, 4} we find that (55) is satisfied.
X. CONCLUSIONS
We have shown at finite temperature in the infrared limit that a wide class of vertex
and self–energy graphs with effective vertices and corrected internal propagators satisfy a
simple relation like Eq. (55). This result has two consequences. The first is that an effective
expansion of ladder graphs can be realized as the iteration of a partial Schwinger–Dyson
equation (Fig. 5). The second is that these ladder graphs may be combined with certain
non–ladder graphs in the Schwinger–Dyson equation (Fig. 10) to give a relatively simple
expression for the full self–energy (Eq. (69)). Furthermore, given an additional assumption
regarding the relative contribution of the self–energy insertion to the evaluation of the full
self–energy, it is seen that the ladder graphs exactly cancel against certain non–ladder graphs,
leaving the one loop term of Fig. 2. This cancellation has been illustrated in some particular
examples in Refs. [7,10,13]; we have shown that this feature is, for the most part, algebraic
and quite general.
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FIG. 1. A three–loop self–energy ladder graph
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FIG. 3. A three–loop self–energy non–ladder graph
21
R
K
P
P + R
P + R + K
P + K
FIG. 4. A one–loop vertex graph
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FIG. 5. A partial Schwinger–Dyson equation for the full self–energy which generates the ladder
graph resummation
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FIG. 6. A two–loop ladder graph contribution to the self–energy
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FIG. 9. Ladder graph corresponding to Fig. 7 with a corrected internal line
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FIG. 10. The Schwinger–Dyson equation for the full self–energy
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FIG. 11. Two–loop graph with a self–energy correction
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FIG. 12. Three point vertex
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FIG. 14. Five point vertex graph
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FIG. 17. Three point vertices with corrected internal vertices
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