We introduce a new approach for predicting the secondary structure of proteins using profiles and the Fuzzy K-Nearest Neighbor algorithm. K-Nearest Neighbor methods give relatively better performance than Neural Networks or Hidden Markov models when the query protein has few homologs in the sequence database to build sequence profile. Although the traditional K-Nearest Neighbor algorithms are a good choice for this situation, one of the difficulties in utilizing these techniques is that all the labeled samples are given equal importance while deciding the secondary structure class of the protein residue and once a class has been assigned to a residue, there is no indication of its confidence in a particular class. In this paper, we propose a system based on the Fuzzy K-Nearest Neighbor Algorithm that addresses the above-mentioned issues and the system outperforms earlier K-Nearest neighbor methods that use multiple sequence alignments. We also introduce a new distance measure to calculate the distance between two protein sequences, a new method to assign membership values to the Nearest Neighbors in each of the Helix, Strand and Coil classes. We also propose a novel heuristic based filter to smoothen the prediction. Particularly attractive feature of our filter is that it does not require retraining when new structures are added to the database. We have achieved a sustained three-state overall accuracy of 75.75% with our system. The software is available upon request.
Introduction
The ability to predict the secondary structure of a protein from sequence alone is an important step in understanding the three dimensional structure of a protein and the function of a protein.
Owing to the importance of protein secondary structure prediction, much attention has been given to this problem [4, 6-12, 14,16] . Of all the successful prediction methods, the most popular systems are based on Neural Network methods [16] , Nearest Neighbor methods [7, 10] and Hidden Markov Model methods [14] . Currently, the systems based on Neural Network methods are one of the most accurate of all prediction systems [16] . However, Neural Network methods have some drawbacks. Firstly, the black-box nature of Neural Networks makes it difficult to understand how the networks predict the structure. Secondly, the systems based on Neural Network methods and the Hidden Markov Models perform well if the query protein has many homologs in the database [6] [7] . On the other hand, the prediction systems based on Nearest Neighbor methods do not suffer from any of the above-mentioned drawbacks [10] . Also, the Nearest Neighbors methods are sub-optimal methods and the 1-NN rule is bounded above by no more than twice the optimal Bayes error rate [3] . Albeit these advantages, conventional K-Nearest Neighbor algorithms have some drawbacks. Firstly, while assigning class membership values (i.e., the weights that represent the likelihood of different secondary structure types), atypical vectors and true representatives of the classes are given equal importance. Secondly, once the class has been assigned to a vector, there is no indication of the strength (significance) of membership to indicate how much the vector belongs to a particular class.
In this paper we propose a prediction system that is based on a generalized Nearest Neighbor method, the Fuzzy K-Nearest Neighbor (Fuzzy K-NN) method [3] . This method while retaining all the advantages of the (Crisp-) Nearest Neighbor methods, addresses all of its drawbacks. We use position specific scoring matrices (PSSMs) [13] of the query protein sequence as input to the prediction system. We also introduce a new distance measure to calculate the distance between two residues, a new method to assign class-membership values to the Nearest Neighbors and a novel heuristic based filter to smoothen the prediction. Particularly attractive feature of our filter is that it does not require retraining when new structures are added to the database. The mean Q 3 accuracy of our system on the widely adopted Rost and Sander benchmark [9] , which contains 126 proteins with less then 25% sequence identity between each other, is 73.53%. The accuracy on the same 126 proteins is 75.75% when a larger custom database with 1372 proteins (also with less then 25% sequence identity between each other) is used for searching the homologous segments. This method is an integral part of a larger project under development to predict the three-dimensional structure of a protein based on the concept of mini-threading [15] , as the outputs of our secondary structure prediction provide the structure segments and secondary structure variations to be used in minithreading.
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Methods and Materials
First the PSSM profiles of both the query protein and the proteins in the database are calculated with the PSI-BLAST [13] . In the database, the DSSP standard [2] of eight secondary structures are reduced to the CASP (http://predictioncenter.llnl.gov) standard of three-state secondary structures as follows: {H, G, I}→ H, {E, B}→ E, and {C, T, S}→ C. The approach in K-Nearest Neighbor algorithm is to predict the secondary structure state of the central residue of a sliding window of size W (usually an odd number), based on the secondary structure states of the homologous segments from the database proteins (proteins with known three-dimensional structures) [17] . In order to find the homologous segments, a distance measure 'd' has to be defined. We introduce a simple 'position-weighted absolute distance measure' that can be defined as follows:
Where, W is the window size, p ij is the profile score of the j th position in the window corresponding to the i th amino acid. The symbol 'max' represents the maximum while the symbol 'min' represents the minimum. The expression is designed such that the position in the center of the window gets the maximum weight and the importance decreases as we proceed towards the edges to reflect the fact that the farther an amino acid is from the central residue, the less influential it is on the secondary structure of the central residue. The weighing function used with a profile corresponding to window of size 7 is illustrated in Figure 1 . The confidence with which a residue belongs to particular class is represented by a membership value that lies in [0,1]. Membership value of '1' in a particular class indicates that the residue belongs to that class and value of '0' indicates that the residue does not belong to that class. In order to predict the secondary structure of the n th residue, the distances between profile corresponding to the window centered on the n th residue and the profiles corresponding to the windows of the proteins in the database are calculated. For each residue in the query sequence, the K nearest windows and their corresponding profiles are retained. The membership value of current residue in each of the Helix, Strand and Coil classes is calculated from the membership values of the retained K-Nearest Neighbors. In the following section, we describe the procedure to assign the membership values to the retained neighbors and in section 2.2 we explain the procedure to calculate the membership values of the current residue from the membership values of the neighbors.
Membership assignment to the neighbors
There are many ways to assign the membership values to the neighbors. The simplest method is to assign the neighbor to the class to which the central residue belongs. For example, if the secondary structure of the central residue is in Helix then the neighbor will have a membership of '1' in Helix class and '0' in other classes. This scheme was used in the earlier work that used K-Nearest Neighbor algorithm [10] . Another method is to assign membership value in a particular class based on the percentage of neighbors in that class weighted by the inverse of the distance from the current residue [6] . The first method ignores the fact that secondary structure of central residue is also influenced by the secondary structure state of its neighboring residues. We introduce a new membership assignment method that will take into consideration the fact that the neighboring residues play an influential role in secondary structure state of the central residue (but not as influential as the central residue itself). Also, our method guarantees that neighbors that lie on intersection of two secondary structures (for example, a Helix and a Loop) do not have full membership values in either class so that atypical neighbors do not contribute much to the classification of the residues while true representatives contribute relatively more. An example of the membership weighing function is illustrated in Figure 2 (a). The procedure to calculate the membership values for a typical neighbor when W = 7 is illustrated in Figure 2 
The Fuzzy K-Nearest neighbor algorithm
The secondary structure state of the center residue in the window can be predicted from membership values of the neighbors in each class with the Fuzzy K-Nearest Neighbor algorithm. The following algorithm adopted and modified from [3] represents the procedure to calculate the membership values of the current residue from the neighbors is presented. Let P = {r 1 , r 2, r 3,…, r l } represent a protein with l residues. Each residue r has K-Nearest neighbors that are found using the window centered on r. Also, let u ij be the 
Increment i.
END DO UNTIL END
It can be noticed from the algorithm that the membership values are inversely proportional to the distance between the (window centered at) current residue r and the (window centered at) neighbor r j . The way in which the sample residues are assigned the class membership values, plays a vital role in the performance of the algorithm. The variable m is called fuzzifier [3] . The fuzzifier determines how the membership value varies with the distance. If m is set to 3, then the membership value of the residue is proportional to the inverse of the distance from the neighbor. If m is set to 2, then the membership value is proportional to the inverse of the square of the distance and so on.
Fuzzy K-Nearest Neighbor algorithms have two main advantages over the traditional (crisp) K-Nearest Neighbor algorithms. Firstly, while determining the class of the current residue, the algorithm is capable of taking into consideration the ambiguous nature of the neighbors if any. The algorithm has been designed such that these ambiguous neighbors do not play a crucial role in the classification of the current residue. The second advantage is that residues are assigned a membership value in each class rather than binary decision of 'belongs to' or 'does not belong to'. The advantage of such assignment is that these membership values act as strength or confidence with which the current residue belongs to a particular class. These membership values enable us to filter (explained in section 2.3) the output efficiently. For example, a residue has membership value of 0.9 in class Helix, 0.05 in the other two (Strand and Coil) classes; the residue can be assigned to the class Helix with high confidence. If the membership values are 0.5, 0.45 and 0.05 in classes Helix, Strand and Coil respectively, it is unlikely that the residue belongs to the class Coil.
Filtering the output
In a basic setting, each residue can be assigned to class in which it has the maximum membership value. However, it has become a common practice to use a filter to smoothen the predicted output [10, 11, 12] . The filters eliminate unrealistic structures from the prediction, such as an isolated helix residue. We have designed a filter that has increased the overall accuracy by ∼2%. The same filter can be used with any database as it is totally heuristic based and does not require any training. We explain the details of the filter with the memberships calculated by our algorithm for predicting the structure for a 63-residue protein chain 1cse_i. The filter can be broken into the following six stages.
1. The membership curve is smoothed, i.e., the membership value of any given residue is equal to the sum of 50% of its own membership, 25% of the membership of the each of previous and next residues. This step will eliminate abrupt changes membership values of the residues due to lack of homologous segments in the database. The effect of smoothing the membership on Helices is depicted in Figure 3 (a). 2. We incorporate the global information in to the filter. We first calculate the mean global propensity (the average membership of all the residues in the query protein) in each class (H Mean , S Mean and C Mean ). We find and mark all regions in which there are at least four contiguous residues that have the membership values greater than H Mean and discard the rest as noise for Helix. A similar procedure is repeated for Strand class except that the marked region should have at least three contiguous residues that have membership values greater than S Mean . The process for marking Helix segments is depicted in Figure 3 (b). 3. The conflict between the Helix and Coil, and the conflict between the Strand and Coil are resolved. In order to resolve the conflict, first the overlap areas where both the Helix and Coil are marked are found. In overlap region, if the average Helix propensity is at least 50% of average Coil propensity, then the Helix is retained, else discarded. Similar procedure is repeated with Strand regions. 4. The conflict between the all the retained Helices and the Strand structures is resolved. The average propensities of both the structures are compared in the overlap region. The structure with a higher average propensity value is retained and the other is discarded. Figure 3 (c) illustrates the conflict between the Helix and Strand structures (residues 7-8). 5. There is chance that a structure might have been missed as some continuous residue segments are discarded in the previous stages. In order to prevent this situation, the structure discovered so far is compared with the structure without any filter. If there is Helix or Strand segment is overlooked by former and discovered by later, then the segment is simply copied.
6. We used the filters proposed by King and Sternberg in [12] and add additional four filters that are designed using visual examination. The additional filters we included are as following:
For example, all occurrences of structure segment EHE will be replaced by structure segment EEE. Finally, the unrealistic structures like Helix with 2 resides, and Strands with one residue are filtered out. The resulting structure is the filtered structure. The final membership plot of 1cse_i after the six-stage filtration is presented in Figure 3 (d) . The predicted structure, the actual structure and the filtered structure of 1cse_i are presented in Figure 4 .
Results
In this section we discuss the performance of our algorithm and compare our results with the reported results of the NNSSP [10] that used multiple sequence alignments and KNearest Neighbor algorithm on the Rost and Sander 126-protein benchmark. We also compare the performance of our algorithm with PSIPRED [16] , currently one of the best prediction systems (http://predictioncenter.llnl.gov) that use PSSM profiles and Neural Networks.
To compare the performance of our algorithm with NNSSP, we use the jack-knife approach to test the performance of our algorithm i.e., when one of the protein is used as a query protein, the profiles that correspond to remaining 125 proteins are used to search for homologous segments. For window size (W) = 7 and 20-Nearest Neighbors (K), we have achieved a sustained overall three-state accuracy (Q 3 ) of 73.53%. Our per-residue accuracies [8] Table 1 . Table 1 . Performance comparison of our method with NNSSP tested on the same dataset of 126 proteins. Perresidue measures: Q3, number of correctly predicted residues in all three states (Helix, Strands and Coil) divided by total number of residues. QHelix, number of correctly predicted residues in Helix divided by total number of residues in Helix. QStrand, number of residues in Strand correctly predicted divided by total number of residues in Strand. The performance of our algorithm cannot be directly compared with the performance PSIPRED directly as the distributed version of PSIPRED uses a much larger training set. To make comparison relatively fair, we prepared a custom database with 1372 proteins that contains Rost and Sander 126-proteins and subset of proteins from PDB-select25 December 2003 list (http://homepages.fh-giessen.de/~hg12640/pdbselect/). We excluded the low-resolution structures (>2Å) and proteins shorter than 41 residues while preparing the database. Also, the sequence identity is less than 25% between any two proteins in the database. We predicted the structure of the Rost and Sander 126-proteins using the jack-knife approach using the larger database. We attained a sustained mean Q 3 accuracy of 75.75% while PSIPRED's reported [16] accuracy is 76.5%. As more protein structures will be solved and our method will be further improved, we expect that our performance may be as good as PSIPRED if not better.
Discussion
Our method uses a simple procedure. We first calculate the profiles (PSSMs) of the proteins in Rost and Sander database with the help of PSI-BLAST [13] using the nrdatabase (ftp://ftp.ncbi.nlm.nih.gov/blast/db/). We use a sliding window size of 7 (i.e., the segment used to predict the structure of n th residue contains the residues n-3, n-2, n-1, n, n+1, n+2 and n+3) to calculate the neighbors. We then assign the membership values to neighbors in the three classes {Helix, Strand, Coil} using the procedure depicted in Figure 2 (b). Once the neighbors for each residue in the query protein are assigned membership values in various classes, the membership values of the residues in query protein are calculated using the Fuzzy K-Nearest Neighbor algorithm (section 2.2). The predicted structures are then smoothened using the filter described in section 2.3.
We have experimented with a wide range of values for the parameters in both the algorithm and the filter. We tried with various window sizes (W = 5, 7, …, 21) and found W = 7 produces the most accurate results. We have also experimented by varying the number of neighbors (K= 10, 20, 30, 40, 50). The performance of the algorithm was optimal when K = 20. Finally, in the Fuzzy K-Nearest Neighbor algorithm, we set the value of the fuzzifier (m) to 2. Changing the value of the fuzzifier (m = 1.1, …, 2, 3…) did not affect the performance of the algorithm significantly. We also, experimented with various weighing functions for both profile weighing and membership value assignments to neighbors. The functions presented in section 2 produced the optimal results.
