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«Scientists study the world as it is.
Engineers create the world that never has been.»
— Theodore von Karman —
Dedicated to the unique star of my universe.
Thank you for being always there.
Thank you for being you.

A B S T R A C T
The space industry is characterized by long term projects and low adaptabil-
ity, which usually leads to partial-failures and delays. Therefore, the existence of
a tool that minimizes these two issues would become inestimable for the sector.
The objective pursued throughout this bachelor thesis is the development of
a useful tool to enhance the initial phases of the current spacecraft mission design,
particularly focus on the preliminary mission analysis stage.
The problem was decided to be approached by implementing the traditional
models into a software suite looking for developing a fast, effective and easy to
handle interface.
The software suite developed has proven to accomplish the objective success-
fully as demonstrated by noticeable improving the evaluation of possible alterna-
tives available for the FireSat mission.
Although the project was forced to be scaled according to the thesis restric-
tions and hence the implications are in some extent limited, it has demonstrated
the potential of a future fully-scaled software development project and the impact
that it would have on the sector.
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Part I
S TAT E O F T H E A RT
The following chapters introduce to the reader the project behind this
thesis. They provide the required background and summarize the
Space Mission Analysis process to allow the reader to understand the
motivation behind the project and to follow the developments through
the chapters; becoming aware of their implications.

1
I N T R O D U C T I O N
The following chapter provides the reader with the historical and socioeco-
nomic framework required to be aware of the intrinsic complexity of a space mis-
sion design and hence understand the motivation behind this project. Additionally
the chapter contains the objectives pursued and the structural organization of the
project.
1.1 historical background
Space exploration has rightly seized the attention of the contemporary world.
On 4 October 1957, the Sputnik I was successfully launched and became the first
human-made object to orbit the Earth. The age of space exploration had started
and the space programs grew rapidly, boosted to a great extent by the Space Race
between the superpowers during the Cold War. As a result, dozens of satellites
were deployed in different orbits throughout the following decades and their pur-
poses became wider: astronomic observation, telecommunications, atmospheric
measurement, etc. In the last thirty years, satellites have undergone an unbeliev-
able evolution and they have become the basis of the Information Age: effortless
and instantaneously exchange information with any point of the globe is available
to every average user.
At the moment there are officially 4256 satellites orbiting the Earth1, 1459
of which are currently operating according to the UCS2. Every year hundreds of
satellites are launched and their purposes vary from Earth observation, scientific
investigation or space exploration to communication, navigation or technology de-
velopment. The satellite mission specifications and its technical characteristics are
largely dependent on its purpose and thus the mission life will vary widely from
a few months to almost two decades. Even so, the number of satellites orbiting
the Earth increases around 4% each year.[1]
As a result of the current satellites characteristics, the sector is mainly divided
into four types of institutions that deploy and make use of the satellites:
• Governments (28.3% of the current operational satellites are controlled by
them [15]), which will use satellites with numerous purposes through the
different ministries and departments to fulfill their needs.
E.g. SeoSat, belongs to the Spanish government and it will provide ultra-high defi-
nition images of the Earth.
1 Index of Objects Launched into Outer Space maintained by United Nations Office for Outer Space
Affairs (UNOOSA).[15] [1]
2 Union of Concerned Scientists.[14]
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• Companies (40.8%), , basically focus on communication and global position-
ing satellites.
E.g. Amazonas 3, operated by Hispasat, it provides civil communications in Brazil.
• Military users (24.3%), which will be interested mainly in communication,
observation and global positioning.
E.g. Skynet 3, which provides strategic communication services to the British Armed
Forces
• Civil institutions (6.6%), usually educational centers such as universities or
investigation facilities, which take advantages of educational, scientific and
space-earth observation satellites.
It is worthy to notice that, due to the nascent development of micro-satellites
delivered into low Earth orbits by small launchers3, the market could be opened
to more users in the near future.
1.2 financial background
Space missions are highly human, financial and timing consuming projects.
Thus, despite nowadays the amount of resources required varies greatly from ele-
mental Cube-Satellites to the most complex military missions; they are not avail-
able to the vast majority of the users. Initial missions took almost a decade to be
developed from the initial concept to execution, and even though the time was
reduced in the following decades, it still takes from several months to few years
depending on the mission complexity.
Additionally, apart from the design and manufacturing cost, it is important
to highlight the weight that the launch has on the total cost. Analyzing the total
price of the launchers offered by the biggest space companies (Arianespace, ULA 4
and SpaceX) it can be roughly estimated that the average cost per ton is around 15
millions of dollars [13]. However there are noticeable variations depending upon
the orbit type desired to deploy the satellite and so it can vary from 11m$ to 34m$.
As a benchmark, consider that it will cost 25000 $kg to put a satellite into a GTO.
Hence it is stated the economic endeavor behind any satellite mission, as well
as the enormous influence that the mission specifications and the total weight of
the satellite will have on the launch cost, and in turn on the project final cost.
However, there are several costs besides the launch that are frequently over-
looked. Firstly, with the technology advancing so fast and the current market
variability, the systems installed onboard become outdated rapidly; consequently
any delay in the schedule is reducing the potential of the mission, which in turn
translates into company economic losses. Moreover, there are particular situations
where the schedule can be critical: in general, the schedule is limited and very
3 Mainly led by startups like Vector Space Systems
4 United Launch Alliance
4
J. Alonso Rosell SW suite for Space Mission Analysis
tight (certain mission may have only two days each year to be launched); the avail-
ability of an orbit changes as new satellites are deployed and the old ones finish
their mission life; and the bandwidth available varies identically.
Secondly, there exists an extra cost related with every delay during a satellite
development since, according to current financial markets, every missed opportu-
nity represents a profitability loss, a blocked capital that cannot be invested into
another project.
1.3 motivation
Current space mission design follows the next scheme: firstly, the customer
requirements are established, from where the mission objectives and the main con-
straints are derived. Subsequently, a preliminary analysis is performed to evaluate
different mission alternatives and finally select the most suitable option. After-
wards, the case is analyzed in sufficiently detail to obtain a reliable preliminary de-
sign. If it fulfills all the requirements and it has the customer approval, the project
continues and each satellite system is designed in detail, performing one or sev-
eral trade-off to accomplish the objectives in the most optimal way and finally
enters the manufacturing phase [8] [10]. Any additional modification required by
the customer at any point of the process will imply to return to the preliminary
analysis and verify that the new design still fulfills the requirements; afterwards,
the whole design would be updated. As it can be noticed, it corresponds to a long
complex process.
Figure 1: Phases during the space mission design.
However as explained in the previous section, a fast response is a key capacity
for any company of the space sector in order to maximize the opportunity cost. It
is not only attractive for the customers willing to modify their initial order but it
allows the company to respond properly against eventualities.
To achieve this, the preliminary analysis is attempted to be accomplished rapidly
to carry on with the preliminary design, a process that usually takes months, and
obtain sooner a design to be presented to the customer for the approval. As a con-
sequence they may overlook a more suitable alternative. The same happens when
customers introduce modifications to the initial project in order to reduce the de-
lay associated, which are very frequent considering the duration of the project.
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As it can be inferred so far, the existence of a software tool that facilitates the
evaluation of the different mission alternatives has a great potential. Obviously,
the complex the mathematical models implemented in the tool, the better the
accuracy but the higher the computation time. Accordingly, the software tool can
be focus on enhancing:
• The preliminary analysis, allowing the user to perform fast modifications in
the original model and easing the comparison between the alternatives avail-
able. The tool must be fast enough to be useful, and thus the mathematical
models should not be extremely detailed.
• The preliminary design, developing a more detailed analysis that will allow
the user to accomplish the alternative selection according to the more accu-
rate estimations.
Although which is the most suitable option will depend on the company pref-
erences, in both cases the software would facilitate enormously the selection of the
best alternative and would avoid overlook a potential option as it happens nowa-
days.
The software proposed to be developed throughout this thesis corresponds
to a light software model, focus on the preliminary analysis at the very beginning
of the space mission design; e.g. during the initial customer meetings. A great
advantage considering that it will be possible to provide cost estimations to each
of the alternatives and hence the customers can evaluate by themselves the option
that better suits their requirements at the very beginning of the process, before
establishing the mission objectives and constrains.
As an example: A customer requires a communication satellite that provides a full
coverage to the Scandinavian Peninsula, providing 100 channels with a maximum
cost of 50 millions of dollars. When the company performs a preliminary design
they may found that it is impossible to accomplish those requirements with that
budget. Therefore the customer must be called to another meeting where the initial
contract must be renegotiate, which is not a desirable situation. On the other hand,
if the company has this kind of tool, once the customer provides his requirements,
it is possible to provide a rough budget at that very moment and, if he does not
agree, it will be possible to analyze different alternatives to reduce the total cost.
For example, reducing the coverage area or reduce the number of channels. There
is a large number of modifications available for the initial plan, and it is possible
that the customer, once he notices that by reducing from 100 to 80 channels or
by reducing the coverage the total cost might be reduced to half, it is possible to
lay down a much better agreement at the beginning. In the same way, for any
modification that the customer may be considered once the process has started (like
a better antenna) it is possible to provide a good estimation of in what extent it will
modify the initial project, and hence he will be provided with enough information
to decide to proceed or not. Notice that, in this way, the delay related with the
initial preliminary design could be avoided.
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1.4 objectives :
The bachelor thesis presented throughout this document is intended to de-
velop a software suite to provide support during the analysis phase of a space
mission.
The software will provide the user with an effective tool to evaluate all the
alternatives and to perform a fast trade-off between the different parameters avail-
able in order to accomplish the mission requirements in an optimal way.
In order to do so, it is expected that the tool provides:
• A fast response.
• An ergonomic and a clear interface to enhance the fast response.
• Sufficiently precise results.
• Estipulates clearly its limitations regarding the model implemented, in order
to be aware in what situation the tool is not longer useful.
1.5 scope of the work
The bachelor thesis will be structured in the following way:
• Chapter 1: Introduction. The reader is introduced in the Space Mission Anal-
ysis design and is provided with the necessary background to understand
the motivation behind the thesis.
• Chapter 2: Space Mission Analysis. It determines the current state of the art
and every system that plays a main role in the space mission is explained in
detail.
• Chapter 3: Tool Design. This section contains a fully detailed compilation
of the SW information: the program used, the requirements that must be
achieved, motivation for each decision and a fully scope of the SW architec-
ture.
• Chapter 4: Models. The following section includes the mathematical models
that were finally implemented in the SW. It collects every assumption and
hypothesis that has been considered as well as every reference or tables used.
It also depicts the software limitations.
• Chapter 5: Tools Validation. Complete analysis of a real case to support
the strength of the mathematical models and the accuracy of the hypothesis
considered in the SW tool.
• Chapter 6: Socioeconomic Analysis. It contains an economical study of the
thesis considered as an engineering project, evaluating the socio-economic
impact on the aerospace industry and the production plan. It also includes
a fully detailed project budget.
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• Chapter 7: Legal Framework. It contains an analysis of the legislation that
rules the implementation of the project (risks, responsibilities, privacy and
security). It will include the technical standards and a deep analysis on
intellectual property.
• Chapter 8: Conclusions. It summarizes all the ideas developed throughout
the thesis, and a detailed analysis of the objectives accomplishment degree.
Finally, a complete section has been dedicated to the future work that can be
still developed.
• Bibliography and Appendices have been included at the end of the thesis to
support every reference, quotation and idea expressed throughout the thesis.
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2
S PA C E M I S S I O N A N A LY S I S
The following chapter establishes the state of the art, hence complementing
the background provided in the introduction. The chapter reasserts the impor-
tance of the preliminary analysis during a space mission design, where the key
parameters are determined and an optimization process is performed to fulfill
the customer requirements in the best way. It includes as well an analysis of the
principal mission requirements and a revision of the main satellite subsystems.
2.1 the sma process
The aim pursued during the Space Mission Analysis is to determine the param-
eters that characterize the mission and define its objectives, looking for optimizing
the time required while minimizing the cost and risk associated.
As it is widely known all the spacecraft missions are long term and highly
costly projects. The problem arises from the fact that these two characteristics
force the customer to demand for higher reliability, and as a consequence it in-
creases even more the cost, which in turn increases the schedules and thus it
reduces the number of missions that are finally developed. This phenomenon is
commonly named the Space Spiral, and it becomes a significant contributor to the
long schedules and cost associated to this sector.
As a consequence of the high reliability demands, all the mission designs
consider to a greater or a lesser extent similar technologies, procedures and ma-
terials. The only exception occurred when a disruptive technology is developed.
It corresponds to a breakthrough design, model or process that leads to a great
improvement in the final performance.
On the other hand, the mission parameters would vary widely depending on
its purpose: military, commercial, science observation, human-space flight, inter-
planetary, small satellite launch, i.a. But as it was mentioned, even if the param-
eters could vary widely, the main stages are common to all the designs and they
will be depicted in the following sections.
2.1.1 Stage I. Define Requirements and Constrains
During the first stage of a Space Mission Analysis the mission objectives are
defined; from where, in turn, the constraints that will lead the design process are
determined. These constraints could be the maximum cost allowed, the time re-
quired, number of ground stations available, the number and types of users, etc.
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Figure 2: Initial stages during the space mission design process[8].
It is considered that the first stage starts during the first meeting where the
customer or the headquarter directors will present the main idea, establish the
purpose and provide an initial set of requirements and objectives for the mission.
The objectives are usually raised attending to two categories:
• Functional objectives: performance, coverage, timeliness (signal lag, data
interpretation, . . . ).
• Operational objectives: commanding, design life, availability, survivability,
data distribution, etc.
Similarly, the mission constrains are obtained once we evaluate the same
points according to the objectives provided:
• Functional constraints: determined by in what extent it is desired to fulfill
the requirements by improving the performance of each system.
• Operational constraints: determined by how the systems will operate and
how users interact with it to meet their specific needs.
• Project constrains: limitations like the maximum cost, schedule or technolo-
gies available to develop the project.
Initially the objectives are poorly defined, but they are analyzed in detail
throughout the stage, establishing a hierarchy of priorities. Doing so, the impact
of each constraint can be evaluated and it is possible to make an initial estimation
of how well it is possible to fulfill the objectives. This analysis usually leads to
reassess the initial mission and modify the requirements. After the analysis, the
design would be ultimately driven by the money, the schedule limitations, the risk,
the current regulations, environmental issues, the technology available, etc.
2.1.2 Stage II. Drivers and Alternatives
Once the required objectives have been set, the second stage involves finding
all the possible alternatives that will fulfill in principle these requirements. Firstly
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the space mission architecture is depicted: each element of the mission is designed
in detail and hence the main drivers are found. Secondly, the mission concept is
performed, where all these systems are put together in practice and evaluated. At
this step, iteration is required to solve all the incompatibilities between the satellite
systems and optimize the final design. In many cases, the iteration goes back to
the first stage where the requirements and the constraints are analyzed again, the
hierarchy is redefine and the level at which each requirement must be fulfilled is
reviewed.
As it can be appreciated, this second stage becomes one of the most important
ones considering the effort required to develop each design and the impracticality
to return to a discarded alternative once the process is in an advanced stage, even
if later it proves to be more efficient.
The mission architecture is determined by the cost, the performance and the
system drivers. The drivers represent all those parameters that determine in a
great extent the performance of the system. They become very useful to evaluate
a possible modification in the total design; it allows focusing the analysis on the
drivers’ variation and by considering their impact on the mission it is possible to
estimate the effect of that modification. The system drivers will depend on the
type of mission and the requirements demanded, so they can be the number of
satellites, altitude, power, availability, the lifetime, the coverage, the payload size,
mass, the signal characteristics, etc. It is important to notice that the drivers are
used to enhance the design but ultimately they would determine the cost and the
satellite performance, which are in fact the authentic drivers that will drive any
project.
The architecture is divided in four steps:
• Design the architectural elements according to preliminary requirements and
constrains determined in the first stage and determine which ones are not
fully constrained and allow a trade off.
• Analyze the main options for each tradeable element.
• Evaluate which options will be more suitable to work together considering
the drivers, study if one option determines the rest and finally analyze which
combination is the most suitable one.
The mission concept step corresponds to an iteration process that would finally
provide a preliminary design of the mission alternative. Subsequently all the sys-
tems performances are evaluated as a whole, all the incompatibilities are solved
and all the systems are redesigned to finally accomplish the best configuration to
fulfill optimally the requirements imposed. The procedure is sketched in figure 3.
Once an optimal preliminary design is obtained the last step is to evaluate the
how well this design fulfills the requirements during the Mission Utility Analysis,
where the selected alternative is evaluated in terms of cost, risk, schedule and
performance; then a project baseline is set and the final requirements are finally
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Figure 3: Sketch of the mission concept stage.
determined. After that, the selected alternative is designed in detail and finally
enters in the manufacturing stage.
2.2 most critical drivers
As mentioned above, the main drivers would vary depending on the mission
characteristics. However they are, in principle, determined by the design decisions
of certain subsystems and they will condition in the same extent other mission pa-
rameters.
Consequently, although during the mission architecture stage a specific anal-
ysis of the main drivers and their influence in the particular mission would be
performed, it is interesting to evaluate in general terms the most critical drivers,
relating them with the main parameters that they determine as well as the main
parameters that mostly influence that driver. These results are summarized in
figure 4.
2.3 most critical requirements
The mission requirements would be determined by the objectives established
during the first meetings. The great majority of the missions share most of the
requirements, varying according to the extent and the way in which they are de-
cided to be accomplished.
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Figure 4: Critical drivers and the relation with respect to mission characteristics, adapted
from the "The new SMAD" [8].
On-orbit Lifetime.
As it can be inferred one of the most crucial requirements is the on-orbit life-
time. The spacecraft undergoes a constant degradation by operating in the space
and requires a constant tracking and orientation corrections. The longer the mis-
sion, the higher the probabilities of a system failure and thus the higher the level
of redundancy required to guarantee a full operation of the spacecraft subsystems.
This redundancy will increase the complexity and the mass of the systems, and
thus the cost. Similarly, the amount of degradation conditioned as well the technol-
ogy and the materials to be implemented, that must guarantee the full operation
during the whole life.
Moreover, since the propulsion system corrects the spacecraft position and
orientation and the spacecraft requires constantly a power supply, the longer the
mission life the higher the power and propulsion budgets required to guarantee
full operability. In fact, the mission life conditioned in great extent the size and the
technology selected for the solar arrays and the batteries due to the space degra-
dation and the cycle loading that they will undergo.
Coverage or response time.
A huge percentage of space missions are designed to point towards the Earth
surface despite having different purposes: Earth observation, communication,
global positioning, etc. Therefore, depending on the size and the geographic loca-
tion of the sector to be covered it, and depending the type of data to be collected
by the satellite, it will conditioned the communication architecture, the orbit, the
altitude, the inclination, etc.
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Furthermore most of the mission will require a constant or a periodical data
exchange with a ground station regarding the tracking, the attitude correction,
mission modifications, exchange the collected data, etc. Consequently, the avail-
ability of a communication channel with a ground station will conditioned as well
the number of satellites required, the scheduling and the staffing requirements.
Resolution.
Regarding the quality of the data collected required for the mission it will de-
termine the payload size, cost and operation, but also the accuracy of the altitude
and attitude control.
Sensitivity.
Similarly as the resolution, the sensitivity requirements will determine as well
the altitude and attitude of the satellite, but it will determine as well the level of
complexity of the payload and its size. For a communication satellite, the payload
will be the transmitter and the receiver antennas. The sensitivity to the signal
received from the user will determine the size, the materials, the quality of the an-
tennas installation and the thermal control (that raise the noise levels of the signal).
Furthermore the higher the sensitivity required the larger the data processing as-
sociated.
Signal strength.
As it may be expected, the signal strength would determine the payload fea-
tures; for higher signal strength the larger the size and the power required to
accomplish it. The strength of the signal would be reduced by the distance to the
receiver. Consequently the altitude position will play a key role when designing
this requirement.
Survivability.
Related to the mission life, the survivability of the design would affect sev-
eral mission parameters. If the satellite is designed to operate at low altitudes,
the high level of radiation and particle impacts would force to incorporate extra
protective layers in the most critical elements such as the solar arrays. The degree
of protection to be installed in the design will determine the weight, the power,
the altitude, the component selection to withstand the level of degradation, the
redundancy, etc.
Furthermore, in order to guarantee a detailed mission tracking the level of
survivability will determine as well the number of ground stations, the communi-
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cation architecture, the number of satellites, etc.
In general terms, the survivability requirement will drive the design of the
space and the ground segments.
The previous analysis has been summarized in the following table:
Figure 5: Critical requirements selection [8].
There are many other requirements that can drive a spacecraft mission design,
and their relevancy would depend on the mission characteristics. But as it can be
observed in the requirements analysis provided, it is highly important to specified
all the mission requirements and establish a clear hierarchy between them. Doing
so, the design process would be clearer when a modification would alter two
requirements.
2.4 most relevant subsystems
According to the ideas presented through the previous sections, the specific
characteristics of a mission and its purpose will determine the most relevant
drivers and requirements. These elements would affect in more or least extent
each subsystem while they will be limited at the same time by the design deci-
sions implemented in other subsystems.
Therefore, the relevance of the design of each subsystem and the impact on
the final design will be conditioned by the requirements established for that mis-
sion and the main drivers. For example a simple satellite mission orbiting the
Earth to study the evolution of certain cosmologic event will require an extremely
accurate pointing control while the altitude or the propulsion system for orbit ma-
neuver would not be relevant.
On the following subsections the main subsystems would be described to-
gether with the usual design models and their complexities. For the sake of sim-
plicity, the deep space missions are not included in the explanation but the same
considerations and conclusions can be applicable to them.
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2.4.1 Mission design
A space mission is characterized in a great extent by the orbit and the ma-
neuvers required. The orbit will determine the frequency and the duration of the
eclipses, the signal losses, the accuracy and the quality of the data obtained by
the payload, the incidence of the sun flux that in turn will determine the thermal
and the power subsystems, the geographical position and the associated schedul-
ing and finally the space environment that highly influence many of the satellite
subsystems.
The orbit is corresponds to the traditional keplerian model: a conic section
curve with the massive body located in one of the focus and fully defined by six
parameters.
• Two determines the shape and the size of the trajectory, usually the semimajor
axis and the eccentricity. For satellite missions, it is very common to describe
the geometry providing the satellite height at the perigee and at the apogee,
frequently shortened to “perigee” and “apogee”, since during the design the
distance from the Earth surface will influence several subsystems such as the
losses in the communication link.
• Three describe the orbit orientation: 1
– The inclination i defines the angle between the orbital plane and the
equatorial celestial plane 2.
– The right ascension of the ascending nodeΩ defines the angle in the equato-
rial plane measured eastward from the vernal equinox to the ascending
node of the orbit. The ascending node corresponds to the point where
the satellite crosses the equatorial plane going from south to north.
– The argument of perigee ω defines the angle in the orbit plane from the
ascending node to the orbit perigee.
• One determines the position of the satellite within the orbit by defining the
angle in the orbit plane from the perigee, called the true anomaly ν. Since
celestial bodies in the solar system rotate counter-clockwise, most of the
satellites are launched in the same direction which is said to be in prograded
orbits. The opposite are called retrograde orbits.
1 The following angles are described for Earth-centered orbits. For other missions, they will be refer-
enced towards other significant planes and directions. Additionally, the generic nomenclature will
be: inclination, longitude of the ascending node and argument of periapsis.
2 Deep space missions reference towards the ecliptic plane
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Figure 6: Orbit design parameters.[7]
Traditionally, orbits have been classified according to the size and the shape
of the orbits, since they share specific characteristics depending on them:
• Low Earth Orbits (LEO). Geocentric orbits located below 2000 km from the
Earth surface. Therefore orbit periods will be 127 min or less travelling at
7.5 kms approximately. These orbits are characterized by encounter high
drag losses and providing high bandwidth and low communication time lag.
Furthermore, the velocity impulse required to achieve this orbits is approx-
imately 10 kms ; therefore it is possible to place the satellite with the same
launch rocket. No propulsion system is required although is very common
to incorporate one to finish the maneuver and overcome possible issues. The
ISS is located at a ∼ 400 km LEO orbit.
• Medium Earth Orbits (MEO). Geocentric orbits located between LEO and
the geosynchronous orbits (35.786 km). Since at those altitudes the satellites
covers wide surface regions they are usually used for navigation, commu-
nication and science observation. The most common altitude is 20.200 km
since it yields an orbital period of 12 hours, which simplify the mission track-
ing and schedule. The GPS, Glonass and Galileo systems are located at that
semi-sidereal period orbits for several reasons, i.a they follow the same track
over the Earth and the drag losses are minimum at those altitudes.
• Geosynchronous (GSO) are located at 35.786 km from the Earth surface and
their key characteristic is that they match the Earth’s sidereal rotation period.
Those orbit located at the equator are called Geostationary orbits (GEO) and
they are characterized by having a fixed position in the Earth sky. The best
advantage is that they do not require pointing systems since they can be
focus in the same point. One of the most famous GSO is the tundra type
orbit, a highly elliptical-highly inclination orbit (near 63.4ž) characterized
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because the satellite spends most of its time over a chosen area of the Earth.
The molniya orbit corresponds to a variation of the tundra type orbit with a
semi-sidereal period (MEO).
• High Earth orbits (HEO) for orbits located above GSO. Since their orbital
periods are greater than the sidereal they will have an apparent retrograde
motion moving westward. There are slightly used.
Figure 7: Orbit type locations
The shape, size and orientation of an orbit would determine the relative posi-
tion of the Sun, the Satellite and other celestial body that may interfere in between
them. The duration and the frequency of the eclipses will determine the power
subsystem of the satellite, since the batteries installed must be able to supply the
required power during those periods.
Eclipses are mainly generated by the Earth position, but there are many other
celestial bodies that may interfere like the moon. Although the sun is located at
149 millions of kilometers from the Earth, the size of the Earth generates a conical
shadow that prevents the satellite from receiving the solar incidence.
Figure 8: Satellite eclipse diagram
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As it can be observed, eclipses occur at the apogee and at the perigee, but
larger heights at those points will minimize the time spent in the umbral region
until they finally disappear. Although the velocity at the apogee is considerably
smaller than at the perigee the orbit segment shadowed at the apogee would be
much smaller as well, therefore both eclipses would be similar.
It is important to notice that the angle formed between the ecliptic and the
orbit plane β determines significantly the duration of the eclipse. The smaller the
angle, the longer the segment of the orbit included in the shadow cone, hence the
longest eclipses will be achieved at inclinations of 23.4◦ (β = 0). The eclipse does
not reduce linearly, but with the cosecant due to the sphericity of the geometry as
it can be observed in figure 10. [12]
Figure 9: Variation of the eclipse duration with the orbit inclination
However the eclipses vary considerably throughout the year due to two main
factors that modify the β angle:
• The seasonal variation of the solar vector (the relative position between the
Earth and the Sun is not constant but varies seasonally).
• The perturbation of the orbit, mainly due to the oblateness of the planet.
Apart from the eclipses at the apogee and perigee, the satellite will be eclipsed
as well when the Earth translation locates the orbit nodes in the shadow cone, or
when other planetary bodies intersect the sun flux.
2.4.2 Propulsion system
Satellite maneuvers are performed by the propulsion system. In order to mod-
ify the operating orbit high powerful impulse systems are required, while smaller
and lighter versions are used to correct the position and the orientation of a satel-
lite. All the propulsion systems are based in the same principle: they generate
thrust by exerting a certain amount of stored mass through a nozzle that acceler-
ates the flux to maximize the impulse achieved. The momentum associated to the
mass leaving the control volume will generate a force acting towards the thruster,
thus impulsing the spacecraft in the opposite direction.
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Figure 10: Control volume depicting thrust developed in a rocket
Nowadays there are basically two types of propulsion systems: chemical and
electric. Chemical propulsion systems are the traditional ones and they have been
widely used in the space sector. There are basically three types of chemical propul-
sion systems:
• Cold gas thrusters: The most basic ones, exerts the mass storage without
any type of combustion, propelled exclusively by the pressure at which it
is stored. The most common propellants are GN2 and Xe, they are able
to develop thrust around 50mN (some models achieve up to 3N) with a
specific impulse of 70s. Due to their performance characteristics they are
mainly used to attitude control and orbit maintenance.
• Liquid rockets engines: Characterized by wide range of nominal thrust (1
to 10.000N) and medium specific impulse (200− 450s), they can be used for
orbit maintenance, maneuvering and orbit insertion. They can use two types
of propellants:
– Monopropellant: Achieve an exothermal decomposition of the propel-
lant using a catalytic bed, resulting in a heated, high pressure gases
that are expanded through the nozzle and generate thrust. They are
much simpler than the bipropellant thrusters but achieve a worse perfor-
mance, thus the nominal thrust and the specific impulse are not enough
to perform orbit insertion maneuvers.
– Bipropellant: achieve the exothermic reaction by mixing a fuel and an
oxidizer that will react spontaneously (hypergolic systems) or as a result
of an ignition. These systems are heavier and more complex than the
monopropellant but they provide an improved performance.
• Solid rockets engines: A solid mix is forced into a continuous combustion by
an igniter. The main advantage with respect to the liquid rockets is their sim-
plicity; they do not require moving parts, regulators or feed systems. Thus
the costs and the mass are noticeable reduced. Furthermore, the higher den-
sity allows reducing the total size. They provide a wide thrust range from
1N to 1MN and a specific impulse around 300s, thus they are able to per-
form orbit insertion maneuvers. However, since the combustion cannot be
properly controlled they are not used for orbit maintenance or maneuvering.
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The relevance of the electric propulsion systems has increased during the last
decades. The main advantage is that, unlike chemical rockets that are limited to
intrinsic molecular bond energy, the electric propulsion can develop an specific
impulse up to 20.000s, although it is still confined to low thrust applications due
to the limitations on the on-board power. The electric propulsion systems are
classified in three main categories:
• Electrothermal: where propellants are electrically heated and then expanded
through a nozzle to generate thrust. There are several energy deposition
methods to accelerate the propellant: the simplest one by using a resistive
heater (resistojet), or using a sudden electric discharge between two plates
(arcjets) to more exotic methods like a laser ablative thruster.
• Electrostatic: where electric fields are used to accelerate charged particles
according to Lorentz equation. In order to achieve higher thrust, heavier
propellants are preferred. The most used electrostatic system is the Hall
effect thruster that accelerate the plasma particles through several electrically
charged gridded plates.
• Electromagnetic: based in the same principles as the electrostatic systems
(Lorentz Law) but in this case the force on the charged particles is produced by
the interaction of the charged particle velocity and a magnetic field. Nowa-
days electromagnetic thruster are not extensively used but there are several
systems available like the pulsed plasma thruster and the magnetoplasmady-
namic thruster.
2.4.3 Power subsystem
The power subsystem is characterized by four elements: the power source,
the energy storage, the Power Regulation and control and the power distribution.
The most common power source of a satellite is the solar arrays, which pro-
vides the required power during the sunlight period by mean of their photovoltaic
cells. Solar cells are well-know and reliable, and they have proven to withstand the
space environment degradation during the whole mission life. The main drawback
related to this technology is the limited power that it can provide; therefore they
are only useful for low-power missions (usually less than 15kW). Furthermore,
photovoltaic cells are not attractive for interplanetary missions since the solar radi-
ation reduces with the square of the distance. For all these missions there are other
technologies available, the most common alternative is nuclear power reactor that
it is able to provide a continuously high power supply.
When the power source cannot supply the required power to the satellite, the
power is obtained from the energy storage systems. Those missions that relay
on solar array power source require a system to store energy for eclipse periods
or peak-power demands. They also provide the back-up power and even all the
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power for low missions (less than 1 week [8]). The energy is stored in chemical
batteries, whose size, technology and number will depend on the satellite power
requirements and the mission characteristics.
The power regulation, control and distribution systems require a detail design.
Satellite components operates at different conditions and therefore it is necessary
to control for each component the appropriate voltage range, current, acceptable
normal transient time duration and voltage ripple. Many techniques are used to
regulate and control the power going into a component, and they will depend on
the component, the power source, the energy storage system, etc. For example,
it is very common that the output voltage from the power source differs signifi-
cantly from the battery output one; consequently when leaving the eclipse region
and the solar arrays start generating power the system must exchange the power
origin system, readapt towards the new voltage and control the transient time that
may be associated.
Regarding the solar array power sources there are two main power bus con-
trol techniques: the peak-power tracker and the direct-energy-transfer. The main
difference is in the way they deal with the solar input and output power.
2.4.4 Communication system
The communication system is one of the most important systems since ev-
ery single mission would have implemented a communication function to transfer
data to a ground station in more or least extent. Satellites are tracked from the
ground to control their position and correct possible deviations. To guarantee the
tracking process, the satellite is provided with a telemetry, tracking & command
subsystem (TT&C) that collects the current satellite mission data and radiometric
tracking and transmits towards the required station through a downlink channel.
The mission data includes both the spacecraft engineering data (called housekeep-
ing data) and the sensor/instrument data generated by the payload. It also allows
the spacecraft to receive commands from the ground station via the uplink chan-
nel. The principal components that size the TT&C subsystem are the spacecraft
power amplifier and high gain antenna; those elements would determine the bus
power, mass data return and link margins of the subsystem.
The TT&C subsystem components are sized to overcome the losses between
the satellite and the receiver and to guarantee that the signal received fulfill the
mission communication requirements: the data rate and the maximum bit error
rate (BER) allowed. The communication losses depend on every component that
takes place in the process: the transmitter losses, atmospheric losses, space losses
and receiver losses; but also the transmitter and the receiver antenna incorporate
losses by mean of the working temperature at which they operate (those losses are
called Temperature noise). The range between the ground station and the satellite
is set by the nature of the mission and the technical characteristics of the ground
station are generally fixed and do not allow any modification. Therefore, as men-
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tioned before, the communication link would overcome the losses if the satellite
antenna and the transmission power are properly designed. The antenna includes
a number of components such as feeds and reflectors that concentrate the energy
in a given direction and therefore amplify the signal. This improvement is given
by the antenna Gain that includes both the amplification factor and the antenna
internal losses.
For communication satellite missions, the spacecraft has other communication
systems apart from the one required for the TT&C. These systems are intended to
exchange continuously data between different ground stations, different users or
different relay satellites. This configuration is called the communication architecture
and it will determine together with the mission requirements the communication
subsystem design. The communication systems are designed in the same way as
the TT&C but considering higher data rates and powerful antennas.
2.4.5 Orbit perturbation and ADCS systems
During a mission design process, it is essential to assess an orbital perturba-
tion analysis to determine the variation of the orbit with respect to the nominal one
since it will determine the number and the size of different control components
required to correct the orientation or the position perturbations. Perturbations are
generated by external forces that act on the satellite apart from the uniformly cen-
tered force considered during the keplerian orbit design. Depending on its nature,
these perturbations can be considered as:
• Secular variations: Linear variation in the model.
• Short-period variations: Periodic variations with a period smaller than the
orbital one.
• Long-period variations: When the period is greater than the orbital one.
Some of these perturbations are generated by the gravitational forces of the
Sun and the Moon; and to a lesser extent by other celestial bodies. They are also
generated due to non-spherical Earth, the atmospheric drag, the solar radiation,
the variable Earth’s magnetic field and the orbital debris that orbit the Earth space
specially at LEO heights.
Based on the classical fundamental equations of motion for rotational dynam-
ics, these perturbation forces exerted on the spacecraft will generate a torque on
the spacecraft. This disturbance torque can be split in three torque contributions
on each of the main directions of the reference frame attached to the satellite: ve-
locity (roll) moment, Y (pitch) moment and nadir (yaw) moment. The estimation
of these torques often requires the use of geometrical averaging, i.e. to compute
the centroid of the main spacecraft elements so the perturbation force could be
modeled to be exerted at those points. Doing so, the perturbation problem will be
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simplified to compute the torques considering the distance from their centroids to
the center of mass of the satellite.
The major disturbances will depend on the orbit location. Solar and Moon
perturbation effects can be negligible in LEO missions where the gravity and drag
losses are highly noticeable. On the contrary, at higher altitudes the drag contribu-
tion is almost inexistent while other planetary disturbances start to affect the orbit.
Usual Earth orbiting missions are affected by four main perturbation sources: The
solar radiation pressure, the atmospheric drag, the magnetic field and the gravity-
gradient.
Once the magnitude and the periodicity of the main torques have been mod-
eled, the satellite design is incorporated with Attitude and Control systems to
counteract undesirable spacecraft behavior. There are several control methods im-
plemented nowadays in space missions:
• Passive control techniques, like the gravity-gradient control uses the inertia
properties of the vehicle elements to keep it pointed towards the Earth based
on the fact that objects tend to align its longitudinal axis through the Earth’s
center.
• Spin control techniques, like the spin stabilization where the satellite rotates
so keeping fixed its angular momentum vector in inertial space.
• 3-axis control techniques, able to stabilized the satellite in the three axes pro-
viding more stable and accurate maneuver depending on the sensors and the
actuators installed. Nowadays is one of the most used techniques, although
it raises considerably the cost and the complexity of the ADCS system.
In order to control and modify the effect of these control methods two types
of elements must be incorporated to the design: sensors and actuators. Currently
there are numerous types of these elements and the selection process will depend
on the mission characteristics. Regarding the sensors, the most used models are
gyroscopes, sun/star/earth sensors and magnetometers. On the other hand, the
most used actuators to modify the spacecraft behavior are the momentum wheels,
the electromagnets and the thrusters.
2.4.6 Launch system
The launch vehicle is one of the most expensive elements of a space mission;
it represents approximately one third of the total cost. According to the Tsiolkovsky
equation, the total velocity impulse that must be developed by the launch vehicle
will only depend on the satellite mass and the specific impulse (an intrinsic pa-
rameter of the vehicle design).
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Nowadays the development of a launching system is not longer part of the
space mission design but the current market provides several launch vehicles avail-
able for a wide variety of missions. The selection process is focus on balancing the
performance, availability, risk and cost of each model.
It is important to notice that current launch vehicles are not capable to deliver
satellites in MEO or GSO orbits. The best models only develop enough impulse
to reach high LEO altitudes and then deliver the payload into a Geosynchronous
Transfer Orbit, thus any space mission apart from LEO mission will require a
propulsion system to end the maneuver.
2.4.7 Thermal system
Every component installed on the satellite has a maximum temperature range
at which it may operate. Many elements performance are subjected to progres-
sive temperature deterioration and in other cases, their properties are significantly
reduced at high or very low temperatures. Consequently, the spacecraft thermal
analysis becomes crucial to determine the deterioration rate of the different com-
ponents and therefore the on-orbit mission life.
The thermal problem corresponds to a radiant energy heat balance in space.
The spacecraft receive an incident radiation from the sun and the radiation re-
flected and irradiated by the Earth. This incident heat is added to the internal
heat generated by the internal satellite components during their operations. At
the same time, the satellite irradiates energy to the space. The difference between
the heat extracted and the heat received would raise or decrease the total satellite
temperature.
Figure 11: Incident energy on spacecraft surfaces
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The incidence heat would depend on the total effective area pointed towards
the heat source as well as the thermal properties of this surface. Meanwhile the
total heat irradiated by the satellite would depend on the total irradiation area, its
thermal properties and its current temperature.
Notice that these conditions vary widely throughout the mission. Firstly, the
solar radiation flux varies seasonally, depending on the distance between the Sun
and the Earth and the thermal conditions at the sun surface (which varies peri-
odically). Secondly, the energy flux reflected by the Earth is highly influenced
by the clouds and other meteorological conditions of the areas located below the
satellite. Thirdly, the satellite power operation may be variable in some missions,
thus the amount of internal heat generated would be variable as well. Finally, the
incidence heat will vary significantly according to the eclipse intervals. When the
satellite enters the eclipsed region the incidence heat is suddenly reduced and the
temperature starts to decrease fast, reaching the minimum conditions right after
leaving the eclipse region. When the satellite receives again the sunlight the inci-
dence heat rises suddenly and therefore the satellite temperature starts to increase.
The maximum temperature conditions are reached right before entering again in
the eclipse region.
Consequently, by analyzing the lower and the maximum conditions the oper-
ating temperature range can be estimated. Based on this estimation, the satellite
design may have certain thermal control elements incorporated to modify the tem-
perature range if needed like surface finishes to modify the thermal properties,
insulation layers that shield certain components and conduction isolators, radia-
tors, heaters, louvers and heat pipes to provide a wider control over the working
temperature.
2.4.8 Satellite Structure
The structure of a spacecraft is one of the most complex design processes.
The structure must contain all the satellite subsystems and protect the most criti-
cal elements from the hazards and space environment. Moreover it must allow the
relative movement of certain subsystems preventing from damage other elements
as well as withstand all the loads developed during the mission, particularly dur-
ing the launch. In general terms, it must guarantee the nominal operation of every
subsystem during the whole life of the mission.
Therefore the satellite structure is highly conditioned by the rest of the sub-
systems designs and the components that they require. Consequently, once all
the main subsystems have been designed it is possible to establish the structural
requirements and constrains necessary. They are related with the loads and the
environment, the stiffness, the design and strength criteria, performance, accom-
modation and mass properties.
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Mission performance features like the pointing and stability, grounding, range
identification and the orbit parameters will influence in a great extent the final
structure required. For example, the mission life would determine the number of
cycles that must withstand the structural elements; while the orbit will determine
the environmental hazards that the structure must withstand.
The environment characteristics would determine several structural require-
ments according to the concerns about the thermal, the radiation and the launch
subsystems.
• Thermal environmental requirements: The number of components and their
position will determine in turn the size and the position of the radiators.
Furthermore the operational temperature range may induce to the structural
elements thermally stresses, stability issues and thermal expansion/contrac-
tion. They may require to select special materials in certain elements or to
provide certain areas with a thermal shielding.
• Radiation requirements: The amount of radiation dictates the amount of
radiation shielding required to protect sensible electronic components.
• Launch vehicle: As commented, the most critical loads are achieved dur-
ing the launch due to the local accelerations, the acoustic resonances and
the shock associated o the separations. The structural elements must be de-
signed accordingly.
Regarding the interfaces between the subsystems it is possible to find nu-
merous structural constrains related to the alignment between items and systems
deployments.
Moreover, apart from the main structure that creates the principal frame and
all the secondary structures required to hold, deploy and displace the different ob-
jects, the structural design must take into account all the mechanical requirements
associated to the mounting. Details like the area, the location, the fasteners, inter-
face loads, stability, grounding, material compatibility, mass, moment of inertia,
calibration, etc.
The final structure must be designed to fulfill all these requirements by per-
forming dynamic analysis and trying to optimize the final mass.
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Part II
T H E S W S U I T E D E V E L O P M E N T
The following chapters comprise all the information regarding the soft-
ware development. They include a justification of the design, an expla-
nation of the mathematical models implemented and finally a software
tool testing by modeling an already successful satellite mission, ana-
lyzing the divergence of the predicted results with respect to the real
ones.

3
T O O L D E S I G N
This chapter contains a fully detailed compilation of the information about
the software developed throughout the thesis. It is divided in three sections: the
requirements that must be achieved, discussion of the decisions taken during the
development and finally a scope of the software architecture.
3.1 design requirements
The main objective of the present thesis is the development of an efficient soft-
ware suite that supports the evaluation decisions taken during a mission analysis.
As mentioned in the introduction chapter, it was decided to create a visual
and easy-handle interface, able to produce fast computations in order to be feasi-
ble the use during a customer meeting. Accordingly, a set of fundamental require-
ments were listed and it served as a useful guide during the software development
and facilitated subsequent revisions. The software suite was intended to fulfill the
following requirements:
• Easy-handle interface, to allow an ergonomic trade-off between the different
alternatives. It should include a graphical visualization of the total budgets
and the positive or negative clearance, to orient the trade-off during the
design of the different subsystems.
• Fast response, as explained above. Thus the mathematical model imple-
mented cannot be too complex to avoid being an excessive time-consuming
process.
• High degree of flexibility, to allow the user to decide whether include certain
reference computations, introduce any extra values to roughly evaluate the
presence of unusual elements, change any parameter set by default and have
the choice to select among many different satellite architecture. The more
flexible, the highest the number of missions where the software can be used.
• Great versatility, avoiding excessively specific configurations. In relation to
the previous points, it would increase the range of situation where the soft-
ware tool could be used and it would guarantee the simplicity of the interface
to be useful in a meeting.
• Reliable results, the mathematical models must be sufficiently good to be-
come a feasible tool. However, as it will be detailed in the next section, the
accuracy of the results would depend in a great extent on the user inputs.
• Broad portability, to guarantee a high user-friendly tool. The tool is intended
to be launched in the largest possible number of OS platforms (Windows,
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Mac, Linux,. . . ) and they should not required to install any specific program
like Matlab.
• Easy Data Handles. The user must have access to the entire configuration
that defines the mission; but he should also have all the relevant informa-
tion summarized in a file to provide a straightforward access to the mission
characteristics.
3.2 design justification
Space Mission Analysis is a wide field of study. There are hundreds of pos-
sibilities to be covered in each subsystem and the number of parameters involved
makes the process extremely complex. Nowadays there is an extensive literature
that covers in detail numerous procedures, elements and the advantages of each
configuration. Thus the scale of the project would vary widely depending on the
level of detail.
Accordingly, the present project has been sized taking into account both the
requirements exposed in the previous section and the time available to develop
the project.
3.2.1 General considerations
In order to guarantee a fast performance during a meeting, the software has
been loaded with a fully operative LEO mission by default. The main advantage
is that the software would be able to compute a solution at any moment even
if the user, consciously or not, does not design some subsystems. Otherwise he
would be forced to fulfill all the input requirements or the software suite would
break with an error; an impractical process if it is necessary to search constantly
the missing inputs.
Furthermore, it also allows the user to consider the default mission as an ini-
tial state of the project during the customer meeting and the modifications are
subsequently introduced.
The default state is doubly useful since every time the user introduces an
incorrect input, the software returns to the default value and display an error
message depending on the type of input:
• “Only a number input is allowed”, when the input contains non-numeric char-
acters.
• “<Parameter> should be positive”, “<Parameter> should be <range>”, etc; when
the input is out of the expected range. It would depend on the type of
parameter that it is being modeled: efficiency, radius, extra mass, etc.
Secondly, in order to prevent the software to hang in an endless loop, a hier-
archical structure has been imposed to the opened windows; thus the user must
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close the present subsystem design window in order to return to the main suite
interface or before opening the next one.
3.2.2 Budgets modeling
The number of budgets to be modeled was reduced to three: mass, cost and
power. The time constraint made unprofitable to analyze budgets such as the risk,
the launch windows, the schedule or the manufacturing time due to their com-
plexity and the minor relevance compare to other budgets.
Every system has an impact in terms of money and mass. The total mass of
the satellite is one of the most relevant budgets during a design; it would deter-
mine the launch system required for the mission, thus a great percentage of the
final cost.
On the other hand, although the total cost of the project is ultimately the most
relevant parameter, the hermeticism of the space industry made impossible an as-
sessment model and nearly all the costs must be roughly estimated from outdated
systems. Consequently, the accuracy of the results is not sufficiently good and
besides it has been finally implemented, the user must be aware that the result
should be considered as a roughly estimation.
Moreover, since many systems are driven by the total power and considering
the weight that the power subsystem has on the satellite mass, it was considered to
include a power budget analysis to enhance the trade-off between the subsystems.
Notwithstanding the fact that the satellite size driver was considered as rel-
evant as the mass, it could not be ultimately implemented due to the impossibil-
ity to include a section in the software to visually positioned each element and
generate a final structure. It could not just add the individual volumes of each
element since the complex geometry, the initial position and the deployment after
the launch is a key procedure during the satellite design and must be positioned
carefully.
3.2.3 General mission design
Despite the wide variety of space missions, the software suite was designed
to be focus on satellite missions orbiting the earth, since those represent most of
the sector: communication, navigation, earth observation and many military and
scientific satellites.
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Despite the similarity of these missions with a satellite orbiting other space
objects, specially the planets nearest to the Earth, the configuration adds an extra
complexity that it was impossible to be implemented in time. The main differences
were the communication link (that would depend on the relative position between
the planets) and the transference orbit to reach the target.
On the contrary, deep-space missions have many differences with respect to
the earth orbiting satellites: variable communication distance, constant tracking
position, strictly schedule and the propulsion and the orientation systems play
fundamental roles. The implementation with the orbital-satellites became too com-
plex to be developed in time. Additionally, the commercial information about the
technology implemented in these kinds of missions is much less available and so
the accuracy of the results would not be as good as earth orbiting satellites ones.
Accordingly, it was more efficient to focus on Earth-orbiting satellites taking
into account the time required implementing the other two cases and the low per-
centage of space missions that they would be able to model.
3.2.4 Subsystems design
The satellite subsystems have been designed carefully since they were particu-
larly affected by the requirements: the way they are modeled plays a fundamental
role to provide flexibility, speed, accuracy and a generic nature. They also would
determine the user friendly level of the software suite.
The decisions adopted in the previous subsections determine in a great extent
the subsystems to be modeled. Certain subsystem drives some budgets more than
others; consequently, for the present project, the most relevant ones are those that
influence the mass, the cost and the power. Similarly, the role that a subsystem
plays will depend on the type of mission: e.g. the propulsion system is essential
during a deep-space mission to correct the course and perform maneuvers, while
for a satellite orbiting the earth it is only used to correct the orbit perturbations
(or to transfer the satellite in/out the orbit at the beginning/end of life).
Finally, six subsystems were implemented: Power, Communication, Structure,
ADCS Thermal and Launch Systems. Other subsystems like the Propulsion and
the Telemetry Subsystems were implemented inside the Launch and the Commu-
nication subsystems respectively since they are highly related and their impact is
less relevant. In this way, the software interface becomes clearer, enhancing the
trade-off process.
Unfortunately, the thermal and structural subsystems were finally implemented
following very simple models due to the fact both are highly related with the ge-
ometry and relative position of the satellite elements and, in relation with the
discussion of the size budget, their modeling became highly limited.
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There were another two subsystems that in principle were going to be in-
cluded but ultimately the complexity added to the interface made it impossible:
• Ground Segment. The ground coverage becomes one of the main drivers
during the communication and the orbit design. However, due to the extra
complexity that requires the computation of the coverage and the variable
communication distance the segment was replaced by the following assump-
tion: the satellite is always inside one ground station coverage range and the
communication distance is fixed and corresponds to the orbit height at the
apogee.
• The perturbation modeling. The perturbation modeling determines the im-
portance that the propulsion and the attitude control systems will have dur-
ing the mission, thus the final mass and power consumption that will be
associated to them. However, it was finally not implemented considering
the relative low impact that it has in earth orbiting satellites and the com-
plexity that it involves.
On the contrary, the constellation design was discarded at the very beginning:
having an enormous influence on the communication and the ground segment
design, the complexity added to the project was unmanageable. In this way, the
cost associated to a constellation design would not be properly estimated by the
software suite; but it will be still useful to analyze one of those satellites individu-
ally.
Finally, the payload would be included as if it were another subsystem that
contributes in terms of mass, cost and power to the satellite design.
3.2.5 Development environment
Considering the nature of the project, it was possible to be developed in sev-
eral environments: Visual Basic or similar C-based programs, Matlab, Java or
Python. At the beginning of the project, all the options were considered. The
most interesting ones were those that provide an easy way to program an inter-
face and an effortless way to refresh the results.
In principle, Java should be the best choice: it is easier to deal with the differ-
ent classes and it would generate a lighter program. However, Matlab and VisualB
provide more intuitive software to develop interfaces. In addition, Python was a
suitable option as well due to the similarities with Matlab. Finally, it was decided
to develop the space software suite in Matlab, considering that the student was
already deeply familiar with it.
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3.3 architectural design
The software architecture had to be planned in advance since it would deter-
mine in a large extent the flexibility and particularly the handling of the software
suite. The input concepts must be clearly established, the design processes must
be easy to carry on and the general interface of the software must help the user to
proceed with the trade-off process in a fast and easy way.
The best way to fulfill all these conditions is by implementing a central archi-
tecture; i.e. the tool has a principal window, the Main Suite, from where the user
calls the rest of the functions to define the satellite subsystems and returns once
he finished. A sketch of the software architecture is provided in figure 12.
Figure 12: Tool arquitecture sketch.
3.3.1 Launching the tool
Firstly, in order to fulfill the tool portability and handling requirements, the
program would be launched by an executable file. Thus it could be used in any
windows environment even without a Matlab License installed.
Secondly, to avoid the user entering straightforward to the main suite window,
it was decided to include a previous window to introduce the software. In this
way, a nice and clear interface is obtained and the user experience is improved. As
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it can be observed in figure 13, the window introduces the function of the tool, the
author, the date and important warnings that the user must be aware of. It also
allows the user to start a new mission (from the default state) or a previous one by
loading a file.
Figure 13: Initial tool window.
3.3.2 Main Suite
Similarly, to achieve a user-friendly interface, the main software suite was
planned following the design sketched below:
Figure 14: Main suite arquitecture design.
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As it can be notice, the main window was divided in three sections:
• The first one would contain all the satellite subsystems that could be mod-
eled. They would be presented as buttons that would lead the user to a
secondary window where the subsystem would be modeled in detail. At
any moment, the user would be able to return to the main suite to model
another subsystem or check the budget and graphics.
• The second subsection would enclose the graphical settings. It would include
options to change the budget displayed, the type of graphics and it would
also include a section to introduce the project budgets as an input that would
be displayed as a graphical reference in the plots.
• The third section would display the different graphics, according to the in-
puts introduced in the other sections.
It is worthy to notice the importance of having a full visibility of the budgets
graphics during the subsystem design, since it would facilitate the trade-off pro-
cess if it is used as a visual reference. Consequently, the additional windows that
would be opened must be constrained in the left hand side of the suite, leaving
the third section completely uncovered.
The software would be able to refresh automatically the graphics displayed
every time a subsystem window is closed or a graphical setting is modified; how-
ever a Refresh button was finally included in order to allow the user to force the
software to compute the actual design state.
Moreover, as specified in the easy data access requirement, it would include a
Save button that would create two files, a Data file containing all the relevant infor-
mation regarding to the mission design and a Configuration file that would include
the entire configuration. The user would be able to select the directory to save
these files.
Figure 15: Main suite final design.
The final design of the main suite interface actually meets the initial idea, as
it can be observed in figure 15. It allows the user to determine the mission, the
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payload, the six subsystems and the three relevant budgets discussed in the previ-
ous section. It also includes the Refresh and Save buttons, as well as the graphical
settings to display the budgets.
The satellite budgets are displayed as a stacked bar plots, where the user is
able to evaluate the different subsystems that contribute to determine the budget.
The colored legend allows the user to check the total value of each subsystem. The
stacked plot includes as well the limit imposed by the project budget by plotting a
horizontal red line; and in case the satellite estimations overpass the limit, it turns
red the portion of the stacked plot located above and displays a warning message
containing the clearance.
Furthermore, the graphical options can be set to display one or two budgets
in two different plots.
Figure 16: Main suite final design, double display configuration.
3.3.3 Mission design
The mission design is the most relevant stage since it would greatly influence
the process to determine the following ones.
Although it is not a subsystem per se the general parameters of the mission
would be introduced through a secondary window similar to the satellite subsys-
tems; thus, for the sake of simplicity and henceforth, interpret the term mission
subsystem accordingly.
In order to enhance the mission design, the subsystem window has been pro-
vided with a 3D graphical representation of the orbit, and the design parameters
have been divided in four sections: Orbit determination, Longest associated eclipse,
Transfer from initial orbit and Mission parameters.
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The architecture described can be observed in the following picture:
Figure 17: Mission design final architecture.
1. Firstly, the user selects the most suitable orbit type: LEO, MEO, GEO, Mol-
niya or directly design a generic orbit in detail 1. Then he would determine the
orbit by introducing the perigee and the apogee height and the inclination angle.
2. The eclipse section would display the orbit period and the eclipse period
at the apogee-perigee or at the nodes (check Chapter IV: Models for more details).
The values are actualized every time the user modifies the orbit.
3. The user will introduce the expected mission life and the power ratio be-
tween operating during the eclipse and the daylight.
4. In the transfer orbit section the user design the transfer maneuver from
the initial orbit where the rocket launcher leaves the satellite towards the final de-
sired orbit. The user can introduce the apogee and perigee of the initial orbit, and
the software would compute automatically the total velocity impulse required. It
would also display the points of the initial and final orbit at which optimal transfer
orbit is realized. Moreover, the user can include extra impulse to confront extra
losses that he might be considering like atmospheric drag or transfer perturba-
tions. This section is not available for LEO orbit (check Chapter II: SMA for more
details).
1 Although this differentiation is not strictly necessary, it is a common practice in space mission
analysis and it would help the user to familiarize with the design
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LEO selection MEO selection
GEO selection Molniya selection
Figure 18: Orbit selection during the mission design
On the other hand, the user is allowed to design an orbit in detail by selecting the
Generic Orbit option. Doing so, two additional buttons will appear:
• An Edit button that will open a third window to fully design the orbit.
• A check box that will allow the user to decide if its orbit requires a transfer
maneuver from an initial one.
Figure 19: Extra options when Generic Orbit option is selected.
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The third window opened when the Edit button is pressed provides the user
with a strong interface to design the desired orbit. It provides with a large 3D
orbit display and many useful graphical tools to design easily the orbit:
Figure 20: Orbit design window when Edit Generic Orbit button is pressed.
Firstly, the geometry of the orbit could be introduced in four different ways:
• As an ellipse: semimajor axis and the eccentricity.
• Introducing a pair of parameters: the perigee radius and eccentricity.
• Introducing a pair of parameters: the perigee and apogee radius.
• Introducing a pair of parameters: the perigee and apogee height.
Then the four angles that determine the orbit and the satellite position are
introduced.
Figure 21: Geometry options available to define the orbit in Generic Orbit design window
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Secondly, it is possible to active three graphical tools to help during the orbit
design:
• 2D Orbit. It displays in an external figure a 2D sketch of the Earth and the
satellite orbit. It becomes very useful to check if the relative position of the
actual orbit and the Earth is correct.
• Orbit Plane. It displays in the main plot the plane were the orbit is con-
tained. It becomes extremely useful to evaluate the 3D orientation of the
orbit, particularly when the Argument of Perigee is introduced.
• Celestial References. It displays in the main plot the Celestial coordinate
system (formed by the Vernal, the Polar and the right-hand proper direction).
It also displays the celestial equator plane. It becomes a useful reference
during the 3D orbit design.
(a) 2D Orbit (b) Plane references
Figure 22: Graphical tools during the Generic Orbit design
Finally, the interface provides a set of buttons that helps to visualize the orbit
design. The user can rotate and zoom in; reset the view and also hold the actual
design to be displayed in the next plot and used as a reference.
Figure 23: Visualization options available during the Generic Orbit design
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Regarding the transfer maneuver, it was decided to include only solid and liq-
uid rocket motors as the possible available propulsion systems. This decision was
based considering that most of the orbit insertion maneuvers are performed by
high impulse motors. Moreover, the current alternatives available such as certain
electric propulsion systems require a continuous low impulse maneuver computa-
tions that add extra complexity to the user interface [6]. Once the velocity impulse
has been computed, the user will select a propulsion system and the total cost and
mass will be obtained.
Figure 24: Propulsion system design
The cost would be computed according to the specific characteristics of the
propulsion system selected by the user and the total mass would be the wet mass
of the satellite, hence including the propellant required to perform the impulse
maneuver.
Considering that communication satellites hardly ever modify their operating
orbit, the software only considers the propellant required for the transfer maneu-
ver. However it would be possible to model roughly a future impulse maneuver
by the extra velocity impulse option.
3.3.4 Payload Design
The payload is implemented as an extra subsystem that contributes to the to-
tal power consumption, mass and cost of the satellite mission. It was decided not
to include the payload cost in the mission budget but only the cost associated to
its installation.
Additionally, the user is able to include and customize an onboard data man-
ager computer, for those missions that require a huge data handling and therefore
the size and power consumption of the computer is no longer negligible.
3.3.5 Power subsystem
The left hand side of the power subsystem interface has been divided in three
sections to design each of the main elements individually: the solar panels, the sec-
ondary batteries and the Power transfer system. The user is able to choose among
different options (technologies, materials, etc) the one that suits better with the
mission. Every option set certain values for the parameters but they are not fixed
so the user will be able to modify any of them.
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Figure 25: Payload design window
The results are displayed on the right hand side. The numeric values of the
solar array area, the total weight and the total cost are shown at the top. Below
them, it is possible to analyze the distribution of the total weight/cost between
the four main fields that characterize the power subsystem: the power source, the
energy storage, the power regulation and control and the power distribution.
Figure 26: Power Subsystem final architecture
The user is able to introduce additional weight and cost in order to model
elements or extra losses that are not included. Furthermore, by selecting the ap-
propriate option, he can select which option, the mass or the cost distribution, will
be displayed.
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Finally, the user is able to check or dismiss the references used to determine
the depth of discharge with the options provided below the distribution display.
Similarly as in the propulsion system, the only power source that has been
included in the software is the solar arrays since it is the only source used in
the majority of the present-day communication satellites orbiting the Earth; while
other primary sources such as the fuel cells, Radioisotope thermoelectric generators,
nuclear dynamics or solar heat systems are implemented only in few occasions [8].
3.3.6 Communication Subsystem
The communication subsystem is divided in two subsequent windows in or-
der to make the design process clearer.
3.3.6.1 First Window - Communication architecture selection
In the first window, the user selects the communication architecture that he
wants to be implemented. They have very similar interfaces indeed, but by pres-
electing the architecture, the interface of the next window would be significantly
easy to handle.
There are six options available:
• Satellite transmits data to one or more ground stations.
• Satellite transmits data to one or more satellites.
• Satellite transmits data to one or more ground stations by two different types
of links.
• Satellite transmits data to one or more satellite by two different types of
links.
• Satellite exchanges data with one or more ground stations and with one or
more satellites.
• Satellites exchanges data with ground stations and satellites by four different
types of links.
Additionally, the interface has two buttons, the Communication design and the
Telemetry design buttons, that will open another window to design the architecture
selected or the telemetry system, respectively. In fact, the telemetry interface is the
same as the first communication architecture but handling a lower data rate.
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Figure 27: Communication Subsystem - architecture selection
3.3.6.2 Second Window - Communication architecture design
The main difference between the architectures is the number and the type
of links: satellite-satellite or satellite-ground station. Each link considered in the
communication architecture will be designed through a link design window (de-
scribed later in another subsection); and furthermore, the user can introduce the
number of times that a link is repeated, for those missions where the satellite ex-
change information with similar stations..
The left hand side of the interface is identical for all of them. It includes:
• The parameter to be determined: Power or Mass. Depending on the point
of the trade off process, it is possible to have the power already constrained
and the antenna must be size accordingly or vice versa.
• The number of times that each link is repeated.
• A sketch of the communication architecture selected.
• Extra mass/cost/losses to model certain elements that were not included.
• The Compute button to calculate the parameter desired and display the mass,
cost and power results.
• Reference settings, to check or dismiss the references used to fix the Bit-
energy to noise-spectral-density ratio, the link distance, the space and the
atmospheric losses.
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Figure 28: Communication Subsystem - architecture design
3.3.6.3 Link design interface
Each link is designed using the same interface, with few differences between
the satellite-satellite and the satellite-ground station link.
Firstly, the user can enable or disable both the uplink and the downlink for
each type of link in order to adapt the communication architecture to the mission
requirements. The uplink and downlink are computed identically, except for the
cost associated to those elements installed in the external station as it will be com-
mented below.
The interface to compute each link is divided in six sections according to the
most significant elements that play a role in the link balance:
• Data parameters, which will determine the bit-energy to noise-spectral-density
ratio.
• The link parameters, that compute the losses associated to the path between
the antenna and the receiver.
• The temperature noise parameters, that will determine the intrinsic losses
associated to the use of the antenna and the receiver.
• The antenna. The user selects the type of antenna and thus he sets the
antenna characteristics in order to compute the gain. Those parameters are
not fixed and can be modified in all the cases. The antenna cost and mass
are not considered in the downlink since it is not installed in the satellite, as
commented above.
• The receiver. Similarly to the antenna, but in this case it is the receiver in the
uplink the one that is not considered in terms of mass and cost.
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Figure 29: Ground Link and Satellite Link interface
As it can be notice, both links are very similar. The only difference is that the
satellite-ground station link has the link distance fixed, determined by the orbit
geometry, and it includes atmospheric losses since the link crosses the most critical
zone located near the Earth surface.
3.3.7 ADCS Subsystem
The Attitude Determination and Control Systems window allows the user to in-
clude different ADCS systems to counter the torques that are exerted on the satel-
lite due to the Solar Radiation Pressure, the Aerodynamic Drag, the Magnetic
Field and the Gravity Gradient.
The magnitude of these torques are estimated from the mission characteris-
tics determined in other subsystems and displayed at the top of the window. The
estimations can be adjusted by modifying the model parameters included on the
left hand side box.
Furthermore, the user must include the maximum pointing error that the
mission will have, and that will be used in fact to determine other subsystems
operation.
Finally, the total mass, cost and power consumption of the subsystem would
be computed according to the number of each ADCS systems included.
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Figure 30: ADCS design window
3.3.8 Launch Subsystem
The launch subsystem is provided with a list of the most used launch stations
throughout the globe. The user is able to select a specific location or introduce
arbitrary coordinates if none of the locations suggested suit with the mission.
Figure 31: Launch subsystem final architectur
It is worthy to remember that the location of the launch station would influ-
ence the initial velocity of the rocket as well as the orbit inclinations attainable.
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The window displays a warning message if the orbit inclination is out of the rec-
ommended range, nevertheless the user can dismiss these considerations. It is
possible to modify as well the launch angles available for the launch.
By pressing the Compute button, the software will provide the total velocity
impulse required to put the satellite into the initial orbit (determined during the
mission design) or directly into the final orbit in case of a LEO mission. It also
provides the initial and the final impulses required to take off from the ground
or to modify the satellite path to enter into the desired final orbit, respectively.
Moreover, the software indicates the orbit position in which the second impulse
is performed and the launch angle and the user can introduce the extra impulse
required to sustain extra losses that he might be considering.
Finally, the subsystem displays the total mass of the satellite that has been
designed and it is used to compute the launch cost.
3.3.9 Thermal and Structural Subsystem
As explained in the previous section, the implementation of these two sub-
systems was strictly limited since the position of each element cannot be modeled.
Consequently, since they contribute noticeable to the total mass and cost, the ini-
tial models were simplified to be able to include these subsystems and estimate
their mass, cost and power consumption contributions.
The thermal subsystem was modeled similar to the ADCS subsystem. The
user determines the satellite thermal parameters and the selects one of the thermal
models to compute the minimum and maximum operation temperatures during
the mission. In order to do so, the user must consider the configurations corre-
sponding to those mission operations were the minimum and maximum tempera-
tures are achieved.
Figure 32: Thermal subsystem design window
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Subsequently, the user is able to include thermal control systems to modify
the initial temperature range considering the working temperatures of the ele-
ments that will be installed in the satellite. The window will compute the total
mass, cost and power consumption that these control systems will add to the
satellite.
On the other hand, the structural subsystem allows the user to include the
percentage of the total mass that the different structural elements will represent.
Thus the user must include the contribution of the primary structure, the sec-
ondary structures and the associated fasteners. Additionally, the user can include
an extra amount of mass to represent any extra component that may not be con-
sidered during the design.
Subsequently, a computational cost model would be defined to compute the
cost associated to the structural subsystem considering its mass.
Figure 33: Structural subsystem design window
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M O D E L S
The mathematical models behind the software computations are explained
throughout the following sections. They collect every assumption and hypothesis
that has been considered as well as every reference or tables used. It also depicts
the software limitations. The chapter is divided in eight sections, each of one de-
scribing one of the subsystems that were finally implemented.
For the sake of simplicity, all the coefficients used for the mass and cost com-
putations in each system have been summarized in the Appendix A at the end of
the thesis.
4.1 mission design
The mission window is implemented with three mathematical models: one
that defines the orbit in 3D, another one that computes the period of the orbit
and the eclipses and the last one that evaluates the propulsion system required
to transfer the satellite from the initial orbit where the launcher will deliver it to-
wards the final orbit where the satellite will operate.
4.1.1 Orbit definition model
The orbit size and shape are evaluated as a two dimensional ellipse; hence
a pair of geometric parameters will determine the full geometry, basing on the
trigonometry relations that can be found in a wide literature [10]. The most rele-
vant equations are included below:
2a = rp + ra; ra = a(1+ e); rp = a(1− e);
f =
√
a2 − b2; b = a
√
1− e2; ra/p = ha/p + RE;
Where a is the semimajor axis; rp is the radius of perigee; ra is the radius of apogee; e is the
eccentricity; hp is the height at perigee; ha is the height at apogee; f is the foci distance and b is the
semiminor axis.
The orbit will be parameterized to facilitate the following orientation calculations:

X = f+ a · cos(θ)
Y = b · sin(θ) where θ ∈ [0 2pi]
Z = 0
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Thus the points that determine the ellipse will be included in a 3D matrix:
E =
[
X Y Z
]
Secondly, the orbit orientation will be determined by the set of angles de-
scribed in Chapter II. In order to perform the three subsequently reference system
rotations, the rotation matrices according to the equation below [9] defined by the
vector of the axis of rotation and by the rotation angle.
Where ~v = (u,v,w) is the axis vector and θ is the rotation angle.
On the contrary, the satellite position on the orbit is determined by the true
anomaly ν, imposed before the rotations, as an angle between the satellite position
vector and the initial X axis.
~s =
[
f+ a · cos(ν) b · sin(ν) 0
]
~S = R ·~s
As commented in the previous chapter, the orbit is maintained invariant since
no perturbations have been considered.
4.1.2 Eclipse computation model
Firstly, the period of the orbit is computed according to the classic keplerian equa-
tion:
τ = 2pi
√
a3
µ
Where µ is the Earth gravitational constant.
Secondly, the maximum eclipse duration at the apogee and at the perigee
are estimated considering the angular radius of the Earth at these points and the
inclination of the orbit plane. Considering the geometry in Figure 34, the angular
radius can be computed as:
sin ρ =
RE
RE + h
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As it can be observed in figure 34, the eclipse duration varies widely depend-
ing on the angle β between the orbit and the ecliptic plane. The eclipse duration
reduces with the angle as follows:
cos
φ
2
=
cos ρ
sin 90−β
Figure 34: Eclipse trigonometric relations [8]
Once the rotation angle covered by the sun as it passes behind the disk of the
Earth is computed (φ), it is possible to obtain the fraction of the orbit period spent
in each eclipse:
E =
φ
360
· RE + h
a
Finally the duration of the eclipses would be:
τapogee = Eapogee · τorbit
τperigee = Eperigee · τorbit
4.1.3 Propulsion system evaluation model
The propulsion system is evaluated taking into account the initial and the last
orbit geometries defined by the user, then the total velocity impulse required to
perform the Hohmann transfer maneuver between the orbits is computed.
The initial orbit is modeled as a circular one with the same orientation as
the operating orbit, since it corresponds to a transition stage where the launcher
leaves the satellites, thus a detailed description is not practical for this purpose.
The Hohmann transfer would be constituted by two impulses, even though for
GEO missions the ratio between the orbits is sufficiently large to consider a three
impulse maneuver. The transfer maneuver can be observed in Figure 35.
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Figure 35: Hohnman transfer maneuver sketch
The initial velocity corresponds to the solution to the vis-viva equation for a circular
orbit:
v1 =
√
µ
R1
For an elliptic orbit, the velocities at the perigee and apogee can be computed
as well from the vis-viva equation as follows:
vperigee =
√
µ(1+ e)
a(1− e)
; vapogee =
√
µ(1− e)
a(1+ e)
The transfer orbit is fully defined considering that the perigee and the apogee
radius coincide with the circular radius of the initial orbit and the apogee orbit of
the final orbit, respectively. Thus, each impulse would be computed as the abso-
lute different between the transfer orbit velocity and the initial/final orbit velocity
at the intersection points.
∆V1 =
∣∣V1 − Vtransfer,perigee∣∣∆V2 = ∣∣V2 − Vtransfer,apogee∣∣
The signs indicate if the satellite must be accelerated or decelerated but in terms of the propellant
required this difference is irrelevant; thus the signs are ignored.
Finally, the total impulse would be:
∆Vtot = (1+ pextra)(∆V1 +∆V2)
Where pextra is the percentage of the ideal total impulse that represents an additional impulse
required for corrections, drag losses, perturbations, etc.
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By selecting a propulsion system, the specific impulse Isp and the dry mass
of the engine me are included; hence it is possible to compute the total wet mass
of the satellite by applying the Tsiolkovsky equation:
m0 = mf · e
∆Vtot
Isp·g0
Where mf is the final mass after the maneuver; it is considered that at the end there is no remaining
propellant and thus mf = me+ msatellite(without the propulsion system).
The propulsion system cost is computed straightforward from the net thrust of
total impulse (N·s) associated to the engine. Thus:
Cost = Ce · Isp · F
Where Ce = 0.034 $N·s for solid rocket motors and Ce = 0.09
$
N·s for liquid motors [Indicar
paper]
As it was commented during the previous chapter, no other propulsion sys-
tems have been included to perform an orbit insertion maneuver.
4.2 payload design
The payload window does not require any model. The user introduces di-
rectly the mass, cost and power consumption associated to the payload and they
are directly included in the system.
In case the user desires to include a customized onboard computer, the soft-
ware will proceed identically; i.e. adding the power, mass and cost contributions
to the total payload parameters. There must be noticed that this computer is not
a specific computer for the payload, but corresponds to general computer for han-
dling and process all the satellite data. In some simple missions this computer is
nearly a small processor board and therefore their contributions can be neglected.
However, in more complex mission the mission design or the payload generated
data may require a more powerful computer. Since the payload plays a fundamen-
tal role in determining the type of computer required, it was decided to include
the onboard computer modeling in the same design window.
4.3 power subsytem
The power subsystem computes the size of the solar arrays needed to supply
the power required by the satellite systems, as well as the secondary batteries re-
quired to supply the loads during the eclipse operation. It estimates as well the
control, distribution and regulation power systems.
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4.3.1 Primary power source model
The size process followed corresponds to the one suggested in “The new
SMAD” from the literature [8]. Firstly, it loads the total power Pd required by
the communication, the ADCS, the telemetry and the thermal subsystems, and
the power required by the payload. Then, it computes the total power required
during the eclipse period from the operation power rate Π provided in the mission
design:
Pe = Π · Pd
Therefore, the total power required would be computed as:
Prequired =
 Pe·TeXe + Pd·TdXd
Td

Where Xe and Xd are the efficiency cell-battery-load and the efficiency cell-load respectively, and
they are determined by the Power Transfer System installed.
Secondly, the power produced per area would be computed. It will depend
on the type of cell used and the orientation angle θ between the solar arrays and
the sun incidence flux.
P0 = η · 1368 W
m2
PBOL = P0 · Id · cos θ
Where η is the cell efficiency and Id is the Total inherent degradation. The orientation angle θ will
be determined in the ADCS design window when modeling the pointing losses.
In the last step, the degradation during the life of the mission is considered
and the solar arrays are size accordingly to provide full power until the end.
Ld = (1−D)
L
PEOL = PBOL · Ld
Asolararray =
Prequired
PEOL
The mass and cost associated to the solar array sizing would be computed
directly according to the mass-to-Watt and cost-to-Watt introduced by the user.
As commented in previous chapter, no other primary sources have been in-
cluded.
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4.3.2 Secondary power source model
The secondary battery is modeled considering the energy that must be stor-
age to supply the satellite during the eclipse, and the charge efficiency and the
depth of discharge that will be determined the battery technology.
The first step is to load the total power required during the eclipse and the
eclipse duration. In order to be conservative, the eclipse duration considered to
size the batteries corresponds to the maximum orbit eclipse: apogee or perigee.
The second step is to determine the maximum Depth of Discharge (DOD) that
can be applied to the battery in order to last until the end of the mission. For each
technology the maximum allowed DOD will depend on the number of cycles that
the battery will undergo. Therefore:
Neclipse/year = n ·
365 · 24 · 60
τorbit
Ncycles = L ·Neclipses/year
Where n is the number of eclipses per orbit, that will depend on the mission configuration; and L is
the mission life in years. τorbit is in min
Based on the references provided in figure 36, the DOD can be directly ob-
tained. Finally the energy required to be storage by the battery would be:
E =
Pe · Te
DOD · η
The total mass and cost associated to the battery can be directly related to the
energy required to be stored.
Figure 36: Depth of Discharge vs Cycle Life curves for each battery technology
4.3.3 Power distribution, regulation and control systems
These systems are simply estimated considering that they usually represent around
the 17% of the total mass of the power subsystem and the 21% of the total cost.
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4.4 communication subsystem
The objective of the communication design window is to obtain the solution
to the communication link basic equation. Taking into account the mission param-
eters and the losses associated to the elements involved in the communication, it
is possible to compute the minimal transmitter power required by the satellite to
make possible the communication with the ground station with a certain BER.
Similarly, the communication link equation can be solved to obtain the min-
imum size of the satellite receiver antenna to recognize properly the signal from
the ground [10].
The communication link is generally formulated as:
Eb
N0
=
P · Lt ·Gt · Ls · La ·Gr · Lr · Le
k · Ts · R
Where Eb/N0 is the rate of received energy-per-bit to noise-density, P is the transmitter power, Lt
is the transmitter to antenna line loss, Gt is the transmitter gain, Ls is the space loss, La is the
transmission path loss, Gr is the receiving antenna gain, Lr is the antenna to receiver line loss, Le
represent any other extra losses, k is the Boltzmann’s constant, Ts is the system noise temperature
in K and R is the data Rate in bps.
Firstly, in order to avoid an overloaded interface, it was decided to consider
a constant link distance equal to the semimajor axis of the orbit. Thus, the free
space losses would be computed as:
Ls =
4 · pi · a
λ
=
4 · pi · a · f
c
Where f is the frequency at which the data is transmitted determined by the available bandwidth
and the mission requirements.
In the same way, the atmospheric losses would depend mainly on the transmit-
ted data frequency. The total atmospheric losses would be estimated considering
the model sketched in figure 37. [8] [2] [5]
Secondly, the antennas were modeled as uniformly illuminated antennas and
their gains were modeled as the ratio of their effective aperture area Ar and the
effective area of a hypothetical isotropic antenna, leading to:
G =
Arη
Ar,iso
=
pi·D2r
4
λ2
4pi
η = η
(
pi ·Dr
λ
)2
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Figure 37: Atmospheric attenuation as a function of the signal frequency [8]
The next step is to find the system temperature noise contribution to the line
losses the user must consider the noise figure of each antenna, the transmitter and
the receiver, and the line loss associated. Thus, the final noise temperature will be
computed as:
Ts = Tant +
T0 · (1− Lr)
Lr
+
T0 · (F− 1)
Lr
where F = 1+
Tr
T0
Finally, the minimum Eb/N0 ratio to make the mission feasible is determined
by two mission data requirements: the Bit Error Rate (BER) and the modulation
method implemented. There are various method to determine the Eb/N0 ratio,
and the one finally implemented was a graphical reference of BER vs Eb/N0
curves provided in SMAD where the modulations BPSK, QPSK, 8PSK and 16PSK
were included.
The line losses Ll and Lr are directly user inputs that would depend on the
transmitter and receiver installations and the data rate R would be determined
directly according to the mission requirements. The extra losses Le are included
by user considerations.
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Figure 38: BER vs Eb/N0 curves
There are two different types of links: satellite-ground station and satellite-
satellite link, the only difference is that the atmospheric losses of the last one are
negligible. Each communication-architecture would require a different number of
links to be solved. All the total power, mass and cost of each link are added up
and determined the communication subsystem characteristics.
In order to enhance the computations, it was decided to express the link equation
in decibels. Therefore, by isolating the power term:
P =
(
Eb
N0
+m
)
+(Ll+Ls+La+Lr+Le)−Gt−Gr− 228.6+ 10 · log Ts+ 10 · logR
(1)
In this last equation, the possible margin m has been included; and the losses
are gathered together and introduced without the negative sign.
Similarly, when the transmitted power is known and the receiver antenna of
the satellite must be determined, the link equation is solved to obtain the receiver
gain, from where the antenna size will be finally obtained.
4.5 adcs subsystem
The Attitude Determination and Control Systems contribution to the mass,
cost and power required do not require any model; the software sum up the total
mass and power associated to the systems implemented through the design win-
dow. Finally the total cost would be computed proportionally to the total mass
obtained.
On the other hand, the design window provides to the user with an estima-
tion of the main torques acting over the satellite and disturbing its position: the
solar radiation pressure, the aerodynamic drag, the magnetic field and the gravity
gradient. The magnitudes of these four torques are estimating according to the
model provided by the “The new SMAD” from the literature [8] and summarized
as follows:
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Solar Radiation Pressure Torque:
Ts =
σ
c
·As · (1+ q) · Lcp · cos θ
Where σ is the solar constant flux (W/m2), As is the sunlit area (m2), q is the reflectance factor,
Lcp is the distance between the center of mass and the center of pressure of the solar radiation and θ
is the pointing angle.
Aerodynamic Drag Torque:
Ta =
1
2
· ρ ·Cd ·Ar · V2 · Lca
Where ρ is the density, Cd is the drag coefficient, Ar is the ram area, V is the velocity and Lca is
the distance from the aerodynamic center to the center of mass. Taking into account that the model
must be valid for a wide range of orbit sizes, it was decided to determine the density basing on a
graphical simplification of the NRLMSISE-00 model. [4]
Magnetic Field Torque:
Tm = D ·M · λ
R3
Where D is the spacecraft residual dipole in A ·m2, B is the magnetic field strength in T and λ
which is a unit less function of the magnetic latitude.
Gravity-Gradient Torque:
Tg =
3µ
2R3
·∣∣Iz − Iy∣∣ · cos 2φ
Where Iz and Iy are the inertial moments in kg ·m2 and φ the angle between the vertical and the
Z principal axis.
4.6 launch subsystem
The launch subsystem is modeled as a partial Hohmann transfer orbit, deter-
mined by four parameters: the launch angle, the initial and final velocities and the
final radius.
The launch angle would depend on the launching trajectory design and so it
is provided by the user. The final radius corresponds to the initial orbit defined
during the mission design or the orbit itself for LEO missions. Furthermore, since
the rocket performs a Hohmann transfer, the angle between the velocities at the
insertion point is zero. The geometric configuration can be checked in figure 39.
Taking into account the conservation of angular momentum and the conservation
of the mechanical energy that characterize the elliptical orbits the following system
is obtained:
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Figure 39: Launch geometry sketch

V21
2
−
µ
RE
=
V2a,2
2
−
µ
R2
RE · V1 · cosα1 = R2 · V2 · cosα2
Where α1 is the launch angle, V1 and Va,2 the initial and final velocities respectively, R2 is the
final radius and α2 is the final angle.
By solving the system the last two parameters are obtained: V1 and Va,2.
Therefore, it is possible to compute the two impulses required to perform the
launch identically as it was done in the propulsion system model:
∆V1 = |V1 − V0|
∆V2 =
∣∣V2,apogee − Vtransfer,apogee∣∣
∆Vtot = (1+ pextra)(∆V1 +∆V2)
Once more, the user can include extra impulse required to deal with extra losses due to gravity,
drag, perturbations, etc.
On the other hand, in this case the rocket is launched from the ground at rest
but the Earth rotation provides an initial velocity that would not be aligned with
the computed V1. Therefore the first impulse must be computed as the magnitude
of a resultant vector. The initial velocity would depend on the latitude radius,
being maxima at the equator and zero at the poles.
V0 = RE ·ωE · cos (Latitude)
thus ∆V1 = V
2
1 + V
2
0 − 2 · V1 · V0 · cosα1
The total launch cost will be computed directly, by introducing a unitary cost
per kilo that will depend upon the launch rocket used as it was discussed during
the introduction chapter. It is important to remember that only the mass of the
satellite will be considered when computing the launch costs.
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4.7 thermal subsystem
Taking into account the consideration discussed in previous chapters, the ther-
mal subsystem has finally two models implemented to compute the temperature
range at which the satellite operates. In order to modify the range, the user can
install a radiator or a louver. These thermal control systems will have a cost and
a mass associated that will be computed directly considering the power input, for
the case of the radiator, and the temperature reduction, for the case of the louvers.
4.7.1 Model I
The user introduced the area of the satellite oriented towards the main direc-
tions (Zenith, Nadir, Sun and AntiSun) and the model interpolates the Solar, Albedo
and Irradiated Fluxes that reach at each surface according to the orbit radius and
inclination for the hot case and the cold case. The interpolation model was based
on the data provided on the Table 22-11 of “The new SMAD” of the literature [8].
Therefore the heat energy that reaches the satellite is:
Qenvironment = Azenith · Fz +ANadir · Fn +Asun · Fs +Aantisun · Fas
4.7.2 Model II
The second model requires the user to introduce eight design parameters to com-
pute the heat energy as follows:
Qenvironment = α · S · (Ap + R ·AR) +  · IR ·AIR
Where α and  are the surface absorptivity and emissivity for a solar source and infrared source
respectively, S is the solar irradiance, R the percentage of the solar irradiance reflected from the
planet, IR is the irradiance of infrared energy from the planet, Ap is the projected area towards the
sun, AR towards the reflected planet surface and AIR towards the infrared energy.
By applying an energy balance with respect to the total energy radiated out, it
is possible to compute the maxima and minima temperature at which the satellite
will be operating:
Qin = Qenv +Qintern = Qout = Ar ·  · σ · T4
T = 4
√
Qenv+Qinter
σ ·Ar · 
Where Qinternal represents the electrical power dissipated by the satellite systems. The heat of the
radiator will be added to Qinternal while the louver temperature reduction will be directly applied
to the range.
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It has been considered that the louver mechanism do not contribute to the
power consumption. The system would only require power for the adjustment
actuator, when modifying the angular position of the louver blades.
4.8 structural subsystem
The model implemented in the structural design window is very basic con-
sidering the limitations discussed in previous chapters. The user introduces the
percentage of the primary, secondary structure and fasteners with respect to the
total satellite mass and therefore the final mass would be computed as:
msatellite =
mrestofsubsystems
1− pprimary − psecondary − pfasteners
+mextra
The model proposed in “The new SMAD” [8] to model the costs corresponds
to a potential relation with respect to the total mass of both the thermal and the
structural subsystems. Consequently, by summing up the mass contribution of
both systems the total costs are computed as follows:
cost = a · (mstruct +mthermal)b
Where a = 642 k$ and b = 0.684
These parameters are selected to predict the total cost of each subsystem, in-
cluding design, manufacturing and testing costs, for a unique satellite production.
The user must be aware that when producing similar satellites the costs are not
accumulative since they complement each other; thus the cost per satellite would
decrease.
In order to model each subsystem individually, the following approximation
was implemented:
Ctot = Cstruct +Cthermal = c · (a ·mstructb + a ·mthermalb)
Where c = 0.8214 leads to a residual errors of R = 0.99934 when compared with the original
expression.
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T O O L S VA L I D AT I O N
The following chapter includes a full analysis of a real space mission using the
software tool developed throughout the thesis. The predictions will be compared
with the mission results provided in the literature, analyzing the divergences ac-
cording to the hypothesis included in the model.
5.1 mission selection
As a consequence of the hermetism that characterizes the space industry, it
is not possible to found a detailed database to model all the subsystems of a real
space mission. Although there are numerous researches and analyses available
providing relevant information for the most significant missions, they are neither
complete nor reliable. Therefore, it was decided to test the rigor of the math-
ematical models implemented by modeling a hypothetical space mission called
FireSat. Despite the fact that it is a theoretical mission that has never been funded
and built, their performance has been widely studied since it was proposed in
1991 to illustrate the space mission design process, becoming a standard example
mission throughout the astronautics community. Consequently, the engineering
parameters are available to model every subsystem as in the literature; a fact that
eliminates the subsystem design error and thus guarantees an accurate analysis of
the discrepancies between the literature database and the SW Suite results.
5.2 firesat ii mission
The FireSat mission version to be modeled corresponds to the one described
in the 3th edition of “The New SMAD” [8] called FireSat II. The FireSat statement
was proposed as follows:
Because forest fires pose an ever-increasing threat to lives and property, have a
significant impact on recreation and commerce, and also have an even higher
public visibility [. . . ] the United States needs a more effective system to identify
and monitor them. In addition it would be desirable to monitor forest fires for
other nations; collect statistical data on fire outbreaks, spread, speed and dura-
tion; and provide other forest management data. This must be done at low cost
to make the system affordable to the Forest Service and not give the perception
of wasting money that could be better spent on fire-fighting equipment or per-
sonnel. [...]
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Following the SMA design process, the first step is to identify the objectives of the
mission:
• The primary objective is to detect, report and monitor forest fires in the US
in near real time and at low cost.
• Other secondary objectives (not required) would be collect statistical data,
provide coverage in other countries and collect other forest management
data.
Once the objectives have been established, the next step is to identify the mis-
sion requirements associated to those objectives and fixed the project constrains
based on the customer preferences. For the sake of simplicity, all the requirements
have been summarized in Appendix B. The engineering parameters introduced as
inputs during the mission modeling derive from these requirements. Ultimately
the most relevant ones are the mission design life, 8 years, and the total cost, non-
recurring 10 millions of dollars.
5.3 sw suite accuracy evaluation
In order to enhance the presentation of the results and make the discrepan-
cies analysis clearer the validation process is proposed in the following way: each
subsystem will be modeled individually and compared with the expected results
provided by the literature; then the mission estimated by the SW Suite will be
evaluated as a whole to check the discrepancies of the mathematical model imple-
mented in the Software Suite.
5.3.1 General Mission
The FireSat satellite is intended to be operating in a circular orbit at 700km,
with an inclination of 55◦. This orbit will be characterized by a period of 98.9 min
and an eclipse of 35.4 min. The SW Suite estimates a period of 99 min and an
eclipse of 33 min.
The difference on the period is indeed inexistent since the SW Suite rounds
the results displayed to enhance the visibility of the interface. By checking the
value used during the computations, it can be observed that it is in fact 98.774
min.
However, the eclipse duration is estimated to be 33 min, which implies a de-
viation of 6.7%. Analyzing other mission with different orbits it can be observed
that there is always a deviation in the eclipse duration, but the relative error does
not remain constant neither in magnitude nor in sign. By plotting both functions
together it can be notice that both sinusoidal curves are identically, but the soft-
ware one has a negative phase shift. Analyzing the model implemented, the error
was finally found during the β angle computation, where the software do not
model properly the angle yearly variation and therefore the eclipse displayed do
not correspond to the maximum one.
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5.3.2 Propulsion system
The satellite is designed to be delivered by the launch vehicle into a circular
parking orbit at 200 km. Therefore the total impulse required to reach the oper-
ational orbit would be 280 ms split into two identical impulses. Furthermore, it
is estimated that the mission would require an extra impulse of 10 ms for orbit
maintenance and a last impulse of 187 ms for its disposal.
The SW Suite estimates as well a 280 ms impulse for the orbit transfer maneu-
ver, split as well in two identical impulses. On the other hand, the maintenance
and the disposal requirements must be modeled directly as an extra impulse in-
crement; in this case 36.5% of extra impulse is required.
5.3.3 Payload
According to the literature, the payload installed in the FireSat satellite will
consume 65W and will add 20kg to the satellite mass. However, it was decided
to carry a 30% margin to compensate possible extra elements, resulting in 26kg
allocation.
Furthermore, the mission will require an onboard processor to manage all the
payload information. This processor is estimated to consume 17W and add 4kg to
the payload mass.
As explained in Chapter IV: Models, those parameters will be introduced di-
rectly in the payload design window to be used in subsequent design windows.
5.3.4 Power subsystem
During the preliminary design, the FireSat mission is estimated to consume
141 W in both daylight and eclipse working conditions. The daylight power will
be supplied by Silicon cell solar arrays sized to 2, 4m2 and weighing 10.8 kg. On
the other hand, the eclipse power will be supplied by Li-Ion batteries with 92% of
charging efficiency and a depth of discharge ranged between 20− 40% (30% was
finally selected). Finally the secondary supply system weight 2.2kg.
However, the SW Suite sizes the solar array to 2.5m2 and estimates a total
weight of 9.6kg. These deviations, 4.1% and 11%, would probably be caused be-
cause the solar arrays considered in the literature must be provided with extra
layers that guarantee a higher performance and a better protection (a common
practice in the space sector), but they make the elements heavier. The Silicon cells
considered by the software have an efficiency of 14.5% and weight 2.3 kg
m2
; extrap-
olating from the literature results, they will probably consider a 16% and 2.5 kg
m2
solar cells.
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Regarding the secondary batteries, the SW Suite estimates a maximum al-
lowed DOD of 22%, which coincides with the literature predictions (although ref-
erences have been dismissed to include a 30% DOD) and a total mass of 2.15kg.
The mass estimation is deviated a 2.3%. It would probably with related with the
fact that the literature split the battery mass into three equal batteries units; thus
it may have included extra losses associated to the power distribution.
5.3.5 Communicaion subsystem
The FireSat communication architecture is designed as a unique satellite-ground
station downlink together with the telemetry system. Unfortunately, not all the
communication subsystem parameters are provided by the literature and there-
fore it some component losses must be inferred from the average values that they
usually have.
The FireSat telemetry system was designed to transmit 5Mbps, at 2.2GHz,
with a QPSK modulation and a maximum BER of 5 · 10−5. This conditions leads
to a Eb/No of 5.5dB. A margin of 6dB was required.
Furthermore, the link range was estimated to be 2560km resulting in 167.5dB
of space losses but negligible atmospheric losses. The ground station is considered
to have a receiver antenna with a 45dBic gain. The power required by the satellite
to transmit the data is 4W, and the antenna was sized to have a gain of 4dB.
On the other hand, the main communication link was designed to operate
under the same conditions but transmitting 100Mbps at 11GHz and requiring a
Eb/No of 15.6dB. The power required to accomplish the communication link will
be 13W.
According to the parameters provided and estimating the missing data from
similar missions, the SW Suite estimates that the total power required by the trans-
mitter antenna in the satellite will be 3W for the telemetry system and 13W for the
communication downlink. The total deviation would be 5.9%; although the results
are not conclusive considering the inaccuracy of the parameters that models the
link.
5.3.6 ADC System
The FireSat literature model estimates the torques of the four main distur-
bances as follows: Solar Radiation, 0.96 µNm. Atmospheric Drag, 0.37 µNm. Mag-
netic Field, 21 µNm. Gravity Gradient, 1.6 µNm.
Based on these estimations, the following sensors and actuators are incorpo-
rated to the design: 1 mid-size momentum wheel, 3 electromagnets, 6 wide-angle
sun sensors, 2 scanning type horizon sensors, 3 MEMS gyroscopes and a 3-axis
magnetometer. These elements add an extra mass of 5kg and consume 14W.
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On the contrary, the SW Suite estimations differ significantly from the litera-
ture. The torques associated to the four main disturbances are estimated as: Solar
Radiation, 0.88 µNm. Atmospheric Drag, 0.09 µNm. Magnetic Field, 176 µNm. Grav-
ity Gradient, 1.27 µNm.
The respective deviations are 9%, 75%, 88% and 8.1%. The atmospheric drag
discrepancies may be originated from the atmospheric model selected that will
conditioned the value of the density and will influence significantly on the final
result: literature estimates the density at 700km around 10−13 while the SW Suite
model estimated it one order of magnitude smaller, 3.2 · 10−14. On the other
hand the magnetic field deviation may be related with the same bad-inclination
model issues considered in the eclipses results. The Solar Pressure and the Gravity-
Gradient deviations are more reasonable and must be related with the parameters
introduced during the torques modeling.
Since the SW Suite was not provided with an interface to model the sensors
and actuators, only standard elements can be selected. In this case, we have in-
cluded the appropriate elements to guarantee the mass and power contributions
established by the literature model.
5.3.7 Thermal subsystem
The literature model estimates the working temperature range of the FireSat
satellite from −5◦C up to 24◦C without thermal control elements. According to
the SW Suite, this range should be from −6◦C to 26◦C. The temperature range
have been increased , 2◦C the upper limit and 1◦C the lower one; but considering
that these deviations force the design to be more conservative the implications are
less relevant.
5.3.8 Structure
The mass of the FireSat satellite structure is considered to be 23kg, including
the primary, secondary and assembly components.
As explained in Chapter IV: Models, the SW Suite estimates the mass as a
percentage of the total mass defined by the rest of the satellite subsystems:
• The propulsion system selected was the S− 400− 12 since it was the most
feasible one to model the 3kg generic system considered in the literature. It
weights 3.6kg.
• The payload introduced directly in the design window together with the
onboard processing (26+ 4kg).
• The power system, as explained before, weights 11.75kg.
• The communication subsystem mass was estimated to be 2.1kg, both the
downlink and the telemetry systems. The literature estimates that the to-
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tal mass will be 2kg, a deviation of 5% (related with the same conclusions
described during the analysis of the communication subsystem).
• ADC and thermal subsystems mass contribution, 7kg.
• Additionally, the literature adds an extra mass of 3kg to model other satellite
systems that have not been considered.
Accordingly, the total mass of the satellite structure will be 21.9kg. The total
deviation with respect to the literature estimation will be 4.7%, that will be related
with the different mass contributions deviations that have been mentioned.
5.3.9 General Analysis
Evaluating the results provided by the SW Suite it can be notice that, dis-
missing the ADCS model, the average error is 2.61% which fulfills the accurate
requirements established at the beginning of the thesis. However, according to the
results two points must be raised:
• For certain subsystems, the results are not conclusive. It would be necessary
to obtain fully detailed examples to ensure the level of error obtained from
this analysis.
• The deviation error varies significantly between the satellite subsystems. Thus,
in order to improve the SW Suite, certain models must be reviewed and cor-
rected to increase their accuracy and obtain a more reliable software tool.
The results obtained during the validation process have been summarized in
figure 40, where it can be check that the average accuracy of the software models
is good enough for a preliminary design tool but there are noticeable differences
between the subsystems.
.
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Figure 40: Desviation error distribution of the FireSat analysis.
.
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Part III
T H E C O N C L U S I O N S
The summary and the conclusions of the thesis are gathered through
the following sections; including a future plan to improve the current
software suite, a socioeconomic analysis associated to the impact of
launching the application and finally a legal framework analysis re-
garding this launching process.

6
S O C I O - E C O N O M I C A N A LY S I S O F T H E P R O J E C T
In the following chapter the engineering project behind the thesis would be
studied. The analysis will be divided in two sections: a brief socio-economic
analysis of the impact that the application of the project would have in the sector;
and a budget report where the main information about the project is summarized.
6.1 socio-economic impact in the sector
As it can be inferred from the previous chapters, the software tool devel-
oped throughout the thesis has a real application in the aerospace sector as an
ergonomic support during the customer meetings.
The impact of the use of this tool must be analyzed under two different points of
view:
• The economical and human resources expended in the analysis of the dis-
carded options.
• The enhancement of the business relationship.
In order to provide an estimation of the total cost of a preliminary design
it will be taken as a reference a satellite mission project designed in the Astrium
dependences in Airbus D&S Factory in Barajas, like the Express AMU 1. Consider-
ing that the preliminary analysis would be performed in each department by two
senior engineers (average salary of 55000 e1), it would take 10 hours to develop
an initial design and another 30 hours due to the iteration between the different
departments. This amount, coupled to the computation resources that those anal-
ysis required (the use of super-computer-based tools and mainframe computers to
implement models in heavy programs like Ansys Fluent and Nastran), the prelim-
inary design would cost approximately 32.000 e.
Taking into account this estimation, it can be notice that the cost associated to
a rejected preliminary design are significant and considering that usually the cus-
tomer does not approve all the modifications, this cost will depend on the number
of modifications approved by the customer.
It is important to recall from the introduction chapter the importance of the
opportunity costs associated with the human and time resources involved and that
represents a real cost in the situation that it is being considered.
1 Extracted from "Tablas salariales 2017, Barajas" that can be foundin the SIPA webpage
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Furthermore, although the economical advantage of an enhancement in the
business relationship is difficult to be measured, its importance cannot be over-
looked. It must be considered that the customer experience is directly related
with future profitability in terms of new projects or recommendations; so any im-
provement will be always desired as it will represent future wealth.
Additionally, a second application can be considered: in cases where a cus-
tomer desires to include any modification to the initial project once it has already
started. Those modifications would require another preliminary analysis to deter-
mine the viability, but they can be rejected later on depending on the results.
Summarizing, the SW suite has a great potential for a space company due
to several reasons. Firstly, due to the noticeable economical resources saved. Sec-
ondly, due to the workflow improvement that allows the company to optimize
their resources. And finally due to the enhancement of the business relation with
the customer.
However, current companies in the space sector have already developed op-
erational techniques to deal with these problems and reduce the associated losses.
Consequently the initial attraction for the software implementation has been dis-
missed; they will consider the incorporation of the SW suite as an enhancement
of the actual process. Thus, it is crucial to provide the tool with highly attractive
features to enchant the customers as for example a user friendly interface, that
guarantees an easy and fast trade-off process.
It is worthy to highlight the fact that there are already programs available
for the analysis of a space mission: System Tool Kit (developed by AGI), FreeFlyer
(by a.i.solutions), ALMASim (by SITAEL), General Mission Analysis Tool (by NASA),
Celestia (by grupo CA Celestia), etc. There are also numerous software resources
to design each subsystem individually. The main advantage of the SW suite de-
veloped in this thesis lies in the fact that those software tools are mainly focus
on modeling the performance and the operational life of a satellite, but they are
not useful to design all the subsystems and perform a fast trade-off between them.
This characteristic is indeed the feature that differentiates the SW suite from those
that are currently in the market and accordingly it has leaded the software inter-
face design.
The best way to engage the customers would be by developing a sales pro-
motion plan focused on a personalized proposal for each customer. It implies
that the representative of SW suite team will contact with the space department of
each company and offers them a customized demonstration to show the potential
of the tool. During this meeting, the representative would be able to gather infor-
mation about which are the specific problems of the client, in what extent this tool
would improve the process, the interest on acquiring the product and additionally
he would ask the client for any extra features that he desires. This information
would be used to improve software features, find the strong attractive points and
therefore customize the product for each customer. Furthermore it will determine
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the final price of the tool.
Companies of the space sector that can be interested in the mentioned tool
will be both the biggest leading companies like SpaceX, Airbus Defense & Space,
Lookheed Martin, Boeing Defense, Space & Security, etc but also high specialized com-
panies of the space sector such as Orbital ATK, Virgin Galactic, XCOR Aerospace,
RSC Energia, etc. Additionally, considering the interest of the governments to de-
velop good space programs, the space agencies (NASA, ESA, CNES, INTRA, etc)
may be interested as well.
On the other hand, considering the final characteristics of the SW suite it has
become as well an attractive tool for educational purposes. Although it was not
designed with that purpose the SW suite can be used in the universities to learn
the basis of a SMA and its complexity. For this case it would be possible to provide
a light non-customized version for a lower price.
6.2 general report
The present thesis can be evaluated as a software development project. The
budget corresponds to a well-grounded estimation of the economic necessities re-
quired to accomplish the project. It indicates the amount of resources that must be
provided by the investors and it obliges to think rigorously on the consequences
of the planning of the different activities in the schedule. It also provides a good
reference to control the incomings and the costs and it becomes a useful mean for
the accountability and economic transparency.
Regarding the socio-economic framework exposed, all the relevant informa-
tion related with the project development will be summarized in order to propose
a budget. The principal elements that contribute to the project budget are specified
below:
• Duration: The total duration of the project development is 6 months. It
includes the previous investigation, the software development, the writing
of the report and the subsequent project revisions.
• Engineer team: Formed by a junior aerospace engineer with an estimated
salary of 29928 e2 working in full-time and a senior engineering supervisor
with an estimated cost of 26.44€/h, working an average of 2 hours each week.
• Hardware: The project requires a sufficiently good computer able to support
a Matlab GUIDE interface and run the mathematical models.
• Software: The project requires an Academic Matlab License with the GUIDE
interface implemented in order to develop the software suite. Although this
thesis has been elaborated using Windows 10 and Microsoft Office 2016 li-
censes, they would be considered as extra costs since there are currently free
software able to provide the same utility.
2 Extracted from "Tablas salariales 2017, Barajas" that can be found in SIPA webpage
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• Legal expenditure: Where the costs associated with patent register or legal
rights are considered. It includes the official rate as well as the labor fees of
the lawyer consultancy.
• Project expenditure: It includes all secondary expenses that the project may
require: displacements, electricity, the use of academic facilities during the
initial investigation, etc.
• Unforeseen expenses: It is reasonable to oversize the budget in order to
be able to overcome possible costs that have been not considered at first
instance.
Figure 41: Project General Budget
The project was divided in three phases according to the nature of the tasks that
were planned to be accomplished in those periods:
I Gather information phase (weeks 1-8). The junior engineering gather informa-
tion and collect data related with the project. Basing on this searching, he will
determine the scale of the project by planning and selecting the subsystems
and the drivers to be implemented.
II Software development phase (weeks 9-18). The mathematical models are im-
plemented into software, focusing on improving the user experience and en-
hancing the trade-off process.
III Report writing-Revision phase (weeks 19-24). Once an operative software
suite is obtained, all the ideas are included in the report. Meanwhile, new
options are included in the software, improving some points and revising the
operability. The report chapters are weekly being revised.
The tasks scheduled in each stage were included in the project Gantt diagram
shown in figure 42 located in the next page.
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Figure 42: Project planning summarized in an Gantt Diagram
Regarding the economic budget, it is important to notice that costs are not
split equally throughout the weeks. Certain elements such as the Licenses must
be paid at the first stage while the Legal expenditure is paid at the end. In the same
way the junior engineering works the same amount of hours each day while the
senior engineering supervision will become more intense through the time. These
considerations have been summarized in the budget stage distribution shown in
figure 43.
Figure 43: Budget distribution throughout the project stages
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7
L E G A L F R A M E W O R K
The following chapter outlines the legal framework that currently rules the
intellectually property protection as well as a detailed explanation of which is the
most suitable option regarding the present project.
7.1 intellectually property protection
The software development is one of the most active markets nowadays. Ev-
ery year, hundreds of applications and industrial programs are launched in order
to cover the actual necessities in each the sectors: security, financial, automotive,
online-shopping, manufacturing, etc. For this reason, it has become a highly com-
petitive market, continuously changing, that requires to optimize the resources
and to evaluate the situation carefully in order to pursue with the most profitable
option.
Consequently, in order to preserve the advantage in the market, companies
take legal actions to protect the underlying ideas behind their projects. Depending
on the nature and the commercial value of those ideas, the patent or the copyright
protection will be taken.
In order to obtain a patent registration the application must fulfill several for-
mal and substantive requirements, frequently technical and legally demanding; so
they have noticeable costs associated. Furthermore, the application must be pre-
sented and approved in each country where it is aimed to obtain the protection.
This protection has an average life between 20 and 30 years [11].
As a result of the current market situation outlined above, the patent is fre-
quently dismissed in many projects due primarily to its complexity and the finan-
cial resources required to obtain and enforce it.
In these cases, the copyright protection becomes the most suitable option.
Firstly, it does not depend on legal formalities regarding the register or the copies
deposit, but it is substituted instead by the usual copyrights protection associated
to any creation. Secondly, the protection is worldwide accepted. And thirdly, it
lasts 50 years after the author’s life. The main drawback is that the protection is
limited to the expression or the software itself, so the idea is no longer protected
[11].
Considering the above-mentioned points, the patent registration is not the best
option for the current project for the following reasons:
• There is already similar software available in the market. Although these
programs are not designed to cover the same industrial necessity, it is not an
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original concept but a newly perspective.
• The economical resources are strictly limited. In order to support that scale
of the project it would be necessary to complement the thesis with a fully
enterprise plan that would include, among other things, a complete market
research, an implementation planning, obtain potential investors, etc.
• The cost associated to the patent registration can reduce the profitability
expected in such amount that the project implementation may be unfeasible
[3].
• The information, references and models obtained from the bibliography may
represent a legal impediment to the patent acquisition. Thus, a legal study
previous to the application must be mandatory.
Accordingly, the copyright will be the most suitable option to protect the intellec-
tual property developed in the thesis.
7.2 law and policy considerations
The space activities are currently rule by strictly legislations both national and
international. Once the engineer teams ultimate the technical solutions, lawyers
spent the following months resolving the legal questions and complying with
the applicable law. It concerns with the ownership, the salvage rights, liability,
compensations, insurances, registration, communication law, intellectual property,
remote sensing, environmental concerns, etc. [8]
Part of these issues are ruled by an International Space Law accepted by most
of the countries through subsequent convections: Outer Space Treaty, Liability Con-
vention, International Cooperation, Registration, Rescue and Return Agreement, . . .
Nevertheless, the software developed throughout this thesis does not provide
a fully detailed design, but an estimation to enhance the preliminary mission anal-
ysis. Therefore the software license should not have to deal with any of these
legislations but only with those related with software development market.
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C O N C L U S I O N
The following chapter summarizes the ideas exposed throughout the present
thesis and constitutes the end of this dissertation. The chapter was provided with
an additional section containing the most relevant improvements to the software
that can be accomplished in the future.
8.1 conclusion
The space sector constitutes a technologically leader market, characterize by
highly human, timing and economical consuming projects. Nowadays, the space
industry is attracting once more the interest of the world on account of the latest
achievements: Mars exploration, first commercial space flights, etc; therefore govern-
ments and private companies are making serious efforts to improve and optimize
the invested resources.
As it has been proven, the alternative analysis is one of the most critical phases
during a mission design since a proper selection would avoid future modifica-
tions and thus the associated cost and delays. Consequently, improvements on
this initial stage like the software tool developed during this thesis would be well
regarded by space companies.
Considering the scale of the SMA, the approach of the project has been a con-
stant issue that required frequently to be reassessed. In fact, the initial decision
to focus the SW Suite towards Earth orbiting satellite mission has proven to be
crucial to constrain the scope of the project. Even though, as more subsystems
were implemented, the new complexity leads to impose more constrains to initial
concept. It proves that it would have been more efficient to spend more time at
the beginning of the project establishing the scope of the work and evaluating the
degree of complexity that the implementation of new subsystems will add to the
already functional software.
Regarding those requirements established beforehand, it is important to re-
call the fact that the strength of the final design of the SW Suite interface lies on
their easy-to-handle interface that facilitates in a great extent the trade off process
among the subsystems. The software tool has proven to be able to deal with a
wide range of missions, therefore fulfilling two of the initial requirements: high
level of flexibility and great versatility. The weakest point has been demonstrated
to be the level of accuracy of the results, which is detrimental for the reliability
required for this type of software missions. The reason for that may be found
on the fact that the software tool has been driven mainly by the easy-to-handle
requirement, looking forward to guarantee the speed and the efficiency required
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for this type of software.
Consequently, the improvement of the models accuracy constitutes one of the
most relevant working lines for the future.
Regarding the project stages, it is important to valuate positively the time
spent on gathering information, which became extremely useful during the re-
assessment of the project approach to determine if the new element relevancy
deserved the time required to implement it.
On the other hand, the process to validate the software tool was not per-
formed in the desired extent. As explained during the validation chapter, the lack
of information available to model a space mission prevent from executing the vali-
dation process as it was intended; forcing instead to come up with a new method
to obtain the results. As it can be inferred, the validation process requires an ex-
haustive search and data collection beforehand, hence having the engineering data
required to perform the analysis properly.
In summary, the work behind the thesis project has culminated in the devel-
opment of an excellent SW Suite, whose implementation on the space industry
market is a feasible possibility, expecting to save a significant amount of company
resources. The attached report collects as well all the knowledge achieved during
the project development.
8.2 future improvements
In spite of the great effort made developing the software and the successful
of the suite environment, there are still numerous fields where the SW Suite could
be improved. Therefore the following lines depict the upgrading plan to be ac-
complished in the future. Most of these modifications are related with software
limitations mentioned throughout the chapters.
I The most significant enhancement in the SW Suite can be performed in the
Structure design window. By implementing a simple 2D or 3D allocation
method, that model each component as simple geometrical objects, it would
be possible to obtain an estimation of the dimensions of the satellite. Based
on this estimation, it would be possible to model the satellite orientation, es-
timate the area pointing toward the Sun, the Earth, etc; the center of mass,
the moments of inertia and any other relevant parameters. Doing so, the sub-
systems that provide the worst interfaces and the less accurate results will be
greatly improved, as described below.
II The ADCS design window offers a wide margin for improvement. Firstly,
instead of providing standard sensors and actuators it would be more attrac-
tive to be able to size each component according to the mission. Secondly, if
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the structural design window is implemented with the 3D location method
described above, the accuracy of the magnitudes of the torques would be im-
proved and it would be possible to analyze the dynamic problem in each axis.
III Similar to the ADCS case, the thermal subsystem design would be greatly
improved with the new structural design window. It would be possible to
locate the thermal control components in the most critical areas and therefore
accomplish a much accurate design.
IV One of the most interesting enhancements is the implementation of an orbit
perturbation design window. In this new window, the user may be able to
model the effect of all the possible external forces that may disturb the nomi-
nal orbit. Based on this estimations the user will be able to size the propulsion
system accordingly to the maneuvers required to maintain the orbit.
V Incorporate an specific propulsion system design window where the user can
model mission maneuvers (reorientation, orbit change,. . . ) and develop fully
detailed budget of the mass propellant, including not only those maneuvers,
but also the transfer impulse from the parking orbit, the orbit maintenance
propellant (estimated in the Orbit Perturbation design window) and add extra
propellant to cope with eventualities. Additionally the design window may
allow modeling a generic propulsion system, introducing the engine mass and
the total impulse achieved. The design window may be provided with the
possibility to model low-impulse maneuvers performed with non-chemical
thrusters.
VI Incorporate an analysis of the eclipse evolution throughout the year, providing
a visual graphic of the beta angle variation and allowing the user to select the
duration of the eclipse.
VII Regarding the power subsystem there are two main improvements to be in-
corporated. Firstly, it will be possible to complete the design window by
including the possibility to select other type of power sources (nuclear, fuel
cells, etc). Secondly, the power subsystem could be modeled with the option
of fixing the size of the power sources and thus obtaining the total power
available. This option would be extremely useful to control the maximum
mass of the power subsystem. VIII. The communication subsystem will be
improved by allowing the user to select the type of antenna and determine
their parameters.
These are the most relevant modifications to be accomplished in a future soft-
ware version. Notice that the enhancements provided are not ordered considering
their relevance, since their implementation would depend mainly on the future
interests and the space mission fields intended to be improved.
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-End of the thesis-
The software developed throughout the thesis can be found in the CD attached to
the back cover of the printed edition. It will be also available in the Uc3m Library
webpage by searching the title or the author in the e-Archivo:
http://e-archivo.uc3m.es/handle/10016/15439
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