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Abstract
Small spacecrafts requiring small propulsion systems are becoming more popular for
low Earth orbit. It is important for these research satellites to have accurate guidance
and control systems. Small propulsion systems will also be beneficial for multiple
small spacecrafts used future exploration expeditions beyond low Earth orbit. These
small spacecrafts benefit from the simplicity of low thrust cold gas propulsion systems.
Additionally, large spacecrafts using low thrust, high specific impulse propellants for
main propulsion systems, such as ion engines, allow longer and more flexible missions,
including Earth orbiting spacecraft and interplanetary spacecraft.
In order to extent the life of future planetary exploration missions, it becomes nec-
essary to use In-Situ Resource Utilization (ISRU) to be able to extract resources such
as water, oxygen, propellants, and building materials from the local target environ-
ment. Small free flying vehicles can be used for quickly surveying planetary surfaces
in order to search for potential resource locations. These surveying vehicles can also
use such extracted propellants if their propulsion system is designed for it. Cold
gas propulsion provides a flexible system to use locally extracted or manufactured
propellants.
This dissertation investigates nonlinear feedback control techniques for spacecraft
with low thrust, cold gas thrust, and spacecraft with cold gas thrust. A model for
a cold gas propulsion system is developed for designing control systems for multiple
types cold gas thrusters. The model is also used for testing control algorithms in
simulation. The cold gas model is validated from a cold gas propulsion hardware
testing, and a control law is tested on hardware.
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Chapter 1
Introduction
1.1 Motivation
Small spacecrafts with small propulsion systems, such as cold gas propulsion, and
large spacecrafts using more efficient electric propulsion, are becoming more popular.
These systems are replacing the traditional large thrust chemical propulsion systems
for spacecraft once they have reached orbit. This work investigates control systems
for such spacecraft with small thrust.
Cold gas propulsion is a relatively low-cost, low mass, and simple propulsion sys-
tem that can be run with many kinds of benign propellants at low power consumption
levels. Such a method of propulsion is a space proven technology that has been in use
since the 1960’s (Mueller, Hofer, & Ziemer, 2010). Cold gas propulsion has worked
well for attitude control systems because of its low thrust and high response times.
A cold gas propulsion system is well suited to provide the required thrust for a
small surveyor spacecraft operated near an asteroid or planetary surface. The cold
1
1.1. MOTIVATION
gas propellant can be obtained in-situ from local surface or atmospheric constituents.
As spacecrafts become smaller, cheaper and more numerous, cold gas propulsion
is a simple option for main propulsion. CubeSats for example, are popular low-cost
spacecrafts used for low-Earth orbit (LEO) missions. For CubeSats, cold gas propul-
sion offers low mass, low energy and benign propellants, giving the spacecrafts accu-
rate orbital and attitude control. Cold gas microthrusters have been in development
for such small sized spacecraft as seen in (Louwerse, 2009; Kvell et al., 2014).
For missions beyond LEO, small free-flying vehicles may be used for surveying
planetary surfaces. In order to extend the life of future planetary exploration missions,
it becomes necessary to use In-Situ Resource Utilization (ISRU). ISRU technology
is currently in development for human and robotic missions to the Moon, Mars,
and near-Earth asteroids, to be able to extract resources such as water, oxygen,
propellants, and building materials from the local target environment. This not only
saves cost from launch mass, but makes exploration missions more flexible and can
prolong a mission’s life indefinitely (G. Sanders, Larson, Sacksteder, & Mclemore,
2008; Sridhar, Finn, & Kliss, 2000; G. B. Sanders & Larson, 2013).
For a small spacecraft operating in a low gravity environment, a cold gas propul-
sion system can be used as the main propulsion system for translation and attitude
control despite its relatively low thrust. Using only the gas pressure as the stored po-
tential energy, cold gas propulsion expands the types of materials that can be locally
collected as propellant. Because cold gas propellant can be collected locally, the low
specific impulse of cold gas propulsion does not have to be a limiting factor for the
lifetime of a mission (Kitchen-McKinley, Drakunov, Mueller, & DuPuis, 2016).
Electric propulsion for spacecraft has been considered for as long as chemical
2
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rockets, but rocket engineering was refined much earlier because it was needed for
launch vehicles, and the low thrust of an ion engine makes it only useful for spacecraft
in orbit as on-board propulsion. As ion thruster technology improved, they started
being used for attitude control and orbit boosting, especially in situations where
smooth continuous thrust is preferred. Ion engines continue to be developed for Earth
orbit, but are additionally being developed for use as primary propulsion systems for
deep space missions. This is possible because ion engines have now been proven to
be able to operate continuously for long periods of time in deep space. Their high
efficiency and low propellant throughput allow more ambitious and complex missions
to be designed, and allow for more flexibility in long term missions.
The low continuous thrust of an ion engine requires a departure from impulse-
based orbital mechanics. Novel control laws are therefore needed for low continuous
thrust spacecraft. This system can be categorized into a class of systems that have
small control input.
1.2 Outline of the Dissertation
This dissertation focuses on control problems for spacecraft with small thrust, and is
organized as follows. Chapter 1 gives the motivation and background for spacecraft
with small thrust input. Chapter 2 gives an introduction to the various mathematical
and control methods that are used to solve the control problems. Chapter 3 focuses
on feedback control for spacecraft with small continuous thrust. This motivation
is for spacecraft with electric propulsion. Chapters 4 through 7 focus on control
techniques for cold gas propulsion systems. This motivation is for small spacecrafts,
3
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such as CubeSats, or planetary surveying spacecrafts, that require compact, simplified
propulsion systems, with propellants that can more easily be extracted from the local
environment. Chapter 4 provides the fluid model for a cold gas propulsion system to
be used for Chapters 5 through 7. Chapter 5 gives the design, testing and control of
the cold gas propulsion system to be used on a small surveying spacecraft operated
near an asteroid surface. This system was built and tested on hardware at NASA
KSC. Chapter 6 gives the design of a feedback controller for a cold gas propulsion
system with multiple thruster actuation types for small surveying spacecraft to be
operated in a gravity field. Multiple controllers and observers are tested in simulation.
Chapter 7 gives the design of a time optimal, feedback, control of a small spacecraft
with a simplified cold gas propulsion system, where the thrust force is dependent on
the pressure.
1.3 Applications
1.3.1 Cold Gas Propulsion
The primary components of a cold gas propulsion system include a high pressure
propellant storage vessel, a regulator to down-step and control pressure, solenoid
valves for fast on/off switching, and thrusters to accelerate gas flow (Makled, AL-
Sanabawy, & Bakr, 2009; Anis, 2012; Furumo, 2013).
A cold gas fluid model is useful for feedback control design and numerical simula-
tion. The cold gas fluid model is developed as a series of control volumes connected
by orifices. The flow is considered to be isentropic and adiabatic. The cold gas sys-
tem is represented by first order ordinary differential equations of pressure and mass
4
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flow. The thrust characteristics are obtained using the rocket thrust equations. Such
equations can be derived from the conservation and energy, conservation of momen-
tum, and the conservation of mass laws. The following equations represent the main
governing equations for a cold gas fluid model.
P˙i =
RsTi
Vi
(∑
m˙in −
∑
m˙out
)
(1.1)
m˙ = CdAPu
√√√√ 2γ
RsTu(γ − 1)
[(
Pd
Pu
) 2
γ
−
(
Pd
Pu
) γ+1
γ
]
(1.2)
Ae
At
=
1
Me
√(
2
γ + 1
)(
1 +
γ − 1
2
Me
2
) γ+1
γ−1
(1.3)
Pe
Pc
=
(
1 +
γ − 1
2
Me
2
)− γ
γ−1
(1.4)
Te
Tc
=
(
1 +
γ − 1
2
Me
2
)−1
(1.5)
ve = Me
√
γRTe (1.6)
m˙ = AtPc
√
γ
RTc
(
2
γ + 1
) γ+1
γ−1
(1.7)
F = m˙ve + (Pe − Pa)Ae (1.8)
where P is pressure, V is volume, m is mass, T is temperature, Rs is the specific gas
constant, γ is the ratio of specific heats, M is the Mach number, and v is the velocity,
of the gas. The subscript i represents the index for each volume, subscripts u and
d represent the upstream and downstream conditions, respectively, and subscript c,
5
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t, and e represent the chamber, throat, and exit conditions, respectively. A is the
cross-sectional area of the orifice, Cd is the coefficient of discharge,  =
Ae
At
is the cross
section area expansion ratio, Pa is the ambient pressure, and F is the thrust force.
These equations are presented in more detail in Chapter 4.
For constant thrust systems, previous control methods have focused on thrust
control using gas flow control, such as in (Kvell et al., 2014), or pulse modulation of
the solenoid valve, such as in (Kienitz & Bals, 2005). The constant thrust also allows
classical optimal control analysis, (Kirk, 2004) for spacecraft motion.
However, the simplest configuration for a cold gas system may be a control valve
and thruster nozzle attached directly to a pressure tank. This further reduces the
complexity of the propulsion system, but also reduces the controllability.
Small Sats
Figure 1.1 shows an example of a cubeSat. Figure 1.2 shows a commercial off the
shelf (COTS) microthrust cold gas propulsion system designed for CubeSats.
Figure 1.1: 1U CUBESAT (DARPA, 2008).
6
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(a) (b)
Figure 1.2: Cold gas micro propulsion system for 3U CUBESAT. R134a propellant.
Eight 25 mN thrusters. (VACCO, 2014).
1.3.2 Electric Propulsion
Electric propulsion is a general title that can be given to any engine that produces
thrust from electrical energy. The fundamental process for thrusters is based on
using electrical power to create an electric field that accelerates charged particles
away from the spacecraft. This exhaust velocity determines the thrust of the engine.
These thrusters are often rated by power, as power determines the strength of the
electric field, and therefore the exhaust velocity of the propellant.
Electric propulsion has been studied for decades resulting in many different types
of engines. Some examples are ion thrusters, Hall thrusters and plasma thrusters. In
practice they are commonly powered by solar arrays on the spacecraft, and use an
inert noble gas, such as xenon, as the propellant. The xenon gas is ionized so that
it can be accelerated by the electric field and becomes the mass loss that results in
thrust. This more direct method provides a high exhaust velocity for each ion, and
is therefore more efficient with a much higher specific impulse than chemical rockets.
However, the propellant throughput is very slow, which results in a very low thrust,
but a mission is capable of carrying enough propellant so the engine can be operated
7
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over a very long period of time.
Hall Thruster
The Hall thruster uses a neutral propellant that is ionized primarily through collisions
with electrons. These electrons are held in a Hall current produced by radial magnetic
field and an axial electric field. A coaxial magnetic coil configuration produces the
inward radial magnetic field. An internal anode coupled with an external cathode
produces the outward axial electric field. This electric field is the direct source for
accelerating the ions away from the spacecraft and therefore creating a thrust. The
cathode also provides an external source of electrons to neutralize the ions once they
have left the spacecraft (Choueiri, 2001).
Governing Equations
A fluid model of the plasma flow in a Hall thruster can be used for feedback control
design and numerical simulation. The time-dependent one-dimensional fluid model
of the plasma flow in a Hall thruster is described by the following first order partial
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differential equations,
∂N
∂t
+ V
∂N
∂x
= −βNn+ νiwn (1.9)
∂n
∂t
+
∂
∂x
(nvi) = βNn− νiwn (1.10)
∂n
∂t
+ V
∂
∂x
(nvex) = βNn− νiwn (1.11)
∂
∂t
(nmivi) +
∂
∂x
(nmiv
2
i ) = neE + βNnMV − νiwnmivi (1.12)
eE = − 1
n
∂
∂x
(nTe)− νemevex − ωcemeveθ (1.13)
∂
∂t
(nveθ) +
∂
∂x
(nvexveθ) = ωcenvex − νenveθ (1.14)
∂
∂t
[
3
2
nTe +
1
2
nme(v
2
ex + v
2
eθ)
]
+
∂
∂x
[
5
2
nvexTe +
1
2
nvexme(v
2
ex + v
2
eθ)
]
= −βNnγii − νewnw − nvexeE . (1.15)
where n is the electron and single charge ion density, N is the neutral density, V
is the axial velocity of the neutrals, β is the ionization rate, νiw is the collision
frequency of the ions impacting the walls, E is the axial electric field, ωce is the
electron cyclotron frequency, vi is the ion axial velocity, vex and veθ are the axial and
azimuthal electron velocities, respectively, Te is the electron temperature and γii is
the effective ionization cost (Barral, Miedzik, & Ahedo, 2008).
Electric Propulsion for Spacecraft
The low thrust of ion engines makes them only useful for spacecraft as on-board
propulsion after the launch phase of a mission. They have therefore often been used
to make slow attitude corrections, orbit boosting, and station keeping maneuvers, on
spacecraft in Earth orbit.
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Recently ion engines have been implemented as primary propulsion for long dura-
tion missions. There have been three missions so far; Deep Space 1, Hayabusa, and
Dawn. Electric propulsion is proving to be an asset for complex deep space explo-
ration (Polk, Kakuda, Anderson, & Brophy, 1999; Komurasaki & Kuninaka, 2007;
J. Brophy, Ganapathi, Garner, & Gates, 2004).
Such complex deep space missions are possible because of the high efficiency and
high specific impulse of the ion engine, which allow for enough on-board fuel to provide
a large total delta-v for complex deep space missions. This provides an advantage over
chemical rockets. The lower thrust can also be an advantage when smooth continuous
thrust is desired.
Missions
The NASA Deep Space 1 (DS1) was the first interplanetary mission to use an electric
propulsion engine in deep space and as the on-board primary propulsion. The mission
was used to validate several high risk technologies including the solar electric propul-
sion (SEP) system. It was a 30 cm diameter, 2.3 kW ion thruster using xenon as
the propellant. The ion propulsion system (IPS) was used for deterministic thrusting
and trajectory correction maneuvers. Launched in 1998, DS1 successfully encoun-
tered the asteroid Braille in 1999 and the comet Borrelly in 2001. The IPS used 73
kg of xenon propellant and operated for a total of 16,265 hours (Polk et al., 1999;
Rayman, Varghese, Lehman, & Livesay, 2000; Sengupta et al., 2009; J. R. Brophy,
2002).
The ESA SMART-1 (Small Mission for Advanced Research in Technology) was a
lunar probe launched in 2003 to validate the PPS-1350 Hall thruster as its on-board,
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primary propulsion system. It used 75 kg of xenon propellant, with a maximum of
1.5 kW, and operated for for a total of 4600 hours providing a delta-v of 3.5 km/s
(Koppel, Marchandise, Prioul, Estublier, & Darnon, 2005; Darnon, Arrat, D’Escrivan,
Chesta, & Pillet, 2007; Cornu, Marchandise, Darnon, & Estublier, 2007).
The JAXA Hayabusa was the first asteroid sample return mission. It used a
cathode-less electron cyclotron resonance ion engine with 1.1 kW of power. The two
engines were operated for a total of 40,000 hours providing a delta-v of 2.1 km/s.
It was launched in 2003, encountered the asteroid Itokawa in 2005, and returned to
Earth in 2010. It is also worth noting that when the reaction wheels and thrusters
failed, the ion propulsion systems was used for attitude control and main propulsion,
which saved the mission (Komurasaki & Kuninaka, 2007).
Dawn is currently in cruise transfer to Ceres after completing all objectives at
Vesta. Dawn uses three of the ion thrusters based on the DS1 IPS. With 450 kg
of xenon, it will provide a total delta-v of 11 km/s operated over a 10 year period.
This delta-v will provide the necessary energy (along with a Mars gravity assist)
for Dawn to become the first spacecraft to go into orbit around one body and then
leave that body to orbit around another. This will make it the first to orbit two
extraterrestrial bodies as well as the first mission to orbit a main-belt asteroid. It is
also the first NASA science mission to use ion propulsion for primary propulsion. The
mission involves a heliocentric orbital transfer to Vesta, orbit capture at Vesta, orbital
transfer at Vesta for three altitudes, departure and escape from Vesta, heliocentric
orbital transfer to Ceres, orbit capture at Ceres, and orbital transfer to low orbit at
Ceres. This is the largest delta-v ever provided by an on-board propulsion system
(Garner & Rayman, 2010; J. Brophy, Marcucci, Ganapathi, Gates, & Garner, 2005;
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J. Brophy et al., 2004).
These successful uses of electric propulsion have caused an increased interest for
replacing chemical rockets as the primary propulsion system on future deep space
missions. NASA is currently designing a mission to redirect a relatively small near-
Earth asteroid (7-10 meter diameter, 500 tons) by sending a spacecraft to capture and
transfer the object to a lunar orbit, where it can be studied by astronauts. The mission
calls for a xenon solar electric propulsion system because of the high delta-v required.
This mission was announced in 2013 for the early 2020s (Stich, 2013). This Asteroid
Capture and Redirect mission is part of a larger Asteroid Initiative headed by NASA
for the purpose of identifying near-Earth objects (NEOs) that could potentially cause
significant damage to Earth’s human population and prepare possible missions that
could be used to avoid these asteroid encounters.
Some contactless asteroid deflection missions have been investigated as they would
be advantageous for use on long period deflection of subkilometer asteroids. Two such
missions are the gravity tow mission (Lu & Love, 2005) and an ion beam shepherd
mission (Bombardelli & Pela´ez, 2011a).
In order to gravitationally tow an asteroid slowly into a new orbit using the mass
of a nearby spacecraft, the high specific impulse of the ion engine may be useful for
the high delta-v required, but additionally, the low thrust aspect is necessary so that
the thrust is only marginally greater the the gravitational force. The force must be
applied continuously for a long period of time. A 20 ton spacecraft could deflect a
200 m diameter asteroid within a year with a 20 year lead. It requires continuous
control to hover at the desired altitude from the asteroid (Lu & Love, 2005).
Another mission investigated involves slowly deflecting an asteroid by pushing
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on it with a high collimated high velocity ion beam produced by an on-board ion
thruster. This method is called the ion beam shepherd (IBS) and could transmit
momentum similar to attaching an ion engine to the asteroid (Bombardelli & Pela´ez,
2011a). This technique has also been investigated as a method for space debris
removal in Earth orbit (Bombardelli & Pela´ez, 2011b). Both of these methods are
contactless deflection involving low continuous thrust scenarios. This is advantageous
for subkilometer asteroids made of loosely bound rock, irregularly shaped, and can
be used independent of asteroid spin.
Another proposed sample return mission of a near-Earth asteroid is the joint
ESA/JAXA MARCO POLO mission which would use a cathode-less microwave dis-
charge ion engine with a possible launch date in the late 2010s. The engine is based
on the Hayabusa engine (Barucci et al., 2008).
NASA is also continuing development of more powerful engines such as VASIMR
(Variable Specific Impulse Magnetoplasma Rocket) which will be one hundred times
more powerful than current ion thrusters, and even more powerful engines are being
called for.
One draw back to ion propulsion is the low thrust and long time period missions
coupled with the difficulties of deep space communication. These missions will require
autonomous navigation and control for spacecraft with low continuous propulsion.
Disturbances
These models are derived based small perturbations of the general central force mod-
els, where the small perturbation is the known constant acceleration of the low thrust
engine. It would useful to include other possible perturbations such us disturbances.
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One possible disturbances is the force due to the solar wind. This is the type of
disturbance that could be modeled as the an unknown bounded disturbance. That
is, the exact value of the solar wind at a given location is not known, but a maximum
may be known based on solar wind knowledge.
Another possible disturbance are spacecraft oscillations that may occur due to
nonrigid body dynamics. This is common with solar arrays. This can be modeled as
a known disturbance if the dynamics are known for a particular spacecraft.
It is important to consider these disturbances when designing a control algorithm,
especially if the disturbance forces are near the same order of magnitude as the thrust
force, as may be the case with these low thrust engines. Robust and adaptive control
law algorithms can be developed to overcome these disturbances. It is also possible
to design observers to estimate the disturbances.
There is also always system noise and uncertainty in model parameters. In general
a system with a disturbance, d, can be added to a system model as
x˙ = f(t,x) +
m∑
k=1
gk(t,x)uk + d(t,x) (1.16)
where x = [x1, . . . , xn]
T ∈ Rn, f(x) is the drift vector field, gk are the control vector
fields, uk are the control inputs, and m is the number of control inputs.
1.4 Problem Statement
This work is devoted to the study of small thrust propulsion systems in regard to
their modeling, and to the design of feedback control algorithms that are robust with
respect to disturbance. Also some optimal control related issues are considered.
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As spacecrafts become smaller, cheaper and more numerous, cold gas propulsion
is a simple option for main propulsion and attitude control. A cold gas propulsion
system is well suited to provide the required thrust for a small surveyor spacecraft
operated near an asteroid or planetary surface with the additional bonus of obtaining
propellant in-situ from the local environment. Previous thrust control has been based
on feed forward and linear feed back techniques. Previous spacecraft control with cold
gas thrusters assume constant or throttleable thrust.
Deep space exploration using electric propulsion presents a problem of a system
that uses long periods of low, continuous thrust that require autonomous guidance
and navigation control. A chemical rocket produces a high thrust for a short amount
of time. These maneuvers are therefore treated as an instantaneous delta-v that
transfers the spacecraft from one Keplerian orbit to another. The nature of the
continuous thrust requires non-Keplerian orbital models to correctly control orbital
transfer maneuvers. The control techniques developed in general for systems with
a small control input could be applied to spacecraft with electric propulsion. These
techniques could be very different than current control methods for missions using
chemical propulsion.
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Chapter 2
Mathematical and Control
Methods
The dynamical systems to be studied in this dissertation are generally defined in this
section. A scalar function is defined as a map from a vector of state values, x ∈ Rn,
to a scalar value, f ∈ R, denoted as f(x) : Rn → R. A vector function, is defined as
a map from a vector of state values, x ∈ Rn, to a vector of values, f ∈ Rn, denoted as
f(x) : Rn → Rn. The vector function can be denoted as vector of scalar functions as
f(x) = [f1(x) f2(x) . . . fn(x)]
T .
The most general autonomous system is a finite number of coupled first-order ordinary
differential equations
x˙ = f(t,x,u) (2.1)
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where x ∈ Rn is the state vector, u ∈ Rm is the input vector, and t is time. A
subclass of nonlinear systems that is commonly studied is called control affine. Such
systems can be defined when the control input is linear and the system can therefore
be written as
x˙(t) = f(x(t)) + g(x(t))u(t) (2.2)
where f(x) is the drift vector field, g(x) is the control vector field, and where both
vector fields are infinitely smooth. A general block diagram of a feedback control for
such a system is shown in Figure 2.1. The state output is
y = h(x) (2.3)
where y ∈ Rp. To recover the system state for feedback control, an observer can be
designed in the form
˙ˆx = fˆ(xˆ,u) + Λ(y − h(xˆ)) (2.4)
where the estimated state xˆ is driven to the actual state and where Λ is a function
of the estimate error. A feedback controller is designed to drive the system state to
the desired state, x∗.
2.1 Linear Control
The simplest form of a state feedback controller is a linear controller. A linear con-
troller is the first choice for a linear system or a nonlinear system that can reasonably
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System
Observer
Control Law
Output
Desired
Disturbances
Measured
Estimated
Control
States
State
States
States
Input
Figure 2.1: General block diagram for a control system.
be linearized. A linear time-invariant system as described in state space is
x˙ = Ax (2.5)
where x ∈ Rn is the state vector and A ∈ Rn×n is a constant matrix. A linear time-
invariant system with a control input vector, u ∈ Rm, and a measured output state
vector y ∈ Rp is written as
x˙ = Ax + Bu (2.6)
y = Cx (2.7)
where B ∈ Rn×m and C ∈ Rp×n are constant matrices. A linear observer drives the
estimated state to the actual state and is written in the form
˙ˆx = Axˆ + Bu + L(y −Cxˆ) (2.8)
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where L ∈ Rn×p is a constant observer gain. A full state linear feedback control drives
the state error x¯ = xˆ− x∗ to zero by defining the proportional control law as
u = −Kx¯ (2.9)
where K ∈ Rm×n is a constant proportinal gain (Wie, 2008). For control of systems
with limited control, the small gains theory attempts to chose a control gain K such
that the magnitude of the control input, ‖u‖, is as small as possible. These linear
control methods have a limited application in the small thrust problems that are
presented in this work. Therefore nonlinear control methods are investigated.
2.2 Small Control Property
One possible technique for constructing a control law is to use the method for con-
structing Lyapunov functions for affine and homogeneous systems that satisfy the
“Jurdjevic-Quinn” conditions (Faubourg & Pomet, 2000). This technique was inves-
tigated in (Kellett & Praly, 2004) and (Gurfil, 2007). This involves the nonlinear
control system of the form
x˙ = f(x) +
m∑
k=1
gkuk (2.10)
where x = [x1, . . . , xn]
T ∈ Rn, f(x) is the drift vector field, gk are the control vector
fields, uk are the control inputs, and m is the number of control inputs. If gk ∈ C∞
∀k = 1, . . . ,m, the system (2.10) is affine.
Feedback control algorithms can be designed by developing a Lyapunov function
V (x) that has the properties of being positive definite and where V˙ (x) is negative
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semi-definite. For small control, the Lyapunov function should also satisfy
Lf0V (x) +
m∑
k=1
ukLf0V (x) < 0 (2.11)
where L is the Lie or direction derivative. Then the small control property is satisfied
as
‖x‖ < δ =⇒ ∃u
 ‖u‖ < Lf0V (x) +∑mk=1 ukLf0V (x) < 0 (2.12)
for  > 0, and δ > 0 (Faubourg & Pomet, 2000).
The controllability, stabilizability and accessibility of the general nonlinear control
system is extensively discussed in (Jurdjevic & Quinn, 1978) through the use of the
Lie algebra that is generated by the vector fields of the system. The controllability,
stabilizability and accessibility is shown for different classes of systems.
The stabilizability of the general nonlinear control system was also discussed in
(Artstein, 1983) based on the class of Lyapunov functions. It was shown that there
exists a closed loop continuous feedback stabilizer if a smooth Lyapunov function
exists, but additional conditions on the Lyapunov function are necessary for the the
controller to be continuous at the origin. The difference between relaxed controls and
ordinary controls is also discussed (Artstein, 1983).
Using the results from (Artstein, 1983), it was then shown in (Sontag, 1989) that
a stabilizing feedback control would be continuous at the origin if it satisfied the small
control property, see theorem 2.1. The small control property is also formalized along
with a universal formula to construct a continuous feedback stabilizer based on the
Lie derivatives of a control Lyapunov function.
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Theorem 2.1. (small control property) For every given  > 0 there exists a δ > 0
such that for some x 6= 0 that satisfies ||x|| < δ, there exists a ||u|| <  such that
LfV (x) +
m∑
k=1
ukLgkV (x) < 0 (2.13)
where V (x) is a smooth, proper, and positive definite function known as a control
Lyapunov function. It was also shown that if the control Lyapunov function satisfied
the small control property for an affine control system, then the continuous and
asymptotically stabilizing feedback can be constructed as
uk = −a+
√
a2 + (
∑m
i=1 b
2
i )
2∑m
i=1 b
2
i
bk (2.14)
where a = LfV (x) and bk = LgkV (x). The small control property is given for
the general nonlinear system. In other words, if the system, with such Lyapunov
functions, is within a finite distance from the origin, an arbitrarily small control can
be used to drive the system to the origin.
In (Faubourg & Pomet, 2000) this work is furthered by introducing methods to
construct such control Lyapunov functions, specifically affine, homogenous, nonlinear
systems with Jurdjevic-Quinn conditions. This can work for stabilization of a system
with small control, but not necessarily control of a system with small control input.
2.3 Optimal Control
Small control analysis can benefit from optimal control theory because of the inherent
control input constraint. This section outlines the classical approach to derive a time
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optimal feedback control for a time invariant linear system. This is to contrast the
time optimal feedback controller derived for the system in Chapter 7. Consider a
linear, stationary system of order n and having m controls as
x˙ = Ax + Bu . (2.15)
The following theorems can be to applied to such a system from Pontryagin’s mini-
mum principle for minimum time problems.
Theorem 2.2 (Existence). If all of the eigenvalues of A have nonpositive real parts,
then an optimal control exists that transfers any initial state x0 to the origin.
Theorem 2.3 (Uniqueness). If an extremal control exists, then it is unique.
Theorem 2.4 (Number of switchings). If the eigenvalues of A are all real, and a
(unique) time-optimal control exists, then each control component can switch at most
(n− 1) times.
For the system
x˙1 = x2
x˙2 = u
(2.16)
with control |u| ≤ 1, the minimum time optimal control can be derived from the
following method. The Hamiltonian of the system is
H = 1 + p1x2 + p2u (2.17)
where pi are the Lagrange multipliers or costates. The minimum principle indicates
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that the optimal control u∗ must satisfy
p∗2u
∗ ≤ p∗2u (2.18)
and the optimal control is
u∗(p∗2) =
 −1 for p
∗
2 > 0
+1 for p∗2 < 0
 = −sgn(p∗2) . (2.19)
From the Hamiltonian the costate solution can be found as
p∗1(t) = c1
p∗2(t) = −c1t+ c2 .
(2.20)
Since p∗(t), and therefore u∗(t) can only change signs at most once, the optimal
control from some initial state must be
u∗(t) =

+1 for all t ∈ [t0, t∗] or
−1 for all t ∈ [t0, t∗] or
+1 for all t ∈ [t0, t1) and − 1 for all t ∈ [t1, t∗] or
−1 for all t ∈ [t0, t1) and + 1 for all t ∈ [t1, t∗] .
(2.21)
The segments of the optimal trajectories can be found by integrating the state equa-
tions with u = ±1 as
x2 = ±t+ c3
x1 = ±12t2 + c3t+ c4 .
(2.22)
Time can be eliminated from these parametric equations to find parabolic trajectories
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in state space as
x1 =
1
2
x22 + c5 for u = +1
x1 = −12x22 + c6 for u = −1 .
(2.23)
From these a switching function can be defined as
s(x) = x1 +
1
2
x2|x2| = 0 (2.24)
and so
u∗(x) =

−1 for s(x) > 0
+1 for s(x) < 0
−1 for s(x) = 0 and x2 > 0
+1 for s(x) = 0 and x2 < 0
0 x = 0
(2.25)
Thus a time optimal state feedback control law is derived (Kirk, 2004).
2.4 Variable Structure Control
Variable structure control and its subset, sliding mode control, are used for nonlinear
feedback control design in conjunction with optimal control design. This section will
describe the background of variable structure control (VSC).
To begin a Variable Structure System (VSS) is a system that changes its structure
depending on its own state, as shown in Figure 2.2. For example, there exist N
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VSS
Output
State
Input
Figure 2.2: Block diagram of a Variable Structure System.
Switching
Algorithm
System 1
System 2
System N
x1
x2
xN
Figure 2.3: Block Diagram of a Variable Structure System with switching algorithm.
structures for a system described as
x˙1 = f1(t, x1) , x1 ∈ Rn1
...
...
x˙N = fN(t, xN) , xN ∈ RnN
(2.26)
with a switching algorithm defined as
k = gm(t, xm) . (2.27)
This is shown in Figure 2.3.
Variable structure control is a type of discontinuous nonlinear control. This
method applies state feedback, discontinuous switching, between multiple, contin-
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uous control laws. Consider a continuous system
x˙ = f(t, x, u) (2.28)
where there exists several continuous controllers, u1(t, x), ..., uN(t, x). A block di-
agram is shown in Figure 2.4. The control structure may switch between control
System
Output
State
Input
Switching
Law
Control 1
Control 2
Control N
Figure 2.4: Schematic block diagram of variable structure control.
laws at very high frequency. Such discontinuous control laws were first introduced
by (Fu¨gge-Lotz, 1953) and first described by (Emelyanov, 1967). Further investiga-
tion into the effects of variable structure control were done by (Filippov, 1988). To
illustrate the benefits of VSC, consider an example system, x¨ = u, where the control
input, u is defined by two continuous controllers, u1 = −α21x, and u2 = −α22x, such
that α21 > α
2
2. Control u1 and u2 will each result in the set of state space trajectories
as depicted by the elliptical paths in Figure 2.5 (a) and (b), respectively. Neither
control is asymptotically stable. However, switching between the two controllers with
a properly defined logic such as
u(x) =
 u1 if xx˙ > 0u2 if xx˙ < 0 (2.29)
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will result in asymptotic stability as depicted in Figure 2.5(c).
Figure 2.5: State space plot of VSC. Asymptotic stability achieved using feedback
control by switching between structure I and II (Utkin, 1977).
2.5 Sliding Mode Control
Sliding mode control is a subset of variable structure control, where the system states
are driven to a switching surface and then the states slide along the surface to the
origin as shown in Figure 2.6. Variable structure control was further developed and
sliding mode was introduced by (Utkin, 1978). Further development of sliding mode
control was done by (Utkin, 1992) and (S. Drakunov, 1992).
A sliding mode controller using a variable structure system is particularly suitable
method for handling nonlinear systems with uncertain dynamics and disturbances.
The main idea of the method is to switch the control in such a way so that the system
from any possible state was forced to reach a certain manifold in the state space, i.e.,
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x1
xn
xk
σ(x) = 0
σ(x) > 0
σ(x) < 0
x˙ = f(x, u+(x))
x˙ = f(x, u−(x))
Figure 2.6: Example trajectory plot of sliding mode control (Kamran, 2016).
to keep some relation between the systems’ internal variables. This relation (manifold)
is chosen in such a way that the system fulfills a desired task under that constraint.
The major advantage of Sliding Mode controllers is an inherent low sensitivity to
parameter variations and disturbances since after the reaching phase the state is
kept very robustly on the manifold in spite of the parameter variations and external
disturbances. For a nonlinear system, given as,
x˙ = f(t, x) +B(t, x)u (2.30)
where x ∈ Rn and u ∈ Rm, the control input u is designed to switch between control
laws based on the region of state space as determined by the switching surface σ. For
example,
ui =
 u
+
i (t, x) , if σi(t, x) > 0
u−i (t, x) , if σi(t, x) < 0 ,
(2.31)
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or written as one equation,
ui =
u+i + u
−
i
2
+
u+i − u−i
2
sgn(σi) = g(t, x) +M(t, x)sgn(σi) . (2.32)
where sgn(·) is the signum function, defined as
sgn(x) =
 +1 , if x > 0−1 , if x < 0 (2.33)
There are two phases in designing sliding mode control. The first involves finding
a sliding surface, σ(t, x) = 0, such that if the system state is confined on this manifold
the system state is stabilized to the desired equilibrium. The second phase involves
finding a control that drives the system state to the sliding manifold from any initial
conditions, such that the conditions for existence of sliding mode are fulfilled.
Beginning with the assumption that the sliding surface is already chosen, it can
be differentiated in the form
σ˙ =
∂σ
∂x
Bu+
∂σ
∂x
f +
∂σ
∂t
. (2.34)
Substituting in the controller ui from (2.32), it becomes
σ˙ =
∂σ
∂x
BMsgn(σ) + F (2.35)
where F =
∂σ
∂x
f +
∂σ
∂t
+
∂σ
∂x
Bg. The matrix M can be chosen as
M = −Γ
(
∂σ
∂x
B
)−1
⇒ σ˙ = −Γsgn(σ) + F (2.36)
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such that σ → 0 in finite time, where ‖F‖ < Γ. Using the Lyapunov function
V (σ) = sgn(σ)Tσ =
∑
|σi|
then
V˙ (σ) = sgn(σ)T σ˙ = −Γn+ sgn(σ)TF < 0
where sgn(σ)T sgn(σ) = n, then σ → 0 as t→∞. There may be other ways to chose
matrix M to guarantee that σ → 0.
The main difficulty in sliding mode control is in choosing the sliding manifold. In
order to achieve the control goal, constrained motion on the sliding manifold should
be stable. As shown in (Utkin, 1977), for systems such as (2.30) the equivalent control
method can be used to obtain the equation of motion in sliding mode. By setting
σ˙ = 0 in (2.34), and finding the corresponding control from
∂σ
∂t
+
∂σ
∂x
f +
∂σ
∂x
Bueq = 0 (2.37)
then the solution is
ueq = −
(
∂σ
∂x
B
)−1(
∂σ
∂t
+
∂σ
∂x
f
)
. (2.38)
By substituting this control into (2.30), the motion becomes
x˙ =
[
I −B
(
∂σ
∂x
B
)−1
∂σ
∂x
]
f −B
(
∂σ
∂x
B
)−1
∂σ
∂t
. (2.39)
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If the control u is bounded, for example, if
‖u‖ ≤ Umax (2.40)
where ‖ · ‖ can be understood in different spaces such as
‖u‖1 = |u1|+ . . .+ |um| (2.41)
‖u‖2 =
√
|u1|2 + . . .+ |um|2 (2.42)
‖u‖∞ = max {|u1|, . . . , |um|} , (2.43)
then a necessary condition for sliding mode to exist is
‖ueq‖ ≤ Umax (2.44)
So ∥∥∥∥∥
(
∂σ
∂x
B
)−1(
∂σ
∂t
+
∂σ
∂x
f
)∥∥∥∥∥ ≤ Umax (2.45)
should be satisfied.
2.6 Hamiltonian Approach
One approach to controlling a system with arbitrarily small control input is to control
the energy of the system. The total energy of a mechanical system can be defined by
the Hamiltonian, H. The standard form of a system in terms of the Hamiltonian is
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defined as
q˙ =
∂H
∂p
p˙ = −∂H
∂q
H = T + V
(2.46)
where q is the position, p is the momentum, T = T (p) is the kinetic energy and
V = V (q) is the potential energy. The total mechanical energy H is a constant of
the motion.
If a mechanical system is perturbed by a small control input u, the Hamiltonian
equations can be written as
q˙ =
∂H
∂p
p˙ = −∂H
∂q
+ Bp(q,p)u .
(2.47)
The control is to slowly drive the system energy H to a desired energy H∗, where
H = H(q,p) and H∗ = H∗(q∗,p∗). The Hamiltonian equations of the desired system
can be written as
q˙∗ =
∂H
∂p
(q∗,p∗)
p˙∗ = −∂H
∂q
(q∗,p∗)
H∗ = H(q∗,p∗)
(2.48)
where the total mechanical energy H∗ is a constant of the motion. Another way
to define the control goal is to design u such that system (2.46) is driven to system
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(2.48). Additionally, the control input is constrained to be an arbitrarily small control
input, |u| ≤ .
The Hamiltonian system can be written in the control affine form of
x˙ = f(x) + B(x)u (2.49)
where x = [q,p]T
Designing such a control begins with the construction of the sliding surface defined
by the energy error as
σ = H(q,p)−H∗ = 0 (2.50)
where H∗ is constant. The time derivative of the sliding surface is
σ˙ =
∂H
∂p
Bpu . (2.51)
The Lyapunov function is chosen as
VL =
1
2
σTσ > 0 . (2.52)
And its derivative is
V˙L = σ
T σ˙ = σT
∂H
∂p
Bpu . (2.53)
To make this negative definite, the control input u is chosen as
u = −ksgn
(
σT
∂H
∂p
Bp
)
. (2.54)
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The Lyapunov function time derivative becomes
V˙L = σ
T ∂H
∂p
Bp
(
−ksgn
(
σT
∂H
∂p
Bp
))
= −k
∣∣∣∣∂H∂p Bp
∣∣∣∣ (2.55)
such that V˙L < 0 for all k > 0. This means the control input can be arbitrarily small
and still drive the system to the desired energy.
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Chapter 3
Propulsion for Orbital Control
Electric propulsion has the advantage of on board fuel efficiency, but because of its
small continuous thrust, it introduces different orbital dynamics requiring new control
methods. This chapter introduces the orbital dynamics and then a feedback controller
is designed for an analogous mechanical system.
There are many control objectives that can be considered for low thrust spacecraft.
Fuel optimal and time optimal control under different conditions of variable and fixed
final positions, velocities and times. These may be useful for rendezvous.
It is often assumed that the low thrust is constant, but the engines have a small
throttle range. The throttle is usually controlled to optimize for peak engine efficiency
which is based on solar array orientation and distance from the Sun. Efficiency is also
affected by the life cycle performance on the engine. Additionally, the spacecraft may
have a range of permissible attitudes based on instrumentation that do not allow for
the desired control thrust vector at that time. The cruise phases may be divided up
into multiple segments that sum to the total desired thrust vector. These problems
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were taken into consideration on the experimental Deep Space 1 (Polk et al., 1999;
Rayman et al., 2000), and SMART-1 missions (Koppel et al., 2005).
3.1 Small Thrust Orbital Control
Most of the previous research involving orbital transfers of spacecraft are done using
feedforward open loop design. For high thrust impulse, open loop control is required.
For low continuous thrust, open loop design is useful for obtaining optimal trajecto-
ries.
There has been some previous work for continuous thrust orbital transfer. Min-
imum time orbital transfer control laws where deveopled using Lagrange multipliers
(Thorne, 1996). A control law was developed to have a spacecraft arrive at a particu-
lar location in its orbit at an earlier time. Methods of optimal control and Lyaponuv
based feedback control were used with a time optimal cost function (Zagaris, 2012).
For a many-revolution orbit transfer, a time optimal control for one orbit was ex-
panded to multiple orbits. It was solved using the two point boundary value problem
(Wiesel & Alfano, 1985). For another multi-revolution optimization problem, the low
thrust trajectory optimization is based on aliasing from information theory. The algo-
rithm generates candidate solutions and obtains optimal feedback closed looped con-
trols without needing to compute costates or covectors and without Hamilton-Jacobi
theory. It boasts fast computation times by solving small chunks along the trajec-
tory (Ross, Gong, & Sekhavat, 2007). The SMART-1 orbital transfer from Earth to
Lunar orbit control problem is considered using sparse nonlinear programming and
discretization of trajectory dynamics while including gravitational perturbations of
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other bodies (Betts & Erb, 2003).
The continuous nature of electric propulsion allows for feedback closed loop control
laws do be developed.
Nonlinear feedback control is considered by (Kellett & Praly, 2004). The control
law is constructed using Lyapunov based methods of backstepping, forwarding, and
a modified form of Jurdjevic-Quinn. The results are designed under the conditions of
coplanar circular orbit transfer with small control input limits. Optimization perfor-
mance was not considered. Nonlinear feedback control was also considered by (Gurfil,
2007). Here, controllability, accessibility, and stability for nonlinear feedback control
of low continuous thrust orbital transfer are investigated. However, the closed loop
time varying dynamic control is left as an open question.
3.2 Orbital Modeling
Historically, orbital mechanics can be modeled based on Kepler’s laws of orbital mo-
tion; an orbiting body follows the path of an ellipse, the speed of the orbiting body
will be determined as it sweeps out equal areas in equal time, and the orbital period
is based on the size of the orbit. The driving force for these motions were shown to
be a central force based Newton’s law of gravitation defined as
Fg =
Gm1m2
r2
rˆ (3.1)
where G is the universal gravitational constant, mi is the mass of each object, and r
is the distance between the two objects. For the two body problem, the equations of
37
3.2. ORBITAL MODELING
relative motion are derived to be
r¨ = − µ
r3
r . (3.2)
This second order differential equation governs the motion of m2 relative to m1, where
µ is the gravitational parameter defined as µ = G(m1 +m2), r is the position vector
of m2 relative to m1, and r = ||r|| is the distance between the two objects. From
this, Kepler’s laws can be derived under the assumptions that if we let m1 = M and
m2 = m, where M is the mass of a large body such as the Sun or a planet, m is
the mass of a spacecraft, and M >> m. Under these conditions (3.2) describes the
orbiting motion of the spacecraft around a large body. Additionally, the gravitational
parameter µ ≈ GM (Curtis, 2005).
This motion is also only true under the conditions that there are only two objects,
and that the force of gravity is the only force. However, orbiting spacecraft expe-
rience gravitational pull from multiple bodies, some of which may be significantly
asymmetrical, and other forces such as atmospheric drag or solar wind. Each of these
forces, as well as any other small disturbances, are modeled as perturbations. The
last force on a spacecraft not available to other orbiting bodies, is the thrust of an
engine that allows the spacecraft to transfer from one orbit to another.
The additional force of thrust is given by the rocket equation
∑
Fext + m˙ve = mr¨ (3.3)
where
∑
Fext are the external forces on the spacecraft, mainly Fg, and the term m˙ve
is the momentum thrust, which comes from m˙, the propellant mass flow rate, and ve,
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the exhaust velocity of the propellant. The linear acceleration of the spacecraft due
to the propulsion system can be described as
A =
T
mo + m˙t
(3.4)
where T is the constant thrust of the propulsion system, and mo is the initial mass
of the spacecraft. This additional acceleration can be added to (3.2) as
r¨ = − µ
r3
r + A . (3.5)
For electric propulsion systems, it may be considered that m˙ = 0, and therefore A
to be constant (Thorne, 1996). There are multiple reference frames to describe this
motion and they are discussed in the following sections.
3.2.1 Inertial Frame
It may be obvious to begin by expressing (3.5) explicitly in Cartesian state space as,
x˙ = vx
y˙ = vy
z˙ = vz
v˙x = − µr3x+ A cos β cosα
v˙y = − µr3y + A cos β sinα
v˙z = − µr3 z + A sin β
(3.6)
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Figure 3.1: Thrust vector measured in body frame (Thorne, 1996).
where r =
√
x2 + y2 + z2, and α and β are the angles of the thrust vector as measured
in the body frame (Figure 3.1) (Thorne, 1996). From this model a feedback control
algorithm could be implemented using control inputs that the trust T would be on
or off, and the direction given by α and β. This control method could be designed
to drive the system from its initial orbit state, r0,v0 to a desired orbit state r
∗,v∗.
This is a simple form but presents problems when solving numerically due to the fast
changing variables, especially over long periods of time.
Given the low thrust, the system can be modeled as a two body problem with
a perturbation. Using a variation of parameters technique, the six classical orbital
elements can be derived in differential form, and have the advantage of changing
slowly in time.
3.2.2 Orbit Elements
Traditionally, orbits are uniquely described by the six classical Keplerian orbital ele-
ments
(a, e, i,Ω, ω, ν),
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where a is the semimajor axis, e is the eccentricity, i is the inclination, Ω is the right
ascension of the ascending node (RAAN), ω is the argument of periapsis, and ν is the
true anomaly. For a stable orbit, each of these elements are constant except for the
true anomaly, which gives the position in the orbit as a function of time. Deriving the
differential form of these elements by a method of perturbation would yield a system
of equations where the low thrust of the engine is that controllable perturbation.
In the local-vertical-local-horizontal (LVLH) frame [ˆir, iˆν , iˆh], the accelerations and
velocity vectors are given as (Zagaris, 2012)
A = arˆir + aν iˆν + ahˆih (3.7)
v = r˙ˆir + rν˙ iˆν . (3.8)
The Lagrange Planetary Equations (LPEs) or Gauss’s Variational Equations in ac-
celeration form derived by (Schaub & Junkins, 2003) and shown in (Zagaris, 2012)
also from (Battin, 1999) are
a˙ = 2a
2
h
(e sin νar +
p
r
aν)
e˙ = 1
h
(p sin νar + ((p+ r) cos ν + re)aν)
i˙ = r cos(ω+ν)
h
ah
Ω˙ = r sin(ω+ν)
h sin i
ah
ω˙ = 1
he
(−p cos νar + (p+ r) sin νaν)− r sin(ω+ν) cos ih sin i ah
ν˙ = h
r2
+ 1
he
(p cos νar − (p+ r) sin νaν)
(3.9)
where h =
√
µp is the specific angular momentum of the orbit, and p = a(1 − e2) is
the semilatus rectum of the orbit. But these are singular for circular orbits (e = 0)
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Figure 3.2: Classical orbital elements and the LVLH body frame (Zagaris, 2012).
and equatorial orbits (i = 0) (Zagaris, 2012).
3.2.3 Other Orbital Elements
The classical elements can be transformed from (a, e, i,Ω, ω, ν) to a new system
(p, ex, ey, hx, hy, L) given by the following equations for transformations (Kellett &
Praly, 2004)
p = a(1− e2)
ex = e cos(ω + Ω)
ey = e sin(ω + Ω)
L = ω + Ω + ν
hx = tan(i/2) cos Ω
hy = tan(i/2) sin Ω
(3.10)
where ex and ey are the x and y components of the eccentricity vector, hx and hy
are the x and y components of the specific angular momentum vector, and L is the
true longitude. The orbital model based on the Gauss equations in the local polar
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coordinate system is given as (Kellett & Praly, 2004)
p˙ = 2kpaν
e˙x = k[Z sin(L)ar + Aaν − eyY ah]
e˙y = k[−Z cos(L)ar +Baν + exY ah]
L˙ =
√
µ
p3
Z2 + kY ah
h˙x =
k
2
X cos(L)ah
h˙y =
k
2
X sin(L)ah
(3.11)
where
k =
√
µ
p3
1
Z
,
Z = 1 + e cos ν ,
A = ex + (1 + Z) cosL ,
B = ey + (1 + Z) sinL ,
X = 1 + h2x + h
2
y ,
Y = hx sinL− hy cosL .
In this form there are no singularities. A feedback control algorithm could be designed
to use the control input A to drive the system from some initial state (p, ex, ey, hx, hy, L)0,
to some final state (p, ex, ey, hx, hy, L)
∗.
3.3 Mechanical System Control
The inverted pendulum is studied as a lower order analogous system to the orbital
model. The pendulum and orbital systems are both examples of a Hamiltonian me-
chanical system. A pendulum, with planar motion and small dissipative forces, is
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Desired
l
m
u = τ θ
Figure 3.3: Inverted Pendulum.
a classically studied nonlinear. A feedback controller is designed for three types of
desired conditions with a small continuous thrust input.
For a pendulum, as defined in Figure 3.3, the potential energy is
V (θ) = mgl(cos θ + 1) (3.12)
and the kinetic energy is
T (θ, θ˙) =
1
2
ml2θ˙2 . (3.13)
The total Energy E = T + V is
E =
1
2
ml2θ˙2 +mgl(cos θ + 1) (3.14)
where m is the mass of the pendulum located at length l, and θ is measured from the
positive vertical. The potential energy is a function of height h = l cos θ + l so that
when the pendulum is in the positive vertical position, θ = 0 and h = 2l, and in the
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negative vertical position, θ = pi,−pi and h = 0.
From the Lagrangian, L = T − V , and using the Euler-Lagrange equation
d
dt
(
∂L
∂θ˙
)
− ∂L
∂θ
= 0 (3.15)
the equations of motion are
ml2θ¨ = mgl sin θ . (3.16)
Adding control u as a rotation torque or tangential force at distance l, (3.16) becomes
ml2θ¨ = mgl sin θ + u . (3.17)
3.3.1 Energy control
It is not possible to hold the pendulum at any given point using an arbitrarily small
control input. Arbitrarily small feedback can only hold a constant position at natural
equilibrium points. All other points would require an artificial equilibrium attained
through a feed forward control. In the case of the pendulum, the feed forward portion
would need to counter act the gravitational force at any time.
Instead of controlling the position directly, the controller will be designed to con-
trol the total energy of the system. Starting with the ideal condition that there are
no dissipating forces, the total energy will naturally remain constant with no control
input. The controller can then be designed to change the total energy, by either
removing or adding energy. For any given total energy level, the pendulum would
swing back and forth with a maximum height. The total energy, or maximum height,
could slowly be increased or decreased using an arbitrarily small control input.
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For optimal energy efficiency, it makes sense to follow the natural motion. In the
case of the pendulum, the least amount of force will result in the most amount of
energy increase if the force is added as the natural resonance of the system, that is,
always adding force in the direction of motion.
To accomplish this, a sliding mode control will be implemented by choosing a
novel sliding surface as the desired total energy of the system. This follows from the
Hamiltonian of the system as described in Section 2.6. The sliding surface is
σ = (E − E∗) = 0 (3.18)
where E∗ is the desired total energy. By taking the time derivative and substituting
the equations of motion, the control input u should be designed such that the state
is driven to the sliding surface. Thus, the sliding surface becomes
σ =
1
2
ml2x22 +mgl(cosx1 + 1)− E∗ (3.19)
with its time derivative
σ˙ = ml2x2x˙2 −mgl sinx1x˙1
= ml2x2(
g
l
sinx1 +
1
ml2
u)−mgl sinx1(x2)
= x2mgl sinx1 + x2u− x2mgl sinx1
= x2u
and so
σσ˙ = σx2u < 0 . (3.20)
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By using the controller as
u = −δsgn(x2σ) (3.21)
then
σσ˙ = σx2(−δsgn(x2σ))
= −δ|x2σ|
where σσ˙ < 0 is guaranteed if δ > 0. So δ can be an arbitrarily small control gain,
that may be limited by the controller, and still reach the control goal. A similar
controller was derived by (A˚stro¨m & Furuta, 2000).
Example
For simplicity, the coefficients are set equal to 1, that is, let g = 9.8m
s2
, l = 9.8m
and m = 1
9.82
kg. Let the initial conditions be x0 = [pi 0]
T , which corresponds to the
pendulum at rest at the negative vertical equilibrium point, and therefore E0 = 0J .
Let the desired energy be E∗ = 2J , which corresponds to many possible states, one in
particular is x∗ = [0 0]T , which corresponds to the unstable equilibrium at the positive
vertical point. The equations of motion of the pendulum are modeled numerically in
MATLAB using the Euler Method.
Figure 3.4 shows the system states over time. The energy successfully converges to
its desired value and the position converges to the unstable equilibrium point. Figure
3.5 shows the path of the pendulum in state space. Notice that the desired energy is
not a point in state space, but the set of points that have the same energy. Therefore
the sliding surface is the desired energy level. Because the desired energy contains an
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equilibrium point, the control drives the pendulum to a fixed position in this case.
This feedback controller works well, but it does not use sliding mode control until it
reaches the desired energy. Therefore the control will be robust against disturbances
once it reaches the desired energy. A more robust controller would have a sliding
surface that could guide the pendulum to the desired energy.
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Figure 3.4: Inverted pendulum time profile results. Angular position and velocity,
states x1 and x2. Total energy of the system is driven to desired energy. Arbitrarily
small control input limited to δ = ±0.1.
3.3.2 Virtual Sliding Surface Control
The energy controller is used on a virtual system that is similar to the actual system,
but with no disturbances. The trajectory of the virtual system becomes the sliding
surface of actual system. This allows for immediate convergence to a moving sliding
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Figure 3.5: Inverted pendulum state space results. Angular position and velocity,
states x1 and x2 driven to the sliding surface, σ(x).
surface. The trajectory along the sliding surface allows for robustness against distur-
bances. The theory for such virtual point following is outlined in (S. V. Drakunov,
2008).
In general the virtual system is represented by the superscript ()∗
x˙∗ = f(x∗) +B(x∗)u∗ (3.22)
σ∗(x) = 0 (3.23)
u∗ = u∗(E∗, Edes) (3.24)
where Edes is the final desired energy. The virtual system has its own sliding surface
and control law designed to drive the energy of the virtual system to the final desired
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system. This is the same method as shown in Section 3.3.1. In general the actual
system can have a disturbance d(t, x) and is defined as
x˙ = f(x) +B(x)u+ d(t, x) (3.25)
σ(x) = 0 (3.26)
u = u(E,E∗) (3.27)
where the desired energy of the actual system, E∗ is the current energy of the virtual
system. The control law is the same as Section 3.3.1, however the desired energy is a
moving surface.
For the pendulum example, the virtual pendulum system with is control law is
defined as
x˙∗1 = x
∗
2
x˙∗2 =
g
l
sinx∗1 +
1
ml2
u∗
(3.28)
E∗ =
1
2
ml2x∗2
2 +mgl(cosx∗1 + 1) (3.29)
σ∗ = (E∗ − Edes) = 0 (3.30)
u∗ = −δ∗sgn(x∗2σ∗) . (3.31)
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The actual pendulum system with its control law is defined as
x˙1 = x2
x˙2 =
g
l
sinx1 +
1
ml2
u+ ξ
(3.32)
E =
1
2
ml2x22 +mgl(cosx1 + 1) (3.33)
σ = (E − E∗) = 0 (3.34)
u = −δsgn(x2σ) (3.35)
where ξ is white noise disturbance bounded by d ≥ |ξ|. Convergence of E to E∗ is
guaranteed when the virtual controller gain is chosen such that |δ−δ∗| ≤ d and where
δ∗ ≤ δ. And convergence of E∗ to Edes is guaranteed by the equations of Section 3.3.1.
This controller is therefore robust to a disturbance as long as the disturbance is less
than the arbitrarily small limit of the control input.
Figure 3.6 shows the states of the virtual system and actual system over time. The
virtual system shows the same profile as seen in Figure 3.4. However the actual system
converges the the virtual system and follows it in sliding mode. The actual controller
has a higher control effort than the virtual controller and so can be seen switching
the entire time. The actual system is therefore able follow the virtual system path
despite the disturbance. Figure 3.7 shows the same results in state space. The final
desired energy level is the same as Figure 3.5, however the virtual sliding surface is
created by the path of the virtual system. The actual system path converges to the
virtual sliding surface and follows it to the final desired energy level. Again, in this
case the desired energy level passes through an equilibrium point so the control drives
the pendulum to a fixed position.
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Figure 3.6: Inverted pendulum time profile results. Angular position and velocity,
states x1 and x2, the actual states follow the virtual states. Total energy of the actual
system slides along the virtual total energy which is in turn driven to desired energy.
Arbitrarily small control input limited to δ∗ = ±0.1, δ = ±0.13.
3.3.3 Synchronization Control
Sections 3.3.1 and 3.3.2 purposely chose a desired energy level that contained an
equilibrium point so the control goal could be a fixed point. However, in general any
energy level not through an equilibrium will produce a final state of the pendulum
swinging back and forth. So a more interesting control goal is to reach a desired
energy level and a desired position at a particular time. This control goal can be
defined as driving a chase pendulum to synchronize its state path over time with an
uncontrolled identical target pendulum.
The chase pendulum should be driven to match the amplitude and phase of an
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Figure 3.7: Inverted pendulum state space results. Angular position and velocity,
states x1 and x2 driven to the virtual sliding surface, σ
∗(x), which is in turn driven
to the desired sliding surface σ(x).
identical uncontrolled target pendulum. In order to control the time at which the
pendulum crosses any particular point, it is necessary to amend the control law to
include some position state feedback. The target pendulum system state and energy
is defined by the superscript ()∗ as
x˙∗1 = x
∗
2
x˙∗2 =
g
l
sinx∗1
(3.36)
E∗ =
1
2
ml2x∗2
2 +mgl(cosx∗1 + 1) . (3.37)
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The chase pendulum system state and energy is defined as
x˙1 = x2
x˙2 =
g
l
sinx1 +
1
ml2
uk
(3.38)
E =
1
2
ml2x2
2 +mgl(cosx1 + 1) (3.39)
where uk is the control input with multiple stages. The first stage is to match the
target’s energy using the same method as described in Section 3.3.1. The sliding
surface is defined as
σ(x) = (E − E∗) = 0 (3.40)
once the energy control converges, the amplitudes of the two pendulums will match
but their motions may be out of phase. Since the motion is periodic, it is not enough
to define the error based only on position. The chase and target pendulums will be
in phase when both the position and velocity states are matched simultaneously. We
propose the state vector error to be defined as
x¯ = ‖(x− x∗)‖ =
√
(x1 − x∗1)2 + (x2 − x∗2)2 . (3.41)
This provides a feedback measurement, but we still need a feedback law. By choosing
a control law as function of the position state, it is possible to adjust the period of the
system so it is slightly different from the target system, while the total energy only
cycles. For example, the natural dynamics of a harmonic oscillator, x¨ = ω sinx + u,
has a period, T = 2piω−1/2. If you input a control function, u = −k sinx, the dynamics
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become
x¨ = ω sinx− k sinx
x¨ = (ω − k) sinx .
Thereby, altering the period by some amount, T = 2pi(ω − k)−1/2, the total energy
will also oscillate with the same period, but will return to the initial energy after each
cycle. This control law will shift the period of the chase pendulum to be different
from the target pendulum. This will allow the phase of the chase to shift slowly over
time until it matches that of the target.
Therefore, the control law is proposed with three different states, one for energy
control, one for phasing control, and an off state
uk =

u1 = −δsgn(x2σ(x))
u2 = −δ sin(x1 + pi)
u3 = 0 .
(3.42)
The control states will be used in succession based on the following state feedback
logic
u =

u1 , until |σ(x)| ≤ 1 , then
u2 , until x¯ ≤ 2 , then
u1 , until |σ(x)| ≤ 1 , then
u3 , if |σ(x)| < 1
(3.43)
where 1 is the energy error tolerance, and 2 is the phase error tolerance. The second
usage of u1 is to re-drive the system to the target energy if the phasing is completed
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not at the end of a full control cycle.
The pendulum synchronization is simulated for the chase system (3.38) and target
sytem (3.36) with δ = 0.15, 1 = 10
−5 and 2 = 2 · 10−3. Energy control stage using
u1 increases the energy of the chase to match the target, as seen in Figure 3.8 (before
point S1), and the spiral stage in Figure 3.9. The phasing stage using u2 cycles the
total energy, slowly shifting the phase, as the total error goes to zero, as shown in
Figure 3.8 (from point S1 to point S2), and in state space, Figure 3.9, the chase path
(blue) is shifted away from the target path (black), changing the cycle time while
still keeping two overlap point possibilities. The third stage using u1 drives the chase
energy back to the target energy because the target phase was reached before the
energy had cycled back to the target (point S2 to point S3). The final stage using
u3 is to shut off the controlling allowing the two pendulums to remain synchronized
with their identical natural dynamics.
3.4 Conclusions and Future Work
The energy control, robust energy control, and synchronization of a pendulum have
been successfully achieved through simulation. All controllers are state feedback
controllers. Future work would be to include some optimization to minimize the time
or total control effort used. Particularly for synchronization in the phasing stage, the
controller direction could be chosen in minimize the convergence time. Other future
work would be to apply these controllers to multidimensional systems, and ultimately
to the orbital model.
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Figure 3.8: Inverted pendulum synchronization time profile results. Angular position
and velocity, states x1 and x2, phase error is defined by x¯. Points S1 through S3
refer to the control stage switching points as defined by (3.43). Energy control, u1,
is used until target energy is reached (before S1). Phasing control, u2, is used until
chase and target phase is matched (S1-S2). Energy control is briefly reused to match
target energy (after S2).
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Figure 3.9: Inverted pendulum synchronization state space results. Angular position
and velocity, states x1 and x2. Energy control drives the system to target energy (at
the red switch point). Phasing controls alters the state space path until the chase
and target intersect (at blue switch point).
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Chapter 4
Cold Gas Fluid Modeling
In this chapter the fluid model is developed to be used in Chapters 6 and 7. The
primary components of a cold gas propulsion system include a high pressure propellant
storage vessel, a regulator to down-step and control pressure, solenoid valves for fast
on/off switching, and thrusters to accelerate gas flow (Makled et al., 2009; Anis, 2012;
Furumo, 2013).
The cold gas fluid model is developed as a series of control volumes connected
by orifices. The flow is considered to be isentropic and adiabatic. The cold gas
system is represented by first order ordinary differential equations of pressure and
mass flow. The thrust characteristics are obtained using the rocket thrust equations.
The dynamic model includes the response time characteristics of the pressure regu-
lator and the solenoid valve. An accumulation volume is added after the regulator to
help keep downstream pressure constant as multiple thrusters simultaneously demand
mass flow during space flight maneuvers. The general, single stream schematic of a
cold gas propulsion system is shown in Figure 4.1.
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Valve
Thruster
Accumulation
volume
Figure 4.1: General schematic of a cold gas system.
4.1 Modeling Components
4.1.1 Control Volumes
The modeling begins generically by treating the system as a series of control volumes
(CV) connected by small orifices. Each volume is modeled by pressure and mass
change over time, P˙ and m˙, respectively. The pressure is governed by the ideal gas
law,
PiVi = miRTi (4.1)
where P is pressure, V is volume, m is mass, and T is temperature, of the gas, and R
is the specific gas constant. The subscript i represents the index for each volume. The
volumes are constant and the temperatures are considered constant as the pressure
changes in the tank is slow relative to heat exchange with the environment. Taking
the time derivative of (4.1) yields
P˙i =
RTi
Vi
m˙i . (4.2)
The total mass flow rate, dm
dt
= m˙, is the sum of mass flow in and out of each
volume as
m˙i =
∑
m˙in −
∑
m˙out . (4.3)
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Since the connections between control volumes could be pressure regulators, valves,
turbines, thrusters, or other, the mass flow rate through each connection must be
modeled accordingly.
4.1.2 Orifice Mass Flow
For isentropic, quasi-steady-state, subsonic flow through an orifice, the mass flow rate
is given by (S. Drakunov, Hanchin, Su, & O¨zgu¨ner, 1997)
m˙ = CdAPu
√√√√ 2γ
RTu(γ − 1)
[(
Pd
Pu
) 2
γ
−
(
Pd
Pu
) γ+1
γ
]
(4.4)
where subscripts u and d represent the upstream and downstream conditions, respec-
tively, A is the cross-sectional area of the orifice, Cd is the coefficient of discharge,
and γ = cp
cv
is the ratio of specific heats. The coefficient of discharge is equal to one
for the ideal case.
4.1.3 Nozzle
A converging-diverging nozzle can accelerate the gas to supersonic velocities through
isentropic expansion. Supersonic flow will occur when the pressure differential is large
enough given as
Pc
Pa
≥
(
γ + 1
2
) γ
γ−1
(4.5)
such that the gas flow will be choked at the throat and accelerated to be supersonic
at the exit. The exit conditions for Mach number M , pressure P , temperature T ,
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and velocity v, can be calculated from the following rocket thrust equations
Ae
At
=
1
Me
√(
2
γ + 1
)(
1 +
γ − 1
2
M2e
) γ+1
γ−1
(4.6)
Pe
Pc
=
(
1 +
γ − 1
2
M2e
)− γ
γ−1
(4.7)
Te
Tc
=
(
1 +
γ − 1
2
M2e
)−1
(4.8)
ve = Me
√
γRTe (4.9)
where  = Ae
At
is the cross section area expansion ratio, subscripts c, t , and e represent
the chamber, throat, and exit conditions, respectively, and Pa is the ambient pressure,
see Figure 4.2. The Mach number is numerically calculated from the expansion ratio.
The mass flow rate, dependent only on upstream conditions for supersonic flow, and
the thrust force F , are then calculated as
m˙ = AtPc
√
γ
RTc
(
2
γ + 1
) γ+1
γ−1
(4.10)
F = m˙ve + (Pe − Pa)Ae (4.11)
see (Sutton & Biblarz, 2001) or (Benson, 2014).
Pc, Tc
Vc
chamber
throat
exit
ambient
Mt = 1
At
Pe, Te
Ae, Me, ve
Pa
Figure 4.2: Converging-diverging nozzle.
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4.1.4 Regulator
A regulator consists of a series of orifice flow and control volumes. In order to main-
tain a constant downstream pressure, the regulator employs a variable downstream
control volume. The volume and subsequent orifice area depends on the balance of
a spring force and the pressure difference between a reference pressure and the regu-
lated pressure. This is accomplished by the balancing forces controlling the position
of a diaphragm and poppet that simultaneously defines the volume and mass flow
area past a poppet. Schematic is shown in Figure 4.3. The sum of the forces on the
AD
xDmin
spring
xDmax
xD
xr
outlet
inlet
ls
xD = 0
Pr
Pu
Pd
poppet
Ar
Figure 4.3: Schematic of a general spring loaded pressure regulator.
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poppet are
Mx¨r = Fspring + Ffriction + Fdiaphram + Fflow (4.12)
Mx¨r = −k(xr − ls)− bx˙r − AD(Pd − Pr) + 0 (4.13)
where xr is the position of the poppet, k is the spring constant, b is the coefficient
of kinetic friction, ls is the set spring length, AD is the diaphragm area, Pd is the
downstream pressure, Pr is the reference or sense pressure, and the flow force is
considered negligible.
An the regulator dynamics of (4.13) is approximated by a reduced differential
equation and by having the many physical parameters of the full regulator combined
into just a few tunable parameters. Many of the physical parameters are difficult to
know, and may be highly dependent on a specific regulator. Instead our goal is to
model a regulator in general. The approximate regulator is modeled only as a single
variable orifice.
If we assume that the moving poppet mass is small, the acceleration term can be
considered negligible thereby reducing the order of the equation as
0 = −k(xr − ls)− bx˙r − AD(Pd − Pr) . (4.14)
The pressure applied by the spring is Ps =
k
AD
ls so (4.14) becomes
bx˙r = −kxr − AD(Pd − Pr − Ps) . (4.15)
To transfer focus from poppet position to orifice area we will assume a linear relation
as Ar = crxD where cr =
Armax
xrmax
. Additionally let τr =
b
k
, and kr =
ADcr
k
, then the
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pressure regulator orifice area is described as
τrA˙r = −Ar − kr(Pd − Pr − Ps) (4.16)
with two constant tunable parameters, the time constant, τr, and constant kr.
A full regulator fluid model is simulated numerically in MATLAB and Simulink to
compare to the approximate model. Figure 4.4 shows that the approximation model
of a regulator can produce the same dynamics as the full regulator model.
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Figure 4.4: Full regulator model and approximate regulator model dynamics compar-
ison.
The desired pressure may be input as the reference pressure (Pr = Pdes, Ps =
constant), or as the spring set length (Ps = Pdes, Pr = Pa). This mechanical system
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will naturally drive the downstream pressure, Pd, to the desired pressure, Pdes. The
desired pressure is input into the regulator by setting the reference pressure or ad-
justing the spring set position, usually the latter. Since only one input is used at a
time there may be a steady state error bias as seen in the steady state
0 = −Ar + krPr − kr
:0
(Pd − Pdes) (4.17)
so the dynamics are only stable at the desired pressure for a particular reference
pressure. Without control of both the spring and pressure inputs, it is not possible
to drive the system to any pressure by directly feeding in the desired value as one of
the two inputs. To generalize one step further, the pressure inputs can be written as
one variable as,
τrA˙r = −Ar − kr(Pd − Pr) (4.18)
with two constant tunable parameters, the time constant τr, and constant kr, where
Ar is the orifice area, Pd is the downstream pressure and Pr is the manually controlled
desired downstream pressure.
A regulator component is therefore modeled as an orifice with subsonic mass flow
governed by (4.4), with a variable orifice area governed by (4.18) and limited by
0 < Ar < Armax .
4.1.5 Solenoid Valve
The solenoid valve provides a control input to the cold gas system. A solenoid valve
is used to provide fast on/off switching. The solenoid valve area is determined by an
electrically driven poppet. The poppet is fully closed when no voltage is applied and
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can only be commanded to be fully open by applying a sufficient voltage. This discrete
control input means the valve area is either zero or a maximum. The valve is usually
placed upstream from a reaction control thruster. When the valve is commanded
open the maximum area will allow the chamber pressure of the thruster to increase
until it reaches the upstream pressure.
Because the valve does not open or close instantaneously, any response delay
or rise time must be modeled. The solenoid valve component is therefore modeled
as an orifice with subsonic mass flow governed by (4.4), a variable area limited by
0 < Ar < Armax , and a predetermined time response profile as shown in Figure 4.5.
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Figure 4.5: Solenoid valve time response.
4.2 Direct Feed Versus Constant Feed
The cold gas propulsion system shown in Figure 4.1 represents a constant feed system
because the regulator provides a constant downstream pressure, and therefore thrust,
as the tank pressure drops. The least complex version of the cold gas system would be
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a nozzle attached directly to a pressure tank, as shown in Figure 7.2. This represents
a direct feed system. In this case the tank pressure becomes the thruster chamber
pressure, and so the thrust is directly dependent on the tank pressure state which
decreases when used. This system reduces the component complexity but it increases
the order of state equations needed to determine optimal control.
Direct feed is such that the chamber pressure is equal to the tank pressure and will
maximize the thrust at any time by using all available potential energy, but the thrust
will decrease over time as tank pressure drops. A constant feed uses a regulator to
provide a constant chamber pressure and thrust until the tank pressure drops below
the desired constant chamber pressure, and tank pressure drop will be slowed.
To compare the two cases, the tank pressure, Ps(t), specific impulse, Isp(t), and
∆v(t) performance metrics need to be found as functions of time.
For a given gas propellant, tank and nozzle dimensions, and environment, there
are many constant parameters, At,Me, γ, Ae, Pa, Rs, Tc, Vc. In this case the only
control volume is the tank/thruster chamber, and the only mass flow is the supersonic
nozzle mass flow out of the control volume. The fluid model can be written as
F = C1Pc + C4 (4.19a)
m˙ = C2Pc (4.19b)
Ps = C3m (4.19c)
P˙s = −C3m˙ (4.19d)
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where
C1 = AtMeγ
(
2
γ + 1
) γ+1
2(γ−1)
(
1 +
γ − 1
2
M2e
)− 1
2
+ Ae
(
1 +
γ − 1
2
M2e
)− γ
γ−1
(4.20a)
C4 = −AePa (4.20b)
C2 = At
√
γ
RsTc
(
2
γ + 1
) γ+1
γ−1
(4.20c)
C3 =
RsTc
Vc
. (4.20d)
Direct feed The simplest component configuration of a cold gas propulsion system
is one that attaches a nozzle directly to a pressure tank. The tank is the thruster
chamber, and so Ps ≡ Pc, which decreases as the tank pressure is used. The pressure
can be solved by substituting (4.19b) into (4.19d) with Pc = Ps and solving for Ps(t).
The thrust can be solved by substituting Ps(t) into (4.19a). The pressure profile is
derived as
Ps(t) = P0e
−C3C2t (4.21)
where P0 is the initial tank pressure and the pressure and thrust profiles can be seen
in Figure 4.6.
Constant feed The constant feed configuration will hold the chamber pressure
constant using a regulator so that Pc = PC until the tank pressure falls below the
chosen constant, Ps ≤ PC , which will occur at time, t1. This case will give a lower
thrust but for a longer time because the tank pressure drop is slowed. Once the tank
pressure falls below the chosen chamber pressure, the thank pressure and chamber
will decrease together the same as the direct feed case.
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For the constant feed case the mass flow out of the tank is ultimately be determined
by the nozzle mass flow and so the tank pressure can be solved by substituting (4.19b)
into (4.19d) with Pc = PC , where PC is the chosen constant chamber pressure, and
solving for Ps(t) for 0 ≤ t ≤ t1. For t > t1, the pressures are derived the same as the
direct feed case with Ps = Pc = PC at time t1. The tank pressure profile is found to
be
Ps(t) =
 P0 − C3C2t for t < t1PCe−C3C2(t−t1) for t > t1 (4.22)
and the chamber pressure profile is
Pc(t) =
 PC for t < t1PCe−C3C2(t−t1) for t > t1 (4.23)
where
t1 =
P0 − PC
C3C2PC
. (4.24)
The pressure and thrust profiles can be seen in Figure 4.6.
Specific impulse performance Specific impulse measures the fuel efficiency by
comparing the total thrust produced by the total fuel used by mass, given as
g0Isp =
∫ t
0
F (t)dt∫ t
0
m˙(t)dt
. (4.25)
This can be solved directly from the time dependent thrust and mass flow equations
(4.20), (4.21), (4.23) and (4.24) in the previous paragraphs.
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Figure 4.6: Pressure and thrust profiles comparing the direct and constant feed cases.
The specific impulse for the direct feed case is
g0Iv =
C1
C2
+ C4
C3t
P0(1− eC3C2t) (4.26)
and the specific impulse for the constant feed case is
g0Ic =
C1
C2
+ C4 ×

1
PC
for t < t1
C3t
C3C2PCt1+PC(1−eC3C2(t−t1)) for t > t1 .
(4.27)
When the ambient back pressure is a vacuum, Pa = 0, the specific impulse is maxi-
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mized and both cases become equivalent as C4 = 0,
g0Iv = g0Ic =
C1
C2
.
The specific impulse for each case is compared in Figure 4.7. In both cases, the
efficiency is maximum when the atmospheric pressure is a vacuum. The efficiency of
the direct feed case decreases over time with the tank pressure drop. However, the
constant feed case provides maximum efficiency until the tank pressure drops below
the chosen fixed chamber pressure. After this the specific impulse of the constant
feed case drops and converges to the direct feed case.
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Figure 4.7: Fuel efficiency of the direct feed case versus the constant feed case.
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Delta v performance To measure the performance of the spacecraft motion due
to a thrusting maneuver, the change in velocity provided by a change in fuel mass
can be calculated by
∆v =
∫ t
0
F (t)
m(t)
dt . (4.28)
Let the total mass, m, be equal to the mass of the spacecraft plus the mass of the
remaining fuel at time t as m = Msc +Mfl.
For the direct feed case ∆v is calculated as
∆vv =
∫ t
0
C1P0e
−C3C2t + C4
Msc +
P0
C3
e−C3C2t
dt (4.29)
and for the constant feed case ∆v is
∆vc =
∫ t1
0
C1PC + C4
Msc +
P0
C3
− C2PCt
dt+
∫ t
t1
C1PCe
−C3C2(t−t1) + C4
Msc +
PC
C3
e−C3C2(t−t1)
dt . (4.30)
To compare both cases, (4.29) and (4.30) can be integrated numerically, or, ∆v can
be calculated numerically as
vi+1 = vi +
1
Msc +Mfli
Fidt . (4.31)
As shown in Figure 4.8, the direct feed case can provide a much faster gain in
∆v, while the constant feed case can provide an overall larger ∆v. This would make
the constant feed case fuel optimal, and the direct feed case time optimal. For cases
when the spacecraft mass is much much larger than the fuel mass, the total ∆v from
the direct feed case will be larger than constant feed case.
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Figure 4.8: ∆v gain over time for the case of direct feed versus constant feed. (a)
Msc = 20, Mfl = 5 (b) Msc = 2000, Mfl = 5.
4.3 Efficiency
We would like the fuel to last as long as possible. The properties of the gas chosen or
the nozzle design may be used to maximize cold gas performance. To begin, the metric
for maximum performance must be defined. This Section explores fuel efficiency and
maximum flight time. The system constraints must also be defined, such as fuel,
pressure, volume, temperature, or mass.
4.3.1 Nozzle Design
A converging-diverging nozzle is used to accelerate the exiting gas by converting
the internal energy of the gas into kinetic energy through the process of isentropic
expansion. The nozzle is ideally designed so that each gas particle exits the nozzle
normal to the exit plane at maximum velocity. The inlet chamber parameters of
pressure Pc, and temperature Tc, along with nozzle parameters of throat area At, and
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nozzle expansion ratio Ae
At
, can be chosen or designed to maximize thrust.
For given inlet conditions there exists an optimal nozzle expansion ratio. This can
be seen by calculating the thrust force for a range of expansion ratios. As the exiting
gas is allowed to expand with a greater expansion ratio, the exit velocity increases
while the exit pressure decrease. As seen in Figure 4.9, the maximum thrust occurs
when the exit pressure is made equal to the ambient pressure Pa. Therefore, it is
optimal to chose an expansion ratio that provides an exit pressure that is equal to
the ambient pressure.
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Figure 4.9: Thrust is maximized when with a nozzle expansion ratio that creates an
exit pressure equal to the ambient pressure.
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4.3.2 Specific Impulse
Propellant
Specific impulse Isp, is a property commonly used to compare the efficiency of different
rocket fuels. The average specific impulse is the measure of total thrust gained from
the total weight of fuel used,
Isp =
∫ t
0
Fdt
g0
∫ t
0
m˙dt
(4.32)
where g0 is the Earth’s gravitational acceleration at sea level. For chemical reactive
fuels, specific impulse is experimentally determined by measuring thrust over time
and measuring the initial and final fuel mass.
For a cold gas system all energy conversions are described in Section 4.1 so it is
possible to analytically determine the specific impulse for different cold gas propellants
and initial conditions. For steady state conditions, the average specific impulse is the
same as the instantaneous specific impulse given as
Isp =
F
g0m˙
. (4.33)
For a nozzle with optimal expansion ratio, when Pe = Pa, the thrust equation (4.11)
can be solved for exit velocity as ve =
F
m˙
. Therefore the specific impulse can be
described simply as Isp =
ve
g0
. For isentropic flow, the exit velocity is
ve =
√√√√2γRsTc
γ − 1
[
1−
(
Pe
Pc
) γ−1
γ
]
(4.34)
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and so
Isp = g0
√√√√2γRsTc
γ − 1
[
1−
(
Pe
Pc
) γ−1
γ
]
. (4.35)
From (4.35), cold gas propellant performance is understood as a function of molecular
structure γ, molecular mass Rs = R/M , set chamber pressure Pc, and chamber
temperature Tc. The contribution of each of the these parameters can be seen in
Figure 4.10.
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Figure 4.10: Specific impulse relation to cold gas propellant parameters.
The two parameters set by a given gas type are γ and Rs. It is clear from Figure
4.10a that the specific impulse improves with gas molecules that have a small mass
and small specific heat ratio. More importantly, it can be seen that the molar mass
has a much more significant impact than the ratio of specific.
The other two parameters, chamber pressure and temperature, can be adjusted
after choosing a gas type. As can be seen from Figure 4.10b, specific impulse im-
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proves with higher pressure and temperature. Here it can also be concluded that the
set temperature has a more significant impact than the set pressure. There is also a
more subtle effect to distinguish between setting the chamber pressure and tempera-
ture. As can be seen in equations (4.19a),(4.20a), and (4.20b), chamber temperature
will not determine the thrust force, but chamber pressure will. However, when de-
signing for a given desired thrust, increasing the set chamber pressure can be offset
by appropriately decreasing the nozzle throat area according to those equations.
4.3.3 Flight Time
One possible optimization criteria might be to maximize the total flight time of a
vehicle before the propellant source is empty. For the cold gas propulsion the total
flight time is defined as the total time the system can provide a constant thrust force.
More specifically, the regulator will provide constant downstream pressure until the
tank pressure decreases below the pressure required to provide the desired constant
thrust.
Propellant Type
As shown in the Section 4.3.2, the specific impulse is improved by choosing a propel-
lant with a lower molecular mass, and by heating the gas to a higher temperature.
By choosing conditions for a higher specific impulse, we would hope to increase total
flight time. However this may result in the opposite effect depending on the limiting
factor for filling the pressure tank.
For example, a thruster with a chamber pressure regulated to 265 psia can produce
a continuous thrust of 5 N until the tank pressure decreases from its initial pressure
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Table 4.1: Tanks limited to a maximum pressure of 1200 psia. Ps and m are initial
tank pressure and propellant mass.
Gas M Ps Ts m m˙ flight time
(g/mol) (psia) (oC) (kg) (g/s) (s)
Air 29 1200 20 1.34 8.7 128
Air 29 1200 350 0.63 6.0 88
H2O 18 1200 350 0.40 4.6 70
Table 4.2: Spacecraft limited to maximum propellant mass of 1 kg. Ps and m are
initial tank pressure and propellant mass.
Gas M Ps Ts m m˙ flight time
(g/mol) (psia) (oC) (kg) (g/s) (s)
Air 29 897 20 1.00 8.7 89
Air 29 1907 350 1.00 6.0 150
H2O 18 3065 350 1.00 4.6 202
down to 265 psia. First consider the limiting factor for the tanks to hold a maximum
pressure, as shown in Table 4.1. As the temperature is increased or the molar mass
is decreased, the total initial mass of the gas is decreased and so total flight time is
decreased. If the total mass of the propellant is the limiting factor, as shown in Table
4.2, then increasing the temperature or decreasing the molar mass will increase the
initial pressure, and the total flight is increased.
Nozzle Throat Area
To maintain a constant thrust, a given chamber pressure determines the nozzle throat
area needed to provide the desired thrust. If these parameters are free variables, they
can be chosen to maximize the total flight time. As the throat area is decreased,
the mass flow decrease will slow the tank pressure loss, however this will increase
the needed chamber pressure to provide a desired thrust, therefore allowing less tank
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pressure to be lost.
To find the maximum flight time, equation (4.24) along with (4.20) can be used
to find the flight time for each throat diameter. The needed chamber pressure can
be found from equation (4.19a) using a desired thrust. This is done using an optimal
expansion ratio given the exit pressure is equal to the ambient pressure. Flight time
as a function of nozzle throat diameter is seen in Figure 4.11. The results show that
there is in fact an optimal throat area to maximize the flight time if the chamber
pressure is a free parameter.
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Figure 4.11: Optimizing flight time. Tank Pressure = 4500 psi, ambient Pressure =
14.7 psi, desired thrust = 100 N. Optimal throat diameter = 0.25 in, with chamber
pressure = 329 psi. Maximum flight time = 27.0 s, and expansion ratio = 3.11.
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Chapter 5
Cold Gas Propulsion for the
Asteroid Free Flyer Project
The work in this Chapter was conducted under contract of the Asteroid and Lava
Tube Free Flyer Project CIF, with testing performed at Swamp Works located at the
Kennedy Space Center, NASA.
The project concept goal was to design a spacecraft that can control and stabilize
attitude control using cold gas in microgravity. The propulsion system is a cold gas
system. The goal of the research presented in this chapter is to design a cold gas
thrust controller that can output a thrust equal to a desired thrust as commanded
by an upper level attitude control system.
The Asteroid Free Flyer is designed with six thruster pods, two opposite facing
thrusters on each pod, placed to give full control in three degrees of freedom, for a
total of twelve thrusters. Each thruster is electrically controlled using a solenoid valve.
Each thruster is designed to produce 1 N of thrust. Chamber pressure is determined
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by a constant regulator upstream providing 100 psig to all twelve thrusters.
To demonstrate the attitude control in a flight configuration, the Free Flyer is
placed in a multi-axis gimbol to allow three degrees of freedom for complete attitude
control testing. Gas is stored onboard in two tanks. The tanks are filled to 2200
psig with N2 gas. The total tank volume is 13.6 L. Demonstration takes place under
standard temperature pressure conditions. A picture is shown in Figure 5.1.
Bench testing was done to determine nozzle performance using a constant feed of
shop air at 100 psig. Chamber pressure and thrust force were measured. Initially a
single nozzle was tested, and then the full cold gas system was tested. The bench
testing was also used to design and test the cold gas thrust controller.
Figure 5.1: Asteroid Free Flyer in multi-axis gimbol test stand.
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5.1 Nozzle Design
The Asteroid Free Flyer required 1 N of thrust per thruster and testing used shop
air that had a maximum of 100 psig. With these parameters, under Earth sea level
conditions, the rocket equations were used to optimize the nozzle dimensions, as well
as calculate flow rates, shown in the Table 5.1. SCFM is Standard Cubic Feet per
Minute.
Table 5.1: Single thruster for Asteroid Free Flyer.
Throat diameter 0.0455 ′′
Expansion ratio 1.69
Exit Mach number 2.00
Mass flow 0.001934 kg/s
Volume flow rate 3.400864 SCFM
Based on Table 5.1, the nozzle was machined with a throat diameter of 0.05 ′′.
Due to the small size and material of the nozzle, it was machined as a cone. The cone
shape slightly reduces the thrust performance from the ideal bell shaped nozzle. The
performance factor can be calculated from the half angle of the cone, α, as
1
2
cosα (5.1)
A nozzle with a throat diameter of 0.07 ′′ was also constructed for thrust performance
testing.
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Figure 5.2: Machined converging-diverging nozzle.
5.2 Control
For the Asteroid Free Flyer there was no direct measurement of the thrust force or
chamber pressure, so there was no way to implement a feedback controller. Therefore,
the common method of Pulse-Width-Modulation (PWM) was developed as an open
loop control law for the cold gas thrusters.
The command is sent as a pulse train with a fixed frequency, where 0 and 1 are
the solenoid closed and open commands, respectively. The width is modulated as a
percentage of the cycle length. The average value over one cycle will be equal to duty
cycle. The controller is designed to choose the duty cycle that makes the average
thrust, over one cycle, to be equal to the desired thrust.
Since the average thrust is only valid over a full cycle, the system can only be
commanded with a new desired thrust as fast as the frequency of the pulse signal. As
seen Figure 5.3, the thrust profile does not follow the square pulse exactly because
of the solenoid and thruster response times. Therefore, a look-up table is required to
match the desired average thrust with the correct duty cycle.
As described in the next section, bench testing of the solenoid valve and thruster
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Figure 5.3: PWM command as it effects thrust profile and thrust average.
was done to properly characterize the thrust response. This information was used to
update cold gas model so it could be used to help choose the right frequency. Further,
bench testing was done to create the thrust to duty cycle look-up table and test the
PWM controller.
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5.3 Bench Testing
5.3.1 Test Stand
A test stand was built to measure thrust and pressure of a single thruster pod in
order to characterize the performance of the solenoid valve and the nozzle. This data
was used to parameterize the cold gas model to match the hardware, which in turn
was used to develop and test a thrust control system.
The test stand consisted of a short metal beam on a pivot, with a force transducer
attached to one end, and a thruster pod attached to the other. The thruster creates a
force perpendicular to the beam on one end, and the moment of force was measured
by the transducer at the other end. The thruster pod consisted of a hose, with shop
air that carried a constant pressure, input to a solenoid valve, and the converging-
diverging nozzle attached to the output of the valve. The volume between the valve
and the nozzle throat became the thrust chamber which had traducers attached to
measure pressure and temperature. The lab set up can be seen in Figure 5.4. The
data was collected with LabView and was analyzed using Matlab.
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Figure 5.4: Thruster pod test stand. Nozzle (1), solenoid valve (2), shop air (3), force
sensor (4), moment arm (5), temperature sensor (6), pressure sensor (7).
Thruster Performance Testing
Initial testing measured the steady state thrust force as a function of chamber pres-
sure. The chamber pressure was varied for both the 0.05 ′′ and 0.07 ′′ nozzles. The
resulting thrust could then be compared to the predicted thrust from the thrust
equations.
As seen in Figure 5.5, the 0.05 ′′ nozzle performed at approximately 96% of theoret-
ical, while the 0.07 ′′ nozzle performed at approximately 90% of theoretical. Because
the 0.05 ′′ nozzle performed at a higher efficiency and provided the necessary thrust,
further testing was only performed on the 0.05 ′′ nozzle.
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Figure 5.5: Measured steady state results showing thrust as a function of chamber
pressure for the 0.05 ′′ and 0.07 ′′ nozzles.
Solenoid Valve Performance Testing
The thruster response times were measured by commanding the solenoid valve to
open and close at various intervals. The goal is to measure the pressure response
profile of an open command and a close command, including any response delay. An
example trial is shown in Figure 5.6.
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Figure 5.6: Measured chamber pressure response profile to a solenoid valve command
open and close.
From Figure 5.6 the pressure response can be broken down. There is a clear delay
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between the command open signal and the pressure response, which we will call open
delay. There is a steep increase in pressure which slows near 100%. There is also
a clear delay between the close command and the pressure response, which we will
call the close delay. The pressure response is then a slower exponential decay. The
pressure response was further tested by varying the time interval for open and closed
commands. A sample of results is shown in Figure 5.7.
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Figure 5.7: Variation in open interval time (VCO). Variation in closed interval time
(VCC). Response measurement of chamber pressure resulting from variation of com-
mand input.
Figure 5.7 (top) shows that as the open time is decreased, the pressure eventually
does not reach 100%, and eventually shows no response at all, giving a limit to
control input responsiveness. A similar effect is shown in Figure 5.7 (bottom) for
decreasing closed time. The pressure eventually cannot reach 0% and eventually
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shows no response at all. These profiles will affect the average thrust over a given
open/close command cycle.
The open delay was also measured as it depended on the previous closed time
interval, and the close delay was measured as it depended on the previous open time
interval. It was found that the solenoid valve had an open delay of approximately
10 ms and a close delay of approximately 5 ms. The delays decreased if the previous
command interval was small, as shown Figure 5.8.
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Figure 5.8: Solenoid delay as a function of how recently the solenoid was opened or
closed. Variable Command Open (VCO), Variable Command Close (VCC).
Thrust Measurement Noise
It is clear from Figure 5.9 that there is a lot of noise in the thrust measurement. This
damped oscillation on the thrust signal was determined to be an impulse response
of the test stand itself, independent of the thruster. By filtering out the oscillation
frequency, also shown in Figure 5.9, the thrust is shown to follow the pressure profile
as expected. Since this measurement noise oscillated about a zero mean, it could be
averaged out over a given thrust cycle.
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Figure 5.9: Filter to determine the actual thrust from the measurement noise.
Cold Gas Model Tuning
The parameters of the cold gas model were adjusted to match the pressure and thrust
profiles from the test data. This includes physical dimensions, dimensionless coeffi-
cients, and regulator parameters. The model was tuned to match the solenoid delay
and thrust performance. Figure 5.10 shows that the model was able to reproduce the
measured values of the actual system.
Thrust to Duty Cycle Look-up Tables
From the updated cold gas model, the relation of duty cycle to thrust was investigated
for multiple cycle frequencies to determine accuracy and range. From this, the 5 Hz
and 10 Hz frequencies were chosen as the best candidates. The trade-off is that the 5
Hz frequency is most likely more accurate, but the 10 Hz frequency allows the attitude
controller to react faster.
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Figure 5.10: Cold gas model updated to predict pressure and thrust profile for a given
command, based on test stand data.
To create the look-up table, the full Asteroid Free Flyer cold gas system was tested
with a single thruster attached to the static test stand to measure thrust force.
The solenoid valve was sent several duty cycles with ten cycles each as thrust was
recorded. The average thrust of each cycle was calculated in post processing as shown
in Figure 5.11.
The average thrust of each duty cycle from Figure 5.11 was normalized by the
maximum average thrust to create the look-up table shown in Figure 5.12.
The look-up table data was created by measuring one thruster as a total of one or
four thrusters were firing. Four look-up tables were created in total; both 5 Hz and
10 Hz frequencies, each with one or four thrusters firing. The four thruster case was
used in the final version as this was determined to be the most average case during
attitude maneuvers. The 10 Hz case was chosen as the most desirable for its faster
reactivity.
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Figure 5.11: Data used to create duty cycle look-up table. The red is the command
signal, the blue is thrust, the black dots are the average thrust over one cycle. Each
block of black dots is the result of a different duty cycle.
5.3.2 PWM Controller for Asteroid Free Flyer
The cold gas thrust controller reads the desired thrust at the beginning of each cycle.
The desired thrust is divided by the maximum thrust to convert to a percentage. The
look-up table chooses the correct duty cycle that will produce the desired thrust. A
PWM is then generated with that duty cycle and sent out to command the solenoid
valve to open and close accordingly. The block diagram is shown in Figure 5.13.
Performance Data
The PWM controller was tested by sending a series of desired thrusts and measuring
the actual thrust on the test stand. Figure 5.14 shows that the controller is providing
the correct thrust up until the maximum thrust limit.
Note that in Figure 5.14 the available pressure drops as thrust demand increases,
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Figure 5.12: Thrust to duty cycle look-up table.
Figure 5.13: Block diagram of PWM cold gas controller.
lowering the total thrust possible. This pressure drop is more severe as more thrusters
demand thrust. This can be seen in Figure 5.15 as more thrusters are fired.
As seen from the PS2 measurement of Figure 5.15, the regulator output decreases
as more valves are open, and it is not able to raise the pressure to its desired setting.
However the pressure reaches a steady state. Additionally, PS3 shows the solenoid
feed line pressure drops even lower than PS2, which becomes more severe as more
valves are open, but also remains at a steady state.
The performance of the cold gas system was also tested as tank pressure decreased
over time. Figure 5.16 (top) shows a tank pressure drop from 1000 psig to 100
psig. Figure 5.16 (bottom) shows that the thrust tracked a desired thrust up to a
maximum thrust limit until the tank pressure reached approximately 500 psig. As
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Figure 5.14: Test stand data comparing desired thrust with provided thrust from the
PWM controller. PS3 is the solenoid valve input pressure. Actual thrust is able to
track the desired thrust to a maximum limit.
the maximum thrust decreased, the accuracy of the PWM controller also decreases
below approximately 200 psig.
5.3.3 Conclusions
The model created was able to closely predict a cold gas system. This provided
information when designing the cold gas system for the Asteroid Free Flyer. The
model also provided a simulation test bed to help design cold gas thrust controllers.
The model was tuned based on test data to more accurately predict a particular cold
95
5.3. BENCH TESTING
Figure 5.15: Regulator pressure is set at 103 psig and measured as 1, then 2, then 4,
and then 6 thrusters are fired at once. PS2 is the regulator output pressure. PS3 is
the solenoid valve input pressure.
gas system.
The PWM controller was successfully demonstrated on the thrust test stand as
well as Asteroid Free Flyer attitude tests.
Although the performance of one thruster is very close to ideal, efficiency de-
creases significantly as many thrusters were used simultaneously during flight. Future
research could be done to investigate solutions to prevent these significant pressure
losses.
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Figure 5.16: PWM controller performance as tank pressure is depleted.
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Chapter 6
Feedback Thrust Control for Cold
Gas Propulsion System
In this chapter, the design, modeling and control are described for a spacecraft con-
figuration specified as that of a small surveyor to operate near a planetary surface in
a gravity field, such the Moon or Mars. The spacecraft is designed to have one main
gravity oﬄoading thruster and four smaller reaction thrusters. The main thruster
is actuated by a pressure regulator to provide small continuous thrust (Kitchen-
McKinley et al., 2016). The four reaction thrusters are actuated by solenoid valves,
which provides discrete thrust output. The control goal is to provide the desired
thrust to each thruster. Two feedback controllers are incorporated, one for each of
the thruster types as separate subsystems (one for the main thruster and one for a
reaction thruster). An observer is also designed for the main thruster regulator to
assist in full state feedback. Based on only pressure feedback states, both controllers
can be implemented to track desired thrust as commanded by an upper level attitude
98
6.1. FULL SYSTEM MODEL
control system. The fluid model from Chapter 4 is used to develop the controllers
and show the success of the controllers in simulation.
6.1 Full System Model
For a spacecraft in a gravitational field the cold gas propulsion system has one main
thruster for gravitational off loading and four small thrusters for attitude control.
The schematic for this system is shown in Figure 6.1.
CVs
PR1r1 PR2r2
PR3r3
CVa1 CVa2
CVcp
CVcci
SVvi Aci
Ap
Figure 6.1: Cold gas propulsion schematic. The dot dash lines show control volumes.
Each control volume and orifice is labeled and the nomenclature is given in Table 6.1.
Using (4.2),(4.3),(4.4),(4.10) and (4.18) for each component labeled in Figure 6.1,
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Table 6.1: Cold gas propulsion system component subscript labels for Figure 6.1.
Control Volumes
CVs source
CVa1 accumulation volume 1
CVa2 accumulation volume 2
CVcp main propulsion thruster chamber
CVcci reaction thruster chamber i
Orifices
PR1r1 pressure regulator 1
PR2r2 pressure regulator 2
PR3r3 pressure regulator 3
Ap main propulsion throat area
SVvi solenoid valve i
Aci reaction thruster throat area i
the model becomes a system of first order differential equations written as
P˙s =
RTs
Vs
(−m˙r1) (6.1a)
m˙r1 = Ar1Ps
√√√√ 2γ
RTs(γ − 1)
[(
Pa1
Ps
) 2
γ
−
(
Pa1
Ps
) γ+1
γ
]
(6.1b)
τr1A˙r1 = −Ar1 − kr1(Pa1 − Pr1) (6.1c)
P˙a1 =
RTa1
Va1
(m˙r1 − m˙r2 − m˙r3) (6.1d)
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m˙r2 = Ar2Pa2
√√√√ 2γ
RTa2(γ − 1)
[(
Pa2
Pa1
) 2
γ
−
(
Pa2
Pa1
) γ+1
γ
]
(6.1e)
τr2A˙r2 = −Ar2 − kr2(Pa2 − Pr2) (6.1f)
m˙r3 = Ar3Pa1
√√√√ 2γ
RTa1(γ − 1)
[(
Pcp
Pa1
) 2
γ
−
(
Pcp
Pa1
) γ+1
γ
]
(6.1g)
τr3A˙r3 = −Ar3 − kr3(Pcp − up) (6.1h)
P˙cp =
RTcp
Vcp
(m˙r3 − m˙p) (6.1i)
m˙p = ApPcp
√
γ
RTcp
(
2
γ + 1
) γ+1
γ−1
(6.1j)
P˙a2 =
RTa2
Va2
(m˙r2 −
4∑
i=1
m˙vi) (6.1k)
m˙vi = AviPa2
√√√√ 2γ
RTa2(γ − 1)
[(
Pcci
Pa2
) 2
γ
−
(
Pcci
Pa2
) γ+1
γ
]
ui (6.1l)
P˙cci =
RTcci
Vcci
(m˙vi − m˙ci) (6.1m)
m˙ci = AciPcci
√
γ
RTcci
(
2
γ + 1
) γ+1
γ−1
(6.1n)
where ui is the solenoid control input for the reaction thrusters, and up is the control
input for the main propulsion regulator setting, for i = 1, . . . , 4 for each reaction
thruster.
6.2 Control
The control input for the reaction thrusters is the cross section area A, in the mass
flow equation for each solenoid valve, where the area is commanded as either zero area
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or maximum area (closed or open). The control input for the main thruster the set
point for the adjustable pressure regulator Pr3 . This allows for continuous control of
the main propulsion as opposed to the discontinuous control of the reaction thrusters.
The control goal is to provide the desired thrust as commanded by the higher level
flight controller. By substituting (4.6)-(4.10) into (4.11), the thrust force model can
be written in the form
F = C1Pc + C2 (6.2)
where C1 and C2 are
C1 = AtMeγ
(
2
γ + 1
) γ+1
2(γ−1)
(
1 +
γ − 1
2
M2e
)− 1
2
+ Ae
(
1 +
γ − 1
2
M2e
)− γ
γ−1
(6.3)
C2 = AePa . (6.4)
Based on the assumption that the gas type, nozzle geometry, and atmospheric pres-
sure, are constant, thrust force is a linear function of chamber pressure as seen in
(6.2). The relation in (6.2) is used to calculate a desired chamber pressure from the
desired force for each thruster. The state space model, of the form x˙ = f(x, u), in
this case is made up of the states
x = [Ps Pa1 Pa2 Pcc1 Pcc2 Pcc3 Pcc4 Pcp Ar1 Ar2 Ar3 ]
T . (6.5)
The thrust controllers are designed as full state feedback. It is reasonable to assume
that the pressure states can be directly measured at each location. However, measur-
ing the orifice area of each regulator would be very difficult. An observer is designed
to estimate the value of the area states. The feedback controller is developed for the
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main propulsion system independently from the reaction control system.
6.2.1 Main Propulsion Control
The actuator for the main propulsion thrust is the set pressure of the upstream
pressure regulator (PR3). The local subsystem model for the main propulsion can
be written as
P˙cp =
RTcp
Vcp
Pa1
√√√√ 2γ
RTa1(γ − 1)
[(
Pcp
Pa1
) 2
γ
−
(
Pcp
Pa1
) γ+1
γ
]Ar3
−
RTcp
Vcp
Ap
√
γ
RTcp
(
2
γ + 1
) γ+1
γ−1
Pcp
(6.6a)
A˙r3 = −
1
τr3
Ar3 −
kr3
τr3
Pcp +
kr3
τr3
up . (6.6b)
To simplify the state equation, we introduce the notation
b(Pcp) =
RTcp
Vcp
Pa1
√√√√ 2γ
RTa1(γ − 1)
[(
Pcp
Pa1
) 2
γ
−
(
Pcp
Pa1
) γ+1
γ
] (6.7a)
k =
RTcp
Vcp
Ap
√
γ
RTcp
(
2
γ + 1
) γ+1
γ−1
 . (6.7b)
The controller is based on the error P¯cp = Pcp−P ∗cp where P ∗cp is the desired pressure.
Assuming P˙ ∗cp = 0, the error dynamics can be derived as
˙¯Pcp = bAr3 − kPcp . (6.8)
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Driving this system to zero is guaranteed if Ar3 =
k
b
Pcp− kpP¯cp as the error dynamics
become ˙¯Pcp = −kpPcp. We propose the sliding surface to be
σ = bAr3 − kPcp − bkpP¯cp = 0 . (6.9)
To drive the system to the sliding surface the control input can be defined as
up = Mp
[
(umax − umin)
2
sat
(
1
p
[
σ + λp
∫ t
0
σ(τ)dτ
])
+
(umax − umin)
2
+ umin
]
(6.10)
where kp, Mp, upmax, upmin, p, and λp are tunable control parameters and sat(·) is
the saturation function. This control function is designed so that the regulator set
pressure switches fast between a higher or lower pressure than the desired pressure
depending on a required increase or decrease in downstream pressure. This sliding
mode controller has a performance improvement over directly setting the regulator set
pressure to the desired pressure as long as the set pressure can be changed faster than
the regulator dynamics. The convergence speed, however, is still limited to maximum
regulator dynamics. The control law (6.10) as a function of the sliding surface is
shown in Figure 6.2.
In this case the sliding surface, σ + λp
∫
σ, contains an integral term to remove
any bias error. By taking the time derivative of (6.9), the dynamics of the sliding
surface can put in the form
σ˙ = ψ1sat
(
1
p
[
σ + λp
∫ t
0
σ(τ)dτ
])
+ ψ2 (6.11)
where |ψ1| and |ψ2| are variables that depend on system state and tuning parameters.
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Figure 6.2: Control law (6.10) as a function of the sliding surface with example tuning
parameters.
Equation (6.11) shows sliding mode control is guaranteed if σσ˙ < 0. This can be
achieved if control parameters kp, Mp, umax, and umin are tuned such that |ψ1| > |ψ2|.
Simulation
For simulating the main thruster performance, the desired thrusts of the reaction
thrusters are set to zero. The desired thrust, for the main thruster, is given two step
changes to visually demonstrate the tracking and control capabilities of the controller.
For comparison, the model is run using only the regulator dynamics. That is, the
desired pressure for the main thruster is fed back directly as the set pressure into the
upstream regulator.
The sliding mode controller developed in the previous section attempts to improve
convergence robustness and accuracy of the desired thrust by rapidly adjusting the
set pressure. The ability to tune the controller gains also allows for the convergence
profile to be adjusted. The controller performance is shown in Figure 6.3a with two
different gain values compared to no controller. The controller response is shown
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against a step change in desired thrust to clearly show the convergence profile. Some
(a) Main propulsion performance using sliding mode controller with two different gain
values compared to no controller.
(b) Sliding mode control input states.
Figure 6.3: Controller response to desired thrust step change.
relevant controller states such as the error, P¯cp, the sliding surface, σ, and the control
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input, up, are shown in Figure 6.3b. The desired thrust will mostly likely be a slowly
changing value, so the controller’s tracking performance is shown in Figure 6.4. The
sliding mode controller is able to track the desired thrust much closer than only using
the regulator dynamics. The ability to tune the controller gains allows for the tracking
accuracy to be adjusted.
Figure 6.4: Main propulsion tracking performance using sliding mode controller with
two different gain values compared to no controller.
6.2.2 Regulator Observer
The sliding mode controller requires measurements of the cold gas system states, up-
stream pressure Pa1 , downstream pressure Pcp, and the regulator orifice area Ar3 . It is
practical to assume that the pressures can be measured directly. However, it would be
nearly impossible to directly measure the orifice area. Even if the mechanical states
of the regulator could be measured, it would be difficult to determine the effective
area that ultimately determines the mass flow as described in the fluid model. It is
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more desirable to estimate the orifice area that is mathematically modeled in the dy-
namic equations. A sliding mode observer is developed in this section to estimate the
regulator orifice area based on the upstream and downstream pressure measurements.
The main propulsion state subsystem (6.6) is rewritten as
P˙cp =
RTcp
Vcp
[Ar3fr3(Pcp, Pa1)− fp(Pcp)] (6.12a)
A˙r3 = −
1
τr3
Ar3 −
kr3
τr3
(Pcp − Pa − up) (6.12b)
where the functions fr3 and fp are defined as
fr3 = Pa1
√√√√ 2γ
RTa1(γ − 1)
[(
Pcp
Pa1
) 2
γ
−
(
Pcp
Pa1
) γ+1
γ
]
(6.13)
fp = ApPcp
√
γ
RTcp
(
2
γ + 1
) γ+1
γ−1
. (6.14)
The sliding mode observer is derived to drive the estimated area Aˆr3 , to the actual area
Ar3 , based on the error of the measured downstream pressure Pcp, and the estimated
downstream pressure Pˆcp. From (6.12) the observer model is
˙ˆ
Pcp =
RTcp
Vcp
[
Aˆr3fr3(Pcp, Pa1)− fp(Pcp)
]
+ L1sgn(Pcp − Pˆcp) (6.15a)
˙ˆ
Ar3 = −
1
τr3
Aˆr3 −
kr3
τr3
(Pcp − Pa − up) + L2sgn(Pcp − Pˆcp) (6.15b)
where L1 and L2 are the observer gains.
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Simulation
First, the observer gains are tuned to make sure estimated downstream pressure is
correctly driven to the measured downstream stream. Then, the observer is tested
on the simulated orifice area. Two sets of observer gains are tested. The gains are
tuned so that the pressure converges almost immediately as shown in Figure 6.5a,
and the area convergences soon after as shown in Figure 6.5b. Since area has some
convergence time, it may be necessary to allow the observer to run before engaging
the controller as the controller needs the orifice area feedback.
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Figure 6.5: The main propulsion chamber pressure downstream of the regulator 3
orifice area. Two sets of observer gains shown. Pressure is measured while area is
accurately estimated.
Next the observer is placed in the controller loop so that the observer estimate of
orifice area is used as a measured feedback state for the controller. It turns out that
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the controller can be engaged immediately. The controller is robust against the initial
observer error before convergence. A step change and slow change in desired thrust
are used to demonstrate the convergence profile and the tracking control. Once the
observer converges, the area is accurately estimated, even with fast changes in area
as shown in Figure 6.6a. This allows the controller to converge and track the to the
desired thrust as shown in Figure 6.6b. Using the observer (6.15), the controller (6.9)
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Figure 6.6: Observer estimates regulator 3 orifice area (a) as a state feedback for
main propulsion thrust controller (b).
and (6.10) shows the ability to track a desired thrust based only on the feedback of
pressure measurement states.
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6.2.3 Reaction Thruster Control
It is expected that a fast on/off switching of the reaction thrusters is useful for
making quick attitude corrections. Solenoid valves are commercially available in a
variety of mass and pressure ranges and require relatively low amounts power to
operate. Because of the fast switching between on and off states of the solenoid
valves, developing a sliding mode controller is suitable in addition to being nonlinear
and robust.
Since the input pressure is likely constant, the controller switches states fast to
average a desired thrust, allowing for virtual throttling. The control goal is to drive
the thrust F , to a desired thrust F ∗. The desired thrust may be time varying and is
provided by an upper level control system. The feedback controller is developed from
the tracking error of the thrust. The tracking error is described as
F¯ = F − F ∗ (6.16)
so that goal is to drive F¯ to zero and hold it there. A sliding mode controller is
designed with a dynamical sliding surface (DeCarlo, Zak, & Drakunov, 2010). The
switching function is chosen as
σ = F¯ + λ
∫ t
0
F¯ (τ)dτ = C (6.17)
where C is a constant, such that the time derivative with a positive gain, λ > 0,
naturally drives the error to zero as
˙¯F = −λF¯ (6.18)
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The switching surface becomes a sliding surface when σ = F¯ + λ
∫ t
0
F¯ (τ)dτ = C and
can be implemented in the sliding mode control as
u = u0 − u1sat(σ) (6.19)
where u is the valve area control input, u0 is the equivalent control bias, and u1 is
a positive control gain. The equivalent control bias is calculated from the condition
σ˙ = 0, which makes σ = const an integral manifold (invariant set) and the term with
u1 makes it a stable attractor (S. V. Drakunov, 1993). In this case u0 ≡ u1 ≡ umax2
based on the limited available area so that 0 < u < umax.
Since the thrust of an individual thruster is difficult to directly measure, the actual
thrust can be calculated by measuring the chamber pressure and using (6.2).
Simulation
The reaction thruster sliding mode control is tested in simulation for different desired
thrust profiles. The simulation includes the actuator dynamics of the solenoid valve
with open and close lag. This is seen in Figure 6.7, where the valve area begins to rise
and fall slightly after it has been commanded. The pressure profile is also shown where
the pressure begins to fall from maximum while the valve is closed. It does not fall to
minimum as the valve is opened again. This produces an average pressure which is
less than the maximum over time. The goal of the controller is to drive that average
to the desired value. The results of the controller are shown in Figures 6.8, 6.9, and
6.10. Although it can be seen that the thrust rapidly cycles, a moving average shows
the average thrust over a small finite time matches the desired thrust at any given
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Figure 6.7: Sliding mode control virtual throttle cycle with solenoid response delay.
time. Figure 6.8 shows the thruster behavior to a constant desired thrust. Figure 6.9
shows the thruster behavior to step changes in the desired thrust. Figure 6.10 shows
the thruster behavior to a variable desired thrust. It can also been seen from these
figures that the controller commands a closed valve when the desired thrust is zero,
and a full open valve when the desired thrust is greater than the maximum thrust.
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Figure 6.8: Sliding mode control virtual throttle for a constant desired thrust.
In each case, it is shown in simulation that the sliding mode controller can drive the
average thrust of the reaction control thruster to a desired thrust, even with the valve
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Figure 6.9: Sliding mode control virtual throttle for a variable desired thrust with
step changes.
delay and the discrete input nature of the control valve. Therefore, it is possible to
create a virtual throttle range between zero and maximum thrust.
6.2.4 Full Simulation
A final simulation of the full fluid model with both controllers is run to show simulta-
neous thrust tracking and control of all five thrusters. That is, four reaction thrusters
and one main thruster. The results are shown in Figure 6.11.
6.3 Conclusion and Future Work
Two sliding mode controllers are developed to provide continuous tracking of the
desired thrusts commanded by an upper level attitude control system. The added
observer means that only the pressures in the system need to be measured to provide
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Figure 6.10: Sliding mode control virtual throttle for a variable desired thrust.
full state feedback. Simulations show the main thrust controller successfully converg-
ing to multiple desired thrusts. The sliding mode controller is also shown to remove
the steady states bias and over shooting of the regulator’s natural response to a new
desired thrust. Simulations also show that the sliding mode controller can drive the
average thrust of the reaction control thruster to a desired thrust, even with the valve
delay and the discrete input nature of the control valve.
Future work would include updating the fluid model to include variation in fluid
temperature and smaller atmospheric pressures to be better approximations for con-
ditions in the space environment. The cold gas propulsion system could also be
updated to include other types of flow controllers, in place of regulators and solenoid
valves. The propulsion system could also improve fuel efficiency by adding heaters
to increase the fluid temperatures. The pressure source could store propellant in
multi-phase states, such as solid or liquid, as well as gas. Steam is an example of
multi-phase storage and heated gas to improve fuel efficiency. Simulations show that
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maximum available thrust at each controller can be diminished as more total thrust
is output by all the thrusters. This is seen in Figure 6.10 when the desired thrust
is to high the maximum thrust achieved with one thruster is approximately 1.1 N.
However thruster 1 and 3 in Figure 6.11 only achieve 1 N when all thrusters are fir-
ing. This could be addressed by designing one controller for the entire system instead
of designing separate controllers for the main thruster and the reaction thrusters.
One controller for the entire system could possibly improve fuel efficiency with more
upstream control inputs.
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Figure 6.11: Thrust tracking and control of all five thrusters. One main thruster, and
four reaction thrusters.
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Chapter 7
Time Optimal Feedback Control
for Spacecraft with Cold Gas
Propulsion
For small spacecraft, the cold gas system may be limited to only on-off control of the
main tank where the generated thrust is directly dependent on the tank pressure. As
such, the thrust will slowly decrease as the propellant is expended. In this chapter a
feedback control method is developed for such a spacecraft where the thrust force is
directly dependent on the remaining fuel. The control law is time optimal accounting
for fuel constraints and control input actuator constraints.
7.1 Full System Model
For a spacecraft in a low gravity environment the cold gas propulsion system has two
main thrusters to provide thrust in each direction for translational motion in each
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dimension. Two configurations are presented for comparison. A propulsion system
which provides constant thrust, and a less complex propulsion system which directly
feeds the tank pressure to produce thrust. The controller is designed for the direct
feed case.
7.1.1 Constant Thrust
Pressure Source
Tank
Pressure
Regulator
Thrusters
Solenoid
Valves
CVs
PRr
CVa1
CVcci
SVvi
Aci
Accumulation
volume
Figure 7.1: Constant thrust cold gas propulsion schematic. The dot dash lines show
control volumes. Each control volume and orifice is labeled and the nomenclature is
given in Table 7.1.
For one-dimensional motion the schematic for a constant thrust system is shown
in Figure 7.1. The pressure regulator allows a preset constant downstream pressure,
and the solenoid valve allows for two states, zero or maximum thrust.
Table 7.1: Component subscript labels for Figure 7.1 and Figure 7.2.
Control Volumes
CVs source
CVa1 accumulation volume 1
CVcci thruster chamber i = 1, 2
Orifices
PRr pressure regulator 1
SVvi solenoid valve i = 1, 2
Aci thruster throat area i = 1, 2
Using (4.2),(4.3),(4.4),(4.18) and (4.10) for each component labeled in Figure 7.1,
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the model becomes a nonlinear system of first order differential equations given by,
P˙s =
RTs
Vs
(−m˙r) (7.1a)
m˙r =
ArPs
(γ − 1) 12
√√√√ 2γ
RTs
[(
Pa1
Ps
) 2
γ
−
(
Pa1
Ps
) γ+1
γ
]
(7.1b)
τrA˙r = −Ar − kr(Pa1 − Pr) (7.1c)
P˙a1 =
RTa1
Va1
(m˙r −
2∑
i=1
m˙vi) (7.1d)
m˙vi =
uiAviPa1
(γ − 1) 12
√√√√ 2γ
RTa1
[(
Pcci
Pa1
) 2
γ
−
(
Pcci
Pa1
) γ+1
γ
]
(7.1e)
P˙cci =
RTcci
Vcci
(m˙vi − m˙ci) (7.1f)
m˙ci = AciPcci
√
γ
RTcci
(
2
γ + 1
) γ+1
γ−1
(7.1g)
where ui is the solenoid control input for the thrusters. The control input is restricted
so that only one can fire at a time, given that both valves open will cancel the
generated thrust.
7.1.2 Direct Feed
For one-dimensional motion the schematic for a direct feed system is shown in Figure
7.2. This is the least complex version of a cold gas system. With the nozzle attached
directly to a pressure tank, the tank pressure becomes the thruster chamber pressure,
and the thrust is directly dependent on the tank pressure state which decreases when
used.
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This system reduces the component complexity but it increases the order of state
equations needed to determine optimal control. Again, using (4.2),(4.3),(4.4),(4.18)
Pressure Source
Tank
Solenoid
Valve
Thruster
Nozzle
CVs
SVv1
Ac1
SVv2
Ac2
Figure 7.2: Direct feed cold gas propulsion schematic. The dot dash lines show control
volumes. Each control volume and orifice is labeled and the nomenclature is given in
Table 7.1.
and (4.10) for each component labeled in Figure 7.2, the model reduces to a system
of two first order differential equations given as,
P˙s =
RTs
Vs
(
−
2∑
i=1
m˙ci
)
(7.2a)
m˙ci = uiAciPs
√
γ
RTs
(
2
γ + 1
) γ+1
γ−1
(7.2b)
where ui is the solenoid control input for each thruster, i = 1, 2. Again, the control
input is restricted so that only one can fire at a time.
7.1.3 Spacecraft Model
The one-dimensional motion of the spacecraft is governed by the following system
x˙1 = x2
x˙2 = F
(7.3)
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where x1 is position, x2 is velocity, and F is the thrust force. For the direct feed case,
the thrust force is written in terms of the fuel pressure by substituting (4.6)-(4.10)
into (4.11), as
F = uiAc
[(
γMe
(
2
γ + 1
) γ+1
2(γ−1)
(
1 +
γ − 1
2
M2e
)− 1
2
+
(
1 +
γ − 1
2
M2e
)− γ
γ−1
)
Ps − Pa
]
. (7.4)
The closed loop pressure dynamics are obtained by substituting (7.2b) into (7.2a) to
get
P˙s = −|u|AcPs
√
γRTs
V 2s
(
2
γ + 1
) γ+1
γ−1
(7.5)
where the control input, u is allowed to take one of three states,
u =

+1 for u1 = 1, u2 = 0
0 for u1, u2 = 0
−1 for u2 = 1, u1 = 0 .
(7.6)
Introducing the thrust dynamics from (7.4) and (7.5), (7.3) is rewritten with Ps being
denoted as x3 in state space, as
x˙1 = x2
x˙2 = uf1(x3)
x˙3 = −|u|f2(x3)
(7.7)
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where
f1(x3) =Ac
([
γMe
(
2
γ + 1
) γ+1
2(γ−1)
(
1 +
γ − 1
2
M2e
)− 1
2
+
(
1 +
γ − 1
2
M2e
)− γ
γ−1
]
x3 − Pa
)
(7.8)
f2(x3) =Acx3
√
γRTs
V 2s
(
2
γ + 1
) γ+1
γ−1
. (7.9)
The control development in the following section will be based on the general class
of systems as presented in (7.7).
7.2 Control Development
The spacecraft controller is designed for the direct feed case as presented in Section
7.1.3. The controller development method is first shown in general for a bilinear
system. The control development is then applied to specific one-dimensional cases.
Finally, the control development is investigated for a specific two dimensional case.
7.2.1 General Method
The general bilinear system is given in the form
x˙ = Ak(uk)x (7.10)
where x ∈ Rn, u ∈ Rm, and k = 1, . . . , N , where N is the number of discrete control
states. System (7.10) is linear for each constant controller state k, and the differential
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equation can be solved as
xkf = e
Ak∆tkxki . (7.11)
To find the surface of points where the final control state N will drive the system to
the final desired state xNf = xdes = [0, . . . , 0, xnf ≥ 0], solve the system (7.10) as
xNi(∆tN , xnf ) = (e
AN∆tN )−1xNf . (7.12)
The system (7.12) of parametric equations can be combined into a single equation
eliminating the parameters ∆tN and xnf in the form
σN(xNi) = 0 (7.13)
which is a manifold of points in state space where all trajectories end at xNf from
any initial point on the manifold xNi. The system (7.12) of parametric equations can
also be combined to find the time spent in the final control state N as a function of
the initial point on the manifold,
∆tN(xNi) . (7.14)
To find the time spent in the previous control state (N − 1) from the initial point
x(N−1)i solve the system (7.10) for x(N−1)f as
x(N−1)f (∆t(N−1),x(N−1)i) = eA(N−1)∆t(N−1)x(N−1)i . (7.15)
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Since x(N−1)f ≡ xNi, substitute (7.15) into (7.13) as σN(x(N−1)f ) = 0 and solve for
time as a function of the initial point as
∆t(N−1)i(x(N−1)i) . (7.16)
To find the time spent in the final control state N as a function of the initial point
in control state (N − 1), substitute (7.15) into (7.14) as
∆tN(x(N−1)i) . (7.17)
To find the time spent in each control state N and (N −1) as a function of the initial
point in the next previous control state (N − 2), solve the system (7.10) for x(N−2)f
as
x(N−2)f (∆t(N−2),x(N−2)i) = eA(N−2)∆t(N−2)x(N−2)i . (7.18)
Since x(N−2)f ≡ x(N−1)i, substitute (7.18) into (7.16) as
∆t(N−1)(∆t(N−2),x(N−2)i) (7.19)
and substitute (7.18) into (7.17) as
∆tN(∆t(N−2),x(N−2)i) . (7.20)
If this is the first control state we can keep the initial time in the first control state
as a free parameter. Therefore, the time spent in each of the control states N and
(N − 1) is a function of the initial point in control state (N − 2) and the time spent
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in the in the control state (N − 2). To minimize the total time from a given initial
state, x(N−2)i, with the free parameter ∆t(N−2), solve the following
d
d∆t(N−2)
(
N∑
k
∆tk
)∣∣∣∣∣
∆t(N−2)=0
= 0 (7.21)
to get the manifold
σ(N−2)(x) = 0 (7.22)
where (7.22) is the switching manifold that gives the time optimal state to switch
from control u(N−2) to control u(N−1). The manifold (7.13) as function in state space
written as
σN(x) = 0 (7.23)
is the switching manifold that gives the required state to switch from control u(N−1)
to control uN . The feedback control law is defined by these switching manifolds as
u =

u(N−2) , σ(N−2)(x) > 0
u(N−1) , σ(N−2)(x) < 0 and σN(x) > 0
uN , σN(x) < 0 .
(7.24)
7.2.2 One-Dimensional Motion
Consider a system of one-dimensional motion where the force applied in each direction
depends of the amount of remaining fuel and actuating the thruster will cause the
fuel to deplete. The state of the system is written as x = [x1 x2 x3]
T , where x1 is
position, x2 is the velocity, and x3 is the amount of fuel. In general the nonlinear
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system of the form x˙ = f(x, u) is written as
x˙1 = x2
x˙2 = uf1(x3)
x˙3 = −|u|f2(x3)
(7.25)
where |u| ≤ 1 is the control input and f1(x3) and f2(x3) are nonlinear functions of the
amount of remaining fuel. This system is representative of one-dimensional spacecraft
motion for either translation or rotation with cold gas propulsion.
Translation The translational motion of an object is given as
mx¨ = uF (7.26)
where m is the mass and |u| ≤ 1 is the control input. We define the state vector as
x = [x1 x2 x3]
T = [x x˙ p]T . As given in (4.19), the thrust force is F (p) = C1p and the
pressure rate of change is p˙(p) = −C3p, where C1 and C3 are defined in (4.20). The
state space equations for such a system are
x˙1 = x2 = x2
x˙2 = u
C1
m
p = uf1(x3)
x˙3 = −|u|C3p = −|u|f2(x3)
(7.27)
where f1(x3) =
C1
m
x3, and f2(x3) = −C3x3.
127
7.2. CONTROL DEVELOPMENT
Rotation The rotational motion of an object is given as
Iθ¨ = uτ (7.28)
where τ = FR is the torque, I = 1
2
mR2 is the moment of inertia of a disk, R is the
radius of the disk, and |u| ≤ 1 is the control input. We define the state vector as
x = [x1 x2 x3]
T = [θ θ˙ p]T . As given in (4.19), the thrust force is F (p) = C1p, and
the pressure rate of change is p˙(p) = −C3p, where C1 and C3 are defined in (4.20).
The state space equations for such a system are
x˙1 = x2 = x2
x˙2 = u
2C1
mR
p = uf1(x3)
x˙3 = −|u|C3p = −|u|f2(x3)
(7.29)
where f1(x3) =
2C1
mR
x3, and f2(x3) = −C3x3.
If we let the constants be chosen as C1 = 1, C2 = 1, m = 1, and R = 2, both
translation and rotation one dimensional motion can be simplified to the simplest
example where f1(x3) = f2(x3) = x3.
Simplest Example
To develop the method for determining the time optimal control law, the simplest
form of (7.7) is used as an example where f1(x3) = f2(x3) = x3. The non affine state
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Figure 7.3: State space trajectories projected into the x1x2-plane with control switch
points s0, s1, s2, and s3.
space model is
x˙1 = x2
x˙2 = ux3
x˙3 = −|u|x3 .
(7.30)
The control input has three discrete possible states
u =

+1 for k = 1
0 for k = 2
−1 for k = 3
(7.31)
which makes the model bilinear in the form x˙ = Ax, for x = [x1 x2 x3]
T , where
Auk =

0 1 0
0 0 −uk
0 0 −|uk|
 . (7.32)
The solution for this differential equation is xf = e
Atfxi. There are three possible
trajectories, one for each controller state. Let ∆t+ be the time accelerating towards
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x1 = 0, the path from s0 to s1 as shown in Figure 7.3. Let ∆t0 be the time coasting
towards x1 = 0, the path from s1 to s2 as shown in Figure 7.3. Let ∆t− be the time
decelerating towards x1 = 0, the path from s2 to s3 as shown in Figure 7.3. For the
region where x1 > 0, these trajectories are
x1 = e
Au3∆t+x0 (7.33)
x2 = e
Au2∆t0x1 (7.34)
x3 = e
Au1∆t−x2 (7.35)
where x0 = [x10 x20 x30 ]
T is the initial system state at point s0, x1 = [x11 x21 x31 ]
T
is the system state at switching point s1, x2 = [x12 x22 x32 ]
T is the system state at
switching point s2, and x3 = [x13 x23 x33 ]
T is the final system state at point s3.
The goal is to drive the spacecraft from any initial position x1 = x10, to the desired
position x1 = 0. Therefore, to derive the optimal path, we begin at the origin, by
finding the region such that applying deceleration at any point in the region will
result in a trajectory that will cross the origin (x1, x2 = 0). By rewriting (7.35) as
x2 = [e
Au+∆t− ]−1x3, where the final desired state is x3 = [0 , 0 , x33 ≥ 0]T , the
system ending at point s3 and beginning at s2 is
x12 = x33
(
e∆t− − 1−∆t−
)
x22 = x33
(
1− e∆t−)
x32 = x33
(
e∆t−
)
.
(7.36)
System (7.36) is a set of parametric equations that is manipulated to remove the
130
7.2. CONTROL DEVELOPMENT
parameters x33 , and ∆t−, and written into one equation as
σ2(x) = x1 + x2 + (x3 + x2) ln
(
x3
x3 + x2
)
(7.37)
where σ2(x) = 0 is a surface in state space such that decelerating from any point on
that surface will pass through the desired final state. System (7.36) is also used to
determine the time spent decelerating on that surface as
∆t−(x22 , x32) = ln
(
x32
x32 + x22
)
. (7.38)
Next, we look at the system coasting towards the surface σ2(x) = 0 from any
point in the positive x1 direction denoted by moving from point s1 to s2. Evaluating
(7.34) results in the following parametric equations,
x12 = x11 + x21∆t0
x22 = x21
x32 = x31 .
(7.39)
The coasting time from point x1 to the surface σ2(x2) = 0 is found by substituting
(7.39) into (7.37) and solving for ∆t0. Similarly, the deceleration time is reevaluated
as a function of x1 by substituting (7.39) into (7.38). The deceleration time and
coasting time are given as functions of point x1 as
∆t0(x1) = − 1
x21
[
x11 + x21 + (x31 + x21) ln
(
x31
x31 + x21
)]
(7.40)
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∆t−(x1) = ln
(
x31
x31 + x21
)
. (7.41)
Lastly, we want to define the coasting and deceleration times as functions of the
initial state x0, and the time, ∆t+, spent accelerating from point s0 to s1. The
accelerating system is found by evaluating (7.33) as
x11 = x10 + x20∆t+ − x30
(
e−∆t+ + ∆t+ − 1
)
x21 = x20 + x30
(
e−∆t+ − 1)
x31 = x30
(
e−∆t+
)
.
(7.42)
By substituting (7.42) into (7.40) and (7.41) we get
∆t0(x0,∆t+) = − 1
x20 + x30(e
−∆t+ − 1)
[
x10 + x20 + (x20 − x30)∆t+
+
(
x20 + x30(2e
−∆t+ − 1)) ln( x30e−∆t+
x20 + x30(2e
−∆t+ − 1)
)]
(7.43)
∆t−(x0,∆t+) = ln
(
x30e
−∆t+
x20 + x30(2e
−∆t+ − 1)
)
. (7.44)
The total time, ∆t, from point s0 to s3 is the sum of the time spent in each leg
written as
∆t(x0,∆t+) = ∆t−(x0,∆t+) + ∆t0(x0,∆t+) + ∆t+ . (7.45)
Note that the total time is dependent only on the initial position x0, and the time
spent accelerating away from the initial point, ∆t+. The time optimal control goal is
to minimize the total time using the only free parameter ∆t+.
To determine the time optimal surface for switching from accelerating to coasting,
we analyze how the total time changes with a change in acceleration time and evaluate
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at the boundary as
d∆t
d∆t+
∣∣∣∣
∆t+=0
= 0 . (7.46)
This results in the switching surface
σ0(x) =
x3
x22
[
x1 +
x3 − x2
x3 + x2
x2 + (x3 − x2) ln
(
x3
x3 + x2
)]
= 0 . (7.47)
Note that for classical time optimal control the solution is bang-bang, where the
control is constant acceleration and deceleration with no coasting. If this was the
case, the analysis would have found σ0 ≡ σ2. However, in our case, we have found
that it is always time optimal to coast for some time. This has to do with the nature
of the system as the acceleration is dependent on the decreasing fuel source.
One more switching surface is required if the goal includes a desired minimum final
fuel amount stated as x3f ≥ x3min . This is accomplished by analyzing the relation of
dx2
dx3
from system (7.30) for decelerating towards the final state as
∫ x2f=0
x20=x2
dx2 = −
∫ x3f=x3min
x30=x3
dx3 . (7.48)
The surface for switching from accelerating to coasting to arrive at the final state
with a desired minimum fuel is
σ1(x) = x3 − x3min + x2 = 0 . (7.49)
To complete and combine the analysis for the region x1 < 0, apply the trans-
formation (·) → −sgn(x2)(·) to {x1, x2, σ0, σ2}. Note that, sgn(·)sgn(·) = 1, and,
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Figure 7.4: State space trajectories projected into the x1x2-plane. Trajectories shown
for each of the three control states in relation to the switching surfaces. Switching
surfaces σ0 and σ2 positive and negative regions shown.
sgn(x2)x2 = |x2|. Each switching surface defined for all state space is written as
σ0(x) =
x3
x22
[
x1 +
x3 + |x2|
x3 − |x2|x2 − sgn(x2)(x3 + |x2|) ln
(
x3
x3 − |x2|
)]
= 0 (7.50)
σ1(x) = x3 − x3min − |x2| = 0 (7.51)
σ2(x) = x1 + x2 − sgn(x2)(x3 − |x2|) ln
(
x3
x3 − |x2|
)
= 0 . (7.52)
A control law developed based on these switching surfaces is state feedback, time
optimal, and fuel constrained.
The surfaces σ0(x) = 0 and σ2(x) = 0 have their positive and negative regions
defined in Figure 7.4. The surface σ1(x) = 0 is defined as positive in the region above
the surface in the positive x3 direction. From this, the control law can be stated as
u =
−
1
2
[sgn(σ0(x)) + sgn(σ2(x))] if σ1(x) > 0
−1
2
[sgn(x2) + sgn(σ2(x))] if σ1(x) ≤ 0 .
(7.53)
From the analysis resulting in (7.51), in order to reach the origin, the desired remain-
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Figure 7.5: All three switching surfaces shown in three dimensional state space.
ing fuel x3min must be chosen within the range
0 ≤ x3min < x30 − |x20| (7.54)
where the origin is not accessible from the region
x30 − |x20| < 0 . (7.55)
A More General Example
We apply the general method to a one-dimensional motion example with linear func-
tions f1(x3) = ax3 and f2(x3) = bx3, but keeping track of the linear coefficients a and
b with the system written as
x˙1 = x2
x˙2 = uax3
x˙3 = −|u|bx3 .
(7.56)
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The system written in state space system is x˙ = Aukx where the state vector is
x = [x1 x2 x3]
T and
Auk =

0 1 0
0 0 −auk
0 0 −b|uk|
 . (7.57)
The deceleration trajectory to reach the final desired state x3 = [0 , 0 , x33 ≥ 0]T , is
x2 = [e
Au1∆t− ]−1x3 written out as
x12 =
a
b2
x33
(
eb∆t− − 1− b∆t−
)
x22 =
a
b
x33
(
1− eb∆t−)
x32 = x33
(
eb∆t−
)
.
(7.58)
This set of parametric equations manipulated to remove the parameters x33 , and ∆t−
yields the deceleration switching surface
σ2(x1, x2, x3) =
b2
a
(x1 + x2) + (x3 +
b
a
x2) ln
(
x3
x3 +
b
a
x2
)
= 0 . (7.59)
The parametric equations also yield the deceleration time as
∆t−(x2) =
1
b
ln
(
x32
x32 +
b
a
x22
)
. (7.60)
To determine the coasting time ∆t0, from the initial coasting state x1 to the surface
σ2(x) = 0, substitute the coasting trajectory x2 = e
Au2∆t0x1, into the switching
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surface and solve for ∆t0 to yield
∆t0(x1) = − 1
x21
[
(x11 + x21) +
1
b2
(ax31 + bx21) ln
(
x31
x31 +
b
a
x21
)]
. (7.61)
To determine the deceleration time as a function of initial coasting state x1, substitute
the coasting trajectory equations into the deceleration time function ∆t−(x2) to yield
∆t−(x1) =
1
b
ln
(
x31
x31 +
b
a
x21
)
. (7.62)
To determine the deceleration and the coasting times as a function of the initial accel-
eration state x0 and the acceleration time ∆t+, substitute the acceleration trajectory
equations x1 = e
Au3∆t+x0 into the functions ∆t0(x1) and ∆t−(x1).
To minimize the total time
∆t(x0,∆t+) = ∆t−(x0,∆t0) + ∆t0(x0,∆t0) + ∆t+ (7.63)
with respect to the free parameter of acceleration time, solve the equation
d∆t
d∆t+
∣∣∣∣
∆t+=0
= 0 . (7.64)
This results in the coasting switching surface
σ0(x) =
ax3
b2x22
[
b2x1 +
ax3 − bx2
ax3 + bx2
bx2 + (ax3 − bx2) ln
(
x3
x3 +
b
a
x2
)]
= 0 . (7.65)
The transformation to derive the surfaces for all space is (·)→ −sgn(x2)(·). The
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switching surface for a system where f1(x3) = ax3 and f2(x3) = bx3 are given as
σ2(x) =
b2
a
x1 − sgn(x2)
[
−b
2
a
|x2|+
(
x3 − b
a
|x2|
)
ln
(
x3
x3 − ba |x2|
)]
= 0 (7.66)
σ0(x) =
ax3
b2x22
[
b2x1 +
ax3 + b|x2|
ax3 − b|x2|bx2 − sgn(x2)(ax3 + b|x2|) ln
(
x3
x3 − ba |x2|
)]
= 0 .
(7.67)
Simulation
The model given in (7.30) using the control law given in (7.53) is simulated in MAT-
LAB and Simulink with initial conditions x0 = [0.6 , 0.5 , 2.5]
T and desired condi-
tions xdes = [0 , 0 , x33 ≥ 0]T .
Figure 7.6 shows the successful convergence of the position to the desired value
using each of the three control states only once. There is an acceleration phase
towards the origin, a coasting phase, and a deceleration phase to finally come to a
stop at the origin. The total maneuver is completed with more fuel remaining than
required.
7.2.3 Two-Dimensional Motion
We apply the general method to a two-dimensional motion example where thrust can
be fired in both directions along two dimensions, but the trusters draw pressure from
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Figure 7.6: Time series of systems states and control input shows time optimal,
bang-off-bang, control, placing the spacecraft at the desired position with the fuel
remaining above its desired value.
the same tank. The system with state vector x = [x vx y vy p]
T is defined as
x˙ = vx
v˙x = uxf1(p)
y˙ = vy
v˙y = uyf1(p)
p˙ = −(|ux|+ |uy|)f2(p) .
(7.68)
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where x is position in the x-direction, vx is velocity in the x-direction, y is position in
the y-direction, vy is velocity in the y-direction, p is tank pressure, ux is the control
input for the x-direction, uy is the control input for the y-direction. For the simple
example we analyze the system for f1(p) = p and f2(p) = p. For the given extremal
control states ux = {1, 0, −1} and uy = {1, 0, −1}, the number of possible control
states is N = 9. However, rather than include all possible combinations we reduce
the number of combined control states to N = 5 where either both are accelerating,
one is accelerating, both are coasting, one is decelerating, or both are decelerating.
The bilinear model can be written as x˙ = Aklx, where
Akl =

0 1 0 0 0
0 0 0 0 uxk
0 0 0 1 0
0 0 0 0 uyl
0 0 0 0 −(|uxk |+ |uyl |)

(7.69)
and where k = 1, 2, 3 and l = 1, 2, 3. If both directions are decelerating to the
desired point x3f = [0 0 0 0 pf ≥ 0]T we can find the deceleration surface by solving
x3i = [e
A33∆t33 ]−1x3f
x = −1
2
pf t+
1
4
pfe
2t − 1
4
pf
vx = −12pfe2t + 12pf
y = −1
2
pf t+
1
4
pfe
2t − 1
4
pf
vy = −12pfe2t + 12pf
p = pfe
2t .
(7.70)
This set of parametric equations cannot uniquely be manipulated to remove the pa-
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rameter t. There are two solutions to remove the parameters where one is strictly in
terms of the x-direction and one is strictly in terms of the y-direction. The deceler-
ating surfaces are
σ33 = 4x− 2vx − (p+ 2vx) ln
(
p
p+2vx
)
= 0
σ33 = 4y − 2vy − (p+ 2vy) ln
(
p
p+2vy
)
= 0
(7.71)
and the time spent decelerating on these surfaces are
t33 =
1
2
ln
(
p
p+2vx
)
t33 =
1
2
ln
(
p
p+2vy
)
.
(7.72)
Since these are separate surfaces, one for each of the x and y directions, if one reaches
the origin before the other, the system needs to be solved for one direction decelerating
and one direction stationary. We solve the equation x3i = [e
A32∆t32 ]−1x3f for x3f =
[0 0 0 0 pf ≥ 0]T as
x = −pf t+ pfet − pf
vx = −pfet + pf
y = 0
vy = 0
p = pfe
t .
(7.73)
This decelerating surface is now equivalent to the one-dimensional case as
σ32 = x− vx − (p+ vx) ln
(
p
p+ vx
)
= 0 (7.74)
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with the time spent decelerating as
t32 = ln
(
p
p+ vx
)
. (7.75)
The two switching surfaces, σ33 and σ32, provide a state feedback opportunity for
when to decelerate for either one or two dimensions. The switching surfaces are
shown in Figure 7.7 for one direction. The state space trajectory for each direction is
Figure 7.7: Decelerating switching surfaces for one direction. σ33 for both directions
decelerating and σ32 is for only one direction decelerating. x1 and x2 are the position
and velocity superimposed for either x or y directions. x3 is the fuel for thrust in
both directions.
shown in Figure 7.8. Here, the initial conditions are different for x and y directions so
that the initial x is further from the desired position. As both brake, the trajectory of
each moves along the σ33 surface. When the desired y position is reached, the thrust
in that direction is set to zero. This changes the rate of fuel decay, so if the thrust
continues in the x direction, it will arrive short of the desired position. Because there
is only error in the x direction, the σ32 can be used as the braking surface. The x
direction control will have to coast to first reach σ32, and then it can continue to
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brake until it reaches the desired position.
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Figure 7.8: State space trajectories for x and y directions are superimposed on switch-
ing surfaces σ33 and σ32.
The investigation stops here with a way to have state feedback for control in two
dimensions of a system with decreasing thrust. Because the deceleration surface is
not a function of all states, it is not clear how to derive the total time as a function
of all initials conditions. Therefore, it is not clear if a time optimal solution can be
found for the two-dimensional case.
7.3 Conclusions and Future Work
Cold gas propulsion is a viable system for many spacecraft, including the reduced
complexity of the direct feed configuration. This system provided the motivation to
analyze such class of systems where the remaining fuel directly impacted the control
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thrust that could be applied. The results showed that it is possible to develop a time
optimal state feedback control law for such a system.
Classical time optimal analysis for a system with constant thrust results in a
bang-bang control profile with one switching point from acceleration to deceleration.
Classical fuel optimal analysis for a constant thrust system results in a bang-off-bang
control profile for acceleration, coasting, and then deceleration. However, optimal
analysis for the direct feed system found that the switching surface for bang-bang
was neither time optimal nor fuel optimal. It turned out that a coasting period was
always time optimal, so a second surface was derived to find the time optimal coasting
region. Consequently, by shifting from bang-bang to bang-off-bang, total fuel used
was also reduced as well as the total time.
Future work includes generalizing the control development method in terms of any
functions f1(x3) and f2(x3) for system (7.7), including linear and nonlinear functions,
and expanding the optimal feedback control for spacecraft attitude and translation
control in all three dimensions.
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Chapter 8
Conclusion
An investigation was done into control of spacecraft with small thrust input and
into thrust control of cold gas propulsion systems. Several control algorithms were
designed and tested for such systems. For spacecraft with small continuous thrust, it
was successfully that robust feedback control of a spacecraft for orbital maneuvers is
possible. For spacecraft with cold gas propulsion systems, a full system fluid model
was developed along with several control algorithms for thrust control. Nonlinear
feedback controllers were designed and tested in simulation to track desired thrusts
for several thrusters in a full cold gas propulsion system given measurements of only
the pressure states of the system. For a spacecraft where the thrust is dependent on
a depleting fuel source, a time optimal feedback controller was designed and tested
in simulation to drive the spacecraft to a desired position. It was interesting to learn
that the time optimal solution for such a system included a coasting stage, which is
not found in classical optimal control.
The research for small thrust orbital control could continue by applying the con-
145
trol laws to multidimensional orbital trajectories, and investigating optimal control
opportunities. Cold gas propulsion systems could be improved by investigating other
control actuators and other cold gas propellant storage options to improve fuel effi-
ciency. Future work for the direct feed cold gas propulsion is to apply the control
method to multidimensional attitude and translation control.
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