Abstract. A class of highest weight irreducible representations of the algebra U h (A ∞ ), the quantum analogue of the completion and central extension A ∞ of the Lie algebra gl ∞ , is constructed. It is considerably larger than the class of representations known so far. Within each module a basis is introduced and the transformation relations of the basis under the action of the Chevalley generators are explicitly given. The verification of the quantum algebra relations is shown to reduce to a set of nontrivial q-number identities.
INTRODUCTION
We construct a class of highest weight irreducible representations (irreps) of the algebra U h (A ∞ ) [8] , the quantum analogue of the completion and central extension A ∞ of the Lie algebra gl ∞ [1] , [6] . Our interest in the subject stems from the observation that certain representations of gl(n) (including n = ∞) [9] and of A ∞ (see Example 2 in Ref. [10] and the references therein) are related to a new quantum statistics, the A-statistics. The latter, as it is clear now, is a particular case of the Haldane exclusion statistics [5] , a subject of considerable interest in condensed matter physics (see Sect. 4 in Ref. [13] for more discussions on the subject). It turns out that some of the representations of the deformed algebra U h (A ∞ ) satisfy also the requirements of the Haldane statistics. More precisely, they lead to new solutions for the microscopic statistics of Karabali and Nair [7] directly in the case of infinitely many degrees of freedom. These results will be published elsewhere. We mention them here only in order to justify our motivation for the work we are going to present. One may expect certainly that similar to A ∞ [2] , [4] the representations of U h (A ∞ ) may prove useful also in other branches of physics and mathematics.
The quantum analogues of gl ∞ and A ∞ in the sense of Drinfeld [3] , namely U h (gl ∞ ) and U h (A ∞ ), were worked out by Levendorskii and Soibelman [8] . These authors have constructed a class of highest weight irreducible representations, writing down explicit expressions for the transformations of the basis under the action of the algebra generators.
The U h (A ∞ )-modules, which we study, are labeled by all possible sequences (see the end of the introduction for the notation) {M } ≡ {M i } i∈Z ∈ C [h] ∞ , subject to the conditions: In Refs. [11] and [12] a class of highest weight irreps, called finite-signature representations, of the Lie algebra A ∞ was constructed. The corresponding modules are labeled by the set of all complex sequences {M } ≡ {M i } i∈Z ∈ C ∞ , which satisfy the conditions (a) and (b). The name "finite-signature" indicates that, due to (a) , each signature {M } is characterized by a finite number of different coordinates or, more precisely, by no more then n − m + 1 different complex numbers.
From our results it follows that each A ∞ −module with a signature {M } can be deformed to an U h (A ∞ )−module with the same signature. The class of the finite-signature representations of U h (A ∞ )
is however larger, which is due to the fact that the coordinates of the U h (A ∞ ) signatures take values in C[h].
All representations we obtain are restricted in the sense of Ref. [8] , Definition 4.1.
In Section 2 we construct a class of highest weight irreps of the subalgebra U h (a ∞ ) of U h (A ∞ ). Some of these representations, namely the finite-signature representations (Definition 2), are extended to representations of U h (A ∞ ) in Section 3.
Throughout the paper we use the notation (most of them standard):
N -all positive integers;
Z + -all non-negative integers;
Z -all integers;
Q -all rational numbers;
C -all complex numbers;
C[h] -the ring of all polynomials in h over C; C[[h]]
-the ring of all formal power series in h over C; X n = {(a 1 , a 2 , . . . , a n )| a i ∈ X}, (including n = ∞); 
REPRESENTATIONS OF THE ALGEBRA U h (a ∞ )
The algebra U h (a ∞ ) was defined in Ref. [8] . The authors denote it as U h (g ′ (A ∞ )) f . It is a Hopf algebra, which is a topologically free module over C [[h] ] (complete in h-adic topology), with generators {e i , f i , h i , c} i∈Z , and
Cartan relations:
[c, a] = 0, a ∈ {h i , e i , f i } i∈Z (1a)
[h i , e j ] − (δ ij − δ i,j+1 )e j = 0,
[h i , f j ] + (δ ij − δ i,j+1 )f j = 0,
[e i , f j ] = 0, i = j.
2. e-Serre relations:
[e i , e j ] = 0, if |i − j| = 1, 
3. f -Serre relations:
We do not write the other Hopf algebra maps (∆, ε, S) [8] , since we will not use them. They are certainly also a part of the definition of U h (a ∞ ).
Replacing throughout in the above relations {e i , f i , h i , c} i∈Z with {E i , F i , H i , 0} i∈Z , one obtains the definition of U h (gl ∞ ).
In terms of an equivalent set of generating elements {ê i ,f i , h i , c} i∈Z , witĥ
one writes the quantum analogues of the Weyl generators {e ij } (i,j)∈Z 2 :
The "commutation relations" between these generators follow from (1)-(3) and are given in Ref. [8] . The relevance of the generators {e ij } (i,j)∈Z 2 stems from the observation that the set of ordered monomials (see Ref. [8] for the ordering)
with finitely many non-zero exponents
where
for α = 0, and
+β and finitely many exponents γ(k, l) i are different from zero.
The words "f inite sums over α, β, γ" have been added in order to indicate that for a fixed k only finitely many summands in (9) are different from zero.
The setÛ h (a ∞ ), consisting of all C[[h]]−polynomials of the Chevalley generators {e i , f i , h i , c} i∈Z , is dense in U h (a ∞ ) with a basis (6). In particular F α,k,l,t , E β,k,l,t and i∈Z h γ(k,l)i i
are inÛ h (a ∞ ). Then according to (9) any element u ∈ U h (a ∞ ) is of the form
We pass to construct a class of highest weight irreps of U h (a ∞ ). In the following propositions 1 and 2 we define the U h (a ∞ )-modules V ({M }; ξ 0 , ξ 1 ), each one labeled by ξ 0 , ξ 1 ∈ C[h] and by a sequence
The basis Γ({M }) in V ({M }; ξ 0 , ξ 1 ), called a central basis (C-basis), is independent of ξ 0 , ξ 1 . It is formally the same as the one introduced in Refs. [11] and [12] for a description of representations of a ∞ . Γ({M })
consists of all C− patterns
where k ∈ N, θ = 0, 1. Each such pattern is an ordered collection of formal polynomials in h
which satisfy the conditions:
(ii) for each k ∈ N, θ = 0, 1 and i
Denote byV ({M }; ξ 0 , ξ 1 ) the free C[[h]]-module with generators Γ({M }) and let V ({M }; ξ 0 , ξ 1 ) be its completion in the h-adic topology.
power series in h with coefficients inV ({M }; ξ 0 , ξ 1 ):
If
, we extend it to a continuous linear
Therefore the transformation of V ({M }; ξ 0 , ξ 1 ) under the action of a is completely defined, if a is defined on Γ({M }).
We proceed to turn
the pattern obtained from the C-pattern |M ) in (11) after the replacements
correspondingly, and let
Set moreover
, as follows (see also (46), (47), (50) and (51)):
Above and throughout
. If a pattern from the right hand side of (20) does not belong to Γ({M }), i.e., it is not a C-pattern, then the corresponding term has to be deleted. (The coefficients in front of all such patterns are undefined, they contain zero multiples in the denominators. Therefore an equivalent statement is that all terms with zeros in the denominators have to be removed). With this convention all coefficients in front of the C−patterns in R.H.S. of (19)-(22) are well defined as elements from
and ρ(c) substituted for e i , f i , h i , and c, respectively.
The proof is based on a direct verification of the relations (1)- (3) . The most difficult to check is the Cartan relation (1e). In order to show that it holds, one has to prove as an intermediate step that the following identities hold (k ∈ N):
The identities (24) are relevant also for the proof of the Serre relations (2a) and (3a). Another set of simpler identities, namely
are used in the proof of the Serre relations (2b), (2c), (3b) and (3c).
The proof is lengthy. The main steps of it are outlined in the Appendix. There we prove also the identities (23) and (24), which, we believe, are of independent interest. The approach is similar to the one used in [15] , where a method for proving such q−identities was first considered.
Remark. We may have constructed the endomorphisms {ρ(e i ), ρ(f i ), ρ(h i ), ρ(c)} i∈Z from the results on the representations of U h (gl ∞ ), announced in Ref. [14] and, more precisely, from the endomorphisms
, which satisfy the Cartan and the Serre relations for U h (gl ∞ ) (Ref. [14] , Eqs. (16)- (18)). This possibility is based on the observation that the C[[h]]−linear map ϕ, defined on the generators as
and extended by associativity is an (algebra) isomorphism of
lead to the transformation relations (19)-(22). Here we give a direct proof of Proposition 1, since the corresponding Proposition 1 in Ref. [14] was only stated. Its proof would have been based again on the identities (23)-(27).
As we know from (10), any element u ∈ U h (a ∞ ) can be represented as a sum u =
Then for an arbitrary v ∈ V ({M }; ξ 0 , ξ 1 ), writing it as in (14), we have
Using (31), we extend ρ on U h (a ∞ ):
Hence ρ is a well defined map from
Proposition 2. The map (33), acting on the C−basis according to Eqs. (19)- (22), defines a highest weight
Proof. According to Proposition 1,
It is continuous in the h−adic topology. Indeed, let u ∈ U h (a ∞ ). Then any neighbourhood W (ρ(u)) of ρ(u)
and therefore ρ is continuous in u for any
It is a highest weight module with respect to the "Borel" subalgebra U h (n + ). The highest weight vector |M ), which by definition satisfies the condition ρ(U h (n + ))|M ) = 0 and is an eigenvector of ρ(H), corresponds to the one from (11) witĥ
The irreducibilily of the
an irreducible module also of the non-deformed algebra U (A ∞ ) [12] . Let x and y be any two vectors from
. Then there exists a polynomial P of the non-deformed generators such that ρ(P )x = cy, where c is a nonzero constant of the form
The latter follows from the non-deformed transformation relations (see [12] , or simply replace the "quantum"
brackets [ ] with ordinary brackets throughout in Eqs. (19)- (22)). LetP be the same polynomial, but of the deformed generators. Then from (19)-(22) one concludes that ρ(P )x =ĉy, wherê
Since c = 0, then alsoĉ = 0. Therefore the representation of
REPRESENTATIONS OF THE ALGEBRA U h (A ∞ )
In this section we show that some of the U h (a ∞ )−modules V ({M }; ξ 0 , ξ 1 ) can be turned into irreducible highest weight U h (A ∞ )−modules. First, following Ref. [8] , we recall the definition of the quantum algebra
) only within the algebra sector (for the other Hopf algebra maps see Ref. [8] ). U h (A ∞ ) consists of all elements
however certain conditions on the pairs (α, γ) corresponding to the non-zero summands are imposed. In order to state them, set for
Connecting i and j with a line, if |i − j| = 1, one can view S(α, γ) as a graph. Denote by F (α, γ) the collection of its connected components. For any u = ∞ k=0 h k u k as given in (38) consider the series
and let
where the union is taken over all α and γ, which appear in the non-zero summands of (40). For i ∈ Z and
For r ∈ N define the series u(r), corresponding to u, by substituting 0 for all h i (i ≤ −r or i > r) and for all e i , f i (|i| ≥ r).
Definition 1.[8]
The series u of the form (38) is said to belong to U h (A ∞ ), provided (i) for any k ∈ Z + and any i ∈ Z the set Int(u, k, i) is finite;
(ii) u(r) ∈ U h (a ∞ ) for all r ∈ N.
We turn to construct a class of representations of U h (A ∞ ). The idea is to show that within certain
The above series is well defined, if
of C−basis vectors the latter holds, and hence ρ(u) is defined as an operator in
Thus, the first step is to clarify which are the U h (a ∞ )−modules
Definition 2. We say that V ({M }; ξ 0 , ξ 1 ) is of finite-signature or, more precisely, of (m, n) signature and
We now proceed to show that each finite-signature
To this end we prove first a few preliminary propositions.
envelope of all C−basis vectors |M ), for which
Note that V ({M }; ξ 0 , ξ 1 ) N is a finite dimensional subspace.
Proof. From (20) one obtains:
In both cases the R.H.S. of (46) and (47) 
The relations that follow from (20) in this case are
and therefore (50) reads:
Above only the term with j = k survives:
−{k,2k+1} .
In the last term l = k. Hence
and therefore it vanishes. Then
If k ≥ n then M k+1 = M k and ρ(f k )|M ) = 0. In a similar way one derives from (51) that ρ(f k )|M ) = 0 if
The proof follows easily from (21).
Set
From the last three propositions one concludes:
Proof. From (20) (or directly from (46) and (47)) one concludes that
Hence (56) holds.
Assume S(β) ⊂ I N and let P β be a monomial of the generators e i , i ∈ S(β). P β can be represented as
where Q depends only on the generators e j with j ∈ S(β) ∩ I N and n / ∈ I N . Then (58) yields
For a fixed k the number of the non-zero summands in (59) is finite.
Proof. In order to prove the proposition it suffices to show that
Assume that |M ) ∈ V ({M } m,n ; M m , M n ) N and let β 0 be the weight of |M ). Since E β,k,l,t ∈ U h (n + ) β ,
. Each ρ(E β,k,l,t )|M ) has a weight β + β 0 and the
we obtain for the L.H.S. of (60)
We proceed to show that the sum over α and γ in (61) is finite too. Without loss of generality we assume that every F α,k,l,t i∈Z h
Consider any term from (61), corresponding to a particular pair (α, γ):
Let F (α, γ) be the connected components of S(α, γ):
In (63) we do not distinguish between a connected component I ai,bi (beginning in a i and ending in b i ) and the corresponding to it finite integer interval [a i ; b i ]. Then
where (1) and (3) it follows that the multiples F i in (64)
Thus, the sum in (60) is over such pairs (α, γ), for which all connected components of S(α, γ), namely the elements from F (α, γ), have nonzero intersection with (−r N ; r N ). There is only a finite number of pairs (α, γ) with this property, for which Int(u, k, i) is finite.
The conclusion is that the L.H.S. of the series (60) contains a finite number of non-zero summands.
Since the generators of U h (A ∞ ) (see (19)-(22)) transformV ({M } m,n ; M m , M n ) into itself, (60) holds. Hence (59) holds too.
[] Based on Proposition 7, we extend the domain of the operator ρ on U h (A ∞ ), setting for any u ∈ U h (A ∞ ) (see (38))
The map ρ is a homomorphism of
It is continuous in the h−adic topology. Hence ρ defines a representation of U h (A ∞ ) in V ({M } m,n ; M m , M n ), which is a highest weight irreducible representation (since it is a highest weight irrep with respect to the subalgebra U h (a ∞ )).
Since each v k is a finite linear combination of C-vectors, for any k ∈ Z + there exists an integer N k > 1 such
Then from (55) and (57) one concludes that the following properties hold:
Therefore each finite-signature representation of
Let us mention in conclusion that the U h (a ∞ ) modules V ({M }; ξ 0 , ξ 1 ), which are not of a finite (m, n)
signature and for which ξ 0 = M m , ξ 1 = M n , cannot be turned into U h (A ∞ ) modules. In order to see this consider the transformation of the highest weight vector |M ) under the action of the operator I = i∈Z h i ∈ U h (A ∞ ). From (21) and (35) one obtains:
Only in the finite-signature modules V ({M } m,n ; M m , M n ) is the R.H.S. of (67) not divirgent.
We were dealing with algebras and modules over C [[h] ]. The algebra U h (A ∞ ) is however well defined also for h being a fixed complex number h c , such that h c / ∈ iπQ, namely in the case q = e hc is not a root of 1 [8] . In that case the representations we have obtained remain highest weight irreps of U hc (A ∞ ) realized in infinite-dimensional complex linear spaces.
Appendix.
Here we outline the main steps in the proof of Proposition 1.
1. The equations
are evident.
The validity of [ρ(h
follows easily from (19)-(22).
3.
We proceed to show that
3a. The case in (A5) with i ∈ Z + . Applying the transformation relations (20), (21) and rearranging the terms in an appropriate way, we obtain
The R.H.S. of (A6) does not contain all terms, which would appear immediately after applying the transformation relations (20) and (21). The terms, which cancel out in a straightforward way, have already been removed.
We proceed to show that A 2k = B 2k,j,m = C 2k−1,p,l = 0 or, which is the same, we prove the identities (23a), (24a) and (24c). vanishes. Since h ∈ C appears in A 2k only through q = e h/2 , it suffices to show that the function A 2k = 0 for q being a number, which is not a root of 1.
Let q ∈ C be not a root of unity. Setting
one represents A 2k ≡ A n in the form
which can be written also as
and
Consider the complex functions:
The function f 1 (z) (resp. f 2 (z)) is analytic in the extended complex plane C ∪ ∞ except in its simple poles
curve whose interior contains all poles of f 1 (z) (resp. f 2 (z).) The Residue theorem of complex analysis implies that C f j (z)dz = 2πi Res(f j (z)), j = 1, 2. On the other hand f 1 (z) (resp. f 2 (z)) has no poles at infinity, Resf j (∞) = 0. Therefore C f j (z)dz = 0, j = 1, 2. Hence all residues
Res(f j (z)) = 0, j = 1, 2.
From (A16) we obtain
Inserting (A17) and (A18) into the R.H.S. of (A12) one ends with an expression for A n , which contains only simple sums:
In order to show that the R.H.S. of (A19) vanishes consider the function
This function is a meromorphic function in the extended complex plane, having a simple pole also at infinity.
Then the Residue Theorem, applied to f (z), yields that the R.H.S. of (A19) vanishes.
For further reference we write down the identity, which we have proved:
In particular (see (A11)) A n = A 2k = 0.
We pass to show that B 2k,j,m = 0 (see (A8)). Without loss of generality we may write it as
In order to obtain (A22) we have relabeled the indices of L i,2k−1 :
Setting in (A22) i = l + k + 1, t = r + k + 1 and introducing the notation
we rewrite B n,j,m in the following form:
In order to prove that B n,j,m = 0 it suffices to show that
for q ∈ C being not a root of 1. Assume this is the case and set
Consider the complex function
This function is analytic in the extended complex plane except in its simple poles A t , q 2 A t , t = 1, 2, . . . , n.
Therefore the sum over all residues of f (z) vanishes. It is a simple calculation to see that
Hence (A26) holds and therefore B n,j,m ≡ B 2k,j,m = 0 for any k, j and m.
3 0 . The proof of C 2k−1,p,l = 0 is similar to the previous case. Relabeling the indices of L i,2k , one writes (A9)
Setting in (A30) i = j + k, t = r + k and introducing the notation
we obtain for C 2k−1,p,l ≡ C n,p,l :
It has already been shown (see (A26)) that the R.H.S. of (A32) vanishes. Hence C 2k−1,p,l = 0.
The conclusion so far is that the R.H.S. of (A6) is also equal to zero, i.e., Eq. (A5) holds for any i ∈ Z + .
It remains to prove (A5) for i / ∈ Z + .
3b. The verification of (A5) corresponding to i = −1 is based on Eqs. (19), (21) and is very simple.
3c. The proof of (A5), corresponding to i < −1, is similar to the case with i ∈ Z + . Applying the transformation relations on an arbitrary C−vector and rearranging the terms in an appropriate way, one obtains:
, (A35)
Also in this case we show that A 2k+1 = B 2k+1,j,m = C 2k,p,l = 0 (which is equivalent to the proof of the identities (23b), (24 b) and (24d)).
The R.H.S. of (A34) reduces to the L.H.S. of (A21) after the substitutions:
Relabeling the indices of L i,2k+2 and L i,2k similar as in (A23), one writes (A35) as
Setting next i = l + k + 1, t = r + k + 1 and introducing the notation
one casts the R.H.S. of (A38) into the L.H.S. of the identity (A26). Hence B 2k+1,j,m = 0.
Similarly, relabeling the indices of L i,2k+1 and L i,2k−1 , one writes (A36) as
A subsequent substitution with i = j + k + 1, t = r + k + 1 and
yields again the L.H.S. of (A26). Hence also C 2k,p,l = 0.
This proves the validity of Eq. (A5).
The last Cartan relation
is easily verified, if i + j / ∈ {−1, −2}. There remain four other cases:
We consider as an illustration the first case. It reduces to the following expression:
{s,2k}; {j,2k} {m,2k−1}; {l,2k+1} .
In terms of
From the identities
This proves the first relation in (A43). The other three equations are proved in a very similar way. Hence (A42) holds.
5. We pass to show that the first e−Serre relation
holds. It is straightforward to verify (A47) for i + j / ∈ {−1, −2}. From the other two cases
we consider in more details the first relation. Then
Here B 2k,j,m is the same as the L.H.S. of (24a). Therefore [ρ(e k−1 ), ρ(e −k−1 )]|M ) = 0 for k ∈ N. The verification of the other cases in (A48) is similar and is again based on the identities (24).
6. Verification of the second e−Serre relation (2b)
We prove (A50) for i + 1 = k ∈ N. From (20) we obtain:
C(k; s, p, m, r, j) = − S(s, p; 0)S(m, r; 0) S(j, r; 0)S(r, s; 1)
D(k; s, p, m, r) = −S(s, p; 0)S(r, s; 1) The case (A50) with i = −1 is easy to be proved; the cases with i < −1 are proved similarly as for i > −1.
7. Verification of the third e−Serre relation (2c)
ρ(e 
We prove (A52) for i + 1 = k ∈ N. From (20) we obtain:
C 1 (k; j, l, m, r, s) = − S(j, l; 0)S(m, r; 0) S(m, p; 0)S(l, m; 1)
D 1 (k; l, m) = −S(j, l; 0)S(l, m; 1)
Therefore, ρ(e 
The case with i = −1 is very simple to prove and the cases corresponding to i < −1 are proved similarly as for i > −1.
8. We skip the proof of the f −Serre relations (3). It is similar to the proof of the e−Serre relations.
