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Abstract. In this article, we study the null controllability of linearized compressible Navier-
Stokes system in one and two dimension. We first study the one-dimensional compressible
Navier-Stokes system for non-barotropic fluid linearized around a constant steady state. We
prove that the linearized system around (ρ¯, 0, θ¯), with ρ¯ > 0, θ¯ > 0 is not null controllable
by localized interior control or by boundary control. But the system is null controllable by
interior controls acting everywhere in the velocity and temperature equation for regular initial
condition. We also prove that the the one-dimensional compressible Navier-Stokes system for
non-barotropic fluid linearized around a constant steady state (ρ¯, v¯, θ¯), with ρ¯ > 0, v¯ > 0, θ¯ > 0
is not null controllable by localized interior control or by boundary control for small time T. Next
we consider two-dimensional compressible Navier-Stokes system for barotropic fluid linearized
around a constant steady state (ρ¯,0). We prove that this system is also not null controllable by
localized interior control.
Key words. Linearized compressible Navier-Stokes System, Null controllability, localized in-
terior control, boundary control, Gaussian Beam.
AMS subject classifications. 35Q30, 93C20, 93B05
1. Introduction
Control of fluid flow has been an important area of research and has many practical applications.
The question about controllability of fluid flows has attracted the attention of many researchers,
more for incompressible flow but much less for compressible flow. In this paper we are interested
in controllability properties of linearized compressible Navier-Stokes system.
For a compressible, isothermal barotropic fluid (density is a function of only pressure), the
Navier-Stokes system in Ω ⊂ RN , consists of equation of continuity
∂ρ
∂t
(x, t) + div[ρ(x, t)u(t, x)] = 0, (1.1)
and the momentum equation
ρ(x, t)
[
∂u
∂t
(x, t) + (u(x, t).∇)u(x, t)− f(x, t)
]
= −∇p(x, t) + µ4 u(x, t) + (λ+ µ)∇[div u(x, t)],
(1.2)
where ρ(x, t) is the density of the fluid, u(x, t) denotes the velocity vector in RN and f(x, t) is an
external force field in RN . The pressure satisfies the following constitutive law
p(x, t) = aργ(x, t), t > 0, x ∈ Ω, (1.3)
for some constants a > 0, γ ≥ 1. The viscosity coefficients µ and λ are assumed to be constant
satisfying the following thermodynamic restrictions, µ > 0, λ + µ ≥ 0. For non-barotropic fluid
(when density is a function of pressure and temperature of the fluid), the Navier-Stokes system
consists of the equation of continuity, the momentum equation and an additional thermal energy
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equation
cvρ(x, t)
[
∂θ
∂t
+ u.∇θ
]
(x, t) + θ(x, t)
∂p
∂θ
(x, t)div u(x, t)
= κ4 θ(x, t) + λ(div u(x, t))2 + 2µ
N∑
i,j=1
1
4
(
∂ui
∂xj
+
∂uj
∂xi
)2
,
(1.4)
where θ(x, t) denotes the temperature of the fluid, cv is the specific heat constant and κ is the
heat conductivity constant. For ideal gas, the pressure is given by Boyles law:
p(x, t) = R ρ(x, t) θ(x, t), (1.5)
where R is the universal gas constant (See [8]).
In this article, we first consider the compressible Navier-Stokes system for non-barotropic fluid
in a bounded interval (0, L), linearized around a constant steady state (ρ¯, 0, θ¯), with ρ¯ > 0 and
θ¯ > 0. More precisely we consider the system
ρt + ρ¯ ux = fχO1 , in (0, L)× (0, T ),
ut − λ+ 2µ
ρ¯
uxx +
Rθ¯
ρ¯
ρx +Rθx = gχO2 , in (0, L)× (0, T ),
θt − κ
ρ¯cv
θxx +
Rθ¯
cv
ux = hχO3 , in (0, L)× (0, T ), (1.6)
where χOi is the characteristic function of an open subset Oi ⊂ (0, L). We choose the following
initial and boundary conditions for the system (1.6):
ρ(0) = ρ0, u(0) = u0 and θ(0) = θ0, in (0, L),
u(0, t) = 0, u(L, t) = 0 ∀ t > 0,
θ(0, t) = 0, θ(L, t) = 0 ∀ t > 0.
(1.7)
In (1.6) - (1.7), f , g and h are distributed controls. We are interested in the following question:
given T > 0 and (ρ0, u0, θ0) ∈ (L2(0, L))3, can we find interior control functions such that the
solution (ρ, u, θ) of (1.6) - (1.7) satisfies
(ρ, u, θ)(x, T ) = 0 for all x ∈ (0, L)? (1.8)
Our first main result regarding interior null controllability is the following,
Theorem 1.1. Let
O1 ⊂ (0, L), O2 ⊆ (0, L), O3 ⊆ (0, L),
i.e., O1 is a proper subset of (0, L). Let us assume (ρ0, u0, θ0) ∈ L2(0, L) × L2(0, L) × L2(0, L).
The system (1.6) - (1.7) is not null controllable in any T > 0 by the interior controls f ∈
L2(0, T ;L2(O1)), g ∈ L2(0, T ;L2(O2)) and h ∈ L2(0, T ;L2(O3)) acting on density, velocity and
temperature equation respectively.
Remark 1.2. The above negative result can be extended to the case of less regular interior controls
or boundary control. See Remark 2.14 and Remark 2.15 for more details.
Our next positive result shows that, if initial density ρ0 lies in a more regular space then the
linearized system is null controllable by velocity and temperature controls acting everywhere in
the domain.
Theorem 1.3. Let f ≡ 0 in (1.6). Let us denote
H1m(0, L) =
{
ρ ∈ H1(0, L)|
∫ 1
0
ρ(x)dx = 0
}
.
Let us assume (ρ0, u0, θ0) ∈ H1m(0, L) × L2(0, L) × L2(0, L). Then for any T > 0, there exist
controls g ∈ L2(0, T ;L2(0, L)) and h ∈ L2(0, T ;L2(0, L)) acting everywhere in the velocity and
temperature equation respectively, such that the solution of (1.6) - (1.7) satisfies
(ρ, u, θ)(x, T ) = 0 for all x ∈ (0, L).
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The next result shows that the above result is sharp as null controllability cannot be achieved
by localized interior velocity and temperature controls.
Theorem 1.4. Let f ≡ 0 in (1.6). Let
O2 ⊂ (0, L), O3 ⊆ (0, L),
i.e., O2 is a proper subset of (0, L). Let us assume (ρ0, u0, θ0) ∈ H1m(0, L) × L2(0, L) × L2(0, L).
The system (1.6) - (1.7) is not null controllable in any T > 0 by the interior controls g ∈
L2(0, T ;L2(O2)) and h ∈ L2(0, T ;L2(O3)), acting on velocity and temperature equation respec-
tively.
The proof of these results relies on the observability inequality. We know that the null con-
trollability of a linear system is equivalent to a certain observability inequality for the solutions
of adjoint system (see [6], Chapter 2). To prove the negative results, we will construct particular
solutions for the adjoint system such that the observability inequality cannot hold. In order to do
that first we will consider the adjoint system in R × (0, T ) as a terminal value problem. We will
construct highly localized solutions known as “Gaussian Beam”. Similar kind of construction has
been used for hyperbolic equations by Ralston ([13]) and for wave equations by Macia` and Zuazua
([9]). We will prove that solutions are localized in a small neighbourhood of any x0 ∈ R. Thus
given an observation set, we can always find an interval away from the observation set such that
the solutions are localized in that interval. Using this we are able to prove the negative results. To
the author’s best knowledge these are new results regarding controllability issues of Navier-Stokes
system for non-barotropic fluid.
In Theorem 1.4, we proved a positive result when controls acting everywhere in the equation.
The question then arises: whether positive results could be obtained by using control supported in
a small, but moving region, as in [10, 2]. Rosier and Rouchon in [15] proved that the structurally
damped wave equation in one dimension is not null controllable by a boundary control. Later
on Martin, Rosier and Rouchon in [10] proved that the same equation in one dimension with
periodic boundary conditions, is null controllable with a moving distributed control for sufficiently
large time. Chaves-Silva, Rosier and Zuazua in [2] extend the above result to higher dimension.
The structure of the system considered by the authors in [10, 2], in some sense, is similar to the
linearized compressible, barotropic Navier-Stokes system in one dimension as well as in higher
dimension. These issues will be discussed in a future work which is in progress.
We have studied in this paper the null controllability of the linearized compressible Navier-
Stokes system only. The “Gaussian Beam” construction is used to show negative results. However
one may use other techniques based on the use of nonlinearity (see [6] for example) to achieve
controllability results for the full nonlinear system.
There have been some results regarding the control of compressible barotropic fluid models in
recent years. Amosova in [1] considers compressible Navier-Stokes system for viscous barotropic
fluid in one dimension in Lagrangian coordinates in a bounded domain (0, 1) with Dirichlet bound-
ary condition. She proves local exact controllability to trajectories for the velocity in any time
T > 0, using a localized interior control on the velocity equation, provided that the initial density
is already on the targeted trajectory and initial condition lies in H1(0, 1)×H10 (0, 1).
Ervedoza, Glass, Guerrero and Puel in [7] consider the compressible Navier-Stokes system in
one space dimension in a bounded domain (0, L). They prove local exact controllability to constant
states (ρ¯, u¯) with ρ¯ > 0, u¯ 6= 0 using two boundary controls, both for density and velocity, in time
T >
L
|u¯| when initial condition lies in H
3(0, L)×H3(0, L).
Chowdhury, Ramaswamy and Raymond in [5] consider the compressible barotropic Navier-
Stokes system linearized around a constant steady state (Q0, 0) with Q0 > 0 in a bounded domain
(0, pi). They proved that the linearized system is not null controllable by a localized control or by
boundary control. They also proved that the linearized system is null controllable by an interior
control acting everywhere in the velocity equation when initial condition lies in H1m(0, pi)×L2(0, pi).
Chowdhury in [3] considers the compressible barotropic Navier-Stokes system linearized about
a constant steady state (Q0, V0) with Q0 > 0, V0 > 0 in (0, L) with Dirichlet boundary condition
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and an interior control on the velocity equation acting on open subset (0, l) ⊂ (0, L). He proves
that the system is approximately controllable in L2(0, L) × L2(0, L) when T > L− l
V0
. He also
proves a similar result in two dimension.
Chowdhury, Mitra, Ramaswamy and Renardy in [4] consider the compressible barotropic Navier-
Stokes system linearized about a constant steady state (Q0, V0) with Q0 > 0, V0 > 0 in (0, 2pi)
with periodic boundary condition. They proved that the linearized system is null controllable by
a localized velocity control when T >
2pi
V0
and initial condition lies in H1m(0, 2pi)× L2(0, 2pi).
Our linearized system (1.6) - (1.7) is similar to the linearized system considered by the authors
in [5]. So we expect similar controllability results. Their method is based on explicit expression
for eigenfunctions and the behaviour of the spectrum of the linearized operator. They proved that
there is an accumulation point in the spectrum of the linearized operator. This system behaves
very badly with respect to controllability properties and a similar type of controllability behaviour
is also observed in [15, 11, 14] for different types of systems where an accumulation point is present
in the spectrum of linearized operator. But the method used in [5] does not seem to fit very well in
our case. In fact one can prove that there is an accumulation point in the spectrum of the linearized
operator considered here, for certain boundary condition. But the expressions of eigenvalues and
eigenfunctions are complicated. So here we use Gaussian Beam approach to achieve the negative
results. This technique does not require the knowledge of the spectrum and it seems to extend to
higher dimension also.
The controllability properties are completely different, if we consider compressible Navier-Stokes
system linearized around non null velocity. For barotropic fluid, the system linearized around
(Q0, 0) is not controllable in any time T by localized interior control but the system linearized
around (Q0, V0) is null controllable by localized interior control for large time T. It is interesting
to note that there is no accumulation point in the spectrum of the linearized operator in the latter
case and better controllability behaviour at least for T large enough(see [4]). But the question
remains what happens when time T is small enough. Our results answer this question in the
negative.
We consider the compressible non-barotropic Navier-Stokes equation linearized around constant
steady state (ρ¯, v¯, θ¯), ρ¯ > 0, v¯ > 0, θ¯ > 0
ρt + v¯ρx + ρ¯ ux = fχO1 , in (0, L)× (0, T ),
ut − λ+ 2µ
ρ¯
uxx +
Rθ¯
ρ¯
ρx + v¯ux +Rθx = gχO2 , in (0, L)× (0, T ),
θt(x, t)− κ
ρ¯cv
θxx +
Rθ¯
cv
ux + v¯θx = hχO3 , in (0, L)× (0, T ),
ρ(0) = ρ0, u(0) = u0, and θ(0) = θ0, in (0, L),
ρ(0, t) = 0, u(0, t) = 0 = u(L, t), ∀ t ∈ (0, T ),
θ(0, t) = 0 = θ(L, t), ∀ t ∈ (0, T ).
(1.9)
We prove the following theorem.
Theorem 1.5. Let
O1 = (l1, l2) ⊂ (0, L), O2 ⊆ (0, L) O3 ⊆ (0, L),
i.e., O1 is a proper subset of (0, L). Let us assume (ρ0, u0, θ0) ∈ L2(0, L)×L2(0, L)×L2(0, L). If
T < max
{
l1
v¯
,
L− l2
v¯
}
, then the system (1.9) is not null controllable by localized interior controls
f ∈ L2(0, T ;L2(O1)), g ∈ L2(0, T ;L2(O2)) and h ∈ L2(0, T ;L2(O3)) acting on density, velocity
and temperature equation respectively.
As a corollary of the above Theorem, one can rule out null controllability of compressible
barotropic Navier-Stokes system linearized around constant steady state (ρ¯, v¯) in small time T,
using a boundary control or localized interior control.
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Corollary 1.6. We consider compressible barotropic Navier-Stokes system linearized around a
constant steady state (ρ¯, v¯), ρ¯ > 0, v¯ > 0 in (0, L)× (0, T ) or in (0, 2pi)× (0, T ) as in [4, 3].
(i) For initial condition belonging to L2(0, L)× L2(0, L), the system with Dirichlet boundary
condition is not null controllable at any time T > 0 by a interior control acting only in
the velocity equation. The control may act in a non empty open subset of (0, L) or in the
whole domain (0, L).
(ii) The system with periodic boundary condition is not null controllable by interior control
localized in (l1, l2) ⊂ (0, 2pi), acting only in the velocity equation when initial condition lies
in H1m(0, 2pi)× L2(0, 2pi) and time T < max
{
l1
v¯
,
2pi − l2
v¯
}
.
(iii) For initial condition belonging to L2(0, L)×L2(0, L), the same system is not null control-
lable by boundary control if time T <
L
v¯
.
Remark 1.7. From the above corollary we see that the condition T >
L
|v¯| in Ervedoza,Glass,Guerrero
and Puel ([7]) is natural.
Next we will show that, our method can be extended to higher dimension also. For simplicity
we consider the compressible barotropic Navier-Stokes system in two-dimensional bounded domain
Ω, linearized around a constant steady state solution (ρ¯, 0, 0) , ρ¯ > 0,
ρt + ρ¯ div u = fχO1 , in Ω× (0, T ),
u− µ
ρ¯
∆u− λ+ µ
ρ¯
∇[div u] + aγρ¯γ−2∇ρ = gχO2 , in Ω× (0, T ),
ρ(0) = ρ0 and u(0) = u0, in Ω,
u = 0 on ∂Ω× (0, T ).
(1.10)
where u = (u1, u2) and O1,O2 are open subsets of Ω. We obtain the following negative null
controllability result for the system (1.10).
Theorem 1.8. Let
O1 ⊂ Ω, O2 ⊆ Ω,
i.e., O1 is a proper open subset of Ω. Let us assume that (ρ0,u0) ∈ (L2(Ω))3. Then the system
(1.10) is not null controllable in time any T > 0 by interior controls f ∈ L2(0, T ;L2(O1)) and
g ∈ (L2(0, T ;L2(O2)))2.
The plan of the paper is as follows. In section 2, we study the control system linearized around
a constant steady state (ρ¯, 0, θ¯) in one dimension. We prove Theorem 1.1, Theorem 1.3 and
Theorem 1.4 here. In section 3, we study the control system linearized around a constant steady
state (ρ¯, v¯, θ¯). Theorem 1.5 is proved here. In section 4 we consider the linearized system in two
dimension around constant steady state (ρ¯,0). We prove Theorem 1.8 here.
Acknowledgement: The author would like to thank Prof. Sylvain Ervedoza for providing
important references on Gaussian Beams. The author also would like to thank him and Prof.
Mythily Ramaswamy for very useful discussions which improved the initial version. The author
acknowledges the financial support under the project ”PDE Control” from the Indo French Centre
for Applied Mathematics (IFCAM).
2. Null Controllability of Compressible Non-Barotropic Navier Stokes System
in One Dimension Linearized about (ρ¯, 0, θ¯)
In this section, we will discuss interior null controllability of the system (1.6) - (1.7). We
introduce the positive constants
ν0 :=
λ+ 2µ
ρ¯
, k0 :=
κ
ρ¯cv
, b :=
θ¯
cv
. (2.1)
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Let us define Z = L2(0, L)× L2(0, L)× L2(0, L) endowed with the inner product〈ρu
θ
 ,
σv
φ
〉
Z
:= Rθ¯
∫ L
0
ρ(x)σ(x) dx+ ρ¯2
∫ L
0
u(x)v(x)dx+
ρ¯2cv
θ¯
∫ L
0
θ(x)φ(x)dx.
The following proposition about existence and uniqueness of the system (1.6) - (1.7) follows easily
from semigroup theory.
Proposition 2.1. Let (ρ0, u0, θ0) ∈ Z. Let us assume that f ∈ L2(0, T ;L2(O1)),
g ∈ L2(0, T ;L2(O2)) and h ∈ L2(0, T ;L2(O3)). Then (1.6) - (1.7) has a unique solution (ρ, u, θ)
with ρ ∈ L2(0, T ;L2(0, L)), u ∈ L2(0, T ;H10 (0, L)) and θ ∈ L2(0, T ;H10 (0, L)). Moreover (ρ, u, θ) ∈
C([0, T ];Z).
2.1. Observability Inequality. The idea is to use the adjoint system to derive certain identity
which can be used to obtain an observability inequality, equivalent to null controllability. (See [6],
Chapter 2). For this we consider the following adjoint problem,
−σt − ρ¯ vx = 0, in (0, L)× (0, T ),
−vt − ν0vxx − Rθ¯
ρ¯
σx −Rφx = 0, in (0, L)× (0, T ),
−φt − k0φxx − Rθ¯
cv
vx = 0, in (0, L)× (0, T ),
σ(T ) = σT , v(T ) = vT , φ(T ) = φT , in (0, L),
v(0, t) = 0 = v(L, t) ∀ t > 0, φ(0, t) = 0 = φ(L, t) ∀ t > 0.
(2.2)
with (σT , vT , φT ) ∈ Z. The adjoint system (2.2) is also well posed in Z. In fact we have
Proposition 2.2. Let (σT , vT , φT ) ∈ Z. The system (2.2) has a unique solution with σ ∈
L2(0, T ;L2(0, L)), v ∈ L2(0, T ;H10 (0, L)) and φ ∈ L2(0, T ;H10 (0, L)). Moreover (σ, v, φ) belongs
to C([0, T ];Z).
Let us first assume that (ρ0, u0, θ0), (σT , vT , φT ) ∈ C∞c (0, L)× C∞c (0, L)× C∞c (0, L),
f ∈ C∞c ((0, T ) × O1), g ∈ C∞c ((0, T ) × O2), h ∈ C∞c ((0, T ) × O3) and let (ρ, u, θ) and (σ, v, φ) be
the solutions of (1.6) and (2.2) respectively. Taking inner product in Z of (1.6) with (σ, v, φ) and
integrating we obtain
Rθ¯
∫ T
0
∫ L
0
(∂tρ+ ρ¯ux)σ dxdt+ ρ¯
2
∫ T
0
∫ L
0
(∂tu− ν0uxx + Rθ¯
ρ¯
ρx +Rθx)v dxdt+
ρ¯2cv
θ¯
∫ T
0
∫ L
0
(∂tθ − k0θxx + Rθ¯
cv
ux)φ dxdt = Rθ¯
∫ T
0
∫
O1
fσ dxdt
+ρ¯2
∫ T
0
∫
O2
gv dxdt+
ρ¯2cv
θ¯
∫ T
0
∫
O2
hφ dxdt.
An integration by parts and use of (2.2) gives
Rθ¯
∫ L
0
[ρ(x, T )σT (x)− ρ0(x)σ(x, 0)]dx+ ρ¯2
∫ L
0
[u(x, T )vT (x)− u0(x)v(x, 0)]dx
+
ρ¯2cv
θ¯
∫ L
0
[θ(x, T )φT (x)− θ0(x)φ(x, 0)]dx = Rθ¯
∫ T
0
∫
O1
fσ dxdt
+ρ¯2
∫ T
0
∫
O2
gv dxdt+
ρ¯2cv
θ¯
∫ T
0
∫
O2
hφ dxdt. (2.3)
The above relation leads us to the identity equivalent to null controllability.
Proposition 2.3. For each initial state (ρ0, u0, θ0) ∈ Z, the solution of the system (1.6) - (1.7)
can be driven to rest by interior controls f ∈ L2(0, T ;L2(O1)), g ∈ L2(0, T ;L2(O2)) and h ∈
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L2(0, T ;L2(O3)) in time T if and only if
Rθ¯
∫ T
0
∫
O1
fσ dxdt + ρ¯2
∫ T
0
∫
O2
gv dxdt+
ρ¯2cv
θ¯
∫ T
0
∫
O3
hφ dxdt
+
〈ρ0u0
θ0
 ,
σ(·, 0)v(·, 0)
φ(·, 0)
〉
Z
= 0 (2.4)
for all (σT , vT , φT ) ∈ Z, where (σ, v, φ) is the solution of the adjoint system (2.2).
Proof. By a density argument we deduce that for any (ρ0, u0, θ0) ∈ Z and (σT , vT , φT ) ∈ Z the
identity (2.3) holds. Thus from (2.3), it follows that (2.4) holds if and only if (1.6) - (1.7) is null
controllable and f, g, h are the corresponding controls. 
One can use the identity (2.4) to get an observability inequality which is also equivalent to
null controllability. More precisely we have the following Proposition (See [12] Section 2 and [6]
Chapter 2 ).
Proposition 2.4. The system (1.6) - (1.7) is null controllable in Z in time T > 0 if and only
if there exists a constant C such that for any terminal condition (σT , vT , φT ) ∈ Z, (σ, v, φ), the
solution of the adjoint problem (2.2) satisfies the following observability inequality
‖σ(·, 0)‖2L2(0,L) + ‖v(·, 0)‖2L2(0,L) + ‖φ(·, 0)‖2L2(0,L)
≤ C
(∫ T
0
∫
O1
σ2dxdt+
∫ T
0
∫
O2
v2dxdt+
∫ T
0
∫
O3
φ2dxdt
)
. (2.5)
2.2. Highly Localized Solutions. We now want to prove that the system (1.6) - (1.7) is not null
controllable in Z when controls are localized. Our idea is to show that the observability inequality
(2.5) does not hold in this case. For this we first consider the adjoint problem in whole real line :
−σt − ρ¯ vx = 0, in R× (0, T ),
−vt − ν0vxx − Rθ¯
ρ¯
σx −Rφx = 0, in R× (0, T ),
−φt(x, t)− k0φxx − Rθ¯
cv
vx = 0, in R× (0, T ),
σ(T ) = σT , v(T ) = vT , φ(T ) = φT in R.
(2.6)
First we will construct a particular solution of the above adjoint problem which is localized in
a small neighbourhood of any x0 ∈ R. For this we would like to have a Fourier representation
formula for the solution of (2.6). Let us assume that (σT , vT , φT ) ∈ (L2(R))3 and (σ, v, φ) ∈
(L2(0, T ;L2(R)))3. We define σˆ(ξ, t) the Fourier transform of σ in the space variable x for each
t ∈ (0, T ) as follows,
σˆ(ξ, t) =
∫
R
σ(x, t)e−iξxdx, ξ ∈ R.
We also define vˆ(ξ, t) and φˆ(ξ, t) in a similar manner. Applying the Fourier transform in (2.6), we
obtain the following system of ODE satisfied by σˆ(ξ, t), vˆ(ξ, t) and φˆ(ξ, t)
−∂tσˆ(ξ, t)− ρ¯ (iξ) vˆ(ξ, t) = 0, ξ ∈ R, t ∈ (0, T ),
−∂tvˆ(ξ, t)− ν0(−ξ2)vˆ(ξ, t)− Rθ¯
ρ¯
(iξ)σˆ(ξ, t)−R(iξ)φˆ(ξ, t) = 0, ξ ∈ R, t ∈ (0, T ),
−∂tφˆ(ξ, t)− k0(−ξ2)φˆ(ξ, t)− Rθ¯
cv
(iξ)vˆ(ξ, t) = 0, ξ ∈ R, t ∈ (0, T ),
σˆ(ξ, T ) = σˆT (ξ), vˆ(ξ, T ) = vˆT (ξ), φˆ(ξ, T ) = φˆT (ξ) ξ ∈ R.
(2.7)
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Let us define
A(ξ) =

0 ρ¯iξ 0
Rθ¯
ρ¯
iξ −ν0ξ2 Riξ
0
Rθ¯
cv
iξ −k0ξ2
 (2.8)
Then (2.7) can be written in the following form
−
σˆvˆ
φˆ

t
= A(ξ)
σˆvˆ
φˆ

(σˆ, vˆ, φˆ)(ξ, T ) = (σˆT (ξ), vˆT (ξ), φˆT (ξ)). (2.9)
The unique solution of the above system of ODE can be written as
(σˆ, vˆ, φˆ)(ξ, t) = eA(ξ)(T−t)(σˆT , vˆT , φˆT ). (2.10)
We will now discuss some properties of the eigenvalues of A(ξ). Let a : R→ R, b : R→ R and
c : R→ R be three smooth functions. Let λ3 + a(ξ)λ2 + b(ξ)λ+ c(ξ) be a cubic polynomial. Let
us define the discriminant of the above cubic polynomial
D(ξ) = 18a(ξ)b(ξ)c(ξ)− 4a3(ξ)c(ξ) + a2(ξ)b2(ξ)− 4b3(ξ)− 27c2(ξ).
Now the roots of the above cubic polynomial are given by the following formula
λk(ξ) = −1
3
(
a(ξ) + ωkC(ξ) +
D0(ξ)
ωkC(ξ)
)
, for k = 1, 2, 3. (2.11)
where
ω1 = 1, ω2 =
−1 + i√3
2
, ω3 =
−1− i√3
2
are the three cubic roots of unity, and
C(ξ) =
3
√
D1(ξ) +
√
D1(ξ)2 − 4D0(ξ)3
2
with
D0(ξ) = a
2(ξ)− 3b(ξ), D1(ξ) = 2a3(ξ)− 9a(ξ)b(ξ) + 27c(ξ) and D1(ξ)2 − 4D0(ξ)3 = −27D(ξ)
and when
D0(ξ) 6= 0 and D(ξ) 6= 0.
In this formula,
√
and 3
√
denote any choice for the square or cube roots, but one has to be
consistent with the choice for all ξ.
If D(ξ) 6= 0 and D0(ξ) = 0 for some ξ, the sign of
√
D1(ξ)2 − 4D0(ξ)3 =
√
D1(ξ)2 has to be
chosen to have C(ξ) 6= 0, i.e. one should define √D1(ξ)2 = D1(ξ). In this case the roots are given
by
λk(ξ) = −1
3
(
a(ξ) + ωk
3
√
D1(ξ)
)
, for k = 1, 2, 3.
If D(ξ) = 0 and D0(ξ) = 0 for some ξ, the three roots are equal
λ1(ξ) = λ2(ξ) = λ3(ξ) = −b(ξ)/3.
If D(ξ) = 0 and D0(ξ) 6= 0 for some ξ, there is a double root
λ1(ξ) = λ2(ξ) =
9c(ξ)− a(ξ)b(ξ)
2D0(ξ)
,
and a simple root
λ3(ξ) =
4a(ξ)b(ξ)− 9c(ξ)− a(ξ)3
D0(ξ)
.
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As a, b and c are differentiable functions of ξ, it is easy to deduce that real part and the complex
part of the roots are also differentiable for all ξ ∈ {ξ ∈ R|C(ξ) 6= 0, D(ξ) 6= 0, D0(ξ) 6= 0}. We
have the following lemma about the properties of the eigenvalues of A(ξ).
Lemma 2.5. The eigenvalues of A(ξ) always have non positive real part for all ξ ∈ R. Let
{−λ(ξ), −µ(ξ), −δ(ξ)}, be the eigenvalues of A(ξ), where Re λ(ξ) ≥ 0,Re µ(ξ) ≥ 0 and Re δ(ξ) ≥
0. There exists a constant ξ0 = ξ0(R, θ¯, ν0, k0, b) > 0, such that for |ξ| ≥ ξ0, one of the eigenvalues,
say δ(ξ) satisfies
lim
|ξ|→∞
δ(ξ) = ω0, (2.12)
where ω0 =
Rθ¯
ν0
.
Proof. The eigenvalues of A(ξ) are given by the roots of the characteristic polynomial
λ3 + (ν0 + k0)ξ
2λ2 + (Rθ¯ξ2 +R2bξ2 + k0ν0ξ
4)λ+ k0Rθ¯ξ
4 = 0. (2.13)
Since it is a polynomial of degree three, it will always have a real root.
Now the polynomial λ3 + aλ2 + bλ+ c is stable i.e. all the roots have negative real part if and
only if
a > 0, b > 0, c > 0 and ab > c.
(Theorem 2.4, Part I of [16]). For our case,
a(ξ) = (ν0 + k0)ξ
2, b(ξ) = Rθ¯ξ2 +R2bξ2 + k0ν0ξ
4, c(ξ) = k0Rθ¯ξ
4.
And it is easy to verify that a(ξ) b(ξ) > c(ξ) for all ξ ∈ R \ {0}. So all the eigenvalues have
negative real part for all ξ ∈ R \ {0}. For ξ = 0, the characteristic polynomial has only one root 0.
Let {−λ(ξ), −µ(ξ), −δ(ξ)}, be the eigenvalues of A(ξ), given by the formula (2.11). Thus
Re λ(ξ) ≥ 0, Re µ(ξ) ≥ 0, Re δ(ξ) > 0 for all ξ ∈ R \ {0}.
Comparing the coefficients of the characteristic polynomial we obtain,
λ(ξ) + µ(ξ) + δ(ξ) = (ν0 + k0)ξ
2,
λ(ξ)µ(ξ) + µ(ξ)δ(ξ) + δ(ξ)λ(ξ) = Rθ¯ξ2 +R2bξ2 + k0ν0ξ
4,
λ(ξ)µ(ξ)δ(ξ) = k0Rθ¯ξ
4.
(2.14)
It is well known that, if the discriminant D > 0, then the polynomial has three distinct real
roots and if D < 0, then the equation has one real root and two complex conjugate roots. In our
case the discriminant is
D(ξ) = k20 ν
2
0(ν0 − k0)2ξ12 +
[
18(ν0 + k0)k
2
0ν0Rθ¯ − 4(ν0 + k0)3k0Rθ¯
+2(ν0 + k0)
2(Rθ¯ +R2b)k0ν0 − 12(Rθ¯ +R2b)k20ν20
]
ξ10 +O(ξ8). (2.15)
We also have
D0(ξ) = (ν0 + k0)ξ
4 − 3(Rθ¯ξ2 +R2bξ2 + k0ν0ξ4).
This leads us to consider the following two cases.
Case I. Let ν0 6= k0. In this case, there exists a positive constant ξ0, such that D(ξ) > 0 and
D0(ξ) 6= 0 for all |ξ| ≥ ξ0. Hence for |ξ| ≥ ξ0, λ(ξ), µ(ξ) and δ(ξ) are all real, positive and distinct.
Let us define,
λ˜(ξ) =
λ(ξ)
ξ2
, µ˜(ξ) =
µ(ξ)
ξ2
, δ˜(ξ) =
δ(ξ)
ξ2
. (2.16)
In (2.14), letting |ξ| → ∞, we obtain
λ˜(ξ) + µ˜(ξ) + δ˜(ξ) = (ν0 + k0),
lim
|ξ|→∞
(
λ˜(ξ)µ˜(ξ) + µ˜(ξ)δ˜(ξ) + δ˜(ξ)λ˜(ξ)
)
= k0ν0,
lim
|ξ|→∞
λ˜(ξ)µ˜(ξ)δ˜(ξ) = 0.
(2.17)
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As λ(ξ), µ(ξ), δ(ξ) are all positive, from the first equation of (2.17), we deduce that λ˜(ξ), µ˜(ξ), δ˜(ξ)
are all bounded. They are also continuous for |ξ| ≥ ξ0. As λ(ξ), µ(ξ), δ(ξ) are all distinct and
continuous for |ξ| ≥ ξ0, without loss of generality we assume that
λ˜(ξ) > µ˜(ξ) > δ˜(ξ) for |ξ| ≥ ξ0.
From the last equation of (2.17), we obtain that δ˜(ξ) converges to 0 as |ξ| → ∞. From (2.17) we
obtain,
lim
|ξ|→∞
(
λ˜(ξ) + µ˜(ξ)
)
= (ν0 + k0), lim|ξ|→∞
(
λ˜(ξ) µ˜(ξ)
)
= k0ν0. (2.18)
Therefore, λ˜(ξ) and µ˜(ξ) both converge as |ξ| → ∞ and one of them converges to ν0 and the other
one to k0. Without loss of generality we assume that
lim
|ξ|→∞
λ(ξ)
ξ2
= ν0; lim|ξ|→∞
µ(ξ)
ξ2
= k0.
Therefore
lim
|ξ|→∞
λ(ξ) =∞, lim
|ξ|→∞
µ(ξ) =∞.
From the last two equations of (2.14), we have
1
λ(ξ)
+
1
µ(ξ)
+
1
δ(ξ)
=
1
k0ξ2
+
Rb
k0θ¯ξ2
+
ν0
Rθ¯
. (2.19)
Letting |ξ| → ∞, we deduce that lim
|ξ|→∞
δ(ξ) =
Rθ¯
ν0
:= ω0.
Case II. Let ν0 = k0. In this case,
D(ξ) = −4k40R2bξ10 +O(ξ8).
Thus there exists a constant ξ0, such that D(ξ) < 0 and D0(ξ) 6= 0 for all |ξ| ≥ ξ0. Hence for all
|ξ| ≥ ξ0, we have one real root and two complex conjugate roots. Let
λ(ξ) = α(ξ) + iβ(ξ) and µ(ξ) = α(ξ)− iβ(ξ).
Hence, for all |ξ| ≥ ξ0, α(ξ) and δ(ξ) are all real and positive. Let us define,
α˜(ξ) =
α(ξ)
ξ2
, β˜(ξ) =
β(ξ)
ξ2
, δ˜(ξ) =
δ(ξ)
ξ2
. (2.20)
From (2.14) we obtain
2α˜(ξ) + δ˜(ξ) = 2k0,
α˜2(ξ) + β˜2(ξ) + 2α˜(ξ)δ˜(ξ) = k20 +
Rθ¯ +R2b
ξ2
,(
α˜2(ξ) + β˜2(ξ)
)
δ˜(ξ) =
k0Rθ¯
ξ2
.
(2.21)
As α(ξ), β(ξ), δ(ξ) are all positive, from the first two equations of (2.21), we deduce that α˜(ξ), β˜(ξ),
δ˜(ξ) are all bounded for |ξ| ≥ ξ0. They are also continuous. From the last equation of (2.21), we
obtain
lim
|ξ|→∞
α˜2(ξ)δ˜(ξ) = 0, lim
|ξ|→∞
β˜2(ξ)δ˜(ξ) = 0.
Multiplying the second equation of (2.21) by α˜(ξ)δ˜(ξ) and letting |ξ| → ∞ we obtain
lim
|ξ|→∞
α˜(ξ)δ˜(ξ) = lim
|ξ|→∞
1
k20
[
α˜(ξ)δ˜(ξ)(α˜2(ξ) + β˜2(ξ)) + 2α˜(ξ)2δ˜(ξ)2 − α˜(ξ)δ˜(ξ)Rθ¯ +R
2b
ξ2
]
= 0.
Again multiplying the second equation of (2.21) by δ˜(ξ) and letting |ξ| → ∞ we obtain
lim
|ξ|→∞
δ˜(ξ) = lim
|ξ|→∞
1
k20
[
δ˜(ξ)(α˜2(ξ) + β˜2(ξ)) + 2α˜(ξ)δ˜(ξ)2 − δ˜(ξ)Rθ¯ +R
2b
ξ2
]
= 0.
Now we can proceed as in Case I, to obtain lim|ξ|→∞ δ(ξ) = ω0.
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
Figure 1. Eigenvalues of A(ξ) in the complex plane for ξ varies in the interval
(0, 5) when ν0 = θ¯ = b = 1, R = 3 and k0 = 4. Blue line represents −λ(ξ), green
line represents −µ(ξ) and red line represents −δ(ξ).
In fact more can be said about δ(ξ). We have
Lemma 2.6. Let A(ξ) be defined as in (2.8) and −δ(ξ) be the eigenvalue satisfying lim
|ξ|→∞
δ(ξ) =
ω0. Then there exists a constant 0 < a1 such that for all ξ ∈ R,
0 ≤ Re δ(ξ) < a1.
Further for |ξ| ≥ ξ0, where ξ0 as in Lemma 2.5, δ(ξ) is differentiable and we have∣∣∣∣ ddξ δ(ξ)
∣∣∣∣ ≤ C|ξ| , (2.22)
for some positive constant C.
Proof. From Lemma 2.5, δ(ξ) lies on the right half side of the complex plane and it is bounded
for all ξ ∈ R. Thus there exists a constant 0 < a1, such that
0 ≤ Re δ(ξ) < a1.
The coefficients of the characteristic polynomial (2.13) are differentiable and from the formula
(2.11) it is easy to deduce that, the real and complex parts of the roots are differentiable for
|ξ| ≥ ξ0. For |ξ| > ξ0, δ(ξ) is real and hence differentiable. As −δ(ξ) is a root of the characteristic
equation (2.13), we have
−δ(ξ)3 + (ν0 + k0)ξ2δ(ξ)2 − (Rθ¯ξ2 +R2bξ2 + k0ν0ξ4)δ(ξ) + k0Rθ¯ξ4 = 0
Differentiating the equation with respect to ξ and using the fact that δ(ξ) is bounded for all ξ we
obtain the estimate (2.22). 
Lemma 2.7. Let A(ξ) be defined as in (2.8) and −δ(ξ) is the eigenvalue satisfying, lim
|ξ|→∞
δ(ξ) =
ω0. The eigenfunction of A(ξ) corresponding to −δ(ξ) is
(
1,
iδ(ξ)
ρ¯ξ
, dδ(ξ)
)
where
dδ(ξ) = −δ(ξ)
2 − ν0ξ2δ(ξ) +Rθ¯ξ2
Rρ¯ξ2
.
For |ξ| sufficiently large, we have
|dδ(ξ)| ≤ C|ξ|2 .
for some positive constant C.
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Proof. From (2.19), we first obtain
ξ2(−ν0δ(ξ) +Rθ¯) = Rθ¯δ(ξ)
(
1
k0
+
Rb
k0θ¯
− 1
λ(ξ)/ξ2
− 1
µ(ξ)/ξ2
)
.
Hence for |ξ| sufficiently large, we obtain
|ξ2(−ν0δ(ξ) +Rθ¯)| ≤ C,
and the estimate of dδ(ξ) follows . 
Figure 2. In the horizontal axis we represent ξ and the vertical one the real part
of eigenvalues of A(ξ) for ξ varies in the interval (−5, 5) when ν0 = θ¯ = b = 1, R =
3 and k0 = 4. Blue line represents Re(−λ(ξ)), green line represents Re(−µ(ξ))
and red line represents Re(−δ(ξ)). From the figure it is clear that the branch
corresponding to δ(ξ) is of hyperbolic type, while the other two are parabolic
type.
We now want to give a representation formula for solution of (2.6). We have the following
proposition.
Proposition 2.8. Let us consider
(σˆT , vˆT , φˆT ) = σˆT (ξ)
(
1,
iδ(ξ)
ρ¯ξ
, dδ(ξ)
)
, (2.23)
for a suitable σˆT ∈ L2(R), such that (σˆT , vˆT , φˆT ) ∈ (L2(R))3. Then
σ(x, t) =
1
2pi
∫
R
σˆT (ξ)e
ixξe−δ(ξ)(T−t) dξ,
v(x, t) =
1
2pi
∫
R
σˆT (ξ)e
ixξ iδ(ξ)
ρ¯ξ
e−δ(ξ)(T−t) dξ,
φ(x, t) =
1
2pi
∫
R
σˆT (ξ)e
ixξdδ(ξ)e
−δ(ξ)(T−t) dξ, (2.24)
is the solution of (2.6), corresponding to the terminal condition
σT (x) =
1
2pi
∫
R
σˆT (ξ)e
ixξ dξ,
vT (x) =
1
2pi
∫
R
σˆT (ξ)e
ixξ iδ(ξ)
ρ¯ξ
dξ,
φT (x) =
1
2pi
∫
R
σˆT (ξ)e
ixξdδ(ξ) dξ. (2.25)
Proof. Denote (σˆ, vˆ, φˆ) to be the solution of (2.7) corresponding to the terminal condition defined
in (2.23). Then from (2.10), the solution of (2.7) can be written as
σˆ(ξ, t) = e−δ(ξ)(T−t)σˆT , vˆ(ξ, t) = e−δ(ξ)(T−t)
iδ(ξ)
ρ¯ξ
σˆT , φˆ(ξ, t) = e
−δ(ξ)(T−t)dδ(ξ)σˆT . (2.26)
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It is easy to verify that (σˆ, vˆ, φˆ) ∈ L2(0, T ;L2(R))3. By taking the inverse of Fourier transform, we
obtain, (σ, v, φ) defined as in (2.24), is the solution of system (2.6) corresponding to the terminal
condition (2.25). 
We are now interested in the construction of some particular solutions of the equation (2.6),
which are localized in a neighbourhood of some x0 ∈ R. For that, we choose σˆT in (2.23) using a
suitable cut off function ψ and analyze the solution (σ, v, φ) of (2.7) given by (2.24).
Theorem 2.9. Let ψ be a smooth function compactly supported in (0, 1) and of unit L2 norm.
For any  > 0, sufficiently small and for any x0 > 0, let us take
σˆT (ξ) = 
1
4ψ
(√

(
ξ − 1

))
e−ix0ξ. (2.27)
Let (σT (x), v

T (x), φ

T (x)) and (σ
(x, t), v(x, t), φ(x, t)) be as in (2.25) and (2.24) respectively.
Then they satisfy the following
(i) 12pi e
−2a1T ≤ ‖σ(·, 0)‖2L2(R) ≤ 12pi ,
(ii) For any η > 0 , there exists a constant C independent of  such that
‖σ(·, t)‖2L2(0,T ;L2(|x−x0|≥η)) ≤ C
√
, (2.28)
(iii) For some positive constant C independent of ,
‖v‖2L2(0,T ;L2(R)) ≤ C2, ‖φ‖2L2(0,T ;L2(R)) ≤ C4. (2.29)
Proof. Let us denote
(σˆT , vˆ

T , φˆ

T )(ξ) = σˆ

T (ξ)
(
1,
iδ(ξ)
ρ¯ξ
, dδ(ξ)
)
(2.30)
First we verify that (σˆT , vˆ

T , φˆ

T ) ∈ (L2(R))3. We have∫
R
|σˆT (ξ)|2 dξ =
∫
R
1/2
∣∣∣∣ψ(√(ξ − 1
))∣∣∣∣2 dξ = ∫
R
|ψ(ζ)|2 dζ = 1.
Thus σˆT ∈ L2(R). Now∫
R
|vˆT (ξ)|2 dξ =
∫
R
1/2
∣∣∣∣ψ(√(ξ − 1
))∣∣∣∣2 δ(ξ)2ρ¯2ξ2 dξ
=
2
ρ¯2
∫
R
|ψ(ζ)|2
δ( ζ√

+ 1 )
2
(ζ
√
+ 1)2
dζ ≤ C2.
So we have vˆT ∈ L2(R). Similarly we can show that φˆT ∈ L2(R). Thus the representation formula
(2.24) is well defined. Now we will prove (i).
Note that
σ(x, 0) =
1
2pi
∫
R
σˆT (ξ)e
ixξe−δ(ξ)T dξ.
By Parseval’s relation we have
‖σ(·, 0)‖2L2(R) =
1
2pi
∫
R
e−2δ(ξ)T |σˆT (ξ)|2 dξ.
Using Lemma 2.6 we have
1
2pi
e−2a1T
∫
R
|σˆT (ξ)|2 dξ ≤
1
2pi
∫
R
e−2δ(ξ)T |σˆT (ξ)|2 dξ ≤
1
2pi
∫
R
|σˆT (ξ)|2 dξ.
Hence we have proved (i). To prove (ii) we have using a change of variable formula
σ(x, t) =
1
2pi
∫
R

1
4ψ(
√
(ξ − 1

))ei(x−x0)ξe−δ(ξ)(T−t) dξ
=
−1/4
2pi
∫
R
ψ(ζ)e
i(x−x0)( ζ√+ 1 )e−δ(
ζ√

+ 1 )(T−t) dζ.
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Note that
d
dζ
e
i(x−x0)( ζ√+ 1 ) =
i(x− x0)√

e
i(x−x0)( ζ√+ 1 ).
Thus for |x− x0| ≥ η > 0, we have, after integration by parts
σ(x, t) =
1/4
2pii(x− x0)
∫ 1
0
d
dζ
(
e
i(x−x0)( ζ√+ 1 )
)
ψ(ζ)e
−δ( ζ√

+ 1 )(T−t) dζ,
=
−1/4
2pii(x− x0)
∫ 1
0
e
i(x−x0)( ζ√+ 1 ) d
dζ
(
ψ(ζ)e
−δ( ζ√

+ 1 )(T−t)
)
dζ. (2.31)
Now
d
dζ
(
ψ(ζ)e
−δ( ζ√

+ 1 )(T−t)
)
= e
−δ( ζ√

+ 1 )(T−t)
(
ψ′(ζ)− ψ(ζ)δ′
(
ζ√

+
1

)
1√

(T − t)
)
. (2.32)
Thus for  small, we have for some C independent of ∣∣∣∣ ddζ (ψ(ζ)e−δ( ζ√+ 1 )(T−t))
∣∣∣∣ ≤ C (1 + ζ√+ 1 1√
)
≤ C(1 +√).
Therefore, for  small enough and |x− x0| ≥ η > 0, we have
|σ(x, t)| ≤ C 
1/4
2pi|x− x0| (1 +
√
) ≤ C 
1/4
|x− x0| . (2.33)
Thus there exists a positive constant C(T, η), such that
‖σ‖2L2(0,T ;L2(|x−x0|≥η)) ≤ C
√
. (2.34)
This proves (ii). We have∫ T
0
∫
R
|v(x, t)|2 dxdt = 1
2pi
∫ T
0
∫
R
|vˆ(ξ, t)|2 dξdt = 1
2pi
∫ T
0
∫
R
∣∣∣∣e−δ(ξ)(T−t) δ(ξ)ρ¯ξ σˆT (ξ)
∣∣∣∣2 dξdt,
≤ 
2
2piρ¯2
∫ T
0
dt
∫ 1
0
|ψ(ζ)|2
|δ( ζ√

+ 1 )|2
(ζ
√
+ 1)2
dζ,
≤ C2.
Similarly we can show that
‖φ‖2L2(0,T ;L2(R)) ≤ C4.

Let us give some more properties of σ, v, φ which we will need later on to prove the main
results.
Lemma 2.10. Let (σT , v

T , φ

T ) and (σ
(x, t), v(x, t), φ(x, t)) be as in Theorem 2.9. Then σT , v

T
and φT lie in H
1(R). Moreover (σ, v, φ) ∈ (H1(0, T ;H1(R)))3.
Proof. Let us first show that σT ∈ H1(R).∫
R
(1 + |ξ|2)σˆT (ξ) =
∫
R
(1 + |ξ|2)1/2
∣∣∣∣ψ(√(ξ − 1
))∣∣∣∣2 dξ
≤ C
(
1 +
1
2
)∫
R
|ψ(ζ)|2 dζ ≤ C
(
1 +
1
2
)
.
Thus σT ∈ H1(R). In a similar way we can show that vT and φT belong to H1(R). Next we will
show σ ∈ H1(0, T ;H1(R)). First we have∫ T
0
∫
R
(1 + ξ2)|σˆ(ξ, t)|2dξdt =
∫ T
0
∫
R
(1 + ξ2)|σˆT (ξ)|2e(−2δ(ξ)(T−t))dξ dt
≤ C
(
1 +
1
2
)∫ T
0
dt
∫
R
|ψ(ζ)|2 ≤ CT
(
1 +
1
2
)
.
LINEARIZED COMPRESSIBLE NAVIER- STOKES SYSTEM 15
Next we have∫ T
0
∫
R
(1 + ξ2)|σˆt (ξ, t)|2dξdt =
∫ T
0
∫
R
(1 + ξ2)|δ(ξ)|2|σˆT (ξ)|2e(−2δ(ξ)(T−t))dξ dt
≤ C
(
1 +
1
2
)∫ T
0
dt
∫
R
|ψ(ζ)|2 ≤ CT
(
1 +
1
2
)
.
Thus we have shown σ ∈ H1(0, T ;H1(R)). Similarly we can show that v and φ also belong to
H1(0, T ;H1(R)). 
Lemma 2.11. Let σ be as in Theorem 2.9. Then for any η > 0, we have the following estimate
‖σ(·, 0)‖2L2(|x−x0|≤η) ≥
1
4pi
e−2a1T (2.35)
Proof. First by lemma 2.10, we conclude that σ(·, 0) ∈ H1(R). Proceeding in a similar way as in
Theorem 2.9, we first obtain
‖σ(·, 0)‖2L2(|x−x0|≥η) ≤ C
√
 (2.36)
for some positive constant C, independent of . Therefore
‖σ(·, 0)‖2L2(|x−x0|≤η) ≥
1
2pi
e−2a1T − C√ ≥ 1
4pi
e−2a1T (2.37)
for  small. 
Lemma 2.12. Let v and φ be as in Theorem 2.9. Then
‖v(L, ·)‖H1(0,T ) ≤ C3/4, and ‖φ(L, ·)‖H1(0,T ) ≤ C7/4, (2.38)
for any L ∈ R.
Proof. By Lemma (2.10), we have v(L, ·) and φ(L, ·) lie in H1(0, T ) for any L ∈ R. We have
|v(L, t)| ≤ C
∫
R
|σˆT (ξ)| |δ(ξ)||ξ| dξ ≤ C
3/4
∫
R
|ψ(ζ)|dζ ≤ C3/4,
and
|vt (L, t)| ≤ C
∫
R
|σˆT (ξ)| |δ(ξ)|
2
|ξ| dξ ≤ C
3/4
∫
R
|ψ(ζ)|dζ ≤ C3/4.
Thus
‖v(L, ·)‖H1(0,T ) ≤ C3/4.
Similarly, we can show
‖φ(L, ·)‖H1(0,T ) ≤ C7/4.

2.3. Proof Of Main Theorems. Now we will use the above construction to prove Theorem 1.1.
First we prove the following theorem. Theorem 1.1 will be a direct consequence of this theorem.
Theorem 2.13. Let O1 be a proper subset of (0, L) and O2 ⊆ (0, L),O3 ⊆ (0, L). Then there
exists a terminal condition (σT , vT , φT ) ∈ Z, such that the solution of (2.2), corresponding to this
terminal condition, satisfy the following estimates
(i)
‖σ(·, 0)‖L2(0,L) ≥ 1
8pi
e−2a1T ,
and
(ii)
‖σ‖2L2(0,T ;L2(O1)) + ‖v‖2L2(0,T ;L2(O2)) + ‖φ‖2L2(0,T ;L2(O3)) ≤ C
√
. (2.39)
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Proof. As O1 is a proper subset of (0, L), we choose x0 and η > 0 such that
{x : |x− x0| ≤ η} ⊂ (0, L) and does not intersect O1.
Let us choose σˆT (ξ) is as in Theorem 2.9 with the above choice x0. Let (σ

T , v

T , φ

T ) and (σ
, v, φ)
are as in (2.25) and (2.24) respectively.
Let us set
q0(t) = v
(0, t), qL(t) = v
(L, t),
r0(t) = φ
(0, t), rL(t) = φ
(L, t). (2.40)
Let (σ˘(x, t), v˘(x, t), φ˘(x, t)) be the restriction of (σ(x, t), v(x, t), φ(x, t)) to (0, L)× (0, T ) and
(σ˘T , v˘

T , φ˘

T ) be the restriction of (σ

T , v

T , φ

T ) to (0, L).
Then σ˘(x, t), v˘(x, t) and φ˘(x, t) satisfy the following system,
−σ˘t (x, t)− ρ¯ v˘x = 0, in (0, L)× (0, T ),
−v˘t − ν0v˘xx −
Rθ¯
ρ¯
σ˘x −Rφ˘x = 0, in (0, L)× (0, T ),
−φ˘t − k0φ˘xx −
Rθ¯
cv
v˘x = 0, in (0, L)× (0, T ),
σ˘(T ) = σ˘T , v˘
(T ) = v˘T , φ˘
(T ) = φ˘T ,
v˘(0, t) = q0(t), v˘
(L, t) = qL(t) ∀ t > 0,
φ˘(0, t) = r0(t), φ˘
(L, t) = rL(t) ∀ t > 0.
(2.41)
Note that by Lemma 2.10 and Lemma 2.12, we have (σ˘T , v˘

T , φ˘

T ) ∈ (H1(0, L))3 and (q0, qL, r0, rL) ∈
(H1(0, T ))4. The above system has a unique solution (σ˘, v˘, φ˘) with (σ˘, v˘, φ˘) ∈ C([0, T ];Z).
They satisfy the following estimates:
(i) From (2.35), we have
‖σ˘(·, 0)‖L2(0,L) ≥ ‖σ˘(·, 0)‖L2(|x−x0|≤η) ≥
1
4pi
e−2a1T . (2.42)
(ii) From Theorem 2.9,
‖σ˘‖2L2(0,T ;L2(O1)) ≤ ‖σ˘‖2L2(0,T ;L2(|x−x0|≥η) ≤ C
√
,
‖v˘‖2L2(0,T ;L2(O2)) ≤ ‖v‖2L2(0,T ;L2(R)) ≤ C2,
‖φ˘‖2L2(0,T ;L2(O3)) ≤ C4. (2.43)
(iii) From Lemma 2.12,
‖q0‖H1(0,T ) ≤ C3/4, ‖q1‖H1(0,T ) ≤ C3/4, ‖r0‖H1(0,T ) ≤ C7/4, ‖r1‖H1(0,T ) ≤ C7/4. (2.44)
Let σ˜(x, t), v˜(x, t) and φ˜(x, t) satisfy the following system
−σ˜t − ρ¯ v˜x = 0, in (0, L)× (0, T ),
−v˜t (x, t)− ν0v˜xx −
Rθ¯
ρ¯
σ˜x −Rφ˜x = 0, in (0, L)× (0, T ),
−φ˜t − k0φ˜xx −
Rθ¯
cv
v˜x = 0, in (0, L)× (0, T ),
σ˜(T ) = 0, v˜(T ) = 0, φ˜(T ) = 0, in (0, L),
v˜(0, t) = −q0(t), v˜(L, t) = −qL(t) ∀ t > 0,
φ˜(0, t) = −r0(t), φ˜(L, t) = −rL(t) ∀ t > 0.
(2.45)
As (q0, q

L, r

0, r

L) ∈ (H1(0, T ))4, the above system has a unique solution (σ˜, v˜, φ˜)T ∈ C([0, T ];Z).
Using (2.44), we obtain
‖(σ˜, v˜, φ˜)T ‖2L2(0,T ;Z) ≤ C(‖q0‖L2(0,T ) + ‖qL‖L2(0,T ) + ‖r0‖L2(0,T ) + ‖rL‖L2(0,T ))
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≤ C3/4. (2.46)
and
‖σ˜(·, 0)‖L2(0,L) ≤ C‖σ˜‖C([0,T )];L2(0,L)) ≤ C3/4. (2.47)
Let us set
σ(x, t) = σ˘(x, t) + σ˜(x, t),
v(x, t) = v˘(x, t) + v˜(x, t),
φ(x, t) = φ˘(x, t) + φ˜(x, t). (2.48)
Then, (σ, v, φ) satisfy the system (2.2) and the estimate holds. 
Using the above theorem now we can prove Theorem 1.1.
Proof of Theorem 1.1.
Proof. Theorem 2.13 shows, in the observability inequality (2.5), L.H.S >
1
8pi
e−2a1T and R.H.S
≤ C√. Hence (2.5) cannot hold. Hence system (1.6) - (1.7) is not null controllable. 
Remark 2.14. The above result is established when f ∈ L2(0, T ;L2(O1)), g ∈ L2(0, T ;L2(O2))
and h ∈ L2(0, T ;L2(O3)). We can extend this negative result to less regular control. More precisely
we can take g ∈ L2(0, T ;H−1(O2)) and h ∈ L2(0, T ;H−1(O3)). In order to give a sense to the
R.H.S. of (2.3), we need to replace χO2 and χO3 in (1.6) by Ψ2 ∈ C∞c (O2) and Ψ3 ∈ C∞c (O3)
respectively. The observability inequality becomes
‖σ(·, 0)‖2L2(0,L) + ‖v(·, 0)‖2L2(0,L) + ‖φ(·, 0)‖2L2(0,L)
≤ C
(∫ T
0
∫
O1
σ2dxdt+
∫ T
0
∫
O2
(Ψ2v)
2
xdxdt+
∫ T
0
∫
O3
(Ψ3φ)
2
xdxdt
)
(2.49)
where (σ, v, φ) is the solution of the adjoint system (2.2). Using the same construction as above
one can prove that this observability inequality does not hold and hence the system is not null
controllable.
Remark 2.15. One can use the above Gaussian Beam construction to rule out null controllability
using a boundary control. Let us consider the system (1.6) - (1.7) with f = g = h = 0 and
v(L, t) = q(t) ∈ L2(0, T ). In this case null controllability is equivalent to the following observability
inequality
‖σ(·, 0)‖2L2(0,L) + ‖v(·, 0)‖2L2(0,L) + ‖φ(·, 0)‖2L2(0,L) ≤ C
∫ T
0
|Rρ¯θ¯σ(L, t) + ρ¯2ν0vx(L, t)|2 dt.
(2.50)
where (σ, v, φ) is the solution of the adjoint system (2.2). We can use the above construction
to show that the above observability inequality does not hold and hence the system is not null
controllable by a boundary control in any time T > 0.
We proved that the system (1.6) - (1.7) is not null controllable when initial condition lies in
Z. So the natural question is if the system is null controllable or not when the initial conditions
are regular. In case of barotropic fluid, if initial density lies in H1m(0, L) then the system is null
controllable (See [5] and [4]). In this section we choose (ρ0, u0, θ0) ∈ H1m(0, L)×L2(0, L)×L2(0, L).
We will first show that (1.6) - (1.7) is null controllable by velocity and temperature control only
(i.e. when f ≡ 0) acting everywhere in the domain with this initial regular condition. Then we will
show that we cannot achieve null controllability by localizing velocity and temperature control.
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We consider the following interior control system
ρt + ρ¯ ux = 0, in (0, L)× (0, T ),
ut − ν0uxx + Rθ¯
ρ¯
ρx +Rθx = gχO2 , in (0, L)× (0, T ),
θt − k0θxx + Rθ¯
cv
ux = hχO3 , in (0, L)× (0, T ),
ρ(0) = ρ0, u(0) = u0, θ(0) = θ0, in (0, L)
u(0, t) = 0 = u(L, t) ∀ t > 0, θ(0, t) = 0 = θ(L, t) ∀ t > 0.
(2.51)
Here g and h are velocity and temperature control respectively. Let us first explain why we need
average zero condition for initial density. Integrating the density equation of (2.51) in (0, L) and
using the boundary conditions we deduce that
d
dt
(∫ L
0
ρ(x, t)dx
)
= 0.
Therefore ∫ L
0
ρ(x, T )dx =
∫ L
0
ρ0(x)dx. (2.52)
Thus if the system (2.51) is null controllable in time T > 0 then necessarily∫ L
0
ρ0(x)dx = 0. (2.53)
Let us define
V = H1m(0, L)× L2(0, L)× L2(0, L).
We have the following lemma about existence and uniqueness of solution to the system (2.51)
follows easily from semigroup theory.
Lemma 2.16. Given (ρ0, u0, θ0) ∈ V, g ∈ L2(0, T ;L2(0, L)) and h ∈ L2(0, T ;L2(0, L)), the system
(2.51) has a unique solution (ρ, u, θ) with ρ ∈ L2(0, T ;H1m(0, L)) and (u, θ) ∈ (L2(0, T ;H10 (0, L)))2.
Moreover (ρ, u, θ) belongs to C([0, T ];V ).
Proof of Theorem 1.3.
Proof. Let us first take the following system with interior control g˜
ρt + ρ¯ ux = 0, in (0, L)× (0, T ),
ut − ν0uxx + Rθ¯
ρ¯
ρx = g˜, in (0, L)× (0, T ),
ρ(0) = ρ0, u(0) = u0, in (0, L),
u(0, t) = 0 = u(L, t) ∀ t > 0.
(2.54)
By Theorem 5.1 of [5], we know that for every (ρ0, u0) ∈ H1m(0, L)×L2(0, L), there exists a control
g˜ ∈ L2(0, T ;L2(0, L)), such that the solution of (2.54) satisfies
(ρ, u)(x, T ) = 0, for all x ∈ (0, L). (2.55)
Now we consider the following heat equation
θt − k0θxx = h˜(x, t), in (0, L)× (0, T ),
θ(x, 0) = θ0(x), x ∈ (0, L), θ(0, t) = 0 = θ(L, t) ∀ t > 0.
(2.56)
By Theorem 2.66 of [6], for every θ0 ∈ L2(0, L) there exists a control h˜ ∈ L2(0, T ;L2(0, L)) such
that the solution of (2.56) satisfies
θ(x, T ) = 0 for all x ∈ (0, L).
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Now define
g(x, t) = g˜(x, t) +Rθx(x, t), h(x, t) = h˜(x, t) +
Rθ¯
cv
ux(x, t),
where u, θ are the solutions of (2.54) and (2.56) respectively. Thus (ρ, u, θ) is the solution of the
system (2.51) with g and h defined as above and it satisfies
(ρ, u, θ)(x, T ) = 0.
Therefore the Theorem follows. 
Now we want to show that even if (ρ0, u0, θ0) ∈ V, null controllability cannot be achieved by
localized velocity and temperature controls, i.e., we want to prove Theorem 1.4. First we will
derive an observability inequality. In order to do this we introduce,
α(x, t) = ρx(x, t). (2.57)
Differentiating the first equation of (2.51), we obtain the following system
αt + ρ¯ uxx = 0, in (0, L)× (0, T ),
ut − ν0uxx + Rθ¯
ρ¯
α+Rθx = gχO2 , in (0, L)× (0, T ),
θt(x, t)− k0θxx + Rθ¯
cv
ux = hχO3 , in (0, L)× (0, T ),
α(0) = α0 := (ρ0)x, u(0) = u0, θ(0) = θ0, in (0, L),
u(0, t) = 0 = u(L, t) ∀ t > 0, θ(0, t) = 0 = θ(L, t) ∀ t > 0.
(2.58)
Here (α0, u0, θ0) ∈ Z. The system (2.58) is well posed in Z. Note that, to prove Theorem 1.4, it
is enough to show system (2.51) is not null controllable in Z by localized interior controls g and
h. As before we have the following proposition,
Proposition 2.17. For every (α0, u0, θ0) ∈ Z, the system (2.58) is null controllable in time T by
localized interior controls g ∈ L2(0, T ;L2(O2)) and h ∈ L2(0, T ;L2(O3)) if and only if for every
(σT , vT , φT ) ∈ Z, the solution of the following adjoint system
−σt + ρ¯ v = 0, in (0, L)× (0, T ),
−vt − ν0vxx + Rθ¯
ρ¯
σxx −Rφx = 0, in (0, L)× (0, T ),
−φt − k0φxx − Rθ¯
cv
φx = 0, in (0, L)× (0, T ),
σ(T ) = σT , v(T ) = vT , φ(T ) = φT , in (0, L),
σ(0, t) = 0 = σ(L, t) ∀ t > 0, v(0, t) = 0 = v(L, t) ∀ t > 0,
φ(0, t) = 0 = φ(L, t) ∀ t > 0.
(2.59)
satisfies
‖σ(·, 0)‖2L2(0,L) + ‖v(·, 0)‖2L2(0,L) + ‖φ(·, 0)‖2L2(0,L)
≤ C
(∫ T
0
∫
O2
v2dxdt+
∫ T
0
∫
O3
φ2dxdt
)
. (2.60)
The system (2.59) is well posed in Z. Let us consider the adjoint problem in R× (0, T )
−σt + ρ¯ v = 0, in R× (0, T ),
−vt − ν0vxx + Rθ¯
ρ¯
σxx −Rφx = 0, in R× (0, T ),
−φt − k0φxx − Rθ¯
cv
φx = 0, in R× (0, T ),
σ(T ) = σT , v(T ) = vT , φ(T ) = φT , in R.
(2.61)
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Applying the Fourier transform in (2.61), we obtain the following system of ODE
−
σˆvˆ
φˆ

t
= A¯(ξ)
σˆvˆ
φˆ
 ,
(σˆ, vˆ, φˆ)(ξ, T ) = (σˆT , vˆT , φˆT ), (2.62)
where
A¯(ξ) =

0 −ρ¯ 0
Rθ¯
ρ¯
ξ2 −ν0ξ2 Riξ
0
Rθ¯
cv
iξ −k0ξ2
 (2.63)
Eigenvalues of A¯(ξ) are the same as eigenvalues of A(ξ). Let −δ(ξ) be the eigenvalue satisfying
lim|ξ|→∞ δ(ξ) = ω0. The eigenfunction of A¯(ξ) corresponding to −δ(ξ) is
(
1,
δ(ξ)
ρ¯
,−iξdδ(ξ)
)
,
where dδ(ξ) is as in Lemma 2.7. Thus if we choose
(σˆT , vˆT , φˆT )(ξ) = σˆT (ξ)
(
1,
δ(ξ)
ρ¯
,−iξdδ(ξ)
)
,
the solution of (2.61) can be written in the following way
σ(x, t) =
1
2pi
∫
R
σˆT (ξ)e
ixξe−δ(ξ)(T−t) dξ,
v(x, t) =
1
2pi
∫
R
σˆT (ξ)e
ixξ δ(ξ)
ρ¯
e−δ(ξ)(T−t) dξ,
φ(x, t) =
1
2pi
∫
R
σˆT (ξ)e
ixξ(−iξdδ(ξ))e−δ(ξ)(T−t) dξ. (2.64)
We have the following Theorem.
Theorem 2.18. Let σˆT be as in Theorem 2.9 and (σ
(x, t), v(x, t), φ(x, t)) be as in (2.64). They
satisfy the following
(i) 12pi e
−2a1T ≤ ‖σ(·, 0)‖2L2(R) ≤ 12pi
(ii) For any η > 0 , there exists a constant C independent of  such that
‖σ‖2L2(0,T ;L2(|x−x0|≥η)) ≤ C
√
, ‖v‖2L2(0,T ;L2(|x−x0|≥η)) ≤ C
√
 (2.65)
(iii)
‖φ‖2L2(0,T ;L2(R)) ≤ C2 (2.66)
for some positive constant C independent of .
Proof. The proof is similar to Theorem 2.9. 
Now we can proceed in a similar way as in Theorem 2.13 to prove Theorem 1.4.
3. Null Controllability of Compressible Non-Barotropic Navier Stokes System
in One Dimension Linearized about (ρ¯, v¯, θ¯).
In this section we will discuss null controllability of system (1.9). We want to prove Theorem
1.5. First we have the following Proposition about existence and uniqueness of the system (1.9).
Proposition 3.1. Let (ρ0, u0, θ0) ∈ Z. Let us assume that f ∈ L2(0, T ;L2(O1)),
g ∈ L2(0, T ;L2(O2)) and h ∈ L2(0, T ;L2(O3)). Then (1.9) has a unique solution (ρ, u, θ) with
ρ ∈ L2(0, T ;L2(0, L)), u ∈ L2(0, T ;H10 (0, L)) and θ ∈ L2(0, T ;H10 (0, L)). Moreover (ρ, u, θ) belongs
to C([0, T ];Z).
Proceeding as before we have the following proposition about the equivalence of null controlla-
bility and observability inequality.
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Proposition 3.2. For every initial state (ρ0, u0, θ0) ∈ (L2(0, L))3, the system (1.9) is null con-
trollable in any time T by localized interior controls f ∈ L2(0, T ;L2(O1)), g ∈ L2(0, T ;L2(O2))
and h ∈ L2(0, T ;L2(O3)) if and only if for every (σT , vT , φT ) ∈ (L2(0, L))3, (σ, v, φ), the solution
of the following adjoint system
−σt − v¯σx − ρ¯ vx = 0, in (0, L)× (0, T ),
−vt(x, t)− ν0vxx − Rθ¯
ρ¯
σx − v¯vx −Rφx = 0, in (0, L)× (0, T ),
−φt − k
ρ¯cv
φxx − Rθ¯
cv
vx − v¯φx(x, t) = 0, in (0, L)× (0, T ),
σ(T ) = σT , v(T ) = vT , and φ(T ) = φT , in (0, L)× (0, T ), ,
σ(L, t) = 0, v(0, t) = 0 = v(L, t), t ∈ (0, T ),
φ(0, t) = 0 = φ(L, t), t ∈ (0, T ).
(3.1)
satisfies the following observability inequality
‖σ(·, 0)‖2L2(0,L) + ‖v(·, 0)‖2L2(0,L) + ‖φ(·, 0)‖2L2(0,L)
≤ C
(∫ T
0
∫
O1
σ2dxdt+
∫ T
0
∫
O2
v2dxdt+
∫ T
0
∫
O3
φ2dxdt
)
. (3.2)
The above adjoint system is well posed in (L2(0, L))3. We want to show the the observability
inequality (3.2) does not hold for small time T . Let us first consider the adjoint problem (3.1), in
R× (0, T ) as a terminal value problem only
−σt − v¯σx − ρ¯ vx = 0, in R× (0, T ),
−vt − ν0vxx − Rθ¯
ρ¯
σx − v¯vx −Rφx = 0, in R× (0, T ),
−φt − k
ρ¯cv
φxx − Rθ¯
cv
vx − v¯φx = 0, in R× (0, T ),
σ(T ) = σT , v(T ) = vT , and φ(T ) = φT , in R.
(3.3)
We have the following theorem.
Theorem 3.3. Let (σT , v

T , φ

T ) be as in Theorem 2.9. Let (σ
, v, φ) be the solution of (3.3)
with this terminal condition. Then they satisfy the following estimates
(i)
1
2pi
e−2a1T ≤ ‖σ(·, 0)‖L2(R) ≤ 1
2pi
.
(ii) For any η > 0, there exists a constant C independent of  such that
‖σ‖2L2(0,T ;L2(|x−x(t)|≥η)) ≤ C
√
, (3.4)
where x(t) = x0 − v¯(T − t).
(iii) There exists a constant C, independent of , such that
‖v‖2L2(0,T ;L2(R)) ≤ C2, ‖φ‖2L2(0,T ;L2(R)) ≤ C4. (3.5)
Proof. Let (σ, v, φ) be a solution of (3.3). Let us define the transformed functions for (x, t) ∈
R× (0, T )
σ˜(x, t) = σ(x− v¯(T − t), t), v˜(x, t) = v(x− v¯(T − t), t), φ˜(x, t) = φ(x− v¯(T − t), t).
Then (σ˜, v˜, φ˜) is a solution of the system (2.6). Thus from Theorem 2.9, we easily prove the
theorem. 
We now give the proof of Theorem 1.5.
Proof of Theorem 1.5.
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Proof. We will proceed in a similar way as in Theorem 2.13. In order to obtain a cotradiction to
the observability inequality (3.2), we need (x(t)− η, x(t) + η) ⊂ (0, L) and does not intersect the
set O1 = (l1, l2) for all t. In particular (x0 − η − v¯T, x0 + η − v¯T ) must lie inside (0, L) and does
not intersect (l1, l2). Thus we have to choose x0 and η properly so that (x0− η− v¯T, x0 + η− v¯T )
is either a proper subset of (0, l1) or (l2, L).
Let us first choose x0 ∈ (0, l1) and η > 0 such that (x0 − η, x0 + η) ⊂ (0, l1). Thus if we want
(x0 − η − v¯T, x0 + η − v¯T ) to be a proper subset of (0, l1), we need x0 − η − v¯T > 0. This implies
T <
l1
v¯
. Similarly if we choose x0 ∈ (l2, L) then we need T < L− l2
v¯
.
Thus when T < max
{
l1
v¯
,
L− l2
v¯
}
, the observability inequality (3.2) does not hold and hence
the system is not null controllable. 
4. Null Controllability of Compressible Barotropic Navier Stokes System in
Two Dimension Linearized about (ρ¯, 0, 0).
In this section, we will prove Theorem 1.8. We will construct highly localized solutions, as we
did in one dimension. Let us introduce the following constants
µ0 :=
µ
ρ¯
, γ0 :=
λ+ µ
ρ¯
, b1 := aγρ¯
γ−2.
The system (1.10) is well posed in (L2(Ω))3. As before we have the equivalence between null
controllability and observability inequality
Proposition 4.1. For every initial state (ρ0,u0) ∈ (L2(Ω))3, the system (1.10) is null controllable
by localized interior controls f ∈ L2(0, T ;L2(O1)) and g ∈ L2(0, T ; (L2(O2))2) if and only if for
every (σT ,vT ) ∈ (L2(Ω))3 the solution of the following adjoint system
−σt(x, t)− ρ¯ div v = 0, in Ω× (0, T ),
−vt − µ0∆v − γ0∇div v − b1∇σ = 0, in Ω× (0, T ),
σ(T ) = σT and v(T ) = vT , in Ω,
v = 0 on ∂Ω× (0, T ).
(4.1)
satisfies the observability inequality
‖σ(·, 0)‖2L2(Ω) + ‖v(·, 0)‖2(L2(Ω))2 ≤ C
(∫ T
0
∫
O1
σ2dxdt+
∫ T
0
∫
O2
v2dxdt
)
. (4.2)
Here v(x, t) = (v1, v2)(x, t). The above adjoint system is well posed in (L
2(Ω))3. We will now
use “Gaussian Beam ” construction to show that the observability inequality (4.2) does not hold.
Let us first consider the adjoint problem (4.1) in R2 × (0, T ) as a terminal value problem only.
Applying the Fourier transformation, we obtain the following system of ODE
−
 σˆvˆ1
vˆ2

t
= A˜(ξ)
 σˆvˆ1
vˆ2
 , (σˆ, vˆ1, vˆ2)(ξ, T ) = (σˆT , vˆ1,T , vˆ2,T ), (ξ, t) ∈ R2 × (0, T ) (4.3)
where
A˜(ξ) =
 0 ρ¯iξ1 ρ¯iξ2b1iξ1 −µ0|ξ|2 − γ0ξ21 −γ0ξ1ξ2
b1iξ2 −γ0ξ1 − ξ2 −µ0|ξ|2 − γ0ξ22
 . (4.4)
We have the following lemma.
Lemma 4.2. • The eigenvalues of A˜(ξ) are
λ˜(ξ) = −µ0|ξ|2, µ˜(ξ) = − (γ0 + µ0)|ξ|
2
2
(
1 +
√
1− 4b1ρ¯
(γ0 + µ0)|ξ|2
)
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δ˜(ξ) = − (γ0 + µ0)|ξ|
2
2
(
1−
√
1− 4b1ρ¯
(γ0 + µ0)|ξ|2
)
• For all ξ ∈ R2, there exists a constant a2 > 0, such that
0 ≤ −Re δ˜(ξ) < a2.
• There exists ξ0 > 0, such that for all |ξ| ≥ ξ0 , λ˜(ξ), µ˜(ξ) and δ˜(ξ) are all real and distinct.
The eigenvalues satisfy
lim
|ξ|→∞
−µ˜(ξ)
|ξ|2 = µ0 + γ0, lim|ξ|→∞−δ˜(ξ) =
b1ρ¯
µ0 + γ0
.
• For |ξ| ≥ ξ0, the eigenvalues are differentiable and we have∣∣∣4ξ δ˜(ξ)∣∣∣ ≤ C|ξ|2 ,
for some positive constant C.
• The eigenfunction of A˜(ξ) corresponding to δ˜(ξ) is
(
1,
δ˜(ξ)ξ1
ρ¯i|ξ|2 ,
δ˜(ξ)ξ2
ρ¯i|ξ|2
)
.
Now if we choose
(σˆT , vˆT )(ξ) = σˆT (ξ)
(
1,
δ˜(ξ)ξ1
ρ¯i|ξ|2 ,
δ˜(ξ)ξ2
ρ¯i|ξ|2
)
,
the solution of (4.1) in R2 × (0, T ), can be written in the following way
σ(x, t) =
1
(2pi)2
∫
R2
σˆT (ξ)e
ixξeδ˜(ξ)(T−t)dξ,
v1(x, t) =
1
(2pi)2
∫
R2
σˆT (ξ)e
ixξ δ˜(ξ)ξ1
ρ¯i|ξ|2 e
δ˜(ξ)(T−t)dξ,
v2(x, t) =
1
(2pi)2
∫
R2
σˆT (ξ)e
ixξ δ˜(ξ)ξ2
ρ¯i|ξ|2 e
δ˜(ξ)(T−t)dξ. (4.5)
Theorem 4.3. Let ξ¯ ∈ R2 with |ξ¯| = 1 and x0 ∈ R2. Let ψ˜ be a smooth function compactly
supported in the unit ball and of unit L2(R2) norm. For any  > 0, define
σˆT (ξ) = 
1
4 ψ˜
(√

(
ξ − ξ¯

))
e−ix0ξ
and (σ, v1, v

2) as in (4.5). Then they satisfy the following estimates
(i)
1
(2pi)2
e−2a2T ≤ ‖σ(·, 0)‖L2(R2) ≤ 1
(2pi)2
.
(ii) For any η > 0, there exists a constant C independent of  such that
‖σ‖2L2(0,T ;L2(|x−x0|≥η)) ≤ C
√
, (4.6)
(iii) There exists a positive constant C independent of  such that
‖v‖L2(0,T ;(L2(R))2) ≤ C2. (4.7)
Proof. We will only give proof of estimate (4.6). Other estimates can be proved in a similar
manner as before. From (4.5) we have
σ(x, t) =
1
(2pi)2
∫
R2

1
4 ψ˜
(√

(
ξ − ξ¯

))
ei(x−x0)ξeδ˜(ξ)(T−t) dξ
=
−1/4
(2pi)2
∫
|ζ|≤1
ψ˜(ζ)e
i(x−x0)( ζ√+
ξ¯
 )e
δ˜( ζ√

+ ξ¯ )(T−t) dζ.
Note that
4ζei(x−x0)(
ζ√

+ ξ¯ ) = −|x− x0|
2
√

e
i(x−x0)( ζ√+
ξ¯
 ).
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Thus for |x− x0| ≥ η > 0, we have
σ(x, t) = − 
1/4
4pi2|x− x0|2
∫
|ζ|≤1
4ζ
(
e
i(x−x0)( ζ√+
ξ¯
 )
)
ψ˜(ζ)e
δ˜( ζ√

+ ξ¯ )(T−t) dζ
= − 
1/4
4pi2|x− x0|2
∫
|ζ|≤1
e
i(x−x0)( ζ√+
ξ¯
 ) 4ζ
(
ψ˜(ζ)e
δ˜( ζ√

+ ξ¯ )(T−t)
)
dζ. (4.8)
Thus for  small, we have ∣∣∣4ζ (ψ˜(ζ)eδ˜( ζ√+ 1 )(T−t))∣∣∣ ≤ C√.
Notice that the constant C is independent of . Therefore for  small enough and |x− x0| ≥ η > 0
we have
|σ(x, t)| ≤ C 
1/4
4pi2|x− x0|2
√
. (4.9)
Thus there exists a positive constant C(T, η), such that
‖σ‖2L2(0,T ;L2(|x−x0|≥η)) ≤ C
√
. (4.10)
This proves (ii). 
Remark 4.4. Now we can proceed as before to prove Theorem 1.8.
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