In this paper we give the theoretical analysis for the combination of two ideas in numerical analysis. The first is to approximate the Tchebycheff approximation to a function over a continuum, X, in R M by Tchebycheff approximations over finite, discrete subsets of X, cf. [4, 5, 7, and 8], and the second is the use of multivariate spline functions as approximators. Experimental results for this combination have previously been reported in [5] .
We now consider a reformulation of problem (2) 
equivalent.
Proof.
The two formulations (2) and (3) of the optimization problem are
It suffices to show that , n+l
I-B Io R +I KI
Clearly the right-hand side is a subset of the left-hand side and hence it suffices to show the converse. Given 13 ~ R ", let ~n+a -max(0,--mini<j_<<,/3j) and a~ ~ a,+ x + flj, 1 <~j~n. Then Let Y ~ {Yi},~l,f~ =f(Yi),andB,j -= Bj(yi),foralll ~j ~ n + 1, 1 ~ i < N.
x~n+l~B~llr, we wish to minimize E with respect to all Then, if ,(=)~ llf--~,=, (a, e) e R ~+= n K subject to the constraints 
j=l But this is the form of a standard linear programming problem, i.e., given b ~ R "+~, A a real 2N • (n + 2) matrix, and e cR 2~r, minimize (y,b) with respect to y E R n+2 f) K subject to the constraint that Ay ~> c. This problem has the dual problem of maximizing (x, c) with respect to x ~ R 2N n K subject to the constraint that xrA ~ b, cf. [6] . Since, in general, we use the simplex method to solve a linear program, the number of arithmetic operations involved is directly proportional to the number of constraints and in general 2N > (n -k 2). Hence, we expect that the dual program, solved by the simplex method, will be more efficient, cf. [6] . Furthermore, we remark that in general we expect to obtain a "degenerate" programming problem. However, such problems present no difficulties for the simplex method, cf. [1, 3, 4, and 6] .
Hence, in general we seek to maximize
with respect to (s, t) ~ R 2~ (~ K subject to the constraints
We turn now to the choice of the basis functions, {B~.}~ 1 . We first examine the one dimensional case ofX ~ [0, 1]. The classical choice for basis functions are the algebraic polynomials, cf. [8] . However, polynomials are numerically unstable and give rise to unwanted oscillations in the approximation. Moreover, the matrices A are dense and many function evaluations are needed. To remedy these we consider polynomial spline basis functions.
In 1] . We remark that all the results of this paper may easily be extended to the case in which s(x) is assumed to be in C z~,
To define suitable basis functions for S(A, d), we follow [2] and [9] and augment the partition A : 0 = x 0 < "'" ~ XN+I = 1 with the points x_ a < x_a+ 1 < "-~ x 1_ < x 0 and xN+ 1 < xN+l+l < "'" < XN+l+a to form a new partition 
Proof. By the triangle inequality
Let t ~ [0, 1] be such that I(Sx --sr)(t)] -= ]] Sx Sy [Ix-Then there exists y ~ Y such that [ t --y [ ~ I Y[ and t(sx --sr)(t)] ~ I(Sx --sr)(y)] § [ Y II[ D(sx --sr)llx.
Hence, using the Markov inequality for polynomial splines, cf. [9] , 
(1 -I YI 2d~ ZX-1)-1(2 llf--Sxllx).
The required result now follows from the triangle inequality and (7) and (8).
Q.E.D.
If we assume a certain regularity of the function f, then we can bound the right hand side of (7). Using results of deBoor [2] , we obtain where zl -~ maxo<i<~v(xi+ 1 --Xi).
We remark that for S(A, d), ] Y ] need only be of order A, for Theorem 2 to hold.
While for polynomials of degree n, I Y 1 need be of order n -z, for the corresponding result to hold, cf. [8] .
We may obtain still a further corollary about computing the maximum absolute value of a polynomial spline function s(x). The idea is that by sampling the size of a spline at a sufficiently large number of points we may give a rigorous estimate of it everywhere. is a piecewise smooth curve all of whose points lie in ~Qe and which connect y to x, i.e., given x ~ .Qe there exists y E Yl, such that the/l-distance in (2p between x and y is no more than [ Yp ] .
COROLLARY 2. If A e P, s(x) ~ S(A, d), and 2d 2 A-1 I Y l < 1, then
The following result is a multivariate analog of Theorem 2. 
Similarly, we can prove the following multivariate analog of Corollary 2 of Theorem 2. 
