A level-set method is developed for the numerical minimization of a class of Hadwiger valuations with a potential on a set of three-dimensional bodies. Such valuations are linear combinations of the volume, surface area, and surface integral of mean curvature. The potential increases rapidly as the body shrinks beyond a critical size. The combination of the Hadwiger valuation and the potential is the mean-field free-energy functional of the solvation of non-polar molecules in the recently developed variational implicit-solvent model. This functional of surfaces is minimized by the level-set evolution in the steepest decent of the free energy. The normal velocity of this surface evolution consists of both the mean and Gaussian curvatures, and a lower-order, "forcing" term arising from the potential. The forward Euler method is used to discretize the time derivative with a dynamic time stepping that satisfies a CFL condition. The normal velocity is decomposed into two parts. The first part consists of both the mean and Gaussian curvature terms. It is of parabolic type with parameter correction, and is discretized by central differencing. The second part has all the lower-order terms. It is of hyperbolic type, and is discretized by an upwinding scheme. New techniques of local level-set method and numerical integration are developed. Numerical tests demonstrate a second-order convergence of the method. Examples of application to the modeling of molecular solvation are presented.
. In modeling the solvation of molecules, the regions Ω in and Ω ex represent those of solute molecule and solvent, respectively. The region Ω in can have multiple components. The fixed points x 1 , . . . , x N are centers of solute atoms. The first term in (1.1) describes the work needed to create the solute region Ω in in the solvent against the pressure difference P 0 between the liquid and vapor phases. The second and third terms in (1.1) describe the surface energy cost due to restructuring of molecules near the interface Γ. In these terms, γ 0 is the usual surface tension for a planar surface, and the integral of H is the surface energy correction with τ a correction parameter, often called the Tolman length. Such a correction is needed for interfacial systems at the molecular scale. The last term in (1.1) describes the solute-solvent interaction through a potential function U . Here the solvent is treated as a continuum with a uniform solvent density ρ 0 . The potential U is given by
LJ is a Lennard-Jones potential (cf. where ǫ i > 0 and σ i > 0 are given parameters for all i = 1, . . . , N. Note that the free-energy functional (1.1) does not have the surface integral of the Gaussian curvature, a term that is included in a general Hadwiger valuation. By the GaussBonnet Theorem, this integral is 2πχ(Γ), where χ(Γ) is the Euler characteristic of Γ. The integral remains as a constant as long as no topological changes of the surface Γ occur. Even if the surface Γ undergoes a topological change, the contribution from the surface integral of the Gaussian curvature is only an additive constant. It will not affect the minimization of the functional. In fact it is easy to see that, with respect to the Hausdorff distance of sets, a surface of m components (with m ≥ 1 an integer) is a local minimizer of the functional (1.1), if and only if it is a local minimizer of the functional which consists of all the terms in G[Γ] in (1.1) and the integral of the Gaussian curvature, among all the m-component surfaces.
In this work, we develop an efficient and accurate (local) level-set method to minimize the functional (1.1) to determine the free-energy minimizing interface Γ min and the corresponding minimum free energy G[Γ min ]. In this method, an initial surface is evolved in the direction of the steepest descent to a (local) minimum of the free-energy functional. The surface evolution is determined and tracked by solving the level-set equation for a level-set function whose zero level set gives the evolving surface. The normal velocity that defines the level-set equation is given by the minus first variation of the free-energy functional (1.1) with respect to the location change of the surface Γ.
To be more precise, let us denote the evolving surface by Γ = Γ(t) at time t. This surface can be represented as the zero level set of a level-set function φ = φ(x, t) with x ∈ R 3 , i.e., Γ(t) = {x ∈ R 3 : φ(x, t)} = 0.
The level-set function φ = φ(x, t) is the solution of the level-set equation [12, 13, 17] 
where v n is the normal velocity that determines the motion of the evolving surface. It is defined at any point x = x(t) ∈ Γ = Γ(t) by v n (x, t) = (dx(t)/dt) · n(x), where n(x) is the unit normal of the surface Γ(t) at the point x pointing from Ω in to Ω ex (cf. Figure 1) . We evolve the surface in the direction of steepest descent of the free energy. This means that we choose the normal velocity to be
where δ Γ denotes the variation with respect to the location change of the surface Γ along its normal direction. Therefore, at any point x on the surface Γ, the normal velocity is [14, 15] 
where H(x) and K(x) are the mean and Gaussian curvatures of the surface Γ at the point x. As usual, we extend the normal velocity v n from the surface Γ onto a three-dimensional region surrounding Γ so that the level-set equation (1.4) can be solved. This region can be the entire computational box or a narrow band around the surface Γ. With such a normal velocity, we have formally that
This confirms that the free energy decays during the surface evolution by the defined normal velocity. We analyze the level-set equation to find out the condition under which the level-set equation is a (degenerated) parabolic equation. Based on such an analysis, we decompose the part −v n |∇φ| in the level-set equation (1.4) into a parabolic part (after a parameter correction) and hyperbolic part. We treat the parabolic part using the central difference scheme and treat the hyperbolic part using an upwinding scheme. In addition to classical level-set techniques, such as the local level-set method and reinitialization of the levelset function [12, 17] , we also develop a technique of accurate, fast, and stable numerical integration of a Lennard-Jones type function. This technique is particularly useful to treat the possible numerical instability due to the dramatic change of the Lennard-Jones potential U LJ (r) near r = 0. Our numerical tests show that our method is of second-order accuracy. We finally apply our methods to the solvation of some molecular systems.
We remark that we initiated our method before and applied a preliminary version of the method to the level-set simulation of non-polar molecular systems, cf. [3, 5, 6, 18] . Our method has now been much refined. The current work is the first that is focused on the mathematical and numerical aspects and that gives the details of the method. Section 2 below presents an analysis and discretization of the level-set equation (1.4). Section 3 gives our numerical algorithm with some computational details. Section 4 describes in details a technique of numerical integration in our level-set method. Section 5 is the convergence test. Section 6 shows examples of applications of our method to some molecular systems. Finally, Section 7 presents conclusions. Appendix has proofs of some identities related to the curvatures and their linearizations.
Discretization
We first consider the spatial discretization of the level-set equation (1.4) . We rewrite this equation as
where A and B are defined by (dropping the time dependence)
respectively. If there were only the second part (the B part), i.e., the equation were φ t = B|∇φ|, then this would be a hyperbolic type equation. We therefore discretize the term B|∇φ| using an upwinding scheme. In our implementation, we use a fifth-order WENO (weighted essential-no-oscillation) scheme.
To discretize the A part in (2.2), we need to analyze the mean and Gaussian curvatures. Fix a point x, not necessary on the surface Γ. Denote by κ 1 = κ 1 (x) and κ 2 = κ 2 (x) the two principal curvatures of the level surface of the function φ at x. If ∇φ is nonzero at this point, then the mean curvature and Gaussian curvature of this level surface at x are given by [12, 17] 
3)
respectively, where adj(∇ 2 φ) is the adjoint matrix of the Hessian matrix ∇ 2 φ = (∂ 2 x i x j φ) of the level-set function φ (assuming all the second-order derivatives of φ exist).
Define now the 3 × 3 matrices P = P (x) and Π = Π(x), respectively, by [1, 9, 12, 17 ]
Both P and Π are symmetric matrices. The matrix P = P (x) is the matrix of projection onto the tangent plane of the level surface of φ at x. It has three eigenvalues 0, 1, and 1 with 0 corresponding to any eigenvector parallel to the normal ∇φ(x) and 1 corresponding to eigenvectors tangent to the level surface. The projection of the matrix Π = Π(x) onto this tangent plane is exactly the matrix of the second fundamental form of the level surface of φ at x. One of the eigenvalues of Π is 0 which corresponds to the eigenvector ∇φ and the other two eigenvalues of Π are the principal curvatures κ 1 and κ 2 of the level surface of φ at x. The mean curvature H and Gaussian curvature K of the level surface are given, respectively, by
For convenience, we write P = P (φ), Π = Π(φ), H = H(φ), and K = K(φ), respectively, to indicate the dependence of these quantities on the level-set function φ. The following two useful identities are proved in Appendix:
where
Notice that A = A(φ) in (2.2) defines a second-order nonlinear partial differential operator (applied to φ). We examine the parabolicity of the evolution equation
at a given function φ. This is the parabolicity of the linearized equation at φ, namely,
where δA(φ) is the Fréchet derivative of the operator A at φ. By a series of calculations presented in Appendix, we have
and the E term does not have any derivatives of ψ of order higher than one. The parabolicity of the linearized equation (2.12) is determined by the coefficients of the second derivatives of ψ, i.e., by the matrix D(φ). Note that the matrix D(φ) has the eigenvalues 0, 1 − 2τ κ 1 , and 1 − 2τ κ 2 . Therefore, Eq. (2.11) is degenerately parabolic at φ, or more precisely, parabolic in any direction tangential to the level surface of φ, if and only if
We enforce the condition (2.14) when we discretize A(φ). By the definition of A (cf. (2.2)), (2.9), (2.10), and (2.7), we obtain
Therefore,
where the matrix C(φ) is given by
Clearly, the matrix C(φ) is symmetric and has the eigenvalues 0, 1 − τ κ 1 , and 1 − τ κ 2 .
We use (2.15) to discretize the A part and to enforce the parabolicity. Since the equation φ t = A(φ) is of parabolic type after the parameter correction, we use the central differencing to discretize all the first-order and second-order derivatives of the level-set function φ at all the grid points, or those grid points in a narrow band around the surface Γ. (See more details in Step 2 of our algorithm described in the next section.) We then compute H(φ) by (2.7) and C(φ) by (2.16) at all the grid points in the band. We finally diagonalize the matrix C(φ) at such a grid point x as
for some real numbers a 1 = a 1 (x) and a 2 = a 2 (x), and an orthonormal matrix Q = Q(x). The columns of Q consists of the unit vector along ∇φ and its orthogonal vectors, all of which do not depend on τ. These numbers a 1 and a 2 are the eigenvalues 1 − τ κ 1 and 1 − τ κ 2 of C(φ) at x. The parabolicity condition (2.14) is equivalent to the following condition
This is further equivalent to that a 1 > 1/2 and a 2 > 1/2. Therefore, we use the following correction to enforce the parabolicity condition:
The new values a 1 and a 2 are put back into (2.17) which together with (2.15) are used as the A(φ) value at the point x in the time iteration (cf. (2.19) below). We now consider the discretization of the time derivative in the level-set equation (1.4) by an explicit scheme with a time stepping satisfying a CFL condition. Since we use the central differencing to discretize the spatial derivatives of φ, which is of second-order accurate in space, and since the CFL condition for a second-order parabolic equation is ∆t = O(h 2 ), where ∆t and h are the time and space step sizes, respectively, there is no need to use a highorder scheme, such as a high-order Runge-Kutta scheme, to discretize the time derivative. Therefore, we use the forward Euler method to discretize the time derivative in the level-set equation (1.4) :
n (x) are the approximations of v n (x, t k ) and φ(x, t k ), respectively, at time t k = t k−1 + ∆t k−1 (k = 1, 2, . . . ). As our analysis shows that our level-set equation consists of both second-order parabolic-like term A and first-order hyperbolic term B|∇φ| (cf. (2.1)), the corresponding CFL conditions are therefore ∆t = O(h 2 ) and ∆t = O(h), respectively. Hence, by interpolation, we choose
where C(x) = C(φ(x)) is defined in (2.16) but with the correction (cf. (2.17) and (2.18)), and the maximum is taken over all the grid points x in the narrow band around the surface Γ in our local level-set method. Note that, after the parameter correction, the value Trace (C(x)) is always positive. Note also that the time step size varies in the iteration.
Algorithm with Computational Details
Step 1. Input all the parameters P 0 , γ 0 , τ , ρ 0 , ǫ i and σ i (i = 1, . . . , N ), and the coordinates of all the points x 1 , . . . , x N .
Fix a computational box that contains all the points x 1 , . . . , x N and discretize it with a uniform spatial grid size h. We usually choose h to be a third or half of one Angstrom, since all σ i (i = 1, . . . , N ) are around 2.5 to 4 Angstroms in applications. (We recall that each Lennard-Jones potential U (i) (r) defined in (1.3) reaches its minimum value at some point close to σ i .) The size of the box is determined by the numerical resolution and the size of the narrow band around the surface in the local level-set method. Usually, the distance from a point x i (1 ≤ i ≤ N ) to the surface Γ is in between σ i and 3σ i . We choose the width of the narrow band to be 12 to 16 grid points, meaning that the distance between the surface and the boundary of the band is about 6 to 8 grid points. Therefore, we choose the computational box so that each point x i (1 ≤ i ≤ N ) is about 15 grid points away from the boundary of the computational box.
Compute the function values P 0 and ρ 0 U (x) at all the grid points x that are not any points x 1 , . . . , x N .
Generate an initial surface by defining a corresponding level-set function. We choose a level-set function to be negative inside and positive outside. Different initial surfaces often lead to quite different final, steady-state surfaces that are local minima of the free-energy functional (1.1). To distinguish two classes of local minima, the drying and wetting structures that are of importance in molecular solvation, we have designed two classes of initial surfaces. One is a "tight wrap", a surface that tightly wraps all the points x 1 , . . . , x N . The level-set function for such a surface is
The other is a "loose wrap", a surface that loosely contains all the points x 1 , . . . , x N . An example of such a surface is a large sphere containing all these points.
Set k = 1 and start the time iteration.
Step 2. Choose a narrow band that is centered at the surface and that has the width about 12 to 16 grid points. We employ for efficiency the local level-set method developed in [16] in which the zero boundary condition is used for the level-set function φ at the boundary of the band.
At each grid point in the band, compute the gradient ∇φ, the Hessian ∇ 2 φ, and the mean curvature H. We use the central differencing to discretize all the first-order and second-order partial derivatives of φ at all the grid points inside the band. For grid points that are inside the band but close to the boundary of the band, we use lowerorder finite-difference schemes to discretize those derivatives. This way, we reduce the influence of the homogeneous Dirichelt boundary conditions that we use on the boundary of the band. We use (2.7) to compute the mean curvature H.
Step 3. Compute the free energy (1.1). We use the following formulas to compute volume and surface integrals:
where Heav(·) and δ(·) are the Heaviside function and Dirac δ-function, respectively. We approximate the Dirac δ-function using the numerical δ-function proposed in [19] (cf. also [2] ) which has the smallest support.
We have a special technique for the fast, accurate, and stable calculation of the integral of the Lennard-Jones potential. This technique is described in details in the next section.
Notice that it is not necessary to calculate the free energy in each time step. For instance, we can calculate the free energy for two consecutive steps after 50 or 100 steps. Differences of free-energy values corresponding to two consecutive steps are used to determine if the iteration should stop.
Step 4. Calculate and extend the normal velocity v n using the decomposition (2.1). Continuing from Step 2, we compute the matrix C(φ) by (2.16) and diagonalize it as in (2.17). We then use (2.18) to modify C(φ) to enforce the parabolicity, and put the new C(φ) back to the A part using the formula (2.15).
For the B part in (2.1), we first use the level-set function, which has been kept close to a signed distance function (cf.
Step 6 below), to locate by interpolation the points on the interface. We then calculate the values of the function P 0 − ρ 0 U at these points. We finally use a fast sweeping algorithm to extend these values in the normal direction (constant normal extension) to grid points in the narrow band of our local level-set method. Notice that the extended normal velocity in this part may not be the same as P 0 − ρ 0 U. The reason that we do not use the default values of the function U away from the surface is that they change very rapidly near the surface, causing possibly numerical instabilities.
Step 5. Calculate ∆t k using (2.20) and update the level-set function using the Euler scheme (2.19). Before update, we use a fifth-order WENO method to discretize the part of the extension that corresponds to P 0 − ρ 0 U.
Step 6. Reinitialize the level-set function φ. To do so, we solve the equation
with the initial value φ = φ 0 at t = 0 to obtain a steady-state solution. Here φ 0 is the level-set function before reinitialization, and the time t is different from that in the original level-set equation. The quantity sign (φ 0 ) is the sign of φ 0 and is approximated as sign (φ 0 ) = φ 0 φ 2 0 + h with h being the spatial step size [4] . For the sake of efficiency, Eq. (3.1) is solved with 12 iteration steps in time, using a fourth-order Runge-Kutta method in time and a fifth-order WENO scheme in space. We choose the time step size to be no bigger than h/2 to satisfy the CFL condition.
Step 7. Check for convergence by calculating the free energy (1.1). Stop if the free energy, or each part of the free energy, reaches a steady state. Otherwise locate the interface Γ by the level-set function obtained in the previous step, set k := k + 1, and go back to Step 2.
A Technique of Numerical Integration
Let us denote by Ω our computational box. To evaluate the free energy (1.1), we need to compute volume integrals of the Lennard-Jones potential. This amounts to computing integrals of the form
where D is an open and bounded domain in R 3 such that D ⊂ Ω, x 0 ∈ D, k = 6 or 12 (cf. (1.2) and (1.3) ), and x = (x 1 , x 2 , x 3 ) is the integral variable. To efficiently compute this integral, we break it into two integrals I = I 1 + I 2 , where
The first integral I 1 can be expressed by using the characteristic function χ Ω\D as
This integral is over the computational box which is a cube. We approximate the characteristic function by a smooth function and then use the composite trapezoidal rule for each one-dimensional integral variable. The resulting numerical integration is still of second-order accurate.
To compute the second integral I 2 , we decompose R 3 \Ω into six regions: two of them are of the same type and the other four are of a different type. Figure 3 (left) . Such a region can be further decomposed into four subregions each of which can be expressed aŝ Q 1 = (r, θ, z) : 0 < r < β cos θ , θ 1 < θ < θ 2 , L < z < ∞ in the local cylindrical coordinates centered at x 0 with some real numbers β, θ 1 , θ 2 , and L, depending on a specific subregion of the first type. Here L < z < ∞ can be replaced by −∞ < z < L. The other other four regions are determined by face planes x 1 = a 1 , b 1 and x 2 = a 2 , b 2 , and the four planes each of which passing through x 0 and an edge of Ω parallel to the x 3 direction, cf. Figure 3 (right) for the two-dimensional projections of these regions. A typical such region is denoted by Q 2 . By using the local spherical coordinates centered at x 0 , we have
for some real numbers α, ϕ 1 , and ϕ 2 , depending on a specific region of the second type. The integral I 2 is now the sum of integrals of the following forms and
The integral I 2,2 can be calculated analytically. For the integral I 2,1 , we can integrate analytically in the variable r and then in z, leaving finally a one-dimensional integral with respect to θ which can be computed numerically using the composite Simpson's rule.
We remark that computing the three-dimensional integration I 1 is the most costly step. In a case where D is changed but x 0 is the same, the value of I 1 changes but that of I 2 remains the same.
Convergence Test
We test the accuracy and efficiency of our level-set method by applying it to a one-particle (N = 1) system. This system can be reformulated so that very accurate numerical solutions can be obtained by solving an optimization problem for a one-variable objective function. To see that, let us point out for this one-particle system that any possible solute-solvent interface is a sphere centered at x 1 . We assume x 1 is the origin and the radius of the sphere is R > 0. From (1.1), we obtain by some simple calculations the free energy now as a function of R > 0 (still use the notation G)
where σ = σ 1 and ǫ = ǫ 1 . We use the following parameters that are close to real systems (cf. e.g., [3] In Figure 4 , we plot the free-energy values vs. the level-set iteration steps, where LS marks the level-set free-energy values and Exact means the exact minimum free energy. We see clearly that the free energy decays in the entire level-set relaxation process. In Figure 5 , we plot the minimum free energy of the one-particle system obtained using our level-set method (marked LS) and the spatial grid size h in the logarithmic scale. The convergence of the free-energy values to the exact value (marked Exact in Figure 5 ), which is obtained by minimizing the function G(R) (R > 0) defined in (5.1), is clearly shown.
Application to Molecular Solvation

A two-atom system
We place the centers of two particles at x 1 = (−d/2, 0, 0) and x 2 = (d/2, 0, 0), respectively, in the usual xyz coordinate system for some d > 0. The parameter d which is the centerto-center distance of the two particles is fixed for each of the level-set calculations. Our parameters are: P 0 = 0, γ 0 = 0.15, τ = 1.0, ρ 0 = 0.0333, ǫ 1 = ǫ 2 = 0.3, and σ 1 = σ 2 = 3.5. We set our initial surface to be either a "tight wrap" or a "loose wrap". Both of them lead to the same final, (locally) free-energy minimizing surface. Figure 6 shows the cross section of such a free-energy minimizing surface at various distances. Notice that the surface has two components if the center-to-center distance is large. 
A two-plate system
We consider two parallel plates of particles. Each plate has 11 × 11 particles. We use parameters similar to those in the previous example. In Figure 7 , we plot cross sections of two types of initial surfaces, the tight wrap and the loose wrap, and their corresponding final surfaces obtained by our level-set computations for two separation distances d between the two plates. We see clearly that the tight and loose initials will result in different final minimum surfaces at separation distances d under consideration. (For large or small d, the tight and loose initial surfaces will lead to the same final surface.) This indicates that the free-energy functional (1.1) has usually many different local minima. In terms of molecular modeling, the final surfaces displayed in Figure 7 corresponding to the loose initials (the second one and the fourth one in the right column) show the dewetting phenomenon, i.e., the solvent is excluded (even there is space for solvent molecules). This phenomenon is of importance in biological systems. Clearly, our underlying continuum solvent model and level-set method can capture such a phenomenon.
In Figure 8 , we plot the free energy vs. the separation distance d for two cases. One is with a loose initial surface, a one-component surface that encloses all the atoms in the two plates. This loose surface leads to the final surface which describes the wetting of the system for a certain range of plate separations. The other one is with a tight initial surface, a twocomponent surface separating the two plates. We see clearly a hysteresis loop, indicating there is a transition between a wet state and a dry state. 
A five-atom system
We consider an artificial system of 5 atoms located at at (0, 0, 0), (−2, 0, 0), (0, 2, 0), (0, −2, 0), and (a, 0, 0), where a is a parameter. We choose different values of a in between 3 and 7 to study the topological changes of the surface. We choose the parameters in the functional (1.1) same as before: P 0 = 0, γ 0 = 0.15, τ = 1.0, ρ 0 = 0.0333, all ǫ i = 0.3, and all σ i = 3.5. Our level-set computational results are displaced in Figure 9 from which we see clearly the break of one component into two of the surface, as the distance between the fifth atom and the group of the first four atoms is large enough. The initial surface corresponding to the two-component final surface in the last case is a one-component "loose wrap", a large surface enclosing all the 5 atoms. Our method captures the break-up of the surface during the relaxation. 
A helical polymer
We consider a helical polymer of 32 atoms. Figure 10 shows some tight and loose initial surfaces and their corresponding final surfaces obtained by our level-set method. In this case, the final surfaces are the same. 
An artificial molecule
We finally apply our level-set method to an artificial molecule that has about 800 atoms. Figure 11 shows the final, free-energy minimizing surface obtained by our level-set method. This example indicates that our method is capable of treating relatively large molecules. Figure 11 : The free-energy minimizing surface of an artificial molecule calculated by the level-set method.
Conclusions
We have developed a level-set method for numerically capturing stable, free-energy minimizing, solute-solvent interfaces for complex shaped molecules in three-dimensional space. The free-energy functional, defined on possible surfaces that enclose fixed points representing atoms of solute molecules, has the main terms of the Hadwiger valuations and a lower-order term that models the interaction between solute atoms and the solvent molecules that are coarse-grained.
Our level-set method solves a geometrical problem of surface motion whose normal velocity is a linear combination of the mean curvature, the Gaussian curvature, and a lowerorder forcing term. Numerically, we use centered difference schemes to treat the mean and Gaussian curvatures and use upwinding schemes to treat the lower-order hyperbolic type terms. Based on our linear analysis of the stability of the underlying surface motion, we enforce the parabolicity of the level-set equation governing the surface motion by correcting a model parameter in each of the level-set relaxation steps. In addition, we apply and improve many of the state-of-the-art level-set techniques that include the local level-set method, a high-accurate upwinding discretization, and the reinitialization of the level-set function. We also develop an accurate, fast, and stable technique for the numerical integration of the Lennard-Jones potential which is a source of instability due to its rapid change of values.
Numerical tests and applications demonstrate that our method is robust in terms of the accuracy and efficiency.
We remark that the parameter correction in our numerical algorithm is necessary. In general, the level-set equation for the motion by Gaussian curvature with an initially nonconvex body may not be parabolic, and the surface motion can be thus unstable. In our case, the normal velocity of the surface includes the Gaussian curvature term, cf. (2.1) and (2.2), and the surface motion can thus be also unstable. Our parameter correction numerically redefines the underlying surface motion so that it is stable. In terms of modeling molecular solvation, such a parameter correction is effectively equivalent to the numerical regularization developed in [3] : when the radius of curvature at a point on the surface is smaller than the radius of a solvent molecule, then the curvature at that point is redefined. Therefore, our parameter correction is justified by the need of mathematical regularization and physical modeling. Our numerical tests show that the parameter correction has very little influence on the surface motion in terms of free-energy changing.
Currently, we are working to extend our models and methods in several aspects.
(1) Add the surface integral of the Gaussian curvature to the free-energy function (1.1).
While the physical meaning of the coefficient of this term is not quite clear to us, it is challenging mathematically and numerically to design a level-set technique to treat this new term.
(2) Include the electrostatic free energy in our free-energy functional (1.1). This requires, in the continuum modeling, solutions of a partial differential equation to get the electrostatic potential for calculating the electrostatic free energy. There has been much in the literature on this issue. We shall revisit it in the context of the level-set method.
(3) From our numerical simulations, we observe the cancellation of large numbers in magnitude of the geometrical part (e.g., the surface area) and the Lennard-Jones part of the total free energy. This cancellation results in the lost of accuracy if not properly handled. A further study on this numerical issue is necessary.
(4) Increasing the efficiency is a very challenging issue, and we are working on this using different kinds of fast numerical methods. 
Appendix
We first prove (2.9) and (2.10). By the definition of P = P (φ) = (P ij ) and Π = Π(φ) (cf. (2.5)), and the fact that P 2 = P , we have Trace (Π(φ)) = 1 |∇φ| 3 i,k,l=1
This proves (2.9). Similarly, we obtain also by the symmetry of the matrix P that Trace ((Π(φ)) 2 ) = 1 |∇φ| 2 Trace P (∇ 2 φ)P (∇ 2 φ)P where Π 1 = 1 |∇φ| P (φ)(∇ 2 φ)P 1 + P 1 (∇ 2 φ)P (φ) − (∇φ · ∇ψ) |∇φ| 3 P (φ)(∇ 2 φ)P (φ) + P (φ)(∇ 2 ψ)P (φ) where the G term does not depend on any of the second derivatives of ψ. By (2.9) and the symmetry of a Hessian matrix, we obtain that P (φ)(∇ 2 ψ)P (φ) : ∇ 2 φ |∇φ| = 1 |∇φ| Trace P (φ)(∇ 2 ψ)P (φ)(∇ 2 φ)
Trace P (φ)(∇ 2 φ)P (φ)(∇ 2 ψ) Now the desired result (2.13) follows from (A.4) and (A.6).
