Abstract -This paper presents a variable node-to-node-link neural network (VN 2 NN) trained by real-coded genetic algorithm (RCGA). The VN 2 NN exhibits a node-to-node relationship in the hidden layer, and the network parameters are variable. These characteristics make the network adapt to the changes of the input environment, enable it to tackle different input sets distributed in a large domain. Each input data set is effectively handled by a corresponding set of network parameters. The set of parameters are governed by the other nodes. Taking the advantage of these features, the proposed network ensures better learning and generalization abilities. Application of the proposed network to handwritten graffiti recognition will be presented so as to illustrate the improvement.
I. INTRODUCTION
Neural network can approximate any smooth and continuous nonlinear functions in a compact domain to an arbitrary accuracy [2] . Three-layer feed-forward neural networks have been employed in a wide range of applications such as system modeling and control, forecasting [3] - [4] , recognition [5] - [6] , etc. Owing to its specific structure, a neural network can realize a learning process [2] . Learning of the network usually consists of two steps: designing the network structure and defining the learning process. The structure of a neural network affects the non-linearity of its input-output relationship. The learning algorithm governs the rules to optimize the connection weights. A typical network structure has a fixed set of connection weights after the learning process. However, a fixed set of connection weights may not be suitable to learn the information behind the data that are distributed in a vast domain separately.
For neural networks, the learning process aids to find a set of optimal network parameters. Traditionally, two major classes of learning rules, namely the error correction and gradient rules, were proposed. The error correction rules [2] , such as the α-LMS algorithm, perception learning rules and May's rule, adjust the network parameters to correct the network output errors corresponding to the present input patterns. Some of the error correction rules are only applicable to linear separable problems. The gradient rules [7] , such as the MRI, MRII, MRIII rules and backpropagation techniques, adjust the network parameters based on the gradient information to reduce the mean square error over all input patterns. One major weakness of the gradient methods is that the derivative information of the error function is needed such that it has to be continuous and differentiable. Also, the learning process is easily trapped in a local optimum, especially when the problem is multimodal and the learning rules are network structure dependent.
Global search algorithms such as genetic algorithm [8] - [9] were proposed. Unlike the gradient rules, these search algorithms are less likely to be trapped in local optima and do not require a differentiable or even continuous error function. Thus, they are more suitable for searching in a large, complex, non-differentiable and multimodal domain [8] .
In this paper, modifications are made to the neural networks such that the parameters of the activation functions in the hidden layer are changed according to the network inputs. To achieve this, node-to-node links are introduced in the hidden layer. The structure of the VN 2 NN is shown in Fig. 1 . In each hidden node, the input from the lower neighbour control the bias term of the activation function and the input from the upper neighbour influence the sharpness of the activation function. Conceptually, the introduction of the node-to-node links increases the degree of freedom of the network model. Also, the structure of the node-to-node link is determined by the training algorithm. The resulting neural network is found to have a better learning and generalization abilities. The enhancements are due to the fact that the parameters in the activation functions of the hidden nodes are allowed to change in order to cope with the changes of the network inputs in different operating sub-domains. As a result, the VN 2 NN seems to have a dedicated neural network to handle the inputs of different operating sub-domains. This characteristic is good for solving problems with input data set distributed in a large spatial domain. This paper is organized as follows. The VN 2 NN will be presented in section II. In section III, the training of the parameters of the VN 2 NN using RCGA [1] will be presented. The application to hand-written recognition will be discussed in section IV. A conclusion will be drawn in section V.
II. VARIABLE NODE-TO-NODE-LINK NEURAL NETWORK
A variable neural network with node-to-node relations in the hidden layer is shown in Fig. 1 r will be connected from node 3 to node 6. As a result, the total number of node-to-node links is 2×n h , where n h is the total number of hidden nodes.
The node-to-node relationship can enhance the degree of freedom of the neural network model if it is made adapting to the changes of the inputs. Consequently, the learning and the generalization abilities of the VN 2 NN can be high. Conceptually, the proposed neural network can be regarded as consisting of two units, namely the rule-base (RB) and the data-processing (DP) neural networks as shown in Fig. 2 . The RB neural network (with the node-to-node links) stores some rules governing how the DP neural network handles the input data. By using the VN 2 NN, some problems that a traditional neural network with a limited number of parameters cannot provide a good performance may be solved. Fig. 3 shows an example to demonstrate the inadequacy of a traditional neural network to these problems. In this figure, S1 and S2 are two sets of data in a spatial domain. To solve a mapping problem, the weights of a traditional neural network can be trained to minimize the error between the network outputs and the desired values. However, the two data sets are separated too far apart for a single neural network to model. Then, the neural network may only model the data set S (average of S1 and S2). This problem might be alleviated if the neural network employs a larger number of parameters. To improve the learning and generalization abilities of the neural network, the structure shown in Fig. 2 is proposed. Referring to Fig. 3 , when the input data belongs to S1, the RB neural network will provide the rule (network parameters corresponding to S1) for the DP neural network to handle the S1 data. Similarly, when the input data belongs to S2, the rules corresponding to S2 will be used by the DP neural network to handle the input data. In other words, it operates like two individual neural networks handling their corresponding input data. Consequently, the proposed neural network is suitable to handle a large number of data. In this paper, the proposed neural network will be applied to the problem of handwritten recognition, which involves lots of data. Referring to Fig. 1 ,
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Fig . 4 shows the proposed neuron at node i, the output of the neuron
is defined as:
where m i and r i are parameters to be trained.
tf 2 (⋅) can be any commonly used activation functions such as the pure linear, hyperbolic tangent sigmoid, logarithmic sigmoid activation functions [2, 7] . As mentioned early, the node-to-node links enhances the degree of freedom of the modelled function. In each neuron in hidden layer, the input from the lower neighbour ( ( ) ). 
III. LEARNING WITH REAL-CODED GENETIC ALGORITHM
RCGA is a powerful global search algorithm that has been widely applied in various optimization problems. One superior characteristic of RCGA is that the detailed information of the nonlinear system is not necessarily known. Hence, RCGA is suitable to handle some complex optimization problems. As the RCGA search process is mainly based on random search techniques, the global optimization ability and convergence may be in doubt within a finite search time. In this paper, RCGA is employed to optimize the fitness function which, is characterized by the network parameters of the VN 2 NN. The fitness function is a mathematical expression quantitatively measures the performance of the RCGA tuning process. A larger fitness value indicates better tuning performance. By adjusting the values of the network parameters, the fitness function is maximized (cost value is minimized) based on the RCGA. During the tuning process, offspring with better fitness values evolves. The mutation operation will contract gradually with respect to the iteration number. After the tuning process, the obtained network parameter values will be used by the proposed neural network. As the proposed neural network is a feed-forward one, the outputs are bounded if its inputs are bounded which happens for most of the real-life applications. Consequently, no convergence problem is present for the neural network itself.
The input-output relationship of the proposed VN 2 NN can be described by, n denotes the number of input-output data pairs. The fitness function of the RCGA depends on the application. One common fitness function is defined as,
In (10), err can be the mean square error (MSE) defined as: 
The objective is to maximize the fitness value of (10) (minimize err) using RCGA by setting the chromosome to be ( (10) 
IV. APPLICATION EXAMPLE AND RESULTS
A hand-written graffiti pattern recognition problem is given to illustrate the superior learning and generalization abilities of the proposed network on a classification problem with large number of input sets.
In general, the neural/neural-fuzzy network approaches are model-free, and they learn the features of the training patterns in an off-line manner. The features can then be recognized using the trained neural/neural-fuzzy network.
In [12] , the orthogonality and information measures were employed to evaluate the features of some characters. These two measures will be taken as the inputs of the multi-layer feedforward neural networks for classification.
The selforganizing map approach can also be found in [13] , where a self-organizing map model was used to implement a modular classification system. An improved neocognitron approach, which is good in dealing with two-dimensional pattern recognition problems, was proposed in [14] for digit classification. However, the computational demand of the approach is high because of the complex structure of the neocognitron. A combined neural network architecture [5] , which consists of two neural networks connected in cascade, can also be found to handle the recognition problems. The first neural network is for feature extraction while the second one acts as a classifier. Different kinds of neural and statistical classifiers were also reported in [15] .
A. Neural network based hand-written recognition system
In this example, the digits 0 to 9 and three (control) characters (backspace, carriage return and space) are recognized by the VN 2 NN. These graffiti are shown in Fig.  7 . A point of each graffiti is characterized by a number based on the x-y coordinates on a writing area. The size of the writing area is x max by y max . The bottom left corner is set as (0, 0). Ten uniformly sampled points of the graffiti will be taken as the inputs of the recognizer. The points are taken in the following way. First, the input graffiti is divided into 9 uniformly distanced segments characterized by 10 points, including the start and the end points. Each point is labeled as (x i , y i ), i = 1, 2, …, 10. The first 5 points, (x i , y i ), i = 1, 3, 5, 7 and 9, taken alternatively are converted to 5 numbers ρ i respectively by using the formula ρ i = x i x max + y i . The other 5 points, (x i , y i ), i = 2, 4, 6, 8 and 10, are converted to 5 numbers respectively by using the formula ρ i = y i y max + x i . These ten numbers, z i , i = 1, 2, … ,10, are used as the inputs of the proposed graffiti recognizer. The hand-written graffiti recognizer as shown in Fig. 8 
B. Results and analysis
To train the neural network of the hand-written graffiti recognition system, a set of training patterns governing the input-output relationship of the network will be used. 1600 training patterns (100 patterns for each graffiti) are used in this example. The training patterns consist of the input vectors and its corresponding expected output. The fitness function is given by (10) is the actual network output defined as,
where
where tf 2 (⋅) is a pure linear transfer function in this application. In order to test the generalization ability of the proposed neural network, a set of testing patterns consisting of 480 input patterns (30 patterns for each graffiti) is used.
For comparison purpose, a conventional 3-layer fully connected feed-forward neural network (FFCNN) [7] and a wavelet neural network (WNN) [11] trained by the RCGA [1] are also used in this example. WNN is a kind of feedforward neural network in which a multiscale wavelet is used as the transfer function in the hidden layer. It is good at handling recognition problems [16] . For all cases, the initial values of the parameters of the neural network are randomly generated. In this application, the lower and upper bounds of the network parameters of the
. For the WNN and FFCNN, the network parameters are ranged from -4 to 4. The number of iteration to train the neural networks is 15000. For RCGA [1] , the probability of crossover The average training, best training, average testing and best testing results in terms of mean square error (MSE), and the recognition accuracy rate of all approaches are summarized in Table I 
V. CONCLUSION
A variable node-to-node-link neural network has been proposed in this paper. The parameters of the proposed neural network will be trained by RCGA. Thanks to the variable property and the node-to-node relations in the hidden layer, the learning and generalization abilities of the proposed network can be increased. An application on handwritten graffiti recognition has been given to illustrate that the proposed VN 2 NN is good to handle a large set of data distributed in a large domain. 
