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Scientific abstract
We consider perturbative heterotic string backgrounds. These are described by an SU(3) struc-
ture (X,ω,Ω) with torsion, a holomorphic stable vector bundle E → X with a connection A that
solves Hermitian-Yang-Mills equation and a three-form H that satisfies an anomaly cancellation
condition. Firstly, we are interested in how the string scale α8 affects the infinitesimal moduli
problem. This involves studying deformations of background fields that preserve the equations
of motion, the action of the symmetry group on them, a convenient choice of gauge-fixing. We
determine the Hodge decompositions of the fields deformations perturbatively. Secondly, we con-
sider a perspective in which these backgrounds are fibered over their parameter space. This is the
universal geometry of the title. Symmetry transformations are allowed to depend on parameters
and the process of defining deformations involves derivatives that are appropriately covariantised.
In this formalism all the fields as well as some of the equations have a natural extension to a
‘universal bundle’.
Keywords: heterotic, compactification, moduli.
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Lay summary
The dream of a theoretical physicist is to unveil the mathematical structure that can describe
the fundamental principles of nature. Perhaps the biggest unsolved mystery is how to combine
gravity – the realm of stars, galaxies, black holes – and quantum mechanics – molecules, atoms,
nuclei – in a single framework. String theory is our best attempt: it has the potential to describe
known phenomena consistently and helps making progress in pure mathematics. It comes with
a twist though, as this formalism requires that together with the ordinary four dimensions –
three spatial, plus time – there are six more extra dimensions. Because we do not experience
them, these extra dimensions need to be of finite, remarkably small, size. What makes this
even more intriguing is that the theory itself provides us with the equations that govern their
‘shape’. In this thesis we focus on the space that parameterises solutions to these equations,
in particular by studying how this is affected by the finite extension of the strings. This is
mathematically interesting per se, and is necessary to compare theoretical predictions of string
theory with outcomes in laboratory.
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Notation with differential forms
We always omit the wedge symbol ∧ between forms and denote
dxm1m2...mk = dxm1 ∧ dxm2 ∧ ...∧ dxmk .
A differential form η of degree k is written
η =
1
k!
ηm1...mk dx
m1...mk .
The pointwise inner product is given by
|η|2 = 1
k!
ηm1...mk ηm1...mk .
Using a metric, the contraction between a k-form η and a l + k-form ξ is defined
η y ξ = 1
k! l!
ηm1...mk ξm1...mkn1...nl dx
n1...nl .
Sometimes we use an abbreviation
ξm1...mr =
1
(l − r)! ξm1...mrn1...nl−r dx
n1...nl−r .
The Riemannian volume form in N dimensions is
vol =
1
N !
√
g m1...mN dx
m1...mN ,
where m1...mN is the constant antisymmetric symbol so that 12...N = 1 and
√
g = (det gmn)
1/2 .
The Hodge ? operator takes a k-form to a (N − k)-form
? η =
1
k!(N − k)! η
m1...mk volm1...mkn1...nN−k dx
n1...nN−k .
ix

Contents
1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Motivation and an overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 First-order heterotic supergravity and compactification . . . . . . . . . . . . . . . 4
1.3 The heterotic structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.4 Moduli of heterotic structures and their metric . . . . . . . . . . . . . . . . . . . 13
1.5 The structure of this thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2. Deforming the heterotic structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.1 Varying the heterotic equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2 Small transformations for the heterotic fields . . . . . . . . . . . . . . . . . . . . . 20
2.2.1 The SU(3) structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2.2 The gauge field A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2.3 The three-form H . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2.4 Summary of equations of motion and small transformations . . . . . . . . 27
2.3 Kodaira–Spencer map and gauge-fixing . . . . . . . . . . . . . . . . . . . . . . . . 28
2.3.1 Deformations using covariant derivatives . . . . . . . . . . . . . . . . . . . 29
2.3.2 Holomorphy and holomorphic gauge . . . . . . . . . . . . . . . . . . . . . . 31
2.3.3 Residual gauge symmetries . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.3.4 A line bundle L→M and the Kähler potential . . . . . . . . . . . . . . . 35
2.4 Hodge decomposition for heterotic moduli . . . . . . . . . . . . . . . . . . . . . . 37
2.4.1 Zeroth order moduli . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.4.2 First order solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.4.3 Comments on the moduli space metric . . . . . . . . . . . . . . . . . . . . 42
3. Universal geometry of heterotic moduli . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.1 The fibration X . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.1.1 An almost product structure for X . . . . . . . . . . . . . . . . . . . . . . . 47
3.1.2 Tangibility of forms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.1.3 The exterior derivative . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.1.4 Derivatives of tensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.2 Extending the heterotic structures . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.2.1 The metric g . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.2.2 The complex structure J . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.2.3 The hermitian form ω . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.2.4 The gauge field A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.2.5 The three-form H . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.2.6 The supersymmetry relation H = dcω . . . . . . . . . . . . . . . . . . . . . 64
3.3 Universal geometry and gauge transformations . . . . . . . . . . . . . . . . . . . . 66
3.3.1 Small gauge transformations, fixed manifold X . . . . . . . . . . . . . . . . 66
3.3.2 Small gerbes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.3.3 Small diffeomorphisms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.3.4 The universal bundle and holomorphic gauge . . . . . . . . . . . . . . . . . 73
3.4 Connections on the tangent bundle TX . . . . . . . . . . . . . . . . . . . . . . . . 74
xi
3.4.1 A two-parameter family Θ(,ρ) . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.4.2 The extrinsic curvature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
3.4.3 The covariant derivative of Θ(,ρ) to zeroth order in α8 . . . . . . . . . . . 82
3.4.4 The contribution of DαΘ to the moduli space metric . . . . . . . . . . . . 84
4. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.1 Outcomes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.2 Future directions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
Appendices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
A. Operations with forms and Hodge duals . . . . . . . . . . . . . . . . . . . . . . . . . . 91
A.1 Real Riemannian manifolds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
A.1.1 Contractions of forms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
A.1.2 Hodge star operator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
A.1.3 Codifferential . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
A.2 Hermitian manifolds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
A.2.1 The codifferential for ∆ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
A.2.2 Useful Hodge duals on a three-fold . . . . . . . . . . . . . . . . . . . . . . 95
B. Connections on the tangent bundle TX . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
B.1 Connections and covariant derivatives . . . . . . . . . . . . . . . . . . . . . . . . . 97
B.1.1 Levi-Civita connection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
B.1.2 Bismut connection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
B.1.3 Chern connection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
B.1.4 Hull connection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
B.2 The spin connection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
B.3 Curvature tensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
B.3.1 Calabi-Yau manifolds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
C. Useful identities of heterotic geometry . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
C.1 Covariant derivative of Ω . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
C.2 Curvature of the Bismut connection . . . . . . . . . . . . . . . . . . . . . . . . . . 104
C.3 Conformally balanced condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
C.4 Another relation for H . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
C.5 Divergences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
xii

Chapter 1
Introduction
1.1 Motivation and an overview
String theory starts with one basic assumptions: the fundamental constituents of nature are not
point particles but one-dimensional objects, the fundamental strings, with typical length ls = α8 .
This is the only scale of the theory.
Strings move and vibrate in a space-time and interact quantum mechanically. The strength
of their interaction – measured by a coupling constant gs – and the geometry of space-time
are determined dynamically. The quantisation of their vibrational modes produces an infinite
spectrum of particles. Among these the graviton and a gauge boson, a feature that makes
string theory the most promising attempt to unify the four fundamental forces within a single
framework. Unfortunately, some complications arise.
A fundamental theory needs to contain fermionic matter. This can be dealt with by introdu-
cing supersymmetry, which rotates bosons into fermions and vice versa. Furthermore, it needs
to be mathematically well posed. In the case of string theory, this means it has to be free of
conformal anomalies and amounts to the vanishing of the β-functions which, in turn, give equa-
tions of motion for the geometry where the strings move. There exist five consistent superstring
theories, all of which have ten-dimensional space-time. We will only be dealing with one of them,
the heterotic superstring with gauge group E8 × E8.
At energies E  1/√α8 the extension of the string is negligible and the usual QFT description
is recovered. If in addition one considers the limit gs  1 a classical theory is obtained as a
result. In this regime the heterotic superstring reduces to a ten-dimensional supergravity theory.
Two different perturbation theories need to be taken into account. One for the coupling gs, one
for the ‘stringy’ parameter α8 . We will only be interested in the latter, up to and including first
order corrections.
There exists an action for this α8 -corrected theory, whose bosonic content consists of a metric
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g, a dilaton ϕ, a two-form B with field strength H, an E8×E8 gauge field A with field strength
F . A classical solution of heterotic supergravity corresponds to field configurations that solve the
equations of motion and anomaly cancellation conditions. We will be interested in a particular
class of supergravity solutions, those that are suitable for compactifying the theory to four-
dimensional Minkowski space. To do so, one considers a ten-dimensional spacetime
Y = R3,1 ×X , (1.1.1)
where X is a compact manifold of real dimension six, the internal space, with a typical scale
r  √α8 . Invariance under the Poincaré symmetry on the Minkowski slices is also required, so
that non-trivial fields configurations form a internal geometry. These solutions correspond to the
vacuum states of an effective field theory (EFT) in four dimensions.
For reasons related to phenomenology and to have more control on the mathematics, we
require that the resulting four-dimensional theory enjoys N = 1 supersymmetry. This amounts
to X being a manifold with vanishing first Chern class c1 = 0 equipped with a SU(3) structure
[X,ω,Ω] with torsion, together with a choice of holomorphic stable vector bundle E → X and a
three-form H satisfying the anomaly cancellation condition. We call this a heterotic structure
Het =
[
(X,ω,Ω), (E , A), (TX ,Θ), H
]
. (1.1.2)
A particular example is that in which X is a Calabi–Yau (CY) manifold – we take this to mean
that X is Kähler and Ricci-flat – and the gauge bundle E is identified with the tangent bundle.
This is known as the standard embedding. We will consider more general solutions, although we
will assume that CY geometry is recovered in the large radius α8 → 0 limit.
Fluctuations of fields around a vacuum state describe particles. These can be organised as
a Kaluza-Klein (KK) tower of modes, with masses proportional to r−1. In the low energy limit
E  r−1 the massive KK modes are frozen, and the dynamics is that of massless particles only.
Massless KK modes that are SO(3, 1) scalars and do not possess gauge symmetries are known
as moduli fields. These correspond to deformations of the internal geometry that preserve the
equations of motion: they describe the moduli or parameter space M of heterotic structures.
The deformations δHet and their symmetries will be the protagonists of this thesis.
Understanding the geometry of the moduli space of heterotic structures is crucial to define
the EFT and is essential for any phenomenological analysis. Besides, it possesses its own math-
ematical interest, due to the rich structure that string theory provides: the dimensional reduction
defines a metric on M , which normalises the kinetic term of moduli fields, while supersymmetry
ensures thatM is complex and that this metric is Kähler. Such richness is far from obvious from
a mathematical perspective. Another essential ingredient is the anomaly cancellation condition,
which implies that the vector bundle E couples to the geometry of X through the field H. To
1.1 Motivation and an overview 3
give a taste, we write here some of the equations that characterise this problem, of course these
will be explained at due time
dH = −α
8
4
(
TrF 2 − TrR2
)
, H = i(∂ − ∂)ω , (1.1.3)
where F and R are the field strengths of the connections respectively on E and TX and ω is
the hermitian form associated to the SU(3) structure. These equations suggest that when α8
corrections are taken into account, interesting features appear which are worth investigating on.
They could shed light on how strings affect models of particle physics, while also leading to
new mathematics such as a generalisation of mirror symmetry [1], the Hodge structures on the
moduli space [2] and special geometry [3]. Recently, it has also been proposed that (1.1.3) can
be understood mathematically in terms of string structures, see [4] and references therein.
Recently, a lot of progress has been made which improves our understanding of M . Co-
homological descriptions of the tangent space have been given in [5–7] and, using dimensional
reduction, a metric [8]. This metric is shown to be Kähler, as dictated supersymmetry. A study
of finite deformations and their associated Maurer–Cartan equation is also present [9] which
describes M in a more algebraic fashion using L∞-algebras. These papers show how delicate
the study of symmetries is for this problem. The coupled nature of the problem suggests that
the symmetries can only be realised geometrically on a suitable auxiliary space whose definition
involves techniques such as extension bundles and generalised geometry. Furthermore, great be-
nefit can be gained if one allows the symmetries to depend on parameters as well as coordinates
on the manifold X.
This thesis makes further steps towards a better understanding of M . First of all, in order to
make any sensible physical statement it is necessary to isolate the physical degrees of freedom.
This involves characterising the symmetries and gauge-fixing them. Only in this way one can
associate physical deformations of fields to parameters. Also, it is immensely convenient to do
so in a way that realises supersymmetry manifestly. This amounts to choosing the appropriate
complex structure on M . We deal with all these points in Chapter §2.
Having achieved this goal, we move on to the question as how to realise geometrically the
map that connects parameters ya to infinitesimal deformations of heterotic fields δHet. This has
to involve some kind of differential operator Da as follows
δHet = δyaDaHet . (1.1.4)
Following an idea in [8], it is natural to require that Da transforms covariantly under symmetries
that depend on parameters too. This in turn requires that we think of a geometry in which
heterotic structures Het and the moduli space M are embedded and live together: the universal
geometry of the title, the subject of Chapter §3. The universal geometry takes place on a
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universal bundle, which can be presented as follows
Het→ U →M , (1.1.5)
and can be thought of as describing the family of heterotic structures parameterised over their
moduli space.
The concepts of ‘universal families’ of deformations appear in several works, especially in the
context of algebraic geometry. Due to the massive literature on the topic, we refer to the book
[10] and references therein for more details. It all starts though with the pioneering work of
Kodaira and Spencer [11] on deformations of complex structures, in which they introduced the
notion of a complex analytic family, de facto embedding (X, J) and their moduli space inside
a bigger complex manifold. Furthermore, to the best of our knowledge, the construction of a
‘universal bundle’ first appeared in the work of Milnor [12] as an object from which any principal
bundle can be obtained by means of a pullback. The same expression is also used by Atiyah and
Singer [13] in discussing Dirac operators on principal bundles and the relation to anomalies.
Largely inspired by these ideas, our aim is to describe a universal bundle (1.1.5) of heterotic
structures. In doing so, we found it useful to present U in a different way. This relies on
introducing a space X→M whose typical fibre is the manifold X, and taking U to be a vector
bundle over it
U → X , (1.1.6)
with a structure group that, at least, contains the group G =Str(E). This has the advantage that
it allows to extend the heterotic fields and equations to U in a very natural way. Furthermore,
covariance of the derivative Da in (1.1.4) is achieved by defining appropriate connections on U
which are one-forms on M valued in some X-bundle. Elegantly, this transforms deformation
theory into a differential geometry problem. Not only U is a very convenient framework where
to collect the data of heterotic structures, it can also be used to improve the understanding
of the metric on M and consequently of the effective theory. Ultimately, the existence of a
formalism in which heterotic structures and their moduli space are unified is highly desirable
from a ‘philosophical’ point of view, as moduli spaces tend to inherit the same properties as their
underlying objects.
1.2 First-order heterotic supergravity and compactification
The heterotic string [14] in the low energy limit is well described by an effective field theory
in ten dimensions, known as heterotic supergravity [15, 16].1 The bosonic content of heterotic
1It is perhaps more correct to use the word supergravity when referring to the α8 = 0 theory – which is purely
classical – and think of (1.2.1) as the action of the α8 quantum corrected theory. For sake of simplicity, we will
avoid this nomenclature subtlety.
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supergravity is the following: a metric g, a dilaton field ϕ, a two-form B, a gauge field A. The
dynamics of those, up to and including first order in α8 , is described by an action
S =
1
2κ210
∫
Y
vol e−2ϕ
(
R(g) + 4 |∇ϕ|2 − 1
2
|H|2
− α
8
4
(
Tr |F |2 − Tr |R(H)|2
))
+O(α8 2) .
(1.2.1)
The quantities vol and R(g) are the volume form and the Ricci scalar of the metric g. The
three-form H is the field strength of the two-form B. The quantities F and R(H) are curvature
two-forms of connections A and Θ(H), respectively on a E8×E8 vector bundle over spacetime Y
and on the tangent bundle TY .
The connections A and Θ(H) play a prominent role in this theory. The gauge field A has
gauge transformations
ΦA = ΦAΦ−1 − dΦ Φ−1 with Φ ∈ Ω0(Y, e8 ⊕ e8) , (1.2.2)
under which the field strength F = dA + A2 transforms homogeneously ΦF = ΦF Φ−1. The
choice of gauge group E8 × E8 is dictated by modular invariance of the underlying heterotic
string and has also an echo in supergravity, in relation to cancellation of anomalies [17].2
On the tangent bundle TY the metric g defines orthonormal frames modulo orthogonal
SO(9, 1) transformations. This is a symmetry of the description and is implemented by in-
troducing a spin connection Θ. Under a change of orthonormal frame this transforms in a way
that is analogous to (1.2.2)
ΨΘ = Ψ Θ Ψ−1 − dΨ Ψ−1 with Ψ ∈ Ω0(Y, so(9, 1)) . (1.2.3)
There is another choice of basis on the tangent bundle, the one associated to local coordinates,
and one can express Θ in a coordinate basis. When doing so Θ is referred to as the affine
connection and transforms inhomogeneously under diffeomorphisms, see also Appendix §B. In
this thesis we prefer to take the affine connection approach.
In theories of gravity, usually the affine connection is not thought of as an additional degree
of freedom and ought to be determined in terms of the other fields.3 In heterotic, this is dictated
by supersymmetry of the ten-dimensional theory which isolates a connection that differs from
the Levi-Civita by a term involving the field H. In our conventions
Θ(H)M
N
R = Θ
(LC)
M
N
R +
1
2
HM
N
R , (1.2.4)
2There is also another choice of gauge group SO(32). This is less suitable for phenomenology though.
3Although a notable exception to this exists, the Palatini formalism.
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where we introduced some coordinate indices M,N in ten dimensions. This is known in the
literature as the Hull connection [18, 19]. We suggest [20] for a comprehensive discussion on this
matter and a very useful list of references. There exists a claim, that other choices of connections
can be taken and the theory remains consistent, but this comes at the cost of field redefinitions
which in turn affect the supersymmetry transformations. Also note that the convention in which
(1.2.4) is defined with a minus sign is present in the literature, which may be a source of confusion.
The two-form B enjoys the standard shift symmetry of type II theories
βB = B + dβ , (1.2.5)
which we call a gerbe transformation.4 In the heterotic theory, in addition, it transforms under
the gauge transformations of above
Φ,ΨB = B − α
8
4
(
Tr (AY )− Tr (Θ(H)Z)− U −W
)
, (1.2.6)
where
Y = Φ−1 dΦ , Z = Ψ−1 dΨ and dU =
1
3
Y 3 , dW =
1
3
Z3 . (1.2.7)
The gauge-invariant field strength for B is the three-form
H = dB − α
8
4
(
CS[A]− CS[Θ(H)]
)
where CS[A] = Tr
(
A dA+
2
3
A3
)
, (1.2.8)
which differs from dB through the presence of the Chern–Simons terms, in order to cancel gauge
and gravitational anomalies. Taking the exterior derivative of these relations yields the so-called
anomalous Bianchi identity
dH = −α
8
4
(
TrF 2 − TrR(H) 2
)
. (1.2.9)
This equation relates the heterotic fields in a non-trivial way and makes the study of them
interesting but also hard. The connections A and Θ(H) appear in a symmetric way and for this
reason we will sometimes write the contribution of the gauge field only.
The equations of motion that derive from the action (1.2.1) are the following
RicMN + 2∇M∇Nϕ− 1
4
HMRS HN
RS
−α
8
4
(
Tr (FMR FNR)− Tr (R(H)MRR(H)NR)
)
= O(α8 2) ,
R(g)− 4|∇ϕ|2 +∇2ϕ− 1
2
|H|2 − α
8
4
(
Tr |F |2 − Tr |R(H)|2
)
= O(α8 2) ,
∇(LC)R (e−2ϕHRMN ) = O(α8 2) ,
D(H)N (e−2ϕ FNM ) = O(α8 2) ,
(1.2.10)
4This two-form can be seen as a U(1) connection on a certain geometry known as gerbe, see [21].
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where RicMN is the Ricci tensor of g and D(H) = ∇(H) + [A, ] is the covariant derivative which
combines both connections. The last two equations can also be rewritten in terms of the Hodge
? operator, codifferential d† and covariant exterior derivative dA = d + [A, ]
d†(e−2ϕH) = O(α8 2) ,
e2ϕ dA(e−2ϕ ? F )− F ? H = O(α8 2) .
(1.2.11)
We will not write down the fermionic part of the action. It will be sufficient for us to
know that the fermions are a gravitino ψM , a dilatino λ and a gaugino χ. The supersymmetry
transformations for those are
δψM =
(
∇(LC)M −
1
8
HMNR γ
NR
)
ζ +O(α8 2) ,
δλ =
(
γM∂Mϕ+
1
12
HMNR γ
MNR
)
ζ +O(α8 2) ,
δχ =
(
− 1
4
FMN γ
MN
)
ζ +O(α8 ) ,
(1.2.12)
where ζ is the supersymmetry parameter and γM are ten-dimensional Dirac matrices
{γM , γN} = 2 gMN , γM1...Mk = γ[M1 γM2 ...γMk] , (1.2.13)
In the first line of (1.2.12) it appears a covariant derivative of ζ that is taken with respect to a
connection Θ(LC) − 12 H that has an opposite sign with respect to the Hull connection (1.2.4).
This will be identified with the Bismut connection of hermitian geometry once we compactify on
a six-dimensional manifold. Note also how the transformation for the gauge field has a reduction
in the order of α8 . This is because the gauge field always appears with an extra factor of α8 in
the action.
The compactification procedure to four dimensions starts by studying solutions of (1.2.1)
which have a spacetime
Y = R3,1 ×X , (1.2.14)
where X is a compact manifold, the internal space, and R3,1 is four-dimensional Minkowski
space. We require invariance under the four-dimensional Poincaré group: fields only depend on
the internal coordinates and have vanishing legs along Minkowski. If we denote with {ve, xm}
coordinates respectively on R3,1 and X this means for example
Ae = 0 , Am = Am(x) . (1.2.15)
Hence, non-trivial field configurations live on the internal geometry X.
For reasons which have to do with phenomenology and in order to have the mathematics more
under control, it is desirable to require some supersymmetry. A ten-dimensional supersymmetry
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parameter ζ under (1.2.14) splits into ζ = κ ⊗ η, where κ lives on the Minkowski factor and
η on the internal space. When the internal geometry X admits one Killing spinor we have an
effective four-dimensional theory which enjoys N = 1 supersymmetry after compactification.
This amounts to having a η which satisfies the Killing spinor equations5
δψm =
(
∇(LC)m −
1
8
Hmnr γ
nr
)
η = O(α8 2) ,
δλ =
(
γm ∂mϕ+
1
12
Hmnr γ
mnr
)
η = O(α8 2) ,
δχ =
(
− 1
4
Fmn γ
mn
)
η = O(α8 ) .
(1.2.16)
Using the Dirac matrices one can define bilinears in the Killing spinor η which define forms on
X. For example, the following will be pretty relevant
ω =
1
2
ωmn dxmn , ωmn = −i η† γmn η ,
Ω =
1
3!
Ωmnr dxmnr , Ωmnr = e−2ϕ ηT γmnr η ,
(1.2.17)
where the dilaton factor has been included for later convenience. Notably, one can turn (1.2.16)
into statements about the geometry of X. This is done for example in seminal papers such as
[22, 23]. We will not go too much into details of how this process works, and will simply state
the result in the next section.
1.3 The heterotic structures
We call the geometry that results from compactifying the heterotic theory to four dimensions
subject to (1.2.16) a heterotic geometry and its ingredients are the heterotic structures
Het =
[
(X,ω,Ω), (E , A), (TX ,Θ), H
]
. (1.3.1)
These comprise a SU(3) structure (X,ω,Ω) together with a choice of vector bundle E → X with
connection A as well as a connection Θ(H) on the tangent bundle and a three-form H. They
satisfy the following equations
dΩ = 0 , d log |Ω|2 = 0 , dω2 = 0 , (1.3.2)
F (0,2) = 0 , Fω2 = 0 , (1.3.3)
H = dB − α84
(
CS[A]− CS[Θ(H)]
)
= i(∂ − ∂)ω . (1.3.4)
5In principle one should check that also the variation of the bosonic fields with respect to ζ vanishes, which
gives equations for the background value of the fermionic fields. We do not need to do this, because it is required
that the fermionic fields vanish on the background.
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Here F = dA + A2 is the field strength of the connection A and F (0,2) is the holomorphic type
(0, 2) with respect to the complex structure J defined by the SU(3) structure. The Chern–
Simons term CS[A] is given in (1.2.8) and CS[Θ(H)] has an analogous expression. This setting is
also referred to as the Strominger system [23] in the literature. We now discuss these ingredients
in more details – see also Appendix §C.
The first triple (X,ω,Ω) is a manifold equipped with a SU(3) structure. The quantities ω
and Ω are the Killing spinor bilinears defined in (1.2.17) and satisfy algebraic and differential
relations, see the original paper by Strominger [23] for the derivation of those. We start with the
algebraic relations, which can be obtained through a clever use of Fierz identities. The two-form
ωmn and the inverse metric gmn satisfy the relation
Jm
n = ωmr g
rn with Jmr Jrn = −δmn , (1.3.5)
so that ω is the hermitian form for a compatible almost complex structure J , in particular it is
of type (1, 1). As for the three-form Ω, one can show it is of type (3, 0) with respect to J . We
will write them in components as follows
ω = ωµν dxµν , Ω =
1
3!
f µνρ dxµνρ , (1.3.6)
where in our notation µνρ is the constant antisymmetric symbol with 123 = 1, and f is a
function. It satisfies the relation
|Ω|2 = 1
3!
Ωµνρ Ω
µνρ
=
|f |2√
g
, where
√
g = (det gmn)
1/2 = det gµν . (1.3.7)
The Riemannian volume form can be written
vol =
ω3
3!
=
iΩ Ω
|Ω|2 where vol =
1
6!
√
g m1...m6 dx
m1...m6 . (1.3.8)
The tensors ω and Ω are invariant under SU(3), which implies the structure group of the tangent
bundle TX is reduced to this group itself or a subgroup.
Now we turn to the differential constraints. Mathematically, this means characterising dω and
dΩ according to irreducible representation of SU(3): the torsion classes of an SU(3) structure.
An extensive study of these has been performed in [24]. When all torsion classes vanish and
dω = dΩ = 0 one has a Kähler Ricci-flat manifold. In heterotic compactifications not all the
torsion classes vanish in general, so that one talks of torsional geometries.
The interaction between SU(3) torsion classes and physics comes from (1.2.16). First, one
can prove that Ω is a holomorphic form which implies that J has vanishing Nijenhuis tensor
∂Ω = dΩ = 0 =⇒ NJ = 0 . (1.3.9)
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This means that ∂f = 0 and, importantly, that the almost complex structure J is integrable.
We introduce complex coordinates xm = (xµ, xν) that we will use for example in §2.2.1.
Secondly, one uses that the Killing spinor η is covariantly constant with a connection, that
from now on we call Θ(B) = Θ(LC) − 12H, to write the same conditions for its bilinears (1.2.17)
∇(B)ω = 0 , ∇(B)(e2ϕ Ω) = 0 . (1.3.10)
Consider the first equation. It means that the hermitian form ω is covariantly constant with
respect to a metric connection with totally antisymmetric torsion. This connection is unique
and is known as the Bismut connection [25] which justifies our use of superscript. The torsion
of Θ(B) – and so the three-form H – is completely determined in terms of the SU(3) structure
H = dcω , with dc = i(∂ − ∂) . (1.3.11)
The Bianchi identity (1.2.9) becomes then
2i ∂∂ω =
α8
4
(
TrF 2 − TrR(H) 2
)
. (1.3.12)
The second equation in (1.3.10) can be now combined with (1.3.11), to find
2 dϕ = −1
2
d log |Ω|2 = W (ω) , (1.3.13)
where we meet another torsion class, the Lee form of ω
W (ω) = ω y dω = 1
2
ωmn (dω)mn . (1.3.14)
Hence, in heterotic geometry the Lee form is exact and furthermore it is determined by the
dilaton field.6 It can be shown that (1.3.14) is equivalently expressed as(
W (ω)− 2 dϕ
) ω2
2
= e2ϕ d
(
e−2ϕ
ω2
2
)
= 0 , (1.3.15)
that is, the dual of the hermitian form ?ω = 12ω
2 is closed modulo a conformal factor. Hermitian
manifolds of this type are called conformally balanced. There is a very interesting identity, which
can be found for example in [27] and will also be proven in Appendix §C
H = ? e2ϕ d
(
e−2ϕ ω
)
. (1.3.16)
Remarkably, it implies the equation of motion for H in the first line of (1.2.11). We will again
use this equation in a moment. Combining (1.3.11) and (1.3.13) we can also write a more direct
relation between H and the dilaton
2i (∂ − ∂)ϕ = ω yH where ω yH = 1
2
ωmnHmnr dxr . (1.3.17)
6This is of course only true if the dilaton is a true scalar. In this regard, we mention the paper [26] in which
using generalised geometry it is argued that ϕ is rather a section of a line bundle.
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Let us discuss the gauge field A now, remembering that we started with a gauge group E8×E8
in ten dimensions. Part of the data that defines a compactification is the reduction of this to
an ‘internal’ subgroup G ⊂ E8 × E8, so that the background value of the gauge connection is
a field A ∈ Ω1(X, g) where g is the Lie algebra of G. We will always assume that the group G
is semi-simple. The effective four-dimensional theory then has a spacetime gauge group which
is the commutant K = [G,E8 × E8]. There are many possible K, due to E8 × E8 having many
different subgroups, which makes the heterotic compactifications suitable for phenomenology.
Notorious examples are the standard embedding solutions, in which one sets H = 0, so that X
is Kähler and Ricci-flat, and identifies A = Θ(LC). In these examples one has G = SU(3) and
K = E6 × E8.
Having discussed the choice of subgroup G we can go back to the gaugino equation, which is
the last line of (1.2.16). It implies two conditions
F (0,2) = 0 and F ω2 = 0 , (1.3.18)
which mean that A is a connection for a holomorphic, stable G-vector bundle E → X, see for
example [30] for the definition of stability. They have been extensively studied in the mathem-
atical literature, for example in relation to the Donaldson–Uhlenbeck–Yau theorem [28, 29] also
known as the Hitchin–Kobayashi correspondence [30, 31].
We take the connection to be antihermitian which means
A = A−A† with A = A(0,1) , A† = −A(1,0) . (1.3.19)
Here the split in holomorphic types is done with respect to J . That the first equation in (1.3.18)
describes holomorphy can be understood in terms of the covariant derivative
dA = ∂A† + ∂A where dA = d + [A, ] , (1.3.20)
and using the relation (dA)2 = [F, ], which together imply
F (0,2) = 0 iff (∂A)2 = 0 . (1.3.21)
As for the second equation in (1.3.18) this is referred to as Hermitian Yang–Mills (HYM) equa-
tion: it is not hard to show that the Bianchi identity dAF = 0 and the conformally balanced
condition (1.3.15) imply the equation of motion for A in the second line of (1.2.11).
Lastly, there is a choice of connection on the tangent bundle TX . This is a delicate point
as there are two seemingly incompatible approaches in the literature. In the first approach, the
choice is the Hull connection
Θ = Θ(H) = Θ(LC) +
1
2
H . (1.3.22)
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This is a necessary condition in order to have a supersymmetric theory in ten dimensions. It
matches with the expectation that Θ is not an independent field and is determined in terms of
g and H. On the other hand, there is a theorem by Ivanov [32] which states that the heterotic
supersymmetry transformations (1.2.16), together with the anomaly condition (1.2.9), imply the
heterotic equations of motion (1.2.10) if and only if
R(Θ)(0,2) = 0 and R(Θ)ω2 = 0 . (1.3.23)
These conditions are analogous to those for the gauge field (1.3.18) and are referred to as SU(3)
instanton conditions. The Hull connection does not solve the instanton conditions in general –
in fact it is not even hermitian so it does not preserve SU(3) – which seems a problem.
One way to reconcile these two approaches is to work perturbatively in α8 , that is assume
that all the fields have a well defined Taylor-expansion around α8 = 0. With this assumption,
one can prove that when X is compact H = O(α8 ), so that the Hull connection reduces to the
Levi-Civita connection of a Ricci-flat, Kähler metric. This solves the SU(3) instanton conditions
so that Ivanov’s theorem applies. Because Θ appears with a prefactor α8 inside action, equations
of motion and anomaly cancellation condition, we only need to determine Θ to zeroth order to
describe the first order heterotic theory. So this seems enough for us.
Determining Θ to first order in α8 would require understanding of the α8 2 theory. At the best
of our knowledge this is still not entirely achieved. In the papers [15, 16] it is claimed that, within
a convenient choice of fields, the O(α8 2) corrections affect the supersymmetry transformations
but not the bosonic action (1.2.1), which is correct up to order O(α8 3). The modification of
the geometry due to O(α8 2) effects has been initiated in [20, 33], and it would be interesting to
tackle it more.
The assumption that H = O(α8 ) when X is compact is largely used in the physics literature,
and is supported by a no-go theorem in [34]. Perhaps a more immediate way to see this, following
[35], is to use the identity (1.3.16) which implies after an integration by parts and use of the
Bianchi identity (1.2.9)∫
X
e−2ϕH ?H = −
∫
X
d
(
e−2ϕ ω
)
H =
∫
X
e−2ϕ ω dH = O(α8 ) . (1.3.24)
This can only be the case if
H = dcω = O(α8 ) . (1.3.25)
The assumption H = O(α8 ) also makes the supergravity approximation more reliable, so it is
desirable from the perturbative string perspective.
There is another simplification in our analysis: we will take the dilaton to be constant over
X, so that the Lee form vanishes W (ω) = 0 or equivalently X is a balanced manifold and the
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pointwise norm of Ω is also constant
2 dϕ = −1
2
d log |Ω|2 = W (ω) = 0 . (1.3.26)
In [33] the authors have a similar condition and claim that for compactifications that are CY
in the α8 → 0 limit this can always be achieved by gauge-fixing corrections to the background.
Solutions with constant dilaton have also been studied in [36].
Absorbing the integration constant of (1.3.26) inside the dilaton we have |Ω| = e−2ϕ and
comparing to the definition of Ω as a spinor bilinear (1.2.17), this seems a consistent thing to
do.7 Interestingly, in the work [37] it is pointed out that this norm defines a functional whose
critical points are directly related to the heterotic equations of motion.
Finally, we state our assumptions on the manifold X. We take the following Dolbeault
cohomologies to vanish
H
(1,0)
∂
(X) = 0 , (1.3.27a)
H
(0,1)
∂
(X) = 0 , (1.3.27b)
H
(2,0)
∂
(X) ' H0
∂
(X,T (1,0)X ) = 0 , (1.3.27c)
H
(0,2)
∂
(X) = 0 . (1.3.27d)
where in the isomorphism one uses Ω to construct the (2, 0)-form εµ Ωµ. These conditions
certainly hold in the large radius limit in which, due to (1.3.25), the manifold X has the Hodge
diamond of a CY manifold. We take them to hold after α8 effects have been taken into account.
1.4 Moduli of heterotic structures and their metric
The protagonists of this thesis are the heterotic structures
Het =
[
(X,ω,Ω), (E , A), (TX ,Θ), H
]
. (1.4.1)
They arise as supersymmetric solutions to the heterotic theory. Once we find a solution to
this problem, a natural question to ask is whether we can deform it to a new one. In doing
so symmetries need to be accounted for in a systematic way, as we are interested in solutions
that are not in the same orbit of the symmetry group. This leads us to think of the space of
infinitesimal deformations of heterotic structures δHet modulo symmetry transformations, which
can be thought of as a first approximation to the moduli space M .
Moduli spaces are remarkably interesting objects from a mathematical perspective, although
they can be quite hard to handle. Generally speaking, there is a space S of all solutions to a
7The Killing spinor is assumed to be of unit norm.
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certain problem and a symmetry group G whose action on S describes the orbits of equivalent
solutions. We are only interested in counting the orbits, so that we formally take a quotient
M = S/G. The action of G may have fixed points, which complicates the analysis as singularities
may arise when taking the quotient. In this thesis we will not deal with these subtleties. In
particular, we assume that M has a smooth structure.
In describing the moduli space of heterotic structures, supersymmetry comes to help: it
implies that M is a Kähler manifold [38] so that, in particular, it ought to admit an integrable
complex structure. Therefore, we can introduce local coordinates ya = (yα, yβ) on M as done
for example in §2.2.1. These label inequivalent heterotic structures: they can be thought of as
parameters. Furthermore, supersymmetry also implies that M can be equipped with a Kähler
metric. This is the metric that normalises the kinetic term of moduli fields.
The space of infinitesimal deformations of heterotic structures, its relation to a first cohomo-
logy and the definition of holomorphic parameters have been studied in the literature in various
works [5–7]. There is a common strategy in that one tries to define a suitable geometry together
with a differential operator so that these encode exactly the heterotic equations of motion. It
is done either by extending bundles à la Atiyah [39] in papers such as [5, 6] or using techniques
coming from generalised geometry [7]. Within their respective frameworks, these authors were
able to prove that M is finite-dimensional by showing that the differential complex is elliptic.
The metric on the moduli space of heterotic structures is an inner product for infinitesimal
deformations. There is a natural one that comes from dimensionally reducing the ten-dimensional
theory and which was computed in [8]
gαβ =
1
V
∫
X
∆α
µ ?∆β
ν gµν +
1
V
∫
X
Dαω ?Dβω
+
α8
4V
∫
X
Tr (DαA ?DβA)−
α8
4V
∫
X
Tr (DαΘ ?DβΘ) +O(α8 2) .
(1.4.2)
Here the symbols Dα and Dβ describe derivatives of heterotic structures that transform homo-
geneously under symmetries that depend on both coordinates on X and parameters. These are
used to expand deformations in a basis
δHet = δyaDaHet = δyαDαHet + δyβ DβHet . (1.4.3)
The covariant derivatives are more naturally thought of in a geometry where X and M are
embedded: this is the universal geometry that we will define in Chapter §3.
In [8] it is also shown that the metric (1.4.2) comes from a Kähler potential which is in form
the same as that of special geometry
gαβ = ∂α∂βK where K = − log
∫
X
iΩ Ω− log
∫
X
ω3
3!
. (1.4.4)
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A study of higher-order deformations and a description of the deformation algebra of heterotic
structures via a Maurer–Cartan equation has already been tackled in the literature [9] from a
superpotential perspective. It might be interesting to combine this with universal geometry,
because this formalism can naturally describe non-commuting deformations.
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1.5 The structure of this thesis
We give a brief summary of what will be discussed in the next two chapters.
In Chapter §2 we will describe the infinitesimal deformations of the heterotic structure.
Firstly, we vary all the equations without any further assumptions. Subsequently, we perform a
systematic study of the symmetries that the infinitesimal deformations enjoy. These are named
small transformations. We will use this freedom to impose a gauge-fixing condition that we term
holomorphic gauge. In passing, we also observe how the gauge-fixing relates to the Kodaira-
Spencer map between holomorphic parameters and field deformations.
Having isolated the physical degrees of freedom, we see explicitely how the equations are
highly coupled and there is no obvious splitting of parameters into complex structure, hermitian,
gauge bundle parameters. We give a concrete prescription to determine the infinitesimal deform-
ations, using Hodge theory. In doing so, the perturbative assumption that H = O(α8 ) really
comes at rescue for solving an otherwise complicated set of equations. We also briefly comment
on how to apply this to the heterotic moduli metric.
Chapter §3 is devoted to introducing the language of universal geometry. This provides a
new perspective on the heterotic structures and their moduli space: both are embedded inside
an extended geometry that we call the universal bundle.
In this formalism deformation theory becomes differential geometry. The key ingredients
are connections which are one-forms on M and facilitate the definition of covariant derivatives
with respect to parameter-dependent symmetry transformations. We will see how extending
the heterotic fields as well as some of the equations amounts to the holomorphic gauge of the
standard supergravity approach. Finally, we use this formalism to calculate the contribution of
the connection Θ to the heterotic moduli metric.
The work presented in this thesis is based on two papers
• [40] P. Candelas, X. de la Ossa, J. McOrist, R. Sisca, The universal geometry of heterotic
vacua, JHEP (2019) 2019:38, arXiv:1810.00879,
• [41] J. McOrist, R. Sisca, Small gauge transformations and universal geometry in heterotic
theories, arXiv:1904.07578.
Chapter 2
Deforming the heterotic structures
The first step towards a full understanding of the moduli space of heterotic structures is the study
of infinitesimal deformations. Physically, this is crucial to describe fluctuations of the vacuum
state and the physics of moduli fields. Mathematically, it is the land of deformation theory.
The heterotic structures constitute a more intricate setting than that of a bundle over a
fixed manifold or a CY manifold. The deformation theory of heterotic structures involves the
simultaneous variation of a SU(3) structure with torsion and a holomorphic stable bundle, which
are coupled together through the three-form H. Because of the nonlinear nature of the problem,
there is a priori no reason to assume a splitting into complex structure, bundle or hermitian
moduli. For this reason, we will conduct our analysis allowing all the heterotic fields to vary.
By definition, first order deformations need to preserve the equations of motion.1 We recall
what these equations are in §2.1. Our approach here is close in spirit to that of [7] as we vary
all the equations, including the balanced condition dω2 = 0 and the equation Fω2 = 0 for the
gauge field. In [7] there appears also a discussion of infinitesimal symmetries and gauge-fixing,
it would be interesting to compare the two approaches.
In §2.2 we study how the symmetries of the problem act on the fluctuations and how to gauge-
fix them in §2.3, guided by holomorphy. This leads us to a Hodge decomposition for infinitesimal
heterotic moduli, written down in §2.4. Finally, we will comment on these in relation to the
moduli metric and other results in the literature.
1With a little abuse of nomenclature, we will refer to the relations that define a heterotic structure as ‘equations
of motion’ even though these come from supersymmetry.
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2.1 Varying the heterotic equations
We start from the equations defining the SU(3) structure (X,ω,Ω). With our hypothesis that
the dilaton satisfies dϕ = 0 these consist of
dΩ = 0 , d log |Ω|2 = 0 , dω2 = 0 . (2.1.1)
The holomorphic form Ω defines J – modulo a constant rescaling lΩ = lΩ with l ∈ C∗ – and the
integrability condition NJ = 0 for the complex structure is implied by the first equation. Using
that the de Rham operator d is unaffected by a deformation and decomposing the fluctuation
δΩ into types we obtain from the first equation
∂ δΩ(3,0) + ∂ δΩ(2,1) = 0 , ∂ δΩ(2,1) = 0 , (2.1.2)
where here ∂ and ∂ are the Dolbeault operators of the undeformed J . We will always mean that
projection to holomorphic type is taken after deforming, that is
δΩ(p,q) = (δΩ)(p,q) . (2.1.3)
To keep the notation lighter we will avoid the use of the brackets. In (2.1.2) we also used that
δΩ(1,2) = δΩ(0,3) = 0, due to the fact that δ satisfies Leibniz rule and can only lower holomorphic
type by one.
The variation of Ω can be written as
δΩ(3,0) = δ log f Ω , δΩ(2,1) = δPµ Ωµ with Ωµ =
1
2
Ωµνρ dxµνρ , (2.1.4)
where f was defined in (1.3.6) and the variation of the holomorphic projector P = 12i(J + i)
appears which satisfies 2i δP = δJ . The condition J2 = −1 implies δJνµ = δJνµ = 0 so δP is of
mixed type. With the same spirit as in (2.1.3) we also mean δPµ = (δP )µ. Using the relation
(1.3.7) we can write
δ log |f |2 = δ log f + δ log f = δ log |Ω|2 + δ log√g , (2.1.5)
which will be useful later on. The relations in (2.1.2) can be rewritten as
∇(Ch)µ δPµ = ∂ δ log f , ∂ δPµ = 0 . (2.1.6)
We write here the divergence with respect to the Chern connection – see Appendix §C.5 for more
details – because it will turn out to be the convenient choice later on. Observe how the second
equation in (2.1.6) is the same we would get by varying the condition NJ = 0. In the literature
it is often stated that δΩ(3,0) is harmonic and therefore δ log f only depends on parameters.2 It
2There can be only one holomorphic, and therefore harmonic, (3, 0) form so that any other harmonic form is
just a multiple of Ω.
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should be noted that, while this is indeed possible, it is only true after an appropriate choice of
gauge-fixing. We will come back to this important point.
The second equation in (2.1.1) implies that d δ log |Ω|2 = 0, so that the pointwise norm of Ω
is constant over X. Hence, it can be a function of parameters only.
A variation of the balanced condition, after decomposing δω into types, gives
∂(δω(1,1) ω) + ∂(δω(2,0) ω) = 0 , ∂(δω(1,1) ω) + ∂(δω(0,2) ω) = 0 , (2.1.7)
where again we mean δω(p,q) = (δω)(p,q) as in (2.1.3). Because we are implicitly taking a real
variation, these two relations are equivalent under complex conjugation. The same will not apply
when considering a holomorphic variation – the reason being that δω will not be our choice of
holomorphic variable – which is why we keep writing them both. Using identities involving the
Hodge star ? and the adjoint operators ∂† and ∂†, after some algebra we obtain
∂
†
δω(1,1) = ∂†δω(2,0) + i ∂ δ log
√
g , ∂†δω(1,1) = ∂†δω(0,2) − i ∂ δ log√g . (2.1.8)
See Appendix §A for our conventions and definition of the various operators.
We now turn to the gauge field. This satisfies
F (0,2) = 0 and F ω2 = 0 . (2.1.9)
Varying these equations and projecting into types, reminding our convention (1.3.19), we get
∂AδA = δPµ Fµ and ∂†AδA+ ∂†A†δA† = −i (δω yF ) . (2.1.10)
The first relation is often named after Atiyah and we adapt to this usage. It describes the
condition under which simultaneous variations of the bundle and the complex structure of the
base manifold preserve holomorphy. The second relation will be referred to as Hermitian Yang–
Mills (HYM).
Lastly, consider the three-form H. We need to vary the equation
H = dB − α
8
4
(
CS[A]− CS[Θ]
)
= dcω . (2.1.11)
The middle term is the definition ofH as gauge-invariant field strength of the B-field. A variation
of this can be arranged as
δH = d δB − α
8
2
(
Tr (δAF )− Tr (δΘR)
)
, (2.1.12)
where
δB = δB − α
8
4
(
Tr (δAA)− Tr (δΘR)
)
. (2.1.13)
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At this stage the quantity δB is only defined up to a closed form, as the parent field B is. We
will see in the next section that this will be accounted for by the heterotic symmetries.
We now need the variation of dcω. One way to compute this is to use a definition of dc that
does not rely on J being integrable
dcω = Jm(dω)m − d(Jm ωm) . (2.1.14)
This reduces to the more familiar expression i(∂ − ∂)ω when J is trivialised through a choice of
complex coordinates. Taking the variation of this
δ dcω = dc δω + δJm(dω)m − d(δJm ωm)
= dc δω(1,1) + 2i δPµ(∂ω)µ − 2i δQµ(∂ω)µ + i d δω(2,0) − i d δω(0,2) ,
(2.1.15)
where in the last line we evaluated in complex coordinates and used that the antiholomorphic
projector Q = 1 − P has a variation δQ = −δP . Following (2.1.3) we mean δPµ = (δP )µ and
δQµ = (δQ)µ. Putting together (2.1.15) and (2.1.12) and decomposing into types we end up
with
∂ δZ(0,2) = 0 ,
∂ δZ(1,1) + ∂ δZ(0,2) = 2i δPµ(∂ω)µ +
α8
2
(
Tr (δAF )− Tr (δϑR)
)
,
(2.1.16)
where we defined the complex combination δZ = δB + i δω and denoted δϑ = δΘ(0,1) – we take
for Θ a decomposition Θ = ϑ−ϑ† which replicates the definition (1.3.19) of the gauge field. The
two remaining equations are obtained by complex conjugation.
The assumption R(0,2) = O(α8 ) was used in the first line of (2.1.16). The Hull connection
satisfies this condition because for us the zeroth order geometry is CY. In addition, Ricci flatness
amounts to Rω2 = O(α8 ). These are the same equations that the gauge field satisfies – the
instanton conditions (1.3.23) given in [32] – and imply that in studying the first order theory we
can treat the two connections on the same footing. They also mean that δϑ has its own Atiyah
and HYM relations
∂ϑ δϑ = δP
µRµ +O(α8 ) and ∂†ϑδϑ+ ∂†ϑ†δϑ† + i (δω yR) = O(α8 ) . (2.1.17)
We will be able to compute δϑ using universal geometry in §3.4. The expression that we obtain
there satisfies these conditions.
2.2 Small transformations for the heterotic fields
Effective field theories of fluctuations around a non-trivial background are governed by the back-
ground gauge principle. This requires that for each symmetry one associates two kinds of trans-
formations: background and small transformations. Let us consider the gauge field A as a guiding
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example. The background value of A enjoys a gauge symmetry
ΦA = Φ (A− Y ) Φ−1 , Y = Φ−1 dΦ , (2.2.1)
which is what we call a background gauge transformation. Fluctuations around this background
are denoted δA. Together with these, one needs to consider fluctuations δΦ of the gauge function
Φ. It is convenient to assign the action of δΦ entirely to δA, as follows
Φ−δΦ(A+ δA) ' ΦA+ Φ (δA+ dAδΦ) Φ−1 . (2.2.2)
The negative sign here is just our convention. Hence, there are two kinds of transformations
acting on δA, namely
ΦδA = Φ δAΦ−1 and δΦδA = δA+ dAδΦ . (2.2.3)
The former are the background gauge transformations, under which the field δA transforms
homogeneously. The latter are the small gauge transformations: they represent the infinitesimal
action of the symmetry group on deformations. In constructing the moduli space for connections
A, we are interested in deformations modulo the small transformations. This means that the
(tangent to) the moduli space is identified with an appropriate quotient. For the heterotic system
this is phrased in terms of a cohomology in [5–7].
There are other symmetries we need to take into account along with gauge transformations
(2.2.3) of the field A. The heterotic B-field can be freely shifted by a d-exact terms, to which
we refer as ‘gerbe’ transformations, and also transforms under gauge transformations
βB = B + dβ and ΦB = B − α
8
4
(
Tr (AY )− U
)
, dU =
1
3
Y 3 . (2.2.4)
There are also diffeomorphisms on the manifold X, which affect all the fields. Suppose we have
a tensor Tm1...mkn1...nl . This transforms under a diffeomorphism x˜(x) as
T˜m1...mkn1...nl (x˜) =
∂x˜m1
∂xr1
...
∂x˜mk
∂xrk
T r1...rks1...sl
(
x(x˜)
) ∂xs1
∂x˜n1
...
∂xsl
∂x˜nl
. (2.2.5)
Analogously to (2.2.3), a deformation δT will transform homogeneously under a background
diffeomorphism while under a small diffeomorphism x˜ = x+ ε
εδT = δT + LεT , (2.2.6)
where Lε is the Lie derivative taken with respect to the vector ε.
Our next task is to write down the action of small transformations on the heterotic fields.
We will start with small diffeomorphisms we are able to deduce the action of small gauge and
small gerbes transformations on δA and δB respectively. The holomorphic form Ω also enjoys a
rescaling symmetry Ω→ lΩ which deserves a special treatment.
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2.2.1 The SU(3) structure
We start with the SU(3) structure on X. This includes the integrable complex structure J as
well as a holomorphic form Ω and a hermitian form ω. We use coordinates xm = (xµ, xν).
Recall that deformations δJ need to satisfy δ(J2 + 1) = 0 and can be decomposed with
respect to J as
δJ = δJν
µ dxν ⊗ ∂µ + δJνµ dxν ⊗ ∂µ , (2.2.7)
where following our prescription (2.1.3) we always mean δJνµ = (δJ)νµ. Furthermore, demanding
that NJ+δJ = 0, one obtains
∂ δJµ = ∂(δJν
µ dxν) = 0 and ∂ δJµ = ∂(δJνµ dxν) = 0 . (2.2.8)
This is also one of the conditions obtained in (2.1.6) by varying dΩ = 0. Equation (2.2.6) tells
us that small diffeomorphisms induce an identification δJ ∼ δJ + LεJ . Decomposing the Lie
derivative LεJ into types we obtain
δJµ ∼ δJµ + 2i ∂εµ and δJµ ∼ δJµ − 2i ∂εµ . (2.2.9)
Because ∂2 = 0, this is consistent with (2.2.8) and deformations of the complex structure belong
to (a subset of) the cohomology
δJµ ∈ H(0,1)
∂
(X,T (1,0)X ) . (2.2.10)
Let us now consider the hermitian form ω. A real deformation of ω is subject to
δω ∼ δω + Lε ω = δω + εm(dω)m + d(εm ωm) . (2.2.11)
If dω = 0 the manifold is Kähler and small diffeomorphisms are associated with d-exact shifts of
δω. In heterotic theories this is not the case. Decomposing into types
δω = δω(2,0) + δω(1,1) + δω(0,2) = δQµ ωµ + δω
(1,1) + δPµ ωµ , (2.2.12)
and one can see that (2.2.11) amounts to (2.2.9) together with
δω(1,1) ∼ δω(1,1) + εµ(∂ω)µ + εµ(∂ω)µ + ∂(εµ ωµ) + ∂(εµ ωµ) . (2.2.13)
For clarity, here the notation means
(∂ω)µ = ∂µω − ∂ωµ = ∂µωνρ dxνρ + ∂νωµρ dxνρ . (2.2.14)
The deformation δω appears in (2.1.16) through the combination δZ = δB + i δω and also
needs to satisfy the balanced condition (2.1.8). It is not hard to show that small diffeomorphisms
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are a symmetry of the latter. As for (2.1.16), to show invariance under small transformations we
will need the results of subsection §2.2.3, in which we will study the three-form H.
Finally, the holomorphic form Ω. This was considered in (2.1.2) and (2.1.4) and deformations
δΩ are written
δΩ = δΩ(3,0) + δΩ(2,1) = (δ log f) Ω + δPµ Ωµ . (2.2.15)
There is an identification δΩ ∼ δΩ + LεΩ which implies
δ log f ∼ δ log f +∇(Ch)µ εµ and δPµ ∼ δPµ + ∂εµ , (2.2.16)
where the second relation is consistent with (2.2.9) while the first one shows that δ log f being
a constant is not a gauge-invariant statement and involves a choice of gauge-fixing. The diver-
gence with respect to the Chern connection appears here, although we should mention that our
assumption dϕ = 0 implies Hµνν = 0 so this is equal to the divergence taken with respect to
either Levi-Civita, Bismut or Hull connections. See Appendix §C.5 for more details.
As anticipated in the preamble, the form Ω deserves a special treatment in that we are free
to rescale it without spoiling the equations of motion
lΩ = lΩ where l ∈ C∗ . (2.2.17)
This was a crucial ingredient towards understanding the special geometry of the moduli space of
CY manifolds [2, 3]. It is tempting to relate this symmetry to the dilaton field. This is suggested
by the normalisation |Ω|2 = e−4ϕ, which seems to indicate that (2.2.17) is realised by a shift of
the dilaton. We will discuss more about this symmetry in §2.3.4.
We can repeat the same logic used for the gauge field at the beginning of the section, and
calling λ ∈ C a small gauge function for rescaling transformations we have
δΩ ∼ δΩ + λΩ so that δ log f ∼ δ log f + λ . (2.2.18)
We stress that λ is a constant over X and that this rule is in addition to the transformation
(2.2.16) which comes from small diffeomorphisms.
2.2.2 The gauge field A
The gauge field A and its field strength F = dA + A2 also transform under diffeomorphisms.
However, this case is complicated by gauge symmetries in which A transforms according to (2.2.1)
and F transforms homogeneously ΦF = ΦF Φ−1. So in identifying δF ∼ δF + LεF we need a
covariant generalisation of the Lie derivative (2.2.6), which is obtained by substituting d with
dA in Cartan’s formula
LεF = εm(dAF )m + dA(εmFm) = dA(εmFm) , (2.2.19)
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where we used the Bianchi identity dAF = 0 in the last equality. This implies
δF ∼ δF + dA(εmFm) . (2.2.20)
Linearising the field strength δF = d(A + δA) + (A + δA)2 one obtains δF = dA δA which can
be used in (2.2.20) to obtain
dAδA ∼ dA(δA+ εm Fm) . (2.2.21)
Our connection is antihermitian with δA = δA(0,1) and we infer from (2.2.21) an identification
for deformations of the gauge field
δA ∼ δA+ εµ Fµ + ∂A φ , (2.2.22)
with φ a section of EndE where E → X is the vector bundle. In principle, in going from (2.2.21)
to (2.2.22) we could have included a closed but not exact term. We ignored this possibility, as such
a term would change the equivalence class of the deformation δA.3 The symmetry parameterised
by φ amounts to the small gauge transformations (2.2.3) once we identify φ with the fluctuation
δΦ of the gauge parameter.
The fluctuations δA preserve F (0,2) = 0 and therefore need to satisfy an equation [42]
∂A δA = δPµFµ . (2.2.23)
In the literature this is sometimes referred to as Atiyah relation. The transformation (2.2.22) is
a symmetry of this equation provided that δPµ ∼ δPµ + ∂εµ. There is also a HYM equation,
the second relation in (2.1.10). With little effort it can be shown that this is also invariant under
small diffeomorphisms and small gauge transformations.4
A bundle modulus is typically associated to δA ∈ H(0,1)(X,EndE). From (2.2.23) these
correspond to δP = 0. While it may obvious, we note that this is only true in the gauge in which
ε = 0. A more invariant statement is that deformations of J are trivial but non-vanishing, so
that δPµ = ∂εµ for some vector εµ, and a bundle modulus satisfies ∂A δA = (∂εµ)Fµ. Setting
∂εµ = 0 amounts to a gauge-fixing condition.
We will see that in the heterotic theory fluctuations δA are generally coupled to deformations
of the complex structure and hermitian structure of X so that a splitting of moduli is a quite
delicate issue. For this reason it is important to study deformations assuming that none of the
symmetries has been gauge-fixed.
3When parameters ya are introduced, a closed but non-exact term corresponds to a redefinition of them.
4To do so, take δ(Fω2) = (dAδA)ω2 + 2Fω δω and use the identity (dA)2 φ = [F, φ] together with (2.2.19).
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2.2.3 The three-form H
We now consider the three-form
H = dB − α
8
4
(
CS[A]− CS[Θ]
)
, (2.2.24)
which comes with an anomalous Bianchi identity
dH = −α
8
4
(
TrF 2 − TrΘ2
)
. (2.2.25)
We saw in §2.1 how the connections ϑ and A satisfy the same equations to the order we work at.
Hence, they can be treated in a symmetric way. For this reason, we suppress the contribution of
ϑ for simplicity. We will insert it back after the gauge-fixing has been performed.5
Leaving ϑ aside, the three-form H has a variation
δH = d δB − α
8
2
Tr (δAF ) with δB = δB − α
8
4
Tr (δAA) , (2.2.26)
where the two-form δB is in principle defined up to a closed term. The underlying geometry
of this has been described in terms of gerbes and string structures, see [4, 43] and references
therein. We will discuss this ‘gerbe’ symmetry in a moment.
Under the action of small diffeomorphisms, we need to impose an identification
δH ∼ δH − α
8
2
Tr (εm Fm F ) + d(εmHm) , (2.2.27)
where we used the Bianchi identity (2.2.25). On the other hand, considering a small transform-
ation of δA in (2.2.26) we would have
d δB − α
8
2
Tr (δAF ) ∼ d
(
ε,φδB − α
8
2
Tr
(
φF
))− α8
2
Tr
(
(δA+ εmFm)F
)
. (2.2.28)
Comparing now (2.2.27) with (2.2.28) we can infer the transformation law for δB that is
δB ∼ ε,φδB = δB + εmHm + α
8
2
Tr
(
φF
)
+ db , (2.2.29)
where b is a real one-form. Again we could have written a closed but not exact contribution, but
we neglect this as for the gauge field as it would correspond to changing the equivalence class of
the deformation. We label the shift by db a small gerbe transformation. It derives from the fact
that a shift of the B-field by an exact term does not affect the associated field strength H.
5One could argue that this is not a sensible thing to do because δϑ is expected to transform under small
diffeomorphisms. While this is certainly true, we observe that the parameter ε also has an expansion in α8 and
this means that δϑ that appears in the first order theory is already gauge-fixed by the zeroth order. Furthermore,
we ignore orthogonal SO(6) transformations because we treat ϑ in the affine approach.
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The quantity δB is naturally paired with the fluctuation of the hermitian form δω, and those
are more conveniently parameterised via complexified combinations
δZ = δB + i δω , δZ = δB − i δω . (2.2.30)
Under the action of small diffeomorphisms (2.2.11) on δω and (2.2.29) one can easily show,
utilising the Bianchi identity for H, that the moduli equation (2.1.16) is invariant.
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2.2.4 Summary of equations of motion and small transformations
The sole purpose of this subsection is to collect in a single place all the effort that has been put
in the last two sections. Remember we are neglecting the connection Θ for the moment.
The equations of motion for the heterotic moduli are
(dΩ = 0) ∂ δJµ = 2i ∂ δPµ = 0 ,
∇(Ch)µ δPµ = ∂ δ log f = ∂
(
δ log |Ω|2 + δ log√g − δ log f) ,
(dϕ = 0) d δϕ = −1
4
d δ log |Ω|2 = 0 ,
(dω2 = 0) ∂†δω(1,1) = ∂†δω(2,0) + i ∂ δ log
√
g ,
∂†δω(1,1) = ∂†δω(0,2) − i ∂ δ log√g ,
(F (0,2) = 0) ∂AδA = δPµ Fµ ,
(Fω2 = 0) ∂
†
AδA+ ∂†A†δA† = −i (δω yF ) ,
(H − dcω = 0) ∂ δZ(0,2) = 0 ,
∂ δZ(1,1) + ∂ δZ(0,2) = 2i δPµ(∂ω)µ +
α8
2
Tr (δAF ) .
(2.2.31)
The action of small transformations on deformations is
(ε) δPµ ∼ δPµ + ∂εµ ,
(ε, λ) δ log f ∼ δ log f +∇(Ch)µ εµ + λ ,
(ε, φ) δA ∼ δA+ εµ Fµ + ∂Aφ ,
(ε, φ, b) δZ ∼ δZ + εm(H + i dω)m + d(b + i εm ωm) + α
8
2
Tr (Fφ) .
(2.2.32)
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2.3 Kodaira–Spencer map and gauge-fixing
Let us put aside the full heterotic setting for a moment and consider a complex manifold (X, J)
with no additional structure. The study of its deformations was pioneered by Kodaira and
Spencer [11]. To first order in deformation theory, putting together the equation of motion and
symmetries
∂ δJµ = 0 , δJµ ∼ δJµ + 2i ∂εµ , (2.3.1)
where following (2.1.3) we mean that projection is taken after deforming so that in our notation
δJµ = (δJ)µ. The relations (2.3.1) mean that first order deformations of a complex structure
form a cohomology
δJ = δJµ ∂µ + δJ
µ ∂µ ∈ H1cs = H(0,1)∂ (X,T
(1,0)
X )⊕H(1,0)∂ (X,T (0,1)X ) . (2.3.2)
This is the first step in constructing the moduli space Mcs of complex structures: it defines the
tangent space TMcs at a point. It was proved by Kuranishi [44] that all infinitesimal deformations
of complex structure are unobstructed and give genuine directions in the moduli space.
At each point on the moduli space Mcs of complex structures there is a map
KS : TMcs → H1cs , (2.3.3)
that gives an isomorphism of vector spaces. We call this the Kodaira–Spencer map [11]. In order
to realise this map concretely, we need to make a choice of representatives for the cohomology
classes. Let us consider a basis {∆a , with a = 1, ... , dimH1cs}. If X is equipped with a metric we
could take {∆a} being harmonic and this would be a canonical choice. Introduce parameters ya
which are coordinates onMcs and denote ∂a = ∂∂ya . Then (2.3.3) is defined so that KS(∂a) = ∆a.
This facilitates introducing a relation between parameters and field variations, which is more
conveniently written in terms of projectors P = 12i(J + i) and Q = 1− P
δPµ = δya ∆a
µ = δya ∆aν
µ dxν and δQµ = δya ∆aµ = δya ∆aνµ dxν . (2.3.4)
Changes of basis (γ∆)a = γab ∆b can be easily reabsorbed by redefining parameters
δya (γ∆)a = (
γδy)a ∆a with (γδy)a = γba δyb . (2.3.5)
The freedom that we want to discuss and that is strictly related to the small transformations is
that of changing representatives for the cohomology
ε∆a
µ = ∆a
µ + ∂εa
µ . (2.3.6)
This is a bit more subtle, as it cannot be reabsorbed inside parameters. We would like to
think of it as a different realisation of the KS map (2.3.3), parameterised in this case by small
diffeomorphisms.
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In the classical work of Kodaira and Spencer, the tangent space TMcs is also equipped with
a complex structure. Denoting ya = (yα, yβ) the complex parameters, their choice is to assign
holomorphic parameters yα to (0, 1)-forms, meaning that
δPµ = δyα ∆α
µ = δyα ∆αν
µ dxν and ∆ανµ dxν = 0 . (2.3.7)
This allows them to introduce the concept of ‘complex analytic family’ which was in fact a big
source of inspiration for the construction of Chapter §3. This choice of complex structure on the
moduli space partly reduces the freedom parameterised by (2.3.5) and (2.3.6) as one is restricted
to γαβ = 0 and ∂εβ
µ = 0. Hence, we interpret it as a partial gauge-fixing. Because our first aim
is to describe deformations while keeping all the symmetries manifest, we will try to be more
flexible.
Let us go back to the heterotic structures now. A good description of their infinitesimal
deformations certainly involves a generalisation of the KS map (2.3.3), in which a suitable co-
homology H1Het appears. The papers [5–7] represent a substantial progress in this direction and
we will not discuss this aspect any further in this thesis.
Supersymmetry also requires that a choice of holomorphic parameters needs to be done that
generalises (2.3.7). This appears for example in [8, 9] from a moduli metric and superpotential
viewpoint. With their choice of complex structure, the moduli metric gab is hermitian and
the superpotential a holomorphic function of parameters. These are standard features of a
supersymmetric theory. We should also refer to the work [4] in which the heterotic structures
are described using an algebroid structure.
The definitions of holomorphic deformations for heterotic structures in the physics literature
tipically involve a partial gauge-fixing, which reduces the freedom parameterised by (2.2.32). This
is what we pointed out for the simpler setting (2.3.7). Our aim is to improve our understanding
of this issue and to do so we propose a definition of holomorphy that does not rely on a particular
choice of gauge, so that all the symmetries are still present. We take this as the starting point
of the gauge-fixing procedure. We believe that by doing so, we gain more clarity as we identify
what the physical degrees of freedom are. We also believe this would be beneficial for a better
understanding of higher order deformations.
2.3.1 Deformations using covariant derivatives
We will consider the most generic parameter ya so that under a deformation all the fields can
vary non-trivially. This raises a question, as to how we are supposed to relate deformations of
heterotic fields to this parameter. The answer to this question will turn out to set the stage for
Chapter §3. The idea proposed in [8] and later formalised in our work is to realise the KS map
geometrically via a differential operator Da. Concretely, we assume that a first order deformation
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of the heterotic structures can be written as a derivative
δHet = δyaDaHet . (2.3.8)
What should we require for this derivative? A first comment is that it can only be well defined on
a space in which X and M are embedded. In particular, X can be thought as the fibre manifold
of a fibration X→M over the moduli space and Da is defined on X. It is natural to require that
on X symmetry transformations on X, including diffeomorphisms, depend on parameters. This
implies that the derivatives DaHet need to be appropriately covariantised through some choice
of connections on X and bundles over it.
The appropriate definitions of these covariant derivatives using connections on X is quite
technical and it is postponed in all its details to the next chapter. Here we just sketch some of
the definitions so that we can then focus on the main aim of this section which is the gauge-fixing.
The fibration X → M is equipped with an Ehresmann connection ca = cam ∂m, which
furthermore defines an almost product structure on X. The quantity ca facilitates a definition of
a derivative for any tensor ξn1...nam1...mr on X that is covariant with respect to diffeomorphisms
Daξn1···ns
m1···mr = ea(ξn1···ns
m1···mr) + (∂pcam1) ξn1···ns
pm2···mr + · · ·
· · ·+ (∂pcamr) ξn1···nsm1···mr−1p − (∂n1cap) ξpn2···nsm1···mr − · · ·
· · · − (∂nscap) ξn1···ns−1pm1···mr , (2.3.9)
where ea = ∂a − cam ∂m. This will be the result of §3.1.4. In particular, this definition will be
used to describe variations of the SU(3) structure
δω = δyaDaω = δy
aDaω
(2,0) + δyaDaω
(1,1) + δyaDaω
(0,2) ,
δΩ = δyaDaΩ = δy
aDaΩ
(3,0) + δyaDaΩ
(2,1) .
(2.3.10)
We keep following the prescription (2.1.3) that projection is always taken after the derivative,
for example
Daω
(p,q) = (Daω)
(p,q) . (2.3.11)
This was implicitly used in (2.3.10). The derivative DaΩ is assumed to be covariant under diffeo-
morphisms but not under the rescaling symmetry (2.2.17). This is because a correct definition
of the latter seems to rely on the gauge-fixing, we will discuss this in §2.3.4.
For complex structure deformations, we will often use the holomorphic projector P = 12i(J+i)
and as a notational remark we will keep using the symbol ∆a as in (2.3.7) to denote a variation
of this
δPµ = δyaDaP
µ = δya ∆a
µ = δya ∆aν
µ dxν . (2.3.12)
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Preserving integrability of J will require that the quantity ∆aµ is ∂-closed, as usual.
The covariant derivative of the gauge field will be appropriately introduced in (3.2.43). Our
definition is
δA = δyaDaA with DaA = ea(A)− dcamAm − dA]a + [A]a, A] , (2.3.13)
where A]a is a connection for the group G with one leg along M . It is defined so that under a
background gauge transformation (2.2.1) the quantity DaA transforms homogeneously
ΦDaA = ΦDaAΦ
−1 . (2.3.14)
We will follow the notation introduced in [8] that the calligraphic letter denotes projection into
type (0, 1) as follows
DaA = (DaA)(0,1) . (2.3.15)
The variation DaΘ of the spin connection is completely analogous to that of the gauge field in
(2.3.13), with the appearance of a connection Θ]a for the orthogonal group
δΘ = δyaDaΘ with DaΘ = ea(Θ)− dcam Θm − dΘ]a + [Θ]a,Θ] . (2.3.16)
We calculate this variation explicitly in §3.4.3 using Riemannian geometry on X.
The study of the variation of H within X is the subject of §3.2.5. It requires that we consider
the following combination
δB = δyaBa with Ba = DaB +
α8
4
(
Tr (ADaA)− Tr (ΘDaΘ)
)
− dB]a , (2.3.17)
where B]a makes Ba invariant under background gerbe transformations (1.2.5) – we will interpret
it as a connection too – while DaB is defined as
DaB = ea(B)− (dcam)Bm − α
8
4
(
Tr (A]a dA)− Tr (Θ]a dΘ)
)
. (2.3.18)
Under a background gauge transformation Φ, with the transformation laws derived in §3.2.5, we
find that the quantity Ba is invariant. Hence, it gives a globally defined two-form on X.
Another outcome of Chapter §3 is that small transformations like (2.3.6) can be realised by
perturbing the choice of connections ca, A
]
a and B]a on X.
2.3.2 Holomorphy and holomorphic gauge
We want to define holomorphy of deformations in a way that does not involve a gauge-fixing. To
do so, we need to generalise the map between holomorphic parameters δyα and field deformations.
We start with complex structure deformations, replacing the condition (2.3.7) with
∆α
µ = ∂εα
µ . (2.3.19)
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In other words, holomorphic tangent vectors ∂α are still associated to non-trivial elements of
H(0,1)(X,T (1,0)X ) under the KS map, but we have not set the antiholomorphic deformations to
zero. Rather, we take them to be ∂-exact so that they are trivial in cohomology. This means
that the freedom associated to small diffeomorphisms is still fully present. We will apply the
same strategy to all the remaining fields.
Consider the gauge field. Taking (2.3.13) and (2.3.19) and substituting into the Atiyah
equation (2.2.23) the antiholomorphic deformation satisfies ∂ADαA = ∂A(εαµFµ). Analogously
to (2.3.19), we take holomorphy of deformations to mean that the solution is exact
DαA = εαµ Fµ + ∂Aφα , (2.3.20)
for some section φα of EndE . This makes the small transformations symmetry described in
(2.2.32) explicit.
The complex combination δZ = δyaZa = δya(Ba + iDaω) needs to satisfy the last two
equations in (2.2.31). Firstly, using the assumption (1.3.27d) the equation ∂Z(0,2)a = 0 and its
complex conjugate are solved by exact terms
Z(2,0)α = ∂β
(1,0)
α , Z
(0,2)
α = ∂β
(0,1)
α , (2.3.21)
for some complex one-forms β(1,0)α and β
(0,1)
α . With the help of (2.2.32) these can be identified
with small gauge parameters for gerbes and diffeomorphisms
β
(1,0)
α = b
(1,0)
α − i εαµ ωµ , β(0,1)α = b(0,1)α + i εαµ ωµ . (2.3.22)
Using (2.3.21) inside the equation for Z(1,1)α in (2.2.31) we obtain
∂
(
Z(1,1)α − ∂βα(0,1) − 2i εαµ(∂ω)µ −
α8
2
Tr
(
φα F
))
= 0 , (2.3.23)
and again, holomorphy amounts to the solution of this equation being exact
Z(1,1)α = 2i εαµ(∂ω)µ +
α8
2
Tr (φαF ) + ∂β
(0,1)
α + ∂ξ
(1,0)
α . (2.3.24)
where another one-form ξ(1,0)α appeared. Comparing with (2.2.32) we see that it can be identified
with small gauge parameters
ξ
(1,0)
α = b
(1,0)
α + i εα
µ ωµ . (2.3.25)
It should be noted that the forms ξ(1,0)α and β
(1,0)
α are independent.
We include also the holomorphic form Ω in this discussion. Using (2.3.19) this has an anti-
holomorphic variation and a rescaling symmetry
DαΩ = (Dα log f) Ω + ∂(εα
µ Ωµ) , Dα log f ∼ Dα log f + λα , (2.3.26)
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where we write the complex gauge parameter λ = δyα λα + δyα λα. Here only observe that
holomorphy for deformations of J implies that DαΩ(2,1) is exact.
Now we are ready to perform the gauge fixing, using the freedom described by (2.2.32).
We immediately set εαµ = 0 and φα = 0 and this amounts to the familiar relations that one
associated to holomorphy for the complex structure and gauge field
∆αν
µ = 0 , DαAµ = 0 . (2.3.27)
At this point, the equation dDαΩ = 0 implies that ∂Dα log f = 0 which on a compact manifold
means Dα log f needs to be a constant. Hence, it can be identified with the parameter λα. By
setting this to zero, we obtain another familiar relation
DαΩ = 0 . (2.3.28)
Using (2.2.32) we may choose ∂β(1,0)α = ∂β
(0,1)
α = 0. Due to (1.3.27b) this means β
(0,1)
α = ∂τα for
some function τα and in this intermediate stage
Z(1,1)α = ∂
(
ξ
(1,0)
α − ∂τα
)
. (2.3.29)
Using the freedom that comes with ξ(1,0)α due to (2.3.25) we can set this to zero so that
Z(0,2)α = 0 , Z
(1,1)
α = 0 , Z
(2,0)
α = 0 . (2.3.30)
The conditions (2.3.27) also imply Dαω(0,2) = 0. Putting this together with Z(0,2)α = 0 we obtain
new information B(0,2)α = 0, so that Z
(0,2)
α = 0.
We gather all in one place for convenience
∆α
µ = 0 , DαA = 0 , DαΩ = 0 ,
Z(2,0)α = 0 , Z
(1,1)
α = 0 , Z
(0,2)
α = Z
(0,2)
α = 0 .
(2.3.31)
This is holomorphic gauge. Up to this point, the physical degrees of freedom are
∆α
µ , DαA , Z(1,1)α = 2iDαω(1,1) , (2.3.32)
though they are not independent as there are relations between them that we will write down
in the next section. The quantity Z(0,2)α = −2iDαω(0,2) is regarded as dependent on the other
fields in virtue of the algebraic relation Dαω(0,2) = ∆αµ ωµ. In the physical theory δJ , δA, δω
and δB are real, and so we understand that we always pair holomorphic and antiholomorphic
deformations in such a way to give a real deformation.
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2.3.3 Residual gauge symmetries
Residual transformations must preserve holomorphic gauge (2.3.31). Firstly, there are no solu-
tions to ∂εαµ = 0 due to our assumptions (1.3.27a) on the cohomology of X. So any residual
diffeomorphisms must have form εαµ.
Secondly, holomorphy completely fixes φα. This is because to preserve DαA = 0 we need
∂Aφα = 0 which does not have any nontrivial solution on a stable bundle.6 Remembering that
φ is defined to be antihermitian and φα = −(φα)†, we see that the freedom parameterised by φα
is also lost and small gauge transformations for the bundle are fixed.
Thirdly, we need to preserve the conditions Z(2,0)α = Z
(0,2)
α = 0 and Z
(1,1)
α = 0. This amounts
to transformations such that
∂(b(0,1)a + i εa
µ ωµ) = 0 and ∂b
(0,1)
α + ∂(b
(1,0)
α + i ε
µ
α ωµ) = 0 , (2.3.33)
where we imposed εαµ = 0 to preserve holomorphy of δJ . Solutions are
b
(0,1)
α = ∂ψα , b
(0,1)
α = ∂(ψα + µα) , εα
µ = −∂µµα , (2.3.34)
where ψα = (ψα) and µα is an independent complex function.
These residual transformations affect Dα log f and we will exploit them to impose a condition
on DαΩ(3,0). More precisely
Dα log f ∼ Dα log f −∇(Ch)µ ∂µµα = Dα log f +2∂ µα , (2.3.35)
and with a judicious choice of µα we set this to a constant across the manifold X, that is
dDα log f = 0 and dDαΩ(3,0) = 0 . (2.3.36)
This in turn implies that
∇(Ch)µ ∆αµ = 0 , equivalently ∂χα = 0 , χα = ∆αµ Ωµ , (2.3.37)
which standard in the literature of CY manifolds and often used in the heterotic literature as
well, for example in [9], in describing the deformation algebra of this problem. It means that
DαΩ
(3,0) is harmonic, as all harmonic (3, 0) forms are constant multiples of Ω. Seeing that this
choice of gauge is possible amounts to proving that constants are the only zero modes of the
Laplacian 2∂ = ∂
†
∂ + ∂∂
† which is indeed the case.
Remember holomorphy includes Dα log f = 0. Together with (2.1.5) this gives
DαΩ
(3,0) =
(
Dα log |Ω|2 + Dα log√g
)
Ω . (2.3.38)
6On a stable bundle there are no holomorphic automorphisms, that is elements H0
∂A
(X,EndE), see [30].
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With our assumption that dϕ = 0 we already knew that Dα log |Ω|2 is a constant over X. Now
we can see that (2.3.36) gives in addition
dDα log
√
g = 0 where Dα log
√
g = ωµν Dαωµν = ω yDαω , (2.3.39)
which will turn out to be useful when studying the balanced condition.
For later purposes, we rephrase (2.3.37) in terms of a codifferential acting on ∆α, see Appendix
§A.2.1 for the definition of this operator
∂
†
∆α
µ = −∇(Ch) ν ∆ανµ = −∇(Ch)ν ∆α(µν) +∇(Ch)ν ∆α[µν] . (2.3.40)
This differs from the gauge-fixing (2.3.37) by a sign. Reminding that
Dαω
(0,2) = ∆α
µ ωµ so that Dαωµν = 2i∆α[µν] , (2.3.41)
we combine (2.3.37) and (2.3.40) together to obtain
∂
†
∆α
µ = i∇(Ch) ν(Dαωνρ)gρµ . (2.3.42)
2.3.4 A line bundle L→M and the Kähler potential
In discussing residual small transformations we deliberately overlooked small rescaling trans-
formations. The gauge fixing condition (2.3.36) has in fact another important consequence: it
suggests that, as for CY manifolds, one can define a line bundle L→M with a connection that
is strictly related to the Kähler potential for the moduli space metric.
The starting point is that holomorphic gauge requires we preserve DαΩ = 0. With a quick
glance to (2.3.26) we see that λα is fixed, but we are still free to use its brother λα. This is
defined to be a constant over X, so it does not spoil the gauge-fixing (2.3.36).
What is the correct interpretation of such symmetry? It seems that a complete understanding
of this involves the dilaton ϕ. There is a relation |Ω|2 = e−4ϕ coming from the initial definition
(1.2.17) of Ω as a spinor bilinear. This implies that
Dα log |Ω|2 = −4Dαϕ . (2.3.43)
Now our assumption is that dϕ = 0, but except from the fact that ϕ is a constant overX, this tells
nothing more. Shifting the dilaton by a constant does not affect the fact that a certain heterotic
structure is a solution, and the parameter dependence of ϕ is left completely undetermined.7
7One of the proposed interpretations of ϕ, or at least its zero mode, is that it is a projective coordinate on the
moduli space. This is briefly mentioned in [2], and it would be interesting to expand on it. Another aspect present
in the literature is that the zero mode of ϕ defines a massless field of the effective field theory, the four-dimensional
dilaton ϕ4. This is combined with the spacetime B-field to form the universal axio-dilaton S = a + i e−2ϕ. See
for example [33]. Lastly, one should not forget that in string theory the dilaton defines the string coupling gs. It
is not to exclude that a more ‘stringy’ treatment is required to achieve a full understanding.
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What is perhaps more interesting is that nothing prevents this shift to depend on parameters,
which is exactly described by the residual symmetry
Dα log |Ω|2 ∼ Dα log |Ω|2 + λα . (2.3.44)
This means that the correct definition of ϕ might be a section of a line bundle. More precisely,
it seems that e−4ϕ should be interpreted as a section of L ⊗ L where L is the principal bundle
associated to the rescaling symmetry of Ω. This is a C∗-bundle over the moduli space
C∗ → L→M . (2.3.45)
That such bundle L is useful is well known. It helped in the treatment of CY manifolds to discover
that its associatedMcs admits a Hodge structure with fibre H3(X) and a special geometry. This
can be found in seminal papers [2, 3]. It seems like we can in part readapt this to the heterotic
setting, though seeing whether the Hodge structure survives α8 corrections requires a thorough
study of second and higher orders deformations that includes their symmetries and gauge-fixing,
which is missing at the moment.
We rewrite the variation of Ω as
DαΩ
(3,0) = kα Ω , kα = Dα log |Ω|2 + Dα log√g , (2.3.46)
and as for special geometry this relation can be interpreted as a covariant derivative under
rescaling symmetry
DkαΩ = DαΩ− kα Ω = χα with χα = ∆αµ Ωµ , (2.3.47)
with kα being the appropriate connection. That this defines a connection on L → M relies
though on the fact that it does not depend on the coordinates of X. This is only true after an
appropriate gauge-fixing.
It is not too hard to show using (1.3.7) that
kα = ∂αK 1 , K 1 = log
∫
X
iΩ Ω . (2.3.48)
The quantity K 1 contributes to the Kähler potential for the metric on the heterotic moduli
space [8]. Now, the residual symmetry λα defines a shift
∂αK 1 ∼ ∂αK 1 + λα , (2.3.49)
which presumably can be interpreted as a Kähler potential transformation. Doing so would
require that ∂αλβ − ∂βλα = 0 and ∂βλα = 0. The intuition at the moment of writing is that
this could result from gauge-fixing the second order derivative of Ω, for example imposing the
condition [Dα,Dβ]Ω = 0 and DαDβΩ = 0. We aim to understand this in future work.
2.4 Hodge decomposition for heterotic moduli 37
2.4 Hodge decomposition for heterotic moduli
Having performed the gauge-fixing and identified the degrees of freedom inside (2.3.32), we now
need to revisit the equations of motion (2.2.31) with the acquired knowledge
(dΩ = 0) ∂∆αµ = 0 , ∇(Ch)µ ∆αµ = 0 ,
(dω2 = 0) ∂†Dαω(1,1) = 0 , ∂†Dαω(1,1) = ∂
†
Dαω
(0,2) ,
(F (0,2) = 0) ∂ADαA = ∆αµ Fµ ,
(Fω2 = 0) ∂
†
ADαA = −i Dαω yF ,
(H − dcω = 0) ∂Dαω(1,1) = ∆αµ(∂ω)µ − iα
8
4
(
Tr (DαAF )− Tr (DαϑR)
)
.
(2.4.1)
Here we have reinserted the connection ϑ in the last equation. We will compute this explicitely
in terms of the other moduli in §3.4, but we anticipate the answer here so that we can discuss
its contribution to the equations.
We recall our logic once more. The connection appears in (2.4.1) with a prefactor α8 . Hence,
we need to compute Dαϑ to zeroth order to specify the problem to first order. We work in the
large radius CY limit H = O(α8 ) so that to zeroth order X has a Ricci-flat, Kähler metric and
the Hull connection reduces to the Levi-Civita connection.8 We find
DαΘµ
ν
σ = ∇σ ∆αµν + i∇ν Dαωσµ +O(α8 ) ,
DαΘµ
ν
σ = −gνλ DαΘµρλ gρσ +O(α8 ) ,
(2.4.2)
where the second line is due to the SO(6) symmetry, which requires the connection takes values
in the adjoint representation. All remaining components vanish, including Dαϑ = 0 as expected
from analogy with the gauge field. The equation for Dαω(1,1) becomes
∂Dαω
(1,1) − α
8
2
Rµν ∇νDαω(0,1)µ = ∆αµ(∂ω)µ −
iα8
2
Rµν ∇µ∆αν − iα
8
4
Tr
(
DαAF
)
, (2.4.3)
where we mean Rµν = Rρσµν dxρσ. We have not put any superscript on ∇µ for simplicity, as it
is only the zeroth order connection that enters there.
There is something more we can do to simplify the equations: we can manipulate the second
equation in the balanced condition to combine it with (2.3.42). Using identities that are reviewed
in Appendix §A we obtain
∂
†
Dαω
(0,2) = −∇(Ch) ν(Dαω(0,1)ν )− iDαω(0,2) y ∂ω . (2.4.4)
8We will see that the situation on the fibre bundle X is not as simple. The Hull and Levi-Civita connections
on X are not the same. This will affect the calculation of Dαϑ.
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Now look back at the gauge-fixed equations (2.4.1). We can see that Dαω(0,2) = O(α8 ) so the
last term is second order and can be ignored9
Dαω
(0,2) y ∂ω = O(α8 2) . (2.4.5)
and the gauge-fixing for ∆α derived in (2.3.42) becomes
∂
†
∆α
µ = −i (∂†Dαω(1,1))ν gνµ . (2.4.6)
With this result, we can rewrite differential equations for the physical degrees of freedom
(∆α) ∂∆α
µ = 0 , ∂
†
∆α
µ = −i (∂†Dαω(1,1))ν gνµ ,
(DαA) ∂ADαA = ∆αµ Fµ , ∂†ADαA = −i Dαω yF ,
(Dαω
(1,1)) ∂Dαω
(1,1) − α
8
2
Rµν ∇νDαω(0,1)µ = ∆αµ(∂ω)µ −
iα8
2
Rµν ∇µ∆αν
− iα
8
4
Tr
(
DαAF
)
,
∂
†
Dαω
(1,1) = 0 .
(2.4.7)
The nonlinearity of the problem is manifest: the conformally balanced and HYM equation,
at least in holomorphic gauge, coupled all the degrees of freedom together. We cannot entirely
exclude that a decoupling can be achieved with a different choice, although what this choice
might be is far from clear.
The intuition that there is no clear decoupling of parameters between X and E also seem
to be supported by (2.4.7). For example, imagine one wants to keep the bundle fixed while
deforming X. Then the condition Dαω yF = 0 needs to be satisfied, which seems a pretty
strong requirement. If instead one wants to keep X fixed while varying the bundle, then the
condition Tr (rα F ) = 0 is needed, where rα denotes a harmonic form in H
(0,1)
∂A
(X,EndE).
This is another far from obvious requirement. It would be interesting to check whether these
cancellation conditions are related to the cohomology described by [6].
We stress once more that the equations (2.4.7) are to be trusted only when the Dolbeault
cohomologies of X in (1.3.27) vanish, and in a perturbative regime in which H = O(α8 ). The
latter was heavily used in deriving the contribution of the spin connection.
9To do so, observe that to zeroth order Dαω(1,1) is ∂-harmonic. On a Kähler manifold this means that it is
also ∂-harmonic, because the associated Laplacians are equal. Hence, the deformation Dαω(1,1) is also ∂-closed
and coclosed. The balanced condition then implies ∂
†
Dαω
(0,2) = 0. Contracting the equation ∂∆αµ = 0 with ωµ
we also have ∂Dαω(0,2) so that Dαω(0,2) is ∂-harmonic. The Hodge diamond of a CY manifold tells us that there
are no harmonic (0, 2) forms so this vanishes and Dαω(0,2) = O(α8 ).
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We can now give a prescription to solve (2.4.7) perturbatively in α8 . The form in which
we put them is suitable to discuss this in terms of Hodge decompositions. We will see how
holomorphic gauge corresponds to harmonic gauge for CY manifolds to zeroth order.
2.4.1 Zeroth order moduli
In this subsection α8 = 0 and H = dcω = 0. The equations in (2.4.7) simplify massively
(∆α) ∂∆α
µ = 0 , ∂
†
∆α
µ = 0 ,
(DαA) ∂ADαA = ∆αµ Fµ , ∂†ADαA = −i Dαω yF ,
(Dαω
(1,1)) ∂Dαω
(1,1) = 0 , ∂
†
Dαω
(1,1) = 0 ,
(2.4.8)
where we used the equivalence of Kähler Laplacians 2∂ = 2∂ to imply ∂
†Dαω(1,1) = 0 in the
first line. We see that the gauge field starts ‘mixing up’ the degrees of freedom, a key feature of
the heterotic theory.
Solutions for deformations of complex and Kähler structure are in this gauge harmonic rep-
resentatives in their respective ∂-cohomologies
∆α
µ = qα
µ , Dαω
(1,1) = hα where 2∂ qα
µ = 0 , 2∂ hα = 0 . (2.4.9)
There is a restriction on the allowed qα’s though. The Atiyah relation in fact requires that we
take the subset of the harmonic forms that satisfy [42]
qα
µ Fµ = ∂A -exact . (2.4.10)
Because we are only interested in genuine parameters yα that are associated to integrable – hence
unobstructed – deformations, we assume that this holds.
The condition above can be phrased in terms of the kernel of an Atiyah map between cohomo-
logies [39], which in turn defines a differential operator on an extension bundle. This construction
was further extended in [5, 6] to describe the heterotic system.
We write a Hodge decomposition for deformations of the gauge field
DαA = rα + ∂A φα + ∂†A ψ(0,2)α where 2∂A rα = 0 . (2.4.11)
for EndE -valued form ψ(0,2)α and scalar φα. The form ψ(0,2)α itself has Hodge decomposition
ψ(0,2)α = ∂A Ξ
(0,1)
α + ∂
†
A -closed , (2.4.12)
and the equations for the gauge field in (2.4.8) imply
2∂A ∂AΞ
(0,1)
α = qα
µ Fµ , 2∂Aφα = −i hα yF . (2.4.13)
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The first equation can be inverted as ∂AΞα is not in the kernel of the Laplacian. Also, there are
no holomorphic sections H0
∂A
(X,EndE) = 0 so the second equation can be inverted too
ψ(0,2)α = 2
−1
∂A
(
qα
µ Fµ
)
+ ∂
†
A -closed , φα = 2
−1
∂A
(− ihα yF ) . (2.4.14)
Observe how the undetermined part of ψ(0,2)α does not enter inside the deformation DαA. Hence,
it is unphysical and we can simply neglect it. Effectively, it means that we could have taken
ψ
(0,2)
α to be ∂A -exact from the start.
2.4.2 First order solution
We now study first order corrections to moduli. First, let us introduce some notation. Every
field is Taylor expanded around α8 = 0 and with square brackets denoting the order
η = [η]0 + α
8 [η]1 + ... (2.4.15)
so that for example the large radius CY assumption is [H]0 = [dcω]0 = 0. We assume that one
already knows how to correct the CY background solution to first order, for example determining
the correction [g]1 to the metric in terms of the zeroth order fields. This has been described in
the physics literature for example in papers like [45, 46].
For the sake of generality, we do not take the correction [J ]1 to the background complex
structure to vanish, hence we will write down corrections to the Dolbeault operator [∂]1. The
authors in [46] work with the assumption [J ]1 = 0. As far as we understand this relies on how
one gauge-fixes the corrections to the background, so it is a choice that one might prefer to take
or not to take.10
Harmonic forms are also corrected, because the notion of harmonicity depends on the back-
ground metric and complex structure. For example harmonic representatives in H(0,1)
∂
(X,T (1,0)X )
are expanded
qα
µ = [qα
µ]0 + α
8 [qα
µ]1 + ... (2.4.16)
and analogously for harmonic (1, 1) forms hα and EndE -valued (0, 1) forms rα. The correction
[qα
µ]1 can be determined in terms of the corrected background by expanding 2∂ qα
µ = 0. We
remind the reader that the [qα]0 that we consider are only a subset of the harmonic forms, because
they need to satisfy the condition (2.4.10).
10A gauge fixing for [J ]1 relies on the fact that diffeomorphisms can also be expanded in α8 . It is not the same
gauge-fixing of a deformation δJ described in this thesis. Studying the deformations – that is, the infinitesimal
moduli problem – and studying α8 corrections to a background solution are two distinct procedures, each with
their own gauge transformations.
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It is convenient to start with the correction to the hermitian deformations. From (2.4.7) this
has a Hodge decomposition
[Dαω
(1,1)]1 = [hα]1 + [∂
†
]0
[
ξ(1,2)α
]
1
, (2.4.17)
where we used [ξ(1,2)α ]0 = 0. Due to the third equation in (2.4.1) the coexact bit satisfies
[∂ ∂
†
]0
[
ξα
(1,2)
]
1
=
1
2
[
Rµν ∇νhαµ
]
0
+ [qα
µ]0 [(∂ω)µ]1
− i
2
[
Rµν ∇µqαν
]
0
− i
4
[
Tr (DαAF )
]
0
. (2.4.18)
A phenomenon analogous to what happened in (2.4.10) arises: in order to solve this equation
the right hand side needs to be exact with respect to the CY background
1
2
[
Rµν ∇νhαµ
]
0
+ [qα
µ]0 [(∂ω)µ]1
− i
2
[
Rµν ∇µqαν
]
0
− i
4
[
Tr (DαAF )
]
0
=
[
∂
]
0
-exact . (2.4.19)
This is a highly non-trivial constraint to be imposed on the zeroth order moduli, and not ne-
cessarily the deformations that are unobstructed to zeroth order survive this α8 correction. Our
assumption here is that yα under consideration is a genuine parameter so that (2.4.19) is satis-
fied. This of course would require a further consistency check that we are not doing in this work.
If (2.4.19) holds, because ∂-exact terms are orthogonal to zero-modes of the Laplacian, we can
solve for the coexact bit
[
ξ(1,2)α
]
1
=
[
2−1
∂
]
0
( 1
2
[
Rµν ∇νhαµ
]
0
+ [qα
µ]0 [(∂ω)µ]1
− i
2
[
Rµν ∇µqαν
]
0
− i
4
[
Tr (DαAF )
]
0
)
. (2.4.20)
This equation, together with the correction [hα]1 of the harmonic form – entirely determined
in terms of the corrected background – this fixes the deformation of the hermitian form to first
order.
We continue with the complex structure. From (2.4.7) we can write
[∆α
µ]1 = [qα
µ]1 +
[
∂
]
0
[εα
µ]1 , (2.4.21)
where the equation for the vector [εαµ]1 can always be solved provided that the tangent bundle
has no holomorphic sections, that is the cohomology H0
∂
(X,T (1,0)X ) = 0. If so
[εα
µ]1 =
[
2−1
∂
]
0
([
(∂†Dαω(1,1))ν
]
1
[gνµ]0
)
. (2.4.22)
The source depends on [Dαω(1,1)]1 which we already solved for. So no new obstructions from
this equation.
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Finally, the gauge field. This has Hodge decomposition
DαA = rα + ∂Aφα + ∂Aψ(0,2)α , (2.4.23)
where now the zeroth order exact and coexact bits do not vanish – they are given by (2.4.14).
Hence, in expanding the Atiyah and HYM relations
∂A∂
†
Aψα
(0,2) = ∆α
µ Fµ and ∂
†
A∂Aφα = −iDαω(1,1) yF , (2.4.24)
we will need to keep track of the corrections to the differential operators. In doing so, we see
how a new obstruction arises
[∆α
µ]1[Fµ]0 + [qα
µ]0[Fµ]1 − [∂A]1[∂†Aψ(0,2)α ]0 = [∂A]0 -exact , (2.4.25)
where remember the quantity [ψ(0,2)α ]0 also depends on the [qαµ]0. Therefore, this equation might
further restrict the allowed harmonic forms.
Assuming that qα under considerations are unobtructed and using that the bundle is stable
to invert the Laplacian we find
[ψα]1 =
[
2−1
∂A
]
1
[qα
µ Fµ]0 +
[
2−1
∂A
]
0
[∆α
µ Fµ]1 ,
[φα]1 =
[
2−1
∂A
]
1
[−ihα yF ]0 +
[
2−1
∂A
]
0
[−iDαω yF ]1 .
(2.4.26)
2.4.3 Comments on the moduli space metric
We can apply these results to the Kähler moduli space metric derived in [8] and refined in [40]
through the contribution of the spin connection
gαβ =
1
V
∫
X
∆α
µ ?∆β
ν gµν +
1
V
∫
X
Dαω
(1,1) ?Dβω
(1,1) +
α8
4V
∫
X
Tr (DαA ?DβA)
+
α8
2V
∫
X
?R(∆α,∆β) +
α8
2V
∫
X
?R(Dαω,Dβω) +O(α8 2) , (2.4.27)
where we defined a notation for the following contractions with the Riemann tensor
R(∆α,∆β) = R
ρµνσ ∆αµν ∆βρσ and R(Dαω,Dβω) = R
ρµνσDαωµν Dβωρσ . (2.4.28)
We can see that the exact and co-exact terms [εαµ]1 and [ξ
(1,2)
α ]1 derived in (2.4.22) and
(2.4.20) contribute in a way that is higher order in α8 . This is due to harmonic, exact and
co–exact forms being mutually orthogonal. The α8 -corrections to the harmonic forms [qαµ]1
and [hα]1 are also orthogonal to their respective zeroth order term. In fact, any contribution to
say [qαµ]1 that is proportional to [qαµ]0 can be interpreted as a mere change of basis and can
therefore be neglected. Furthermore, the terms involving the gauge field and the Riemann tensor
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are multiplied by a prefactor α8 . Therefore, the terms [ψ(0,2)α ]1 and [φα]1 do not contribute either
at this order.
All these observations mean that we can be more explicit on the moduli metric
gαβ =
1
V
∫
X
[qα
µ]0 ? [qβ
ν ]0 gµν +
1
V
∫
X
[hα]0 ? [hβ]0 +
α8
4V
∫
X
[
Tr (DαA ?DβA)
]
0
+
α8
2V
∫
X
[
? R(qα, qβ)
]
0
+
α8
2V
∫
X
[
? R(hα, hβ)
]
0
+O(α8 2) , (2.4.29)
We see that all the α8 -corrections come from the correction [g]1 to the background metric, which
corrects the operator ?. It would be interesting to see how this structure is affected by the next
order in α8 .

Chapter 3
Universal geometry of heterotic moduli
The mathematical goal of this chapter is to realise an embedding of the heterotic structures and
their parameter space M inside a single object, the universal geometry U. A way to represent
this is through a diagram
Het→ U →M , (3.0.1)
so that U is a ‘universal bundle’ whose fibers are heterotic structures. This means that over
each point y ∈ M of the base manifold there is a choice of SU(3) structure [X,ω,Ω] together
with a holomorphic stable G-vector bundle E → X with connection A coupled together via a
three-form H.
There is a clear reference in the nomenclature to the concepts of ‘universal families’ of de-
formations in algebraic geometry, see the book [10] and references therein for more details.
Forthermore a ‘universal bundle’ first appeared, to the best of our knowledge, in the work of
Milnor [12]. The same expression is also used by Atiyah and Singer in [13].
We will always work locally in the moduli space, meaning that we construct this geometry
only in the neighbourhood of a particular solution y0 ∈ M assuming that no singularities of
the heterotic structures arise. In doing so we assume that M can be equipped with a smooth
structure. While this may be far from obvious from a mathematical perspective – although
in [7] good progress is done towards proving this – we are driven by physical intuition coming
from supersmmetry. The moduli space M discussed here is in fact the scalar target manifold
of the four-dimensional N = 1 theory obtained after compactification, and it is expected [38]
that this is a Kähler manifold. The study of global properties of U would involve a treatment
of singularities and patching conditions that we postpone this for future investigation.
We would like to propose another presentation of (3.0.1). This is facilitated by introducing
in §3.1 a fibration
X → X→M , (3.0.2)
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and a Ehresmann connection on it, which is equivalent to a choice of almost product structure.
This allows an equivalent description in which we view the universal bundle U as a vector bundle
over X
U → X , (3.0.3)
with a structure group which, in a minimal setting, is identified with G = Str(E). Doing so will
lead to some interesting geometry, as we can think of X as a space in which heterotic structures
can be naturally extended. This is the subject of §3.2. The deformation theory of Het can be
consequently interpreted as differential geometry on U → X. Deformations will be described
through a differential operator, the Da that was already used in the previous chapter and that
here will be properly defined in terms of connections ca, Aa and Ba which can be naturally
introduced within U.
An emergent picture is that non-trivial deformations of the heterotic structures are in cor-
respondence with certain torsion classes or curvatures on U. For example, deformations of the
hermitian form ω are captured by certain components of dω, where d and ω are the extensions
of the de Rham operator and of the hermitian form. It is therefore a contribution to non-
Kählerity of X. We will tell precisely for each field what is the corresponding torsion/curvature
that describes its deformations.
We further observe that extending some of the equations, like F (0,2) = 0 or H − dcω = 0,
to the universal bundle U reproduces exactly the moduli equations in the holomorphic gauge
of §2.3.2. This leads us to conjecture that holomorphic gauge of supergravity is connected with
the existence of a holomorphic structure on U. We discuss this aspect in §3.3, starting from
the observation that small transformations of heterotic fields are realised by perturbing the
connections ca, Aa and Ba.
We will conclude with the connection Θ on the tangent bundle TX and its extension. This
is the subject of section §3.4. In heterotic supergravity there is a preferred choice for it which
is the Hull connection Θ(H) = Θ(LC) + 12 H and deformations δΘ ought to be expressed in terms
of the other fields. To zeroth order in α8 we calculate this dependence explicitely by means of
differential geometry on the extended tangent bundle TX. The resulting expressions are used to
determine the contribution of δΘ to the moduli metric (1.4.2).
3.1 The fibration X
In order to describe variation of a manifold X in a way that respects the diffeomorphism sym-
metry we need to consider a bundle whose structure group consists of these transformations. For
this reason we consider a fibration
X → X→M . (3.1.1)
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Because we only work locally in M , the manifold X is diffeomorphic to a product X×M and we
can use local real coordinates u = (y, x) so that for fixed y these describe a patch of the fibre Xy.
Later on we will equip X with a connection ca, which also defines an almost product structure,
and a Hermitian structure (J, ω). Once we do that, it will not be the case that X is a direct
product compatibly with these additional ingredients. This exactly incorporates the statement
that the deformation theory of X as a Hermitian manifold is non-trivial.
We will eventually introduce complex coordinates, and the following table summarises our
choice of complex indices
Coordinates Real indices Complex indices
Total space X u P,Q, ... pi, χ, ...
Base M y a, b, ... α, β, ...
Fibre X x m,n, ... µ, ν, ...
We will only take into account diffeomorphisms τ : X→ X that preserve the bundle structure.
In local coordinates these take the form
(ya, xm)→ (y˜a, x˜m) = (y˜a(y), x˜m(y, x)) . (3.1.2)
The structure group Str(X) is the subset of those that induce the identity map on the base
manifold. They only act on the x-coordinate
(ya, xm)→ (y˜a, x˜m)→ (ya, x˜m(y, x)) . (3.1.3)
Therefore Str(X) = Diff(X) as we wanted. We now proceed to defining a connection on X, which
we will do à la Ehresmann.
3.1.1 An almost product structure for X
The coordinates (ya, xm) provide us with a basis of local sections for the tangent space
TX = span{∂a, ∂m} . (3.1.4)
Unfortunately, this coordinate basis does not define an invariant splitting: under a diffeomorph-
ism (3.1.2) these vectors mix in a non-trivial way
(∂a, ∂m)→ (∂˜a, ∂˜m) =
(∂yb
∂y˜a
∂˜b +
∂xn
∂y˜a
∂m ,
∂xn
∂x˜m
∂n
)
. (3.1.5)
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Having an invariant decomposition of the tangent bundle TX ∼= HX ⊕ VX into a horizontal and
vertical subbundle is desirable for our purposes, as we would like to identify directions tangent
to M and X to compute derivatives and define tensors. This amounts to defining a connection
on our bundle and is a standard procedure that we simply apply to our construction. We suggest
the textbook [47] for more details about the theory of fibre bundles with connections.
The projection map X → M only provides us with one subbundle, which is canonically
identified with TX via the kernel of the pushforward map. We set this as the vertical subbundle
VX ∼= TX . (3.1.6)
As for its complement HX, there is no way to canonically identify it with TM and we are forced to
introduce additional structure to make a choice. Therefore, we define a linear projector operator
Π – therefore Π2 = Π – such that
Π : TX → TX such that imΠ = VX . (3.1.7)
This is referred to as an Ehresmann connection in the literature [48]. The most general expression
for Π is
Π = dxm ⊗ ∂m + cam dya ⊗ ∂m , (3.1.8)
for some quantities cam. The desired splitting is then given by
TX ∼= HX ⊕ VX = ker Π⊕ imΠ . (3.1.9)
The horizontal and vertical subbundles, together with their duals, have basis for local sections
HX = span
{
ea = ∂a − cam ∂m
}
, VX = span
{
em = ∂m
}
,
H∗X = span
{
ea = dya
}
, V ∗X = span
{
em = dxm + cam dya
}
.
(3.1.10)
We will refer to this as the ‘e-basis’ for the tangent and cotangent space of X. Under a diffeo-
morphism (3.1.2) the quantities cam transform as a connection
ca
m → c˜am = ∂y
b
∂y˜a
(
∂x˜m
∂xn
cb
n − ∂x˜
m
∂yb
)
. (3.1.11)
and with this rule it can be shown that the two subbundle are indeed invariant. In the e-basis
the Ehresmann connection Π takes the form Π = em ⊗ ∂m.
Using the projector Π we can define a related tensor L = 1 − 2 Π which satisfies L2 = 1. A
tensor L satisfying this property is known as an almost product structure. We refer the reader
to [49] for a comprehensive introduction. In the e-basis L is diagonal with eigenvalues +1 for the
horizontal subbundle and −1 for the vertical subbundle
L = dya ⊗ ea − em ⊗ ∂m . (3.1.12)
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There is a notion of integrability of an almost product structure that relates to Frobenius’s
theorem. The almost product structure L is integrable if the sections of its associated subbundles
are closed under Lie bracket.1 In our setting, this is certainly true for the vertical subbundle:
this is identified with TX and the vectors {∂m} commute so that for any two vertical vector fields
v = vm ∂m and w = wm ∂m their Lie bracket [v, w] is still a vertical vector field. So we need to
examine sections of the horizontal subbundle. Given two horizontal vector fields v] = v] a ea and
w] = w] a ea it is not hard to see that
[v], w]] ∈ HX if and only if Sabm = [ea, eb]m = 0 . (3.1.13)
where we defined a vector valued two-form Sab. Using the expression for ea in (3.1.10) this is
given in terms of ca as
Sab
m = −∂acbm + ∂bcam + can ∂ncbm − cbn ∂ncam = −eacbm + ebcam . (3.1.14)
We view Sab as the curvature of the connection ca. The almost product structure L is integrable
if and only if Sab = 0 or equivalently ca is flat.
Integrability of the endomorphism L can be phrased in terms of its Nijenhuis tensor NL.
Using L2 = 1 this is given by
NL =
1
2
[L,L]FN = LP (dL)P where LP = LQPduQ (3.1.15)
where [ , ]FN is the Frölicher-Nijenhuis bracket [47], which represents an extension of the Lie
bracket to the space vector-valued forms. The definition (3.1.15) of the Nijenhuis tensors might
differ from other definitions appearing in the literature by a choice of sign, which is completely
irrelevant here. A short computation shows that
NL = Sab
m dyab ⊗ ∂m . (3.1.16)
Hence, vanishing of the Nijenhuis tensor NL is equivalent to the vanishing of Sab and this is in turn
equivalent to the horizontal subbundle being integrable in the sense of (3.1.13). Geometrically,
it means that X is foliated with HX being the tangent bundle to codimension six leaves in X.
Frobenius’s theorem implies that given NL = 0 we can find a set of coordinates that trivialise
the product structure, that is in which ca = 0, and diffeomorphisms that preserve this are of
the form x˜ = x˜(x). In such a case, the fibration X is isomorphic to a product M ×X as a real
manifold.
We understand that the horizontal subbundle HX is our best notion of TM inside X. This
is a submanifold when L is integrable and Sab = 0. We anticipate that variations of heterotic
1Sometimes this is stated as the subbundle – or distribution – being involutive.
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structures with respect to a parameter ya are defined using the associated horizontal vector ea.
The Lie bracket [ea, eb] is then associated to commutators of second order deformations and the
vanishing of Sab is equivalent to demanding certain deformations of heterotic structures commute.
When we will add a metric g or a complex structure J we will see that they introduce new
ingredients to the game that represent obstructions to X being metrically or holomorphically a
product and implement the fact that (X, g, J) is varying non-trivially with parameters.
3.1.2 Tangibility of forms
Consider an k-form η on X. In a coordinate basis this is written
η =
1
k!
ηa1a2···ak dy
a1···ak +
1
(k − 1)! ηa1···ak−1m dy
a1···ak−1dxm + · · ·
· · ·+ 1
k!
ηm1···mk dx
m1···mk . (3.1.17)
This expression does not manifestly respect the symmetries of X, namely the diffeomorphisms
(3.1.2), meaning that the various terms in the sum mix with each other. Therefore, writing forms
as above is not convenient. Instead, we will always decompose forms in the e-basis
η =
1
k!
η]a1a2···ak dy
a1···ak +
1
(k − 1)! η
]
a1···ak−1m dy
a1···ak−1em + · · ·
· · ·+ 1
k!
η]m1···mk e
m1···nk . (3.1.18)
This is strongly reminiscent of the language of ‘relative forms’ which appears for example in
[50, 51].
When the choice of basis is not clear from the context we will denote components in the
e-basis by ]. Note that when all legs have fibre indices η]m1···mk = ηm1···mk . We also order forms
with all the dy’s written first.
We divide this decomposition into its corpus and animus: the corpus being the vertical
part ηm1···mk e
m1 · · · emk and the animus being the remainder, including the mixed dyaem terms.
When we extend heterotic structures, for example ω → ω, the components of the corpus are
always identified with the components of the original unextended tensor on the manifold X.
Since we will sometimes want to break up the forms according to their ranks as form on X and
M we will make reference to the tangibility of the parts. We define the tangibility of each term
in (3.1.18) as the pair [t, s] in which s denotes the number of corporal, or vertical, indices.
η =
∑
t+s=k
η[t,s] . (3.1.19)
Thus the corpus of η has tangibility [0, k] while the animus is the remainder, including the
mixed terms. The key virtue of this decomposition is that different tangibilities do not mix
3.1 The fibration X 51
under diffeomorphisms of X. We use square brackets to distinguish tangibility from holomorphic
type.
3.1.3 The exterior derivative
We now introduce a differential calculus on X that will eventually describe how heterotic struc-
tures vary over the moduli space. The techniques used in this section may remind the reader of
the ‘relative de Rham differentials’, with the operator Da being the horizontal lift. These are
discussed for example in [50, 51].
We start from the exterior derivative or de Rham operator
d : Ωk(X)→ Ωk+1(X) . (3.1.20)
When acting on the basis of forms {dya, em} this gives2
d(dya) = 0 , d(em) = −(∂ncam) dyaen − 1
2
Sab
m dyab . (3.1.21)
The second relation has tangibility [1, 1] and [2, 0], so when d acts on a [0, k] form η
dη = (dη)[0,k+1] + (dη)[1,k] + (dη)[2,k−1] , (3.1.22)
where the various terms are given by
(dη)[0,k+1] =
1
k!
(∂nηm1···mk) e
nm1···mk ,
(dη)[1,k] =
1
k!
(
ea(ηm1···mk)− (∂m1can) ηnm2···mk − · · ·
− (∂mkcan) ηm1···mk−1n
)
dyaem1···mk ,
(dη)[2,k−1] = − 1
2(k − 1)! Sab
n ηnm1···mk−1 dy
abem1···mk−1 ,
(3.1.23)
where in the second line a non-holonomic derivative ea(ηm1···mq) = (∂a− can∂n) ηm1···mq appears.
Observe how the de Rham operator d acts on a [t, s] form, with s ≥ 1, mapping it into three
different branches
Ω[t,s+1](X)
d : Ω[t,s](X) Ω[t+1,s](X)
Ω[t+2,s−1](X)
d
D
S
. (3.1.24)
2To be precise, the differentials dya, dxm should actually be written as dya, dxm. We will however abuse
notation by continuing to write dya,dxm.
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The presence of three possible branches is analogous to an almost complex structure in which
the exterior derivative of a holomorphic type (p, q) form has non-vanishing (p + 2, q − 1) and
(p− 1, q+ 2) projections which depend on the Nijenhuis tensor. Here integrability of the vertical
subbundle reduces the possible branches to three – we will never have a [t − 1, s + 2] branch –
and integrability of the horizontal subbundle Sab = 0 reduces it to two.
The first two branches define operators
d : Ω[t,s](X)→ Ω[t,s+1](X) ,
D : Ω[t,s](X)→ Ω[t+1,s](X) .
(3.1.25)
The definitions of those can be given by specifying their action on a zero-form f , a function, and
on the basis {dya, em} of one-forms3
d(f) = (∂mf) em , d(em) = 0 , d(dya) = 0 ,
D(f) = ea(f) dya , D(em) = −(∂ncam) dyaen , D(dya) = 0 .
(3.1.26)
It is straightforward to check that
d2 = 0 and {d, D} = 0 , (3.1.27)
and that the rules (3.1.26) are consistent with (3.1.23). The operator D acting on a corporal
form is also written as
Dη = dyaDaη with Daη = ea(η)− (dcam) ηm , (3.1.28)
where we have defined a shorthand for the second line of (3.1.23)
1
k!
(
ea(ηm1···mk)− (∂m1can) ηnm2···mk − · · ·
)
em1···mk = ea(η)− (dcam) ηm , (3.1.29)
in which we understand that ea(em) = 0 and
ηm =
1
(k − 1)! ηmn1...nk−1e
n1···nk−1 . (3.1.30)
The derivative Daη describes the variation of η with respect to the parameter ya. It is covariant
with respect to diffeomorphisms (3.1.2) thanks to the presence of the connection ca.
By applying the operator D twice we calculate the commutator of derivatives which, per-
haps not surprisingly, depends on the curvature Sab. We write the following expression for the
hermitian form ω but it is valid for any form
[Da,Db]ω = Sab
m(dω)m + d(Sabm ωm) . (3.1.31)
Hence, integrability of L is equivalent to D2 = 0 and to covariant derivatives Da and Db that
commute.
3We are redefining the operator d, so the differentials, hitherto denoted by dya, should now be written dya.
Since d now denotes the x-part of d, we have d(ya) = 0. We will however abuse notation by continuing to write
dya when we mean dya.
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3.1.4 Derivatives of tensors
We want to generalise the definition (3.1.28) that we gave for differential forms and extend the
covariant derivative Da to any corporal tensor
ξ = ξn1···ns
m1···mr en1 ⊗ · · · ⊗ ens ⊗ ∂m1⊗ · · · ⊗ ∂mr . (3.1.32)
We will use a slight modification of the Lie derivative Lea along a horizontal vector. As we did
for d, it is useful to start with the action of Lea on functions and on the e-basis
Leaf = ea(f) , Lea(∂m) = (∂mcan) ∂n , Lea(em) = −(∂ncam) en − Sabmdyb . (3.1.33)
When the horizontal subbundle is not integrable we see that a vertical form em acquires a
horizontal component under the action of the Lie derivative. This gives another definition of the
curvature Sab in terms of the Lie derivative of the vertical projector
LeaΠ = −Sabm dyb ⊗ ∂m . (3.1.34)
Because of this property, the Lie derivative Lea as it is does not serve our purposes: to describe
variations we do not want a derivative that turns corpus into animus. For this reason we introduce
L]a which is a refined version of this operator that preserves tangibility
L]af = ea(f) , L]a(∂m) = (∂mcan) ∂n , L]a(em) = −(∂ncam) en . (3.1.35)
The variation of a tensor ξ with respect to the parameter ya is then defined as
Daξ = L]aξ . (3.1.36)
In components this is
Daξn1···ns
m1···mr = ea(ξn1···ns
m1···mr) + (∂pcam1) ξn1···ns
pm2···mr + · · ·
· · ·+ (∂pcamr) ξn1···nsm1···mr−1p − (∂n1cap) ξpn2···nsm1···mr − · · ·
· · · − (∂nscap) ξn1···ns−1pm1···mr . (3.1.37)
When ξ is a differential form, this reduces to (3.1.28) and the two definitions coincide.
It is well known that L is not a directional derivative in general4 as Lfvw 6= f Lvw. We
do want Da to be a directional derivative though. What saves our definition is the projection
X → M , which means that horizontal vector fields can be pushed forward to M and in order
for this to be consistent their components must depend on the y-coordinate only: for every
horizontal vector v] = v]a(y) ea and
Dv]ξ = L]v]ξ = v]a L]aξ = v]aDaξ . (3.1.38)
The picture that emerges from this definition is that deformations of tensors are described in
universal geometry via geometric flows across M driven by horizontal vectors.
4A mathematician would probably say that L is not C∞(X,R)-linear.
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3.2 Extending the heterotic structures
We continue the program of constructing the universal bundle U for heterotic structures. We
start by introducing a metric tensor g and a complex structure J. Following Kodaira–Spencer we
require J be integrable and this introduces holomorphic coordinates on X and Dolbeault oper-
ators. We will describe how the structures J and L can interact even when they are individually
integrable. Subsequently, we will combine g and J into the hermitian form ω and calculate the
quantity dcω. Later on, we will extend the connection A and the three-form H. Finally, we will
have a closer look at the relation H = dcω and associated Bianchi identity. We will see that
these exactly reproduce the supergravity relations in holomorphic gauge. This will be explored
more in the next section.
3.2.1 The metric g
The first ingredient we add to X is a Riemannian metric. We need to do it in a way that
appropriately reflects the fact we are studying the moduli of heterotic structures. The vertical
fiber Xy needs to be equipped with the metric gmn(y, x) corresponding to the supergravity
solution at the point y ∈M . The moduli space M also has a metric g]ab(y), given in (1.4.2).
The most natural way to combine these is to require that the metric g makes the splitting
into vertical and horizontal subbundles orthogonal
HX ⊕ VX ∼= HX ⊥ VX . (3.2.1)
This amounts to the metric being block diagonal in the e-basis
g = gmn(y, x) em ⊗ en + g]ab(y) dya ⊗ dyb . (3.2.2)
The dependence of g on the product structure enters via the choice of em. In a coordinate basis
we have off–diagonal components
gma = gmn can . (3.2.3)
In an alternative approach that treats the metric as a more fundamental object, this relation
could be taken as the definition of the symbols ca. The resulting interpretation as to the role of
ca would be exactly the same.
How does the geometry of X know that the metric on X is varying non-trivially across
M? The fact that the components gmn depend explicitely on parameters does not have any
geometrical meaning per se, it could be due to a bad choice of coordinates. The answer lies in
some tensor that measures the variation of the metric in a coordinate-invariant way. For the
metric field, this tensor is the extrinsic curvature, denoted χamn. Understanding this requires
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that we extend the spin connection Θ→ Θ which we postpone until section 3.4. There, we will
show that if we take Θ to be the Levi-Civita connection
χ(LC)a m
n = Θ(LC)mna =
1
2
gnpDagpm , (3.2.4)
where Dagmn is exactly the covariant derivative of the metric defined using (3.1.37), that is
Dagmn = L]agmn = ea(gmn)− (∂mcap) gpn − (∂ncap) gmp . (3.2.5)
This means Dagmn is associated to a precise geometric object and has a concrete meaning.
3.2.2 The complex structure J
Supersymmetry of the effective four-dimensional theory obtained after compactification requires
that both X and M are Kähler manifolds [38]. In particular, both are complex and therefore
even-dimensional. While we will see that X being Kähler is way too strong, we will require that X
is also a complex manifold, just as Kodaira–Spencer did in [11]. Denoting the complex structures
of X and M by J(y, x) and J ](y), we combine them into an almost complex structure J for X
in a manner analogous to the construction of the metric
J = J ]ba(y) dyb ⊗ ea + Jnm(y, x) en ⊗ ∂m . (3.2.6)
This is tantamount to demanding that J and L commute as endomorphisms. It is immediate
that J2 = −1, without further conditions on the connection cam.
Because J and L commute as matrices, they can be diagonalised simultaneously, inducing a
further split of the tangent bundle
TX ∼= H(1,0)X ⊕H(0,1)X ⊕ V (1,0)X ⊕ V (0,1)X . (3.2.7)
This is realised using local sections constructed through holomorphic projectors P = 12i(J+ i)
and P ] = 12i(J
] + i) respectively associated to J and J ]
H
(1,0)
X = span
{
P ]a = P
]
a
b eb
}
, V
(1,0)
X = span
{
Pm = Pm
n ∂n
}
, (3.2.8)
together with the conjugates antiholomorphic vectors Q]b, Qn. The condition that X is a complex
manifold is that holomorphic vectors are closed under the Lie bracket and this is captured by
NJ = 0. This can be decomposed into tangibilities and gives four conditions
NJ = 0 , [P
]
a, Pm]
nQn = 0 , [P
]
a, P
]
b ]
mQm , N
]
J]
= 0 . (3.2.9)
These include the vanishing of the individual Nijenhuis tensors for J and J ] as well as some
‘cross-terms’ which are constraints on the product structure. There are no other conditions, like
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[Pm, Pn]
aQ]a for example, because they already vanish due to the vertical vectors being closed
under Lie bracket. The philosophy here is very close to that in the book [52], in which a similar
set of equations is derived when discussing symplectic fibrations.
We certainly require that J and J ] are integrable. This means that we are free to take
coordinates {yα, xµ} which trivialise the components of the projectors. In these coordinates, the
local sections in (3.2.8) take the form
H
(1,0)
X = span
{
eα = ∂α − cαµ ∂µ − cαµ ∂µ
}
, V
(1,0)
X = span
{
∂µ
}
. (3.2.10)
We included a term cαµ because nothing prevents us from doing it at this point. The first
cross–term in (3.2.9) gives
[eα, ∂µ]
ν = ∂µcα
ν = 0 . (3.2.11)
Despite the appearance, this is a tensor equation due to our choice of holomorphic coordinates
for the individual complex structures J, J ]. It requires that cαµ is an anti–holomorphic vector
on X or, by complex conjugation, that cαµ is a holomorphic vector. The manifold X that we
are considering has
H0
∂
(X,T (1,0)X ) = 0 , (3.2.12)
so that (3.2.11) forces us to take cαν = 0. It is pleasing that with this condition one has
span{∂α, ∂µ} = span{eα, ∂µ} , (3.2.13)
so that the coordinates {yα, xµ} are not only holomorphic with respect to J and J ] individually,
but also with respect to J.
The second cross term in (3.2.9) is a condition on the curvature
[eα, eβ]
µ = Sαβ
µ = 0 . (3.2.14)
Using the expression of Sαβ in terms of cα given in (3.1.14) we can check that this is automatically
implemented when cαµ = 0, so there are no further constraints on the product structure.
We are now in the position to compute the covariant derivative of the holomorphic projector P
as defined by (3.1.37). This is crucial if we want to describe variations of the complex structure
within X. The projector P is a vector valued one-form and the expression for its covariant
derivative is
DaPn
m = ea(Pn
m) + (∂pca
m)Pn
p − (∂ncap)Ppm . (3.2.15)
In general this receives contributions both from the fact that the components Pnm can depend
on parameters and from the derivative of the connection ca. There are two limiting cases though
in which this expression simplifies.
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Suppose the product structure is integrable and NL = 0. Then we can find a set of adapted
coordinates in which ca = 0 and DaP reduces to a partial derivative
DaPn
m = ∂aPn
m when ca = 0 . (3.2.16)
Provided ∂aPmn 6= 0, the complex structure depends on parameters.
On the other hand we take NJ = 0, so we can find a set of holomorphic coordinates in which
J is constant and diagonal. In this case (3.2.15) becomes
DαPν
µ = −∂ν cαµ when J is constant (3.2.17)
while the other components vanish. Although the symbols cαµ transform in the manner of a
connection, the quantity ∂νcαµ is covariant under biholomorphisms and so is well-defined as a
form.
A key point is that even if we require NL = NJ = 0, we generally cannot find a set of
holomorphic coordinates for X in which ca vanishes. This would require that the two structures
are simultaneously integrable, which means they also commute as differential structures
[L,J]FN = LP (dJ)P − J(dL)P − d(LP JP − JP LP ) = 0 . (3.2.18)
Here we encounter the Frölicher–Nijenhuis bracket once more. We again refer to [47] for more
details. When the two endomorphisms commute algebraically, which is the case for us, the last
term in (3.2.18) vanishes. This is not enough to say that [L,J]FN = 0 though, because of the
first term. It is not too hard to check that the additional requirement is in fact L]aP = 0, so
that the covariant derivative we defined captures the appropriate obstruction. We will always
assume [J,L]FN 6= 0 so that in holomorphic coordinates we cannot discard cα. On the contrary,
equation (3.2.17) means that the dependence of the complex structure J on parameters can be
entirely encoded inside the product structure.
Recall that in Kodaira–Spencer theory [11] a holomorphic deformation of the complex struc-
ture subject to the integrability condition NJ = 0 corresponds, to first order, to elements in the
cohomology
H
(0,1)
∂
(X,T (1,0)X ) . (3.2.19)
Because cαµ transforms like a connection, it can describe a non-exact term in (3.2.17) and the
identification seems consistent. As done in §2.3, we adopt the symbol ∆α to denote variations
of holomorphic projector
DαP
µ = ∆α
µ = −∂cαµ . (3.2.20)
We should mention that this relation is not entirely new. In [2, 53] it is observed that a quantity
remarkably similar to cαµ is related to the extrinsic curvature, which describes the curvature of
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fibres as embedded within a fibration that closely reminds of our X. There, it was also shown
that deformations of complex structure satisfy exactly the relation (3.2.20). We will review the
extrinsic curvature in section 3.4 when discussing the spin connection Θ.
With the help of a complex structure J on X, we can decompose the differential operators,
starting with the de Rham operator
d = ∂ + ∂¯ such that ∂¯(η(p,q)) = (dη)(p,q+1) , (3.2.21)
where ∂, ∂¯ are the J–Dolbeault operators. They anticommute and square to zero.
Analogous decompositions hold for d and D. We write
d = ∂ + ∂ , dyaDa = dyαDα + dyβ Dβ . (3.2.22)
The operators ∂, ∂ both square to zero and anticommute. Their relatives Dα,Dβ need a more
careful treatment. They commute with each other when Sαβ = 0 and with themselves when
Sαβ = Sαβ = 0. Though their most peculiar aspect is that they do not preserve J-type.
5 This is
in fact sensible as Dα ought to compute holomorphic variations and changing of type is expected
if we want the complex structure to vary. Let us see how this works on a one-form, from that we
will be able to generalise. Given a corporal one-form η = ηm em we take a holomorphic variation
and then project into types, as follows
(Dαη)
(1,0) = (Dαη)m P
m = Dα(ηmP
m)−∆αm ηm ,
(Dαη)
(0,1) = (Dαη)mQ
m = Dα(ηmQ
m) + ∆α
m ηm ,
(3.2.23)
where we used the Leibniz rule and DαP = ∆α so that DαQ = −∆α. Now consider a form such
that ηµ = 0 so that it starts being of type (1, 0). A holomorphic variation of this gives
(Dαη)
(0,1) = ∆α
µ ηµ , (3.2.24)
so that type is not preserved by Dα as anticipated. The responsible for this phenomenon is
exactly the tensor ∆α defined in equation (3.2.20), which captures the variation of the complex
structure. We will always project into type after the derivative is taken, so that for us
Dαξ
(p,q) = (Dαξ)
(p,q) . (3.2.25)
In [8] the authors refer to such property of Da as a holotypical derivative.
5This means that dyβ Dβ is not simply one branch of ∂¯, but involves ∂ too.
3.2 Extending the heterotic structures 59
3.2.3 The hermitian form ω
We combine the metric g and the complex structure J to define the hermitian form
ω = ω]
αβ
dyαβ + ωµν eµν , with ω
]
αβ
= ig]
αβ
, ωµν = igµν . (3.2.26)
This is also block-diagonal in the e-basis. The covariant derivative acts on ω treating it as a
neutral form, so we use (3.1.3)
Daω = ea(ω)− dcam ωm . (3.2.27)
Decomposing this into types with the rule (3.2.25), using also cαµ = 0, we have
Dαω
(2,0) = 0 , Dαω
(1,1) = eα(ω)− ∂cαµ ωµ , Dαω(0,2) = ∆αµ ωµ . (3.2.28)
It is perhaps useful to have explicit components expressions of these
Dαωµν = 0 , Dαωµν = eα(ωµν)− (∂µcαρ)ωρν , Dαωµν = 2i∆α[µν] . (3.2.29)
Having an hermitian form on X it is natural to ask what are the obstructions to X being
Kähler, so we consider the three-form dω. Using the definition of the de Rham operator given
in section 3.1.3 this is given by
dω = dω + dyaDaω − 1
2
dyab Sabm ωm + Dω] . (3.2.30)
The obstructions fall into four classes according to tangibility. The first is the corpus dω, which
tells whether or not the fibres Xy are Kähler, and is nonzero for heterotic compactifications with
H 6= 0. The second is the covariant derivative (3.2.27), which we certainly do not assume to
vanish. The third is the tensor Sab, which we understand as the Nijenhuis tensor of an almost
product structure on X, see section 3.1.1. Finally, we have Dω]. Supersymmetry requires that
the base metric g]ab is Kähler, so that this last torsion class vanishes for us.
There is also a Lee-form associated to dω, defined as its non-primitive part6
W(ω) = ω y dω . (3.2.31)
The corpus of this equation gives
W(ω)[0,1] = W (ω)− 1
2
ω] ab Sab
m ωm , W (ω) = ω y dω , (3.2.32)
where W (ω) is the Lee form of ω. The dilatino KS equation relates this quantity to the dilaton
ϕ of the heterotic theory and to the norm of the holomorphic form
W (ω) = 2 dϕ = −1
2
d log |Ω|2 . (3.2.33)
6A form η is primitive with respect to ω if the contraction ω y η vanishes. Every form η can be decomposed
into its primitive and non-primitive part.
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In this thesis we only consider solutions with constant dilaton so W (ω) = 0 and X is a balanced
manifold. If in addition one imposes that the product structure is integrable Sab = 0, then
(3.2.32) vanishes. The animus of W is also very interesting
W(ω)[1,0] = dya(ω yDaω) where ω yDaω = ωµν Daωµν , (3.2.34)
as this contraction is affected by the residual gauge freedom of §2.3.3. We used this to set
(DαΩ)
(3,0) = kα Ω and this amounts to ω yDαω = ∂a log V so that in particular it does not
depend on the x-coordinate. Therefore, with constant dilaton and Sab = 0 the residual gauge
freedom amounts to the extended Lee form being closed dW = 0. More on the relation between
universal geometry and gauge-fixing will be said in the next section.
We will shortly need the quantity dcω in order to extend the relation H = dcω. This is
defined as
dcω = i (dω)(2,1) − i (dω)(1,2) , (3.2.35)
where we used that ω is of type (1, 1) and J is integrable, so that there are no (3, 0) terms.
Using our previous calculation (3.2.30) and going to a holomorphic frame(
dcω
)
α
= iDαω(1,1) − iDαω(0,2) ,
(dcω)αβ = −iSαβµ ωµ , (dcω)αβ = −iSαβµ ωµ + iSαβµ ωµ .
(3.2.36)
The corpus is given by dcω = dcω while the tangibility dω[3,0] vanishes due to g]ab being Kähler.
3.2.4 The gauge field A
We now extend the connection A for the holomorphic stable G-vector bundle E → X. To do so
we introduce the universal bundle U → X which, in this presentation, is a vector bundle. We
equip U with a connection
A = Am em +A]a dy
a = Am dxm + Λa dya , A]a = Λa − camAm . (3.2.37)
The components Am are identified with the connection alongX. The remaining components have
been denoted A]a in the e-basis – these are the animus of A – and Λa in coordinate basis. This
was done to highlight how the animus A]a receives contribution from two connections: the con-
nection ca takes care of diffeomorphisms while Λa implements covariance under G-valued gauge
transformations. In the language of U → X these transformations depend on both coordinates
Φ = Φ(y, x) and the extended connection transforms as
ΦA = Φ (A− Y) Φ−1 , Y = Φ−1(dΦ) , (3.2.38)
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which amounts to the following transformation law for Λa
ΦΛa = Φ (Λa − Ya) Φ−1 , Ya = Φ−1(∂aΦ) , (3.2.39)
so that, indeed, this is a connection for gauge transformations.
On general grounds, we cannot exclude that the structure group of U is a group G in which
G is embedded. Despite that, one should be able to identify the physical sector which transforms
under G by some appropriate restriction. This could be facilitated by introducing an almost
product structure on G which would mimic what L does for X, though in this thesis we do
not explore this particular aspect. We will simply assume as a working hypothesis that this
restriction to G is somehow possible.7
The field strength of A is defined as usual
F = dA + A2 , (3.2.40)
and can be decomposed according to tangibility as follows
F =
1
2
Fmn e
mn + dya F]am e
m +
1
2
dyab F]ab . (3.2.41)
Let us unpackage these components. The corpus is identified with the field strength of A
Fmn = ∂mAn − ∂nAm + [Am, An] . (3.2.42)
The second term, with tangibility [1, 1], is given by
F]a = ea(A)− (dcam)Am − dAA]a where dAA]a = dA]a + [A,A]a] . (3.2.43)
This describes a variation of A that transforms homogeneously under gauge transformations and
diffeomorphisms. This is due to the simultaneous presence of Λa and ca, as anticipated above.
We identify this curvature with the covariant derivative of the gauge field
F]a = DaA . (3.2.44)
Here we slightly abuse notation by denoting the covariantisation of the derivative by the same
letter Da. Finally, the third term of (3.2.41) with tangibility [2, 0] is
F]ab = ea(A
]
b)− eb(A]a) + [A]a, A]b]− SabmAm . (3.2.45)
This has to be seen as the curvature tensor of the connection A]a.
7The phenomenon in which the structure group is extended certainly happens for the tangent bundle TX as
we will see in §3.4. The tangent bundle TX has in fact structure group U(dimC X) and the restriction to SU(3) is
done via L.
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Consider the Bianchi identity for F
dAF = 0 , (3.2.46)
which we can also decompose into tangibilities. The corpus gives the Bianchi identity dAF = 0
on X. The animus gives two further identities
dADaA = DaF , [Da,Db]A = −dA F]ab + Sabm Fm , (3.2.47)
where
dA(DaA) = d(DaA) + [A,DaA] ,
DaF = ea(F )− (dcam)Fm + [A]a, F ] ,
Da(DbA) = ea(DbA)− (dcam)DaAm + [A]a,DbA] ,
dAF
]
ab = dF
]
ab + [A,F
]
ab] .
(3.2.48)
The relations (3.2.47) can be derived directly from the definition of the covariant derivative
with some labour. What we see here is an alternative derivation through the Bianchi identity.
This also has the feature of unifying multiple identities inside a single tensor relation. The first
equation incorporates a constraint that we already met in (2.2.23), as it can be seen by taking
a = α in the first projecting to (0, 2) type
∂A(DαA) = ∆αµ Fµ . (3.2.49)
The second equation in (3.2.47) says that non–commutativity of deformations is measured by
both curvature tensors F]ab and Sab.
It seems natural to extend F (0,2) = 0 and declare that U is also holomorphic
F(0,2) = 0 . (3.2.50)
The corpus automatically satisfies this requirement in virtue of F (0,2) = 0. The tangibility [1, 1]
is the condition that A depend holomorphically on parameters
DβA = 0 . (3.2.51)
From §2.3.2 we know this is a gauge-fixing condition. The tangibility [2, 0] implies F]
αβ
= 0,
which means due to (3.2.47) that antiholomorphic derivatives commute. It can be shown that
this condition too can be interpreted as a gauge-fixing for second order deformations.
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3.2.5 The three-form H
We define the extension of the three-form H in a natural way
H = dB− α
8
4
(
CS[A]− CS[Θ]
)
where CS[A] = Tr
(
AdA +
2
3
A3
)
, (3.2.52)
where B extends of the Kalb–Ramond two-form field
B =
1
2
Bmn e
mn + dya B]am e
m +
1
2
dyab B]ab , (3.2.53)
and transforms under gauge transformations as
ΦB = B− α
8
4
(
Tr
(
AY
)−U) with Y = Φ−1 dΦ , dU = 1
3
TrY3 . (3.2.54)
which is the natural extension of the law for B. With this rule H is gauge-invariant. Note that
the animus of B transforms inhomogeneously, so it is inconsistent to set it to zero. In (3.2.52)
we included the connection Θ as well, although this will be properly defined in §3.4.
The existence of a gerbe structure on X and the extension of the Green–Schwarz anomaly
cancellation condition which we implicitly postulate with (3.2.52) are rather interesting proper-
ties. It would be interesting to connect these with the concept of a string-structure described for
example in [4] and references therein, although we leave it for future work.
Decomposing (3.2.52) into tangibilities
H =
1
3!
dyabcH]abc +
1
2
dyabH]abm e
m +
1
2
dyaH]amn e
mn +
1
3!
Hmnr e
mnr . (3.2.55)
The lesson from previous subsections was that the term with one horizontal leg of a field strength
associates with a covariant derivative. With this spirit we look at tangibility [1, 2] and find
H]a = DaB +
α8
4
(
Tr (ADaA)− Tr (ΘDaΘ)
)
− dB]a , (3.2.56)
where the covariant derivative DaB is given by
DaB = ea(B)− (dcam)Bm − α
8
4
(
Tr (A]a dA)− Tr (Θ]a dΘ)
)
, (3.2.57)
and transforms in a manner parallel to the B-field itself
ΦDaB = DaB +
α8
4
(
Tr (Y DaA) + Ua
)
. (3.2.58)
Here the two-form Ua is given by
Ua = ea(U)− (dcam)Um − Tr (Y ]aY 2) + d
(
Tr (Y ]aA− Y A]a)
)
, (3.2.59)
and satisfies dUa = 0 as a consequence of dY + Y2 = 0.
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Perhaps not surprisingly, we find that H]a captures the quantity Ba derived in (2.1.12)
H]a = Ba , (3.2.60)
with the field B]a accounting for the fact that it was defined modulo d–exact terms.
In addition to gauge transformations, the field strength H is invariant under an additional
symmetry, in which B shifts by a d-exact amount
B→ B + dβ , β = βm em + β]a dya , (3.2.61)
with β is a gauge-invariant one-form. Decomposing into tangibilities
B → B + dβ , B]a → B]a + Daβ − dβ]a , B]ab → B]ab + Daβ]b −Dbβ]a − Sabm βm . (3.2.62)
The first line corresponds to shifting B by a d-exact term, which we call a background gerbe
transformation. One way to interpret the second line is that B]a is a connection for gerbe trans-
formations: its role is to make sure Ba is invariant under B → B+dβ. There is then an ambiguity
in that B]a defines the physical variation Ba modulo a term dβ]a. This is in turn accounted for by
B]ab , which seems to play the role of a connection for gauge-for-gauge transformations. A deeper
understanding of B]ab would require a study of second and higher order deformations which is
still lacking at the moment.
3.2.6 The supersymmetry relation H = dcω
We combine the results of §3.2.3 and §3.2.5 to study the relation
H = dcω , (3.2.63)
which is the natural extension of the relation coming from gravitino KS equation. Consider the
tangibility [1, 2] first, this amounts to
B(2,0)α = 0 , B(1,1)α − iDαω(1,1) = 0 , B(0,2)α + iDαω(0,2) = 0 . (3.2.64)
As done in Chapter §2, define the complex combination
Za = Ba + iDaω , (3.2.65)
and in terms of this quantity, the relations (3.2.64) can be rewritten as
Z(2,0)α = Z(2,0)α = 0 , Z(1,1)α = 0 , Z(0,2)α = 0 . (3.2.66)
Remarkably, these exactly reproduce the holomorphic gauge relations of §2.3.2.
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Let us also briefly sketch higher tangibilities
Hαβ = −iSαβµ ωµ , Hαβ = −iSαβµ ωµ + iSαβµ ωµ and Habc = 0 . (3.2.67)
The quantityHab – for simplicity we do not give the precise expression for this – can be interpreted
as a curvature for B]a, in a way analogous to Sab and F
]
ab. A full understanding of this relation
would require a thourough study of second order deformations.
The relation (3.2.63) comes with a Bianchi identity
dH = −α
8
4
(
TrF2 − TrR2
)
= d(dcω) . (3.2.68)
We assume that J is integrable, so ddc = 2i ∂¯∂, and that F and R are of type (1, 1). This means
that only the (2, 2) type of this relation is non-vanishing. Focusing on the second equality in
(3.2.63) and using (3.2.66), tangibility [1, 3] tells that
∂Z(1,1)α = 2i∆αµ (∂ω)µ +
α8
2
(
Tr (DαAF )− Tr (DαϑR)
)
. (3.2.69)
where we used
(ddcω)α = Dα(dcω)−d(dcω)α = dc(Dαω) + [Dα, dc]ω+d
(
iDαω(1,1)− iDαω(0,2)
)
, (3.2.70)
and the commutator
[Dα, dc]ω = 2i∆αµ (∂ω)µ − 2i ∂(∆αµ ωµ) . (3.2.71)
We see how (3.2.69) exactly describes the result obtained by varying the equation H = dcω in
a standard approach. The beauty of this formalism is that this is reproduced by the natural
extension of the equation itself.
Consider now tangibility [2, 2]. This consists of two relations
Dα(dcω)β −Dβ(dcω)α + d(dcω)αβ = α
8
2
(
Tr (DαADβA)− Tr (DαϑDβϑ)
)
,
Dα(dcω)β −Dβ(dcω)α + d(dcω)αβ = −
α8
2
(
Tr (DαADβA†)− Tr (DαϑDβϑ†)
+ Tr (F]
αβ
F )− Tr (R]
αβ
R)
)
.
(3.2.72)
The second relation forms part of an algebraic relation needed to derive the moduli space metric
in [8] and so we focus on this one. After working the left hand side, we obtain
1
2
({Dα,Dβ}ω)(1,1) = − iα84 (Tr (DαADβA†)− Tr (DαϑDβϑ†))
+ ∆α
µ (Dβω
(2,0))µ + ∆β
ν (Dαω
(0,2))ν
− iα
8
4
(
Tr (F]
αβ
F )− Tr (R]
αβ
R)
)
+
1
2
(
∂(Sαβ
µ ωµ)− ∂(Sαβµ ωµ)
)
. (3.2.73)
66 3.3 Universal geometry and gauge transformations
For sake of generality we worked with Sab across this section. However, in [8, 40] it was assumed
that Sab = 0 and deformations commute [Dα,Dβ]ω = 0. If we do so (3.2.73) simplifies to
(
DαDβω
)(1,1)
= − iα
8
4
(
Tr (DαADβA†)− Tr (DαθDβθ†)
)
+ ∆α
µ (Dβω
(2,0))µ + ∆β
ν (Dαω
(0,2))ν − iα
8
4
(
Tr (F]
αβ
F )− Tr (R]
αβ
R)
)
,
(3.2.74)
which is the relation found in [8] from which the α8 -corrected moduli metric is derived. Whether
Sab vanishes or not in the α8 -corrected heterotic setting is not entirely clear at the moment
of writing. Only a careful analysis of the second order theory – including the study of small
transformations and a gauge-fixing – can fully answer this question.
3.3 Universal geometry and gauge transformations
In Chapter §2 we gauge-fixed the symmetries of the heterotic moduli and used the equations
of motion to isolate the physical degrees of freedom. On the other hand, we just saw in the
previous section how the universal bundle U reproduces some of the moduli equations directly
in holomorphic gauge. It is then natural to investigate how the small transformations described
in §2.2 are realised in universal geometry. The answer lies in deforming the connections on the
moduli space.
3.3.1 Small gauge transformations, fixed manifold X
We abandon for a moment the heterotic structures and consider the moduli space of holomorphic
stable bundles on a fixed manifold X, with the action of gauge transformations. By Donaldson–
Uhlenbeck–Yau theorem [28, 29] also known as the Hitchin–Kobayashi correspondence [30, 31],
this is the same as the moduli space of HYM connections. This simpler setting does not capture
entirely the complexity carried by the heterotic structures but it is more instructive for the
purposes of this section. We will still use M to denote this for simplicity. A discussion similar
to the one presented here appears in [54].
Because the manifold is fixed in this example, we do not need all the machinery introduced to
describe heterotic structures. In particular, we do not need to introduce a Ehresmann connection
ca and we can treat the fibration X just as a direct product M × X. This means we can also
avoid writing the symbol ] to denote the components of tensors.
The universal bundle associated to this setting is a vector bundle U →M ×X that we equip
with connection
A = Am dxm + Λa dya , (3.3.1)
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whose curvature F has mixed legs describing the covariant parameter derivative of A as
Fa = DaA = ∂aA− dAΛa , (3.3.2)
and has components of type [2, 0] which reduce to
Fab = ∂aΛb − ∂bΛa + [Λa,Λb] . (3.3.3)
For the moment we consider real coordinates and forms, holomorphy will follow shortly. The
derivative (3.3.2) transforms homogeneously under background gauge transformations but, as
discussed in §2.2, there is an action of small gauge transformations
DaA→ DaA+ dAφa , (3.3.4)
for some EndE -valued φa. How is this implemented in the universal bundle? The key obser-
vation is that by comparing (3.3.2)-(3.3.4) we see that a small gauge transformation precisely
corresponds to a deformation of the connection
Λa → Λa − φa . (3.3.5)
This deformation, in general, modifies the field strength Fab as follows
Fab → Fab −Daφb + Dbφa , Daφb = ∂aφb + [Λa, φb] . (3.3.6)
At this point the reader might observe that (3.3.5) could be used to set Λa = 0. Unfortunately,
this is more subtle than it appears on a first sight. The observation that (3.3.5) amounts to a
small gauge transformation means that Λa is defined by a choice of gauge-fixing. This, in turn,
is dictated by supersymmetry as we saw in §2.3.2 when we defined holomorphic gauge for the
full heterotic setting. Notice that once we fix a gauge, we do not have the freedom to use φa
anymore. Hence, the question to ask is whether Λa = 0 is compatible with supersymmetry,
which might not be the case.
In our second paper [41] we show that in the simpler setting considered in this section the
equations of motion F (0,2) = Fω2 = 0 together with holomorphic gauge determine the (1, 1)
type of the curvature tensor
Fαβ = 2
−1
∂A
(
− iωµν {DαA,DβA†}µν
)
, (3.3.7)
where here A = A(0,1). Here we see that the contraction of ω – which here is taken to be a
Kähler form – and the bracket {DaA,DβA†} is an obstruction to flatness of Λa.
It is also useful to think about this in geometric terms. To do so, consider the space A of
all HYM connections and pick a point A. This space A can be thought of as a fibration over M
whose fibres are the gauge orbits generated by the action of background gauge transformations
ΦA = Φ (A− Y ) Φ−1 , Y = Φ−1(dΦ) . (3.3.8)
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Deformations of the basepoint A that are tangential to the gauge orbit are regarded as trivial,
so that there is an identification δA ∼ δA + dAφ. Non-trivial deformations are defined by
a complementary subspace to the trivial deformations, namely a choice of horizontal subspace
inside TAA – this denotes the tangent space to A at the point A. This is achieved by introducing
a connection one-form, the object Λa in our notation.
There is a map that identifies inequivalent deformations of the connection with the tangent
space TAM , we discussed this more in §2.3 where we called it the Kodaira–Spencer map.8 The
covariant derivative DaA in (3.3.2) can be seen is an explicit realisation of the Kodaira–Spencer
map
KS : TM → Ω1(X,EndE) so that KS(∂a)→ DaA . (3.3.9)
The ambiguity in the choice of deformation δA is resolved by defining a connection Λa and it is
not surprising that small gauge transformations correspond to deformations of this connection.
We hope that Figure 3.3.1 is a helpful representation of this.
In §3.2.4 we thought it would be natural to assume that U is itself a holomorphic bundle
and F(0,2) = 0. The mixed component of this equation is DαA = 0, and given the analysis of
§2.2 we now know this is actually part of holomorphic gauge. This is not surprising: asserting
U is a holomorphic bundle involves a choice of connection Λα and this in turn relates to a gauge
fixing. Indeed, if we deform Λα → Λα − φα holomorphy is preserved if
∂Aφα = 0 , Dαφβ −Dβφα = 0 . (3.3.10)
The first equation was discussed in the second paragraph of (2.3.3) and for stable bundles there
are no non-trivial solutions, so that holomorphic gauge completely fixes the connection Λα on
the moduli space.9
8In the reference [54] this is called the Kuranishi map. We prefer not to use this nomenclature as for many
other authors the Kuranishi map is a map from the space of deformations – often a first cohomology H1 – to that
of obstructions – a second cohomology H2.
9If the structure group of U is a group G ⊃ G the connection Λa takes value in the Lie algebra of G, so that
one could study holomorphy of U as a G-bundle.
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A
M
A
ΦA
dAφ
δA = δyaDaA
φδA = δya (DaA+ dAφa)
ΦδA = Φ δAΦ−1
Λ = dya Λa
φΛ = dya (Λa − φa)
Figure 3.1: The space A of all HYM connections as a fibration over its related moduli space M .
The change of base point A→ ΦA is a background gauge transformation; the change in deformation
δA → φδA is a small gauge transformation. The choice of connection on M is associated with a
choice of deformation δA. The small gauge transformation is realised by deforming Λ → φΛ. The
vertical G-orbits are generated by dAφa.
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3.3.2 Small gerbes
Just as small gauge transformations are implemented by deforming the connection Λa, we can
implement small gerbe trasformations by modifying the associated connection Ba. We will keep
working with ca = 0 as in the previous subsection here as it simplifies the analysis without
affecting its validity, stressing again that in discussing the universal bundle of heterotic structures
in full terms this is not guaranteed and would need to be proved.
Let us recall the definition
Ba = DaB +
α8
4
Tr (ADaA)− dBa , DaB = ∂aB − α
8
4
Tr (Λa dA) . (3.3.11)
as given in §3.2.5. In that section, we ended by interpreting the mixed component Ba as a
connection one-form for background gerbe transformations B → B + dβ. It is immediate to see
that small gerbe transformations are realised by deforming this object
Ba → Ba + dba when Ba → Ba − ba . (3.3.12)
In turn, this can be shown to affect the tangibility [2, 1] of H as follows
Hab → Hab −Dabb + Dbba . (3.3.13)
If we compare this with the gauge transformation law for the field strength Fab in (3.3.6), we
see that Hab can be naturally viewed as the field strength of the connection Ba. Just as we did
for the gauge field at the end of §3.3.1, we comment that whether Hab can be set to zero or not
depends on the choice of gauge-fixing combined with the equations of motion to second order in
deformation theory.
We also check that shifting the connection Λa → φa results in the transformation law for Ba
deduced in (2.2.29), that we repeat here for convenience
Ba ∼ Ba + α
8
2
Tr (φa F ) . (3.3.14)
We find that the realisation of this in universal geometry is somewhat subtle. In fact in order to
get this transformation law we need that Ba is simultaneously deformed. This is not a surprise
though: it is a manifestation of the fact the B–field is charged under the gauge symmetry. The
correct deformation turns out to be
Ba → Ba − α
8
4
Tr (φaA) . (3.3.15)
Higher tangibilities of the three-form H also transform under φa. For example,
Hab → Hab + α
8
2
Tr (φaDbA− φbDaA) , (3.3.16)
where in analogy with (3.3.15) we defined the rule
Bab → Bab − α
8
4
Tr (φa Λb − φb Λa) . (3.3.17)
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3.3.3 Small diffeomorphisms
We now suppose that X is not fixed, and X is treated as a fibration so that diffeomorphisms
depend on parameters. This necessitates reintroducing the quantity ca defined in §3.1.1, which
is interpreted as a connection for the diffeomorphism group.
A result of §3.1.4 is that the appropriate covariant derivative for neutral tensors such as the
hermitan form ω is a close relative of the Lie derivative
Daω = L]aω , (3.3.18)
and that, due to the fibration structure of X, this acts as a directional derivative.
A small diffeomorphism is then realised, in complete analogy with the other symmetries, by
deforming the associated connection
Daω → Daω + Lεaω when ca → ca − εa , (3.3.19)
where the deformation εa = εam ∂m is a vertical vector. This is indeed the transformation law
that has been used in the supergravity analysis.
The connection ca has a curvature tensor Sabm defined in (3.1.13), which is deformed also
Sab
m → Sabm + Daεbm −Dbεam . (3.3.20)
The derivative Dbεa defines small diffeomorphism on second order deformations of fields. There-
fore, whether the curvature Sab vanishes or not it depends on a choice of gauge for the second
order deformations and on the equations of motion in such gauge. In particular, for heterotic
structures once should check that setting Sab = 0 is compatible with the second order version of
holomorphic gauge and the second order equations of motions for deformations. This is far from
obvious at the current stage.
The quantity ca determines tangibility, which is then also modified under small diffeomorph-
isms. This can be seen as the basis of one-forms deforming as
em → e˜m = em − dya εam , (3.3.21)
a rule that is incredibly useful to infer the transformation law of heterotic fields with additional
symmetries. For example take the field strength
F =
1
2
Fmn e
mn + dya F]am e
m +
1
2
dyab F]ab
=
1
2
Fmn e˜
mn + dya (F]am + εa
n Fnm) e˜
m +
1
2
dyab (F]ab + F
]
an εb
n − F]bn εan)dyab .
(3.3.22)
Compare with F expressed in the tilded frame
F =
1
2
Fmn e˜
mn + dya F˜]am e˜
m +
1
2
dyab F˜]ab , (3.3.23)
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also identifying Fa = DaA and F˜a = D˜aA. We find transformation laws
D˜aA = DaA+ εa
mFm , F˜
]
ab = F
]
ab − εamDbAm + εbmDaAm . (3.3.24)
The second equation implies that the curvature tensor F]ab is also deformed in a non–trivial way.
The first equation is exactly the transformation law under a small diffeomorphisms as derived in
supergravity.
In the same way, we can rewrite the field strength H in the deformed frame and from this we
deduce the transformation law for Ha = Ba under small diffeomorphisms
B˜a = Ba + εamHm . (3.3.25)
Again this is in exact agreement with supergravity.
We conclude with some final comments on the complex structure on X
J = Jmn em ⊗ ∂n + J ]ab dya ⊗ eb . (3.3.26)
In section §3.2.2 we showed how the manifold X being complex means the indices of ca must be
pure
cα
µ = 0 . (3.3.27)
Under the change of the e–basis of (3.3.21) we have
J = Jmn e˜m ⊗ ∂n + J ]a b dya ⊗ e˜b + (εam Jmn − J ]ab εbn) dya ⊗ ∂n . (3.3.28)
The structure is no longer block diagonal, which is not surprising considering with have deformed
ca. However, it is not hard to see that the last term cancels if εαµ = 0. Therefore, the deform-
ations that preserve integrability of J are identified with ones that preserve its block diagonal
nature. We also described in §3.2.2 how the deformations of complex structure are encoded inside
the quantity
∆α
µ = DαP
µ = −∂cαµ . (3.3.29)
and under a deformation cαµ → cαµ − εαµ we have exactly the correct transformation law
∆α
µ → ∆αµ + ∂εαµ . (3.3.30)
In supergravity part of holomorphic gauge is ∆ανµ = 0 and small diffeomorphisms that preserve
this are exactly εαµ = 0, so they coincide with those that preserve integrability of J.
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3.3.4 The universal bundle and holomorphic gauge
It is clear at this point that the deformations being in holomorphic gauge can be translated into
some precise conditions for the universal bundle. We opened this section with a discussion of
the role of holomorphic gauge for the gauge field DαA = 0 and the relation F(0,2) = 0. We now
conclude by discussing how this works for the other fields.
We begin with complex structure J on X, for which holomorphic gauge means
∆αν
µ = 0 . (3.3.31)
This amounts to the connection ca being pure in indices and is encoded into the fibration X
being a complex manifold
NJ = 0 . (3.3.32)
It is in perfect harmony with the seminal work of Kodaira–Spencer.
Deformations of B and ω are combined and holomorphic gauge means
Z(2,0)α = 0 , Z
(1,1)
α = 0 , Z
(0,2)
α = Z
(0,2)
α = 0 . (3.3.33)
In terms of their extensions B and ω it is captured by
H− dcω = 0 , (3.3.34)
simply considering the [1, 2] term. See section §3.2.6 for the details.
We also observed in §2.3.3 that there is a residual gauge freedom. We used it to set δΩ(3,0)
harmonic. With a constant dilaton so that the manifold X is balanced this amounts to
d(ω yDaω) = 0 . (3.3.35)
As anticipated at the end of §3.2.3, there is a geometric echo of this in the universal geometry
that involves the Lee form
W(ω) = −1
2
ω] ab Sab
m ωm + dya(ω yDaω) , (3.3.36)
where we set the Lee form of X to zero W (ω) = 0. The gauge fixing implies the second term,
which has a leg along the moduli space, is a constant over manifold X. Hence, it only depends
only on parameters. It would be interesting to investigate in the role of the Lee form in the case
in which the dilaton is not constant.
Showing that on the universal bundle U these integrability equations can be solved would be
a remarkable fact. This thesis unfortunately only touches the surface of this problem. It would
be extremely interesting to study these equations in more depth, especially in relation to the
string-structure described in [4]. We leave this for future investigation.
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3.4 Connections on the tangent bundle TX
This section is devoted to extending the connection Θ on the tangent bundle TX . Remember
how this defines a covariant derivative
∇m(∂n) = Θmrn ∂r . (3.4.1)
Indices like n, r in the above will be referred to as ‘internal’ indices, while the indices like m as
one-form indices. The former act on the vector ∂r as a matrix, the latter denote the direction
along which the derivative is taken. We will always write the symbols of Θ and its extension in
a coordinate basis as in (3.4.1). This is what we call the affine connection approach, in contrast
to the spin connection approach. See also Appendix §B for a related discussion.
There are two approaches in the literature in regards to the connection Θ. The first – it is
the one we follow – is to take it to be the Hull connection [18, 19]
Θ(H) = Θ(LC) +
1
2
H , (3.4.2)
based on the invariance of the heterotic ten-dimensional action under supersymmetry transform-
ations.10 In this approach Θ depends on the other fields in a specific way, so that its dependence
on parameters is completely determined by the heterotic structures g,H.
The second approach is to treat Θ as an unknown, so that it is effectively an additional degree
of freedom. This approach is for example followed by [6, 7]. There, due to a theorem of Ivanov
[32], it is required that the curvature tensor R(Θ) = dΘ + Θ2 satisfies instanton conditions
R(Θ)ω2 = 0 , R(Θ)(0,2) = 0 . (3.4.3)
These are analogous to the equations for A and imply TX is a holomorphic stable bundle.
We discussed how to fix this apparent incompatibility in §1.3 but we are going to repeat
it here. It essentially relies on the α8 expansion. For compact X one seems forced to take
H = O(α8 ) so that X is Calabi–Yau at large radius. To zeroth order in α8 the Hull connection
reduces to the Levi–Civita connection of a Ricci-flat, Kähler metric which solves the instanton
conditions. Because Θ appears with a prefactor α8 everywhere, this is enough for us.
The extension of Θ will be denoted Θ. We will always require it preserves the metric g – so
that it is a connection for the group SO(dimX) – but not necessarily the complex structure J.
The extended connection will have a decomposition in tangibilities both as one-form
Θ = Θ]a dy
a + Θm e
m , (3.4.4)
10We would like to thank Charles Strickland-Constable for a discussion about this point.
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and as an endomorphism, through its internal indices
ΘPQ =
Θab Θan
Θmb Θmn
 . (3.4.5)
It defines a covariant derivative ∇∇ in the e-basis through the relations
∇∇(ea) = Θba eb + Θna ∂n , ∇∇(∂m) = Θam ea + Θnm ∂n . (3.4.6)
Although supersymmetry of the heterotic theory requires us to use the Hull connection [18, 19]
to calculate the contribution of Θ to the heterotic moduli metric (1.4.2), we will work in more
generality at first. We will define a two–parameter family Θ(,ρ) which includes all the relevant
choices considered in the mathematical literature to investigate the instanton conditions (3.4.3).
We will see how these account for deformations of the metric on X and also relate this to the
extrinsic curvature χa.
A connection Θ has curvature two-form
R(Θ) = dΘ + Θ2 , (3.4.7)
which can also be decomposed as a two-form and as a a matrix, in the same way we did for Θ
in (3.4.4) and (3.4.5). Analogously to the gauge field A, the covariant derivative of Θ is suitably
defined via the tangibility [1, 1] of the extended curvature in the e-basis
DaΘ = R]a = DaΘ− dΘΘ]a , where dΘΘ]a = dΘ]a + [Θ,Θ]a] . (3.4.8)
There is a subtlety in this relation, that there is a choice of internal indices to be done. These
are to be taken all vertical, meaning we will be interested in DaΘmnr , if we want to restrict to
the algebra SO(6) ⊂ SO(dimX) of the physical heterotic theory.
We will study the covariant derivatives DaΘ(,ρ) to zeroth order, so for X a Ricci-flat Kähler
manifold, and will see that the requirement of having a holomorphic deformation will force us
to restrict to a one-parameter family that includes the Hull connection. This will be used to
calculate the last term in (1.4.2) in terms of deformations of the metric on X. The final result
can be found in subsection §3.4.4
3.4.1 A two-parameter family Θ(,ρ)
The Bismut connection Θ(B) and the Hull connection Θ(H) are very important for us. The first
appear in the Killing spinor equation (1.2.12) for the gravitino, the second appears in the action
of the heterotic supergravity theory (1.2.1). We certainly want to extend both to X to investigate
the structure of TX. Together with these, we will include the Chern connection Θ(Ch). It goes
without saying, the Levi–Civita connection Θ(LC) will be considered too.
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Following for example [55] we introduce a family of connections Θ(,ρ) that depends on two
real parameters , ρ. We write its symbols in complex coordinates
Θ(,ρ)µ
ν
ρ = Θ
(LC)
µ
ν
ρ +
(− ρ)
2
Hµ
ν
ρ ,
Θ(,ρ)µ
ν
ρ = Θ
(LC)
µ
ν
ρ +
(− ρ)
2
Hµ
ν
ρ ,
Θ(,ρ)µ
ν
ρ = 0 ,
Θ(,ρ)µ
ν
ρ = Θ
(LC)
µ
ν
ρ +
(+ ρ)
2
Hµ
ν
ρ ,
(3.4.9)
where the standard Christoffel symbols of a hermitian metric are
Θ(LC)µ
ν
ρ =
1
2
gνσ
(
∂µgρσ + ∂ρgµσ
)
,
Θ(LC)µ
ν
ρ =
1
2
gνσ
(
∂µgρσ − ∂σgµρ
)
Θ(LC)µ
ν
ρ = 0 ,
Θ(LC)µ
ν
ρ =
1
2
gνσ
(
∂ρgµσ − ∂σgµρ
)
,
(3.4.10)
and the components of H = dcω are given by
Hµνρ = −∂µgνρ + ∂νgµρ . (3.4.11)
In this parameterisation we have
Θ(LC) = Θ(0,0) , Θ(B) = Θ(−1,0) , Θ(H) = Θ(1,0) , Θ(Ch) = Θ(0,−1) . (3.4.12)
When ρ +  = −1 the connections are hermitian and this reduces to the one–parameter family
of Gauduchon [56], which contains the Bismut and Chern connections.
Now let us naturally extend (3.4.9) to X. The symbols of Θ are more conveniently written
in the e-basis as done in (3.4.6). We already have the expression for dcω that we calculated in
(3.2.36). As for the Levi-Civita connection, the e-basis is a non-coordinate basis so we need to
generalise the standard Christoffel symbols to an arbitrary frame.
With respect to an arbitrary basis {eP } of the tangent bundle
Θ(LC)P QR =
1
2
gQS
(
eP (gSR) + eR(gSP )− eS(gPR)
)
− 1
2
gQS
(
[eP , eS ]
T gTR + [eR, eS ]T gTP
)
+
1
2
[eP , eR]
Q ,
(3.4.13)
which is obtained using metric compatibility and zero torsion condition. It is a standard fact that
in an arbitrary frame the Levi-Civita connection is not symmetric Θ(LC)[PQR] = 12 [eP , eR]
Q while
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of course it is so when using vectors associated to a coordinate system, which have vanishing Lie
bracket [∂P , ∂R] = 0.
Evaluating (3.4.13) at the e-basis eP = {ea, ∂m} we get
Θ(LC) nr = em Θ(LC)mnr + dya
(
∂rca
n +
1
2
gnsDa gsr
)
,
Θ(LC) br = −1
2
em g]bdDd gmk − 1
2
dya g]bd Sads gsr ,
Θ(LC) nc =
1
2
em gnsDcgsm +
1
2
dya Sacn ,
Θ(LC) bc = −1
2
em g]bd Scd
s gsm + dya Θ](LC)abc ,
(3.4.14)
where Θ(LC) and Θ](LC) are the LC connections of gmn and g
]
ab written in terms of the standard
Christoffel symbols as in (3.4.10), the tensor Sab = [ea, eb] is the curvature of the connection ca
and Dagmn is the covariant derivative of the metric gmn with respect to parameters defined in
(3.2.1). It has an expression in components that we repeat here
Da gmn = ea(gmn)− (∂mcar) grn − (∂ncar) gmr . (3.4.15)
By adding the contribution of H = dcω calculated in (3.2.36) with the appropriate factors of
, ρ as given in (3.4.9), we are now ready to write down the symbols of Θ(,ρ).
• Internal indices purely vertical:
Θ(,ρ) νρ = eµ Θ(,ρ)µνρ + eµ Θ(,ρ)µνρ
+ dyα
(
∂ρcα
ν +
(1 + − ρ)
2
gνσDαgρσ
)
+
(1− + ρ)
2
dyα gνσDαgρσ , (3.4.16)
Θ(,ρ) νρ = eµ Θ(,ρ)µνρ + (1 + + ρ) dyα gνσ ∆α[σρ] . (3.4.17)
• Internal indices of mixed type, upper index horizontal:
Θ(,ρ) βρ = −eµ g]βδ
(
∆δ(µρ) + (− ρ)∆δ[µρ]
)
− (1− + ρ)
2
eµ g]βδDδgρµ+
+
(1 + − ρ)
2
dyα g]βδ Sδα
σ gρσ +
(1− + ρ)
2
dyα g]βδ Sδα
σ gρσ , (3.4.18)
Θ(,ρ) βρ = −(1 + + ρ)
2
eµ g]βδDδgρµ +
(1 + + ρ)
2
dyα g]βδ Sδασ gρσ . (3.4.19)
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• Internal indices of mixed type, upper index vertical:
Θ(,ρ) νγ =
(1− + ρ)
2
eµ gνσDγgµσ + e
µ gνσ
(
∆γ(µσ) + (− ρ)∆γ[µσ]
)
+
(1− + ρ)
2
dyα Sαγν +
(1 + − ρ)
2
dyα Sαγν , (3.4.20)
Θ(,ρ) νγ =
(1 + + ρ)
2
eµ gνσDγgσµ +
(1 + + ρ)
2
dyα Sαγν . (3.4.21)
• Internal indices purely horizontal:
Θ(,ρ) βγ =
(1− + ρ)
2
eµ g]βδ Sδγ
σ gµσ +
(1− + ρ)
2
eµ g]βδ Sδγ
σ gσµ + dyα Θ]αβγ ,
Θ(,ρ) βγ =
(1 + + ρ)
2
eµ g]βδ Sδγ
σ gσµ . (3.4.22)
The symbols Θ(,ρ) coincide with the symbols Θ(,ρ) on the fibre X, given in (3.4.9), when all
three indices are vertical. This is not the case if the symbols are expressed in the coordinate
basis {∂a, ∂m}. As for Θ]abc , this is constructed with a Kähler metric g]ab so that H]abc = 0
and the connection reduces to the unique hermitian torsionless connection on M , whose only
nonvanishing components are
Θ]α
β
γ = g
]βδ ∂αg
]
δγ
. (3.4.23)
Deformations of the manifold X and the curvature tensor Sab are both captured by the extended
connections, for example through internal symbols of mixed type Θma or Θam. Despite being
components of a connection, these transform as tensors under diffeomorphisms of X and therefore
carry a geometrical meaning: they express the fact that tangibility is not preserved by parallel
transport induced by Θ. In terms of the vertical projector
∇∇Π = Θam em ⊗ ea − Θma dya ⊗ ∂m . (3.4.24)
We see how the condition ∇∇Π = 0 would imply integrability of Π and that variations of the
metric Dag and complex structure ∆a vanish, which of course we do not want. So for us ∇∇Π 6= 0
and the deformation theory of the manifold X acquires a geometrical interpretation in terms
of parallel transport of the vertical projector. In the next subsection we discuss more these
geometrical aspects in terms of the extrinsic curvature tensor.
3.4.2 The extrinsic curvature
Recall first the formalism relating to the extrinsic curvature of a submanifold as it applies in an
elementary setting such as in Figure 3.2. There, we are considering the case of a circle embedded
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in flat space. At each point we have a normal δn = δr n (n = ∂/∂r) and a tangent m (= ∂/∂θ).
We consider the result of parallely propagating δn, in the embedding metric, to a nearby point,
this gives the dashed vector in the figure. The pre-existing normal δn at the displaced point
differs from this by an amount proportional to m. We write11
m ·∇∇n = χm , (3.4.25)
and this defines the extrinsic curvature χ. Either from the diagram, or from a direct calculation
of the covariant derivative, one sees that χ = 1/r for the situation depicted.
We could study also the variation of the tangent vector, by parallely propagating the tangent
vector to a nearby point on the surface and comparing it with the preexisting tangent vector
there. In this way we see that
m ·∇∇m = −χn . (3.4.26)
Again, we can check this directly by computing the covariant derivative, and we can also deduce
this relation by noting that the right hand side is in the direction of −n and the coefficient follows
from the previous relation, on noting that m ·∇∇(m·n) = 0.
δθ
δθ
δrδθ
rδθ
r δr
−δθn
Figure 3.2: The calculation of the extrinsic curvature for a circle embedded in a flat space.
We turn now to Figure 3.3, which relates to the fibration X. We first consider the case that
the quantity cam vanishes, so that coordinate vectors ∂a are orthogonal to ∂m and connect the
points labeled by x on the fibres Xy and Xy+δy. We may parallelly propagate ∂a from x to
11There is a choice of sign here. Our choice makes the extrinsic curvature of a cylinder in a flat embedding
space positive. An opposite convention is also common.
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x+ δx, on Xy, and compare it with the pre-existing normal there. In this way we can define the
extrinsic curvature tensor χamn
∂m · ∇∇(∂a) = χamn ∂n . (3.4.27)
We can study the variation of the tangents rather than the variation of the normals. We take
a tangent vector ∂n at x, parallely propagate it to x + δx and compare it with the pre-existing
tangents. There will be an out of surface component that can be expressed in terms of the normal
vectors. This process yields
∂m · ∇∇(∂n) = −χamn ∂a . (3.4.28)
The fact that the coefficients on the right hand side are the extrinsic curvature follows from
(3.4.27) by using that ∇∇g = 0. We see also, in this way, that the a index on the extrinsic
curvature is raised and lowered with the metric gab, while the n index is raised and lowered with
gmn.
x
x+ δx
Xy Xy+δy
M
y y + δy
δya∂a
x
δx
χam
n ∂n
−χamn ∂a
Figure 3.3: The calculation of the extrinsic curvature for the fibres Xy for the case that cam = 0.
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Now let us include the effect of nonzero cam and turn to Figure 3.4. The vector δyα∂α still
connects the point labeled by x on Xy with the point labeled by x on Xy+δy, but it is not normal
to ∂m anymore. The normal vector δyaea connects the point x on Xy with the point x−caδya on
Xy+δy. The difference is the vertical vector caδya. Following the usage in relativity, we refer to
ca as the shift. For the displaced point x+ δx, the shift has become (ca + δca)δya. As discussed
in §3.2.2, we have the freedom to take cam = 0 in real coordinates if Sab = 0 and the product
structure is integrable. In complex coordinates, however, this is no longer possible and the shift
plays an essential role.
−χαµν
x
x+ δx
Xy
y
Xy+δy
y + δy
M
x+ δx
x+ δx− (cα + δcα)δyα
x
x− cα δyα
δyα ∂α
δyα eα
δx− δcα δyα
χαµν
Figure 3.4: The calculation of the extrinsic curvature for the fibres Xy for the case of complex
coordinates.
The extrinsic curvature χa is a tensor and covariance means its non-vanishing nature is
unaffected by whether we take cam = 0 by a certain choice of coordinates. Indeed, we can
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rewrite (3.4.27) in a slightly more covariant fashion using the e-basis (3.1.10)
∂m · ∇∇(ea) = χamn ∂n . (3.4.29)
and using ∇∇(eP ) = ΘQP eQ the extrinsic curvature is identified with
χam
n = Θanm , (3.4.30)
where Θ are the connection coefficients in the e-basis. Despite being the symbols of a connection,
these transform as tensors under diffeomorphisms of X. If for example we take the Levi–Civita
connection Θ = Θ(LC), we find
χ(LC)a m
n =
1
2
gnrDagrm , Dagmn = ea(gmn)− (∂mcar)grn − (∂ncar)gmr . (3.4.31)
In complex coordinates, it follows that
χ(LC)α µ
ν =
1
2
gνρDαgρµ = −1
2
gνρ
(
(∂µcα
σ) gσρ + (∂ρcα
σ) gσµ
)
. (3.4.32)
The last term in this equation expresses the extrinsic curvature in terms of the derivatives of the
shift. We also know from (3.2.20) that ∂µcαν = −∆αµν . So we also have the following expression
for the extrinsic curvature in terms of ∆αν
χ
(LC)
αµν = ∆α (µν) . (3.4.33)
The extrinsic curvature is a tensor, as is ∆α(µν), and we see from (3.4.32) that we cannot set
cα
ν = 0. In fact the extrinsic curvature is the obstruction to doing so.
3.4.3 The covariant derivative of Θ(,ρ) to zeroth order in α8
Our approach to computing the covariant derivative of Θ(,ρ) is to extend this connection to X
and calculate the tangibility [1, 1] of its curvature
DaΘ
(,ρ) = R]a
(,ρ) . (3.4.34)
In the physical heterotic theory Θ preserves the metric gmn and is therefore a SO(6) connection:
its curvature has internal indices which live in the algebra so(6) and thus are antisymmetric
when appropriately lowered, that is Rmnrs = −Rmnsr. It is understood that the contribution
of Θ to the moduli space metric involves a trace over the physical algebra so(6) only. In terms
of the covariant derivative (3.4.34) this means we will need the components of R with internal
indices that are vertical. Let us write down the full expression for these
DaΘm
n
r = ea(Θm
n
r)− (∂mcas) Θsnr − ∂mΘ]anr + [Θ]a,Θm]nr . (3.4.35)
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The contribution of Θ to the moduli metric (1.4.2) involves the trace
Tr
(
DaΘ ?DbΘ
)
= (DaΘ)
mn ? (DbΘ)mn . (3.4.36)
Because this comes with an α8 prefactor, we only need to compute this to zeroth order so from
now on H = 0 and the fibres Xy are CY manifolds endowed with Ricci-flat Kähler metrics. We
gauge-fix deformation to holomorphic gauge which for CY manifolds coincides with harmonic
gauge, see section §2.4.1. In this gauge
∇µ ∆αµ = 0 , d
(
ω yDαω
)
= 0 , (3.4.37)
and the equation H = 0 gives
Dαω
(1,1) = hα , Dαω
(0,2) = ∆α
µ ωµ = 0 , (3.4.38)
where hα are harmonic (1, 1) forms and the second condition means ∆α[µν] = 0, which together
with (3.4.37) implies in turn that ∆α are harmonic with respect to the codifferential defined in
Appendix §A.2.1.
We were not explicit in the choice of connection ∇ in (3.4.37). The reason is that the
(, ρ)–plane of (3.4.9) with the condition H = 0 collapses a point. This is the unique hermitian
torsionless connection on a Kähler manifold, whose non–vanishing symbols are
Θµ
ν
ρ = g
νσ ∂µgσρ . (3.4.39)
We could label it Levi–Civita or Hull but we simply omit the superscript for convenience.
In order to compute DαΘ(,ρ) we also need the animus Θ
]
a
(,ρ), for which explicit expressions
are given in §3.4.1. It turns out that only the following symbols are required
Θ]α
ν
ρ = ∂ρcα
ν +
(1 + − ρ)
2i
gνσDαωρσ , Θ
]
α
ν
ρ =
(1− + ρ)
2i
gνσDαωσρ . (3.4.40)
Other symbols either do not contribute to (3.4.35) or vanish due to gauge-fixing. Observe that
while the fibre connections (3.4.39) lose their dependence on (, ρ) when H = 0, the animus still
has a dependence on those parameters. Hence, the covariant derivative (3.4.35) depends on how
we extend Θ.
Holomorphy for these variations means thatDαΘµ = 0 and plays a crucial role in determining,
at least partially, the choice of parameters (, ρ). Indeed, the components DαΘµνρ are not
immediately zero, even after gauge-fixing
DαΘ
(,ρ)
µ
ν
ρ =
(1− + ρ)
2i
gνσ ∇µDαωρσ , (3.4.41)
where the covariant derivative appears
∇µDαωρσ = ∂µDαωσν −Θµλρ Dαωλσ . (3.4.42)
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In order to have a holomorphic variation we need to set ρ = −1 and restrict to a one-parameter
family which contains the Hull and Chern connections – but not the Bismut and Levi–Civita
connections. One can check that DαΘ
(,−1)
µ = 0 for the remaining components.12
Let us now turn to DαΘµ, the physical deformations. We find non–vanishing components
DαΘ
(,−1)
µ
ν
ρ = ∇ρ ∆αµν + i∇ν Dαωρµ ,
DαΘ
(,−1)
µ
ν
ρ = −gνλ
(∇λ ∆αµσ + i∇σDαωλµ) gσρ = −gνλ DαΘ(,−1)µσλ gσρ , (3.4.43)
where in the second line we appreciate how Lorentz symmetry relates the two components and
the covariant derivative of ∆α also appears
∇ρ ∆αµν = ∂ρ ∆αµν + Θρνλ ∆αµλ . (3.4.44)
Remarkably, the physical deformations do not depend on the residual parameter . The final
result that we will present in the next subsection will be valid not only for the Hull connection,
but for the entire family (, − 1) which also includes the Chern connection.
As a further check of the reliability of (3.4.43), it is straightforward to show that they satisfy
the Atiyah and HYM equations
∇(0,1) DαΘ(0,1) = ∆αµRµ and ∇µDαΘµ = i Dαω yR . (3.4.45)
so they correctly describe variations of a holomorphic stable vector bundle.
3.4.4 The contribution of DαΘ to the moduli space metric
We are now in a position to compute the last term in the moduli metric
g]ab = · · · −
α8
4V
∫
X
Tr
(
DαΘ
(H) ?DβΘ
(H)
)
, (3.4.46)
using (3.4.43). Our result will be valid for a one-parameter family (,  − 1) which includes the
Hull and Chern connection. We have an integrand
Tr
(
DαΘ
(H) ?DβΘ
(H)
)
=
− 2
(
∇(1,0)∆αµ + i∇µDαω(1,1)
)
?
(
∇(0,1)∆βν − i∇ν Dβω(1,1)
)
gµν , (3.4.47)
so potentially this contains cross-terms between deformations of the Kähler and complex struc-
ture. These vanish once we take the integral∫
X
∇(1,0)∆αµ ?∇µDβω = −
∫
X
∇(1,0)∇µ∆αµ ?Dβω(1,1) = 0 , (3.4.48)
12There is actually an even stronger statement: the one–parameter family Θ(,−1) with Sab = 0 and gauge–fixing
(3.4.37) is holomorphic on X, meaning R(0,2) = 0.
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where we performed an integration by parts and used [∇µ ,∇ν ] = 0 together with the gauge–
fixing condition for ∆α of (3.4.37).
After further manipulation, we find∫
X
Tr
(
DαΘ
(H) ?DβΘ
(H)
)
=
− 2
∫
X
(
(∇ρ∇ρ ∆αµ) ?∆βν gµν + (∇ρ∇ρDαω) ?Dβω
)
, (3.4.49)
where we neglected the contribution of Dαω(0,2) which is higher order in α8 . This can also be
expressed in terms of contractions with the Riemann tensor. To do so we notice the following
identities
∇ρ∇ρ ∆ανµ = Rνρσµ ∆αρσ , ∇ρ∇ρDαωµν = Rµρσν Dαωρσ , (3.4.50)
which utilise that deformations are harmonic and that the metric gµν is Ricci-flat. Putting
everything together, to first order in α8 the contribution of Θ to the moduli metric is
g]
αβ
=
1
V
∫
X
∆α
µ ?∆β
ν gµν +
1
V
∫
X
Dαω
(1,1) ?Dβω
(1,1) +
α8
4V
∫
X
Tr (DαA ?DβA)
+
α8
2V
∫
X
?R(∆α,∆β) +
α8
2V
∫
X
?R(Dαω,Dβω) +O(α8 2) , (3.4.51)
where we defined a shorthand notation
R(∆α,∆β) = R
ρµνσ ∆αµν ∆βρσ and R(Dαω,Dβω) = R
ρµνσDαωµν Dβωρσ . (3.4.52)
A few comments on this result. Firstly, this expression agrees in form with that derived in
[33] from a spacetime perspective.
Secondly, from (3.4.46) it is manifest that the contribution of the spin connection to this
metric is manifestly negative. This is despite the fact that the metric g]ab defines the kinetic
term for the moduli fields and must be positive. Therefore, in the regime α8 ' 1 this expression
cannot be trusted. This suggests that higher orders corrections need to be present in order to
fix the positivity issue.
Thirdly, the α8 -corrected metric for moduli involves the covariant derivatives of the de-
formations as well as the deformations themselves. It would be interesting to see whether α8 2
corrections involve higher order derivatives and to what extent this is a general statement on the
role of α8 .

Chapter 4
Conclusions
We devoted this thesis to a better understanding of the heterotic structures Het, whose moduli
space M parameterises the vacua of heterotic N = 1 Minkowski compactifications. We were
mainly concerned with deformations δHet of those.
4.1 Outcomes
In Chapter §2 we rederived the equations that define δHet, characterised their symmetries, and
gauge-fixed them. To the best of our knowledge, this procedure had not been performed in such
a systematic way in the physics literature. We were able to confirm some intuitions.
• In commenting (2.4.7) we observed how labeling of parameters as ‘hermitian’ or ‘complex
structure’ or ‘bundle’ moduli relies on non-trivial cancellations. It cannot be taken as a
starting assumption in discussing this problem.
• The α8 corrections impose obstructions which potentially reduce the number moduli. These
are discussed in §2.4.2
• The moduli metric receives α8 corrections only from the background fields, see §2.4.3
In Chapter §3 we described how heterotic moduli have a description in terms of a universal
bundle U. While the idea behind this formalism can be recognised in various examples in the
literature, it has never been adapted to such a rich setting. It has many interesting features.
• It unifies Het and their moduli space M , which is fascinating.
• Deformation theory of Het is translated into precise geometrical statements about certain
torsions/curvatures on the universal bundle.
• In §3.3 we saw explicitly how different realisations of the Kodaira-Spencer map – related
by a change of representatives – correspond to choosing a different connection on U.
• We can treat the connection Θ as a function of other fields, which we used in §3.4.4 to
calculate its contribution to the moduli metric.
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4.2 Future directions
There are numerous projects that one can can embark on to take this further. Let us list those
that are, to our view, most compelling.
• Introducing a varying dilaton dϕ = O(α8 ). While this is not expected to change qualit-
atively the outcomes of above, doing so might be useful to understand the role of the line
bundle L→M discussed in section §2.3.4 and its relation to the Kähler potential.
• The study of second and higher order deformations. Physically, it is crucial to understand
α8 corrections to the Yukawa couplings and to investigate whether there exists a kind of
special geometry of heterotic moduli. It would be interesting, perhaps necessary, to study
this aspect within universal geometry as this formalism allows to describe non-commuting
deformations in terms of the curvatures of connections on U. How do these curvatures, if
present, affect the physics of compactification?
• Studying the corrections up to O(α8 2). It is claimed that to second order in α8 the action is
not modified but the supersymmetry relations are. What does this imply for the heterotic
structures? What equations survive these corrections? Another crucial question is whether
the choice of connection Θ is affected. Does supersymmetry still require that we take the
Hull connection?
• Applying all these techniques to a concrete example. This would allow to understand more
the universal bundle construction.
Appendices
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Chapter A
Operations with forms and Hodge duals
We review standard material in Riemannian and Hermitian geometry such as inner products on
forms, contractions, Hodge duals.
A.1 Real Riemannian manifolds
We start with an N -dimensional compact Riemannian manifold X with metric gmn. This defines
a pointwise inner product for vectors on the tangent space. Its inverse matrix gmn extends this
to the exterior powers of the cotangent space. Given k-forms η, ξ we define
g−1(η, ξ) =
1
k!
ηm1...mk g
m1n1 ...gmknk ξn1...nk =
1
k!
ηm1...mk ξm1...mk . (A.1.1)
This is a real function that can be integrated over X
(η, ξ) =
1
V
∫
X
vol g−1(η, ξ) , (A.1.2)
and this defines a global, as opposed to pointwise, inner product
( · , · ) : Ωk(X)× Ωk(X)→ R . (A.1.3)
The normalisation above is so that the zero-form ‘1’ and the Riemannian volume form ‘vol’ have
unit norm. We write
vol =
1
N !
√
g m1...mN dx
m1...mN , (A.1.4)
where m1...mD is the constant antisymmetric symbol and g = det gmn.
A.1.1 Contractions of forms
Given two forms ηk and ξk+l – where the subscript denotes their degree – we can form their
contraction, an operation
y : Ωk(X)× Ωl+k(X)→ Ωl(X) . (A.1.5)
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This has an explicit expression
ηk y ξl+k =
1
k! l!
ηm1...mk ξm1...mk n1...nl dx
n1...nl =
1
k!
ηm1...mk ξm1...mk . (A.1.6)
We see how the inner product (A.1.1) is just a special case of contraction, in which the forms
have the same degree
g−1(η, ξ) = η y ξ . (A.1.7)
Perhaps the most interesting feature of this operator is that it is the adjoint of the wedge product
with respect to the inner product (A.1.2), that is
(σk y ηl+k, ξl) = (ηl+k, σk ∧ ξl) . (A.1.8)
A.1.2 Hodge star operator
The Hodge dual operator acts on forms
? : Ωk(X)→ ΩN−k(X) . (A.1.9)
It is constructed so that for forms η, ξ of the same degree it satisfies
η ? ξ = g−1(η, ξ) vol , (A.1.10)
and has explicit expression
? η =
1
k!(N − k)! η
m1...mk
√
g m1..mkn1...nN−k dx
n1...nN−k
=
1
k!
ηm1...mk volm1...mk = η y vol .
(A.1.11)
One can show that it satisfies the identities
?2 ηk = (−)k(D−k) ηk ,
g−1(η, ξ) = g−1(?η , ?ξ) .
(A.1.12)
The first line tells that ? is invertible and its eigenvalues are ±1 or ±i according to the degree
of the form and the number of dimensions. The second property means ? is an isometry.
A.1.3 Codifferential
The codifferential is denoted
d† : Ωk(X)→ Ωk−1(X) , (A.1.13)
and is defined as the adjoint of the de Rham operator. That is,
(dηk−1, ξk) = (ηk−1, d†ξk) . (A.1.14)
A.2 Hermitian manifolds 93
To find its expression one needs an integration by parts and use of the first line in (A.1.12).
Boundary terms are neglected because we assume X has no boundary
(dηk−1, ξk) =
1
V
∫
X
dηk−1 ? ξk = (−)k 1
V
∫
X
ηk−1 d ? ξk
= (−)k 1
V
∫
X
ηk−1 (−)(D−k+1)(k−1) ?2 d ? ξk
=
1
V
∫
X
ηk−1 ?
(− (−)D(k+1) ? d ? ξk) , (A.1.15)
so we end up with
d†ξk = −(−)D(k−1) ? d ? ξk . (A.1.16)
Another expression, very useful in calculations, is written in terms of the LC connection. It can
be obtained very quickly by reminding that d has a representation
d = dxm∇(LC)m . (A.1.17)
Using property (A.1.8) and an integration by parts we obtain
(dη, ξ) = (dxm∇(LC)m η, ξ) = (∇(LC)m η, ξm) = (η,−∇(LC)m ξm) , (A.1.18)
so we imply that
d†ξk = −∇(LC)m ξm = −
1
(k − 1)! ∇
(LC)
n ξ
n
m1...mk−1 dx
m1...mk−1 . (A.1.19)
Proving this identity without using (A.1.8) involves rather cumbersome calculations.
A.2 Hermitian manifolds
We now take X to be complex with dimCX = N . We denote holomorphic coordinates xµ, xν .
The manifold is equipped with a hermitian metric
g = gµν (dxµ ⊗ dxν + dxν ⊗ dxµ) , ds2 = 2 gµν dxµdxν , (A.2.1)
and compatible hermitian form ω
ω = ωµν dxµν = igµν dxµν . (A.2.2)
The pointwise inner product for forms respects hermitianity: given forms η, ξ of holomorphic
type (p, q) we define
g−1(η, ξ) = η y ξ = 1
p!q!
ηµ1...µpν1...νq ξµ1...µpν1...νq . (A.2.3)
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When integrated over the manifold this gives
(η, ξ) =
1
V
∫
X
η ? ξ . (A.2.4)
Observe how the Hodge ? operator acts on type
? : Ω(p,q)(X)→ Ω(N−q,N−p)(X) . (A.2.5)
The de Rham differential splits into the sum of Dolbeault operators d = ∂+ ∂. Analogously, the
codifferential also splits d† = ∂† + ∂† where
∂† : Ω(p,q)(X)→ Ω(p−1,q)(X) , ∂† = − ? ∂ ? ,
∂
†
: Ω(p,q)(X)→ Ω(p,q−1)(X) , ∂† = − ? ∂ ? ,
(A.2.6)
where the real dimension of X being even has been used in (A.1.16) to see that the Dolbeault
codifferentials always have a minus sign.
We now consider the volume form on X. The holomorphic coordinates are written xµ =
uµ + i vµ with u, v real coordinates. In terms of the latter, the volume form is defined as
vol =
√
g du1 dv1...duN dvN . (A.2.7)
Expressed in terms of the complex coordinates
vol =
iN
2
N !2
√
|g| µ1...µN ν1...νN dxµ1...µN dxν1...νN , (A.2.8)
and this coincides with the N -th power of the hermitian form
1
N !
ωN =
(−)N(N−1)2 iN
N !
gµ1ν1 ... gµNνN 
µ1...µN ν1...νN dx12...N dx1¯2¯...N¯
= iN
2
det gµν dx12...N dx1¯2¯...N¯
=
iN
2
N !2
√
|g| µ1...µN ν1...νN dxµ1...µN dxν1...νN .
(A.2.9)
A.2.1 The codifferential for ∆
Take the space Ω(0,q)(X,T (1,0)X ). We are mostly interested in q = 1 but it is not much harder to
work in generality. Elements of this space are
ηµ =
1
q!
ην1...νq
µ dxν1...νq . (A.2.10)
There is a hermitian metric
(ηµ, ξν) =
1
V
∫
X
ηµ ? ξν gµν , ξ
ν =
1
q!
ξρ1..ρq
ν dxρ1...ρq , (A.2.11)
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where we understand that ? treats ηµ, ξν as forms. For example, when q = 0, 1
? κµ = κµ vol , ?∆µ = i∆µ
ω2
2
. (A.2.12)
There is also a differential operator
∂ : Ω(0,q)(X,T (1,0)X )→ Ω(0,q+1)(X,T (1,0)X ) , (A.2.13)
that raises the degree of one. We use holomorphic coordinates, and this acts covariantly. With
the help of the metric (A.2.11) we can define its adjoint
∂
†
: Ω(0,q)(X,T (1,0)X )→ Ω(0,q−1)(X,T (1,0)X ) . (A.2.14)
This needs to satisfy the property
(ηµ, ∂ξν) = (∂
†
ηµ, ξν) . (A.2.15)
The calculation uses an integration by parts – in which we neglect boundary terms – and prop-
erties of ? described above. We end up with
(ηµ, ∂ξν) =
1
V
∫
X
(
− ?∂(?ηρ gρσ) gσµ
)
? ξν gµν . (A.2.16)
From this we read the expression for the codifferential
∂
†
ηµ = − ? ∂(?ηρ gρσ) gσµ . (A.2.17)
For q = 0 this vanishes trivially. When q = 1, the case we are most interested in, we find using
also the balanced condition
∂
†
∆µ = − ? iω
2
2
(
∂∆µ + gµσ∂gσρ ∆
ρ
)
= −∇(Ch) ν∆νµ . (A.2.18)
Observe how this is different from the gauge-fixing condition (2.3.37), due to a different ordering
of the indices. The two expressions coincide when ∆[µν] = 0.
A.2.2 Useful Hodge duals on a three-fold
One-forms, type (1, 0):
? η(1,0) = −i η(1,0) ω
2
2
. (A.2.19)
Two-forms, types (2, 0) and (1, 1):
? η(2,0) = η(2,0) ω ,
? η(1,1) = −i ηµµ ω
2
2
− η(1,1) ω = (ω y η(1,1)) ω
2
2
− η(1,1) ω ,
(A.2.20)
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Three-forms, types (3, 0) and (2, 1):
? η(3,0) = −i η(3,0) ,
? η(2,1) = i η(2,1) − ηµµ (1,0) ω = i η(2,1) − i (ω y η(2,1))ω ,
(A.2.21)
Type (2, 3):
? η(2,3) =
i
2
ηµν
µν (0,1) =
i
2
ω y (ω y η(2,3)) . (A.2.22)
Chapter B
Connections on the tangent bundle TX
Here we will revise some differential geometry on the tangent bundle.
B.1 Connections and covariant derivatives
The tangent bundle TX is equipped with a connection Θ ∈ Ω1(X,EndTX). Given a coordinate
basis {∂m} of the tangent bundle, this defines a covariant derivative ∇ via the relation
∇m(∂n) = Θmrn ∂r , (B.1.1)
and Leibnitz rule. The index m is referred to as a one-form index, while n, r are internal indices.
Sometimes we hide the one-form index and write Θnr = dxm Θmnr. When acting on the dual
basis {dxm} of the cotangent bundle T ∗X the covariant derivative has opposite sign
∇m(dxn) = −Θmnr dxr . (B.1.2)
Under a diffeomorphism x→ x˜(x), vectors and one forms transform as
∂m → ∂˜m = j−1 nm ∂n and dxm → dx˜m = jmn dxn , (B.1.3)
where j and j−1 are the Jacobian matrix and its inverse
jmn =
∂x˜m
∂xn
and j−1 mn =
∂xm
∂x˜n
. (B.1.4)
The symbols transform as follows
jΘmn = j
m
r Θ
r
s j
−1 s
n − d jmr j−1 rn . (B.1.5)
This is the sum of a homogeneous and inhomogeneous term, which are indeed typical of a
connection. When the connection on TX is described in a coordinate frame as above, we call it
the affine connection. This is in contrast with the spin connection, that we will discuss below.
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The connection Θ has a torsion T ∈ Ω2(X,TX) defined by
T (X,Y ) = ∇XY −∇YX − [X,Y ] , (B.1.6)
where X,Y are two vector fields. In terms of the connection symbols, in a coordinate basis
T =
1
2
dxmn Θ[mrn] ∂r . (B.1.7)
On a complex manifold, one can require that the connection preserves the hermitian structure
∇g = 0 and ∇J = 0 . (B.1.8)
A connection satisfying both conditions is called hermitian. If it satisfies the first condition
only it is called metric. The second condition can be analysed in holomorphic coordinates and
amounts to
Θµν = Θ
µ
ν = 0 . (B.1.9)
The Levi-Civita is hermitian if and only if the manifold is Kähler. When X is not Kähler, the
conditions (B.1.8) are not enough to uniquely determine a connection. Of particular relevance is
the one-parameter family of Gauduchon [56] which includes the Chern and Bismut connections.
In heterotic supergravity there is a preferred choice which is the Hull connection, in our conven-
tions Θ(H) = Θ(LC) + 12H. Supersymmetric compactification requires that the three form H is
related to the SU(3) structure by the relation
H = dcω = i(∂ − ∂)ω , in components Hµνρ = −∂µgνρ + ∂νgµρ . (B.1.10)
B.1.1 Levi-Civita connection
The Levi-Civita connection is the only metric connection with vanishing torsion. On a hermitian
manifold it has symbols
Θ(LC)µ
ν
ρ =
1
2
gνσ(∂µgρσ + ∂ρgµσ) = g
νσ ∂µgρσ − 1
2
Hµ
ν
ρ = g
νσ ∂ρgµσ +
1
2
Hµ
ν
ρ ,
Θ(LC)µ
ν
ρ = 0 ,
Θ(LC)µ
ν
ρ =
1
2
gνσ(∂ρgµσ − ∂σgµρ) = 1
2
Hµ
ν
ρ ,
Θ(LC)µ
ν
ρ =
1
2
gνσ(∂µgρσ − ∂σgµρ) = −1
2
Hµ
ν
ρ .
(B.1.11)
Comparing with (B.1.9), we see that the LC connection can only be hermitian if H = 0 and the
Kähler condition holds.
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B.1.2 Bismut connection
The Bismut connection is the only hermitian connection whose torsion – once all three indices
are lowered – is entirely antisymmetric. This also implies T (B) = −dcω = −H so that it is given
by Θ(B) = Θ(LC) − 12H. Its symbols are
Θ(B)µ
ν
ρ = g
νσ ∂ρgµσ = g
νσ ∂µgρσ −Hµνρ ,
Θ(B)µ
ν
ρ = 0 ,
Θ(B)µ
ν
ρ = 0 ,
Θ(B)µ
ν
ρ = g
νσ(∂µgσρ − ∂σgµρ) = −Hµνρ .
(B.1.12)
B.1.3 Chern connection
The Chern connection is defined as the only hermitian connection such that its torsion, seen as
a vector-valued two form, is pure in its indices. This means only T (Ch)µνρ are non-vanishing
Θ(Ch)µ
ν
ρ = g
νσ ∂µgνσ = g
νσ ∂ρgµσ +Hµ
ν
ρ ,
Θ(Ch)µ
ν
ρ = 0 ,
Θ(Ch)µ
ν
ρ = 0 ,
Θ(Ch)µ
ν
ρ = 0 .
(B.1.13)
When restricted to the holomorphic tangent bundle – which means, taking internal indices to be
holomorphic – the (0, 1) bit of the Chern connection coincides with ∂.
B.1.4 Hull connection
With the identification H = dcω the Hull connection is
Θ(H)µ
ν
ρ = g
νσ ∂µgρσ = g
νσ ∂ρgµσ +Hµ
ν
ρ ,
Θ(H)µ
ν
ρ = 0 ,
Θ(H)µ
ν
ρ = g
νσ(∂ρgµσ − ∂σgµρ) = Hµνρ ,
Θ(H)µ
ν
ρ = 0 .
(B.1.14)
Comparing to (B.1.9) we see that the Hull connection is not hermitian. It is metric because of
the antisymmetry of H.
B.2 The spin connection
In GR the coupling of matter fields to gravity requires that the matter fields transform in the
tensor representation of GL(N). This defines a representation of SO(N) by restriction, but
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the converse is not true. Spinors form a representation of the orthogonal group that does not
arise from a representation of GL(N).1 Hence, in order to couple spinors to gravity one cannot
work in a coordinate frame {∂m}. One needs to work in an orthonormal frame {sm}, defined
by g(sm, sn) = δmn. Such a choice carries some freedom: we can allow for local transformations
sm → Ψ−1 nm sn where Ψ form the orthogonal group of the metric g. These are Lorentz gauge
transformations.2
The matrices that describe this change of basis on TX are called the veilbeins
∂m = s
n
m sn , sm = s
−1 n
m ∂m . (B.2.1)
The spin connection defines the covariant derivative (B.1.1) in the orthonormal frame and un-
dergoes Lorentz gauge transformations. Here, to distinguish it from the affine connection Θ, we
will denote it by Ξ so that3
∇m(sn) = Ξmrn sr , ΨΞ = Ψ Ξ Ψ−1 − dΨ Ψ−1 . (B.2.2)
The affine connection Θ and the spin connection Ξ define the same invariant geometric object.
They are related by a mere change of basis (B.2.1). The precise relation is
Ξ = sΘ s−1 − ds s−1 , (B.2.3)
where we write s, s−1 for the matrices smn and s−1 mn.
Because orthogonal vectors do not necessarily have vanishing Lie bracket, the expression for
the torsion tensor (B.1.6) needs to be refined for the spin connection. If {sm} are the dual basis
of one-forms we have
Tm = dsm + Ξmn sn . (B.2.4)
This is known as Cartan’s first structure equation.
B.3 Curvature tensor
The curvature tensor of Θ is an EndTX -valued two-form defined by
R(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z . (B.3.1)
This means R carries four indices. We will often write it as follows
Rrs =
1
2
Rmn
r
s dxmn with R(∂m, ∂n)∂s = Rmnrs ∂r . (B.3.2)
1Religiously quoted from [17], chapter 12.
2Choosing Ψ−1 rather than Ψ is just a convention here.
3Seeing that this is indeed a connection for the Lorentz group comes from the metric compatibility condition
∇g = 0 which implies Ξ(mn) = 0. This means Ξ is valued in the Lie algebra of the Lorentz group.
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We think of m,n as the two-form indices and of r, s as the internal indices. Using (B.1.1) we can
write the curvature tensor in terms of the connection
Rmn
r
s = ∂mΘn
r
s − ∂nΘmrs + Θmnp Θnps −Θnnp Θmps . (B.3.3)
This is often written in a more compact fashion
R(Θ) = dΘ + Θ2 , (B.3.4)
that is also known as Cartan’s second structure equation. It is not too hard to show that the
curvature tensor transforms homogeneously under a diffeomorphism jR = j R j−1.
Metric compatibility of Θ implies that the internal indices of R live in the adjoint of the
Lorentz group, that is Rmn(rs) = 0. This is the statement that the holonomy group of Θ is
contained in SO(N). When we take the connection to be LC, we refer to R(LC) = R(Θ(LC)) as
the Riemann tensor. In this case there are additional simmetry properties
R(LC)mnrs = R
(LC)
rsmn and R(LC)(mnrs) = 0 , (B.3.5)
which do not hold for a generic metric-compatible connection.
The Ricci tensor is a symmetric tensor obtained from the Riemann tensor through the only
nontrivial contraction
Ricmn = R(LC)rmrn , Ricmn = Ric nm . (B.3.6)
On a hermitian manifold, it has not to be confused with the Ricci form R. This is defined
for a generic connection by contracting the internal indices of the curvature with the complex
structure
R = 1
2
Rrs Jr
s =
i
2
(
Rρρ −Rρρ
)
= iRµµ , (B.3.7)
where we used metric compatibility in the last equality. The geometrical meaning of R is that
it is the field strenght of a U(1) subgroup of the holonomy group.
B.3.1 Calabi-Yau manifolds
On a Kahler manifold, the Ricci form R is given by
R = −i∂∂ log√g and R(X,Y ) = Ric (JX, Y ) , (B.3.8)
so that R is d-closed but not always exact, as log√g is not a coordinate scalar. Its cohomology
class is the first Chern class c1 = [R/2pi]. Under continuous deformations of the metric this class
does not change: under g → g + δg one has
δR = −i ∂∂ δ log√g , with δ log√g = gµν δgµν , (B.3.9)
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and the last quantity is zero in cohomology as −2∂∂ = d(∂ − ∂) and δ log√g is a true scalar.
Hence, under a continuous deformation of the metric δR = dζ.
Therefore, given a Ricci-flat metric Ric (g) = 0 and another metric g′ continuously connected
to g, we have [R(g′)] = [R(g)] = 0 and thus c1 = 0. The last condition is necessary in order to
have a Ricci-flat metric. Calabi conjectured that this is the only topological obstruction and the
theorem was then proved by Yau: given a complex manifold with c1 = 0 and a Kahler metric
g′ with Kahler form ω′, there exists a unique Ricci-flat metric g whose Kahler form ω is in the
same cohomological class as ω′.
Kahler manifolds with c1 = 0 are called Calabi-Yau manifolds.
Chapter C
Useful identities of heterotic geometry
We take a closed look to some of the identities of heterotic geometry used throughout the thesis.
C.1 Covariant derivative of Ω
Supersymmetry requires that the holomorphic form Ω and the dilaton ϕ satisfy the relation
∇(B)(e2ϕ Ω) = 0 , (C.1.1)
where the covariant derivative is taken with respect to the Bismut connection. Expanding this
condition one obtains
∇(B)µ (e2ϕ Ω) = e2ϕ
(
2 ∂µϕ+ ∂µ log ||Ω||2 −Hµνν
)
Ω = 0 ,
∇(B)µ (e2ϕ Ω) = e2ϕ
(
2 ∂µϕ+Hµν
ν
)
Ω = 0 ,
(C.1.2)
where H = dcω in the above relations and its contraction Hµνν is related to an important
quantity in hermitian geometry: the Lee form
W (ω) = ω y dω = 1
2
ωmn (dω)mn . (C.1.3)
The precise relation between H and the Lee form is
Hµν
ν dxµ +Hµνν dxν = −W (ω) , (C.1.4)
so that (C.1.2) can be rewritten as
W (ω) = 2 dϕ , d log |Ω|2 = −2W (ω) = −4 dϕ . (C.1.5)
We see that requiring dϕ = 0 imposes that |Ω|2 is also a constant. This has a geometric echo in
terms of the Lee form, one of the torsion classes of dω.
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C.2 Curvature of the Bismut connection
There is an integrability condition associated to the KS equation for the gravitino
R(B)mnrs ω
rs = 0 . (C.2.1)
Our notation is that r, s are the internal indices, while m,n are the two-form indices. This
equation is not the same as the instanton condition Rω2 = 0, in which the two-form indices are
contracted. In our notation, the instanton condition is Rmnrs ωmn = 0.
Because Θ(B) is hermitian (B.1.9) holds. This implies that components of the curvature with
internal indices of mixed type also vanish R(B)ρσ = 0 and the holonomy group of the Bismut
connection is a subgroup of U(3).1
We can then interpret (C.2.1) as a further restriction on the holonomy group, namely
hol∇(B) ⊂ SU(3) . (C.2.2)
This is also mentioned in [46]. In fact, in holomorphic coordinates (C.2.1) implies the vanishing
of the traces
R(B)ρρ = −R(B)ρρ = 0 , (C.2.3)
which are curvatures for the U(1) factor in U(3) ' SU(3)× U(1). Expanding this
R(B)µν
ρ
ρ = ∂µHνρ
ρ − ∂νHµρρ = 0 ,
R(B)µν
ρ
ρ = −∂µHνρρ − ∂νHµρρ − ∂µ∂ν log√g ,
(C.2.4)
which are consistent with (C.1.5).
C.3 Conformally balanced condition
The conformally balanced condition is
d
(
e−2ϕ
ω2
2
)
= d
(
e−2ϕ ? ω
)
= 0 . (C.3.1)
We want to see that this is equivalent to the relation W (ω) = 2dϕ. To do so, we use the
properties of the Hodge ? operator and the definition of the codifferential. These are reviewed
in Appendix §A. We start with
e2ϕ d
(
e−2ϕ
ω2
2
)
= −2 dϕ ω
2
2
+ ? d†ω =
(
− 2 dϕ− Jm(d†ω)m
) ω2
2
, (C.3.2)
1Actually, for any hermitian connection the holonomy group is contained in U(3).
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where in the last equality we used that a one-form ηm dxm has Hodge dual ? η = −(Jm ηm) ? ω,
and applied this to d†ω. Next we calculate d†ω using
d†ω = −grs∇(LC)r ωsm dxm = grs∇(LC)r (gsn Jmn) dxm = ∇(LC)n Jmn dxm . (C.3.3)
After a straightforward calculation, in holomorphic coordinates
∇(LC)ρ Jµν = 0 , ∇(LC)ρ Jµν = 0 ,
∇(LC)ρ Jµν = 0 , ∇(LC)ρ Jµν = −iHρµν .
(C.3.4)
Plugging this inside (C.3.3) we get
d†ω = −iHµρρ dxµ + iHµρρ dxµ = JmW (ω)m , (C.3.5)
where we also used (C.1.4). Putting everything together we obtain
e2ϕ d
(
e−2ϕ
ω2
2
)
=
(
W (ω)− 2 dϕ
) ω2
2
= 0 . (C.3.6)
C.4 Another relation for H
It can be proven that the three-form H = dcω has an alternative expression
H = ? e2ϕ d(e−2ϕ ω) . (C.4.1)
To do so, use equation (C.1.5) to write
? e2ϕd(e−2ϕ ω) = ?
(
dω −W (ω)ω
)
, (C.4.2)
and with a bit of algebra
? dω = dcω − JmW (ω)m ω ,
?
(
W (ω)ω
)
= −JmW (ω)m ω .
(C.4.3)
This leads to H = dcω, as wanted. Another interesting comment is that H geometrically is the
(Hodge dual of) the primitive part of dω as
ω y
(
dω −W (ω)ω
)
= W (ω)− ω y
(
W (ω)ω
)
= W (ω)−W (ω) = 0 . (C.4.4)
This gives the well known interpretation of H as a torsion class of hermitian geometry.
Physically, the identity (C.4.1) is relevant for two reasons. Firstly, it implies the equation of
motion derived from the supergravity action
d†(e−2ϕH) = 0 . (C.4.5)
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Secondly, it can be used to prove that for perturbative solutions – that is, solutions that have
a well defined Taylor expansion around α8 = 0 – in which the internal manifold is compact the
zeroth order geometry is Kähler. To do so, consider the integral∫
X
e−2ϕH ?H = −
∫
X
H d(e−2ϕω) =
∫
X
e−2ϕ dH ω = O(α8 ) , (C.4.6)
where in the final equality we are using Bianchi identity. A nonvanishing zeroth order for H
would be in contradiction with this relation.
C.5 Divergences
The divergence of a vector εµ taken with respect to a generic connection is
∇µεµ = ∂µεµ + εµ Γννµ . (C.5.1)
For the choices of connections relevant to us
Γ(LC)ν
ν
µ = ∂µ log
√
g +
1
2
Hµν
ν ,
Γ(B)ν
ν
µ = ∂µ log
√
g ,
Γ(H)ν
ν
µ = Γ
(Ch)
ν
ν
µ = ∂µ log
√
g +Hµν
ν ,
(C.5.2)
and we see that
∇(LC)µ εµ = ∂µεµ + εµ ∂µ log
√
g +
1
2
εµHµν
ν ,
∇(B)µ εµ = ∂µεµ + εµ ∂µ log
√
g ,
∇(H)µ εµ = ∇(Ch)µ εµ = ∂µεµ + εµ ∂µ log
√
g + εµHµν
ν .
(C.5.3)
With the hypothesis dϕ = 0 one has Hµνν = 0 and the four divergences above coincide.
Consider now the divergence of the vector-valued form ∆νµ. For a generic connection
∇µ∆νµ = ∂µ∆νµ + ∆νµ Γρρµ − Γµρν ∆ρµ , (C.5.4)
and evaluating this on the relevant connections
∇(LC)µ ∆νµ = ∂µ∆νµ + ∆νµ ∂µ log
√
g +
1
2
∆ν
µHµρ
ρ − 1
2
∆µρHµρν ,
∇(B)µ ∆νµ = ∂µ∆νµ + ∆νµ ∂µ log
√
g −∆µρHµρν ,
∇(H)µ ∆νµ = ∇(Ch)µ ∆νµ = ∂µ∆νµ + ∆νµ ∂µ log
√
g + ∆ν
µHµρ
ρ .
(C.5.5)
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