Often in pattern classification problems, one tries to extract a large number of features and base the classifier decision on as much information as possible. This yields an array of features that are 'potentially' useful. Most of the time however, large feature sets are sub-optimal in describing the samples since they tend to over-represent the data and model noise along with the useful information in the data. Selecting relevant features fiom the available set offeatures is, therefore, a challenging task. In this paper, we present an innovative feature selection algorithm called Smart Beam Search (SBS), which is used with a Support Vector Machine based classifier for automatic defect classifcation. This feature selection approach not only reduces the dimensionality of the feature space substantially, but also improves the classifier performance.
Introduction
Although it has been a major area o f research for many decades, automated recognition of image, speech, text and other patterns remains difficult as it involves complex decision-making. A sample to be recognized i s typically represented by a set o f features or properties, and the features are passed to a classifier that makes a decision about the class it belongs to. The feature extractor should characterize the object such that the feature values for objects o f one class are very dissimilar to those for the objects o f other classes. But in most practical situations, this requirement is not met. This is because the features tend to over-represent the training data, thus modeling the noise along with useful information. One would, therefore, like to remove the irrelevant or redundant features before making an attempt at classifying the samples since the classifier performance depends on the quality o f the features.
As discussed by Blum and Langley [I] , various researchers have considered problems involving feature selection for classification [2, 3, 4] . Feature selection methods search through subsets of n features and try to obtain the best one o f the 2" possible candidate subsets according to some evaluation criterion. They are typically classified as either filter methods [4, 6] or wrapper methods [1, 3] . The former involve feature selection as a pre-processing step to learning and are independent o f the classifier (e.g. FOCUS [4] and RELIEF [6] [7] have also been tried. Aha et al. [3] evaluated a class o f wrapper methods called sequential feature selection (SFS) methods. The most common SFS algorithms conduct either forward sequential search (FSS) or backward sequential search (BSS) [3] . FSS begins with zero attributes, evaluates all feature subsets with exactly one feature, selects the best one, and adds to this subset the feature that yields the best performance for subsets of the next larger size. BSS is similar to FSS, but here we start with the complete feature set, and sequentially remove that feature whose removal yields the maximal performance improvement. It (SVM) classifier to select the candidate subsets. SVMs use the geometric properties o f the data to compute the optimal hyperplane to separate the samples from two classes [9, 10] . They also have the freedom to introduce transformations to find a non-linear separating hyperplane to segregate non-linearly separable data. SVMs were first developed by Vapnik and have emerged as a strong classification tool for applications like face recognition [12], 3-D object recognition [13] , and text characterization [14] . We have applied an SVM-based classifier for automatic defect classifcarion. Since the performance o f this classifier will depend on the quality of the features, it is important to pre-select the features that are the best suited for defect classification. Feature selection can help not only in reducing the training time, but also improving the classification performance of the classifier.
Automatic Defect Classification (ADC)
One of the important industrial problems that machine vision systems address today is that of ADC in manufacturing. Not only does it help in enhancing yields, but also assures a better compliance with product standards [15, 16] . ADC, as applied in the semiconductor industry, is the process of categorizing wafer defects into classes based on information provided by sensing and imaging devices. Defects may appear at any stage of the fabrication process (including doping, epitaxial growth, oxidation, etching, and metalization), and may occur in the form of mechanical scratches, missing patterns, presence of small or large extraneous particles (dust, metal, etc.) or chemical contamination of the substrate.
Schemes like spatial signature analysis (SSA) [16] , fuzzylogic algorithms [I 8 ) and texture-based or shape-based defect classification have been used for ADC [15, 17] . ADC helps in monitoring the distribution of defects and inferring their cause(s) and/or source(s), and thus helps in ramping yields, as well as in identifying certain rare 'killer defects'. The need for such automated monitoring has been increased by two factors including a shift from the 0 . 1 8~ technology towards smaller dimensions of 0 . 1 3~ or lower, and the improvement in wafer fabrication technology that enables larger wafers to be manufactured. However, complete automation of the analysis process is often difficult because it involves complex decisionmaking. Typically, ADC systems work with images from optical microscopes or scanning electron microscopes.
They proceed by extracting precise information about the coordinates and extent of the defect. Features describing various attributes of the defect are then extracted and a classifier uses them to assign a label to each new defect. Classification performance, however, depends heavily on the quality of the feature extracted.
Feature Analysis and Selection
In our data set, each defect is described by a highdimensional feature vector consisting of about 100 features. In order to remove the redundant and irrelevant features from the feature set, a careful analysis of the feature set must be carried out. The objective is to identify the features that show high variability between different classes and thus help in distinguishing between them. To measure the power of each feature to be able to distinguish between classes, one can measure the spread of each feature between classes. We have computed a parameter called the spread factor (7) for each feature with respect to a binary classification task. It is defined as the norm of the difference in the mean feature value over all the samples for class C, M, and mean feature value over the rest of the classes, MO normalized by the sum of their corresponding standard deviations S, and S , . It can be computed as
The useful features are expected to show a high value of 11. indicating a good inter-class spread in the one-versusthe-rest classification paradigm.
Beam Search and Smart Beam Search (SBS)
Although the spread factors of features yield useful information about their goodness, it is possible that features with low values of 7 be important for classification, as in the case of multi-modal or nonGaussian feature distributions. Therefore, a more generic feature selection scheme called the beam search has been Of these, select the best K, based on classification performance. e) Form all possible ( t + 1) tuples by appending these K t-tuples with other features (not already in that 1-tuple) f~ Repeat steps d) to e) until the stopping criterion is met; the tuple size at this stage ism. g) The best Km-tuples are the result ofbeam search.
The ADC systems typically have to deal with multiple defect classes and the number of training samples might vary significantly between classes. A measure of overall classification performance is therefore likely to bias the decision of the search in favor of the classes with more training samples. Therefore, we conduct beam search for one-versus-the-rest binary classifications for all classes in the defect data, using the SVM-based binary classifier to select the feature subsets at each step of the search. The performance of the classifier is evaluated in terms of the class-wise accuracy (percentage of samples of class C that are correctly labeled) and purity (percentage of samples labeled as class C that actually belong to class C). The beam search algorithm, however, was modified and several new functionalities were added to the algorithm to address the specifics of the ADC problem. The novelties of the improved algorithm, called smart beam search (SBS), are discussed next.
Firstly, it was observed that if we begin beam search using t = I, the optimization problem to be solved by the SVM for classification does not necessarily converge. Therefore, we initialize the search with I = IO. Secondly, new selection and stopping criteria were developed to conduct the search. Normally, the selection criterion of beam search is based on the classification accuracy only, and the iterations are stopped if the accuracy fails to improve. Our selection criterion is based on a three-tiered approach, which not only uses the accuracy, but also the purity and spread factor. During selection of feature tuples at any iteration, the first sorting of tuples is done on accuracy. Within the tuples of equal accuracy, we sort on purity, and finally the tuples with equal accuracy as well as purity are sorted on 7. This makes sure that selected subsets do not cause the purity to drop while the accuracy improves. Unlike the stopping criterion of beam search, which monitors only the accuracy value, SBS is terminated only after both the accuracy value and the purity value have stabilized. Therefore, the search is conducted over all the potential candidate subsets in a manner that should ensure the near-best classifier performance both in terms of accuracy and purity.
Experiments and Results
In our experiments, we have used the SVM classifier implemented in SVM-Light [ I l l . The data set is comprised of about 3000 images, with 13 defect classes. The results were evaluated for five random 60-40 cuts of the data set i.e., roughly 1800 training samples and 1200 test samples. We present the results for beam widths K = 2 and 5. The SVM classifier was first evaluated for each of the I3 one-versus-the-rest classifications using all the features. Results were then obtained using the feature subsets returned by SBS. The IO-tuple-initialization of the SBS is done on the basis of 7-values of features with respect to the class for which the binary classification is being carried out. This was done with the understanding that the features with high values of are, intuitively, good for discriminating between the class and non-class samples. One could also initialize the search randomly, but that can defeat the whole purpose of beam search, since a new feature added during any iteration is evaluated in conjunction with the other features already in the feature set. If the randomly selected features (with which we initialize the search) contain a feature that is 'detrimental' to classification task, then the feature subset that the beam search yields can never be optimal.
: I .......................................................................................... The results of SBS are very encouraging, with a significant reduction in the size of the feature vector. This is particularly useful in reducing the time required to train the SVM classifier. SBS was seen to improve the classwise accuracy and purity. It was observed that the size of feature subset is reduced by at least 70% for all the binary classifications ( Figure I ), indicating that the original feature set had redundancies, and that some features only made the class distinctions worse. Our ultimate objective, however, lies in obtaining a better multi-class classification. When using all the features, we obtained the multi-class decisions by comparing the distance values of the test samples from the separating hyperplanes resulting from the 13 binary one-versus-the-rest classifications. The farther the sample is from a hyperplane towards the in-class samples, the more likely it is to belong to that class. The test sample is therefore, assigned the label of the class for which it lies the farthest towards the in-class samples from the separating hyperplane. On conducting SBS, the feature subsets selected were different for each of these binary classifications. The feature spaces for these subsets being different from each other, the comparison of the distance values is not straightforward.
We define the relative uti& of a feature as the frequency with which it is selected in the 13 independent runs of SBS. Features that crossed a certain utility threshold (7) were selected for classification. The results of multi-class classification are shown in Figures 2, 3 and 4. Even with this simple measure, SBS selected feature subsets improved the performance, while yielding a significant reduction in feature subset (>23% for T = 2, >43% for T = 3).
Conclusions
In this paper, we have presented a feature selection algorithm for an automatic defect classification (ADC) problem. Improvements have been proposed to the beam search algorithm for feature selection, and the modified version is called smart beam search (SBS). It uses a three-tiered approach to determine the induction sequence and selects feature subsets not only on the basis o f classwise accuracy, but also classwise punty and spread factor of features (as compared to the conventional approach of using classwise accuracy alone). W e have empirically shown that this approach in combination with the binary SVM classifier reduces the feature set size significantly and also yields better classification results for our multiclass defect classification problem. W e have defined a simple utility criterion for the multi-class problem. A more intelligent way of combining the binary SBS selections for the multi-class case could improve the results further, and form a.part ofour future work. 
