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f(x) =  [(n​S (x​2​ + y​A​2​)) + (n​B ((x​B​­x) ​2​ + y​B​2​))].c1 √  √   
After this substitution, to find the minimum time it takes the light to travel, one can take the 
derivative with respect to x and set the equation equal to 0, which leaves 


















































































































































































use the Pythagorean theorem:  . This is the Pythagorean theorem we all know anda2 + b2 = c2  
undoubtedly love, but there is another representation often overlooked. This same theorem can 











equations:   and  . Finally, one can think of the x and y­components in terms ofinθs = b osθc = a  
and  . This new way of representing these components provides one with the means toosθc inθs  
start relating vectors to real world physical phenomena. 
The introduction of  and  and the new representation of the Pythagorean theoreminθs osθc  
encourages the transition from triangles to circles. Graphing the equation  with x2 + y2 = c2 c = 1
reveals a circle with a radius of one, which is also known as the unit circle. For any point P on 



























around the circle, then  is equal to  . This new relationship allows one to transition fromθ tω  









































































might be the most obvious, is  . So  is nothing more than the four pixels averagedα = 4
(a+b+c+d) α  
together. The solutions to  and  are very similar, with  and  . These twoβ γ β = 2
(a−c) γ = 2
(b−d)  
variables are sensitive to two­cell asymmetries. Finally, one will find that  . As theδ = 4
(a−b+c−d)  
visual representation of v​4​ may suggest,  is sensitive to 1­cell asymmetries across the wholeδ  
row. To help understand this concept even more, one can look at an example where both the 
numerical and visual values of a, b, c, and d correspond to their basis vectors and coefficients.  
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This example implements a different set of basis vectors, but the idea remains the same. 
It is important to note that v​2​ and v​3​ are now sensitive to different variations across the row of 
four pixels. Now v​2​ is sensitive to two cell variations between the outer edges and middle section 
and v​3​ is comparing the left section to the right. This new set of basis vectors, which is one 
combination out of many, is slightly more intuitive than the set in the previous example. These 
basis vectors are directly related to the sinusoidal waveforms of different frequencies and 
magnitudes that make up something like a square wave. The waveform equivalents for these 
spatial basis vectors are included in red to help understand the parallels between the two. 
There are multiple ways to understand this information, but perhaps the simplest way is 
to imagine that one starts with finite values for a, b, c, and d which can be found in the “total” 
section above. After this point it is necessary to find a set of basis vectors to provide the means 
necessary to fully describe the magnitudes of the pixels. After the basis vectors are found, the 
next step is to solve for the coefficients for each of the basis vectors, that is, “how much” of each 
of these basis vectors is needed in order to add up to the final row of pixels. Pairing the 
coefficients with their corresponding basis vector reveals the proportion of that unique type of 
variation present in the original four pixels. In this example, it becomes clear that a gradient from 
light gray to dark gray holds variations from left to right and from pixel to pixel. 
This type of analysis can be expanded to a set of any finite pixels, regardless of how 
many rows or columns it may hold. For some context, a picture taken with a typical eight 
megapixel camera will yield an image with approximately eight million pixels. Fourier analysis 
allows incredibly difficult data, like those eight million pixels, to be redefined and decomposed 
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into a more manageable form. Included below are photos with their corresponding Fourier 
Transformed image. 
 
 
Starting with this image will hopefully allow one to more adequately understand what the 
Fourier Transform is analyzing in the original image. As I have been saying, Fourier Analysis in 
regards to images is tracking the variations between pixels. The previous example with the row 
of four pixels only had a horizontal component. But, with the two images above, it is clear that 
there is now a vertical and horizontal component. These image’s transforms appear directly 
below them and illustrate the u­axis and v­axis.  
These images are transformed from their original “spatial domain” to their new 
“frequency domain,” which is why one needs to switch from x and y to u and v. The u­axis 
measures the variation along the horizontal direction and the v­axis measures variation along the 
vertical direction. From the first image one is able to see that the clear variation across the 
horizontal axis translates to a highlighted u­axis. The second image shows how a larger amount 
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of variation, or a higher frequency, across the vertical axis leads to brighter regions that move 
away from the origin. One may notice that the bright dots in the left image are closer together 
than the transform of the second image. In the right image this difference is present because there 
are more variations between black and white that take place in the same amount of space as the 
image on the left. More variations between black and white translates to a larger frequency 
overall. 
 
 
These two images show the Fourier Transforms of more complicated and more realistic 
images that one may encounter. The transform on the right shows one that the image is relatively 
similar with a strong brightness at the origin, or in other words, the majority of the pixels within 
the image are not too far off from the average value. Outside of the bright region in the center, 
the main brightness one will see is along the v­axis. This means that the strongest variation in the 
image is along the vertical axis from top to bottom. The second image is the same as the first 
with a blur added to it. This blur was only applied in the horizontal direction which, admittedly, I 
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only knew because the creator of this image said so.  But, upon further inspection, one can see in 
the transform below it that this greatly reduces the range of frequencies across the u­axis. This 
helps confirm that a Fourier Transform highlights aspects of spatial variation in an image that 
would be difficult to see or analyze without it. This reduction in the range of frequencies makes 
sense because high frequencies in an image are related to more distinct variations, like the edges 
that have been blurred. The low frequencies are left relatively unaffected because they 
correspond to the overall brightness or intensity of the image as a whole.  In the next section, one 
will find that using Fourier Transforms for visual data facilitates the implementation of image 
processing techniques by effectively eliminating the need for complicated mathematics. 
Fourier Analysis and the Convolution Theorem 
Convolution, in the simplest of terms, is a mathematical operation not unlike the more 
basic operations such as adding, subtracting, multiplying, or dividing. Similar to its more basic 
counterparts, convolution takes two inputs and gives one output. But, unlike arithmetic, 
convolution deals with functions instead of numbers. To illustrate this idea I will use an example 
of a common application of convolution in which one applies a filter to an already existing 
image. 
Applying a filter to a digital image will result in some change in that image, whether it be 
something like a blurring or sharpening effect. One can think of this filter as an object on its own 
or a function that will act on an image. The filter, which I will refer to as a “kernel,” will take the 
form of a matrix. A matrix is really nothing more than a collection of numbers in a form that 
allows one to easily perform normal arithmetic with other matrices. In this case, one will be 
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multiplying the kernel with a set of numbers that correspond to the intensities of individual 
pixels of an image. 
The way this process has been explained purposefully ignores the more complicated 
aspects of convolution. To bypass a difficult integral one must implement the convolution 
theorem. The convolution theorem states that convolution in the spatial domain is equivalent to 
multiplication in the frequency domain. So, all one must do to avoid convolution is perform a 
Fourier Transform on both the kernel and the image. This allows one to simply multiply (or 
matrix multiply) these two terms together. Included below is an example of this process where 
each matrix has yet to be transformed. 
 
The convolution theorem allows one to transform both of the matrices on the left, and 
doing so will make the kernel into a diagonal matrix. Instead of dealing with three terms being 
multiplied and added together, the terms from the kernel matrix and the original pixels can be 
multiplied term by term. All one must do after the final result is determined, is transform back to 
the spatial domain. This change may not seem drastic, but as soon as this method is implemented 
in computing the amount of time saved is exponential because many fewer multiplications are 
required. In the end, the convolution theorem allows computers to convolve the blur kernel with 
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an image more efficiently. More efficient convolution in computing allowed scientists and 
engineers to move from computers that occupied entire rooms to the computers we carry in our 
pockets. 
This kernel in particular is causing the original image to be blurred. The final matrix is a 
column of new values which have been calculated using one pixel for each new value and its two 
closest neighbors. Instead of each pixel maintaining its original intensity it has been averaged to 
some extent with the intensities of the pixels surrounding it. Imagine dots of wet paint being 
smudged into each other effectively obscuring where one ends and the other begins. This specific 
type of blurring, which is known as a gaussian blur, targets the high frequency components of an 
image. Looking back to the image of Goofy and its corresponding transform this idea makes 
more sense. Blurring the image, or smudging each pixel into its neighbors, will reduce the 
amount of sudden variation in intensity. Reducing the amount of sudden variation in an image is 
quite obvious to the human eye. To put it quite simply, once a sharp edge has been blurred, it 
will appear out of focus. 
An alternative to blurring, which diminishes high frequencies, is to filter out low 
frequencies to highlight the high frequencies. This new type of filter, called a high­pass filter, 
will amplify the parts of an image where variations are the most distinct, which most commonly 
occurs at the edge of an object within an image. An example of a filter of this nature is a Gabor 
filter, which is used within the field of image processing to extract the most useful aspects of an 
image. Focusing on the high contrast parts of an image reveals the unique qualities of the objects 
present in an image. The Gabor filter can be used to identify recurring and unique attributes in an 
image. If one were to think back to the first section on human vision, one would probably see the 
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clear similarity between what the Gabor filter does and what a simple cell does in the visual 
cortex. In fact, the Gabor filter is one of the best models for human vision with the main purpose 
to identify complex edges and patterns. 
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Conclusion 
One of the most basic needs of any human is the need to gather information. As I have 
shown, the eye serves as a gateway into the physical world, working to obtain data from one’s 
surroundings. The eye, and all of the parts that make it up, function as a tool for the brain. This 
tool has the ability to shape the ways in which we think and interact with our environment. 
Alongside the eye and other biological tools, humans develop methodologies for thinking that 
are used to process raw data and turn it into something we can understand. I have shown that 
Fourier Analysis can be thought of as one of these methods. It can be used not only as an 
illuminating mathematical model for vision, but also as a gateway into how the mind deciphers 
complicated information. In this project, the Fourier methodology and the results it can yield 
became the most prevalent link between my work in the realm of physics and in the realm of art. 
Now, with a better handle on the vocabulary pertaining to this subject, I can shed more 
light on the details of my art installation. In the beginning, my interest in perception stemmed 
from the moments where human experiences do not perfectly align with what “actually” exists in 
the physical environment. This initial interest led me to the part of perception where humans are 
just starting to construct an image of the outside world. This section of human perception is 
believed to be where edges become distinct and go on to define distinct objects. In this moment, 
the link between Fourier Analysis and the artwork is rather utilitarian. As I have previously 
addressed, Fourier Transforms are required to drastically decrease the computing power 
necessary to implement the Gabor filter. My installation utilizes the Gabor function to do exactly 
what it was designed to do, that is, highlight the edges found in an image. 
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Out of this utilitarian integration of the Gabor filter, the more conceptual aspects of my 
project began to fall into place. But, before I go on to explain the conceptual side of my 
installation I will describe, in more detail, the technical aspects of the piece. I chose to use the 
Gabor filter on a set of forty photographs taken of me during my early childhood, which are 
projected on one wall in the space. The Gabor filter and the images are controlled through 
computer code which was written in a java based language called Processing. A more in depth 
conversation on how this code was written can be found after the conclusion of this project. The 
strength of the filter, that is the amount of distortion on the images, is dictated by the amount of 
sound in the space. When the room is silent almost all of the details are indiscernible and the 
images become clearer with more sound. Through two pairs of headphones the audience is given 
a set of prompts, all of which are different in an attempt to create a somewhat unique experience 
for each pair of listeners. The prompts are delivered through a recording of my voice and include 
questions for the listener to answer out loud or directions to make other types of sounds or 
movements in the space. 
Within this installation there are, of course, many layers of personal meaning. The most 
conscious concept or topic I am trying to address is the ephemerality of my own past and how 
the memories I have gathered up to this point in my life directly inform who I am. The sounds 
made by my audience function as brief moments of clarity, moments where I become aware of 
the most defining parts of my life and their direct influence on my current state. To bring Fourier 
back into the picture, I have been thinking of my own past as one of those complicated 
waveforms. As you would probably agree, one’s entire life is messy and hard to take in all at 
once. Those defining moments, whether they are captured in a photograph or put away 
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somewhere in my mind, are the sine or cosine functions that are buried in the complexity of the 
whole. By taking the time to sift through these moments and analyzing them as their own 
separate entities, one can more fully understand the result of their combination. 
Throughout the process of completing this project, I found that the Fourier methodology 
is able to exist across fields within both Art and Physics. Like any good process of thinking, this 
method proved to be extremely adaptable to the problems I was dealing with or the questions I 
asked myself. On the more macroscopic level of my project, the methods used within Fourier 
Analysis allowed me to build a conceptual bridge between art and physics. Then, within the 
written part of my project, Fourier transforms became a necessary component in the development 
of a model, or conceptual analogy for understanding one part of human vision. From there I was 
able to solidify this bridge between art and physics by using Fourier Transforms as a technical 
tool within the Gabor filter to explore image processing in theory and then put that theory into 
action. 
In the beginning of this paper I mentioned the common disbelief people have when I 
explain my major in both Physics and Art. Throughout my college career I continually assured 
myself that a joint project could be done, even though I did not exactly know how most of the 
time. Even my advisors showed (understandable) doubt that these two fields could really come 
together. But, for me, the turning point came when I had the realization that I do not have to 
make an object that employs principles of Physics, nor do I have to make really artistic graphs 
for data I found in a lab. Instead, I found the most important thing for me to do is change my 
frame of mind from applying one field to the other to instead finding a true synthesis. 
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Help from Friends and the Internet 
When I decided exactly what I wanted to do for my installation I knew I would need to 
use a computer. I’m relatively well versed in the digital image creation side of computers, but for 
this project I needed actual coding skills. Upon learning this I approached my long­time friend, 
Diana Ruggiero, who happens to be a computer science major. She knew almost immediately I 
would need to use Processing, which was actually created to help artists ease into the world of 
coding. Diana was gracious enough to show me all of the cool things Processing had to offer. 
Being fluent in this language, Diana was able to help me implement my artistic ideas on a level I 
would have never been able to achieve with the amount of time I had this year. Over the course 
of about five meetings together, Diana and I were able to complete the code to where it was 
exactly what I imagined it to be in my head. 
Alongside Diana’s help, the internet became a source for key parts of the code we wrote. 
The Gabor Filter itself was published by Patrick Fuller on his blog where he guided his reader 
through his process and encouraged experimentation. This code was taken and adapted by Diana 
and myself to fit the needs of this specific project. Other incorporations from the internet include 
bits and pieces from Processing’s very own forum where users supply advice to each other to 
help complete their  individual projects. Both Diana and I feel that this way of code directly 
aligns with the open source ethos of the Processing community. That being said, this section is 
included to make it clear that the coding aspect of my installation involved more than myself and 
give others the recognition they deserve. 
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Artist Statement 
Understanding is a hard thing to do, but we try to do it anyway. 
How is the ​now ​connected to the ​then​? 
How is the ​then ​different than the ​was ​? 
How is the ​was ​showing up in the ​now​? 
Understanding is a hard thing to do, but we try to do it anyway. 
 
I’ve always tried to live in the present, but it’s hard to separate the present from where 
I’ve been and where I’m going. I still don’t fully understand my art or art in general, but I have 
come to understand that my work, when it is at its best, is personal. I can marvel at the work of 
artists that access the most abstract, formal ideas in art, but I have yet to produce that kind of 
work myself. To make something worthwhile I have decided I need to look into rather than 
around myself. The idea that the things I am trying to convey are recognizable and accessible is 
what is important to me. I am a person. You are a person. The feelings, thoughts, and ideas I 
have are probably close to your own, but if they’re not then that’s even more exciting. 
These ideas, like the ones I’m trying to write right now, are huge and complicated and 
hard to understand. Even our daily lives prove to be more than enough food for our minds to 
devour year after year. If I stick with the food analogy, some of the food we consume doesn’t 
digest very well and it remains stuck deep within the gut of our mind. These thoughts and 
feelings, the ones that have come and passed, can be stirred up again at any time. You hug a 
friend, but it feels like you’re hugging your grandma because “wow, they smell exactly the 
same.” Or maybe you walk outside and the sky looks just like it did when you had nothing to do 
 45 
but lay in the grass and watch the clouds. Memories like these are just the remnants of things 
once touched, tasted, smelled, seen, or heard. These are the moments that make us who we are, 
but the details of our lives can get lost in heads too busy to slow down. Sometimes we need to go 
back and rummage through the memories that got left behind, and with this piece I invite you to 
do just that. 
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Invitation 
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