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THE GREEN RING OF DRINFELD DOUBLE D(H4)
HUI-XIANG CHEN
Abstract. In this paper, we study the Green ring (or the representation ring)
of Drinfeld quantum double D(H4) of Sweedler’s 4-dimensional Hopf algebra
H4. We first give the decompositions of the tensor products of finite dimen-
sional indecomposable modules into the direct sum of indecomposable modules
over D(H4). Then we describe the structure of the Green ring r(D(H4)) of
D(H4) and show that r(D(H4)) is generated, as a ring, by infinitely many
elements subject to a family of relations.
Introduction
The tensor product of modules over a Hopf algebra is an important ingredient in
the representation theory of Hopf algebras and quantum groups. In particular, the
decomposition of the tensor product of indecomposable modules into a direct sum
of indecomposable modules has received enormous attention. For modules over a
finite dimensional group algebra, this information is encoded in the structure of the
Green ring (or the representation ring), see [1, 4, 5, 6, 15, 17]). For modules over a
Hopf algebra or a quantum group there are results on a quiver quantum group by
Cibils [14], on the quantum double of a finite group by Witherspoon [29], on the
half quantum groups (or Taft algebras) by Gunnlaugsdo´ttir [16], on the coordinate
Hopf algebra of quantum SL(2) at a root of unity by Chin [13]. Kondo and Saito
gave the indecomposable decomposition of tensor products of modules over the
restricted quantum universal enveloping algebra associated to sl2 in [20]. However,
the Green rings of those Hopf algebras are either equal to the Grothendick rings
(in the semisimple cases) or not yet computed because of the complexity. Recently,
Chen, Van Oystaeyen and Zhang computed the Green rings of Taft algebras Hn(q)
in [11], Li and Zhang studied the Green rings of the generalized Taft algebras in
[18]. Since the Taft algebras are of finite representation type, their Green rings
are finitely generated as rings. It was shown that the Green rings of Taft algebras
generated by two elements subject to certain relations for each n ≥ 2 in [11].
However, the Drinfeld quantum doubles D(Hn(q)) of Taft algebras Hn(q) are of
infinite representation type [10]. Hence the Green rings of the Drinfeld quantum
doubles of Hn(q) are much more complicated. When n = 2, the Taft algebra H2(q)
is exactly the Sweedler’s 4-dimensional Hopf algebraH4 (see [27, 28]). In this paper,
we will investigate the Green ring of the Drinfeld quantum double D(H4).
Key words and phrases. Green ring, indecomposable module, Sweedler’s Hopf algebra, Drinfeld
double.
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The paper is organized as follow. In Section 1, we recall the definitions of Grothendieck
ring and Green ring (or representation ring) of a Hopf algebra, the structure of the
Drinfeld quantum double D(H4) of Sweedler’s 4-dimensional Hopf algebra H4 and
the finite dimensional indecomposable modules over D(H4). In Section 2, we in-
vestigate the tensor products of finite dimensional indecomposable modules over
D(H4). We decompose the tensor product of any two indecomposable D(H4)-
modules into a direct sum of indecomposable modules. In Section 3, we study the
structure of the Green ring r(D(H4)) of D(H4). We first investigate a subring R
of r(D(H4)), which is generated, as a Z-module, by the isomorphism classes of the
indecomposable modules located in the connected components of the AR-quiver
of D(H4) containing simple modules (or indecomposable projective modules). We
show that R is generated, as a ring, by four elements subject to certain relations.
Then we investigate the structure of the Green ring r(D(H4)). We give a family
of generators of r(D(H4)) and the relations satisfied by the generators, as a ring,
which shows that r(D(H4)) is not finitely generated as a ring.
1. Preliminaries
Throughout, we work over an algebraically closed field k with char(k) 6= 2. Unless
otherwise stated, all algebras, Hopf algebras and modules are defined over k; all
modules are left modules and finite dimensional; all maps are k-linear; dim, ⊗
and Hom stand for dimk, ⊗k and Homk, respectively. For the theory of Hopf
algebras and quantum groups, we refer to [19, 23, 24, 27]. For the representation
theory of finite dimensional algebras, we refer to [2]. Let Z denote all integers, and
Z2 = Z/2Z.
1.1. Grothendieck rings and Green rings. For a finite dimensional algebra A,
let modA denote the category of finite dimensional A-modules. For a module M
in modA and a nonnegative integer s, let sM denote the direct sum of s copies of
M . Then sM = 0 if s = 0. Let P (M) denote the projective cover of M , and let
I(M) denote the injective envelope of M . Let l(M) denote the length of M , and
let rl(M) denote the Loewy length (=radical length=socle length) of M .
For a finite dimensional algebra A, let G0(A) denote the Grothendieck group of the
category modA. This is the abelian group that is generated by the isomorphism
classes [M ] of A-modules M modulo the relations [M ] = [U ] + [V ] for each short
exact sequence of 0→ U →M → V → 0 in modA. It is well known (see [2, 3]) that
G0(A) is a free abelian group with a Z-basis given by the classes [Si], i = 1, 2, · · · , t,
where {S1, S2, · · · , St} is a full set of non-isomorphic simple A-modules.
LetH be a finite dimensional Hopf algebra. Then modH is a monoidal category [19,
24]. Hence G0(H) is an associative ring with the multiplication given by [M ][N ] =
[M⊗N ] for any modulesM and N in modH . The multiplication identity of G0(H)
is [k], where k is the trivial H-module given by the counit of H . In this case, G0(H)
is called the Grothendieck ring of H (or of the monoidal category modH).
Let H be a finite dimensional Hopf algebra. The representation rings r(H) and
R(H) can be defined as follows. r(H) is the abelian group that is generated by the
isomorphism classes [M ] ofH-modulesM modulo the relations [M⊕N ] = [M ]+[N ]
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for any modules M and N in modH . The multiplication of r(H) is given by
the tensor product of H-modules, that is, [M ][N ] = [M ⊗ N ]. Then r(H) is an
associative ring with the identity [k]. R(H) is an associative k-algebra defined
by k ⊗Z r(H). Note that r(H) is a free abelian group with a Z-basis {[M ]|M ∈
ind(H)}, where ind(H) denotes the category of finite dimensional indecomposable
H-modules. r(H) (resp. R(H)) is also called the Green ring of H (or of the
monoidal category modH). Note that there is canonical ring epimorphism r(H)→
G0(H), [M ] 7→ [M ], M ∈ modH .
If H is a quasitriangular Hopf algebra, then M ⊗N ∼= N ⊗M for any H-modules
M and N . In this case, both G0(H) and r(H) are commutative rings.
A finite dimensional Hopf algebra H is a symmetric algebra if and only if H is
unimodular and S2 is inner, where S is the antipode of H (see [22, 25]). It is well
known [26] that the Drinfeld double D(H) of a finite dimensional Hopf algebra is
unimodular, and S2
D(H) is inner. Hence D(H) is always symmetric.
Let H be a finite dimensional Hopf algebra. For any module M in modH , the dual
space M∗ = Hom(M,k) is also an H-module with the action given by
(h · f)(m) = f(S(h) ·m), h ∈ H, f ∈M∗, m ∈M,
where S is the antipode of H . It is well known that (M ⊗N)∗ ∼= N∗ ⊗M∗ for any
H-modules M and N . If H is quasitriangular, then S2 is inner, and so M∗∗ ∼= M
for any M ∈ modH (see [22]). In this case, this gives rise to a duality (−)∗ from
modH to itself, which induces a ring involution of r(H) (resp. G0(H)) given by
[M ]∗ = [M∗] for any M ∈ modH .
1.2. Drinfeld double of H4. Sweedler’s 4-dimensional Hopf algebra is a special
case of Taft Hopf algebras. The Drinfeld quantum doubles of Taft’s Hopf algebras
and their finite representations were investigated in [7, 8, 9, 10]. The representations
of pointed Hopf algebras and their Drinfeld quantum doubles were also studied in
[21]. Let us recall some results which we need throughout the paper.
Sweedler’s 4-dimensional Hopf algebra H4 is generated by two elements g and h
subject to the relations:
g2 = 1, h2 = 0, gh+ hg = 0.
The coalgebra structure and the antipode are determined by
△(g) = g ⊗ g, △(h) = h⊗ g + 1⊗ h, ε(x) = 0,
ε(h) = 0, S(g) = g−1 = g, S(h) = gh.
Moreover, H4 has a canonical basis {1, g, h, gh}.
Let D4 be the algebra generated by a, b, c and d subject to the relations:
ba = −ab, db = −bd, ca = −ac, dc = −cd, bc = cb,
a2 = 0, b2 = 1, c2 = 1, d2 = 0, da+ ad = 1− bc.
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Then D4 is a Hopf algebra with the coalgebra structure and the antipode given by
△(a) = a⊗ b+ 1⊗ a, ε(a) = 0, S(a) = −ab = ba,
△(b) = b⊗ b, ε(b) = 1, S(b) = b−1 = b,
△(c) = c⊗ c, ε(c) = 1, S(c) = c−1 = c,
△(d) = d⊗ c+ 1⊗ d, ε(d) = 0, S(d) = −dc = cd.
D4 is a 2
4-dimensional Hopf algebra. D4 has a canonical basis {a
ibjcldk|0 ≤
i, j, l, k ≤ 1}, and is not semisimple and is isomorphic to D(H4) as a Hopf algebra.
The Hopf algebra isomorphism is given by
D(H4) = H
∗cop
4 ⊲⊳ H4 → D4, h
sgt ⊲⊳ higj 7→
∑
0≤m<2
1
2
(−1)tmcmdsaibj
for all 0 ≤ s, t, i, j ≤ 1, where {higj|0 ≤ i, j ≤ 1} is the basis of H4, and {higj |0 ≤
i, j ≤ 1} is the dual basis of H∗4 . The canonical quasitriangular structure on D4
reads as follows:
R = 12 (1⊗ 1 + b⊗ 1 + 1⊗ c− b⊗ c
+a⊗ d+ ab⊗ d+ a⊗ cd− ab⊗ cd).
For the detail, the reader is directed to [7, 8, 12].
1.3. Indecomposable representations of D4. Let J(D4) stand for the Jacobson
radical of D4. Then J(D4)
3 = 0 by [10, Corollary 2.4]. This means that the Loewy
length of D4 is 3. In order to study the Green ring of D4, we need first to give the
structures of all finite dimensional indecomposable D4-modules. We will follow the
notations of [10].
From [10], we know that the socle series and the radical series of an indecompos-
able D4-module coincide. We list all indecomposable D4-modules according to the
Loewy length. There are four simple D4-modules (up to isomorphism); two are of
dimension one and two are of dimension two. In the following, denote J(D4) by J
for short.
One dimensional simple modules: V (1, r), r ∈ Z2,
a · v = d · v = 0, b · v = c · v = (−1)rv, v ∈ V (1, r).
In the following, denote V (1, r) by V (r), r ∈ Z2.
Two dimensional simple modules: V (2, r), r ∈ Z2. V (2, r) has a standard k-basis
{v1, v2} such that
a · v1 = v2, d · v1 = 0, b · v1 = (−1)
rv1, c · v1 = (−1)
r+1v1,
a · v2 = 0, d · v2 = 2v1, b · v2 = (−1)
r+1v2, c · v2 = (−1)
rv2.
The simple module V (2, r), r ∈ Z2, are both projective injective.
Four dimensional projective modules of Loewy length 3: Let P (r) be the projective
cover of V (r), r ∈ Z2. Then P (r) is the injective envelope of V (r) as well, r ∈ Z2.
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P (r) has a standard k-basis {v1, v2, v3, v4} such that
a · v1 = v2, d · v1 = v3, b · v1 = (−1)
rv1, c · v1 = (−1)
rv1,
a · v2 = 0, d · v2 = −v4, b · v2 = (−1)
r+1v2, c · v2 = (−1)
r+1v2,
a · v3 = v4, d · v3 = 0, b · v3 = (−1)
r+1v3, c · v3 = (−1)
r+1v3,
a · v4 = 0, d · v4 = 0, b · v4 = (−1)
rv4, c · v4 = (−1)
rv4.
Note that soc(P (r)) = J2P (r) ∼= V (r), soc2(P (r))/soc(P (r)) = (JP (r))/(J2P (r)) ∼=
2V (r+1) and P (r)/soc2(P (r)) = P (r)/(JP (r)) ∼= V (r). Note that the P (r) is ex-
actly the P (1, r) in [10].
There are infinitely many non-isomorphic indecomposable D4-modules with Loewy
length 2. We list them according to the lengths and the co-lengths of their socles.
We say that an indecomposable D4-module M with rl(M) = 2 is of (s, t)-type if
l(M/soc(M)) = s and l(soc(M)) = t. By [10], if M is of (s, t)-type, then s = t+ 1,
or s = t, or s = t− 1.
The indecomposable modules of (s + 1, s)-type are given by the syzygy functor
Ω. Let V (r) be the one dimensional simple modules, r ∈ Z2. Then the minimal
projective resolutions of V (r) are given by
· · · → 4P (r + 1)→ 3P (r)→ 2P (r + 1)→ P (r)→ V (r)→ 0.
By these resolutions, one can describe the structure of ΩsV (r), s ≥ 1 (see [10]).
ΩsV (r) is of (s+ 1, s)-type.
The indecomposable modules of (s, s + 1)-type are given by the cosyzygy functor
Ω−1. Let V (r) be the one dimensional simple modules, r ∈ Z2. Then the minimal
injective resolutions of V (r) are given by
0→ V (r)→ P (r)→ 2P (r + 1)→ 3P (r)→ 4P (r + 1)→ · · · .
By these resolutions, one can describe the structure of Ω−sV (r), s ≥ 1 (see [10]).
Ω−sV (r) is of (s, s+ 1)-type.
Let r ∈ Z2 and s ≥ 1. If s is odd, then we have D4-module isomorphisms
soc(ΩsV (r)) ∼= Ω−sV (r)/soc(Ω−sV (r)) ∼= sV (r),
ΩsV (r)/soc(ΩsV (r)) ∼= soc(Ω−sV (r)) ∼= (s+ 1)V (r + 1).
If s is even, then we have D4-module isomorphisms
soc(ΩsV (r)) ∼= Ω−sV (r)/soc(Ω−sV (r)) ∼= sV (r + 1),
ΩsV (r)/soc(ΩsV (r)) ∼= soc(Ω−sV (r)) ∼= (s+ 1)V (r).
The indecomposable modules of (s, s)-type can be described as follows. Let P1(k) be
the projective 1-space over k. P1(k) can be regarded as the set of all 1-dimensional
subspaces of k2. Let ∞ be a symbol with ∞ 6∈ k and let k = k ∪ {∞}. Then
there is a bijection between k and P1(k): α 7→ L(α, 1), ∞ 7→ L(1, 0), where α ∈ k
and L(α, β) denotes the 1-dimensional subspace of k2 with basis (α, β) for any
0 6= (α, β) ∈ k2. In the following, we regard P1(k) = k.
If M is of (s, s)-type then M ∼= Ms(1, r, η), where r ∈ Z2 and η ∈ P1(k) (see [10]).
Denote Ms(1, r, η) by Ms(r, η) in the following.
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The indecomposable module M1(r,∞), r ∈ Z2, has a standard basis {v1, v2} with
the D4-action given by
a · v1 = 0, d · v1 = v2, b · v1 = (−1)
r+1v1, c · v1 = (−1)
r+1v1,
a · v2 = 0, d · v2 = 0, b · v2 = (−1)
rv2, c · v2 = (−1)
rv2.
The indecomposable module M1(r, η), r ∈ Z2, η ∈ k, has a standard basis {v1, v2}
with the D4-action given by
a · v1 = v2, d · v1 = −ηv2, b · v1 = (−1)
r+1v1, c · v1 = (−1)
r+1v1,
a · v2 = 0, d · v2 = 0, b · v2 = (−1)
rv2, c · v2 = (−1)
rv2.
For any r ∈ Z2 and η ∈ P1(k), there is a unique D4-module injection M1(r, η) →֒
P (r), up to a nonzero scale multiple. Moreover, there is an exact sequence of
D4-modules
0→M1(r, η) →֒ P (r)→M1(r + 1, η)→ 0.
Hence M1(r, η) is a submodule of P (1, r) and a quotient module of P (r + 1).
Then one can construct Ms(r, η) recursively by using pullback, where r ∈ Z2 and
η ∈ P1(k) (see [10, pp. 2823-2824]). Ms(r, η) is a submodule of sP (1, r) and a
quotient module of sP (r + 1), and there is an exact sequence of D4-modules
0→Ms(r, η) →֒ sP (r)→Ms(r + 1, η)→ 0.
Hence ΩMs(r + 1, η) ∼= Ω
−1Ms(r + 1, η) ∼= Ms(r, η). Moreover, for any 1 ≤ i < s,
Ms(r, η) contains a unique submodule of (i, i)-type, which is isomorphic to Mi(r, η)
and the quotient module of Ms(r, α) modulo the submodule of (i, i)-type is isomor-
phic to Ms−i(r, η). Hence there is an exact sequence of D4-modules
0→Mi(r, η) →֒Ms(r, η)→Ms−i(r, η)→ 0.
2. The tensor products of indecomposable modules
In this section, we investigate the tensor products of two indecomposable modules.
We will give the indecomposable decomposition of the tensor products of indecom-
posable modules over D4. Note that M ⊗N ∼= N ⊗M for any D4-modules M and
N since D4 is a quasitriangular Hopf algebra.
Proposition 2.1. Let r, r′ ∈ Z2 and η ∈ P1(k). Then there are D4-module iso-
morphisms
V (r)⊗ V (r′) ∼= V (r + r′), V (r) ⊗ V (2, r′) ∼= V (2, r + r′),
V (r) ⊗ P (r′) ∼= P (r + r′), V (r) ⊗M1(r
′, η) ∼=M1(r + r
′, η).
Proof. It follows from a straightforward verification. 
Lemma 2.2. Let r ∈ Z2, and let M be a D4-module. Then V (r)⊗M is indecom-
posable if and only if M is indecomposable. Moreover, if M is indecomposable then
rl(V (r) ⊗M) = rl(M), and if M is of (s, t)-type then so is V (r) ⊗M .
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Proof. If M = N ⊕L for some nonzero submodules N and L of M , then V (r)⊗N
and V (r)⊗L are nonzero submodules of V (r)⊗M , and V (r)⊗M = V (r)⊗(N⊕L) =
(V (r) ⊗ N) ⊕ (V (r) ⊗ L). Hence if V (r) ⊗ M is indecomposable then so is M .
Conversely, since M ∼= V (0) ⊗M ∼= (V (r) ⊗ V (r)) ⊗M ∼= V (r) ⊗ (V (r) ⊗M) by
Proposition 2.1, the same argument as above shows that if M is indecomposable
then so is V (r) ⊗M .
Now assume that M is indecomposable. If rl(M) = 1 or 3, then M is simple or
projective, and hence rl(V (r) ⊗M) = rl(M) by Proposition 2.1.
If rl(M) = 2 and M is of (s, t)-type, then there is an r′ ∈ Z such that soc(M) =
JM ∼= tV (r′) and M/soc(M) ∼= sV (r′ + 1). Let 0 6= v ∈ V (r). Then V (r) = kv by
dimV (r) = 1. Hence any subspace of V (r)⊗M has the form v⊗N for some subspace
N of M . It follows from a straightforward verification that v ⊗ N is a (simple)
submodule of V (r) ⊗M if and only if N is a (simple) submodule of M . Thus,
by Proposition 2.1 we have soc(V (r) ⊗M) = V (r) ⊗ soc(M) ∼= V (r) ⊗ (tV (r′)) ∼=
tV (r + r′) and (V (r) ⊗ M)/soc(V (r) ⊗ M) = (V (r) ⊗ M)/(V (r) ⊗ soc(M)) ∼=
V (r)⊗(M/soc(M)) ∼= V (r)⊗(sV (r′+1)) ∼= sV (r+r′+1). Hence rl(V (r)⊗M) = 2
and V (r) ⊗M is of (s, t)-type. 
Corollary 2.3. Let r, r′ ∈ Z2 and s ≥ 1. Then there are D4-module isomorphisms
V (r)⊗ ΩsV (r′) ∼= ΩsV (r + r′), V (r) ⊗ Ω−sV (r′) ∼= Ω−sV (r + r′).
Proof. It follows from Lemma 2.2 and its proof. 
Proposition 2.4. Let r, r′ ∈ Z2 and η ∈ P1(k). Then V (r) ⊗Ms(r′, η) ∼= Ms(r +
r′, η) as D4-modules for all s ≥ 1.
Proof. It follows from Proposition 2.1 that V (r) ⊗M1(r
′, η) ∼= M1(r + r
′, η). Now
assume s > 1. Since Ms(r
′, η) is of (s, s)-type and soc(Ms(r
′, η)) ∼= sV (r′), it
follows from Lemma 2.2 and its proof that V (r) ⊗Ms(r
′, η) is indecomposable of
(s, s)-type, and soc(V (r) ⊗Ms(r
′, η)) ∼= sV (r + r′). Then from [10, Proposition
3.11 and Theorem 3.10(1)], one gets that V (r)⊗Ms(r
′, η) ∼=Ms(r+ r
′, α) for some
α ∈ P1(k). Thus, by [10, Theorem 3.10(2)], we know that V (r)⊗Ms(r′, η) contains a
unique submodule of (1, 1)-type, which is isomorphic toM1(r+r
′, α). On the other
hand, again by [10, Theorem 3.10(2)],Ms(r
′, η) contains a submodule isomorphic to
M1(r
′, η). Hence V (r)⊗Ms(r
′, η) contains a submodule isomorphic toM1(r+r
′, η)
since V (r)⊗M1(r
′, η) ∼= M1(r+ r
′, η). It follows that M1(r+ r
′, α) ∼= M1(r+ r
′, η),
which forces α = η by [10, Theorem 3.10(4)]. This completes the proof. 
In the following, unless otherwise stated, all isomorphisms are D4-module isomor-
phisms.
Proposition 2.5. Let r, r′ ∈ Z2. Then V (2, r)⊗ V (2, r′) ∼= P (r + r′ + 1).
Proof. We first show that V (2, 0) ⊗ V (2, 0) ∼= P (1). Let {v1, v2} be the standard
basis of V (2, 0) as stated in Section 1. Then {vi ⊗ vj |1 ≤ i, j ≤ 2} is a basis of
V (2, 0) ⊗ V (2, 0). Let u1 = v2 ⊗ v1 − v1 ⊗ v2, u2 = 2v2 ⊗ v2, u3 = −4v1 ⊗ v1 and
8 HUI-XIANG CHEN
u4 = −4(v1⊗ v2+ v2⊗ v1). Then {u1, u2, u3, u4} is also a basis of V (2, 0)⊗V (2, 0).
Now by a straightforward verification, we have
a · u1 = u2, d · u1 = u3, b · u1 = −u1, c · u1 = −u1,
a · u2 = 0, d · u2 = −u4, b · u2 = u2, c · u2 = u2,
a · u3 = u4, d · u3 = 0, b · u3 = u3, c · u3 = u3,
a · u4 = 0, d · u4 = 0, b · u4 = −u4, c · u4 = −u4.
This shows that V (2, 0)⊗ V (2, 0) ∼= P (1). Then by Proposition 2.1, we have
V (2, r)⊗ V (2, r′) ∼= V (r) ⊗ V (2, 0)⊗ V (r′)⊗ V (2, 0)
∼= V (r) ⊗ V (r′)⊗ V (2, 0)⊗ V (2, 0)
∼= V (r + r′)⊗ P (1)
∼= P (r + r′ + 1).

Lemma 2.6. Let M be an indecomposable D4-module with rl(M) = 2. If M is of
(s, t)-type and soc(M) ∼= tV (r) for some r ∈ Z2, then
V (2, r′)⊗M ∼= tV (2, r + r′)⊕ sV (2, r + r′ + 1)
for any r′ ∈ Z2.
Proof. Let M be an indecomposable D4-module with rl(M) = 2, and assume that
M is of (s, t)-type with soc(M) ∼= tV (r) for some r ∈ Z2. Then M/soc(M) ∼=
sV (r + 1) by the structure of indecomposable D4-modules described in Section 1.
Hence there is an exact sequence of D4-modules
0→ tV (r) →֒M → sV (r + 1)→ 0.
Let r′ ∈ Z2. Applying V (2, r′)⊗ to the above sequence, one gets another exact
sequence of D4-modules
(1) 0→ V (2, r′)⊗ (tV (r)) →֒ V (2, r′)⊗M → V (2, r′)⊗ (sV (r + 1))→ 0.
From Proposition 2.1, one knows that V (2, r′)⊗(tV (r)) ∼= tV (2, r+r′) and V (2, r′)⊗
(sV (r + 1)) ∼= sV (2, r + r′ + 1). Since V (2, r + r′ + 1) is projective, the sequence
(1) is split. It follows that V (2, r′)⊗M ∼= tV (2, r + r′)⊕ sV (2, r + r′ + 1). 
Corollary 2.7. Let r, r′ ∈ Z2, s ≥ 1 and η ∈ P1(k). Then we have
(1) If s is odd, then
V (2, r′)⊗ ΩsV (r) ∼= V (2, r′)⊗ Ω−sV (r) ∼= sV (2, r + r′)⊕ (s+ 1)V (2, r + r′ + 1).
(2) If s is even, then
V (2, r′)⊗ ΩsV (r) ∼= V (2, r′)⊗ Ω−sV (r) ∼= sV (2, r + r′ + 1)⊕ (s+ 1)V (2, r + r′).
(3) V (2, r′)⊗Ms(r, η) ∼= sV (2, 0)⊕ sV (2, 1).
Proof. If s is odd, then soc(ΩsV (r)) ∼= Ω−sV (r)/soc(Ω−sV (r)) ∼= sV (r) and
ΩsV (r)/soc(ΩsV (r)) ∼= soc(Ω−sV (r)) ∼= (s+1)V (r+1). Hence Part (1) follows from
Lemma 2.6. If s is even, then soc(ΩsV (r)) ∼= Ω−sV (r)/soc(Ω−sV (r)) ∼= sV (r + 1)
and ΩsV (r)/soc(ΩsV (r)) ∼= soc(Ω−sV (r)) ∼= (s + 1)V (r). Hence Part (2) fol-
lows from Lemma 2.6. Since soc(Ms(r, η)) ∼= sV (r) and Ms(r, η)/soc(Ms(r, η)) ∼=
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sV (r + 1), it follows from Lemma 2.6 that V (2, r′) ⊗Ms(r, η) ∼= sV (2, r + r
′) ⊕
sV (2, r + r′ + 1) ∼= sV (2, 0)⊕ sV (2, 1). This shows Part (3). 
Corollary 2.8. Let r, r′ ∈ Z2. Then V (2, r′)⊗ P (r) ∼= 2V (2, 0)⊕ 2V (2, 1).
Proof. Applying V (2, r′)⊗ to the exact sequence 0→ ΩV (r) →֒ P (r)→ V (r)→ 0,
one gets the following exact sequence of D4-modules
0→ V (2, r′)⊗ ΩV (r) →֒ V (2, r′)⊗ P (r)→ V (2, r′)⊗ V (r)→ 0.
By Proposition 2.1 and Corollary 2.7, we have V (2, r′) ⊗ ΩV (r) ∼= V (2, r + r′) ⊕
2V (2, r+ r′+1) and V (2, r′)⊗V (r) ∼= V (2, r+ r′). Since V (2, r+ r′) is projective,
the above sequence is split. Hence V (2, r′)⊗P (r) ∼= 2V (2, r+r′)⊕2V (2, r+r′+1) ∼=
2V (2, 0)⊕ 2V (2, 1). 
Lemma 2.9. Let M be an indecomposable D4-module with rl(M) = 2. If M is of
(s, t)-type and soc(M) ∼= tV (r) for some r ∈ Z2, then
P (r′)⊗M ∼= tP (r + r′)⊕ sP (r + r′ + 1)
for any r′ ∈ Z2.
Proof. It is similar to Lemma 2.6. 
Corollary 2.10. Let r, r′ ∈ Z2, s ≥ 1 and η ∈ P1(k). Then we have
(1) If s is odd, then
P (r′)⊗ ΩsV (r) ∼= P (r′)⊗ Ω−sV (r) ∼= sP (r + r′)⊕ (s+ 1)P (r + r′ + 1).
(2) If s is even, then
P (r′)⊗ ΩsV (r) ∼= P (r′)⊗ Ω−sV (r) ∼= sP (r + r′ + 1)⊕ (s+ 1)P (r + r′).
(3) P (r′)⊗Ms(r, η) ∼= sP (0)⊕ sP (1).
Proof. It is similar to Corollary 2.7 by using Lemma 2.9. 
Corollary 2.11. Let r, r′ ∈ Z2. Then P (r′)⊗ P (r) ∼= 2P (0)⊕ 2P (1).
Proof. It is similar to Corollary 2.8 by using Proposition 2.1 and Corollary 2.10. 
For a D4-module M , let M(r) = {m ∈ M |b · m = c · m = (−1)
rm}, r ∈ Z2.
If M is a D4-module without composition factors of dimension 2, then obviously
M = M(0) ⊕M(1) as vector spaces. If M and N are D4-modules and f : M → N
is a D4-module map, then f(M(r)) ⊆ N(r) for any r ∈ Z2.
In what follows, we regard Ω0V (r) = V (r) for any r ∈ Z2.
Lemma 2.12. Let M be an indecomposable D4-module with rl(M) = 2, and as-
sume M/(JM) ∼= sV (r) for some s ≥ 1 and r ∈ Z2. If f : sP (r)⊕ tP (r+ 1)→M
is a D4-module epimorphism for some t ≥ 1, then Ker(f) ∼= ΩM ⊕ tP (r + 1).
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Proof. Assume f : sP (r) ⊕ tP (r + 1) → M is a D4-module epimorphism, t ≥ 1.
Let N = sP (r) and L = tP (r + 1), and regard N and L as submodules of N ⊕ L.
Then f induces a D4-module epimorphism f : (N/(JN))⊕ (L/(JL))→M/(JM).
Since N/(JN) ∼= M/(JM) ∼= sV (r) and L/(JL) ∼= tV (r + 1), f(L/(JL)) = 0,
and hence f(N/(JN)) = M/(JM). It follows that f(L) ⊆ JM = soc(M) and
f |N : N → M is surjective. Consequently, f |N : N → M is a projective cover of
M , and so Ker(f |N ) ∼= ΩM .
Now let us consider the D4-module map f |L : L → M . Since L is a projective
module and f |N : N →M is an epimorphism, there is a D4-module map φ : L→ N
such that (f |N )φ = f |L. Define a map g : L → N ⊕ L by g(v) = v − φ(v)
for all v ∈ L. It is easy to check that g is a D4-module monomorphism. Let
L′ = Im(g). Then L′ is a submodule of N ⊕ L and L′ ∼= L ∼= tP (r + 1), and hence
soc(L′) ∼= tV (r + 1). However, soc(N) ∼= sV (r). It follows that L′ ∩N = 0. Thus,
we have N ⊕ L = N ⊕ L′ by comparing their lengths. Obviously, L′ ⊆ Ker(f). It
follows that Ker(f) = (Ker(f) ∩N)⊕ L′ = Ker(f |N)⊕ L
′ ∼= ΩM ⊕ tP (r + 1). 
Lemma 2.13. Let r, r′ ∈ Z2 and s ≥ 1.
(1) If s is odd, then ΩsV (r) ⊗ ΩV (r′) ∼= Ωs+1V (r + r′)⊕ sP (r + r′).
(2) If s is even, then ΩsV (r)⊗ ΩV (r′) ∼= Ωs+1V (r + r′)⊕ sP (r + r′ + 1).
Proof. (1) Assume s is odd. Applying ΩsV (r)⊗ to the exact sequence 0→ ΩV (r′) →֒
P (r′)→ V (r′)→ 0, one gets an exact sequence of D4-modules
0→ ΩsV (r) ⊗ ΩV (r′) →֒ ΩsV (r) ⊗ P (r′)→ ΩsV (r) ⊗ V (r′)→ 0.
By Corollaries 2.3 and 2.10(1), we have ΩsV (r)⊗V (r′) ∼= ΩsV (r+r′) and ΩsV (r)⊗
P (r′) ∼= sP (r + r′) ⊕ (s + 1)P (r + r′ + 1). Hence we have an exact sequence of
D4-modules
0→ ΩsV (r) ⊗ ΩV (r′)→ sP (r + r′)⊕ (s+ 1)P (r + r′ + 1)→ ΩsV (r + r′)→ 0.
Since rl(ΩsV (r + r′)) = 2 and ΩsV (r + r′)/(JΩsV (r + r′)) ∼= (s+ 1)V (r + r′ + 1),
it follows from Lemma 2.12 that ΩsV (r) ⊗ ΩV (r′) ∼= Ωs+1V (r + r′)⊕ sP (r + r′).
(2) It is similar to (1) by using Corollaries 2.3, 2.10(2) and Lemma 2.12. 
Proposition 2.14. Let s, t ≥ 1 and r, r′ ∈ Z2.
(1) It s+ t is even, then ΩsV (r) ⊗ ΩtV (r′) ∼= Ωs+tV (r + r′)⊕ stP (r + r′).
(2) If s+ t is odd, then ΩsV (r) ⊗ ΩtV (r′) ∼= Ωs+tV (r + r′)⊕ stP (r + r′ + 1).
Proof. We prove the proposition by induction on t. If t = 1, then the proposition
follows from Lemma 2.13. Now let t > 1.
Assume s+ t is even. Then s+ t− 1 is odd. By the induction hypothesis, we have
ΩsV (r) ⊗ Ωt−1V (r′) ∼= Ωs+t−1V (r + r′) ⊕ s(t − 1)P (r + r′ + 1). Then by Lemma
2.13 and Corollary 2.10, we have
ΩsV (r)⊗ Ωt−1V (r′)⊗ ΩV (0)
∼= Ωs+t−1V (r + r′)⊗ ΩV (0)⊕ s(t− 1)P (r + r′ + 1)⊗ ΩV (0)
∼= Ωs+tV (r + r′)⊕ (st+ (s+ 1)(t− 1))P (r + r′)⊕ s(t− 1)P (r + r′ + 1).
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On the other hand, if t− 1 is odd, then s is even. In this case, by Lemma 2.13 and
Corollary 2.10, we have
ΩsV (r) ⊗ Ωt−1V (r′)⊗ ΩV (0)
∼= ΩsV (r) ⊗ ΩtV (r′)⊕ ΩsV (r) ⊗ (t− 1)P (r′)
∼= ΩsV (r) ⊗ ΩtV (r′)⊕ (s+ 1)(t− 1)P (r + r′)⊕ s(t− 1)P (r + r′ + 1).
If t− 1 is even, then s is odd. In this case, by Lemma 2.13 and Corollary 2.10, we
have
ΩsV (r) ⊗ Ωt−1V (r′)⊗ ΩV (0)
∼= ΩsV (r) ⊗ ΩtV (r′)⊕ ΩsV (r) ⊗ (t− 1)P (r′ + 1)
∼= ΩsV (r) ⊗ ΩtV (r′)⊕ (s+ 1)(t− 1)P (r + r′)⊕ s(t− 1)P (r + r′ + 1).
Thus, we have proved the following isomorphism
ΩsV (r)⊗ ΩtV (r′)⊕ (s+ 1)(t− 1)P (r + r′)⊕ s(t− 1)P (r + r′ + 1)
∼= Ωs+tV (r + r′)⊕ (st+ (s+ 1)(t− 1))P (r + r′)⊕ s(t− 1)P (r + r′ + 1).
It follows from Krull-Schmidt-Remak Theorem that
ΩsV (r) ⊗ ΩtV (r′) ∼= Ωs+tV (r + r′)⊕ stP (r + r′).
Assume s+ t is odd. Then similarly, one can show that
ΩsV (r)⊗ ΩtV (r′)⊕ (s+ 1)(t− 1)P (r + r′ + 1)⊕ s(t− 1)P (r + r′)
∼= Ωs+tV (r + r′)⊕ (st+ (s+ 1)(t− 1))P (r + r′ + 1)⊕ s(t− 1)P (r + r′).
From Krull-Schmidt-Remak Theorem, we have
ΩsV (r) ⊗ ΩtV (r′) ∼= Ωs+tV (r + r′)⊕ stP (r + r′ + 1).

Lemma 2.15. Let r ∈ Z2. Then V (r)∗ ∼= V (r) and V (2, r)∗ ∼= V (2, r + 1).
Proof. It follows from a straightforward verification. 
By Lemma 2.15, one can check the following lemma.
Lemma 2.16. Let r ∈ Z2. Then P (r)∗ ∼= P (r), (ΩsV (r))∗ ∼= Ω−sV (r) and
(Ω−sV (r))∗ ∼= ΩsV (r) for all s ≥ 1.
Proof. From the discussion in Section 1, there is a minimal projective resolution of
V (r):
· · · → 4P (r + 1)→ 3P (r)→ 2P (r + 1)→ P (r)→ V (r)→ 0.
Applying the duality (−)∗ to the above resolution, one gets a minimal injective
resolution of V (r)∗:
0→ V (r)∗ → P (r)∗ → 2P (r + 1)∗ → 3P (r)∗ → 4P (r + 1)∗ → · · · .
By Lemma 2.15, V (r)∗ ∼= V (r). It follows from the discussion in Section 1 that
P (r)∗ ∼= P (r) and (ΩsV (r))∗ ∼= Ω−sV (r) for all s ≥ 1. Then (Ω−sV (r))∗ ∼=
(ΩsV (r))∗∗ ∼= ΩsV (r) for all s ≥ 1. 
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Corollary 2.17. Let s, t ≥ 1 and r, r′ ∈ Z2.
(1) It s+ t is even, then Ω−sV (r) ⊗ Ω−tV (r′) ∼= Ω−(s+t)V (r + r′)⊕ stP (r + r′).
(2) If s+ t is odd, then Ω−sV (r)⊗Ω−tV (r′) ∼= Ω−(s+t)V (r+ r′)⊕ stP (r+ r′ +1).
Proof. We have already known that (M ⊗ N)∗ ∼= N∗ ⊗M∗ ∼= M∗ ⊗ N∗ for any
M,N ∈ modD4. Thus, the corollary follows from Proposition 2.14 and Lemma
2.16 by using the duality (−)∗. 
Lemma 2.18. Let r, r′ ∈ Z2 and s ≥ 1.
(1) If s is odd, then Ω−sV (r) ⊗ ΩV (r′) ∼= Ω−s+1V (r + r′)⊕ (s+ 1)P (r + r′ + 1).
(2) If s is even, then Ω−sV (r)⊗ ΩV (r′) ∼= Ω−s+1V (r + r′)⊕ (s+ 1)P (r + r′).
Proof. Applying Ω−sV (r)⊗ to the exact sequence 0→ ΩV (r′) →֒ P (r′)→ V (r′)→
0, one gets the following exact sequence of D4-modules
0→ Ω−sV (r) ⊗ ΩV (r′) →֒ Ω−sV (r) ⊗ P (r′)→ Ω−sV (r)⊗ V (r′)→ 0.
From Corollary 2.3, we have Ω−sV (r) ⊗ V (r′) ∼= Ω−sV (r + r′). From Corollary
2.10, we have that Ω−sV (r)⊗ P (r′) ∼= sP (r+ r′)⊕ (s+ 1)P (r+ r′ + 1) if s is odd,
and that Ω−sV (r) ⊗ P (r′) ∼= sP (r + r′ + 1) ⊕ (s + 1)P (r + r′) if s is even. Then
the lemma follows from the above exact sequence and Lemma 2.12. 
Corollary 2.19. Let r, r′ ∈ Z2 and s ≥ 1.
(1) If s is odd, then ΩsV (r) ⊗ Ω−1V (r′) ∼= (s+ 1)P (r + r′ + 1)⊕ Ωs−1V (r + r′).
(2) If s is even, then ΩsV (r)⊗ Ω−1V (r′) ∼= (s+ 1)P (r + r′)⊕ Ωs−1V (r + r′).
Proof. It follows from Lemmas 2.16 and 2.18 by using the duality (−)∗. 
Proposition 2.20. Let r, r′ ∈ Z2 and s, t ≥ 1.
(1) If s+ t is even and s ≥ t, then
ΩsV (r) ⊗ Ω−tV (r′) ∼= Ωs−tV (r + r′)⊕ (s+ 1)tP (r + r′ + 1).
(2) If s+ t is odd and s ≥ t, then
ΩsV (r)⊗ Ω−tV (r′) ∼= Ωs−tV (r + r′)⊕ (s+ 1)tP (r + r′).
(3) If s+ t is even and s < t, then
ΩsV (r) ⊗ Ω−tV (r′) ∼= Ωs−tV (r + r′)⊕ (t+ 1)sP (r + r′ + 1).
(4) If s+ t is odd and s < t, then
ΩsV (r)⊗ Ω−tV (r′) ∼= Ωs−tV (r + r′)⊕ (t+ 1)sP (r + r′).
Proof. We first prove Parts (1) and (2) by induction on t. If t = 1, they follow from
Corollary 2.19. Now let s ≥ t > 1.
Assume s + t is even. Then both s + t − 1 and s − t + 1 are odd, and hence
ΩsV (r)⊗Ω−t+1V (r′) ∼= (s+1)(t− 1)P (r+ r′)⊕Ωs−t+1V (r+ r′) by the induction
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hypothesis. Thus, by Corollaries 2.10(1) and 2.19(1), we have
ΩsV (r) ⊗ Ω−t+1V (r′)⊗ Ω−1V (0)
∼= (s+ 1)(t− 1)P (r + r′)⊗ Ω−1V (0)⊕ Ωs−t+1V (r + r′)⊗ Ω−1V (0)
∼= (s+ 1)(t− 1)P (r + r′)⊕ (2st− s+ t)P (r + r′ + 1)⊕ Ωs−tV (r + r′).
On the other hand, if t−1 is odd, then s is even. In this case, by Corollaries 2.17(1)
and 2.10(2), we have
ΩsV (r) ⊗ Ω−t+1V (r′)⊗ Ω−1V (0)
∼= ΩsV (r) ⊗ Ω−tV (r′)⊕ ΩsV (r) ⊗ (t− 1)P (r′)
∼= ΩsV (r) ⊗ Ω−tV (r′)⊕ s(t− 1)P (r + r′ + 1)⊕ (s+ 1)(t− 1)P (r + r′).
If t − 1 is even, then s is odd. In this case, by Corollaries 2.17(2) and 2.10(1), we
have
ΩsV (r) ⊗ Ω−t+1V (r′)⊗ Ω−1V (0)
∼= ΩsV (r) ⊗ Ω−tV (r′)⊕ ΩsV (r) ⊗ (t− 1)P (r′ + 1)
∼= ΩsV (r) ⊗ Ω−tV (r′)⊕ s(t− 1)P (r + r′ + 1)⊕ (s+ 1)(t− 1)P (r + r′).
Thus, we have proved that
ΩsV (r) ⊗ Ω−tV (r′)⊕ s(t− 1)P (r + r′ + 1)⊕ (s+ 1)(t− 1)P (r + r′)
∼= Ωs−tV (r + r′)⊕ (2st− s+ t)P (r + r′ + 1)⊕ (s+ 1)(t− 1)P (r + r′).
Then by Krull-Schmidt-Remak Theorem, we have
ΩsV (r) ⊗ Ω−tV (r′) ∼= Ωs−tV (r + r′)⊕ (s+ 1)tP (r + r′ + 1).
Assume s+ t is odd. Following the argument above, one can show that
ΩsV (r) ⊗ Ω−tV (r′)⊕ s(t− 1)P (r + r′)⊕ (s+ 1)(t− 1)P (r + r′ + 1)
∼= Ωs−tV (r + r′)⊕ (2st− s+ t)P (r + r′)⊕ (s+ 1)(t− 1)P (r + r′ + 1).
Then by Krull-Schmidt-Remak Theorem, we have
ΩsV (r)⊗ Ω−tV (r′) ∼= Ωs−tV (r + r′)⊕ (s+ 1)tP (r + r′).
Thus, we have proved Parts (1) and (2).
Now assume that s + t is even and s < t. Then by Part (1), we have Ω−sV (r) ⊗
ΩtV (r′) ∼= (t+ 1)sP (r+ r′ + 1)⊕Ωt−sV (r+ r′). Applying the duality (−)∗ to the
isomorphism, it follows from Lemma 2.16 that
ΩsV (r) ⊗ Ω−tV (r′) ∼= Ωs−tV (r + r′)⊕ (t+ 1)sP (r + r′ + 1).
This shows Part (3). Similarly, Part (4) follows from Part (2) and Lemma 2.16 by
using the duality (−)∗. 
Proposition 2.21. Let s, t ≥ 1 and η ∈ P1(k).
(1) If s is odd then Mt(0, η)⊗ Ω
sV (0) ∼= stP (0)⊕Mt(1, η).
(2) If s is even then Mt(0, η)⊗ Ω
sV (0) ∼= stP (1)⊕Mt(0, η).
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Proof. We prove the proposition by induction on s.
Applying Mt(0, η)⊗ to the exact sequence 0 → ΩV (0) →֒ P (0) → V (0) → 0, one
gets the following exact sequence of D4-modules
0→Mt(0, η)⊗ ΩV (0) →֒Mt(0, η)⊗ P (0)→Mt(0, η)⊗ V (0)→ 0.
By Proposition 2.4 and Corollary 2.10(3), we have Mt(0, η)⊗ V (0) ∼= Mt(0, η) and
Mt(0, η)⊗ P (0) ∼= tP (0)⊕ tP (1). Hence we have an exact sequence
0→Mt(0, η)⊗ ΩV (0)→ tP (0)⊕ tP (1)→Mt(0, η)→ 0.
It follows from Lemma 2.12 that Mt(0, η)⊗ΩV (0) ∼= tP (0)⊕ΩMt(0, η) ∼= tP (0)⊕
Mt(1, η).
Let s > 1 be even. Then we have an exact sequence
0→ ΩsV (0) →֒ sP (1)→ Ωs−1V (0)→ 0.
Applying Mt(0, η)⊗ to the above exact sequence, one get the following exact se-
quence
0→Mt(0, η)⊗ Ω
sV (0)→Mt(0, η)⊗ (sP (1))→Mt(0, η)⊗ Ω
s−1V (0)→ 0.
By Lemma 2.9, we have Mt(0, η) ⊗ (sP (1)) ∼= stP (0) ⊕ stP (1). By the induction
hypothesis, we haveMt(0, η)⊗Ω
s−1V (0) ∼= (s− 1)tP (0)⊕Mt(1, η). Hence we have
an exact sequence
0→Mt(0, η)⊗ Ω
sV (0)→ stP (0)⊕ stP (1)→ (s− 1)tP (0)⊕Mt(1, η)→ 0.
Since (s− 1)tP (0) is projective, from the above exact sequence, one can deduce the
following exact sequence
0→Mt(0, η)⊗ Ω
sV (0)→ tP (0)⊕ stP (1)→Mt(1, η)→ 0.
It follows from Lemma 2.12 thatMt(0, η)⊗Ω
sV (0) ∼= stP (1)⊕ΩMt(1, η) ∼= stP (1)⊕
Mt(0, η).
Let s > 1 be odd. Then we have an exact sequence
0→ ΩsV (0) →֒ sP (0)→ Ωs−1V (0)→ 0.
Then an argument similar to the above one shows thatMt(0, η)⊗Ω
sV (0) ∼= stP (0)⊕
ΩMt(0, η) ∼= stP (0)⊕Mt(1, η). 
Corollary 2.22. Let s, t ≥ 1, r, r′ ∈ Z2 and η ∈ P1(k).
(1) If s is odd then Mt(r, η) ⊗ Ω
sV (r′) ∼= stP (r + r′)⊕Mt(r + r
′ + 1, η).
(2) If s is even then Mt(r, η)⊗ Ω
sV (r′) ∼= stP (r + r′ + 1)⊕Mt(r + r
′, η).
Proof. If s is odd, then by Propositions 2.1, 2.4, 2.21(1) and Corollary 2.3, we have
Mt(r, η)⊗ Ω
sV (r′) ∼= V (r) ⊗Mt(0, η)⊗ V (r
′)⊗ ΩsV (0)
∼= V (r + r′)⊗Mt(0, η)⊗ Ω
sV (0)
∼= V (r + r′)⊗ (stP (0)⊕Mt(1, η))
∼= stP (r + r′)⊕Mt(r + r
′ + 1, η).
This shows Part (1). Part (2) can be shown similarly. 
Lemma 2.23. Let s ≥ 1, r ∈ Z2 and η ∈ P1(k). Then Ms(r, η)∗ ∼= Ms(r + 1, η).
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Proof. By Proposition 2.4 and Lemma 2.15, we only need to show thatMs(0, η)
∗ ∼=
Ms(1, η).
For η ∈ k, let {v1, v2} be the standard basis of M1(0, η) as stated in Section 1, and
let {f1, f2} be the dual basis in M1(0, η)
∗. Then one can easily check that
a · f2 = f1, d · f2 = −ηf1, b · f2 = f2, c · f2 = f2,
a · f1 = 0, d · f1 = 0, b · f1 = −f1, c · f1 = −f1.
Hence M1(0, η)
∗ ∼= M1(1, η). For η = ∞, one can similarly show that M1(0, η)
∗ ∼=
M1(1, η).
Now assume s > 1 and η ∈ P1(k). Then there is a D4-module epimorphism
Ms(0, η)→M1(0, η). Applying the duality (−)
∗, one gets a D4-module monomor-
phism M1(0, η)
∗ → Ms(0, η)
∗. Hence Ms(0, η)
∗ contains a submodule isomorphic
toM1(0, η)
∗ ∼= M1(1, η). It follows from [10, Theorem 3.10(2) and Proposition 3.11]
that Ms(0, η)
∗ ∼= Ms(1, η) since Ms(0, η)
∗ is of (s, s)-type. 
Corollary 2.24. Let s, t ≥ 1, r, r′ ∈ Z2 and η ∈ P1(k).
(1) If s is odd then Mt(r, η) ⊗ Ω
−sV (r′) ∼= stP (r + r′ + 1)⊕Mt(r + r
′ + 1, η).
(2) If s is even then Mt(r, η)⊗ Ω
−sV (r′) ∼= stP (r + r′)⊕Mt(r + r
′, η).
Proof. It follows from Lemmas 2.16 and 2.23 by applying the duality (−)∗ to the
isomorphisms in Corollary 2.22. 
Proposition 2.25. Let r, r′ ∈ Z2 and α, η ∈ P1(k). If α 6= η then Ms(r, α) ⊗
Mt(r
′, η) ∼= stP (r + r′) for all s, t ≥ 1.
Proof. By Propositions 2.1 and 2.4, it is enough to show thatMs(0, α)⊗Mt(0, η) ∼=
stP (0) for all s, t ≥ 1, and α 6= η in P1(k). We prove the statement by induction
on s+ t.
Let α, η ∈ k with α 6= η. Let {v1, v2} and {u1, u2} be the standard bases ofM1(0, α)
and M1(0, η) as stated in Section 1, respectively. Putting w1 = v1 ⊗ u1, w2 = v1 ⊗
u2−v2⊗u1, w3 = αv2⊗u1−ηv1⊗u2 and w4 = (α−η)v2⊗u2 inM1(0, α)⊗M1(0, η).
Since α 6= η, {w1, w2, w3, w4} forms a basis of M1(0, α) ⊗M1(0, η). Now one can
easily check that
a · w1 = w2, d · w1 = w3, b · w1 = w1, c · w1 = w1,
a · w2 = 0, d · w2 = −w4, b · w2 = −w2, c · w2 = −w2,
a · w3 = w4, d · w3 = 0, b · w3 = −w3, c · w3 = −w3,
a · w4 = 0, d · w4 = 0, b · w4 = w4, c · w4 = w4.
It follows thatM1(0, α)⊗M1(0, η) ∼= P (0). Similarly, one can show thatM1(0,∞)⊗
M1(0, η) ∼= P (0) for all η ∈ k.
Now let α 6= η in P1(k) and assume s + t > 2. We may assume t > 1 since
M ⊗ N ∼= N ⊗M for any modules M and N . Then we have an exact sequence
0 → Mt−1(0, η) → Mt(0, η) → M1(0, η) → 0. Applying Ms(0, α)⊗, one gets the
following exact sequence
0→Ms(0, α)⊗Mt−1(0, η)→Ms(0, α)⊗Mt(0, η)→Ms(0, α)⊗M1(0, η)→ 0.
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By the induction hypothesis, we have Ms(0, α) ⊗Mt−1(0, η) ∼= s(t − 1)P (0) and
Ms(0, α)⊗M1(0, η) ∼= sP (0). Hence we have an exact sequence
0→ s(t− 1)P (0)→Ms(0, α)⊗Mt(0, η)→ sP (0)→ 0,
which is split since P (0) is projective (injective). It follows thatMs(0, α)⊗Mt(0, η) ∼=
stP (0). 
Lemma 2.26. Let s > i ≥ 1. If M is an indecomposable module of (s+1, s)-type,
then M contains no submodules of (i+1, i)-type, and consequently, M contains no
proper submodule N with l(N/soc(N)) > l(N).
Proof. It is similar to [9, Lemma 4.3]. 
Lemma 2.27. Let M be an indecomposable module of (s, s)-type with s ≥ 2. Then
M contains no submodules of (i+1, i)-type. Consequently, M contains no submodule
N with l(N/soc(N)) > l(N).
Proof. It follows from [9, Lemma 4.3] and [10, Proposition 3.3]. It also can be
shown by an argument similar to the proof of [9, Lemma 4.3]. 
Lemma 2.28. Let s ≥ 1 and M be an indecomposable module of (s, s)-type. Then
M can be embedded into an indecomposable module of (s+ 1, s)-type.
Proof. By Corollary 2.3 and Proposition 2.4, we may assume M = Ms(0, η), where
η ∈ P1(k). It is enough to show that there is a monomorphism σs :Ms(0, η)→ ΩsV ,
where V = V (0) for s being odd and V = V (1) for s being even. We prove the
statement by induction on s.
Obviously, there is a D4-module monomorphism σ1 : M1(0, η) → ΩV (0), which
is not split monomorphism since ΩV (0) is indecomposable. From [10, Theorem
3.10(5)], there is an almost split sequence:
0→M1(0, η)
τ
−→M2(0, η)→M1(0, η)→ 0.
Hence σ1 factors through τ , i.e., there is a module map φ :M2(0, η)→ ΩV (0) such
that σ1 = φτ . We claim that φ is an epimorphism. In fact, we have ΩV (0) ⊇
Im(φ) ⊇ Im(σ1) ∼= M1(0, η). Since l(M1(0, η)) = 2 and l(ΩV (0)) = 3, Im(φ) =
Im(σ1) or Im(φ) = ΩV (0). If Im(φ) = Im(σ1), then φ can be regarded as an
epimorphism φ :M2(0, η)→ Im(φ) ∼= M1(0, η), which forces Ker(φ) is of (1, 1)-type.
It follows from [10, Theorem 3.10(2)] that Ker(φ) = Im(τ). Thus, φτ = 0 6= σ1,
a contradiction. Hence φ is an epimorphism from M2(0, η) to ΩV (0). From [10,
Theorem 3.5(2)], there is an almost split sequence
0→ Ω3V (0)→ Ω2V (1)⊕ Ω2V (1)
(f,g)
−−−→ ΩV (0)→ 0.
It follows from [2, Lemma V.5.1] that both f and g are epimorphism since they
are irreducible morphisms and l(Ω2V (1)) > l(ΩV (0)). Note that φ is not split
epimorphism since M2(0, η) is indecomposable. Hence φ factors through (f, g),
i.e., there is a D4-module map
(
σ2
σ′2
)
: M2(0, η) → Ω
2V (1) ⊕ Ω2V (1) such that
fσ2 + gσ
′
2 = φ. We first show that l(Im(fσ2)) 6= 1. In fact, if l(Im(fσ2)) = 1 then
Im(fσ2) ⊆ soc(ΩV (0)) ∼= V (0), which implies that Im(fσ2) ∼= V (0). Hence fσ2
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induces an epimorphism fσ2 : M2(0, η)/(JM2(0, η)) → V (0). This is impossible
since M2(0, η)/(JM(0, η)) ∼= 2V (1). Similarly, l(Im(gσ
′
2)) 6= 1. Without losing
generality, we may assume l(Im(fσ2)) ≥ l(Im(gσ
′
2)). Since φ is an epimorphism,
we have ΩV (0) = Im(φ) = Im(fσ2+gσ
′
2) ⊆ Im(fσ2)+Im(gσ
′
2). If Im(gσ
′
2) = 0 then
Im(fσ2) = ΩV (0), and so fσ2 is an epimorphism from M2(0, η) to ΩV (0). Now
assume that Im(gσ′2) 6= 0. Then 3 = l(ΩV (0)) ≥ l(Im(fσ2)) ≥ l(Im(gσ
′
2)) ≥ 2.
If l(Im(fσ2)) = 2 then l(Im(gσ
′
2)) = 2. In this case, [Im(fσ2)] = [Im(gσ
′
2)] =
[V (0)] + [V (1)] in G0(D4), and consequently [Ker(fσ2)] = [Ker(gσ
′
2)] = [V (0)] +
[V (1)] in G0(D4) since [M2(0, η)] = 2[V (0)] + 2[V (1)]. This implies that both
Ker(fσ2) and Ker(gσ
′
2) are submodules of (1, 1)-type in M2(0, η). It follows from
[10, Theorem 3.10(2)] that Ker(fσ2) = Ker(gσ
′
2). This implies that Ker(fσ2) =
Ker(gσ′2) ⊆ Ker(φ)
∼= V (0), a contradiction. Thus, we have proved that fσ2 is
an epimorphism from M2(0, η) to ΩV (0). It follows that Ker(fσ2) ∼= V (0). Since
Ker(σ2) ⊆ Ker(fσ2), Ker(σ2) ∼= V (0) or Ker(σ2) = 0. If Ker(σ2) ∼= V (0), then
Ker(σ2) = Ker(fσ2), and hence Im(σ2)∩Ker(f) = 0, which implies that Ω
2V (1) =
Im(σ2) ⊕ Ker(f) by comparing the lengths of the both sides since f : Ω
2V (1) →
ΩV (0) is an epimorphism. This is impossible since Ω2V (1) is indecomposable.
Hence Ker(σ2) = 0, and so σ2 :M2(0, η)→ Ω
2V (1) is a monomorphism.
Now let s > 2 and assume that there is a monomorphism σi : Mi(0, η) → Ω
iV (0)
for any 1 ≤ i < s with i being odd, and there is a monomorphism σi : Mi(0, η)→
ΩiV (1) for any 1 ≤ i < s with i being even. By [10, Theorem 3.10(5)], there is an
almost split sequence:
0→Ms−1(0, η)


g1
f1


−−−−−−→Ms−2(0, η)⊕Ms(0, η)→Ms−1(0, η)→ 0.
Then g1 is an epimorphism and f1 is a monomorphism since they are irreducible
morphisms and l(Ms(0, η)) > l(Ms−1(0, η)) > l(Ms−2(0, η)).
Assume s is odd. Then s − 1 is even. By the induction hypothesis, there is a
monomorphism σs−1 : Ms−1(0, η)→ Ω
s−1V (1), which is not a split monomorphism
since Ωs−1V (1) is indecomposable. Hence σs−1 factors through
(
g1
f1
)
, i.e., there
is a D4-module map (ψ, φ
′) : Ms−2(0, η) ⊕Ms(0, η) → Ω
s−1V (1) such that ψg1 +
φ′f1 = σs−1. We claim that φ
′f1 : Ms−1(0, η)→ Ω
s−1V (1) is injective. In fact, let
Ni be the submodule of (i, i)-type in Ms−1(0, η) for all 1 ≤ i ≤ s− 1. Then by [10,
Theorem 3.10(2)], N1 ⊂ N2 ⊂ · · · ⊂ Ns−1 = Ms−1(0, η) and Ni ∼= Mi(0, η) for all
1 ≤ i ≤ s − 1. Moreover, Ker(g1) = N1. Hence (φ
′f1)(N1) = (ψg1 + φ
′f1)(N1) =
σs−1(N1). Since σs−1 is injective, Ker(φ
′f1)∩N1 = 0. If Ker(φ
′f1) 6= 0, then there
is an i with 1 ≤ i < s− 1 such that Ker(φ′f1) ∩Ni = 0 but Ker(φ
′f1) ∩Ni+1 6= 0.
Thus, the sum Ni + (Ker(φ
′f1) ∩ Ni+1) is a direct sum and is a submodule of
Ni+1, which implies that 1 ≤ l(Ker(φ
′f1) ∩ Ni+1) ≤ l(Ni+1) − l(Ni) = 2. If
l(Ker(φ′f1) ∩Ni+1) = 2, then Ni+1 = Ni ⊕ (Ker(φ
′f1) ∩Ni+1). This is impossible
since Ni+1 ∼= Mi+1(0, η) is indecomposable. Hence l(Ker(φ
′f1) ∩ Ni+1) = 1, and
so Ker(φ′f1) ∩ Ni+1 ⊆ soc(Ni+1), which implies that Ker(φ
′f1) ∩ Ni+1 ∼= V (0).
Hence [(φ′f1)(Ni+1)] = [Ni+1] − [Ker(φ
′f1) ∩ Ni+1] = (i + 1)[V (1)] + i[V (0)] in
G0(D4). It follows that l((φ
′f1)(Ni+1)/soc((φ
′f1)(Ni+1))) > l(soc((φ
′f1)(Ni+1)))
since soc(Ωs−1V (1)) ∼= (s − 1)V (0) and Ωs−1V (1)/soc(Ωs−1V (1)) ∼= sV (1). This
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contradicts Lemma 2.26. Hence Ker(φ′f1) = 0, which shows the claim that φ
′f1 :
Ms−1(0, η) → Ω
s−1V (1) is injective. Then φ′(Im(f1)) = Im(φ
′f1) ∼= Ms−1(0, η) ∼=
Im(f1) since f1 is injective. Thus, l(φ
′(Im(f1))) = l(Im(f1)), and so Im(f1) ∩
Ker(φ′) = 0. It follows that the sum Im(f1) + Ker(φ
′) is a direct sum. Note
that Im(φ′f1) ⊆ Im(φ
′). It follows that 2(s − 1) = l(Ms−1(0, η)) = l(Im(φ
′f1)) ≤
l(Im(φ′)) ≤ l(Ωs−1V (1)) = 2s−1, and so l(Im(φ′)) = 2(s−1) or l(Im(φ′)) = 2s−1.
If l(Im(φ′)) = 2(s − 1), then l(Ker(φ′)) = l(Ms(0, η)) − l(Im(φ
′)) = 2, and hence
l(Im(f1) + Ker(φ
′)) = l(Im(f1)) + l(Ker(φ
′)) = 2s = l(Ms(0, η)). It follows that
Ms(0, η) = Im(f1) ⊕ Ker(φ
′), a contradiction. Therefore, l(Im(φ′)) = 2s − 1 =
l(Ωs−1V (1)), which shows that φ′ : Ms(0, η)→ Ω
s−1V (1) is an epimorphism.
Note that φ′ is not a split epimorphism since Ms(0, η) is indecomposable. From
[10, Theorem 3.5(2)], there is an almost split sequence
0→ Ωs+1V (1)→ ΩsV (0)⊕ ΩsV (0)
(f ′,g′)
−−−−→ Ωs−1V (1)→ 0.
Hence φ′ factors through (f ′, g′), that is, there is a D4-module map
(
σs
σ′s
)
:
Ms(0, η) → Ω
sV (0) ⊕ ΩsV (0) such that f ′σs + g
′σ′s = φ
′. Without losing gener-
ality, we may assume l(Im(f ′σs)) ≥ l(Im(g
′σ′s)). Then f
′σs 6= 0 since φ
′ 6= 0. We
first show that f ′σs is an epimorphism. If Im(g
′σ′s) ⊆ soc(Ω
s−1V (1)), then g′σ′s
induces a D4-module map g′σ′s : Ms(0, η)/(JMs(0, η)) → soc(Ω
s−1V (1)). Since
s − 1 is even, soc(Ωs−1V (1)) ∼= (s − 1)V (0). However, Ms(0, η)/(JMs(0, η)) ∼=
sV (1). It follows that g′σ′s = 0, and hence g
′σ′s = 0. In this case, f
′σs =
φ′ is an epimorphism. If Im(g′σ′s) = Ω
s−1V (1), then f ′σs is also an epimor-
phism by l(Im(f ′σs)) ≥ l(Im(g
′σ′s)). Now assume that Im(g
′σ′s) 6= Ω
s−1V (1) and
Im(g′σ′s) * soc(Ω
s−1V (1)). Then rl(Im(g′σ′s)) = 2 and l(Im(g
′σ′s)) ≤ 2(s − 1) by
l(Ωs−1V (1)) = 2s− 1. Let i = l(Im(g′σ′s)/soc(Im(g
′σ′s))) and j = l(soc(Im(g
′σ′s))).
Then [Im(g′σ′s)] = j[V (0)]+i[V (1)], and hence [Ker(g
′σ′s)] = [Ms(0, η)]−[Im(g
′σ′s)] =
(s−j)[V (0)]+(s−i)[V (1)] in G0(D4). It follows that l(Ker(g
′σ′s)/soc(Ker(g
′σ′s))) =
s− i and l(soc(Ker(g′σ′s))) = s− j. By Lemma 2.26, we have 1 ≤ i ≤ j ≤ s− 1. By
Lemma 2.27, we have s−i ≤ s−j, and hence j ≤ i. It follows that 1 ≤ i = j ≤ s−1
and 1 ≤ s − i = s − j ≤ s − 1. Again by Lemma 2.27, Ker(g′σ′s) contains an
indecomposable summand of (t, t)-type for some 1 ≤ t ≤ s − i. Then by [10,
Theorem 3.10(2)], Ker(g′σ′s) contains an indecomposable submodule of (1, 1)-type.
Since f ′σs 6= 0, Im(f
′σs) * soc(Ωs−1V (1)) by the same argument as above for
g′σ′s. If Im(f
′σs) 6= Ω
s−1V (1), then one can similarly check that Ker(f ′σs) con-
tains an indecomposable submodule of (1, 1)-type. From [10, Theorem 3.10(2)],
one knows that Ms(0, η) has a unique submodule of (1, 1)-type, denoted by N .
Hence N ⊆ Ker(f ′σs) ∩Ker(g
′σ′s) ⊆ Ker(φ
′), and so l(Ker(φ′)) ≥ l(N) = 2. Thus,
l(Im(φ′)) = l(Ms(0, η)) − l(Ker(φ
′)) ≤ 2s − 2 < l(Ωs−1V (1)), which is impossible
since φ′ is surjective. Therefore, f ′σs is an epimorphism fromMs(0, η) to Ω
s−1V (1).
Then by an argument similar to the one for σ2 before, one can easily check that
σs :Ms(0, η)→ Ω
sV (0) is a monomorphism.
If s is even, then the same argument as above shows that there is a monomorphism
σs :Ms(0, η)→ Ω
sV (1). 
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Lemma 2.29. Let s ≥ 1, r ∈ Z2 and η ∈ k. Then there is a basis {v1,1, v1,2, · · · , v1,s,
v2,1, v2,2, · · · , v2,s} in Ms(r, η) such that
a · v1,i = v2,i, b · v1,i = c · v1,i = (−1)
r+1v1,i, 1 ≤ i ≤ s,
d · v1,1 = −ηv2,1, d · v1,i = −v2,i−1 − ηv2,i, 2 ≤ i ≤ s,
a · v2,i = d · v2,i = 0, b · v2,i = c · v2,i = (−1)
rv2,i, 1 ≤ i ≤ s.
Proof. We prove the lemma by induction on s. For s = 1, it follows from Section
1. Now let s ≥ 2 and suppose that Mi(r, η) has a desired basis for all 1 ≤ i < s.
LetM = Ms(r, η). Then by [10, Theorem 3.10(2)],M contains a unique submodule
N of (s− 1, s− 1)-type. Moreover, N ∼= Ms−1(r, η) and M/N ∼= M1(r, η). By the
induction hypothesis, there is a basis {v1,1, v1,2, · · · , v1,s−1, v2,1, v2,2, · · · , v2,s−1} in
N such that
a · v1,i = v2,i, b · v1,i = c · v1,i = (−1)
r+1v1,i, 1 ≤ i ≤ s− 1,
d · v1,1 = −ηv2,1, d · v1,i = −v2,i−1 − ηv2,i, 2 ≤ i ≤ s− 1,
a · v2,i = d · v2,i = 0, b · v2,i = c · v2,i = (−1)
rv2,i, 1 ≤ i ≤ s− 1.
Define a subspace L of N by L = span{v1,i, v2,i|1 ≤ i ≤ s − 2} for s > 2, and
L = 0 for s = 2. Then L is obviously a submodule of N , and L ∼= Ms−2(r, η)
for s > 2 by the induction hypothesis. It follows from [10, Theorem 3.10(2)] that
M/L ∼= M2(r, η). By the structure M1(r, η), there is basis {x1, x2} in M/N such
that
a · x1 = x2, d · x1 = −ηx2, b · x1 = c · x1 = (−1)
r+1x1,
a · x2 = 0, d · x2 = 0, b · x2 = c · x2 = (−1)
rx2.
Let π : M → M/N be the canonical epimorphism. Since x1 ∈ (M/N)(r+1) and
x2 ∈ (M/N)(r), x1 = π(u1) and x2 = π(u2) for some u1 ∈ M(r+1) and u2 ∈ M(r).
Obviously, u1 /∈ N and u2 /∈ N . Note that a ·M(r) = d ·M(r) = 0, a ·M(r+1) ⊆M(r)
and d · M(r+1) ⊆ M(r). From a · x1 = x2, one gets π(a · u1) = π(u2). Hence
a · u1 − u2 ∈ N ∩M(r), and so a · u1 = u2 + x for some x ∈ N ∩M(r) = N(r).
By replacing u2 with u2 + x, we may assume that x = 0, i.e., a · u1 = u2. From
d · x1 = −ηx2, one gets π(d · u1) = π(−ηu2). Hence d · u1 + ηu2 ∈ N ∩M(r), and
so d · u1 = −ηu2 + y for some y ∈ N ∩M(r) = N(r). Since {v2,i|1 ≤ i ≤ s− 1} is a
basis of N(r), we have y =
∑s−1
i=1 αiv2,i for some α1, α2, · · · , αs−1 ∈ k. If αs−1 = 0
then y ∈ L. In this case, {v1,s−1, v2,s−1, u1, u2} is a basis of M/L, where v denotes
the image of v ∈ M under the canonical epimorphism M → M/L. Moreover,
both span{v1,s−1, v2,s−1} and span{u1, u2} are submodules of M/L, and M/L =
span{v1,s−1, v2,s−1} ⊕ span{u1, u2}. This is impossible since M/L ∼= M2(r, η) is
indecomposable. Hence αs−1 6= 0. Now let v1,s = −α
−1
s−1(u1 +
∑s−2
i=1 αiv1,i+1)
and v2,s = −α
−1
s−1(u2 +
∑s−2
i=1 αiv2,i+1). Here we regard
∑s−2
i=1 αiv1,i+1 = 0 and∑s−2
i=1 αiv2,i+1 = 0 for s = 2. Then v1,s ∈ M(r+1)\N and v2,s ∈ M(r)\N . Hence
{v1,1, v1,2, · · · , v1,s−1, v1,s, v2,1, v2,2, · · · , v2,s−1, v2,s} is a basis of M . Moreover, we
have
a · v1,s = −α
−1
s−1(a · u1 +
∑s−2
i=1 αia · v1,i+1)
= −α−1s−1(u2 +
∑s−2
i=1 αiv2,i+1)
= v2,s
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and
d · v1,s = −α
−1
s−1(d · u1 +
∑s−2
i=1 αid · v1,i+1)
= −α−1s−1(−ηu2 +
∑s−1
i=1 αiv2,i +
∑s−2
i=1 αi(−v2,i − ηv2,i+1))
= −α−1s−1(−ηu2 + αs−1v2,s−1 −
∑s−2
i=1 αiηv2,i+1)
= −v2,s−1 − η(−α
−1
s−1(u2 +
∑s−2
i=1 αiv2,i+1))
= −v2,s−1 − ηv2,s.
This shows that {v1,1, v1,2, · · · , v1,s−1, v1,s, v2,1, v2,2, · · · , v2,s−1, v2,s} is a desired
basis of M . 
Lemma 2.30. Let s ≥ 1 and r ∈ Z2. Then there is a basis {v1,1, v1,2, · · · , v1,s, v2,1,
v2,2, · · · , v2,s} in Ms(r,∞) such that
a · v1,1 = 0, a · v1,i = v2,i−1, 2 ≤ i ≤ s,
b · v1,i = c · v1,i = (−1)
r+1v1,i, d · v1,i = v2,i, 1 ≤ i ≤ s,
a · v2,i = d · v2,i = 0, b · v2,i = c · v2,i = (−1)
rv2,i, 1 ≤ i ≤ s.
Proof. It is similar to Lemma 2.29. 
Lemma 2.31. Let η ∈ P1(k) and r, r′ ∈ Z2. Then M1(r, η)⊗M1(r′, η) ∼= M1(0, η)⊕
M1(1, η).
Proof. By Proposition 2.1, it is enough to show thatM1(0, η)⊗M1(0, η) ∼=M1(0, η)⊕
M1(1, η) for all η ∈ P1(k).
Assume η ∈ k. Let {v1, v2} be the standard basis of M1(0, η) as stated in Section
1 (or in Lemma 2.29). Let u1 = v1 ⊗ v1, u2 = v1 ⊗ v2 − v2 ⊗ v1, w1 = v1 ⊗
v2 and w2 = v2 ⊗ v2 in M1(0, η) ⊗M1(0, η). Then {u1, u2, w1, w2} is a basis of
M1(0, η) ⊗M1(0, η). Putting U = span{u1, u2} and W = span{w1, w2}. Then by
a straightforward verification, one can show that both U and W are submodules
of M1(0, η) ⊗M1(0, η), and that U ∼= M1(1, η) and W ∼= M1(0, η). It follows that
M1(0, η)⊗M1(0, η) = U ⊕W ∼= M1(1, η)⊕M1(0, η).
Similarly, one can show that M1(0,∞)⊗M1(0,∞) ∼= M1(1,∞)⊕M1(0,∞). 
Lemma 2.32. Let s ≥ 1, η ∈ P1(k) and r ∈ Z2. Then Ms(r, η)⊗Ms(r, η) contains
a submodule isomorphic to Ms(1, η).
Proof. It follows from Lemma 2.31 that M1(r, η) ⊗M1(r, η) contains a submodule
isomorphic to M1(1, η). Now let s ≥ 2. By Propositions 2.1 and 2.4, we have
Ms(r, η)⊗Ms(r, η) ∼= V (r)⊗Ms(0, η)⊗V (r)⊗Ms(0, η) ∼=Ms(0, η)⊗Ms(0, η). Hence
we only need to show that Ms(0, η)⊗Ms(0, η) contains a submodule isomorphic to
Ms(1, η).
Let {v1,1, v1,2, · · · , v1,s, v2,1, v2,2, · · · , v2,s} be the basis of Ms(0,∞) as stated in
Lemma 2.30. Then {vi,j ⊗ vm,n|1 ≤ i,m ≤ 2, 1 ≤ j, n ≤ s} is a basis of Ms(0,∞)⊗
Ms(0,∞). For any 1 ≤ i ≤ s, let u1,i =
∑i
j=1 v1,j⊗v1,i+1−j and u2,i =
∑i
j=1(v1,j⊗
v2,i+1−j − v2,j ⊗ v1,i+1−j). Then obviously, {u1,i, u2,i|1 ≤ i ≤ s} is a linearly
independent subset of Ms(0,∞) ⊗ Ms(0,∞), and b · u1,i = c · u1,i = u1,i and
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b ·u2,i = c ·u2,i = −u2,i for all 1 ≤ i ≤ s. Now we have a ·u1,1 = a · (v1,1⊗ v1,1) = 0
and for 2 ≤ i ≤ s
a · u1,i =
i∑
j=1
a · (v1,j ⊗ v1,i+1−j)
=
i∑
j=1
(v1,j ⊗ a · v1,i+1−j + a · v1,j ⊗ b · v1,i+1−j)
=
i−1∑
j=1
v1,j ⊗ v2,i−j −
i∑
j=2
v2,j−1 ⊗ v1,i+1−j
=
i−1∑
j=1
(v1,j ⊗ v2,i−j − v2,j ⊗ v1,i−j) = u2,i−1.
Furthermore, for any 1 ≤ i ≤ s, we have
d · u1,i =
i∑
j=1
d · (v1,j ⊗ v1,i+1−j)
=
i∑
j=1
(v1,j ⊗ d · v1,i+1−j + d · v1,j ⊗ c · v1,i+1−j)
=
i∑
j=1
(v1,j ⊗ v2,i+1−j − v2,j ⊗ v1,i+1−j)
= u2,i,
a · u2,i =
i∑
j=1
a · (v1,j ⊗ v2,i+1−j − v2,j ⊗ v1,i+1−j)
=
i∑
j=1
(a · v1,j ⊗ b · v2,i+1−j − v2,j ⊗ a · v1,i+1−j)
=
∑
1<j≤i
v2,j−1 ⊗ v2,i+1−j −
∑
1≤j<i
v2,j ⊗ v2,i−j
= 0,
and similarly d · u2,i = 0. Therefore, span{u1,i, u2,i|1 ≤ i ≤ s} is a submodule of
Ms(0,∞) ⊗Ms(0,∞). It follows from Lemma 2.30 that span{u1,i, u2,i|1 ≤ i ≤ s}
is isomorphic to Ms(1,∞).
Now let η ∈ k and let {v1,1, v1,2, · · · , v1,s, v2,1, v2,2, · · · , v2,s} be the basis ofMs(0, η)
as stated in Lemma 2.29. Then {vi,j ⊗ vm,n|1 ≤ i,m ≤ 2, 1 ≤ j, n ≤ s} is a basis
of Ms(0, η) ⊗Ms(0, η). For any 1 ≤ i ≤ s, let u1,i =
∑i
j=1 v1,j ⊗ v1,i+1−j and
u2,i =
∑i
j=1(v1,j⊗v2,i+1−j−v2,j⊗v1,i+1−j). Then by a similar argument as above,
one can show that span{u1,i, u2,i|1 ≤ i ≤ s} is a submodule of Ms(0, η)⊗Ms(0, η),
and is isomorphic to Ms(1, η) by Lemma 2.29. 
Proposition 2.33. Let t ≥ s ≥ 1, r, r′ ∈ Z2 and η ∈ P1(k). Then
Ms(r, η)⊗Mt(r
′, η) ∼= s(t− 1)P (r + r′)⊕Ms(0, η)⊕Ms(1, η).
Proof. By Propositions 2.1 and 2.4, it is enough to show the proposition for r =
r′ = 0. We only consider the case that t is odd since the proof is similar for the
other case.
Assume that t is odd. Then by Lemma 2.28, there is an exact sequence
0→Mt(0, η)→ Ω
tV (0)→ V (1)→ 0.
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Applying Ms(0, η)⊗ to the above sequence, one gets the following exact sequence
0→Ms(0, η)⊗Mt(0, η)
σ
−→Ms(0, η)⊗ Ω
tV (0)→Ms(0, η)⊗ V (1)→ 0.
By [10, Theorem 3.10(2)], Mt(0, η) contains a unique submodule M of (s, s)-type,
and M ∼= Ms(0, η). From Lemma 2.32, one knows that Ms(0, η)⊗M ∼=Ms(0, η)⊗
Ms(0, η) contains a submodule isomorphic to Ms(1, η). It follows that Ms(0, η) ⊗
Mt(0, η) contains a submodule N such that N ∼= Ms(1, η). From Proposition
2.21, Ms(0, η) ⊗ Ω
tV (0) contains submodules P and M ′ with P ∼= stP (0) and
M ′ ∼=Ms(1, η) such thatMs(0, η)⊗Ω
tV (0) = P ⊕M ′. Since σ is a monomorphism,
σ(N) ∼= N ∼= Ms(1, η), and hence soc(σ(N)) ∼= sV (1). However, soc(P ) ∼= stV (0)
since soc(P (0)) ∼= V (0). It follows that the sum P+σ(N) is direct, and soMs(0, η)⊗
ΩtV (0) = P ⊕M ′ = P ⊕ σ(N) by comparing their lengths. By Proposition 2.4, we
have Ms(0, η)⊗ V (1) ∼=Ms(1, η). Hence we have the following exact sequence
0→Ms(0, η)⊗Mt(0, η)
σ
−→ P ⊕ σ(N)
f
−→Ms(1, η)→ 0.
Since f is an epimorphism and f(σ(N)) = 0, f |P : P →Ms(1, η) is an epimorphism.
It follows that Ms(0, η)⊗Mt(0, η) ∼= Ker(f) = Ker(f |P )⊕ σ(N) ∼= s(t− 1)P (0)⊕
ΩMs(1, η)⊕Ms(1, η) ∼= s(t− 1)P (0)⊕Ms(0, η)⊕Ms(1, η). 
3. Generators and relations for the Green ring of D4
In this section, we will consider the Green ring r(D4) of D4. At first, r(D4) is a
commutative ring. Moreover, the duality (−)∗ of modD4 induces a ring involution
of r(D4) determined by [M ]
∗ = [M∗] for any M ∈ modD4, as stated in Section 1.
That is, r(D4)→ r(D4), x 7→ x
∗ is a ring automorphism of r(D4) and x
∗∗ = x for
all x ∈ r(D4).
Let g = [V (1)], x = [V (2, 0)], y = [ΩV (0)] and z = [Ω−1V (0)] in r(D4). Then we
have the following lemma.
Lemma 3.1. The following relations are satisfied in r(D4):
(1) g2 = 1;
(2) x2 = [P (1)] and x3 = 2x+ 2gx;
(3) xy = xz = x+ 2gx = x(1 + 2g);
(4) yz = 1 + 2x2.
Proof. Part (1) follows from Proposition 2.1 since [V (0)] = 1 in r(D4). By Propo-
sition 2.1, gx = [V (2, 1)]. Part (2) follows from Proposition 2.5 and Corollary 2.8.
Part (3) follows from Corollary 2.7(1). Part (4) follows from Part (2) and Corollary
2.19(1). 
Lemma 3.2. For all n ≥ 1, define an ∈ Z by an = 12
∑n−1
i=1 (3
i−1 + 1)(n − i) for
n > 1 and a1 = 0. Then 3an −
n(n−1)
2 = an+1 − n for all n ≥ 1.
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Proof. For n = 1, a2 − 1 = 1− 1 = 0 = 3a1 −
1(1−1)
2 . Now let n > 1. Then
3an −
n(n−1)
2 =
1
2
∑n−1
i=1 (3
i + 3)(n− i)− n(n−1)2
= 12
∑n−1
i=1 (3
i + 1)(n− i) +
∑n−1
i=1 (n− i)−
n(n−1)
2
= 12
∑n
i=2(3
i−1 + 1)(n− (i − 1))
= 12
∑n
i=1(3
i−1 + 1)(n+ 1− i)− n
= an+1 − n.

For all n ≥ 1, define fn ∈ r(D4) by fn = an(1 + g)−
n(n−1)
2 g
n, where an are given
as in Lemma 3.2.
Lemma 3.3. [ΩnV (0)] = yn − fnx
2 in r(D4) for all n ≥ 1.
Proof. We prove the lemma by induction on n. For n = 1, since f1 = 0, we have
[ΩV (0)] = y = y − f1x
2. Now assume n ≥ 1. Then by the induction hypothesis,
Lemmas 3.1 and 3.2, we have
[ΩnV (0)⊗ ΩV (0)] = [ΩnV (0)][ΩV (0)]
= (yn − fnx
2)y
= yn+1 − fnx
2y
= yn+1 − (an(1 + g)−
n(n−1)
2 g
n)(1 + 2g)x2
= yn+1 − (an(3 + 3g)−
n(n−1)
2 (g
n + 2gn+1))x2
= yn+1 − ((3an −
n(n−1)
2 )(1 + g)−
n(n−1)
2 g
n+1)x2
= yn+1 − ((an+1 − n)(1 + g)−
n(n−1)
2 g
n+1)x2.
On the other hand, by Proposition 2.1 and Lemma 3.1, we have gx2 = [P (0)].
Thus, from Lemma 2.13, one gets that [ΩnV (0) ⊗ ΩV (0)] = [Ωn+1V (0)] + ngnx2.
Hence we have
[Ωn+1V (0)] = yn+1 − ((an+1 − n)(1 + g)−
n(n−1)
2 g
n+1)x2 − ngnx2
= yn+1 − (an+1(1 + g)− n(g
n + gn+1)− n(n−1)2 g
n+1 + ngn)x2
= yn+1 − (an+1(1 + g)−
n(n+1)
2 g
n+1)x2
= yn+1 − fn+1x
2.

Corollary 3.4. [Ω−nV (0)] = zn − fnx
2 in r(D4) for all n ≥ 1.
Proof. By Proposition 2.1 and Lemma 2.15, we have g∗ = g and x∗ = gx, and so
f∗n = fn. By Lemma 2.16, one gets that y
∗ = z and [ΩnV (0)]∗ = [Ω−nV (0)] for all
n ≥ 1. It follows from Lemma 3.3 that [Ω−nV (0)] = [ΩnV (0)]∗ = (yn − fnx
2)∗ =
y∗n − f∗nx
∗2 = zn − fn(gx)
2 = zn − fnx
2. 
Let R be the subring of r(D4) generated by g, x, y and z. Then we have the
following proposition.
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Proposition 3.5. The subring R of r(D4) is generated, as a Z-module, by the
following set:
{[V (r)], [V (2, r)], [P (r)], [ΩnV (r)], [Ω−nV (r)]|r ∈ Z2, n ≥ 1}.
Consequently, R is a free abelian group with the above set as a Z-basis.
Proof. Let R′ be the Z-submodule of r(D4) generated by the set given in the propo-
sition. Then R′ is obviously a free Z-module with the set given above as a Z-basis.
From the discussion in the last section, one can see that R′ is closed with respect
to the multiplication of r(D4). Note that 1 = [V (0)] ∈ R
′. It follows that R′ is a
subring of r(D4). Hence R ⊆ R
′ by g, x, y, z ∈ R′.
Conversely, we first have that [V (1)], [V (2, 0)] ∈ R. Since R is a subring of r(D4),
[V (0)] = 1 ∈ R and [V (2, 1)] = [V (1) ⊗ V (2, 0)] = gx ∈ R. By Lemma 3.1,
[P (1)] = x2 ∈ R, and hence [P (0)] = [V (1) ⊗ P (1)] = gx2 ∈ R. From Lemma 3.3
and Corollary 3.4, one gets that [ΩnV (0)] ∈ R and [Ω−nV (0)] ∈ R for all n ≥ 1.
Then by Corollary 2.3, we have [ΩnV (1)] = [V (1)⊗ΩnV (0)] = g[ΩnV (0)] ∈ R, and
similarly [Ω−nV (1)] = g[Ω−nV (0)] ∈ R for all n ≥ 1. Therefore, R′ ⊆ R. 
Corollary 3.6. The following set is a Z-basis of R:
{1, g, x, gx, x2, gx2, yn, gyn, zn, gzn|n ≥ 1}.
Proof. Let R1 be the subring of r(D4) generated by g and x. From Lemma 3.1 and
the proof of Proposition 3.5, it follows that R1 is a free Z-module with a Z-basis
{1, g, x, gx, x2, gx2}. By Lemma 3.3, Corollary 3.4 and the proof of Proposition 3.5,
we have that [ΩnV (1)] = g[ΩnV (0)] = gyn−gfnx
2 and [Ω−nV (1)] = g[Ω−nV (0)] =
gzn − gfnx
2 for all n ≥ 1. Note that fnx
2, gfnx
2 ∈ R1 for all n ≥ 1. Consider the
canonical Z-module epimorphism π : R→ R/R1. Then from Lemma 3.3, Corollary
3.4 and the discussion above, we have π([ΩnV (r)]) = π(gryn) and π([Ω−nV (r)]) =
π(grzn) for all n ≥ 1 and r ∈ Z2. Thus, the corollary follows from Proposition
3.5. 
Let Z[g1, x1, y1, z1] be the polynomial algebra over Z in four variables g1, x1, y1, z1.
Let I be the ideal of Z[g1, x1, y1, z1] generated by the following elements:
g21 − 1, x
3
1 − 2x1(1 + g1), x1(y1 − 1− 2g1), x1(y1 − z1), y1z1 − 1− 2x
2
1.
Theorem 3.7. The subring R of the Green ring r(D4) is isomorphic to the quotient
ring Z[g1, x1, y1, z1]/I.
Proof. Since R is a commutative ring, there is a unique ring homomorphism φ :
Z[g1, x1, y1, z1]→ R such that φ(g1) = g, φ(x1) = x, φ(y1) = y and φ(z1) = z. Since
R is generated by {g, x, y, z} as a ring, φ is an epimorphism. From Lemma 3.1, one
can easily check that φ(g21−1) = 0, φ(x
3
1−2x1(1+g1)) = 0, φ(x1(y1−1−2g1)) = 0,
φ(x1(y1 − z1)) = 0 and φ(y1z1 − 1 − 2x
2
1) = 0. It follows that φ(I) = 0. Hence
φ induces a ring epimorphism φ : Z[g1, x1, y1, z1]/I → R such that φ(u) = φ(u)
for all u ∈ Z[g1, x1, y1, z1], where u denotes the image of u under the canonical
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epimorphism Z[g1, x1, y1, z1]→ Z[g1, x1, y1, z1]/I. By Corollary 3.6, one can define
a Z-module map ψ : R→ Z[g1, x1, y1, z1]/I by
ψ(1) = 1, ψ(g) = g1, ψ(x) = x1, ψ(gx) = g1x1, ψ(x
2) = x21,
ψ(gx2) = g1x21, ψ(y
n) = yn1 , ψ(gy
n) = g1yn1 , ψ(z
n) = zn1 , ψ(gz
n) = g1zn1 ,
where n ≥ 1. From the definition of I, one can see that Z[g1, x1, y1, z1]/I is gener-
ated, as a Z-module, by the following set
{1, g1, x1, g1x1, x21, g1x
2
1, y
n
1 , g1y
n
1 , z
n
1 , g1z
n
1 |n ≥ 1}.
Let u be any element in the above set. Then it is straightforward to check that
ψφ(u) = u. Hence ψφ = id, which implies that φ is a monomorphism, and so it is
a ring isomorphism. 
Now let Xn,η = [Mn(0, η)] in r(D4) for all n ≥ 1 and η ∈ P1(k). Then we have the
following lemma.
Lemma 3.8. Let n, s ≥ 1 and η, α ∈ P1(k). Then we have the following relations
in r(D4):
(1) gXn,η = [Mn(1, η)].
(2) xXn,η = n(1 + g)x.
(3) yXn,η = ngx
2 + gXn,η.
(4) zXn,η = nx
2 + gXn,η.
(5) If η 6= α then Xn,ηXs,α = nsgx
2.
(6) If s ≥ n then Xn,ηXs,η = n(s− 1)gx
2 +Xn,η + gXn,η.
Proof. We have already known that [V (2, 1)] = gx, [P (1)] = x2 and [P (0)] = gx2.
Then Part (1) follows from Proposition 2.4. Part (2) follows from Corollary 2.7(3).
Part (3) follows from Part (1) and Proposition 2.21(1). Part (4) follows from Part
(1) and Corollary 2.24(1). Part (5) follows from Proposition 2.25. Part (6) follows
from Proposition 2.33 and Part (1). 
Let Z[X ] be the polynomial algebra over Z in the following variables:
X = {g1, x1, y1, z1, X
′
n,η|n ≥ 1, η ∈ P
1(k)}.
Let J be the ideal of Z[X ] generated by the following subset
G =


g21 − 1, x
3
1 − 2x1(1 + g1), x1(y1 − 1− 2g1),
x1(y1 − z1), y1z1 − 1− 2x
2
1,
x1X
′
n,η − n(1 + g1)x1, y1X
′
n,η − ng1x
2
1 − g1X
′
n,η,
z1X
′
n,η − nx
2
1 − g1X
′
n,η, X
′
n,ηX
′
s,α − nsg1x
2
1,
X ′n,ηX
′
t,η − n(t− 1)g1x
2
1 −X
′
n,η − g1X
′
n,η
∣∣∣∣∣∣∣∣∣∣∣∣
n, s, t ≥ 1
with t ≥ n,
η, α ∈ P1(k)
with η 6= α


.
Theorem 3.9. The Green ring r(D4) of D4 is isomorphic to the quotient ring
Z[X ]/J .
Proof. Since r(D4) is a commutative ring, there is a unique ring homomorphism
f : Z[X ]→ r(D4) such that
f(g1) = g, f(x1) = x, f(y1) = y, f(z1) = z, f(X
′
n,η) = Xn,η
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for all n ≥ 1 and η ∈ P(k). By Lemma 3.8(1), [Mn(1, η)] = gXn,η for n ≥ 1 and
η ∈ P(k). It follows from Proposition 3.5 that r(D4) is generated, as a ring, by
{g, x, y, z,Xn,η|n ≥ 1, η ∈ P1(k)}, which implies that f is an epimorphism. By
Lemmas 3.1 and 3.8, it is straightforward to check that f(u) = 0 for all u ∈ G.
Hence f(J) = 0, and so f induces a unique ring epimorphism f : Z[X ]/J →
r(D4) such that f(u) = f(u) for all u ∈ Z[X ], where u denotes the image of u
under the canonical epimorphism Z[X ] → Z[X ]/J . Note that Z[g1, x1, y1, z1] is a
subring of Z[X ] since {g1, x1, y1, z1} ⊂ X . Obviously, f(Z[g1, x1, y1, z1]) = R and
I ⊆ J ∩ Z[g1, x1, y1, z1], where R and I are given as before. Therefore, there is a
ring homomorphism τ : Z[g1, x1, y1, z1]/I → Z[X ]/J given by τ(u + I) = u for all
u ∈ Z[g1, x1, y1, z1]. Consider the composition of ring homomorphisms
θ : Z[g1, x1, y1, z1]/I
τ
−→ Z[X ]/J
f
−→ r(D4).
Then Im(θ) = R. Hence θ can be regarded as a ring homomorphism
θ : Z[g1, x1, y1, z1]/I → R.
One can easily see that θ is exactly the ring isomorphism φ : Z[g1, x1, y1, z1]/I → R
described in the proof of Theorem 3.7. Hence θ is injective, and so is τ , which
implies that I = J ∩ Z[g1, x1, y1, z1]. Moreover, f |Im(τ) : Im(τ) → R is a ring
isomorphism. Let (f |Im(τ))
−1 : R→ Im(τ) be the inverse.
Let R0 be the Z-submodule of r(D4) generated by {Xn,η, gXn,η|n ≥ 1, η ∈ P1(k)}.
Then R0 is a free Z-module with the basis {Xn,η, gXn,η|n ≥ 1, η ∈ P1(k)}. It follows
from Proposition 3.5 that r(D4) = R ⊕ R0 as Z-modules. Hence one can define
a Z-module homomorphism ψ : r(D4) → Z[X ]/J by ψ(v) = (f |Im(τ))−1(v) for all
v ∈ R, ψ(Xn,η) = X ′n,η and ψ(gXn,η) = g1X
′
n,η for all n ≥ 1 and η ∈ P
1(k). By
the definition of τ , one can see that Im(τ) is generated, as a subring of Z[X ]/J , by
{g1, x1, y1, z1}. Then from the definition of J , one gets that Z[X ]/J is generated, as
a Z-module, by Im(τ) ∪ {X ′n,η, g1X ′n,η|n ≥ 1, η ∈ P
1(k)}. Obviously, (ψf)|Im(τ) =
idIm(τ). For all n ≥ 1 and η ∈ P1(k), we have that (ψf)(X ′n,η) = ψ(f(X
′
n,η)) =
ψ(Xn,η) = X ′n,η and (ψf)(g1X
′
n,η) = ψ(f(g1X
′
n,η)) = ψ(gXn,η) = g1X
′
n,η. It
follows that ψf is the identity map on Z[X ]/J . Hence f is a monomorphism, and
so it is a ring isomorphism. 
Remark 3.10. From Lemma 3.8 and Theorem 3.9, one knows that r(D4) is not
finitely generated as a ring.
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