Abstract. For p, q ∈ [1, ∞), we study the isomorphism problem for the pand q-convolution algebras associated to locally compact groups. While it is well known that not every group can be recovered from its group von Neumann algebra, we show that this is the case for the algebras CVp(G) of p-convolvers and P Mp(G) of p-pseudomeasures, for p = 2. More generally, we show that if CVp(G) is isometrically isomorphic to CVq(H), with p, q = 2, then G must be isomorphic to H and p and q are either equal or conjugate. This implies that there is no L p -version of Connes' uniqueness of the hyperfinite II 1 -factor. Similar results apply to the algebra P Fp(G) of p-pseudofunctions, generalizing a classical result of Wendel. We also show that other L p -rigidity results for groups can be easily recovered and extended using our main theorem.
Introduction
Convolution algebras of groups are among the most important and widely studied examples of Banach algebras. For a locally compact group G, the algebras that have arguably received the greatest attention are the function algebra L 1 (G), the measure algebra M (G), the reduced group C * -algebra C * λ (G), and the group von Neumann algebra L(G). A significant part of the literature in this area has focused on identifying those properties of a group that are reflected on its convolution algebras. An early and illustrative instance of this is Johnson's celebrated result [27] asserting that a locally compact group G is amenable if and only if L 1 (G) is amenable as a Banach algebra. Similar results have been obtained for M (G), C * λ (G) and L(G), at least when G is discrete. The isomorphism problem in Harmonic Analysis asks to determine when two groups have isometrically isomorphic convolution algebras. This problem has received a great deal of attention, particularly in what refers to identifying those groups that can be recovered from one of their convolution algebras. The first result in this direction is Wendel's classical result [39] , asserting that L 1 (G) is isometrically isomorphic to L 1 (H) if and only if G is (topologically) isomorphic to H. Shortly after, Johnson used Wendel's theorem to prove a similar result for the measure algebra [26] . The situation for the operator algebras L(G) and C von Neumann algebra, or even from its reduced group C * -algebra: consider, for example, Z 2 ⊕ Z 2 and Z 4 . More drastically, Connes' celebrated result on uniqueness of the hyperfinite II 1 -factor implies that any two countable amenable ICC groups have isomorphic group von Neumann algebras. There also exist groups that can be recovered from their C * -algebras but not from their von Neumann algebras (such as Z). Positive results in this context (usually referred to as superrigidity results) are difficult to find: for von Neumann algebras, the first one is the groundbreaking work of Ioana-Popa-Vaes ( [25] ) on wreath product groups, while non-trivial results for C * -algebras are even more recent ( [10, 28] ). Indeed, the passage from C * λ (G) to L(G) tends to "erase" a lot of information about G. For example, while every countable, torsion-free, abelian group is recovered from its reduced group C * -algebra, all such groups have isomorphic group von Neumann algebras. Similarly, while it is known that F n and F m have non-isomorphic group C * -algebras, whether this is the case for their von Neumann algebras is a notable open problem.
In this work, we are interested in the L p -version of the problems described above. Given p ∈ [1, ∞) and a locally compact group G, we let λ p be the representation of
given by left convolution. The algebra of p-pseudofunctions P F p (G) is the Banach algebra generated by λ p (L 1 (G)); the algebra of p-convolvers CV p (G) is the double commutant of P F p (G); and, for p > 1, the algebra of ppseudomeasures P M p (G) is the weak * -closure 1 of P F p (G). We thus obtain a continuously varying family of Banach algebras which for p = 1 give the algebras L 1 (G) and M (G), and for p = 2 agree with C * λ (G) and L(G). These algebras were introduced by Herz [23] several decades ago, and have been intensively studied by a number of authors; see [24, 5, 9, 8] . In recent years, the influx of operator-algebraic techniques has given the area new impetus; see [33, 34, 16, 19] . Among these, we mention the solution [17] to a long-standing open problem of Le Merdy: for p = 2, there exists a quotient of P F p (Z) which cannot be represented on an L p -space. Despite the advances, a number of questions remain open, not least due to the difficulties in understanding the geometry of L p -spaces (by comparison with the case p = 2). A significant problem in the area, known as the convolvers and pseudomeasures problem and originally raised by Herz, asks to determine if the double-commutant theorem holds for P M p (G), that is, whether it is always true that P M p (G) = CV p (G). This is known to be the case for p = 2 (regardless of G), and whenever G has the approximation property (regardless of p); see [4, 8] .
Another problem, also raised by Herz, is the isomorphism question for these algebras. In its most general form, the problem is to determine, for p, q ∈ [1, ∞) and locally compact groups G and H, when there exists an isometric isomorphism CV p (G) ∼ = CV q (H) (or P M p (G) ∼ = P M q (H), or P F p (G) ∼ = P F q (H)). Earlier results [23, 9] mostly focused on duality theory and offered partial answers when G = H; this case was recently settled by the authors in [19] . In this work, we focus on the remaining and arguably most difficult part of this problem, namely deciding when two groups have isometrically isomorphic p-convolution algebras.
The outcome is not a priori clear. Indeed, p-convolution algebras tend to behave more like the case p = 2 (group C * -algebras and von Neumann algebras) than like the case p = 1 (function and measure algebras), mostly thanks to either reflexivity, uniform convexity, or interpolation for operators on L p -spaces. Some examples of this are as follows:
• For a Powers group G and p ∈ (1, ∞), the Banach algebra P F p (G) is simple, while this fails for p = 1; see [21] .
• For p ∈ (1, ∞), amenability of G is characterized by the fact that P F p (G) is universal with respect to representations of G on L p -spaces, while this fails for p = 1; see [16] .
• There exists, for p ∈ (1, ∞), an analog of Choi's multiplicative domain theorem from [2] for p-completely contractive maps from P F p (G), P M p (G) or CV p (G), while this fails for p = 1; see [34] .
• For a discrete group G with trivial amenable radical and p ∈ (1, ∞), the Banach algebras P F p (G), P M p (G) and CV p (G) have a unique (weak * -continuous) tracial state 2 , while this fails for p = 1. It is therefore not clear whether one should expect a complete rigidity phenomenon as in the results of Wendel-Johnson for p = 1, a very restricted form of rigidity as in the case of operator algebras, or something intermediate. As it turns out, every locally compact group is L p -rigid, for p = 2, in a strong sense. In fact, more can be said, and a particular case of our main result can be stated as follows.
Theorem A. (Corollary 5.6) Let G and H be locally compact groups, and let p, q ∈ [1, ∞) be not both equal to 2. Suppose there is an isometric isomorphism
. Then G is isomorphic to H and p and q are either equal or conjugate.
We want to highlight the striking fact that even the very large weak * -closed algebras CV p (G) and P M p (G) remember G completely, which shows a stark contrast with the case p = 2 of group von Neumann algebras discussed above. In particular, the theorem above rules out any L p -analog of Connes' uniqueness of the hyperfinite II 1 -factor, for p = 2.
There exist other results on L p -rigidity of groups, although of a rather different flavor. Indeed, Wendel's appraised result motivated a number of authors to search for L p analogs of it. A series of intermediate results culminated in Parrott's theorem ([32, Theorem 2]) asserting that for locally compact groups G and H, and for p ∈ (1, ∞) \ {2}, if there is an invertible linear isometry T :
, and similarly for T −1 , then G and H are isomorphic. In Theorem 5.9, we show that our Theorem A is formally stronger, by deducing Parrott's result as a corollary.
We briefly discuss the proof of Theorem A. In Sections 3 and 4 we set the stage and prove a version of the Banach-Lamperti theorem from [30] which is applicable to the Haar measure of an arbitrary locally compact group which is not necessarily σ-finite; see Theorem 3.7. (An additional reason to do this is the fact, pointed out in [1] and [20] , that Lamperti's characterization of the invertible isometries, and its proof, are not entirely correct.) This description is then applied to the invertible isometries in CV p (G), for p = 2, obtaining, for each of them, a Boolean automorphism of the σ-algebra of G which commutes with right translations. The next step requires overcoming the first major difficulty in this work, namely proving that such a transformation can be lifted to a measurable map G → G, and that this map is continuous. This relies on a new lattice-theoretic characterization (see Proposition 4.6) of those measurable subsets of G which are open modulo null-sets. The next step is proving that the resulting continuous map G → G is given by 2 Since this result is not available in the literature, we outline its proof here. By Theorem 5.2 in [22] , triviality of the amenable radical is equivalent to a norm inequality in B(ℓ 2 (G)) for a convex combination of unitaries coming from the left regular representation. Using the RieszThorin interpolation theorem, it is easy to see that this condition is equivalent to an identical norm inequality in B(ℓ p (G)), for p ∈ (1, ∞). Once this is established, it follows that any linear functional on P Fp(G) which is "unitary invariant" must vanish on the non-trivial group elements. From this, uniqueness of the trace on P Fp(G) can be deduced immediately. The arguments for weak * -continuous traces on CVp(G) and P Mp(G) are analogous. a scalar multiple of the left translation by a group element (see Lemma 4.9) . It should be pointed out that these results become relatively easy to prove when G is discrete, and we provide an argument in this case for the convenience of the reader (see Lemma 4.7). The result is thus an algebraic identification between the invertible isometries of CV p (G) and T×G. The next significant obstacle in our work is recovering the topology of G intrinsically from the norm topology of CV p (G). The first result in this direction is as follows (see Notation 4.11).
Theorem B. (Theorem 4.13) Let G be a locally compact group, and let p ∈ (1, ∞) with p = 2. Then there are natural isomorphisms of topological groups
In other words, the topology on G can be recovered using the weak * -topology on CV p (G). Since it is not known whether CV p (G) has a unique predual, this by itself is not enough to recover the topology of G from the norm topology on CV p (G). However, it turns out that any isometric isomorphism of CV p (G) is automatically weak * -continuous when restricted to the group U(CV p (G)) of invertible isometries. This implies Theorem A for the algebra of p-convolvers, while a similar argument applies to the algebra of p-pseudomeasures.
On the other hand, if we start from an isometric isomorphism between the algebras of p-pseudofunctions, we show that the topology of G can be recovered using the strict topology in the left multiplier algebra M l (P F p (G)) of P F p (G). More explicitly, we show that there exists a canonical isomorphism of topological groups
It should be pointed out that our proof is quite different from Wendel's: while he identified the left centralizers of L 1 (G) with the group G, we focus on the invertible isometries of CV p (G). Moreover, Wendel's argument relies heavily on the adjoint operation on L 1 (G) through the notion of positivity for homomorphisms between group algebras and Kawada's description of such maps. Finally, the greatest difficulties in our work, which come from the non-triviality of the topology on G, do not appear at all when p = 1, since Kawada's proof reduces to the discrete case by passing to the measure algebra M (G), where the elements of L 1 (G) have the ℓ 1 -norm. We would also like to point out that the intermediate results obtained in this work are bound to have applications in problems not related to isomorphisms of convolution algebras, particularly Proposition 4.6 and Theorem B. In the last section, we give a nontrivial application of the latter. There, we verify the reflexivity conjecture of Galé-Ransford-White [15] for p-convolution algebras:
Theorem C. (Theorem 6.4) Let G be a locally compact group, and let p ∈ (1, ∞). If any Banach algebra containing P F p (G) and contained in CV p (G) is reflexive and amenable, then G is finite.
This result strengthens and extends previously known ones, where amenability of G needed to be assumed instead. Our proof uses a number of results and ideas from the literature. First, reflexivity is used in conjunction with the work of Daws [6] and Theorem 5.3 to show that G must be discrete. Amenability of G is deduced using ideas of Phillips, while results of Runde [38] and the authors [16] are used to show that G must be compact, and hence finite.
The Radon-Nikodym theorem for valuations on measure algebras
In this short section, we set the stage for proving a version of the BanachLamperti Theorem for localizable measure algebras (Theorem 3.7) by deriving a Radon-Nikodym Theorem in this setting (Lemma 2.6 and Theorem 2.7). These results are probably known to the experts, but we have not been able to find them in the literature. For the convenience of the reader, we give only abbreviated proofs.
We first recall basic notions from the theory of measure algebras. For details we refer to the books of Fremlin, [12, 13] .
that is strict (µ(0) = 0) and additive (that is, µ(a ∨ b) = µ(a) + µ(b) whenever a, b ∈ A are orthogonal). Note that these two conditions are equivalent to the usual definition of a valuation as a map that is strict, order-preserving, and modular (that is,
We call µ strictly positive if µ(a) > 0 for every a ∈ A with a = 0, and we call µ semi-finite if for every a ∈ A with µ(a) = ∞ there exists a ′ ∈ A with a ′ ≤ a and 0 < µ(a ′ ) < ∞. Recall that A is said to be complete (σ-complete) if every nonempty (countable) subset of P with an upper bound has a supremum and every nonempty (countable) subset of P with a lower bound has an infimum.
If A is complete (σ-complete), then we call µ completely additive
The following is the main notion of this section; see [12, Definition 321A, p.68]. . Following Fremlin, we use f ≤ t to denote f ((−∞, t]), and analogously for f < t , and more generally f ∈ E for a measurable subset E ⊆ R. The map f is determined by its values on the subsets (−∞, t] ⊆ R for t ∈ R. It is also determined by f > t for t ∈ R.
The space of real-valued measurable functions on A is denoted by L We let L 0 (A) be the vector space of complex-valued measurable functions on A, which is formally defined as
3 Iff is a measurable function from a measurable space underlying A, one obtains a measurable function f : B(R) → A by setting f (E) =f −1 (E) for all Borel subsets E ⊆ R.
We denote the real and imaginary parts of f ∈ L 0 (A) by Re(f ) and Im(f ), respectively. The complex vector space L 0 (A) is canonically a complex, commutative algebra. Given f ∈ L 0 (A), we consider Re(f ) 2 + Im(f ) 2 as an element in L 0 R (A) and we define the absolute value of f as the unique |f | ∈ L
Next, we define the L p -norms of a function on a measure algebra.
2.5. Let (A, µ) be a measure algebra, and let f ∈ L 0 (A). The function [0, ∞) → [0, ∞] given by t → µ( f > t ) is decreasing and therefore Lebesgue-measurable, which allows us to define the
As usual, the space of intregrable functions on A is defined as
and it is a Banach space for the norm · 1 . We will usually abbreviate
This is extended to L 1 (µ) linearly in the obvious way. Given p ∈ (1, ∞), one defines
which also is a Banach space for the norm f p = |f |
, and
The next two results on Radon-Nikodym derivatives for valuations on complete Boolean algbras that will be used in Section 3. 
It is straightforward to verify that D t is downward hereditary. Set e t = sup D t . To verify that e t belongs to D t , let a ∈ A satisfy a ≤ e t . If D t = {0}, then there is nothing to show. Otherwise, choose a maximal family (a j ) j∈J of nonzero, pairwise orthogonal elements in D t . Then e t = j∈J a j .
(If e t > j∈J a j , then we can choose x ∈ D t with x j∈J a j and then x \ ( j∈J a j ) is nonzero, belongs to L t and is orthogonal to each a j , contradicting the maximality of (a j ) j .) By distributivity in A ([29, Lemma 1.33, p.22]), we have a = a ∧ ( j∈J a j ) = j∈J (a ∧ a j ). Using at the first step that σ is completely additive, we deduce
Thus, e t belongs to D t .
Claim 1: Let a ∈ A and t ∈ (0, ∞) satisfy σ(a) < tµ(a). Then there exists a ′ ≤ e t with 0 = a ′ ≤ a. To prove the claim, choose a maximal family (b j ) j∈J of nonzero, pairwise orthogonal elements satisfying b j ≤ a and
, then this contradicts the maximality of the family (b j ) j∈J . Hence,
To prove the claim, assume that σ(a) < tµ(a). By Claim 1, we can find a ′ ≤ e t with 0 = a ′ ≤ a, which is a contradiction. Set e 0 = t>0 e t and e t = 0 for t < 0. For every t ∈ (0, ∞), we have e 0 ≤ e t and therefore σ(e 0 ) ≤ tµ(e 0 ). We deduce that σ(e 0 ) = 0 or µ(e 0 ) = ∞. In the first case, we get e 0 = 0 since σ is strictly positive. In the second case, we use that µ is semi-finite to obtain a ≤ e 0 with 0 < µ(a) < ∞. Since a ≤ e t , we again obtain σ(a) ≤ tµ(a) for every t ∈ (0, ∞), whence σ(a) = 0 and thus a = 0, a contradiction. Altogether, we have e 0 = 0. Similarly one shows that t∈R e t = 1.
It is now straightforward to verify that the map R → A given by t → e t , is order-preserving and satisfies e t = s>t e s for all t ∈ R. We also have t∈R e t = 0 and t∈R e t = 1. Thus, we obtain a unique element
which implies that σ(a) ≤ tµ(a). On the other hand, for every s ′ < s, we have
By Claim 2, we deduce s ′ µ(a) ≤ σ(a). Since this holds for every s ′ < s, we conclude that sµ(a) ≤ σ(a), as desired.
The following is our desired Radon-Nikodym Theorem for localizable measure algebras. 
Proof. We first prove the result for characteristic functions. Let a ∈ A with σ(a) < ∞. Using the monotone convergence theorem (see for example [13, 365C, p.116]) at the first step, and using (1) at the second step, we obtain
Let ε > 0. Using (1) at the second step, we get
We may therefore apply the dominated convergence theorem at the first step, and (1) at the second step to deduce that
It follows that
Together we have ½ a
By linearity of the integral, we obtain u
, and since the integral is norm-continuous, we obtain the same formula for every f ∈ L 1 (A, σ).
Using Lemma 2.6(1) it is straightforward to prove the following basic rules for Radon-Nikodym derivatives, whose proofs are left to the reader. 
The Banach-Lamperti Theorem for localizable measure algebras
In [30] , Lamperti gave a description of the linear isometries of the L p -space of a σ-finite measure space, for p ∈ [1, ∞) with p = 2. Since this result had been earlier announced (without proof) by Banach for the unit interval with the Lebesgue measure, it is usually referred to as the "Banach-Lamperti Theorem". In this section, we generalize their result by characterizing the surjective, linear isometries on the L p -space of a localizable measure algebra; see Theorem 3.7. The generalization from σ-finite spaces to localizable ones is not a minor one, and will allow us in the next sections to deal with locally compact groups that are not σ-compact.
Besides wanting to avoid working only with σ-compact groups, another reason for presenting a rigorous proof of Theorem 3.7 is that Lamperti's description (and its proof) is not entirely correct, as is pointed out in [1] and [20] .
Notation 3.1. Let A be a Boolean algebra. We let Aut(A) denote the group of Boolean automorphisms of
is a measure algebra, and p ∈ [1, ∞), then we use Isom(L p (µ)) to denote the group of surjective, linear isometries of the Banach space
Note that U(L ∞ (A)) is a group under multiplication. The following result is straightforward to verify.
It follows that the formula f dµ = ϕ•f d(µ•ϕ −1 ) holds for arbitrary f ∈ L 1 (µ). Note that both µ and µ•ϕ −1 are strictly positive, semi-finite, completely additive valuations on A. We may therefore apply Theorem 2.7 and obtain that
To show that u ϕ is well-defined and isometric, let ξ ∈ L p (µ). We have
Using Lemma 2.8 at the third and fourth steps, we obtain
It is easy to see that u id is the identity.
Let (A, µ) be a localizable measure algebra, and let p ∈ [1, ∞). By Lemmas 3.3 and 3.2, every automorphism of A, and every T-valued function on A, induces surjective, linear isometries of L p (µ). Moreover, the resulting maps u :
) are group homomorphisms. The next result clarifies the interplay between the two types of isometries of L p (µ).
Lemma 3.4. Let (A, µ) be a localizable measure algebra, let ϕ ∈ Aut(A), and let
. The Banach-Lamperti Theorem for localizable measure algebras (Theorem 3.7) implies that this map is surjective for p = 2. 
It is by now a folklore result that Clarkson's inequalities hold for arbitrary measure spaces, and thus for arbitrary measure algebras. Moreover, for p = 2, one has equality in the above inequalities if and only if the product ξ · η is zero (almost everyhwere).
Lemma 3.6. Let (A, µ) be a measure algebra, let p ∈ (1, ∞) with p = 2, and let
Using that T is linear and isometric at the first and last step, and using that ξ · η = 0 at the second step, we deduce that
We thus have equality in Clarkson's inequality for T (ξ) and T (η). As explained in Remark 3.5, using that p = 2, we obtain that T (ξ) · T (η) = 0.
For z ∈ C and ε > 0, we denote by B ε (z) the open ball of radius ε centered at z. Theorem 3.7. Let (A, µ) be a localizable measure algebra, let p ∈ (1, ∞) with p = 2, and let T :
linear isometry. Then there exist a unique Boolean automorphism
for a ∈ A. Since µ is semi-finite, we have
for all a ∈ A. Since T is bijective, it follows that ϕ is bijective, with inverse given by
for a ∈ A. It follows that ϕ and ϕ −1 are order-preserving. It is also clear that ϕ(0) = 0 and ϕ(1) = 1. To show that ϕ is a Boolean isomorphism, it remains to show that ϕ is additive on orthogonal elements. So let a, b ∈ A with a ∧ b = 0. Let ξ, η ∈ L p (µ) satisfy supp(ξ) ≤ a and supp(η) ≤ b. Then ξ · η = 0, and thus T (ξ) · T (η) = 0 by Lemma 3.6. It follows that supp(T (ξ)) and supp(T (η)) are orthogonal. Applying the definition of ϕ, it follows that ϕ(a) and ϕ(b) are orthogonal. Since ϕ is order-preserving, we deduce that ϕ(a + b) ≥ ϕ(a) + ϕ(b). The same argument applies to ϕ −1 , whence
Thus ϕ is a Boolean automorphism.
To prove the claim, assume that it does not hold. Choose z ∈ C and ε > 0 with ||z| − 1| > ε
On the other hand, we have S(½ b ) − z½ b ∞ ≤ ε and therefore
This contradicts that S is isometric, thus proving the claim. Let M ⊆ C be a measurable subset. It follows from additivity of S that
for a measurable subset M ⊆ C. Then f ∈ T = 1 and thus f ∈ U(L ∞ (A)).
Further, for each a ∈ A with µ(a) < ∞ we have S(½ a ) = f · ½ a . Using that S is linear we obtain that S is given by multiplication with f for every simple function in L p (µ). Since S is norm-continuous (even isometric) and since simple functions are norm-dense in L p (µ), we deduce that S = m f . We omit the details. It follows that T • u
To verify the formula (6), let f, g ∈ U(L ∞ (µ)), and let ϕ, ψ ∈ Aut(A). We first assume that ϕ = ψ. Choose a nonzero a ∈ A with ϕ(a) = ψ(a). 
We now assume that ϕ = ψ. Then m f u ϕ − m g u ψ = m f − m g . The operator m f − m g is given by multiplication by f − g, and it is standard to verify that this operator has norm f − g ∞ ≤ 2, which verifies (6).
4.
The unitary group of p-convolution algebras 4.1. Convolution algebras. Let G be a locally compact group, and fix a left Haar measure µ on G. We let M 1 (G) denote the space of complex-valued Radon measures on G of bounded variation. Under convolution, M 1 (G) becomes a unital Banach algebra.
For p ∈ [1, ∞), we let λ p and ρ p denote the left and right regular representation of G on L p (G), respectively, which are given by:
for ξ ∈ L p (G) and s, t ∈ G. The integrated form of λ p is the contractive, nondegenerate representation of
, also denoted by λ p , which is given by convolution on the left.
, also denoted by λ p . Let us recall some Banach algebras that are naturally associated with G:
is the algebra of p-pseudofunctions on G, and was introduced by Herz in [23] . It has also been called the reduced group L p -operator algebra of G, and denoted by F p λ (G), particularly in the work of N. Christopher Phillips.
We also consider the algebra of p-pseudomeasures, denoted by P M p (G), which is defined as the closure of P F p (G) in the weak * -topology of B(L p (G)). Finally, the algebra of p-convolvers, denoted by CV p (G), is defined as follows:
The algebras P M p (G) and CV p (G) are always unital, and P F p (G) has a contractive, approximate identity. If G is nondiscrete, we will also consider the leftmultiplier algebra of P F p (G), which we denote by M l (P F p (G)). Since P F p (G) has a contractive, approximate identity, and since P F p (G) ⊆ B(L p (G)) is a nondegenerate subalgebra, it is a standard result that M l (P F p (G)) has a canonical, isometric representation as a unital subalgebra of B(L p (G)
Proposition 4.3. Let G be a locally compact group, and let p ∈ (1, ∞). Then there are natural (isometric) inclusions:
, and therefore Sλ p (f j ) ∈ P F p (G). Since left multiplication by S is weak * continuous on
Thus, S belongs to the weak * -closure of P F p (G), and hence to P M p (G).
4.2.
The unitary group of CV p (G)). Throughout this section, we let G denote a locally compact group. We let Σ denote the family of Haar measurable subsets of G, which includes all Borel subsets of G. Further, µ : Σ → [0, ∞] denotes a fixed left Haar measure for G.
We let (A, µ) denote the measure algebra of (G, Σ, µ), that is, the Boolean algebra obtained by taking the quotient of Σ by the ideal of null sets. Given M ∈ Σ, we let [M ] denote the class of M in A. It is well-known that the Haar measure on a locally compact group is localizable, which implies that A is a complete Boolean algebra and (A, µ) is localizable; see for example [14, 443A(a), p.290].
We let T denote the collection of open subsets of G, and we set
The canonical quotient map Σ → A preserves the order, finite infima and finite suprema, but not arbitrary suprema or infima (whenever they exist in Σ). However, the restriction T → A o does preserve arbitrary suprema; see [14, Theorem 414A, p.50]. It follows that A o is closed under arbitrary suprema in A.
Let s ∈ G. The maps Σ → Σ given by M → sM and M → M s induce maps on A, and we denote them by l s and r s , respectively. It is straightforward to verify that l s , r s ∈ Aut(A). Since l st = l s • l t and r st = r t • r s for all s, t ∈ G, we obtain a left action l : G → Aut(A) and a right action r : G → Aut(A) of G on A; for details we refer to [14, Theorem 443C, p.291].
Given an arbitrary subset Z ⊆ G, we define the measurable cover of Z as • For every measurable subset
This means that the following identities hold in the complete Boolean algebra A:
Proof. We first explain how to reduce the proof to the case that µ(M ) is finite. Using that µ is strictly localizable (see [14, 443A(a), p.290]), we choose a partition of G in the sense of [11, Definition 211E, p.12] , that is, a family (B j ) j of pairwise disjoint, measurable sets with µ(B j ) < ∞ that cover G, such that a subset Z ⊆ G is measurable if and only if Z ∩ B j is measurable for every j ∈ J, and such that
Assume that for each j, we can find a measurable subset M * , and
It is straightforward to verify that the measurable cover of
Analogously, we obtain that t∈T r t ( 
. Every L 1 -convergent sequence admits a subsequence that converges pointwise almost everywhere. We first obtain a subsequence (n(k)) k such that (½ M * h j n(k) ) k converges pointwise almost everywhere. Applying the same result to the sequence (h j n(k) * ½ M ) k and then to the sequences involving ½ Y and ½ Z , and after reindexing, we find a conull subset G ′ ⊆ G and a sequence (j k ) k∈N in J such that
, and lim
. For each t ∈ T , the set tM ′ \ Y is a null set. Using this at the second step, we deduce that
for every t ∈ T , x ∈ M ′ and k ∈ N. It follows that
for every y ∈ T M ′ . On the other hand, we have lim
On the other hand, we have
and thus 
In preparation for Lemma 4.8, we characterize when a measurable subset of a locally compact group is equivalent to an open (or closed) set. This characterization is new and of independent interest. 
Analogously, we have a = [M ] for some closed subset M ⊆ G if and only if l : G → Aut(A) (or equivalently r : G → Aut(A)) is upper semicontinuous at a.
Proof. To show that (1) implies (2) , choose an open set U ⊆ G with a = [U ]. Using at the third step that the sets t∈V t s∈V −1 V sU are open, we deduce that
The converse inequality V ∈N s∈V l s (a) ≤ a always holds. The proof that (1) implies (3) is analogous. To show that (2) implies (1), assume that a = V ∈N s∈V l s (a). For each t ∈ V −1 , we have 1 ∈ tV , which implies that
Passing to the supremum over t ∈ V −1 , we obtain
By Corollary 4.5, we have t∈V −1 l t ( s∈V l s (a)) ∈ A o for every V ∈ N . Since A o is closed under arbitrary suprema in A, it follows that a ∈ A 0 , as desired. The proof that (3) implies (1) is analogous. Finally, the characterization for closed sets is proved similarly, and we omit the details.
Our next goal is to establish an algebraic identification of T×G with the invertible isometries in CV p (G). For general locally compact groups, this takes some work, and we will accomplish this in Lemma 4.9. The biggest difficulty is dealing with the topology of G, and proving that the Boolean automorphism obtained from the Banach-Lamperti theorem can be lifted to a continuous map on G. This difficulty vanishes when G is discrete, and a very simple proof of Lemma 4.9 can be given in that case. For the convenience of the reader, and since the case of a discrete group contains the basic ideas of the general proof, we outline the argument in this situation in Lemma 4.7.
Recall that λ p and ρ p denote the left and right regular representation of G on L p (G), respectively.
Lemma 4.7. Let G be a discrete group, let p ∈ (1, ∞) with p = 2, and let u ∈ U(CV p (G)). Then there exist γ ∈ T and t ∈ G such that u = γλ p (t).
Proof. Let s ∈ G. We define the left and right translation maps L s , R s :
For atomic L p -spaces, the BanachLamperti Theorem takes the following simple form: there exist a bijection ϕ : G → G and a map h : G → T such that u = m h u ϕ .
Using the assumption that u and ρ p (s) commute at the third step, and using Lemma 3.4 at the last step, we get
This implies that h = h • R s and ϕ • R s = R s •ϕ. Since this holds for all s ∈ G, we immediately deduce that h is a constant function. Denote its unique value by γ ∈ T, and set t = ϕ(e) −1 . For x ∈ G, we compute
which implies that ϕ = L t . Thus, u ϕ = λ p (t) and consequently u = m h u ϕ = γλ p (t), as desired. Using at the second step that π is an order-isomorphism, and using at the third step that π commutes with each r t , we deduce that
Applying Proposition 4.6 again, we conclude that π(a) ∈ A o , proving the claim. 
and therefore
Conversely, assume that a ∧ t / ∈K r t (b) = 0 for some compact subset K ⊆ G and b = 0. Applying Proposition 4.4 we obtain
and therefore a ≤ [xK]. This implies that a has a pre-compact representative, and proves the claim. It follows from Claim 1 that π maps the family of equivalence classes of closed sets to itself. Together with Claim 2 we deduce that π(A c ) ⊆ A c .
We
We are going to verify that L contains exactly one element. Since a = 0, we have
. Then L a is nonempty and pre-compact. If L a were empty, then l s (a) ∧ π(a) = 0 for every s ∈ G. Using claim 3 at the third step, we obtain
To show that L a is pre-compact, choose compact subsets
which implies that L rt(a) = L a . By Claim 3, we have t∈G r t (a) = 1. It follows that there exists t ∈ G such that the element c = r
, and L c = ∅, which proves the claim.
It follows from Claims 4 and 5 that {L a : a ∈ A × c } is a nested family of compact subsets of G, which implies that its intersection L is nonempty.
Claim 6. The set L contains exactly one element. To prove the claim, assume that s, t ∈ L with s = t. Choose a neighborhood V of the unit in G such that sV ∩ tV = ∅. Choose subsets W, K ⊆ G with W open and K compact such that W K ⊆ V and the element a = [K] is nonzero. We have s ∈ L a , and therefore sW ∩ L a = ∅. Choose w ∈ W with sw ∈ L a . It follows that the element
is nonzero. Then π −1 (b) = 0. Using that the Haar measure is inner regular, choose
We have t ∈ L c , and therefore tW
Since π(c) ≤ [sV ], we obtain
which contradicts that sw ′ ∈ L c . Thus, L contains exactly one element. Let s ∈ G such that L = {s}. Next, we show that π = l s .
Let a ∈ A Thus, π(a) ≤ t∈V s l t (a) for every V ∈ N . Applying Proposition 4.6 for l s (a) at the second step, we obtain
It follows that π(a) ≤ l s (a) for every a ∈ A c .
For general a ∈ A, we have a = {c ∈ A c : c ≤ a}, and therefore
We also have π(a c ) ≤ l s (a c ) and hence
Finally, we deduce that π(a) = l s (a) for every a ∈ A. It easily follows that s ∈ G with this property is unique.
Given a unital Banach algebra A, we let U(A) denote the group of invertible isometries in A.
The following result has been proved in [32, Theorem 1], relying on Lamperti's theorem from [30] . However, as explained at the beginning of Section 3, Lamperti's formulation is not entirely correct (and applies only to σ-finite spaces). For these reasons, we must provide a rigorous proof of Lemma 4.9, for arbitrary locally compact spaces, relying instead on Theorem 3.7.
Lemma 4.9. Let G be a locally compact group, and let p ∈ (1, ∞] with p = 2. Let u ∈ U(CV p (G)). Then there exist unique γ ∈ T and t ∈ G such that u = γλ p (t).
Further, given β, γ ∈ T and s, t ∈ G we have
Proof. Applying Theorem 3.7 to u ∈ Isom(L p (µ)), we obtain a unique ϕ ∈ Aut(A) and a unique h ∈ U(L ∞ (A)) such that u = m h u ϕ . Let s ∈ G. Recall that right multiplication by s induces a Boolean automorphism r s ∈ Aut(A). Note that u rs = λ p (s) ∈ U(L p (A)). Since CV p (G) is the commutator of the right regular representation, we obtain that u rs m h u ϕ = m h u ϕ u rs . Applying Lemmas 3.3 and 3.4, we deduce that
It follows that
Applying Lemma 4.8, we obtain a unique t ∈ G such that ϕ = l t . It is straightforward to verify that the identity r s • h = h, valid for all s ∈ G, implies that h is constant. With γ denoting the unique value of h, we have u = γu lt = γλ p (t), as desired. Finally, (7) follows from (6).
4.10.
Let E be a reflexive Banach space. We identify B(E) with the dual of E⊗E * . Let us recall the definitions of the strong operator topology (SOT), the weak operator topology (WOT), and the weak * -topology (also called ultraweak topology) on B(E). Given a net (a j ) j in B(E) and a ∈ B(E), we have a j − → aξ for every ξ ∈ E. Since E is reflexive, this is also equivalent to a j ξ w * − − → aξ for every ξ ∈ E. Given ξ ∈ E and η ∈ E * , we consider the simple tensor ξ ⊗ η ∈ E⊗E * . Under the duality of B(E) with E⊗E * , we have b, ξ ⊗ η = b(ξ), η for b ∈ B(E). It follows that a j W OT − −−− → a if and only if
for every ξ ∈ E and η ∈ E * . Finally, we have a j w * − − → a if and only if a j , ω → a, ω for every ω ∈ E⊗E * . It is easy to see that SOT-convergence implies WOT-convergence, and that weak * -convergence implies WOT-convergence. In general, none of these implications can be reversed. Further, SOT-convergence does not imply weak * -convergence, or vice versa.
However, it is well-known that the weak * -topology and the WOT agree on bounded sets of B(E). Further, the WOT and SOT agree on bounded subgroups of Gl(E); see [31, Theorem 2.8] . In particular, on Isom(E), the WOT, the SOT, and the weak * -topology agree.
Notation 4.11. Let A be a unital Banach algebra. We let U(A) denote the group of invertible isometries in A. Further, U(A) 0 denotes the connected component of U(A) in the norm topology that contains the unit of A. Then U(A) 0 is a normal subgroup of U(A) and we set
If A has a weak * -topology, then we write U(A) w * for the group U(A) equipped with the restriction of the weak * -topology. We write π 0 (U(A)) w * for the group π 0 (U(A)) equipped with the quotient topology induced by U(A) w * → π 0 (U(A)).
Remark 4.12. Let A be a unital Banach algebra with a predual. In general, multiplication in A may not be continuous for the weak * -topology, and hence U(A) w * may not be a topological group.
By definition, A is a dual Banach algebra if its predual makes multiplication separately weak * -continuous. This notion was introduced by Runde in [37] and has been extensively studied by Daws in [6, 7] . If A is a unital dual Banach algebra, then multiplication in U(A) w * is separately continuous. Using Daws' theorem of reflexive representability ([6, Corollay 3.8]), and using the observations from Paragraph 4.10, we will show in Proposition 6.1 that U(A) w * is a topological group.
The following is arguably the main result of this section, and it shows how one can recover G (as a topological group) from CV p (G) using the weak * -topology.
Theorem 4.13. Let G be a locally compact group, and let p ∈ (1, ∞) with p = 2.
Then the maps
given by ∆(γ, s) = γλ p (s), and by
, are isomorphisms of topological groups.
Proof. We have the following diagram:
It follows from Lemma 4.9 that ∆ and ∆ ′ are bijective group homomorphisms. The downwards maps are topological quotient maps. Therefore, it is enough to verify that ∆ is a homeomorphism.
To verify this, let (γ j , s j ) j be a net in T × G, and let (γ, s) ∈ T × G. The weak * -topology on CV p (G) is the restriction of the weak * -topology on B(L p (G)). Further, as noted in Paragraph 4.10, on Isom(L p (G)) the weak * -topology agrees with the strong operator topology (SOT). Thus, we need to show that (γ j , s j ) → (γ, s) in T × G if and only if γ j λ p (s j )
Assume that (γ j , s j ) → (γ, s), and let ξ ∈ L p (G). Then
Conversely, assume that γ j λ p (s j ) ∈ sU , then s j V ∩ sV = ∅, which we use to obtain
, we deduce that the net (s j ) j eventually belongs to sU . It follows that s j → s. Similarly, one obtains that γ j → γ, as desired.
For some applications of our results, particularly those in the next section, it will be necessary to also compute the unitary group of some intermediate algebras between P F p (G) and CV p (G). In the next proposition, we assume that the unit ball of the intermediate algebra is closed in the weak * -topology of B(L p (G)), which is automatic whenever the algebra itself is weak * -closed, but the extra flexibility will be necessary in the proof of Theorem 6.4. Proposition 4.14. Let G be a locally compact group, and let p ∈ (1, ∞) with p = 2.
Assume moreover that A has a predual for which the inclusion
A ֒→ B(L p (G)) is weak * -
continuous. Then we have natural isomorphisms of topological groups
given by (γ, s) → γλ p (s), and by s → [λ p (s)], respectively.
Proof. Denote by (A ≤1 , w * ) the closed unit ball of A endowed with the weak * -topology. We claim that the canonical map (A ≤1 , w
is a homeomorphism onto its image. Continuity follows by assumption. Moreover, since (A ≤1 , w * ) is compact, and (B(L p (G)), w * ) is Hausdorff, the map is automatically an homoemorphism onto its image.
Using Theorem 4.13, it suffices to prove that U(CV p (G)) is contained in A. Let (f j ) j be a contractive approximate identity of P F p (G) (obtained, for example, from a contractive approximate identity of L 1 (G)). Fix g ∈ G. Then λ p (g)(f j ) is a contraction in P F p (G), and the weak * -limit of (λ p (g)(f j )) j is easily seen to be λ p (g). Since the unit ball of A is weak * -closed, it follows that λ p (g) belongs to A, as desired. This finishes the proof.
It has been conjectured by Herz ([23] ) that P M p (G) = CV p (G) for every locally compact group G. While this conjecture remains open, the previous result implies that P M p (G) and CV p (G) have the same invertible isometries. In particular, we deduce the following criterion for confirming Herz' conjecture. If in Proposition 4.14 one is not interested in recovering the topology of G (or if its topology is trivial), it suffices to consider subalgebras of CV (G) whose unit balls are not necessarily weak * -closed. We denote by M p λ (G) the norm closure of
Corollary 4.16. Let G be a locally compact group, and let p ∈ (1, ∞) with p = 2.
Then we have natural group isomorphisms
In particular, a discrete group G can be recovered from any closed subalgebra of
This applies in particular for the cases that A is one of the following Banach algebras:
In this subsection, we show that a locally compact group G can be recovered from P F p (G) by considering the unitary group of the left multiplier algebra M l (P F p (G)) with the strict topology. We need to introduce some notation first. We define π 0 (U(M l (A))) as in Notation 4.11 with respect to the norm-topology on U(M l (A)). The strict topology on M l (A) is the restriction of the strong operator topology on B(A) to M l (A), that is, for a net (S j ) j in M l (A) and S ∈ M l (A) we have S j str − − → S if and only if S j (a) · − − → S(a) for every a ∈ A. We write U(M l (A)) str for the group U(M l (A)) equipped with the restriction of the strict topology. We write π 0 (U(M l (A))) str for the group π 0 (U(M l (A))) equipped with the quotient topology induced by
In the proof of the following result, we will use the unital, contractive homomor-
Theorem 4.18. Let G be a locally compact group, and let p ∈ (1, ∞) with p = 2. Then the maps
given by Λ(γ, s) = γλ p (s), and by Λ ′ (s) = [λ p (s)], are isomorphisms of topological groups.
Proof. Using Proposition 4.3, we naturally identify
It follows from Corollary 4.16 that Λ and Λ ′ are group isomorphisms. Arguing as in the proof of Theorem 4.13, it is enough to show that Λ is a homeomorphism.
To verify this, let (γ j , s j ) j be a net in T × G, and let (γ, s) ∈ T × G. Assume
. To show that s j → s, let U be a neighbourhood of the unit in G. Choose a neighbourhood V of the unit with
, and consequently
As in the proof of Theorem 4.13 we deduce that s j eventually belongs to sU . Thus, s j → s, and similarly γ j → γ.
The isomorphism problem for p-convolution algebras
In this section, we prove our main result, Corollary 5.6, which completes the proof of Theorem A from the introduction. Most of the work has been done in the previous section, and what remains to do is to show that the ways in which the topology of G is recovered in Theorem 4.13 and Theorem 4.18 only depend on the norm topology. While this is not very difficult for pseudofunctions, it requires some work for convolvers and pseudomeasures.
Recall that a subset S ⊆ A of a Banach algebra A is said to be left essential if whenever a ∈ A satisfies ab = 0 for all b ∈ S, then a = 0. Let (a j ) j be a bounded net in A that converges weak * to a in A. Set
and assume that S is left essential. Then the net (ϕ(a j )) j converges weak * to ϕ(a).
Proof. Since ϕ is bounded, the net (ϕ(a j )) j is bounded in B. To show that (ϕ(a j )) j converges weak * to ϕ(a), it is enough to show that for every subnet of (ϕ(a j )) j that converges weak * to some z ∈ B we have z = ϕ(a). Thus, we may assume that (ϕ(a j )) j converges weak * to some z ∈ B. We will show that z = ϕ(a). Let b ∈ S. Since multiplication by ϕ(b) is a weak * continuous map on B, we have ϕ(a j )ϕ(b)
On the other hand, by definition of S, we have a j b · − − → ab and therefore
Thus, zϕ(b) = ϕ(a)ϕ(b). Applying ϕ −1 , we deduce that ϕ −1 (z)b = ab. Since this holds for all b ∈ S, and since S is left essential, we conclude that ϕ −1 (z) = a, and thus z = ϕ(a), as desired.
In the next lemma, for a unital Banach algebra A we denote by Gl(A) the group of invertible elements in A.
. Let B be a dual Banach algebra, and let ϕ : A → B be an isomorphism of Banach algebras. Then the map ϕ • λ p : G → Gl(B) w * is a continuous group homomorphism.
Proof. Note that ϕ • λ p is clearly a group homomorphism. To verify that it is continuous, let (s j ) j be a net that converges to s in G. Then (λ p (s j )) j converges weak
We will verify that S satisfies the assumptions of Lemma 5.
For each j, we have
and therefore lim
Since left multiplication by x is weak * continuous, we deduce that (xλ p (f j )) j converges weak * to x. It follows that x = 0, as desired.
Applying Lemma 5.1, we deduce that (ϕ(λ p (s j ))) j converges weak * to ϕ(λ p (s)) in B, as desired.
We are now ready to prove that CV p (G) and P M p (G) remember G. Theorem 5.3. Let G and H be locally compact groups, and let p ∈ (1, ∞) with
Assume that A and B are isometrically isomorphic as Banach algebras. Then G and H are isomorphic as topological groups.
Proof. Let ϕ : A → B be an isometric isomorphism. It induces a group isomorphism U(A) → U(B) that we also denote by ϕ. The proof that P F p (G) remembers G is somewhat less complicated.
Lemma 5.4. Let G and H be locally compact groups, and let p ∈ (1, ∞) with p = 2. Assume that P F p (G) and P F p (H) are isometrically isomorphic as Banach algebras. Then G and H are isomorphic as topological groups.
Proof. The proof is similar to that of Theorem 5.3. Let ϕ : P F p (G) → P F p (H) be an isometric isomorphism. Then ϕ induces an isometric isomorphism Φ : M l (P F p (G)) → M l (P F p (H)).
Set A = M l (P F p (G)) and B = M l (P F p (H)). Note that Φ and Φ −1 are both norm-continuous and strictly continuous.
The map Φ induces a group isomorphim α : U(A) → U(B). Since α is a homeomorphism for the norm-topologies, it induces a group isomorphism ψ : π 0 (U(A)) → π 0 (U(B)).
Since Φ is a homeomorphism for the strict topologies, we deduce that Putting these results together, we arrive at one of the main statements of our work.
Corollary 5.5. Let G and H be locally compact groups, and let p ∈ (1, ∞) with p = 2. Then the following are equivalent:
(1) There is an isomorphism of topological groups G ∼ = H; (2) There is an isometric isomorphism P F p (G) ∼ = P F p (H); (3) There is an isometric isomorphism P M p (G) ∼ = P M p (H); (4) There is an isometric isomorphism CV p (G) ∼ = CV p (H).
Proof. It is clear that (1) implies (2), (3) and (4) . It follows from Theorem 5.3 that (3) implies (1), and that (4) implies (1) . Further, we obtain from Lemma 5.4 that (2) implies (1).
In [19, Corollary 4 .14], we showed that for every locally compact group G, and p, q ∈ (1, ∞), the following are equivalent:
(1) (2) There is an isometric (anti-)isomorphism P F p (G) ∼ = P F q (G); (3) There is an isometric (anti-)isomorphism P M p (G) ∼ = P M q (G); (4) There is an isometric (anti-)isomorphism CV p (G) ∼ = CV q (G);
The first condition means that p and q are either equal or dual Hölder exponents.
Combined with Corollary 5.5, we obtain the following strong rigidity result. It shows that the Banach algebras of p-pseudofunctions, of p-pseudomeasures, and of p-convolvers remember both the locally group and the Hölder exponent.
at the second step that weak and weak * -convergence on A agree: Since A is reflexive, as noted in Paragraph 4.10, the WOT-and SOT-topology agree on Isom(A). Using Claims 1 and 2, the result follows.
We need to recall the definition of amenability for Banach algebras. (What we give here is really an equivalent characterization, due to Johnson [27] .) Definition 6.3. Let A be a Banach algebra, and denote by π : A → A ⊗A the diagonal map. We say that A is amenable if there exists m ∈ (A ⊗A) * * satisfying am = ma and π * * (m)a = a for all a ∈ A.
The following is the main result of this section, and confirms the reflexivity conjecture for all Banach subalgebras of CV p (G) containing P F p (G). This includes, in particular, the convolution algebras P F p (G), P M p (G) and CV p (G). Its proof uses results and ideas of a number of authors, including Herz, Phillips and Runde. The results in Section 4 are used to show that G is discrete, while we also use results from [16] to prove that G is compact.
In its proof, we will need the Figà-Talamanca-Herz algebra A p (G), which is defined as follows. With
denoting the linear map satisfying ω(ξ ⊗ η)(s) = λ p (s)ξ, η , for ξ ∈ L p (G), η ∈ L p ′ (G), and s ∈ G, the algebra A p (G) is the image of ω, endowed with the quotient norm and the product inherited from C 0 (G). It is a standard fact in the area that A p (G) is a canonical isometric predual of P M p (G), turning P M p (G) into a dual Banach algebra. Moreover, under the identifications of P M p (G) with the dual of A p (G), and of B(L p (G)) with the dual of L p (G) ⊗L p ′ (G), the inclusion P M p (G) → B(L p (G)) is the transpose of ω.
Theorem 6.4. Let G be a locally compact group, and let p ∈ (1, ∞). Let A be a Banach algebra satisfying P F p (G) ⊆ A ⊆ CV p (G). Then the following are equivalent:
(1) A is reflexive and amenable; (2) A is finite-dimensional; (3) G is finite.
Proof. That (2) and (3) are equivalent is clear. Moreover, when G is finite, then P F p (G) = CV p (G) is finite-dimensional and amenable, showing that (3) implies (1) . It remains to show that (1) implies (3), and we divide its proof into a number of claims. Since the result is well-known for p = 2, we assume that p = 2. We first note that the inclusion A → B(L p (G)) is weak * -continuous, since this map is the adjoint of the following composition
once A * * is canonically identified with A. Claim 1: G is discrete. It is well-known that A has a unit, being amenable and reflexive. By Theorem 6.2, there is a canonical group isomorphism between U(A) w * and U(A) · . Hence there is a group isomorphism π 0 (U(A)) w * ∼ = π 0 (U(A)) · . By
