We use the ellipsoidal lp norm to measure the distance for both the desirable and the obnoxious facility location problems with constraints. The optimality conditions for both location models are derived. We give Newton's method for the models. Finally, numerical examples are presented.
Introduction
Denote the l p norm (Minkowski distance of order p, p > 1) of a d-dimensional Euclidean space R d as
The approximation of road distances by the weighted l p distance measure has been studied in a series of papers ( [5, 6] , etc.) and it is argued with empirical study that l p distances weighted by an inflation factor tailored to given regions can better describe the irregularity in the transportation networks such as hill, bends, and are therefore superior to the weighted rectangular and Euclidean norms. In this paper, we measure the distances between facilities by the ellipsoidal l p norm distance:
where M is a linear transformation. It is not hard to see that l pM is a norm when M is nonsingular. Note that the l pM distance is the l p norm when M is the identity. And it includes the Euclidean distance (2-norm distance), the Manhattan distance (l 1 norm distance), and the Chebyshev distance (l ∞ norm distance). It also includes the l pb norm distance [4] :
, b i > 0 (i = 1, . . . , n) .
The l pM distance measure can better describe the actual transportation networks than the weighted l p distance or the l pb distance can. Love and Morris [6] took an empirical study to compare the goodness-of-fit of different distance functions, including l 2M (p = 2) and l p norms. Their conclusion is that the l 2M norm estimates the rural distances best. Their analysis shows that p can describe the degree of rectangular bias, and the l 2M can describe the the travel direction of ease. Based on their study, we conclude that the l pM distance measure is superior to the l 2M and the l p distances since it includes both the degree of bias and the direction of bias. Unfortunately, no algorithm even for the unconstrained case is given in [6] . The figures below show the effect of p and M (for M = [ 1 1.5 3 1 ].) For M = I, the travel ease is not affected by direction if p = 2; when p = 1, travel is easiest at 45
• to the axes and most difficult parallel to the axes (see [6] ) and the ease goes opposite as p becomes larger. With the matrix M , the direction of easiness is not restricted to only axes and the ratio of travel easiness and difficulty can be any number. It usually takes a long time and a large amount of capital to build a facility, and after its establishment, the facility is supposed to operate for a long period. Therefore, it is important to calculate the location of the new facility as accurate as possible.
In this paper, we consider both desirable and obnoxious facility location problems [2] . For the desirable facility location problem, it is desirable that the sum of the distances between the new facility and existing locations be as short as possible. For the obnoxious location problem, the longer the sum of the distances between the new facility and existing locations the better. See [3] for a survey of the obnoxious location models. Some facilities, such as chemical plants, power plants, air ports, train stations, nuclear reactors, waste dumps, emanate chemical or nuclear pollutants, heat, noise, or magnetic waves. The residents in the region the obnoxious facility to be located desire that this facility to be sit as far away as possible from them. The obnoxiousness of the facility is an inverse factor of the distance to it.
For the desirable location problem, we want to minimize the transportation costs between the new facility and the existing ones. In real word, the road connecting two points is not likely a straight line, but a curve, due to existing landmarks or geographic conditions. The curvature of the road can be better described via the rotation of the axes of the coordinates for the facilities and a proper choice of p. In addition, the transportation costs on different segments of a road may be different due to the physical conditions and traffic flows of different segments. For instance, some segments may consist of bridges or uphills. This can be described by the scaling of corresponding axes of the coordinates. The model is more accurate if we use different p and different transformation matrices for different locations instead of one p and one M for all locations.
The objective of the obnoxious facility location problem is to minimize the effect produced by the pollutants. The longer the pollutants travels, the smaller their negative effects. The dispersion of pollutants are usually affected by meteorology, ground morphology. For instance, hills, tall buildings, rivers, and greens may affect the velocities of winds in different directions in different areas that direct the pollutants to travel in certain paths. As well, forests and mountains may damp the pollution effect.
The new facility is required to be within some region. For the desirable location problem, the distances from the new facility to some resources, such as transportation center, suppliers, should not exceed some upperbounds. For the obnoxious location problem, the distances from the obnoxious facility to some essential locations, such as hospitals, schools, tourism spots, should be above some thresholds r j , due to some legal or environmental considerations.
The rest of the paper is organized as follows. In §2, we present our model for the ellipsoidal l p norm facility location problem. In §3, we give the optimality conditions for our model and then reformulate them into a system of equations. In §4, we present our nonsmooth Newton's method for the location problem and give some numerical examples.
The Desirable Model
In the above model, M i (i = 1, . . . , n + s) are d i -by-d matrices, which are not necessarily nonsingular. The weight w i > 0 (i = 1, . . . , n) is a combination of demands and inflation factor which counts for the condition of transportation equipments, cost of manpower, etc., for the existing location f i . Note that w i doesn't include the factors related to road condition, which are taken care of by the M i and p i . Ax ≤ b represents the region in which the new facility to be located. The constraints (1b) give the region in which the new facility can be located and A is an m-by-d matrix.
The vectors f j (j = n, . . . n + s) represent the resources, such as transportation centers. r i are constants. The constraints (1c) specify that the new facility should be within certain distances from these resources. It is possible that some resources f j (n < j ≤ n + s) are just some existing facilities
Note that (1) is reduced to the ordinary l p norm facility location problem if all M i (i = 1, . . . , n + s) are the identity, and the constraints (1b) and (1c) are empty.
The Obnoxious Location Model
The obnoxious location model we are considering is the following.
In the above model, the vectors f j (j = 1, . . . , s) denote the essential locations from which the pollution effect should be within some threshold. Some of them may or may not be the same as the existing sites f i (i = 1, . . . , n) included in the maxisum objective. w i is the weight on location f i (i = 1, . . . , n), which is associated with the number and importance of residents there and doesn't include the factors on distance measure. For some type of residents, such as patients, children, the weight might be higher than that for others.
Optimality Conditions
In this section, we derive the optimality conditions for both (1) and (2), and reformulate them into a system of equations.
The Desirable Model
We first show that (1) is a convex program in order to give necessary and sufficient conditions for optimality. For any 0 ≤ λ ≤ 1, and
Therefore, the objective function (1a) is convex in x.
For i = 1, . . . , n + s, define q i as the scalar satisfying
Nest, we consider the Lagrangian dual to (1) . We use z il to denote the lth element of the vector z i , and M il to denote the lth row of the matrix M i . Define the vectors η
with equality holds iff
Let z(x) be the optimal solution of z to the inner maximization problem for a given x. The first term in the above expression implies
otherwise the value of the second minimization is unbounded.
Therefore, the Lagrangian dual to (1) is:
The dual of the linearly constrained l p norm facility location problem has been studied in [7] ; however, our model includes the resource constraints (1c).
Assume there is a strict interior solution, i.e., ∃x ∈ R d such that Ax ≤ b and M j (x − f j ) pj < r j (j = n + 1, . . . , n + s). Then there is no duality gap between (3) and (1) (see for instance [9] ), since the objective and the constraints are convex.
In addition, at optimality, x, z i (i = 1, . . . , n + s), λ, η satisfy the following conditions:
s) .
In the above system, we allow sign(0) = sign(a) for all a ∈ R. We use A i to denote the ith row of A.
Usually the new facility is not located in the existing demand points or resources. Therefore, we assume the linear constraints Ax ≤ b excluding f i (i = 1, . . . , n + s). Then we have
In addition, for each i = 1, . . . , n + s, adding the d i equations
we obtain
Thus, we can omit the variables α i (i = 1, . . . , n + s). And the optimality conditions are reduced to the following.
However, the above system is not easy to solve, because it includes both equalities and inequalities. Next, we use the nonlinear complementarity function min to reformulate the complementarity conditions in order to transform the above system into a system of equations, which can be solved by Newton's method. Note that min(a, b) = 0 is equivalent to a ≥ 0, b ≥ 0, and at least one of a, b is 0.
Also note that when p ≤ q, the function |x| p/q is nondifferentiable at x = 0. The second and third last equations in the above system involve such functions. To avoid these nonsmooth points, we distinguish between p i ≥ 2 and p i < 2 in our formula.
Notice that
Below is the system of equations we obtain.
The Obnoxious Location Model
In this part, we give optimality conditions for the obnoxious location model and then reformulate them into nonlinear equations. By the results in the previous part, the objective of the obnoxious location is to maximize a convex location in a nonconvex region. Therefore, this problem is harder than the desirable one.
We first give the dual to (2) . By Hölder's inequality,
where
Hence, we have that the dual to (2) is the following.
In the above expression,
otherwise, the inner maximization would be unbounded. Therefore, the dual to (2) is
In addition, we have
s).
The new facility is required not to be located in existing residence sites. So the objective is differentiable at optimum. Therefore, the reverse convex constraint qualification 1 is satisfied. (see [8] ). We conclude(see [8] ). that the necessary local optimality conditions for (2) are:
1 Let X 0 be an open set in R n , let g be an m-dimensional vector function defined on X 0 , and let X def = {x : x ∈ X 0 , g(x) ≤ 0}. g is said to satisfy the reverse convex constraint qualification atx ∈ X if g is differentiable and for each i ∈ {i : g i (x) = 0}, either g i is concave atx or g i is linear on R n .
s) .
As before, we assume sign(0) = sign(a), for all a ∈ R. We also use the min to reformulate the complementarity.
We assume that f i (i = 1, . . . , n + s) doesn't satisfy Ax ≤ b. This means that the region the obnoxious facility to be sit doesn't include existing residence sites.
In the formula, we also distinguish between p i ≥ 2 and p i < 2 to avoid some nondifferentiable points. We then transform the optimality conditions into the following system of equations.
Numerical Experiments
In this part, we first describe the algorithm, then give some numerical examples.
Algorithm
We have implemented the Newton's method for both of the above facility location problems in MATLAB. Newton's method converges fast near an optimal solution and is good for warm starting perturbed instances. Let F represent the left-hand-side of (4) or (6) .
Any global optimization method that locates a global minimal solution to Ψ solves (1) or gives a local solution to (2) .
We extend the gradient decent method with perturbed nonmonotone line search to skip the nonsmooth points to find a global minimum of Ψ [10] .
We adopt the suggested parameters in [1] . The machine accuracy is ǫ = 2.2204e − 16. Our computer program stops either F ∞ < opt = ǫ 1/3 = 6.0555e − 5, or the infinity norm of the Newton's direction is less than steptol = ǫ 2/3 ; or the number of iterations exceeds itlimit = 100.
Denote w def = (x; λ; η; z). Let ∆ w represent the Newton's direction to (4) or (6) .
≥ steptol, and k ≤ itlimit. (4) or (6): ∆ w k .
Find the Newton's direction for

(a) Set
(b) Find the smallest nonnegative integer l for which
where m(0) = 0 and 0
An Example
We adopt the suggested parameters in [1] . The machine accuracy of the computer running the code is ǫ = 2.2204e − 16. Our computer program stops either F ∞ < opt = ǫ 1/3 = 6.0555e − 5, or the infinity norm of the Newton's direction is less than steptol = ǫ 2/3 ; or the number of iterations exceeds itlimit = 100. We set s = 1, β = 0.5, σ = 1.0e − 4, nml = 10. Below are numerical examples for both the desirable model and the obnoxious model with 10 existing facilities and 2 resources: The p for the ellipsoidal norms are p = (2.1, 2.3, 1.5, 3.1, 1.9, 1.9, 1.9, 1.9, 1.9, 1.7, 3.3, 1.9).
The linear transformation matrices for the ellipsoidal norms are: We start from a zero solution: x = 0, z = 0, λ = 0 , η = 0 . The iterates are summarized in the figure "Example 1". In the figure, x-axis represents the iteration number. The blue plot depicts log 10 (Ψ). The green plot depicts log 10 ( F ∞ ). Assume some data need to be modified, due to some previous measure error or the availability of more advanced measuring instruments. We then use the old solution as the starting point to solve the new instances by Newton's method, since Newton's method has locally Q-quadratic convergence rate.
We perturb b by some random number in (−0.5, 0.5) to b = (0.4528631, −0.9323825, 1.1544705) T .
Then we use the perturbed nonmonotone Newton's method to solve the problem with starting point being the solution to 'Example 1'. The iterations are summarized in the figure "Perturbation of b".
We also randomly perturb each element of A in the range (−0.5, 0.5), to The above instances show the Q-quadratic convergence rate of the Newton's method. To find a global solution, randomly restarting of Newton's method can be used.
