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Abstract—We introduce the notions of superposition coding
and sequential decoding in the context of rewritable channels.
Using these concepts we will show that for κ1 > κ0, C(κ1) ≥
C(κ0)+log
 
κ1
κ0
 
, where C( ) is the capacity of the rewritable channel
for a given cost. A consequence of this result is that C(κ) ≥
C(1)+logκ, where C(1) is the classical channel capacity with no
rewrite iterations. Thus this result provides a connection between
rewritable and classical channel theory. We also derive a general
upper bound on capacity which can be written as an oﬀset plus
the logarithm of the average number of write iterations. Closed
form bounds on rewritable channel capacity will be given for
Gaussian rewritable channels.
I. Introduction
The theory of rewritable channels [1][2][3][4][5] studies the
tradeoﬀ between the information storage capacity of a medium
and the cost for writing into it. One of the key elements of this
theory is the concept of write noise in which a write attempt
results in general in a written value diﬀerent from the one
intended.
In order to cope with write noise, a write controller reads
what has been written into the medium after a write attempt,
to determine what it is that has been actually stored. If the
write controller judges a stored value to be unsuitable for
transmitting eﬀectively a message to a subsequent reader of the
memory, then it can retry the write attempt, possibly adjusting
its input to the memory so as increase the probability of a
favorable outcome. Because rewriting is key to this procedure,
we call this type of medium a rewritable channel. As one
increases the average number of write iterations allowed when
imprinting the memory with a message one also increases
the storage capacity of the medium, since loosely speaking,
the write iterations create a feedback loop that improves the
memory channel’s signal to noise ratio.
A main motivation for introducing and studying rewritable
channels is that there are important storage channels with
these general characteristics, particularly in the form of Phase-
Change-Memory [6] [7] and FLASH [8]. In the latter, multiple
bits/cell storage is attained in practical devices by employ-
ing an iterative feedback algorithm that is referred to as a
“write-and-verify”strategy. Also in demonstrations of multiple
bit/cell PCM [9][10][11], similar techniques are exploited.
A key element of a rewritable channel is a description of
the statistical behavior of a memory cell. Most of the progress
in rewritable channel theory has been focused on the case that
a write attempt outcome is given by the input plus a random
variable uniformly distributed on a real interval, which we call
the uniform noise rewritable channel1.
In this article we present new results on rewritable channel
theory that hold for much more general rewritable channels.
These results are necessarily not as sharp as those available
for more speciﬁc settings - for example the uniform noise
rewritable channel capacity with an average cost constraint
has been recently characterized completely [5]. Nonetheless,
the results we give in here have several satisfying properties.
For example, we have found that rewritable channel capacity
is always at least the classical channel capacity of the medium
(with no rewrites) plus the logarithm of the allowed average
number of write attempts. We also present a new upper bound
on rewritable channel capacity particularly relevant for peak
input constrained rewritable channels. This upper bound can be
written as an oﬀset plus the logarithm of the average number
of iterations. Thus to a ﬁrst order, the qualitative behavior of
the capacity/cost functions of an important class of rewritable
channels has now been found.
One of the key techniques that we describe for obtaining
capacity lower bounds is based on the notion of superposition
coding, in which a decoder employs sequential decoding in
order to fully decode the message encoded in the memory.
While these techniques are well known in information theory
in the context of multiuser communications [12], they have not
been applied, to our knowledge, to the problem of storage of
information. In this context, we use them to create two virtual
memories out of a physical memory. The ﬁrst virtual memory
appears to a decoder as a classical memory in which a single
write (no rewrite iterations) was used to encode information.
Upon decoding the message conveyed in the ﬁrst virtual
memory, the second virtual memory is decoded which contains
additional message bits. While the amount of information that
one may store in ﬁrst virtual memory by deﬁnition does not
change with the average number of iterations, the same is not
necessarily true of the second virtual memory, whose capacity,
as we will show, grows at least as the logarithm of the average
number of iterations. The total rewritable channel capacity is
then the sum of these two capacities.
Most of the insight behind the use of superposition coding
in rewritable storage channels can be found in an example
for the Gaussian rewritable channel that we present at the
1We remark that the recent submission [4] contains results both for the
uniform noise setting as well as more general rewritable channelsµS|X
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Fig. 1. Information theoretic model for the rewritable channel. The basic
rewritable channel characteristics are captured by the conditional probability
law  S|X.
beginning of Section III. The proof of the main result is also
given in Section III, with an important partial result proved
in the paper’s Appendix in order to improve the readability
of the result. The upper bound on capacity is presented in
Section IV; in Section V we illustrate the results with speciﬁc
examples involving the Gaussian rewritable channel.
II. Preliminaries
A memory is modeled as having n memory cells, which are
the basic entities that are able to store information as a result
of an input stimulus, and from which information may be
retrieved during a read action. In order to specify a rewritable
channel, one provides
• An input alphabet X, which is the space of possible input
stimuli to a memory cell.
• An output alphabet Y which contains the possible set of
values that one may read from a memory cell.
• A conditional probability law  S|X which establishes the
probabilistic relation between an input stimulus x ∈ X,
and a resulting internal cell state s ∈ Y that a memory
cell will take on during a single write attempt.
We assume in this article that X,S ⊂ R and that the internal
state is directly observable without noise by a reader, which is
the reason we do not need to specify a diﬀerent alphabet for
the set of possible states. We also assume that the channel  S|X
is known to the encoder and decoder of the memory, and that
each memory cell obeys this same probabilistic relation. We
also assume that when conditioned on the value of their input
stimuli, the resulting states of the memory cells are statistically
independent.
The conditional probability law is interpreted to be a
function  S|X assigns probabilities to events which in turn are
subsets of Y. We employ the notation
 S|X(δ|x)
to denote the probability that the memory cell state falls in
the set δ ⊂ Y when the input stimulus to the cell is X = x.
We refer the reader to Figure 1, which illustrates how the
iterated rewritable channel (also termed simply the iterated
channel) is derived from the basic law  S|X. The iterated
channel has two inputs: the stimulus X and the encoding
set D. For every i ≥ 1, let Yi be the result of passing the
random variable X through an instance of the channel  S|X; the
statistical independence assumption then says that conditioned
on X, {Yi}∞
i=1 is an i.i.d. process. The role of the encoding set D
is to deﬁne a criterion for accepting or rejecting the outcome
of a write attempt; more precisely, the ﬁrst instance in which
the memory cell’s state is inside of D, we will exit the iterative
rewrite loop. Deﬁne
L = min{i ≥ 1 : Yi ∈ D}
The random variable L is the number of write attempts one
incurs when the inputs to the rewritable channel are the
stimulus X and the encoding set D. The average cost for
writing is then E{L}, where E{ } denotes the mathematical
expectation operator.
The storage capacity of the rewritable channel when the
average number of allowed write attempts is at most κ is given
by the formula [1]
C(κ) = sup
X∈X,D⊂Y,E{L}≤κ
I(X,D;YL), (1)
where the maximization is interpreted to be with respect to
all possible marginal input distributions for X and D. In
some problems we may be interested in further restricting
the class of input distributions so as to incorporate a stimulus
cost constraint, not to be confused with the constraint on the
number of iterations. In particular, let ρ : X → R be a stimulus
cost function, then the capacity of the rewritable channel with
an constraint of κ average iterations and ρ∗ average stimulus
cost is given by
C(κ) = sup
X∈X,E{ρ(X)}≤ρ∗,D⊂Y,E{L}≤κ
I(X,D;Y
L). (2)
Throughout this proof, we shall make use of tools from
conditional expectation theory; in particular we will rely on the
fact that for any two random variables A, B, E{A} = E{E{A|B}}.
We shall also utilize the concept of an absolutely continuous
probability measure. If   and ν are two measures deﬁned over
the same measurable space,   is absolutely continuous with
respect to ν if for every measurable set a the statement ν(a) = 0
implies  (a) = 0. We will use the notation λ( ) to denote the
Lebesgue measure on the real line, which in essence measures
the length of a set. We emphasize that these concepts are used
to add rigor to the proof but nonetheless the main ideas of the
proofs may be grasped without recourse to these tools.
III. Lower bounds using superposition coding
The role that superposition coding and sequential decoding
play in rewritable channels derives from a simple observation
based on the chain rule for mutual information. The rewritable
channel model that we study in this article (see Figure 1) has
two inputs: a stimulus signal X that is used as a physical input
to the cell, as well as a set D that determines when it is that
the iterative write algorithm will ﬁnish. For a given marginaldistribution on X,D, the corresponding storage rate is given
by
I(X,D;YL) = I(X;YL) + I(D;YL|X).
The rewriting of the mutual information as a sum of two mu-
tual informations emphasizes the fact that sequential decoding
can be used when interpreting the contents of a memory. In
particular, if we can build a decoder for recovering the ﬁrst
I(X;YL) bits by, in a loose sense, retrieving X, then in principle
we can recover an additional I(D;YL|X) bits by building a
decoder for the channel whose input is D, output is YL, under
the assumption that both the encoder and decoder know X.
One can take this analogy further and construct a mech-
anism for storing information at a cost κ1 > κ0 by using
an existing technique for storing information at cost κ0 as
a scaﬀold. These observations are the basis of the following
result:
Theorem 1: Assume a rewritable channel with conditional
probability law  S|X. Further assume that for every x ∈ X,
 S|X( |x) is absolutely continuous with respect to the Lebesgue
measure. For any 1 ≤ κ0 < κ1, the capacity/cost function C( )
of the rewritable channel under an average number of iterations
constraint satisﬁes
C(κ1) ≥ C(κ0) + log
 
κ1
κ0
 
.
Note: This result holds for both the setting in which there
is no stimulus cost constraint and when there is one. The
associated capacity characterizations can be found in (1) and
(2), respectively.
In order to motivate the arguments used to prove Theorem 1
we discuss informally the superposition coding concept in the
following subsection, using an example with Gaussian write
noise.
A. An example using the Gaussian rewritable channel
Suppose that the memory cell write noise statistics  S|X are
such that the state of the cell after a write attempt is equal to
the input stimulus plus an additive oﬀset that is a unit variance
Gaussian random variable. We shall further assume that we
will require an average input stimulus constraint of the form
E{X2} ≤ ρ∗; this does not necessarily relate to any physically
meaningful constraint on any memory and only used to make
it easier for the reader to grasp our point. Let M > 1 an
integer, and partition the Gaussian density function in M bins
each having the same probability. For the sake of simplicity,
we will assume that these bins are open intervals, possibly
stretching out to −∞ or +∞. Figure 2 shows a speciﬁc such
partition for the case M = 5. Deﬁne these open intervals as
B1,B2,    ,BM
where Bi ⊂ R.
Let n be the number of cells in a codeword of a code for the
rewritable channel. Let ǫ > 0 be a parameter, and let CG ⊂ Rn
be a good code for the classical Gaussian channel with unit
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Fig. 2. An example of a partition for the unit variance, zero mean Gaussian
density which has M = 5 bins, each with probability 1/5. These bins are
identiﬁed with a distinct integer.
noise power and average input power constraint ρ∗. We assume
that CG satisﬁes
1
n
log|CG| ≥ C(1) − ǫ (3)
Thus, by good we mean a capacity achieving code with
vanishing probability of decoding error. Next, let CB ⊂
{B1,    ,BM}n be a code with
1
n
log|CB| ≥ M − ǫ (4)
and additionally with the property for every b ∈ CB,
M  
i=1
         
N(Bi|b)
n
−
1
M
          < ǫ (5)
where N(Bi|b) stands for the number of instances of Bi within
the vector b. We assume n to be large enough so that (3), (4)
and (5) can be accomplished.
We now refer the reader to Figure 3. Split a message to
be written into the memory into two sections, one with rate
C(1) − ǫ bits/cell, and the other one with rate log(M) − ǫ
bits/cell. Select a codeword ˜ x ∈ CG according to the ﬁrst
message section, and select a codeword ˜ b ∈ CB according
to the second message section.
Next deﬁne
˜ d = ˜ b + ˜ x
where the addition is meant to shift each set in ˜ b with an
additive oﬀset given by the corresponding entry in ˜ x.
Next, the vectors ˜ x and ˜ d are used to select, for each of
the n memory cells, the corresponding input stimulus and the
encoding set. Figure 3 illustrates a sample codeword formed
in this manner.
Because of the property (5) and due to the construction
of the partition of the Gaussian with M equal area bins, it
is not very diﬃcult to see that if ǫ is small enough, then−
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Fig. 3. In the left we give an example of a codeword of a superposition
code for the Gaussian rewritble channel with n = 7 and M = 5. The center of
each Gaussian is given by a vector ˜ x ⊂ CG, while the bin shown as a ﬁlled
area is selected by a vector ˜ b ⊂ CB; the codeword is given by ˜ x + ˜ b. In the
right we show a general diagram of the encoding/decoding procedures for a
superposition code.
a decoder can retrieve, with very high probability2 the ﬁrst
message section using a decoder for the code CG. This implies
that the decoder has also learned ˜ x and thus it may subtract it
from the codeword read from the memory in order to deduce
˜ b, from which the second message section can be retrieved.
By using the formula for the capacity of the Gaussian
channel, we have then argued that this superposition code
allows us to store approximately
1
2
log

    1 +
1
σ2
W

     + log(M) (6)
bits/cell at a cost of M average iterations (since each bin has
probability 1/M on a given write attempt). Thus C(M) is lower
bounded by (6). In what follows, we prove the more general
statement in Theorem 1 using a generalization of the above.
B. Proof preliminaries
The key structure in the proof rests on the idea that a
capacity achieving input distribution for cost κ0 will be used
to construct another (non necessarily capacity achieving) input
distribution for cost κ1. Because of this, it will be necessary
to introduce two related iterated channels. Both iterated chan-
nels will have a common stimulus input random variable X.
Following Section II, let {Yi}+∞
i=1 be a random process that is
obtained by passing X through statistically independent copies
of the channel  S|X. It is clear that the random process {Yi}+∞
i=1
will be also shared between the two iterated channels.
2The high probability qualiﬁer can be easily converted into complete
certainty in this model; we do not give the details of the corresponding
construction in this article.
The iterated channel for cost κ0 will use for the encoding
set the input random variable D0 ⊂ Y, with the associated
number of write iterations being
L0 = min{i ≥ 1 : Yi ∈ D0}.
Similarly, the iterated channel for cost κ1 will use for the
encoding set the input random variable D1 ⊂ Y, and as before,
the associated number of write iterations is deﬁned as
L1 = min{i ≥ 1 : Yi ∈ D1}.
Because in both instances the same input X is chosen, the
average stimulus cost constraint (if any) for the input random
variables constructed for iteration cost κ1 will be identical to
the one for iteration cost κ0. We are now ready to develop the
proof of the result.
C. Proof of Theorem 1
Let ǫ > 0, and let X,D0 be random variables such that for
the rewritable channel with conditional probability law  S|X,
output process {Yi}∞
i=1 and random cost L0, the average cost
satisﬁes
E{L0} ≤ κ0 (7)
and furthermore
I(X,D0;Y
L0) ≥ C(κ0) − ǫ
We additionally assume that any existing average stimulus cost
constraint is satisﬁed by X,D0. If κ0 = 1, then we choose D0 =
Y, and we choose X so as to achieve the classical capacity of
the channel  S|X within ǫ bits/cell. For any d ⊂ Y and x ∈ X
with  S|X(d|x) > 0, let  YL0|X,D0( ,|x,d) denote the conditional
probability law of YL0 given X and D0. Using the deﬁnition
of the iterated channel, it can be easily shown that for a ⊂ Y,
 YL0|X,D0(a|x,d) =
 S|X(a ∩ d|x)
 S|X(d|x)
(8)
Let a ⊂ Y be a set with Lebesgue measure zero, this is,
λ(a) = 0. Because  S|X( |x) is absolutely continuous, it follows
that  S|X(a|x) = 0 and since  S|X(a ∩ d|x) ≤  S|X(a|x) = 0,
we thus conclude that whenever it is deﬁned, the measure
 YL0|X,D0( |x,d) is also absolutely continuous with respect to
the Lebesgue measure.
It is a known fact from probability theory that the cu-
mulative distribution function of a random variable whose
probability law is absolutely continuous with respect to the
Lebesgue measure is a continuous function in the standard
real analysis sense. Applied to the setting at hand, we see that
if  S|X(d|x) > 0, the cumulative distribution function
FYL0|X,D0(ξ|x,d) =
 S|X((−∞,ξ] ∩ d|x)
 S|X(d|x)
(9)
is a continuous function of ξ. Deﬁne the gain as
g
∆ = κ1/κ0 (10)which necessarily satisﬁes g > 1. For any φ ∈ (0,1), deﬁne
the set γ(φ) ⊂ (0,1) as follows:
γ(φ) =
 
(φ,φ + 1/g) if φ + 1/g < 1
(φ,1) ∪ (0,−1+ φ + 1/g) if φ + 1/g ≥ 1 .
Next, for any d ⊂ Y, x ∈ X and φ ∈ (0,1), let
πd,x(φ) =
 
ξ ∈ d : FYL0|X,D0(ξ|x,d) ∈ γ(φ)
 
We now make use of the following basic result (see for
example Billingsley [13], Section 14).
Lemma 1: Let A be a real valued random variable with
a continuous cumulative distribution function FA(ξ) =
 A((−∞,ξ]). Then
 A({a : FA(a) ≤ u}) = u.
Using this lemma, we can then see that
 S|X(πd,x(φ)|x)
 S|X(d|x)
=
1
g
. (11)
Now let Φ be a random variable taking values on the
alphabet [0,1] that additionally is statistically independent
from X and D0. The encoding set for cost κ1 is now deﬁned
as
D1 = πD0,X(Φ) (12)
We now consider X,D1 to be the input distribution to the
rewritable channel  S|X. The associated average cost can be
evaluated with
E {L1}
(a)
= E {E {L1|X,D1}}
(b)
= E
 
1
 S|X(D1|X)
 
(c)
= E
 
1
 S|X(πD0,X(Φ)|X)
 
(d)
= E
 
g
 S|X(D0|X)
 
(e)
≤ κ1. (13)
In this development, (a) follows from the basic properties of
conditional expectation, (b) follows from the fact that the mean
of a geometric distribution with a trial success probability p
is 1/p, (c) follows from the deﬁnition of D1 in (12), and
(e) follows from the assumption (7). The step (d) follows
from (11), which does not have any fundamental restriction
on x,d,φ, and hence will also hold in the case the arguments
are random variables.
We remark that the result E {L1} ≤ κ1 holds regardless of
our choice for the marginal distribution of Φ. Nonetheless,
in what follows we will consider two explicit choices for the
random variable Φ. The ﬁrst choice works only when g > 1
is an integer. In this choice, Φ is a discrete random variable
uniformly distributed on the set
 
0,
1
g
,
2
g
,    ,
g − 1
g
 
In the second choice, which works for all g > 1, Φ will
be a random variable uniformly distributed on the interval
(0,1). In both cases, as stated previously, Φ will be statistically
independent of X and D0.
Since the second choice works for all g > 1, it suﬃces to
prove the theorem. Nonetheless the ﬁrst choice is associated
with a far simpler decoding scheme and thus we believe there
is value in including it in this proof. Note that the example in
subsection III-A uses a scheme based on the ﬁrst choice.
Using the chain rule for mutual information, write
I(X,D0,D1;Y
L1) = I(X,D0;Y
L1) + I(D1;Y
L1|X,D0)
= I(X,D1;YL1) + I(D0;YL1|X,D1)
Due to the construction of the iterated channels, it is not
diﬃcult to see that the following Markov chain holds:
YL1 → (X,D1) → D0 (14)
Therefore we have
I(X,D1;YL1) = I(X,D0;YL1) + I(D1;YL1|X,D0).
The following fundamental lemma characterizes the two quan-
tities on the right. It is proof is included in the Appendix in
order to improve the ﬂow of this paper.
Lemma 2: If Φ is chosen as a uniform random variable on
(0,1), we have
I(D1;Y
L1|X,D0) ≥ log(g)
I(X,D0;YL1) = I(X,D0;YL0)
The same result holds if g > 1 is an integer and Φ is chosen
to be uniformly distributed on {0,1/g,    ,(g − 1)/g}.
In light of this result, we then ﬁnd that
I(X,D1;YL1) ≥ I(X,D0;YL0) + log(g) (15)
≥ C(κ0) − ǫ + log(g) (16)
Using (13) and the characterization of rewritable channel
capacity in (1) or (2), as appropriate, we have C(κ1) ≥
I(X,D1;YL1). Finally,
C(κ1) ≥ C(κ0) + log
 
κ1
κ0
 
− ǫ
where we have used the deﬁnition of g in (10). Since this
holds for every ǫ > 0, we have proved the theorem.
IV. A logarithmic capacity upper bound
The lower bound on capacity that we have derived using
superposition coding concepts indicates that for a general
class of rewritable channels, improvement in capacity as one
increases the number of iterations is at least logarithmic. As
it turns out, a converse statement can also be made: for any
rewritable channel satisfying certain assumptions, capacity is
upper bounded by an oﬀset added to a logarithm. This result
will be most useful in the case that the input stimulus has a
peak value constraint; we leave for a later research eﬀort theproblem of sharpening this bound so as to take into account
a possible stimulus cost constraint.
Recall that a rewritable channel, within the limited scope of
this paper, is deﬁned by a write noise conditional probability
law  S|X. We will assume for this section that there exists a
density fS|X such that for every x, s ∈ X,
 S|X((−∞, s]|x) =
  s
−∞
fS|X(ξ|x)λ(ξ)
which is equivalent to the absolute continuity assumption in
Theorem 1. Deﬁne the function fsup : Y → [0,∞) as
fsup(y) = sup
x∈X
fS|X(y|x) (17)
This function plays a central role in our result, similar to
the role of the amin( ) function in the data dependent uniform
noise rewritable channel result of [2]. The present result can
be considered a generalization of the upper bound in [2].
Theorem 2: For a given rewritable channel with write noise
conditional density fS|X, assume that
 
Y
fsup(y)dλ(y) < +∞
where λ( ) denotes the Lebesgue measure. Then
C(κ) ≤ log
 
κ
 
Y
fsup(y)dλ(y)
 
Proof: To simplify our development, deﬁne
Γ =
 
Y
fsup(y)dλ(y).
In this proof we will use the deﬁnitions for X,D, the random
process {Yi}∞
i=1 and the random cost L established in Section
II. To clarify our development, we will add a subscript to
the expectation operator that identiﬁes the random variables
described by the probability measure that we use in the
averaging.
Let ǫ > 0 and let X,D be input random variables such that
I(X,D;YL) ≥ C(κ) − ǫ (18)
EL{L} = EX,D
 
1
 S|X(D|X)
 
≤ κ. (19)
Then
I(X,D;YL)
(a)
= EYL,X,D
 
log
fYL|X,D(YL|X,D)
fYL(YL)
 
= EYL,X,D
 
log
fYL|X,D(YL|X,D)
fYL(YL)
fsup(YL)
Γ
Γ
fsup(YL)
 
= EYL,X,D
 
log
fYL|X,D(YL|X,D)
fsup(YL)
Γ
 
+ EYL
 
log
fsup(YL)/Γ
fYL(YL)
 
(b)
= EYL,X,D
 
log
fYL|X,D(YL|X,D)
fsup(YL)
Γ
 
− D
 
fYL
     fsup/Γ
 
(c)
≤ EYL,X,D
 
log
fYL|X,D(YL|X,D)
fsup(YL)
Γ
 
(d)
= EYL,X,D
 
log
fS|X(YL|X)
 S|X(D|X)fsup(YL)
Γ
 
(e)
≤ EX,D
 
log
Γ
 S|X(D|X)
 
(f)
≤ log
 
ΓEX,D
 
1
 S|X(D|X)
  
(g)
≤ log(Γκ)
where (a) follows from the deﬁnition of mutual information,
in (b) D(   ) stands for the Kullback-Liebler (K-L) divergence
and (c) follows from the nonnegativity for the K-L divergence.
The step (d) follows from the deﬁnition of the operation of
the rewritable channel and the associated random variables
YL,X,D from which it can be deduced that
fYL|X,D(YL|X,D) =

  
  
fS|X(YL|X)
 S|X(D|X) if YL ∈ D
0 otherwise
The inequality (e) follows from the deﬁnition of the fsup( )
function in (17) and (f) follows from Jensen’s inequality.
Finally, (g) follows from the theorem’s assumption in (19).
We have then determined that
C(κ) ≤ log(Γκ) + ǫ.
The proof is ﬁnalized by observing that ǫ can be made
arbitrarily small.
V. Discussion
A particularly useful consequence of Theorem 1 is obtained
by setting κ0 = 1: for all κ > 1,
C(κ) ≥ C(1) + log(κ)
where C(1) is simply the classical channel capacity of the
channel  S|X. As an example, suppose that X = R and the
law  S|X( |x) describes an additive Gaussian noise channel
with variance σ2
W. If we further assume that the input X to
the rewritable channel must satisfy an average stimulus cost
constraint of the form
E
 
X2 
≤ σ2
X
then Theorem 1 implies that
C(κ) ≥
1
2
log

    1 +
σ2
X
σ2
W

     + log(κ).
Let us now assume that X = [−max(X),max(X)] with
max(X) < +∞ and that we do not have any average input
stimulus constraint. As before, we assume that the medium
has additive Gaussian write noise with variance σ2
W. Then
Theorem 1 combined with the results of Raginsky [14] on
the channel capacity of Gaussian channels with small peak
power constraints imply that as long as max(X) ≤ 1.05σW,
then
C(κ) ≥
1
 ∗
1
2
log

    1 +
max(X)2
σ2
W

     + log(κ) (20)where  ∗ is a constant satisfying  ∗ ≤ 5/4. On the other hand,
note that for this setting,
fsup(y) =

        
        
1 √
2πσ2
W
for y ∈ [−max(X),max(X)]
exp(−(y−max(X))2/(2σ2
W)) √
2πσ2
W
for y > max(X)
exp(−(y+max(X))2/(2σ2
W)) √
2πσ2
W
for y < −max(X)
Therefore,
 
R
fsup(y)dλ(y) = 1 +
 
2
π
max(X)
σW
< +∞
Thus we can use Theorem 2 to obtain, for every σW > 0,
C(κ) ≤ log

     1 +
 
2
π
max(X)
σW

      + log(κ)
as a counterpart to (20).
More generally, the specialization of Theorem 2 to additive
channels results in the following corollary:
Corollary 1: For an additive rewritable channel with noise
density fW, and a peak input stimulus constraint X ∈
[min(X),max(X)], we have
C(κ) ≤ log

    1 + (max(X) − min(X))sup
ξ∈Y
fW(ξ)

     + log(κ)
The proof of this is omitted as it follows from the reasoning
shown for the Gaussian example.
Because both our upper and lower bounds are of the form
of an oﬀset plus the logarithm of the average number of
iterations, it is reasonable to ask whether it can be hoped
that further research in this area can show that capacity is
simply an oﬀset added to a logarithmic growth. It turns out
that this is not true, as the exact capacity/cost function of
the uniform noise rewritable channel has been found recently
[5] and such function has a section that grows faster than a
logarithm. Nonetheless, in [5] it is shown that there is always
(for the speciﬁc modeled considered therein) a critical value
of the cost such that for all costs equal or larger than that cost,
capacity is precisely an oﬀset added to a logarithmic growth.
Thus we believe that the ideas present in this article are a good
step in the direction of ﬁnding general formulas for rewritable
channel capacity.
We end this discussion with a side note. Theorem 1 has been
presented as a lower bound mostly because of the important
link it establishes with classical channel capacity. Nonetheless,
because of its structure, Theorem 1 is in reality both an upper
and lower bound on C(κ):
Corollary 2: For any κ ≥ b ≥ 1,
C(κ/b) + logb ≤ C(κ) ≤ C(bκ) − logb
This observation can be exploited to extend an upper bound
on capacity that holds for a κ1 to all costs κ0 < κ1. Because our
upper bound on capacity is already of the form of an oﬀset
plus the logarithm of the cost, we cannot use this result to
further improve our bounds; future research might be able to
take advantage of this technique.
VI. Concluding remarks
It is our hope that the application of superposition cod-
ing concepts to storage channels will motivate the research
community to investigate the problem of rewritable channel
capacity using the broader repertoire of tools available in other
subﬁelds of information theory. Many important problems
remain open even within the limited scope of the class of
rewritable channels considered in this paper, including the task
of ﬁnding a formula for rewritable Gaussian channel capacity.
Also of interest is whether the ideas presented in here have
relevance in the practice of memory storage. We expect to
address these matters in subsequent research eﬀorts.
VII. Appendix - Proof of Lemma 2
1) Proof of I(D1;YL1|X,D0) ≥ log(g): By using the deﬁni-
tion of D1 in (12), we have
I(D1;YL1|X,D0) = I(πD0,X(Φ);YL1|X,D0) (21)
We next argue that
I(πD0,X(Φ);YL1|X,D0) = I(Φ;YL1|X,D0) (22)
which can be shown if we demonstrate that the function πd,x( )
is invertible for any d, x with  S|X(d|x) > 0. Suppose that there
exist φ1,φ2 ∈ (0,1) such that φ1 , φ2 and
πd,x(φ1) = πd,x(φ2)
Let ν be any open interval satisfying ν ⊂ ψ(φ2) \ ψ(φ1). Such
ν must exist since φ1 , φ2. Then the set
 
ξ ∈ d : FYL0|X,D0(ξ|x,d) ∈ ν
 
⊂ πd,x(φ2) = πd,x(φ1) (23)
must be empty as otherwise we arrive to a contradiction.
Choose two points u1,u2 ∈ ν with u1 < u2. Since the function
FYL0|X,D0( |x,d) is continuous, there exists ξ1 < ξ2 such that
FYL0|X,D0(ξi|x,d) = ui i ∈ {1,2}
The set (ξ1,ξ2) ∩ d must be nonempty, since
 YL0|X,D0((ξ1,ξ2) ∩ d|x,d)
= FYL0|X,D0(ξ2|x,d) − FYL0|X,D0(ξ1|x,d)
= u2 − u1 > 0
but (ξ1,ξ2) ∩ d is a subset of the set in the left of (23) which
in turn is empty. Since this is a contradiction, it establishes
the invertibility of πd,x(φ).
In summary, if we know D0,X and πD0,X(Φ) we can retrieve
Φ; clearly also if we know D0,X and Φ we can construct
πD0,X(Φ). This establishes (22). Combining (21) and (22), we
get
I(D1;YL1|X) = I(Φ;YL1|X,D0) (24)
We now need to specialize the result according to the choice
of Φ. If Φ is chosen as a discrete random variable, then it isreadily seen that
I(Φ;Y
L1|X,D0) = H(Φ|X,D0) − H(Φ|X,D0,Y
L1)
= H(Φ) − H(Φ|X,D0,YL1)
(d)
= H(Φ)
= log(g) (25)
where (d) follows from the fact that knowledge of X,D0
reveals a partition of D0 in the form of
 
πD0,X
 
j
g
  g−1
j=0
An element of this partition was chosen by Φ as the encoding
set for the iterated channel for cost κ1. But further knowledge
YL1 selects a unique element of this partition, thus revealing
Φ.
On the other hand, if Φ is chosen as uniformly distributed
on [0,1], then we employ diﬀerential entropy instead to obtain
I(Φ;Y
L1|X,D0) = h(Φ|X,D0) − h(Φ|X,D0,Y
L1)
(e)
= −h(Φ|X,D0,YL1)
(f)
≥ −log
 
1
g
 
= log(g) (26)
where (e) follows from the assumption that Φ is statistically
independent from X and D0 and from the fact that the
diﬀerential entropy of a random variable uniformly distributed
on an interval of unit length is zero. The step (f) can be
deduced as follows: knowledge of X,D0 and YL1 reveals that
Φ ∈ {φ : YL1 ∈ πD0,X(φ)}
On the other hand,
|{φ : YL1 ∈ πD0,X(φ)}| = 1/g.
Finally, recall that the diﬀerential entropy of a random variable
with a bounded support is upper bounded by the logarithm of
the length of the support. This establishes (f) and hence the
the ﬁrst part of the Lemma.
2) Proof of I(X,D0;YL1) = I(X,D0;YL0): We claim that
for either of the two choices for Φ (the ﬁrst choice being
valid only when g is an integer), the joint distribution of
(X,D0,YL0) is identical to the joint distribution of (X,D0,YL1),
hence implying the result of the lemma. An examination of the
probability law of YL0 and YL1 conditioned on speciﬁc values
of X,D0 will suﬃce for this purpose.
We do not discuss the case when g is an integer and that Φ
is chosen to be uniformly distributed over the discrete alphabet
{0,1/g,    ,(g−1)/g}, since it is quite easy to see particularly
after reading the following proof for the case in which Φ is
uniformly distributed in the real interval (0,1). Let I( ) be the
indicator function of a boolean event, this is, it is equal to one
if the event in the argument is true and equal to zero otherwise.
The following result will be convenient in establishing our
desired result.
Lemma 3: Let FA(ξ) be the cumulative distribution function
of a random variable A whose probability law  A is absolutely
continuous with respect to the Lebesgue measure. Further
deﬁne
π(φ) = {a : FA(a) ∈ γ(φ)}
Then for any  A-measurable set δ
  1
0
 A(δ ∩ π(φ))dλ(φ) =  A(δ)/g.
where the integral above is with respect to the Lebesgue
measure.
Proof: Let FA(δ) denote the image of the set δ through the
function F, this is,
FA(δ) = {FA(ξ) : ξ ∈ δ}
Next write
  1
0
 A(δ ∩ π(φ))dλ(φ) =
  1
0
 
F(δ)
I(ξ ∈ ψ(φ))dλ(ξ)dλ(φ)
=
 
F(δ)
  1
0
I(ξ ∈ ψ(φ))dλ(φ)dλ(ξ)
=
 
F(δ)
1
g
dλ(ξ)
=  A(δ)/g.
We now proceed with the main proof. Let δ ⊂ d0. Then
 YL1|X,D0(δ|x,d0)
=
  1
0
 YL1|X,D0,Φ(δ|x,d0,φ)dλ(φ)
=
  1
0
 YL0|X,D0(δ ∩ πd0,x(φ)|x,d0)
 YL0|X,D0(πd0,x(φ)|x,d0)
dλ(φ)
= g
  1
0
 YL0|X,D0(δ ∩ πd0,x(φ)|x,d0)dλ(φ)
where the last equality follows from (8) and (11). At this
moment, we invoke Lemma 3 to deduce that
  1
0
 YL0|X,D0(δ ∩ πd0,x(φ)|x,d0)dλ(φ)
= (1/g) YL0|X,D0(δ|x,d0)
This proves the lemma.
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