In typical thermoelectric energy harvesters and sensors, the Seebeck effect is caused by diffusion of electrons or holes in a temperature gradient. However, the Seebeck effect can also have a phonon drag component, due to momentum exchange between charge carriers and lattice phonons, which is more difficult to quantify. Here, we present the first study of phonon drag in the AlGaN/GaN two-dimensional electron gas (2DEG). We find that phonon drag does not contribute significantly to the thermoelectric behavior of devices with ~100 nm GaN thickness, which suppress the phonon mean free path. However, when the thickness is increased to ~1.2 μm, up to 32% (88%) of the Seebeck coefficient at 300 K (50 K) can be attributed to the drag component. In turn, the phonon drag enables state-of-the-art thermoelectric power factor in the thicker GaN film, up to ~40 mW m -1 K -2 at 50 K. By measuring the thermal conductivity of these AlGaN/GaN films, we show that the magnitude of the phonon drag can increase even when the thermal conductivity decreases. Decoupling of thermal conductivity and Seebeck coefficient could enable important advancements in thermoelectric power conversion with devices based on 2DEGs.
In this work, we extend the concept of dimension scaling to extract ph in the 2DEG that is formed at the surface of a GaN layer (of controlled thickness) capped with a thin, unintentionally doped AlGaN layer. This approach enables the first experimental measurements of ph in this material system, 4 which is possible up to room temperature given the relatively high Debye temperatures of both GaN and AlN (600 K and 1150 K). 18 In terms of potential applications, this is an appealing heterostructure for use in space environments, 19 where extreme temperature TE power sources 20 are necessary.
Experimental samples were fabricated via metal organic chemical vapor deposition Figure S1 . A buffer stack consisting of AlxGa1-xN was grown, followed by a GaN layer whose thickness was chosen to tune the phonon scattering and confinement. Two variants were grown: (i) a "thin" sample with GaN ≈ 100 nm and (ii) a "thick" sample with GaN ≈ 1.2 μm. The 2DEG was formed by depositing 1 nm/30 nm/3 nm of AlN/Al0.25Ga0.75N/GaN (cap) on top of the GaN layer, a standard stack for achieving high electron mobility (1500 to 2000 cm 2 V -1 s -1 at room temperature). 21 The 2DEG forms in GaN at the interface with AlGaN, with a nominal sheet density 2D ≈ 10 13 cm -2 and a characteristic quantum well width of ~5 nm. 14 The GaN layer in the two variants is much larger than the quantum well width, which is necessary to ensure that its properties (such as the subband spacing and energies) are not affected. The buffer layers (AlxGa1-xN, 0 ≤ x ≤1) and the GaN layer are unintentionally doped below 10 16 cm -3 , ensuring that the measured Seebeck coefficient arises exclusively from the 2DEG. 22 quantum well, with the 2DEG depicted as the triangular region at the interface below the Fermi level ( F ). The thickness of the quantum well, 2D , is defined as the distance from the AlGaN/GaN interface to the intersection of F and the GaN conduction band. In both samples, we obtain sheet density 2D roughly independent of temperature from 50 K to 300 K, consistent with the weak temperature dependence of the piezoelectric constants of both AlN and GaN. 23 The thin and thick GaN samples have a similar 2D ≈ 10 13 cm -2 , 14 verified using a commercially available Schrödinger-Poisson solver 24 as seen in Figure 2a . We also obtain 2D ≈ 6.1 nm and 2D ≈ 4.4 nm for the thick and thin GaN sample from the solver. For simplicity, in the models for TE transport properties we set 2D = 10 13 cm -2 for both samples. (Table S1 ). This is consistent with the energies obtained from the solver (Supporting Note 3), and indicates that only the bottom subband contributes significantly to charge density. For the rest of this work, only this bottom subband is considered in the calculation of the Seebeck coefficient. 25 Next, we turn to measurements of the 2DEG mobility obtained via Hall-effect, plotted with symbols in Figure 2b and Figure 2c for the thick and thin GaN samples, respectively. The dashed lines show the calculated contributions to the mobility from scattering mechanisms that are dominant in AlGaN/GaN 2DEGs. 26 Other scattering mechanisms (e.g. dislocation, ionized impurity and piezoelectric scattering) are neglected. Rigorous justification of this approximation is found in Supplementary Note 2. For both thick and thin GaN, polar optical phonon (POP) scattering is the dominant scattering mechanism at room temperature, due to the large optical phonon energy (ℏ OP = 91.2 meV), 27 and the polar nature 28 of the GaN wurtzite crystal. Though the optical phonon population decreases exponentially at lower temperatures, electrons in the lower subband still scatter against the AlGaN/GaN interface roughness. To estimate this component, we set the root-mean-square (RMS) roughness height, Δ = 1 and 2 nm for the thick and thin GaN sample, respectively (atomic force microscopy of the sample surface can be found in Supplementary Figure S4 ). The good agreement between the model and experimental data allows us to extract the energy-dependent scattering time, ( ) for electrons in the bottom subband of the 2DEG.
Extraction of TE properties ( and GaN
From this, we can calculate the diffusive component of the Seebeck coefficient for the bottom subband
where 0 ( ) is the equilibrium Fermi function, and is the magnitude of the electronic charge.
These are plotted against the experimental data for the magnitude of the Seebeck coefficient (the actual sign is negative) in Figure 2d . The theoretical curves deviate slightly from a linear dependence on temperature, typical for a degenerate semiconductor. 25 This deviation is due to POP scattering, which forbids electrons with energies smaller than ℏ OP from emitting optical phonons. 29 The slight difference in the calculated values of d for the thick and thin GaN sample is found to arise from the difference in the roughness scattering component of ( ). We observe that the Seebeck coefficient for the thin GaN sample agrees well with the calculated d , however this model cannot describe the thick GaN sample (Figure 2d ). In addition, the magnitude of the Seebeck coefficient in the thick GaN sample exhibits a prominent upturn at low temperatures, hinting at PD. 16 In our device, three-dimensional (3D) phonons, represented by the wave vector = ( , z ), which represent the in-plane (of the 2DEG) and out-of-plane component, scatter with 2D electrons in the bottom subband, giving rise to ph . To calculate this drag, we follow the approach introduced by Cantrell and Butcher 3 and later modified by Smith. 30, 31 We explicitly include the dependence of phonon scattering time ( ph ) on the phonon wave vector
In Figure 2d ).
The estimate of ph for the thick GaN sample after subtraction from the linear fit is plotted in Figure 2f The application of a gate voltage, G , can tune the TE power factor ( 2 ) without changing , which can further optimize . 36, 37 While the effect of G on d is well known, only a few studies have attempted to quantify its effect on drag. 16, 38, 39 In particular, application of G tunes the quantum well width and 2DEG charge density ( 2D ), simultaneously. ph is inversely proportional to 2D giving it a strong dependency on this parameter, as seen in to larger 2D ) is broader in Fourier space, increasing ( ). These two effects compete against each other, resulting in a complex gate voltage dependency.
Hall-effect measurements of the 2DEG sheet density as a function of gate voltage are presented in Figure 3a . The data at 300 K shows a depletion of the 2DEG sheet density by up to a factor of ~3x from its ungated value as G is lowered to -12 V. The gating is similar at lower temperatures (data for the thick GaN sample at 50 K are plotted with black circles in Figure 3a ) and for the thin GaN sample. The inset of Figure 3a shows how depletion widens the quantum well at the AlGaN/GaN interface. Depletion also reduces the 2DEG mobility as seen in Figure 3b , similar to former work. 40, 41 To study the effect of gating on ph , we need to The simulated data shows the same trend (i.e., | ph | increasing as 2D decreases), but the increase is much larger (~3x). Although the reason for the mismatch needs further study, these trends of S ph vs. G suggest that the Seebeck coefficient behavior in the thick GaN sample is indeed due to PD. Further, they show that depleting the AlGaN/GaN 2DEG increases the magnitudes of both the diffusive and drag components of the Seebeck coefficient.
Finally, it is worthwhile to examine the TE power factor ( 2 ) of the 2DEG in both the thick and the thin GaN sample. These values are plotted in Figure 3g , where the gate is grounded.
In order to calculate the conductivity of the 2DEG, , we use the mobility values in Figure 2b and Figure 2c , along with an estimate for the average volumetric charge density, v = 2D / 2D . 41 The 2D values are taken from the experimental values in Figure 2a . While the power factor for the thin GaN sample is quite insensitive to temperature, the value for the thick GaN sample shows a pronounced enhancement at low temperatures, as seen in Figure 3g , reaching ~40 mW m -1 K -2 at 50 K. This high power factor, which originates from the upturn of the Seebeck coefficient at low temperatures via PD, is state-of-the-art when compared with other TE materials also plotted in Figure 3g Figure 3g . The enhancement of the Seebeck coefficient in our thick GaN sample is in contrast with typical TE materials, where the power factor scales directly with temperature because the Seebeck coefficient is diffusive. 43 The high power factor values in the thick GaN sample, although only for a single 2DEG, are promising for planar applications such as Peltier coolers. Further, they could make promising low-temperature energy harvesting elements when structured as a superlattice. 47 In conclusion, we have experimentally shown that PD can be a significant portion of the total Seebeck coefficient in a 2DEG, even at room temperature. By using thickness as a "knob"
to control sample dimensions, we show that ph is suppressed in the AlGaN/GaN 2DEG at a film thickness of ~100 nm. From a TE power conversion perspective, we shed light on two important phenomena: First, the magnitude of the PD can increase even when the thermal conductivity is decreasing, which means that these could be tuned separately. Second, depleting a 2DEG can lead to an increase in both the PD and diffusive contributions of the Seebeck coefficient. These findings enable a better understanding of the PD effect, and can lead to advancements in TE power conversion across a wide range of temperatures.
Supporting Information
The Supporting Information is available free of charge on the ACS Publications website. Schematic of measurement setup to determine the thermal conductivity of the suspended heterostructure layers.
We measured the resistance of the heater electrode using a DC multimeter and a DC current source, with a current of 100 A. For measuring the sensor resistance, we used a lock-in amplifier with a frequency of 97 Hz to minimize self-heating effects. Figure S1 shows the eight-mask process to fabricate the fully-suspended AlGaN/GaN platform for thermal measurements. A schematic of the heterostructure showing the different buffer layers and the silicon substrate is illustrated in Figure S2a . The AlGaN/GaN/buffer heterostructure for the thin and bulk GaN samples was grown using an in-house metal organic chemical vapor deposition (MOCVD) chamber on a 725 μm thick Si (111) Figure S1a . This was followed by the deposition of ~4 μm PECVD oxide on the backside and selectively patterned to define the Si removal region, as depicted in Figure S1b .
The Ohmic contacts to the 2DEG were patterned by depositing Ti/Al/Pt/Au (20/100/40/80 nm)
followed by a rapid thermal anneal (RTA) in N2 ambient at 850°C for 35 seconds ( Figure S1c ).
Next, we deposited ~47 nm of atomic-layer deposited (ALD) Al2O3 followed by patterning Ti/Pt (10/100 nm) heater and sensor metal lines, as shown in Figure S1d 
Supplementary Note 2: Test Setup and Measurement Notes
To obtain the thermal conductivity and Seebeck coefficient of the AlGaN/GaN 2DEG, we used a measurement procedure that is similar to our earlier work. 1 All our experiments (from 50 to 300 K) were done in vacuum using a temperature controlled cryostat. To obtain the gate and temperature dependent sheet density, we performed Hall effect and Van der Pauw measurements in a vacuum cryostat. The use of vacuum ensures that any errors in the extraction of the thermal conductivity and Seebeck coefficient due to thermal convection effects are
eliminated. In what follows, we briefly outline our method to measure the Seebeck coefficient and the thermal conductivity of our heterostructure layers, followed by a detailed description of the nuances of our measurement scheme. 
Thermal Conductivity Extraction Procedure:
We first focus on the thermal conductivity extraction procedure. In our device, the heater and sensor lines have a width ( ) of 5 μm, and are spaced by a distance ( HS ) of 75 μm (center to center), as seen in Figure S3a . As highlighted previously, the location of the heater and sensor resistances on the suspended membrane ( H and S ) are chosen such that the heat transfer can be well approximated as 1-D. Figure S5a shows a cross-section schematic of the thermal resistance network with the different pathways for heat sinking when a current is applied to the heater metal. Since we have established that thermal conduction is the only heat transport mechanism that needs to be accounted for, the thermal resistance of the suspended film ( F ) can be written as:
where H and S are the heater and sensor line temperatures, H is the input power to the heater and ox is the thermal resistance of the Al2O3 layer, H is the area projected area of the heater electrode (5 µm 200 μm), mox is the thermal boundary resistance of the heater/Al2O3 interface and oxg is the thermal boundary resistance of the Al2O3/GaN interface. The thermal conductivity of the film can be extracted from and the known film dimensions. To calculate the thermal resistances, we denote ox and F as the thicknesses of the alumina and AlGaN/GaN/buffer film, respectively. We used a thermal boundary resistance of 2. 9 The thermal resistance of the alumina layer can be estimated as ox = ox /( ox H ) , where ox is the temperature dependent thermal conductivity of the alumina layer. The measurements for the thermal conductivity of amorphous alumina films have been published in the literature before. It is worth noting that amorphous films are typically modeled by the differential effective-medium (DEM) approximation, where ∝ 2 3 , with denoting the atomic density of the film. 10 Thus, the variation in the thermal conductivities between the different films may be associated with different densities, which depends strongly on the growth technique and deposition temperature. Our film is prepared via atomic layer deposition (ALD) at a temperature of 200° C. Thermal conductivity of films made by this process has been previously measured by Gorham et al. at room temperature. 10 The temperature dependent thermal conductivities of alumina films prepared under different conditions have been reported by a few other research groups, 7,10-12 as seen in Figure S3b . Attributing the difference exclusively to density variations, we fit the thermal conductivity obtained by Lee et al. for different temperatures, 12 and scale it to match the value obtained by Gorham et al. at room temperature 10 to obtain ox , marked by a red line in Figure S5b . In conclusion, since mox , oxg and ox are known from Equation S1
, and the thickness of the heterostructure was determined from SEM measurements of the cross-section, we can calculate F and thus obtain the thermal conductivity ( F ) of the suspended film. Figure S6 shows the typical thermal conductivity measurement procedure for our films.
These plots are from experiments with the thick GaN sample. In this experiment, the substrate is held at 300 K. The sensor is maintained at the calibration current of ~100 μA ( Figure S6f) , while the heater current is ramped up in a half-sinusoid from its initial calibration value ( Figure   S6b ). Before each resistance measurement, we wait for 2 seconds after the current ramp to allow the system to equilibrate. The waiting interval of 2 seconds was chosen based on an estimation of a thermal time constant of ~2 milli-seconds for the suspended membrane from COMSOL simulations. The heater & sensor temperature (converted from the resistance via the calibration curve in Figure S6b ) track the current pattern, with the initial temperature equal to the substrate temperature, as seen in Figure S6c and Figure S6d . The extracted temperature difference can be used to calculate the in-plane film thermal conductivity via Equation S1, after accounting for the Al2O3 temperature drop, as discussed previously. At each substrate temperature, currents from 75% of the peak current value to the peak current value (7.5 mA to 10 mA in Figure S6b) are used to obtain the thermal conductivity (at that substrate temperature), which results in the error bars shown in Figure 2e of the main text. We also note that hysteresis did not occur in our heater and sensor lines. This can be seen from the temperature versus power lines in Figure   S6a and Figure S6e , which overlap in the temperature ramp and cool cycles.
Seebeck Coefficient Extraction Procedure:
Figure S7 shows a typical Seebeck coefficient measurement procedure. Similar to the thermal conductivity measurement, the heater current is ramped up from its calibration value, setting up a lateral temperature gradient along the 2DEG mesa which translates to a measurable Seebeck voltage ( Figure S7d ). At each substrate temperature, currents from 75% of the peak current value to the peak current value (7.5 mA to 10 mA in Figure S7c ) are used to obtain the Seebeck coefficient (at that substrate temperature), resulting a small error bar in the measured values. The Seebeck coefficient of the 2DEG is given as = 2DEG /( 1 − 2 ), as depicted in Figure S7d and Figure S7e . 1 is the temperature extracted 30 μm away from the center of the heater line, where the 2DEG mesa begins. 1 is related to the heater temperature H as:
where F is calculated using the measured film thermal conductivity and a length of 30 μm ( , depicted in Figure S3d ) and ox is calculated as discussed earlier. 2 is the substrate temperature. Knowing 1 , 2 and 2DEG , the total Seebeck coefficient can be extracted.
The temperature at the contact outside the suspended region ( 2 ) is assumed to be at the substrate temperature.
The temperature drop in the silicon supported region is a small fraction of the total temperature drop, thus, the contribution to the Seebeck coefficient from the supported region can be ignored. Most importantly, this ensures that any contribution from the silicon in the supported region to the measured Seebeck coefficient can be ignored. We can estimate the temperature drop in the silicon supported region via simple finite-element simulations (performed in COMSOL), since we know the thermal properties of the suspended heterostructure and Al2O3 layers. Figure S8b shows the simulated temperature profile from the center of the suspension region to the silicon supported region for the thick GaN sample, assuming that the base of the silicon is held at 300 K. In this simulation, we use the determined thermal conductivity of the heterostructure (110 Wm -1 K -1 at 300 K) and the Al2O3 layer (1. 2 It can be seen that a small fraction, ~2.7% of the total temperature drop is across the silicon supported region. A similar simulation using the properties of the thin GaN sample (58 Wm -1 K -1 at 300 K) and a heater current of 9 mA shows that only ~1.1% of the total temperature drop is across the silicon supported region ( Figure S8c ). At measurement temperatures below 300 K, the fraction of temperature dropped across the silicon supported region will be much smaller than the room temperature values, because of the large increase in the thermal conductivity of silicon, 2 as it is not limited by boundary scattering unlike the heterostructure layers. This can be seen in Figure S8d, 
Supplementary Note 3: Mobility Model
To model the mobility in the AlGaN/GaN 2D electron gas, we need to understand the scattering rates for the electrons in the 2DEG quantum well with phonons (acoustic and optical), and with roughness of the 2DEG interface. The electronic state for a 2D quantum well can be described by wave vector = ( , ) in the plane of the AlGaN/GaN interface, and subband index to describe the wave function along the confinement direction ( ) . Under this assumption, we can write the wave function and electron energy for the electrons in the bottom subband as: The scattering rates for electrons can be evaluated using Fermi's golden rule, for which we need to calculate the matrix elements with the correct scattering potentials for the different mechanisms. For the sake of brevity, we will skip the details, which can be found elsewhere. However, in this case, because we need to account for the out-of-plane phonon wave vector , the 2D matrix scattering element is modified as
where ( ) = ∫ ( ) 2 . Using the Fang-Howard form for ( ) , | ( )| 2 can be simplified as
impurities is neglected since the AlGaN barrier layer is assumed to be un-doped. Further, only acoustic scattering via the deformation potential is considered and piezoelectric scattering is neglected as it has previously been found to be negligible for the purpose of evaluating the mobility. 3 Screening of the electron-phonon interaction by the carriers themselves is important to consider for the elastic processes (in our case, for acoustic phonon scattering and roughness scattering). This is often done by scaling the matrix scattering element 2D by the screening function, defined as
where = | |, ( ) and Π( , ) are the form factor and the polarizability function whose definitions are well known in the literature. 13 Once ( ) is known, we can calculate the scattering times τ( ) for the 2DEG electrons as functions of electron kinetic energy ( ). The integrated expressions for τ( ) over the limits of the scattering angle (from 0 to 2π) for acoustic deformation potential scattering, τ ac ( ) and optical phonon scattering, τ opt ( ) can be found in former work. 3 For roughness scattering, we correct the expression found in former work 3 (missing a factor of ), to get 
where Δ is the RMS roughness of the interface and is a parameter defined as the autocorrelation length. 3 In order to accurately fit the mobility data over temperature, we set = 7.5 nm, and values of Δ corresponding to 1 nm and 2 nm for the thick GaN and thin GaN sample,
respectively. An AFM image of the sample surface is shown in Figure S9b , where the RMS roughness is found to be in this range (~1.4 nm). Once the values for the different scattering times are obtained, the total scattering time ( ) can be calculated by adding up the different scattering rates. Finally, we calculate the energy averaged scattering time as a function of temperature as
where 0 ( ) is the Fermi function and the limits of integration are from the subband bottom 1 to ∞ (referenced to F ). Since 2D ≈ * ( F − 1 ) ℏ 2 when using only the bottom subband, we obtain 1 ≈ -108 meV, which is consistent with the Schrödinger-Poisson model ( Figure S9a ).
Once av ( ) is calculated from Equation S8, the 2DEG mobility for both the experimental samples can be obtained.
Supplementary Note 4: Phonon Drag Model
As discussed in main paper, the expression for phonon drag for the case of 3D phonons interacting with 2D electrons is ph = − 
where the first term represents the scattering via the deformation potential (with strength of the interaction described by constant ) and the second term accounts for piezoelectric scattering.
In Equation S9, ( ) is the energy integral, which is written as: 
where the constants and U for GaN and AlN are listed in Table S1 . Scattering with impurities is neglected since its effect is found to be negligible for unintentionally doped films. 18 For the AlxGa1-xN layers, all the material parameters (e.g. ac , D , , U ) are averaged over the AlN and GaN fractions, in context of the virtual crystal model. 4 Alloy scattering severely reduces the thermal conductivity of the transition layers and is evaluated as a point defect scattering term. 19 For the sake of brevity, we skip the details, which can be found in Liu et al. 19 The defect scattering term ( D ) included core, screw, edge and mixed dislocations with total density dis , whose effect is to reduce the thermal conductivity. 20 Although we have a composite film (and thus, the dislocation density is expected to vary for the different layers), we estimated an average dislocation density for the suspended film via X-Ray Diffraction (XRD) measurements. These values were estimated to be ≈ 9 10 8 cm -2 and ≈ 2.5 10 9 cm -2 for the thick and thin GaN samples, the details of which can be found in former work. 1 To evaluate the boundary scattering term, we used B ≈ 2.38 / av , which is a
