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It was pointed out long ago by Vainshtein [Phys. Lett. 39B, 393 (1972)] that the weak-field
perturbation expansion of generic theories (of the nonlinear Fierz-Pauli type) involving massive
spin-2 excitations breaks down below a certain distance around a material source (“Vainshtein
radius”), scaling as some inverse power of the spin-2 mass m2, i.e., some positive power of the range
m
−1
2
. Here we prove that this conclusion does not apply in a generalized Einstein-Cartan theory
(called “torsion bigravity”) whose spectrum is made (like that of bimetric gravity) of a massless
spin-2 excitation and a massive spin-2 one. Working within a static spherically symmetric ansatz,
we prove, by reformulating the field equations in terms of new variables, that one can construct
an all-order weak-field perturbative expansion where no denominators involving m2 ever appear in
the region r ≪ m−1
2
. In particular, we show how the formal large-range limit, m2 → 0, leads to a
well-defined, finite perturbation expansion, whose all-order structure is discussed in some detail.
I. INTRODUCTION
Theories involving massive spin-2 excitations raise sev-
eral delicate issues. These issues arise both in massive
gravity theories, and in bimetric gravity theories. See
Refs. [1, 2] for introductions to, respectively, massive
gravity and bimetric gravity theories. The present work
will study some of these issues within a new type of bi-
gravity theory, dubbed “torsion bigravity”, which has not
yet been studied in detail. Torsion bigravity [3] is a geo-
metric theory, involving both massless spin-2 and massive
spin-2 excitations, whose basic fields are a metric and an
independent connection. The massive spin-2 degrees of
freedom are contained within the torsion of the indepen-
dent connection.
The first general issue raised by the presence of mas-
sive spin-2 excitations is the so-called Boulware-Deser
ghost [4], namely, a sixth degree of freedom appearing
at the nonlinear level and having unbounded negative
energy, and thus being pathological. For many years, it
was thought that nonlinear massive gravity necessarily
suffered from the presence of a Boulware-Deser ghost.
The study of the decoupling limit [5] allowed one to iso-
late the dangerous nonlinear couplings giving rise to the
Boulware-Deser ghost (see notably Refs. [6–8]). Then it
was found that by choosing special nonlinear mass terms
one could eliminate this sixth ghostlike degree of free-
dom [9]. The latter de Rham-Gabadadze-Tolley ghost-
free massive gravity theories were then generalized to
ghost-free bimetric gravity theories [10] involving both
a massless spin-2 excitation and a massive spin-2 one.
An important point for the present study is that, as
shown in Ref. [11], the presence or absence of a sixth,
ghostlike degree of freedom is visible in the simple setting
of static spherically symmetric solutions. More precisely,
Ref. [11] showed that the presence of the Boulware-Deser
ghost was directly related to the order of differentiation,
in the field equations, of the function µ which describes
the relation between the Schwarzschild radius (say r),
defined by the curved metric, and the Minkowski radius
(say rη), namely rη = re
−µ(r)/2. See the discussion in
section 4 of Ref. [11] where it is shown that the presence
(in generic, ghostfull massive gravity theories) of the sec-
ond radial derivative µ′′ in the quadratic part Q(µ) of
the constraint coming from the Bianchi identity1 is di-
rectly related to the higher-derivative nature of the scalar
mode in the Goldstone picture [5]. As a consequence,
the single equation (Eq. (4.4) in [11]) satisfied by µ is
of the third differential order, so that the general (exte-
rior) solution of ghostfull massive gravity contains three
integration constants.2 By contrast, the general exterior
solution of ghostfree massive gravity contains only two
arbitrary integration constants, e.g. [13], one of them
corresponding to an exponentially growing solution. It
was pointed out in Ref.[3] (and will be confirmed below)
that the massive spin-2 sector of torsion bigravity is sim-
ilar to ghostfree massive gravity in that its general ex-
terior spherically symmetric static solutions involve only
two arbitrary constants, one of them describing an expo-
nentially growing solution. When considering both the
massive and the massless spin-2 sectors, torsion bigravity
solutions involve (similarly to ghostfree bimetric gravity)
three arbitrary integration constants, the third one cor-
responding to the Einsteinlike massless spin-2 sector, and
describing a Schwarzschildlike mass.
The second issue raised by the presence of massive
spin-2 excitations is the question of the so-called Vain-
shtein mechanism, or Vainshtein screening. When one
solves the equations of motion in massive gravity within
the framework of perturbation theory, already at the lin-
ear level there appears the term (m2r)
2 as a denomina-
tor. Here m2 denotes the mass of the massive spin-2
excitation3, with units of inverse length, such that m−12
1 In the notation of Ref. [12] the latter constraint reads 0 =
fg(λ, µ, ν, λ′, µ′, ν′, µ′′, r) where fg ∝ ∇µT
g
µr .
2 Our counting of arbitrary constants here does not use any asymp-
totic boundary condition, i.e., it allows for exponentially growing
solutions at infinity.
3 In our torsion bigravity discussion below, we will use the notation
κ for m2.
2defines the range of the massive spin-2 interaction. In
the higher orders of perturbation theory, there appear
denominators with increasing powers (m2r)
n (see, e.g.
[12]). Vainshtein [14] pointed out that the presence of
such denominators limits the domain of validity of per-
turbation theory to distances r & rV , where rV is the
so-called Vainshtein radius. In the case of generic, ghost-
full, massive gravity rV is of order
rV =
(
GM
m42
)1/5
, (1.1)
whereM denotes the mass of the star. When considering
a small m2, i.e. a large range m
−1
2 (say of cosmological
size), rV is typically much larger than the length scales
where gravity has been accurately checked to be in close
agreement with General Relativity (GR). Vainshtein has
argued [14] (see also [15]) that in the region r . rV there
existed an alternative series expansion, involving positive
powers of rrV , and that these two different expansions
(the first one involving positive powers of rVr , and valid
for r≫ rV , and the other one valid for r ≪ rV ) merge at
distances r ∼ rV . This claim of Vainshtein was proven
to hold true in the case of static spherically symmetric
solutions by Babichev, Deffayet and Ziour [16, 17]. The
latter references showed the existence of a global solu-
tion matching the two just-mentioned expansions. See
e.g. Ref. [18] for a discussion of the cases where the
Vainshtein mechanism has been shown to hold.
Finally, the third problem that massive gravity faces
is the van-Dam-Veltman-Zakharov (vDVZ) discontinu-
ity [19, 20]. The vDVZ discontinuity is the fact that
the massless limit m2 → 0 of light deflection in massive
gravity differs by a factor 34 from light deflection in GR.
The origin of this finite difference is the coupling to the
trace of energy-momentum tensor, in massive gravity, of
an additional scalar degree of freedom. This additional
coupling follows from the usual five degrees of freedom
of a massive spin-2 field, as present in linear Fierz-Pauli
theory.
The vDVZ phenomenon is not theoretically problem-
atic per se, but it is phenomenologically problematic in
that it seems to require, when considering a theory in-
volving both massless and massive spin-2 fields, that the
coupling of the massive spin-2 field be tuned to a small
value, so as to be consistent with experimental tests of
GR. This phenomenological issue is drastically changed
when the Vainshtein mechanism is at work. Indeed, in
that case, if m2 is very small (say of cosmological mag-
nitude), usual perturbation theory is invalid, so that
one cannot use the prediction of light bending based on
weak-field perturbation theory (see, for example, [15]).
The Vainshtein mechanism (when it is at work) modifies
the predictions of the theory at r . rV , and effectively
screens the effects of massive gravity to recover the pre-
dictions of GR, thereby matching the Solar system ob-
servations.
The aim of the present paper is to study whether an
analog of the Vainshtein mechanism is present within tor-
sion bigravity [3]. Torsion bigravity is a geometric theory
which generalizes the Einstein-Cartan theory by having,
besides a dynamical metric, a propagating torsion. It was
defined in Ref. [3] as a special case of the multi-parameter
class of ghost-free and tachyon-free theories with propa-
gating torsion introduced in Refs. [21–26]. The spectrum
(around Minkowski space) of torsion bigravity comprises
only massless spin-two excitations together with massive
spin-two ones. The previous paper [3] began the study
of static spherically symmetric solutions in this model.
Some remarkable features of this model were found.
First, as already mentioned, the counting of the num-
ber of arbitrary integration constants in the general ex-
terior static spherically symmetric was found to be equal
to three, which is the same number of of integration con-
stants needed to describe general exterior solutions in
ghost-free bimetric gravity theories [27]. Taking into ac-
count the situation in generic massive gravity theories
[11], this is an indication of the absence of Boulware-
Deser ghost in this model.
Second, as torsion bigravity contains a massive spin-2
excitation (with mass denoted henceforth as κ = m2), it
is a priori expected that its weak-field perturbation the-
ory will involve (similarly to all known ghostfull or ghost-
free nonlinear Fierz-Pauli models) denominators propor-
tional to powers of the mass, thereby signalling the break-
down of perturbation theory at some Vainshteinlike ra-
dius. However, it was found in Ref. [3] that: (i) at
the linear level of perturbation theory, no denominators
appeared (contrary to what happens even in the lin-
ear Fierz-Pauli model); and, (ii) at the quadratic level
(O(G2)) of perturbation theory, there happened remark-
able cancellations between various terms of order κ−2 in
the field equations leading to a final second-order solu-
tion which did not have any singularity in the massless
limit κ → 0. As Ref. [3] could not decipher any deep
reason behind the cancellations between the second-order
O(κ−2) terms, it left undecided the issue of whether such
cancellations would occur to higher orders, or would stop
occurring at the third order.
The main result of the present paper will be to present
a simple explanation for the occurrence of the cancella-
tions found in Ref. [3], and to show that such cancella-
tions actually occur at all orders of perturbation theory.
This will be done by first reformulating the field equa-
tions in terms of new variables, and showing that the
corresponding transformed field equations contain only
positive powers of κ2 (while the original field equations
did involve some κ−2 factors). Then, using these refor-
mulated field equations (involving new variables), we will
show that they can be globally solved (both in the source
and in the exterior domain r . κ−1) without ever in-
troducing inverse powers of κ in the solution. In other
words, the small-mass limit of torsion bigravity does not
exhibit any Vainshteinlike radius (scaling with some in-
verse power of κ) indicating a breakdown of perturbation
theory. This means that perturbation theory holds in tor-
sion bigravity even at small distances from (or inside) the
3source.
This absence of any Vainshtein radius in torsion bigrav-
ity is a remarkable theoretical fact which, however, has
a somewhat unpleasing phenomenological consequence.
Indeed, the vDVZ discontinuity is still present in torsion
bigravity (because the massive spin-2 piece of the solu-
tion couples to the energy-momentum tensor in a dif-
ferent way than the massless spin-2 one). The absence
of any Vainshtein radius and, thus, the absence of any
putative Vainshtein mechanism, makes it impossible to
screen the vDVZ discontinuity by a nonlinear modifica-
tion at small distances, as it was the case in massive grav-
ity and in (massive) bimetric gravity. This implies that
we must constrain the coupling constant linked to the
massive spin-two exchange to a small enough value, so
as to be consistent with the current (GR-compatible) ex-
perimental limits on post-Newtonian gravity (see Sec. X
of [3] for details).
II. FORMALISM AND DEFINITIONS
We follow the notation of Ref. [3]. Let us only re-
call some basic notational features. We work with two
independent fields: the vierbein ei
µ (with inverse eiµ,
ei
µejµ = δ
j
i ), and the SO(3,1) connection A
i
jµ which
is constrained to be metric preserving (i.e. satisfying
the condition of antisymmetry Aijµ = −Ajiµ, where
Aijµ ≡ ηisAsjµ). We use Greek letters µ, ν, ... = 0, 1, 2, 3
to denote spacetime indices, which are linked to a coor-
dinate system xµ and moved by the coordinate-system
metric gµν ≡ ηijeiµejν . Latin indices i, j, k, ... = 0, 1, 2, 3
are used to denote the Lorentz-frame indices linked to
the vierbein ei
µ; they are moved by the Minkowski met-
ric ηij . When there is a risk of ambiguity we add a hat
marking frame index, for example, eiˆ
µ. We will always
try to place the frame index before the coordinate one
(“frame first” rule). We use a mostly plus signature.
From the (inverse) vierbein eiµ, we can derive the Levi-
Civita connection ωijµ(e). The difference between our
general connection Aijµ and the Levi-Civita connection
ωijµ(e) defines the contorsion tensor K
i
jµ
Kijµ ≡ Aijµ − ωijµ(e). (2.1)
The frame components Kijk ≡ ekµKijµ of the contor-
sion tensor are related to the frame components T i[jk] =
−T i[kj] of the torsion tensor as follows
Kijk =
1
2
(Ti[jk] + Tj[ki] − Tk[ij]) ,
Ti[jk] = Kijk −Kikj . (2.2)
Among the various possible Lagrangians defining the
family of ghost-free and tachyon-free dynamical torsion
theories (see [21–26] for a discussion of the possible ac-
tions defining this family, and the corresponding field
contents), the Lagrangian of torsion bigravity selects the
models containing only one massless spin-2 excitation,
and one massive spin-2 one. It has four parameters, and
its action reads
Stotal = STBG[e
i
µ, Aijµ] + Smatter , (2.3)
where the essential torsion bigravity part STBG is
STBG[e
i
µ, Aijµ] =
∫
d4x
√
g LTBG[e, ∂e, ∂
2e, A, ∂A] ,
(2.4)
with
√
g ≡√− det gµν ≡ det eiµ, and
LTBG = cRR[e, ∂e, ∂
2e] + cF F [e, A, ∂A] (2.5)
+ cF 2
(
F(ij)F
(ij) − 1
3
F 2
)
+ c34F[ij]F
[ij] .
Here we use the letter R to denote the various Rieman-
nian curvature structures derived from the Levi-Civita
connection ωijµ(e) , such as the Riemannian curvature
tensor Rijkl ≡ Rijµνekµelν , the Ricci tensor Rij = Rkikj
and the curvature scalar R = ηijRij . The objects de-
noted by the letter F are the various Yang-Mills curva-
ture structures derived from the connection Aijµ, such
as the curvature tensor F ijkl ≡ F ijµνekµelν , the Ricci
tensor Fij = F
k
ikj and the curvature scalar F = η
ijFij .
Looking at the structure of the Lagrangian (2.5) with
respect to derivatives ∂e and ∂A one can see that the
equations of motion will be at most second order in the
derivatives of e and A.
The three parameters cR, cF and cF 2 have simple phys-
ical meanings. Namely, cR and cF define the coupling
constants G0 and Gm linked to massless spin-2 exchange
and massive spin-2 exchange, respectively. More pre-
cisely, the sum of these two constants yields the usual
massless gravitational coupling according to
cR + cF ≡ λ = 1
16piG0
, (2.6)
while the ratio cF /cR measures the ratio of the two cou-
plings to matter
cF
cR
≡ η = 3
4
Gm
G0
. (2.7)
The parameter cF 2 is linked to the mass of of the massive
spin-2 excitation which we denote as κ
cF 2 =
η λ
κ2
=
cF (1 +
cF
cR
)
κ2
. (2.8)
The fourth parameter c34 has no evident physical mean-
ing, but it does not enter into the discussion of spherically
symmetric solutions.
A. Static spherically symmetric case
In the present paper we continue to investigate static
spherically symmetric solutions in torsion bigravity. This
4means that the solutions we study satisfy the following
three conditions: (i) time-reversal invariance; (ii) SO(3)
invariance; and (iii) parity invariance. The parameter
c34 does not contribute to the discussion of the spheri-
cally symmetric case, because the conditions (i)-(iii) im-
ply that the antisymmetric part of the tensor F[ij] van-
ishes.
It is useful to work in Schwarzshildlike coordinates xµ :
{x0 ≡ t, x1 ≡ r, x2 ≡ θ, x3 ≡ φ}, so that we write the
metric as follows
ds2 = −e2Φdt2 + e2Λdr2 + r2 (dθ2 + sin2 θ dφ2) . (2.9)
We use as (inverse) orthonormal frame eiˆµ associated to
our coordinate system xµ the one whose nonzero compo-
nents are
e0ˆ0 = e
Φ , e1ˆ1 = e
Λ , e2ˆ2 = r , e
3ˆ
3 = r sin θ .
(2.10)
As explained in Ref. [3], our assumptions (i)-(ii)-(iii)
above imply that the SO(3,1) connection involves only
two functions of r, entering the following nonzero com-
ponents of Aijµ:
V (r) = A1ˆ0ˆ0ˆ = +A
0ˆ
1ˆ0ˆ ,
W (r) = A1ˆ2ˆ2ˆ = A
1ˆ
3ˆ3ˆ = −A2ˆ1ˆ2ˆ = −A3ˆ1ˆ3ˆ . (2.11)
Thus, our basic field variables are Φ(r) and Λ(r) from
Eq. (2.9) and V (r) and W (r) from Eq. (2.11).
From the vierbein (2.10) one can compute the Levi-
Civita connection ωijµ(e), and then the contorsion from
(2.1). Its nonzero components read
K 1ˆ0ˆ0ˆ = K
0ˆ
1ˆ0ˆ = V − e−ΛΦ′ ,
K 1ˆ2ˆ2ˆ = K
1ˆ
3ˆ3ˆ =W + r
−1e−Λ . (2.12)
Here and below we use a prime to denote a radial deriva-
tive ∂r.
Armed with this knowledge, we are ready to look more
precisely at the structure of the Lagrangian.
III. THE ORIGINAL LAGRANGIAN AND ITS
REFORMULATION
As written in Eq. (2.3), the total action is a sum of
the field action and the matter action. The matter ac-
tion is such that the energy-momentum tensor T µν arises
through its variation with respect to the metric:
δSmatter =
∫
δ(
√
gLm)d
4x =
1
2
∫ √
gT µνδgµνd
4x .
(3.1)
The field action is defined by the Lagrangian (2.5) (with
a vanishing c34 contribution). It consists, in the static
spherically symmetric case, of three different contribu-
tions
STBG = SR + SF + SF 2 =
∫
d4x
√
g {LR + LF + LF 2} .
(3.2)
with
LR = cRR[g] ,
LF = cFF [g,A] ,
LF 2 = cF 2
(
F 2(ij) −
1
3
F 2
)
. (3.3)
Here, according to (2.9),
d4x
√
g = dt (w(r) dr) (sin θ dθ dφ) , (3.4)
where
w(r) ≡ r2eΦ+Λ . (3.5)
In a previous paper (see Eq. (4.19) in [3]), we derived
an explicit expression of the action (3.2)
STBG =
∫
w(LR + LF + LF 2)dt dr(sin θ dθ dφ) . (3.6)
To present this explicit expression, it is useful to intro-
duce a shorthand notation for the following covariantlike
derivatives of the functions V and W :
∇V ≡ e−Φ−Λ(eΦV )′ = e−Λ (V ′ +Φ′V ) , (3.7)
∇W ≡ e−Λ (rW )
′
r
= e−Λ
(
W ′ +
W
r
)
. (3.8)
We also use
W 2− ≡W 2 −
1
r2
. (3.9)
With this notation, we found that the various contri-
butions to the action (3.6) take the following form (after
some integration by parts)
wLR = 2cRe
Φ+Λ d
dr
[
r(1 − e−2Λ)] + d
dr
(cRQ(r)) ,
(3.10)
where
Q(r) = −2r2eΦ−ΛΦ′ ; (3.11)
wLF = cF r
2eΦ+Λ(4∇W − 2∇V + 4VW − 2W 2−) ,
(3.12)
3
2cF 2
wLF 2 = r
2eΦ+Λ
{
(∇V +∇W )2
+2∇V (VW − 2W 2−) + 2∇W (−5VW +W 2−)
+(VW +W 2−)
2
}
. (3.13)
From these expressions we see that the only part in the
action containing the square of derivatives of V ′ and W ′
is (3.13), which reads
wLF 2 =
2cF 2
3
r2eΦ+Λ
{
(∇V +∇W )2 + ...}
5=
2ηλ
3κ2
r2eΦ−Λ
{
(V ′ +W ′ + ...)2 + ...
}
.
(3.14)
After taking a Lagrange variation, this part will give sec-
ond derivatives of V and W , namely
δLF 2
δV
= −4ηλ
3κ2
r2eΦ−Λ(V ′′ +W ′′) + ... (3.15)
δLF 2
δW
= −4ηλ
3κ2
r2eΦ−Λ(V ′′ +W ′′) + ... (3.16)
Thus, the only second derivatives appearing in the equa-
tions of motion is the combination V ′′+W ′′. To minimize
the appearance of second derivatives in the equations of
motion, it is convenient to introduce the new variable,
Y ≡ V +W . (3.17)
One can see from (2.12) that in the flat limit, when Λ→ 0
and Kijk → 0, we have W → −r−1. It is then conve-
nient to replace Y by the following new variable which is
regular when r→ 0
Y ≡ Y + 1
r
= V +W +
1
r
. (3.18)
After all these changes, the term in LF 2 creating second-
order derivatives reads
wLF 2 =
2ηλ
3κ2
r2eΦ−Λ
(
Y
′
)2
+ · · · (3.19)
Since this is the only term containing the square of a
derivative, it is convenient to add a so-called double-zero
term to the action, so as to transform the action into
one which is linear in derivatives, and thereby lead to
first-order equations of motion. The general idea, when
starting from a Lagrangian of the form
Ltoy(q˙, q) = q˙
2 + ...
is to add to this lagrangian a term of the form
∆Ltoy(q˙, q, pi) = −(q˙ + f1(q)− pi)2 .
This compensates the q˙2 contribution
Ltoy(q˙, q) + ∆Ltoy(q˙, q, pi) = 2q˙pi − 2q˙f1(q) + f2(q, pi)
so that the Lagrangian becomes linear in derivatives,
and the corresponding equations obtained from it are
first-order in derivatives. This reduction to first order is
achieved by the augmentation of the number of variables
(and equations), namely by having replaced q˙+ f1(q) by
the new momentumlike variable pi.
In Ref. [3], we had added a double-zero term of the
form
w∆LF 2 ≡ −
2ηλ
3κ2
r2eΦ+Λ (∇V +∇W − pi)2 , (3.20)
essentially corresponding to replacing ∇V +∇W by the
momentumlike variable pi. This led to a modified contri-
bution (3.13) of the form
wLmodF 2 =
2
3
cF 2r
2eΦ+Λ {2pi(∇V +∇W )
−pi2 + 2∇V (VW − 2W 2−)
+2∇W (−5VW +W 2−) + (VW +W 2−)2
}
.
(3.21)
The Lagrangian L = LR+LF+L
mod
F 2 with LR, LF and
LmodF 2 given by (3.10)–(3.12), (3.21) achieves the purpose
of leading to first-order equations of motion. However,
similarly to the original, unmodified second-order action
(3.2), it has the feature of explicitly containing cF 2 ∝
κ−2, see Eq. (2.8). Therefore the equations of motions
for Φ,Λ, V,W and pi explicitly contain factors κ−2, which
are singular in the massless limit κ→ 0.
Let us now show how one can introduce a new vari-
able p¯i, different from pi, which leads to a new first-order
Lagrangian containing only factors κ2 instead of κ−2.
First, let us prove that the action contribution LF 2 can
be compactly rewritten as
wLF 2 =
2
3
cF 2r
2eφ+Λ(∇V +∇W + VW +W 2−)2
+total derivative . (3.22)
Indeed
3
2cF 2
wLF 2 = r
2eΦ+Λ
{
(∇V +∇W + VW +W 2−)2 +∆
}
,
where
∆ = 2∇V (VW − 2W 2−) + 2∇W (−5VW +W 2−)
−2(∇V +∇W )(VW +W 2−)
= −6∇VW 2− − 12∇WVW , (3.23)
so that
r2eΦ+Λ∆ = −6(eφV )′(W 2r2 − 1)− 12eφV rW (rW )′
= −6 d
dr
[
eφV (W 2r2 − 1)] . (3.24)
This exhibits a remarkably simple structure (3.22) for
wLF 2 .
It is then natural to add another double-zero term,
instead of (3.20), namely
−2
3
cF 2r
2eφ+Λ(∇V +∇W +VW +W 2−− cpip¯i)2 , (3.25)
where cpi is a constant. This term modifies the structure
of LF 2 into
wLnewF 2 =
4
3
cpicF 2r
2eΦ+Λpi(∇V +∇W + VW
+W 2−)−
2
3
c2picF 2r
2eΦ+Λpi2 . (3.26)
6The O(κ−2) coefficient cF 2 = ηλ/κ
2 enters (3.26) only
together with a factor cpi or c
2
pi. We can therefore elimi-
nate the explicit presence of κ−2 factors in the action by
choosing, for instance, the following value of the coeffi-
cient cpi:
cpi ≡ κ2 . (3.27)
Then the prefactors in (3.26) are
cpicF 2 = ηλ , c
2
picF 2 = κ
2ηλ . (3.28)
The important point is that all the (first-order) equations
of motion derived from wLnewF 2 involve no factors κ
2 in
front of derivatives, and some factors κ2 in non-derivative
terms. For instance, the variation with respect to pi yields
the equation
∇V +∇W + VW +W 2− = cpip¯i = κ2pi . (3.29)
One ends up with a new Lagrangian (given by formulas
(3.6), (3.10), (3.12), (3.26), with (2.6)–(2.8)) as follows
wLTBG = wLR + wLF + wL
new
F 2
= 2
λ
1 + η
eΦ+Λ
d
dr
[
r(1 − e−2Λ)]
+
ηλ
1 + η
r2eΦ+Λ(4∇W − 2∇V + 4VW − 2W 2−)
+
4
3
ηλr2eΦ+Λpi(∇V +∇W + VW
+W 2−)−
2
3
ηλκ2r2eΦ+Λpi2 + tot. der. (3.30)
The important fact for our purpose is that this La-
grangian does not contain any inverse powers of κ, and
actually contains a κ2 factor only in the last algebraic
term
−2
3
ηλκ2r2eΦ+Λpi2 . (3.31)
As a consequence, the equations of motion obtained from
the new lagrangianL = LR+LF+L
new
F 2 contain no inverse
powers of κ. This explains the remarkable cancellations
we found at first and second perturbative orders in Ref.
[3]. Actually, it is because we had also found similar
cancellations at the third, fourth and fifth perturbative
orders when solving the equations of motion obtained
from the old lagrangian L = LR + LF + L
mod
F 2 that we
looked for such a simple explanation.
Note that when κ → 0, pi becomes a Lagrange mul-
tiplier, i.e. it appears linearly in the action and thus
enforces the constraint
∇V +∇W + VW +W 2− ≈ 0 when κ = 0 . (3.32)
However, pi enters other equations of motion (e.g. δL/δV
involves pi′), so that the Lagrange multiplier pi must be
kept.
The fact that the new Lagrangian contains κ2 instead
of κ−2 does not, by itself, automatically prove that there
exist a smooth limit of this model with κ→ 0. Indeed, let
us recall the (apparently) similar case of spherically sym-
metric solutions in massive gravity (see, e.g., the analy-
sis of Damour et al [12]). There one has a Lagrangian
which contains only the square m22 = κ
2 of the mass,
and κ2 appears only in factor of the algebraic mass term.
Nevertheless, the equations of motion imply several con-
straints whose solution necessitate to divide by κ2. This
introduces negative powers of κ in the solution and, as
recalled in the Introduction, renders the perturbative so-
lution invalid for distances r smaller than a certain scale
(Vainshtein radius). In the next section we are going to
show that this does not happen in our case. Namely,
we shall explicitly check that all the equations of motion
can be resolved with respect to the derivatives, without
introducing inverse powers of κ.
IV. EQUATIONS OF MOTION
We work (similarly to the previous paper [3], mod-
ulo the replacement pi → pi) with the set of variables
{F , L , V , Y , pi}, where
L ≡ eΛ , (4.1)
F ≡ Φ′ . (4.2)
Minkowski space with zero torsion is a solution of the
model under consideration. We call it the flat limit, and,
according to (2.9) and (2.12), our field variables take the
following values in the flat limit
L → 1 , F , V , Y , pi → 0 . (4.3)
Varying the Lagrangian (3.30) with respect to the five
independent variables {Λ ,Φ , V , W , pi} (it was more
convenient to vary with respect to W than to Y when
we derived equations of motion) yield five equations of
motion. Among these five equations, there is one alge-
braic equation
EΛ ≡ e−Φ δL
new
δΛ
= EΛ(L, F, V, Y , pi, κ
2) (4.4)
and four first-order differential equations (we multiply
each equation by e−Φ in order to get rid of the variable
Φ and to leave only F )
Epi ≡ e−Φ δL
new
δpi
= Epi(Y
′
, L, F, V, Y , pi, κ2) (4.5)
EV ≡ e−Φ δL
new
δV
= EV (pi
′, L, V, Y , pi) (4.6)
EW ≡ e−Φ δL
new
δW
= EW (pi
′, L, F, V, Y , pi) (4.7)
EΦ ≡ e−Φ δL
new
δΦ
= EΦ(pi
′, Y
′
, V ′, L′, L, V , Y , pi, κ2) .
(4.8)
We describe the material source by the following (perfect
fluid) macroscopic energy-momentum tensor,
T µν = [e(r) + P (r)] uµuν + P (r)gµν , (4.9)
7where uµ are the components of the 4-velocity. The com-
ponents of the energy-momentum tensor for static spher-
ically symmetric configurations are
T 00 = [e(r) + P (r)] e−2Φ − P (r)e−2Φ = e(r)e−2Φ
T rr = P (r)grr = P (r)e−2Λ
T θθ = P (r)gθθ =
P (r)
r2
. (4.10)
As in Ref. [3] we assume that the material source is not
macroscopically spin-polarized, so that we can set to zero
the direct source of the connection Aijµ. [As was shown
in previous work [25, 28], a notable feature of the model
we are considering is that the coupling to T µν suffices to
indirectly generate a macroscopic torsion.]
Using this material source, the field equations obtained
by varying the five field variables {Λ ,Φ , V , W , pi} read
as follows
Epi = −4
3
rηλ(κ2rL pi + V − rF V − LV − Y + 2LY
+rL V Y − rLY 2 − rY ′) ; (4.11)
EV = − 4rηλ
3(1 + η)
[
3rLV − 3rLY + 3(L− 1)
+(2pi + Lpi + rLpiV − rLpiY + rpi′)(1 + η)] ;
(4.12)
EW = −4
3
r2ηλpi′ − 4
3
rηλpi(rF + 2L+ rLV − 2rLY )
− 4rηλ
1 + η
(1 + rF − L− 2rLV + rLY )
−4
3
rηλpi ; (4.13)
EΛ =
1
(1 + η)L
(−2λ− 4rλF + 2λL2 + r2L2P + r2ηL2P )
−2
3
κ2r2ηλLpi2 − 1
1 + η
2rηλLV (4 + 3rV )
+
1
1 + η
4rηλL(1 + 2rV )Y − 1
1 + η
2r2ηλLY
2
−4
3
rηλLpi(−V + 2Y + rV Y − rY 2) ; (4.14)
EΦ = − 1
3(1 + η)L
(6λ− 6λL2 + 3r2eL2 + 3r2ηeL2
+2κ2r2ηλL2pi2 + 2κ2r2η2λL2pi2 + 24rηλL2V
+12rηλLpiV + 12rη2λLpiV − 4rηλL2piV
−4rη2λL2piV + 18r2ηλL2V 2 − 12rηλLY
−12rηλL2Y − 4rηλLpiY − 4rη2λLpiY
+8rηλL2piY + 8rη2λL2piY − 24r2ηλL2V Y
+4r2ηλL2piV Y + 4r2η2λL2piV Y + 6r2ηλL2Y
2
−4r2ηλL2piY 2 − 4r2η2λL2piY 2)
+
4rλL′
(1 + η)L2
− 4
3
r2ηλV pi′
− 4r
2ηλ
3(1 + η)
(3 + pi + ηpi)(V ′ − Y ′) . (4.15)
These five field equations must be supplemented by a
matter equation. The latter equation follows from the
radial conservation law ∇gµT µν = 0 (∇gµ is the covariant
derivative associated with the Levi-Civita connection),
which should be written for a spherically symmetric con-
figuration. Then the matter equation reads as follows
P ′ + (e + P )
dΦ
dr
= P ′ + (e + P )F = 0 . (4.16)
Let us simplify the system. We already mentioned that
the equation EΛ is algebraic. There is one more algebraic
equation in this system, namely, the linear combination
EV − EW . These two algebraic equations can then be
used to express F and L in terms of V , Y and pi. As the
equation (4.14) is quadratic in L, the expressions for L
and F contain square roots, and generally there are two
roots. We choose the root according to the requirement
that L should go to 1 in the flat limit, see (4.3). So we
can resolve these two algebraic equations to obtain
L = fL(V , Y , pi , P , η , λ , r , κ
2 ) (4.17)
F = fF (V , Y , pi , P , η , λ , r , κ
2 ) . (4.18)
The functions fL and fF are algebraic functions, and we
have checked that they are smooth in the limit κ → 0.
Differentiating (4.17) one obtains an equation
L′ = fL(V
′, Y
′
, pi′, V , Y , pi , P ′ , η , λ , r , κ2 )
(4.19)
relating L′, V ′, Y
′
and pi′ (each of them entering linearly),
with some algebraic function of L, V , Y and pi. The
function fL is also smooth in the limit κ→ 0.
The three remaining equations Epi, EV and EΦ are
differential equations containing pi′, V ′, Y
′
and L′. Two
of them, Epi and EV , can be easily solved with respect
to the derivatives of Y and pi:
rY
′
= κ2rLpi + (1− rF − L)V
+(2L− 1 + rLV )Y − rLY 2 (4.20)
r(1 + η)pi′ = 3(1− L)− (1 + η)(2 + L)pi
−rL(3 + pi + ηpi)(V − Y ) . (4.21)
They are obviously smooth in the limit κ→ 0.
Eq. (4.15) contains the derivatives pi′, V ′, Y
′
and L′,
all entering linearly. We can substitute in Eq. (4.15) the
expression (4.19) for L′. This yields a differential equa-
tion which is linear in pi′, V ′, Y
′
. This equation again
8has a smooth limit with κ→ 0. Finally, substituting Eqs.
(4.20) and (4.21), we obtain an equation for V ′, which
still has good behavior in κ→ 0. It reads as follows
CV ′V
′ + fV (L, F, V , Y , pi, P
′, P, e, κ2) = 0 . (4.22)
The function fV is smooth as κ→ 0. The coefficient CV ′
has the structure
CV ′ = CV ′0 + κ
2CV ′2 , (4.23)
and in the flat limit (4.3) it equals
CflatlimV ′ = −
48r3ηλ2
1 + η
. (4.24)
This means that Eq. (4.22) can be solved with respect
to the derivative V ′ without introducing any dangerous
denominators in the limit κ → 0 (at least in the weak
field domain, i.e. where the deviation from the flat limit
is small).
Thus we have shown that the system of five field equa-
tions, (4.17), (4.18), (4.20), (4.21), (4.22) (to be com-
pleted, in the matter, by Eq. (4.16)) can be replaced by a
system made of the two algebraic equations (4.17)–(4.18),
and of three first-order differential equations solved with
respect to the derivatives of the three remaining variables
(Y1, Y2, Y3) ≡ (V , Y , pi), say
Y ′a = fa(Yb, η , λ , r , κ
2) , (a = 1, 2, 3) . (4.25)
The right hand sides fa of these equations are analytic
(actually algebraic) in κ2, and regular as κ2 → 0. Here,
we have not indicated the dependence of the fa’s on the
matter variables e and P . We recall that to complete
the system, inside the star we need to augment it by the
matter equation
P ′ = −(e+ P )F (4.26)
(with F given by (4.18)), together with some equation of
state for the star,
e = e(P ) . (4.27)
In view of general theorems on ordinary differential equa-
tions smoothly dependending on parameters, this shows
that, given some initial conditions for Ya(r0, κ
2) (smooth
in κ2) at some radius r = r0, there will exist, in some
neighbourhood of r0, a solution Ya(r, κ
2), smooth in κ2.
By adapting the discussion in Section IX of [3], one
can actually take r0 = 0, and (given some equation of
state for the matter ) so define a smooth-in-κ2 solution
Ya(r, κ
2), depending on the choice of a unique datum, say
the value v1 of V
′ at the origin r = 0. As κ has the dimen-
sion of an inverse length (that we can take to be much
larger than the radius of the star), we physically expect
that the so-constructed solution will be well-defined in
the whole domain κr . 1. However, this does not prove
the global existence of a smooth-in-κ2, physically accept-
able solution because we would like to impose the bound-
ary condition that this solution tends to the flat limit at
infinite distances r → ∞. The existence of asymptot-
ically flat solutions was numerically proven in Ref. [3]
(by appropriately shooting the unique parameter v1) for
the original system of field equations (containing 1/κ2
factors). We leave to future work an investigation of nu-
merical solutions to our new, smooth-in-κ2, system. In
the next section, we will appeal to perturbative theory
to study the existence of globally regular, smooth-in-κ2,
solutions.
V. PERTURBATION THEORY
The system (4.17), (4.18), (4.20), (4.21), (4.22) is
rather complex. Let us, however, show how one can
solve it by successive approximations around the weak
field limit (4.3). Let us look for solutions of our system
in the form of a nonlinearity expansion
V =
∞∑
n=1
Vn , Y =
∞∑
n=1
Y n , F =
∞∑
n=1
Fn ,
pi =
∞∑
n=1
pin , L ≡ L− 1 =
∞∑
n=1
Ln , (5.1)
where V1, Y 1, F1, L1, pi1 will be the linearized solution
generated by the material source.
It is convenient to introduce the variables V m0 and
V mk defined as [3]
V m0 ≡ −3V + 2Y ,
V mk ≡ 2V − Y , (5.2)
or, in reverse
Y = 2Vm0 + 3Vmk ,
V = V m0 + 2Vmk . (5.3)
This decomposition will be used in each order of nonlin-
earity, for example, Y n = 2V
m0
n + 3V
mk
n .
Let us take the system
Epi(Y
′
, L, F, V, Y , pi) (5.4)
EV (pi
′, L, V, Y , pi) (5.5)
EΦ(pi
′, Y
′
, V ′, L
′
, L, V , Y , pi, e) (5.6)
EΛ(L, F, V, Y , pi, P ) (5.7)
[EV − EW ](L, F, V, Y , pi) . (5.8)
Let us make in these equations the change of variables
(5.3). After that, we separate in these equations the
terms which are linear in V m0, V mk, F , L and pi from
the nonlinear terms. Then, after some algebraic trans-
formations of the obtained system, we come to a system
of the form
V m0
′
+
2
r
Vm0
9=
e− 3P − rP ′
4λ
+Nm0 , (5.9)
Vmk
′ − κ
2
3
pi − 1
r
V mk − 2
r
V m0
= −e− 3P − rP
′
6λ
+Nmk , (5.10)
pi′ +
3
r
pi − 3Vmk = − 3
4λ
rP +Npi , (5.11)
F = V m0 − 2ηVmk + r(1 + η)P
2λ
+NF , (5.12)
L = rV m0 − rηV mk + r
2(1 + η)P
4λ
+NL .(5.13)
Here Npi, NF , NL, Nm0 and Nmk are nonlinear func-
tions of the variables Vm0, pi, V mk, L, F , and their
derivatives. [The Na’s are at least quadratic in V m0,
V mk, pi, L, F (or, equivalently V , Y , pi, L, F ) and their
derivatives.]
Taking the linear combination 3×(5.10)+r×[(5.11)/r]′
we obtain the following third-order differential system for
the two variables (V m0, pi)
Vm0
′
+
2
r
V m0 = Sm0 , (5.14)
pi′′ +
2
r
pi′ −
(
6
r2
+ κ2
)
pi = Spi , (5.15)
where the corresponding source terms (Sm0, Spi) read
Sm0 ≡ e − 3P − rP
′
4λ
+Nm0 , (5.16)
Spi ≡ 6
r
V m0 − 2e− 6P + rP
′
4λ
(5.17)
+r
(
Npi
r
)′
+ 3Nmk
=
6
r
V m0 − 2e− 6P + rP
′
4λ
+ N̂pi , (5.18)
and
N̂pi ≡ r
(
Npi
r
)′
+ 3Nmk .
Note that one needs to first obtain V m0 by solving Eq.
(5.14) so as to insert it in the source term Spi for pi.
After having determined Vm0, pi, one then successively
computes V mk, F and L by the equations
Vmk =
1
3
(
pi′ +
3
r
pi
)
+
rP
4λ
− 1
3
Npi , (5.19)
F = V m0 − 2ηVmk + r(1 + η)P
2λ
+NF , (5.20)
L = rV m0 − rηV mk + r
2(1 + η)P
4λ
+NL .(5.21)
The equations (5.14)–(5.21), together with the mate-
rial equation (4.26)–(4.27), can be solved by successive
iterations.
First, at the linear order, the system reads
V m01
′
+
2
r
V m01 = S
m0
1 ≡
e− 3P − rP ′
4λ
, (5.22)
pi1
′′ +
2
r
pi1
′ −
(
6
r2
+ κ2
)
pi1
= Spi1 ≡
6
r
V m01 −
2e− 6P + rP ′
4λ
, (5.23)
V mk1 =
1
3
(
pi1
′ +
3
r
pi1 +
3
4λ
rP
)
,
F1 = V
m0
1 − 2ηVmk1 +
r(1 + η)P
2λ
, (5.24)
L1 = rV
m0
1 − rηV mk1 +
r2(1 + η)P
4λ
. (5.25)
Here Spi1 and S
m0
1 in the linear order contain only the ma-
terial source (V m01 in S
pi
1 being itself determined in terms
of the material source by solving the first equation).
As a next step, one can consider the second order in
nonlinearity, i.e. including the quadratic terms. The
source terms in (5.14)–(5.21) will contain no material
sources4 but terms quadratic in field variables. In agree-
ment with the idea of iteration, we substitute in these
quadratic source terms the first-order solution. We
will denote the quantities generated by quadratic source
terms as Vm02 , pi2 etc, and they will satisfy the following
equations
V m0 ′2 +
2
r
V m02 = S
m0
2 ,
pi′′2 +
2
r
pi′2 −
(
6
r2
+ κ2
)
pi2 = S
pi
2 ,
V mk2 =
1
3
(
pi′2 +
3
r
pi2
)
− 1
3
Npi2 ,
F2 = V
m0
2 − 2ηVmk2 +NF2 ,
L2 = rV
m0
2 − rηV mk2 +NL2 ,
where Sm02 is quadratic in V
m0
1 , pi1, V
mk
1 etc.; S
pi
2 ≡
6
rV
m0
2 + N̂
pi
2 , while N
pi
2 , N̂
pi
2 , N
F
2 and N
L
2 are quadratic
functions in V m01 , V
mk
1 , pi1, F1 and L1. This iteration
process can be continued to higher orders.
Generally, given any sources Spi and Sm0 (regular at
the origin, and decaying sufficiently fast at radial infin-
ity), there is a unique solution of the equations (5.14)–
(5.15) which is correspondingly regular at the origin and
decaying at infinity (see the analog discussion in [3]). It
is obtained as follows. First, the origin-regular solution
of Eq. (5.14) is obtained by the simple integral
V m0(r) =
1
r2
∫ r
0
rˆ2Sm0(rˆ)drˆ . (5.26)
4 For conceptual simplicity, we assume here that the material con-
tributions which depend on the pressure P are incorporated in
the first-order solution, though, as will be discussed, P is a
second-order quantity.
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Then we substitute this result in the source term of Eq.
(5.15). The solution of the latter equation is then ob-
tained by a Green’s function technique:
pi(r) =
∫ ∞
0
rˆ2Gκ(r, rˆ)S
pi(rˆ)drˆ , (5.27)
where the Green’s function Gκ(r, rˆ) is constructed using
two homogeneous solutions, X>(r) and X<(r), of the pi
equation in the following way
Gκ(r, rˆ) ≡ 1W [X>(r)X<(rˆ)θ(r − rˆ)
+X<(r)X>(rˆ)θ(rˆ − r)] . (5.28)
Here W is the conserved Wronskian of these two homo-
geneous solutions
W ≡ r2 (X ′>(r)X<(r) −X>(r)X ′<(r)) . (5.29)
The choice of homogeneous solutions is uniquely fixed by
the boundary conditions at r = 0 and r → ∞ that we
want the inhomogeneous solution (5.27) to satisfy. The
function X<(r) need to be chosen so as to be regular at
the origin, while X>(r) should be chosen so as to decay
as r→∞. In addition, it is convenient to normalize our
homogeneous solution such that their Wronskian is equal
to 1, W = 1.
The homogeneous solutions of the equation (5.15) are
given by linear combinations of the spherical Bessel func-
tions, j−3(ikr) and y−3(ikr) (where i
2 = −1). The
unique combinations satisfying our required boundary
conditions are the following.
The outer homogeneous X>(r) reads
X>(r) = κ
3 [i j−3(iκr)− y−3(iκr)]
= −e−κr 3 + 3κr + κ
2r2
r3
. (5.30)
It decays exponentially in the domain κr ≫ 1, as one can
see from (5.30). Note thatX>(r) has a singular powerlaw
behavior in the domain κr ≪ 1:
X>(r) = − 3
r3
+O
(
κ2
r
)
(κr ≪ 1) . (5.31)
The inner homogeneous X<(r) is
X<(r) = − 1
κ2
y−3(iκr)
= −3 cosh(κr)
κ4r2
+ sinh(κr)
3 + κ2r2
κ5r3
.(5.32)
It is regular at the origin and admits the following form
in the domain κr ≪ 1
X<(r) =
r2
15
+O(κ2r4) (κr ≪ 1) . (5.33)
In the domain κr ≫ 1 it grows exponentially
X<(r) ∼ e
κr
2κ3r
(
1− 3
κr
+
3
(κr)2
)
(κr ≫ 1) . (5.34)
Note that both X>(r) and X<(r) have finite limits
when κ → 0 at fixed r, which means that they have a
finite massless limit in the whole domain κr ≪ 1 for
small κ.
To proceed with the construction of solutions, let us
consider in detail the first order of perturbation theory.
VI. LINEAR ORDER
At the linear order we have the system (5.22) - (5.25).
After solving that system, we will compute V1 and Y 1 by
means of
Y 1 = 2V
m0
1 + 3V
mk
1 , (6.1)
V1 = V
m0
1 + 2V
mk
1 . (6.2)
Let us construct the complete solution in the linear
order. The solution for Vm0 we know from our previous
paper [3]. It reads
V m01 =
m1(r)
r2
+ V m0P , (6.3)
where
m1(r) ≡ 4piG0
∫ r
0
rˆ2e(rˆ)drˆ =
1
4λ
∫ r
0
rˆ2e(rˆ)drˆ (6.4)
and V m0P is a pressure contribution which will be dis-
cussed later in this section, and which we do not write
explicitly at this stage of the calculation (because it is
actually of the second order).
The solution for pi1 is constructed using the Green’s
function discussed above. It reads, when considering the
interior solution r < RS (where RS denotes the radius of
the star)
pi
(r<RS)
1 = −2X>(r)
∫ r
0
X<(rˆ)dm1(rˆ)
−2X<(r)
∫ RS
r
X>(rˆ)dm1(rˆ)
+6X>(r)
∫ r
0
X<(rˆ)
m1(rˆ)
rˆ
drˆ
+6X<(r)
∫ RS
r
X>(rˆ)
m1(rˆ)
rˆ
drˆ
−6m1e−κRS 1 + κRS
R3S
X<(r) + pi
(r<RS)
P .
(6.5)
Here, and in the following, we use the notation m1 to
denote m1(RS), i.e., G0M , where
M ≡ 4pi
∫ RS
0
rˆ2e(rˆ)drˆ
is the total mass-energy of the star.
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In the exterior of the star, the solution for pi1 reads
pi
(r>RS)
1 = −2X>(r)
∫ RS
0
X<(rˆ)dm1(rˆ)
+6X>(r)
∫ RS
0
X<(rˆ)
m1(rˆ)
rˆ
drˆ
+6m1X>(r)
[
κrˆ cosh(κrˆ)− sinh(κrˆ)
κ5rˆ3
] ∣∣∣∣r
RS
−6m1e−κr 1 + κr
r3
X<(r) + pi
(r>RS)
P . (6.6)
Here pi
(r<RS)
P , pi
(r>RS)
P are pressure contributions which
will be discussed below. The last expression (without
the pressure term) can be rewritten in a more convenient
manner, namely
pi
(r>RS)
1 = C0(κ,RS)X>(r) −
6m1
κ2r3
(6.7)
with
C0(κ,RS) ≡ −2
∫ RS
0
X<(rˆ)dm1(rˆ)
+6
∫ RS
0
X<(rˆ)
m1(rˆ)
rˆ
drˆ
−6m1κRS cosh(κRS)− sinh(κRS)
κ5R3S
= −2
∫ RS
0
X<(rˆ)dm1(rˆ) + 6
∫ RS
0
X<(rˆ)
m1(rˆ)
rˆ
drˆ
−2m1
κ2
F(κRS) , (6.8)
where the form factor F(z) was introduced in our previ-
ous paper [3] and reads
F(z) ≡ 3 {z cosh z − sinh z} /z3 . (6.9)
To clarify the structure of C0, let us introduce the func-
tion C(κ,RS) as follows
C0 ≡ −2m1
κ2
− 3C(κ,RS) . (6.10)
Then C(κ,RS) reads, according to Eqs. (6.8) and (6.9),
−3C = −2
∫ RS
0
X<(rˆ)dm1(rˆ)
+6
∫ RS
0
X<(rˆ)
m1(rˆ)
rˆ
drˆ
−2m1R2SF(κRS) , (6.11)
where we introduced a new form factor:
F(zS) ≡ 3(zS cosh zS − sinh zS)− z
3
S
z5S
. (6.12)
Let us consider the case where κ≪ R−1S (as appropriate
when studying the κ → 0 limit). Since the integration
variable rˆ takes its values in the interval 0 ≤ rˆ ≤ RS ,
we can consider the series expansion of (6.11) in powers
of κ (using κ ≪ m−1 which follows from κ ≪ R−1S as
we are considering a weakly self-gravitating star). The
important remark is that, in spite of the apparent 1/z5S
singular denominator in zS = κRS → 0, the form factor
F(zS) is regular as zS = κRS → 0, namely
F(zS) = 1
10
+O(z2S) . (6.13)
Thus, C(κ,RS) is finite in the limit κRS ≪ 1.
Let us now show that, in turn, this finiteness of
C(κ,RS) in the κ→ 0 limit, implies that pi (r>RS)1 has a
finite limit as κ → 0, because of a cancellation between
the O(κ−2) terms present both in C0 and in the − 6m1κ2r3
contribution to pi
(r>RS)
1 , in Eq. (6.7). Indeed, Eq. (6.7)
can be rewritten as follows
pi
(r>RS)
1 = −3CX>(r) + piadd
= 3C
3 + 3κr + κ2r2
r3
e−κr + piadd .(6.14)
Here
piadd ≡ 2m1
κ2
3 + 3κr + κ2r2
r3
e−κr − 6m1
κ2r3
=
2m1
r
Fpi(κr) , (6.15)
where we defined
Fpi(z) ≡ 3 + 3z + z
2
z2
e−z − 3
z2
, (6.16)
Fpi(z) = −1
2
+O(z2) (z ≪ 1) . (6.17)
Therefore, though the expression (6.15) for piadd contains
some explicit κ−2 factors, piadd is actually regular in the
κ→ 0 limit, so that we have
piadd = −m1
r
+O(m1rκ
2) .
The function Fpi(z) (where z = κr) is finite everywhere
including z → 0 (corresponding to κ→ 0), and decays as
z →∞ (i.e. r →∞). In the domain r ≫ κ−1 one has
piadd(r) ≈ −6m1
r
1
κ2r2
≪ m1
r
. (6.18)
Therefore, though there remains an explicit factor κ−2
in the large-r expression of piadd(r), this factor does not
imply any growing behavior in the κ → 0 limit, because
this factor only appears in the domain r ≫ κ−1, so that
one still gets the κ-independent bound piadd(r) ≪ mr for
piadd(r). In that sense the κ → 0 limits of both piadd(r)
and pi(r) are finite.
Finally, from (5.25) one can compute V mk1
Vmk1 =
1
3
(
pi1
′ +
3
r
pi1
12
=
C0(κ,RS)κ
2
3
e−κr
1 + κr
r2
= −
(
2m1
3
+ C(κ,RS)κ
2
)
e−κr
1 + κr
r2
.
(6.19)
We recall that when writing the structure (6.19) we
omitted pressure contributions V m0P and piP in (6.3) and
(6.5), (6.6). Let us now consider the corrections to the
exterior solution coming from taking into account these
pressure terms.
First, let us consider the equation (5.22). There we can
incorporate pressure terms defining a corrected value of
e(r), namely
eˆ(r) ≡ e(r)− 3P (r)− rP ′(r) , (6.20)
e(r) = eˆ(r) + 3P (r) + rP ′(r) . (6.21)
Then the exterior solution with pressure terms taken into
account will have the same form as (6.3) but with a cor-
rected mass
V m01 (r) =
m1(r)
r2
+ V m0P (r) =
m1(r) + δPm(r)
r2
(6.22)
where
δPm(r) ≡ 1
4λ
∫ r
0
rˆ2[−3P (rˆ)− rˆP ′(rˆ)]drˆ . (6.23)
Let us look at the equation for pi1 (5.23). It rewrites in
the following form
pi1
′′ +
2
r
pi1
′ −
(
6
r2
+ κ2
)
=
6
r
V m01 (eˆ)−
2eˆ
4λ
− 3rP
′
4λ
.
(6.24)
This is the same equation as the Eq. (5.23) with P ≡ 0,
except for the last term
−3rP
′
4λ
which gives an additional source term. Let us consider
the equation with only this additional source term
pi1
′′ +
2
r
pi1
′ −
(
6
r2
+ κ2
)
= −3rP
′
4λ
. (6.25)
This source term is localized, thus an exterior solution of
(6.25) will be given by a homogeneous solution. Indeed,
using the Green’s function, we can write
pi
(r>RS)
P (r) =
∫ ∞
0
rˆ2Gκ(r, rˆ)
(
−3rˆP
′(rˆ)
4λ
)
drˆ
=
∫ ∞
0
rˆ2 [X>(r)X<(rˆ)θ(r − rˆ)
+X<(r)X>(rˆ)θ(rˆ − r)]
(
−3rˆP
′(rˆ)
4λ
)
drˆ
= − 3
4λ
X>(r)
∫ RS
0
rˆ3P ′(rˆ)X<(rˆ)drˆ (6.26)
= constX>(r) .
Thus the correction to pi1 coming from the pressure
terms will just modify the constant C0 in (6.7). More
precisely, since (6.26) is finite in the limit κ → 0 with
fixed r, only C (6.11) will be modified.
As a conclusion, taking P -terms into account in (5.22)–
(5.25) will modify the exterior solution only by modifying
the values of the parametersm1 and C. In addition, these
P -modifications are actually of the next order in the per-
turbation (i.e. in nonlinearity) expansion (in comparison
with the first order in the energy density e).
Indeed, let us consider e(r) as a primary source of all
the field variables. Then defining a bookkeeping param-
eter ε counting the order in the weak-field expantion, we
can write e = εe1, and then it defines the order of expan-
sion for all the variables: F = εF1+O(ε
2) etc., including
P (r). The latter is related to e(r) by the matter equation
(4.26). This gives
P ′ = −(e+ P )F
= −(εe1 + P )(εF1 +O(ε2)) . (6.27)
Taking into account the fact that P (r) vanishes at the
surface of the star we conclude that the pressure P is
second-order in ε: P = P2ε
2+O(ε3). This means that the
contributions linked P -source term in the linearized field
equations actually contribute to the second order of our
perturbation theory. More precisely, the P -corrections in
the exterior solution only bring second-order corrections
to the first-order parameters m1 and C. For this reason,
in the discussion of the next sections, we will set P to
zero for simplicity.
Let us also briefly discuss the P -corrections to the in-
terior solution. The interior corrections V m0P and piP are
as follows
V m0P =
δPm(r)
r2
,
pi
(r<RS)
P = −
3
4λ
X>(r)
∫ r
0
rˆ3P ′(rˆ)X<(rˆ)drˆ
− 3
4λ
X<(r)
∫ RS
r
rˆ3P ′(rˆ)X>(rˆ)drˆ
+pi
(r<RS)
1 (δPm(r)) ,
where pi
(r<RS)
1 (δPm(r)) is the expression (6.5) without
pi
(r<RS)
P and with m1(r) replaced by δPm(r).
It can be easily seen that the solution found in the
previous paper [3] has indeed the same structure as (6.19)
(i.e. the constant in the solution for V mk1 has form− 2m3 −
κ2C(κ,RS), see there the Eqs. (7.28) – (7.32)). Finally,
let us mention that, for the constant-density case, e(r) =
const, the solution (6.8), (6.19) coincides with the linear
constant-density solution found in [3].
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VII. STRUCTURE OF THE ALL-ORDER
PERTURBATIVE EXTERIOR SOLUTION IN
THE MASSLESS CASE κ = 0
In this section we will prove that, in the massless limit
κ = 0, one can perturbatively construct (to all nonlinear-
ity orders) a regular complete solution (5.1) which decays
(in a power-law manner) at r → ∞. We will prove that
this solution is well-defined everywhere. The fact that
one can construct such a solution by using the κ → 0
limit of the unique Green’s function Gκ(r, r
′) incorporat-
ing the physically required boundary conditions (both at
r = 0 and at r =∞) suggests that the all-order solution
(5.1) in the κ 6= 0 case can also be constructed and that it
satisfies the required boundary conditions, and has also
a smooth limit when κ→ 0.
The system (5.14)–(5.21), prepared for nonlinear it-
eration of second order and higher, reads for κ = 0 as
follows
V m0
′
+
2
r
V m0 = Nm0κ=0 , (7.1)
pi′′ +
2
r
pi′ − 6
r2
pi =
6
r
Vm0 + N̂piκ=0 , (7.2)
V mk =
1
3
(
pi′ +
3
r
pi
)
− 1
3
Npiκ=0 , (7.3)
F = V m0 − 2ηVmk +NFκ=0 , (7.4)
L = rV m0 − rηV mk +NLκ=0 , (7.5)
where Nm0κ=0, N̂
pi
κ=0 etc are the functions N
m0, N̂pi etc
from (5.16)–(5.21) where one takes κ = 0.
The homogeneous solutions for the case of κ = 0 are
(see (5.31) and (5.33))
X>(r) = − 3
r3
(7.6)
and
X<(r) =
r2
15
. (7.7)
At this stage it is convenient to work with dimension-
less variables and with equations in dimensionless form.
We recall that, in our treatment, the variables V , Y ,
V m0, V mk and F have dimension r−1, while the variables
L and pi are dimensionless. Let us define corresponding
dimensionless variables
Z(m0) ≡ V m0r , Z(mk) ≡ V mkr , Z(Y ) ≡ Y r , Z(V ) ≡ V r ,
Z(F ) ≡ rF , Z(L) ≡ L , Z(pi) ≡ pi . (7.8)
Using the linear solution in the form (6.3), (6.14)–(6.15)
and (6.19), and the relations (5.24), (5.25) (putting in
the latter ones P = 0) we can compute the linear solution
in the limit κ = 0. The exterior solution, presented in
dimensionless form, looks as follows
Z(m0)1 =
m1
r
, Z(mk)1 = −
2m1
3r
,
Z(V )1 = −
m1
3r
, Z(Y )1 = 0 , Z(L)1 =
m1(3 + 2η)
3r
,
Z(F )1 =
m1(3 + 4η)
3r
, Z(pi)1 =
9C
r3
− m1
r
.
(7.9)
As one can see, the first-order solution is polynomial in
1/r and generally can be presented in the form of
Z(i)1 = a(i)1
m1
r
+ a(i)2
C
r3
, (i = m0,mk, V, Y , L, F, pi) ,
(7.10)
where a(i)1, a(i)2 are some numerical coefficients depend-
ing on η. Then it means that for derivatives we have the
same structure, namely
rZ ′(i)1 = b(i)1
m1
r
+ b(i)2
C
r3
, (7.11)
with other coefficients b(i)1, b(i)2 (actually, b(i)1 = −a(i)1
and b(i)2 = −3a(i)2). To avoid explicitly introducing co-
efficients of the type of a(i)1, a(i)2 and b(i)1, b(i)2, it will
be henceforth convenient to use the special notation “&”
introduced by Penrose (as cited in Ref. [29] page 1822).
The notation “&” means “and a term of the form”. Us-
ing this notation, we can rewrite the last two statements
in the simplified form
Z(i)1 ∼
m1
r
&
C
r3
,
rZ ′(i)1 ∼
m1
r
&
C
r3
. (7.12)
Now let us consider the initial system of equations
(4.11)-(4.15) setting κ = 0 everywhere. It is easy to check
that each equation in the system (4.11)-(4.15), written in
the dimensionless variables (7.8), takes the following di-
mensionless form
rZ ′(i) + cijZ(j) = aijkZ(j)Z(k) + bijklZ(j)Z(k)Z(l)
+ terms of the type dij...mZ(j)Z(k)...Z(m) ( ≤ 6th degree)
+eijkrZ
′
(j)Z(k) + fijklrZ
′
(j)Z(k)Z(l) ,
(7.13)
where i = {Y , V, F, L , pi}. Now, if we consider, as we
discussed in Sec. V, this system in successive nonlinear
iterations, for each approximation order n, it will look as
follows
rZ ′(i)n + cijZ(j)n =
∑
n1+n2=n
aijkZ(j)n1Z(k)n2
+
∑
n1+n2+n3=n
bijklZ(j)n1Z(k)n2Z(l)n3
+ terms of the type∑
n1+n2+..+nt=n
dij...mZ(j)n1Z(k)n2 ...Z(m)nt ( t ≤ 6 )
+
∑
n1+n2=n
eijkrZ
′
(j)n1
Z(k)n2
14
+
∑
n1+n2+n3=n
fijklrZ
′
(j)n1
Z(k)n2Z(l)n3 .
(7.14)
Let us first consider the second order of expansion in
nonlinearity. At the second order we will have a system
of the type
rZ ′(i)2 + cijZ(j)2 = aijkZ(j)1Z(k)1
+eijk(rZ
′
(j)1)Z(k)1 . (7.15)
Taking into account (7.12) we conclude that the right
hand side of Eq. (7.15) reads
rZ ′(i)2 + cijZ(j)2 ∼
(
m1
r
&
C
r3
)
×
(
m1
r
&
C
r3
)
∼
(m1
r
)2
&
m1
r
C
r3
&
(
C
r3
)2
. (7.16)
A decaying solution of a system of equations of the type
(7.16), with a right-hand side being a polynomial inm1/r
and C/r3, is given by polynomials in m1/r and C/r
3 of
the same power as on the right-hand side. In other words,
Z(i)2 ∼
(m1
r
)2
&
m1
r
C
r3
&
(
C
r3
)2
(7.17)
which means more explicitly
Z(i)2 = vi
(m1
r
)2
+ vi
m1
r
C
r3
+ vi
(
C
r3
)2
(7.18)
with some numerical coefficients vi, vi, vi.
Indeed, solving the system (7.1)–(7.5) outside the
source in the second order in nonlinearity, we obtain the
following explicit exterior solution
Z(m0)2 = −
2m1
3r
(1 + η)
(
−m1
r
+
9C
r3
)
Z(mk)2 = −
m1
2r
(1 + η)
(
m1
r
− 8C
r3
)
Z(V )2 =
2m1
3r
(1 + η)
(
−m1
2r
+
3C
r3
)
Z(Y )2 = −
1
6
(1 + η)
(m1
r
)2
Z(pi)2 =
3m1C(3η + 4)
r4
− m
2
1(14 + 15η)
6r2
Z(F )2 = −
4m1Cη(1 + η)
r4
+
m21
9r2
(18 + 44η + 25η2)
Z(L)2 =
m1Cη(1 + η)
r4
+
m21
18r2
(27 + 44η + 19η2) .
Since all the Z(i)2 are polynomial in m1/r and C/r
3, we
can write for them the same relation as (7.12):
rZ ′(i)2 =
(m1
r
)2
&
m1
r
C
r3
&
(
C
r3
)2
. (7.19)
Note that the above (decaying) inhomogeneous solu-
tions are uniquely determined modulo the addition of
O(ε2) homogeneous solutions of the linearized (first-
order) equations. The latter additions can be simply
absorbed by making some renormalizations of the param-
eters m1 and C entering the first-order solution (which
were defined as first-order variables) of the type εm1 →
εm1+ε
2m2, εC → εC+ε2C2. Therefore, when describing
the structure of the general exterior solution it is suffi-
cient to construct at each order of nonlinearity expansion
a (decaying) inhomogeneous solution of the type of Z(i)2
above, with the understanding that the basic parameters
m1 and C entering the first-order solution might absorb
renormalization corrections of all higher orders.
Then, continuing in the same way, we can write equa-
tions (7.14) for n = 3:
rZ ′(i)3 + cijZ(j)3 = aijkZ(j)1Z(k)2 + bijklZ(j)1Z(k)1Z(l)1
+eijkrZ
′
(j)1Z(k)2 + eijkrZ
′
(j)2Z(k)1
+fijklrZ
′
(j)1Z(k)1Z(l)1 .
(7.20)
The right-hand side of (7.20), taking into account (7.17)
and (7.19), will have the following form(
m1
r
&
C
r3
)
×
(
m1
r
&
C
r3
)
×
(
m1
r
&
C
r3
)
(7.21)
The solution of (7.20) will then look as
Z(i)3 ∼
(
m1
r
&
C
r3
)
×
(
m1
r
&
C
r3
)
×
(
m1
r
&
C
r3
)
∼
(m1
r
)3
&
(m1
r
)2(C
r3
)
&
(m1
r
)(C
r3
)2
&
(
C
r3
)3
.
(7.22)
modulo some logarithms that will be discussed later.
In the higher orders of perturbation theory we will
have, by induction, a nonlinearity expansion Z(i) =∑n=∞
n=1 Z(i)n with a n
th order that we can symbolically
write as
Z(i)n ∼
(
m1
r
&
C
r3
)n
, (7.23)
where it understood that (X&Y )n denotes a homo-
geneous polynomial of order n in X and Y , i.e.
Xn&Xn−1Y& · · ·&Y n.
In the reasonings used in the derivation of the formula
(7.23) we did not take into account the presence of log-
arithmic terms log r. Such terms appear each time the
source term of the equation for Z(i)n contains the power
of 1/r which matches a (decaying) homogeneous solution
of this equation.
Let us look at these logarithmic terms more precisely.
We write down the two differential equations (7.1) and
(7.2) in dimensionless form and for n ≥ 3. They read as
follows
r2V m0n
′
+ 2rV m0n
15
= Nm0n κ=0r
2 ≡ σm0n , (7.24)
r2pin
′′ + 2rpin
′ − 6pin
= 6rV m0n + r
2N̂pin κ=0 ≡ σpin . (7.25)
Since Eqs. (7.24), (7.25) can be derived from the system
(4.11)-(4.15) written in the form (7.13), the right-hand
sides of (7.24), (7.25) have the form
σm0n ∼ σpin ∼
(
m1
r
&
C
r3
)n
.
So Eqs. (7.24)–(7.25) read
r2Vm0n
′
+ 2rV m0n ∼
∑
s
1
rs
, (7.26)
r2pin
′′ + 2rpin
′ − 6pin ∼
∑
p
1
rp
, s, p > 0 .(7.27)
Logarithms will enter in the solution of Eq. (7.27)
when p = −2 or p = 3. The first case (p = −2) never
occurs because we constructed a decaying solution. The
second case (p = 3) is realized in the third order in per-
turbation theory because of the term
m31
r3
.
Indeed, the source term for pi3 is
σpi3 =
2m31(1 + η)(37 + 59η)
9r3
+
m21C(234 + 383η + 163η
2)
r5
+
162m1C
2(1 + η)2
r7
.
(7.28)
Concerning Eq. (7.26), logarithms could only appear
there for s = 1, which is impossible because the non-
linearity order n > 1.
To further clarify the situation with logarithms, let us
consider the equation for pi in the nth order of pertur-
bation theory and try to construct a solution using the
Green’s function G0(r, r
′) = limκ→0Gκ(r, r
′) . Accord-
ing to Eqs. (5.28), (5.29) and (7.25) we can write the
following exterior solution for pin
pi(r>RS)n = X>(r)
∫ RS
0
X<(rˆ)σ
pi
n (rˆ)drˆ
+X>(r)
∫ r
RS
X<(rˆ)σ
pi
n (rˆ)drˆ
+X<(r)
∫ ∞
r
X>(rˆ)σ
pi
n (rˆ)drˆ
= −1
5
1
r3
∫ RS
0
rˆ2σpin (rˆ)drˆ (7.29)
−1
5
1
r3
∫ r
RS
rˆ2σpin (rˆ)drˆ (7.30)
−1
5
r2
∫ ∞
r
1
rˆ3
σpin (rˆ)drˆ . (7.31)
When
σpi (r>RS)n ∼
1
r3
the integral (7.30) gives
1
r3
∫ r
RS
rˆ2σpin (rˆ)drˆ ∝
1
r3
log
r
RS
. (7.32)
The other terms do not generate logarithms. The term
(7.29) generates a O(1/r3) contribution in the exterior.
And one easily checks that the source terms σ
pi (r>RS)
n ∼
r−p with p 6= 3 generate corresponding exterior solutions
through the integrals (7.30) and (7.31) which are again
∼ r−p. Moreover, the infinite-range integral (7.31) is
always convergent.
So, a logarithm appears at third order,
pi
(r>RS)
3 ∼
m1C
2
r7
&
m21C
r5
&
m31
r3
(1& log
r
RS
) , (7.33)
where (in view of the integral (7.30)) it is natural to
take RS as the scale appearing in the logarithm. Once
appeared, this logarithm will cause the appearance of
logarithms in the next orders in all the variables. For
example, the fourth-order source in equation (7.25) will
contain a term of the type
σpi4 = ... +
(
m1
r
&
C
r3
)[
m1C
2
r7
&
m21C
r5
&
m31
r3
(
1& log
r
RS
)]
.
The corresponding solution will have the same structure
pi4 = ... +
(
m1
r
&
C
r3
)[
m1C
2
r7
&
m21C
r5
&
m31
r3
(
1& log
r
RS
)]
.
It is, indeed, important to note that, beyond the third or-
der of nonlinearity, the source terms will all decay strictly
faster than 1/r3 (modulo logarithmic factors), so that
the power of the logarithm appearing in the source term
will remain the same in the corresponding solution. The
only way the power of the logarithm will increase is then
through nonlinear combinations of the previously gener-
ated log(r/RS)/r
p contributions.
For instance, σ(i) 6 will contain, among other terms,
also pi3pi3 which will give rise to a log
2(r/RS) factor.
This squared logarithm will remain so until one reaches
the ninth iteration level where σ(i) 9 will contain pi
3
3, and
therefore Z(i) 9 will involve a log
3(r/RS) factor, etc.
We can summarize this structure by writing that, in its
dimensionless form (7.8), the all-order exterior solution
for κ = 0 has the following form
Z(i) =
∑
n
[
m3
r3
log
r
RS
&
(
m
r
&
C
r3
)3][n3 ](
m
r
&
C
r3
)n−3[n3 ]
,
(7.34)
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where
[
n
3
]
denotes the integer part of n/3. In addition,
we have denoted m ≡ m1+ δm1 and C ≡ C + δC, where
δm1 and δC are some renormalizations of the first-order
parameters m1 and C (as discussed above).
VIII. SOLUTION IN THE REGION κr ≫ 1
Up to now we have focussed on the structure of the
exterior solution in the region κr≪ 1 (when considering
a very small κ). The structure we found is expected to
be physically accurate as long as κr . 1. Let us now dis-
cuss the expected structure of the exterior solution in the
complementary region κr & 1, mathematically described
by considering the limit κr≫ 1. We have already shown
in our previous paper [3] that torsion components are
exponentially decaying ∼ e−κr/rn. This fact, together
with the form of the linear solution (6.14)–(6.15), and
the form of the second-order solution computed in our
previous paper (see [3] Eq. (8.9)–(8.18)), suggests that
the solution of our field equations in the domain κr ≫ 1
has the following approximate form:
Zκr≫1(i) = Z
powerlaw
(i) +
∑
p≥1,n
C(i)np
e−pκr
rn
, (8.1)
were C(i)np are some coefficients which are regular as κ→
0. Furthermore, the exponential series in (8.1) starts as
the first-order solution we found in Sec. VI: for instance,
according to (6.19),
C(mk)01 = κC(mk)11 = −
(
2m1
3
+ Cκ2
)
.
Let us clarify the structure of the power-law contri-
bution Zpowerlaw(i) in the above expression. To this end,
let us recall the vacuum (Tij = 0) vierbein field equa-
tion taken from Eq. (3.2) in Ref. [30]. There, that field
equation was general, and was also written for a more
general model than the torsion bigravity one. When re-
stricting to the torsion bigravity model, and considering
a symmetric Fij (as appropriate to our static spherically
symmetric case), this equation reads Gij = 0 where
Gij ≡cF
(
Fij − 1
2
ηijF
)
+ cR
(
Rij − 1
2
ηijR
)
+ cF 2
[
FkiFkj + FklFkilj − 2
3
F Fij
−1
2
ηij
(
FklFkl − 1
3
F 2
)]
= 0 . (8.2)
At large distances κr ≫ 1, where the torsion vanishes,
we have Fijkl = Rijkl, and Fij = Rij so that Eq. (8.2)
takes the following form
(cR + cF )
(
Rij − 1
2
ηijR
)
+
ηλ
κ2
[
RkiRkj +RklRkilj − 2
3
RRij
−1
2
ηij
(
RklRkl − 1
3
R2
)]
= 0 . (8.3)
Here, we used the shorthand notation that frame indices
contracted by the Minkowski metric are all formally writ-
ten as covariant indices.
As the Riemannian curvature tensor Rijkl is, by as-
sumption, decaying with 1/r, the terms quadratic in Rij ,
or bilinear in Rij andRijkl are decaying at large distances
in a faster way than the linear-in-Ricci term on the first
line. This is easily seen to imply that the only r-decaying
solution of Eq. (8.3) is Rij = 0. By Birkhoff theorem
the only spherically symmetric (zero torsion) solution of
Rij = 0 is the Schwarzshild metric. Thus, we conclude
that the power-law contribution in (8.1) is described by
a Schwarzschild solution
LS ≡ eΛS = 1√
1− 2mSr
(8.4)
LS ≡ eΛS − 1 = 1√
1− 2mSr
− 1 (8.5)
FS ≡ Φ′S =
mS
r2(1− 2mSr )
(8.6)
VS =
FS
LS
=
mS
r2
√
1− 2mSr
(8.7)
WS = −
√
1− 2mSr
r
, (8.8)
where
ds2 = −e2ΦSdt2 + e2ΛSdr2 + r2 (dθ2 + sin2 θ dφ2)
is a Schwarzschild metric (of massmS), and the functions
VS and WS are determined from the condition Kijk =
0 (see Eq. (2.12)). In the dimensionless form Z(i) the
expressions (8.5)–(8.8) read
ZSchw
(L)
=
1√
1− 2mSr
− 1 (8.9)
ZSchw(F ) =
mS
r(1 − 2mSr )
(8.10)
ZSchw(V ) =
ZSchw(F )
1 + ZSchw
(L)
=
mS
r
√
1− 2mSr
(8.11)
ZSchw
(Y )
=
3mS − r
r
√
1− 2mSr
+ 1 , (8.12)
where ZSchw(i) are defined by (7.8). Then, according
to Eq. (3.29), piS (the value of pi corresponding to a
Schwarzschild solution) reads
piS = Z
Schw
(pi) = −
6mS
κ2r3
(8.13)
(compare to (6.7)). The factor κ2 in the denominator
of Eq. (8.13) is not jeopardizing for the small κ limit,
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because we are now considering the κr ≫ 1 region, so
that
piS = −6mS
κ2r3
= −6mS
r
1
κ2r2
≪ mS
r
.
Finally, the solution at large distances has the following
form
Zκr≫1(i) = Z
Schw
(i) +
∑
p≥1,n
C(i)np
e−pκr
rn
(8.14)
with ZSchw(i) given by (8.9)–(8.13) and C(i)np regular as
κ → 0. Let us note in passing that one can easily set
up a formal perturbation formalism for computing the
exponentially decaying piece in Eq. (8.14). Indeed, in
the region κr & 1 one can describe the looked-for solu-
tion as a perturbation (in torsion bigravity theory) of
a zero-torsion Schwarzschild solution (which is an ex-
act background solution of torsion bigravity). The first
steps for studying torsion-bigravity perturbation theory
around general Einstein backgrounds were set up in Refs.
[28, 31].
Above we have described in some detail the structure of
solutions of torsion bigravity (in the small-mass regime)
in the two different regions κRS < κr . 1 and κr & 1 by
means of two different expansions, see Eqs. (7.34) and
(8.14). The use of the general perturbation theory set up
in Sec. V above yields, in principle, a way to explicitly
describe the solution in the full domain 0 ≤ κr <∞. As
we have used in the construction of Eq. (7.34) the κ→ 0
limit of the general Green’s function Gκ(r, r
′) used in
our general perturbation theory, and found that it led to
constructing a physically meaningful solution, we expect
that the so-constructed general expansion would interpo-
late between the expansions Eqs. (7.34) and (8.14), valid
in the two limiting regions κRS < κr ≪ 1 and κr≫ 1.
IX. CONCLUSIONS
Working within a static spherically symmetric ansatz,
we provided detailed evidence that there exists a regular
finite massless limit, κ = m2 → 0, in torsion bigravity,
i.e. that, contrary to all previously studied (nonlinear
Fierz-Pauli-type) models, there appear no inverse powers
of the mass κ = m2 of the massive spin-2 excitation when
solving the theory by a weak-field perturbation theory. In
other words, there appear no Vainshteinlike scale limiting
the domain of validity of perturbation theory. This makes
torsion bigravity dramatically different from the standard
theories of massive gravity and bigravity.
The root of this basic difference is that torsion bigrav-
ity is a completely new type of theory in which the mas-
sive spin-2 excitation has a geometric origin, and is con-
tained in the torsion of an independent affine connection,
rather than in a second metric tensor (as in bimetric grav-
ity). Taking into account the fact that, in our previous
work [3], we have found that the number of degrees of
freedom (within a static spherically symmetric ansatz)
in this theory is the same as in ghost-free bigravity, it is
clear that torsion bigravity deserves further study.
In the previous work [3] we discussed the phenomenol-
ogy of torsion bigravity based on the result of second-
order perturbation theory, assuming that the latter one
gives a sufficiently accurate description of the deviations
from GR. Indeed, we had left open the possibility that
some Vainshteinlike scale, appearing at the cubic order
of perturbation theory, would limit the validity of per-
turbation theory, and would invalidate any phenomeno-
logical conclusion drawn from second-order perturbative
solutions. As we have found here the absence (at all per-
turbative orders) of any Vainshteinlike scale limiting the
validity of perturbation theory, we can trust the conclu-
sions reached in our previous work. In [3] we derived
(in the regime where κ−1 is much larger that the length
scales that are being experimentally probed) a strong
phenomenological constraint on the parameter η (the ra-
tio of the massive and the massless couplings to matter,
see (2.7)), namely
η . 10−5 . (9.1)
The reason for such a strong limit is that the vDVZ dis-
continuity is present in torsion bigravity. As we have now
proven that there are no Vainshteinlike radius, and there-
fore no possible Vainshtein screening, it is necessary, in
view of the very accurate confirmation of GR on large
scales, to constrain the strength of the coupling to mat-
ter of the massive spin-2 perturbation excitation. Note,
in this respect, that the limit (9.1) can be weakened if we
would be considering the case of smaller ranges κ−1 for
the massive excitation.
Even when considering large ranges κ−1, the limit (9.1)
does not necessarily mean that the theory always behaves
very close to GR. In particular, though the Schwarzschild
(and Kerr) black holes are exact solutions of torsion bi-
gravity, there might exist black holes endowed with tor-
sion hair in torsion bigravity. We leave this interesting
issue to future study.
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