ABSTRACT Blur kernel (BK) estimation is the crucial technique to guarantee the success of blind image deblurring. In this paper, we propose a multi-regularization-constrained method to estimate an accurate BK from a single motion-blurred image. First, in order to generate sharp and reliable intermediate latent results, we propose a model which combines the spatial scale, L 0 norm, and the dark channel prior. Second, in order to preserve the continuity and the sparsity, and to remove the flaw in the BK, a dual-constrained regularization model, which combines the L 0 -regularized intensity prior and the L 2 -regularized gradient prior, is proposed for accurate BK estimation. The proposed model can not only preserve the continuity and the sparsity of the BK very well but also can remove the flaw thoroughly. Finally, we propose an efficient optimization strategy which can solve the proposed model efficiently. Extensive experiments compared with the state-of-the-art methods demonstrate that our method estimates more accurate BKs and obtains higher quality deblurring images in terms of both subjective vision and quantitative metrics.
I. INTRODUCTION
Single-image blind deblurring is a long-standing and challenging inverse problem which aims to estimate a highquality clear image u and blur kernel (BK) k from its blurry-noisy version f . For the in-plane camera translation motion, the blur process is modeled with the convolution operation:
where n and * denote the additive Gaussian noise and the 2D convolution operator, respectively. Blind image deblurring involves two stages: 1) BK estimation, and 2) non-blind image restoration. Among which, accurate BK estimation is the key technique to guarantee the success of blind image deblurring. Therefore, in this paper, we focus on the accurate BK estimation technique.
The maximum a posterior (MAP)-based regularization strategy is one of the most popular BK estimation strategies. You and Kaveh [1] proposed a variational framework to estimate BK. Chan and Wong [2] used the total variation (TV) prior to constrain the BK and the image respectively, and adopted a fixed point (FP) algorithm to solve the proposed model. Molina et al. [3] adopted a variational method to approximate the posterior probabilities of the BK and the image respectively. Although these methods have certain deblurring effect, all of them can only handle small-size BKs. In 2011, Levin et al. [4] showed that traditional MAP-based (TMAP-based) regularization methods [1] - [3] likely fail to yield the desired results since they mostly favors no-blur explanations, especially in the medium or large blur cases.
Recently, with the introduction of some novel techniques, significant progress has been made in MAP-based blind motion deblurring. The success of MAP-based approaches largely owes to salient edges selection. Shan et al. [5] and Almeida and Almeida [6] both used a time-varying regularization. At the beginning of their methods, both of they used a strong regularization to select strong edges, and then gradually decreased the strength of the regularization in iterations. Li et al. [7] proposed a TV-model-based blind deconvolution algorithm by employing a split Bregman iteration. Krishnan et al. [8] proposed a normalized sparsity prior which favors original clear images over blurred images. Xu et al. [9] proposed a sound L 0 -regularized gradient prior which selected the salient edges implicitly. Ma et al. [10] also adopted a family of sparse image priors to select salient structures for BK estimation. Zuo et al. [11] used a learn-based time-varying L p norm and regularization method to select salient edges adaptively. Pan et al. [12] proposed a dark channel prior (DCP) for blind image deblurring. The proposed method used the sparsity of the dark channel, which could help BK estimation [12] . Pan et al. [13] proposed an L 0 -regularized prior based on intensity and gradient for salient and high contrast edges selection. Cho and Lee [14] proposed a prediction step to select strong edges for BK estimation. Pan et al. [15] proposed a TV-denoising-based model to adaptive select salient edges. And the selected edges are used for BK estimation. Some researches pointed out that if the scale of the edge is smaller than that of the BK, these edges (small-scale edges) would damage BK estimation [16] , [17] . Therefore, Xu and Jia [16] proposed a gradient-based criterion to select the large-scale edges (whose scale is larger than that of the BK) for BK estimation. Wang et al. [17] proposed an extrema-based decomposition method to select large-scale edges.
From above discussions we can see that the success of recent MAP-based methods largely owes to two crucial aspects: 1) salient edges selection, which selects salient edges for guiding BKs estimation in the right direction.
2) The design of the regularization term of the BK: the L p -norm (0 < p ≤ 2) constraint on the BK intensities, which can preserve the sparsity of the motion BK.
For the first aspect, as previously mentioned, small-scale edges damage BK estimation. This is because if the scale of the edge is smaller than that of the BK, the height of the edge will be reduced by the blur, i.e., the information of the edge will be destroyed seriously after blur. However, most methods select salient edges according to the height of the edge (the magnitudes) rather than the spatial scale [5] - [15] , therefore the selected salient edges would contain some pernicious small-scale edges (e.g. highcontrast narrow edges). Although some methods also proposed some scale-based edges select algorithms for largescale edges selection, these algorithms are independent of optimization process [16] , [17] . For the second aspect, although most methods consider the sparsity of the BK, a single L p -norm constraint only on the intensity of the BK cannot ensure the continuity of the BK, and sometimes will induce flawed BK estimations (e.g. the noise and the trailing). So, these methods cannot estimate an accurate BK.
To address this problem, in this paper, we propose a multiregularization-constrained method for accurate BK estimation. This paper is a substantial extension of our pioneer works [23] , [24] . First, compared with [23] and [24] , for the BK regularization constraint, a dual-constrained regularization model is proposed to improve the BK estimation performance. Second, compared with [23] , instead of using the shock filter, we combine the L 0 norm, the spatial scale (SS), and the DCP to suppress the impact of the blur and generate sharp and reliable intermediate latent results. In addition, more analyses and discussions are presented. The contributions of our work are as follows:
• We propose a novel salient edges selection method.
By combining the SS, L 0 norm, and the DCP, the proposed method can implicitly select sharp salient edges according to spatial scale but not the magnitude. Furthermore, the proposed method introduces the spatial scale information of image edges directly into optimization process. Therefore, the proposed method can accurately exclude pernicious small-scale edges and generate sharp and reliable intermediate latent results, i.e. sharp largescale edges, which ensure accurate BK estimation.
• A novel dual-constrained regularization model is proposed for BK regularization constraint: L 0 -regularized intensity prior and L 2 -regularized gradient prior. The proposed model can not only preserve the continuity and the sparsity of the BK very well, but also can remove the flaw thoroughly.
• We propose an efficient solver to solve the proposed model efficiently.
II. THE PROPOSED MULTI-REGULARIZATION-CONSTRAINED METHOD
In order to select the large-scale edges accurately, and preserve the continuity and the sparsity of the BK very well, and remove the flaw, we propose a novel multi-regularizationconstrained BK estimation method.
A. THE PROPOSED SPATIAL-SCALE-BASED MODEL
The proposed spatial-scale-based model is based on the relative total variation (RTV) model in [18] :
where N (p) is an image patch, whose center is at pixel p,
, ∇ h u and ∇ v u represent the first-order differences of u in the horizontal and vertical directions respectively. denotes the summation taken over all pixels, ε is a small positive number. Equation (2) is similar to the RTV model in [18] , but without the weighting function. A small r implies that the width of the edge is larger than that of the N (p). On the contrary, a large r implies that the width of the edge is smaller than that of the N (p). The reason is that when the width of the edge is larger than that of the N (p), this edge in N (p) contributes more similardirection gradients than the edge whose width is smaller than that of the N (p). Therefore, it is natural to think of that if the size of the N (p) is equal to or slightly larger than that of the BK, small-scale edges can be accurately removed by minimizing (2), even though their amplitudes are large.
However, unfortunately, equation (2) tends to favor blurry images over clear images. To understand this, consider a natural image in Fig. 1(a) that was blurred by a motion BK on the upper right corner of Fig. 1(a) . We evaluate the scores of equation (3) with varying α (The size of the N (p) is equal to that of the motion BK):
From Fig. 1(c) we can see that the scores of the blurry image are always lower than those of the clear image. In other words, equation (3) always favors the blurry image when α > 0. So, although equation (2) can remove small-scale edges accurately, it cannot be applied into image deblurring directly.
So, in order to generate sharp and reliable large-scale edges, we propose a novel spatial-scale-based salient edges selection method, which combines the SS and L 0 norm:
where · 0 denotes the L 0 norm:
is the counting operator, outputting the number of q that satisfies |(∇ h u) (q)| = 0. The interpretation of the R (u) is that combining the spatial scale and L 0 norm, we only counts the amount of non-zero gradients. Although blur increases both the amount of non-zero gradients in
, crucially the ration of the two will be increased by blur. Therefore, the proposed model (4) will favor sharp images over blurry images.
Therefore, in this paper, the proposed multi-regularizationconstrained model is:
where · 2 denotes the L 2 norm, · 1 denotes the L 1 norm. 
The DCP is mainly used to describe the minimum value in an image patch [12] . Our model (5) consists of 4 terms. The first term is the fidelity term, i.e., the restored image should be consistent with the observation with respect to the estimated degradation model. The second term is the proposed spatial-scale-based regularization term. As we have discussed before, the regularization term R (u) can remove pernicious small-scale edges and extract the large-scale edges accurately, which guides BKs estimation in the right direction. The third term is the DCP. From equation (5) we can see that the DCP is the minimum values in an image patch. And From equation (1) we can see that the blur process (the 2D convolution operator in equation (1)) can be regarded as the sum of a locally weighted linear combination of the clear image. Therefore, the weighted sum of pixel values in a local neighborhood is larger than the minimum pixel value in the neighborhood, i.e., blur increases the values of the dark pixels. So, the dark channel of blurred images is less sparse than that of the clear image. The change in the sparsity of the dark channel is an inherent property of the blur process, therefore, by minimizing D (u) 1 , our model will favor the clear images over the blurred images [12] . So, by combining R (u) with D (u) 1 , our model will generate sharp large-scale edges, which will further ensure accurate BK estimation. The fourth term is the regularization term for BK k. In the following, we will discuss R (k) in detail.
B. THE DUAL-CONSTRAINED REGULARIZATION MODEL FOR BK
The regularization term design is another crucial technique to guarantee accurate BK estimation. For a motion blurred image, the BK has two essential characteristics: 1) sparsity in the spatial support domain, and 2) the continuity of its support. However, most state-of-the-art methods only use a single L p -norm constraint on the intensity of the BK [5] - [16] . Although these regularization terms can preserve the sparsity of the motion BKs, they cannot ensure the continuity of the BKs, and sometimes will induce flawed BK estimations (e.g. the noise and the trailing). Therefore, in this paper, we propose a dual-constrained regularization model, which can preserve the continuity and the sparsity of the BK simultaneously, and remove the flaw:
where λ kc and λ ks denote the continuity parameter and the sparsity parameter, respectively. From (6) we can see that, the L 2 norm constraint on BK gradients implies that the discontinuities of the BK are sparse, thus ensures the continuity of the BK. However, if only using ∇k 2 2 , the resulting BK will contain some flaw (e.g. noise). Therefore, we use L 0 norm constraint on BK intensities, i.e. k 0 , to remove these flaw and preserve the sparsity of the BK in the meantime. It should be noted that although k 0 maybe make the estimated BK tend to be the delta kernel (trivial case), we found that the combination of the ∇k 2 2 and the k 0 can complement each other, so that the estimated BK can have the sparsity and continuity simultaneously, and be robust to the flaw. Therefore, the proposed model (6) is good for the motion BK estimation. We will prove it in Section 4.
III. SOLVING THE PROPOSED MODEL
To solve the proposed model (5) efficiently, we adopt an alternating optimization strategy by alternating estimation u and k.
A. SOLVING SUBPROBLEM U
For the subproblem u, we fix k, then the solution of u can be obtained by solving:
Obviously, model (7) is non-convex, which involves a discrete counting metric. The difficulty in solving Eq. (7) is how to minimize R (u). In this section, we propose an efficient optimization strategy which can solve model (7) efficiently. Based on a decomposition tactic [18] , our strategy first decomposes R (u), than adopt a half quadratic splitting algorithm to expand the decomposed terms and update them iteratively. We first decompose the horizontal direction measure of R (u):
By re-organizing the terms and grouping elements that contain |(∇ h u) (q)|, we can obtain:
where w h (q) is:
where N 1 is a window whose entries are all 1. And the size of N 1 is equal to that of N (p). The division in (10) is elementwise. Similarly, the vertical direction measure of R (u) can be expressed as:
where w v (q) is:
Then, the proposed model (7) can be transformed into (13): (13) where W h and W v are matrices, whose entries are w h (q) and w v (q) respectively.
• denotes element-wise multiplication. Next, similar to [12] and [19] , we use a half quadratic splitting algorithm to solve (13) . We first introduce three auxiliary variables b h , b v , and b d , and add three extra constraints (14):
where β 1 and β 2 are the penalty parameters. Equation (14) can be efficiently solved by alternatively minimizing u, b h , b v , and b d :
• Fixing b h , b v , and b d , the solution of the u can be obtained by solving:
where
Obviously, the solution of (15) can be obtained by using the Fast Fourier Transform:
where F (·) and F 1 (·) denote the fast Fourier transform and inverse fast Fourier transform, respectively. F (·) is the complex conjugate operator. And
denotes the vector form of b d . M is a matrix that maps an image to its dark channel. The matrix M is determined by the index between an image and its corresponding dark channel [12] . And M T is the transpose of M. Let z = arg min
M is:
• Fixing u and b d , the solutions of b h and b v can be obtained by solving:
Equation (18) is a pixel-wise minimization problem, the solutions of b h and b v thus can be obtained based on [19] :
• Fixing b h , b v , and u, the solution of the b d can be obtained by solving:
The solution of b d can be derived according to the shrinkage formula: 
where β 3 is the penalty parameter. Equation (23) can be efficiently solved by alternatively minimizing k and b k :
• Fixing b k , the solution of the k can be obtained by solving:
Similar to (15) , the solution of (24) can be obtained by using the Fast Fourier Transform:
• Fixing k, the solution of the b k can be obtained by solving:
Similar to (18) , the solution of (26) can be obtained:
where D ⊂ R 2 is the domain where the BK is defined. Based on the above analysis, our multi-regularization-constrained method can be summarized in Algorithm 1. 
IV. EXPERIMENT RESULTS
In our experiments, the pixels values of all images are normalized between 0 and 1. All experiments are performed by running MATLAB code on a Laptop with an Intel Core i7 processor and 8 GB memory. For parameters λ ks , λ kc , λ u , and λ d , the values are empirically decided by trial and error. The results and zoomed in regions using [8] . (d) The results and zoomed in regions using [12] . (e) The results and zoomed in regions using [13] . (f) The results and zoomed in regions using [16] . (g) The results and zoomed in regions using our method but R k = k In all the experiments, we empirically set λ ks = 2e − 3, λ kc = 10, and the initial value of λ u : λ 0 u = 5e − 5, the initial value of λ d :
A. THE EFFECTIVENESS OF THE PROPOSED METHOD
In this subsection, we use a real blurred image ( Fig. 2(a) ) to verify the effectiveness of the proposed method. It should be noted that we can only obtain the estimated BK k from Algorithm 1. Therefore we use the estimated BK k and a non-blind image restoration method in [13] to get the final deblurred image. Fig. 2(b) shows the final deblurred image and the estimated BK using model (5) but without R (u). Fig. 2(c) shows the final deblurred image and the estimated BK using model (5) but without D (u) 1 . Fig. 2(d) shows the final deblurred image and the estimated BK using model (5) but without k 0 . Fig. 2(e) shows the final deblurred image and the estimated BK using model (5) but without ∇k 2 2 . Fig. 2(f) shows the final deblurred image and the estimated BK using model (5) . The main conclusion drawn from Fig. 2 is that the proposed all regularization terms play important roles in estimating of an accurate BK and recovering of a high quality image. From Fig. 2(b) we can see that without the removal of pernicious small-scale edges, we cannot estimate a reasonable BK, and the final deblurred image has little deblurring effect and contains obvious flaw. In contrast, without D (u) 1 , the estimated BK contains obvious discontinuities, and the final deblurred image contains obvious ringing artifacts (Fig. 2(c) ). Fig. 2(b) , Fig. 2(c) and Fig. 2(f) prove the effectiveness of the combination of R (u) and D (u) 1 . From Fig. 2(d) we can see Initialize u using the down-sampled coarsest resolution level of f : f coarsest . Initialize k using the method in [5] . Set the initial value of the parameters λ u : (10) and (12), respectively. repeat Solve for b d using (21) .
Solve for b h and b v using (19) . Solve for u using (16) . that without k 0 , although ∇k 2 2 can preserve the continuity of the BK, it also brings obvious noise. And the final deblurred image presents over-sharpening. In contrast, if only using k 0 , the estimated BK tends to be the delta kernel, and the final deblurred image has little deblurring effect (Fig. 2(e) ). Fig. 2(d), Fig. 2(e) and Fig. 2(f) prove that the combination of the ∇k 2 2 and the k 0 can not only preserve the continuity and the sparsity of the BK very well, but also can remove the flaw.
B. EXPERIMENTS ON SYNTHETIC BLURRED IMAGES
In this section, we use three different datasets: the dataset of Levin et al. [4] , the dataset of Köhler et al. [20] , and the dataset of Sun et al. [21] . And each image is blurred by the BKs shown in Fig. 3 . We compare our method with four state-of-the-art blind motion deblurring methods: Krishnan et al. [8] , Pan et al. [12] , Pan et al. [13] , and Xu and Jia [16] . Because our method mainly focuses on BKs estimation, for fairness, in the final image restoration stage, we use a same non-blind image restoration method for all the methods. We use the non-blind image restoration method in [13] for dataset [4] and dataset [20] , and the nonblind image restoration method [22] for dataset [21] . All the parameters values of methods [8] , [12] , [13] , [16] are set according to [8] , [12] , [13] , and [16] , respectively.
Due to the extensive experiments, for synthetic blurred images, we use a Köhler's dataset image and BK4 (Fig. 3(d) ) [20] .
to demonstrate the superiority of our method in terms of subjective vision. From Fig. 4 we can see that, the BKs estimated by methods [8] , [12] , [13] , [16] contain various flaws: the discontinuity for methods [8] , [16] (Figs. 4(c) and 4(f) ), and the trailing flaw for methods [12] , [13] , [16] (Figs. 4(d) , 4(e) and 4(f)). Because of inaccurate BK estimation results, the final deblurred images by methods [8] , [12] , [13] , [16] suffer from more or less ringing artifacts. By contrast, our method can estimate the most accurate BK (can not only preserve the sparsity and the continuity of the BK very well, but also can remove the flaw thoroughly. Fig 4(h) ). Because of accurate BK estimation, our method can obtain the highest quality restoration images (can not only remove the ringing artifacts effectively, but also can preserve image edges and details very well. Shown in Fig. 4(h) ), which is the closest image to the ground truth image (Fig. 4(a) ). In addition, Figs. 4(g) and 4(h) prove, once again, the conclusion of Section II-B.
Shown in
Next, we use four objective numerical measurements: deconvolution error ratio (DER), peak signal-to-noise ratio (PSNR), self-similarity measure (SSIM) and and sum of squared differences error (SSDE) to evaluate the performance of our method, quantitatively:
where, u gt , u est_res , and u tur_res denote the ground truth image, the final deblurred image using the estimated BK, and the deblurred image using the ground truth BK, respectively. k gt and k est denote the ground truth BK and the estimated BK, respectively. The results and zoomed in regions by [8] . (c) The results and zoomed in regions by [12] . (d) The results and zoomed in regions by [13] . (e) The results and zoomed in regions by [16] . (f) The results and zoomed in regions by our method.
Figs. 5(a), 5(b), and 5(c) plot the cumulative histogram of DERs (ratio between deconvolution error with the estimated BK and deconvolution error with the ground truth BK) of each method for the datasets of [4] , [21] , and [22] , respectively. The number 2 on the abscissa counts the percentage of test cases achieving DER below 2. As indicated in [4] , error ratios above 2 are visually implausible. As shown in Fig. 5 , our method produces good restoration results for all the datasets and significantly outperforms the other methods. Then, the mean PSNR and mean SSIM of each method for each BK on three different datasets are listed in Table 1,  Table 2, and Table 3 , respectively. From Tables 1-3 we can see that, in most of the cases, our method can attain the highest mean PSNR and mean SSIM values among all blind motion deblurring methods. Finally, the mean SSDE of each method for each BK on all 704 synthetic blurred images is listed in Table 4 . From Table 4 We can see that, in most of the cases, our method can attain the lowest mean SSDE.
C. EXPERIMENTS ON REAL BLURRED IMAGES
With the exception of the synthetic blurred images, we also use the real blurred images to further demonstrate the effectiveness of our method. Fig. 6(a) shows a real blurred image contained some saturated pixels. The size of the image is 492 × 434, and the size of the BK is 65 × 65. As Fig. 6(b) shows, the BK estimated by Krishnan et al. [8] tends to be the delta kernel, and the final resulting image does not have any deblurring effect. The continuity of the BKs estimated by methods [12] , [13] , [16] is not preserved, and the final deblurred images thus suffer from obvious ringing artifacts The results and the marked region by [8] . (c) The results and the marked region by [12] . (d) The results and the marked region by [13] . (e) The results and the marked region by [16] . (f) The results and the marked region by our method.
(Figs. 6(c), 6(d) and 6(e)). By contrast, because of sharp and reliable large-scale edges selection and the dual-constrained regularization model, our method can estimate the most accurate BK (preserving the sparsity and the continuity of the BK very well, and without any flaw. Shown in Fig. 6(f) ), and obtain a higher quality deblurred image (sharper edges, more details, and less ringing artifacts). In addition, from Fig. 6(a) we can see that, the saturated pixels in Fig. 6(a) provide the information of the BK: the trajectory of the relative motion. Obviously, the BK estimated by our method is the closest BK to the information that the saturated pixels provided. Fig. 7 shows a challenging example: not only severe motion blur, but also rich details. The size of the blurred image is 728×470, and the size of the BK is 95×95. As shown in Fig. 7(b) , method [8] cannot estimate a reasonable BK, and thus the final resulting image is distorted. The BKs estimated by methods [13] , [16] contain obvious noise. The final deblurred image of method [13] presents over-sharpening ( Fig. 7(d) ). And the final deblurred image of method [16] suffers from white shadow artifacts (the area marked by a red rectangle in Fig. 7(e) ) and over-sharpening. Although method [12] can estimate a reasonable BK, the final deblurred The results and the zoomed in regions by [8] . (c) The results and the zoomed in regions by [12] . (d) The results and the zoomed in regions by [13] . (e) The results and the zoomed in regions by [16] . (f) The results and the zoomed in regions by our method.
image of method [12] also suffers from white shadow artifacts (the area marked by a red rectangle in Fig. 7(c) ). As Fig 7(f) shows, for BK estimation, our method can not only effectively remove the noise, but also can preserve the sparsity and the continuity of the BK very well. For the final deblurred image, our method can greatly reduce the shadow artifacts, and obtain the highest quality restoration image. The results and the zoomed in regions by [8] . (c) The results and the zoomed in regions by [12] . (d) The results and the zoomed in regions by [13] . (e) The results and the zoomed in regions by [16] . (f) The results and the zoomed in regions by our method. [8] , [13] , [16] contain obvious noise/discontinuities, and the final deblurred images contain obvious ringing artifacts. The method [12] and our method generate the similar BK estimation results: can not only suppress the noise efficiently, but also can preserve the continuity of the BK very well. In addition, for the final deblurred image, the quality of method [12] is also similar to that of our method: less ringing artifacts and sharper edges and details (Figs. 8(c) and 8(f) ). Fig. 9 (a) shows a real blurred image captured in lowillumination scene. The size of the image is 629 × 570, and the size of the BK is 65 × 65. As Fig. 9(b) shows, the BK estimated by Krishnan et al. [8] tends to be the delta kernel, and the final resulting image does not have any deblurring effect. As Fig. 9(e) shows, the BK estimated by Xu and Jia [16] fails to convergence, and the final result-VOLUME 7, 2019 TABLE 5. The computational times of methods [8] , [12, [13] , [16] and our method for BK estimation in Figs. 6-9. ing image has obvious distortion. As Figs. 9(c) and 9(d) show, although the continuity of the BKs estimated by methods [12] , [13] is preserved, these BKs are still inaccurate. Therefore, the final deblurred images contain a certain degree of trailing flaw in saturated regions (looking at the taillight and the light reflecting region above the plate number). As Fig. 9(f) shows, our method can estimate the most accurate BK (the same as Fig. 6(f) , the BK estimated by our method is the closest BK to the information that the saturated pixels provided), and obtain a higher quality deblurred image (removing the trailing flaw in the saturated regions and without the loss of the sharpness). Figs. 6-9 demonstrate that, for the real blurred images, our method still can achieve good results. Table 5 shows the computational times of methods [8] , [12] , [13] , [16] and our method for BK estimation in Figs. 6-9. From Table 5 we can see that compared with methods [13] , [16] , because of the computations of W h , W v and M T , our method needs more time than the methods [13] , [16] . However, our method is quicker than the methods [8] , [12] .
V. CONCLUSION
In this paper, we propose a multi-regularization-constrained method to estimate an accurate BK from a single motion blurred image. First, by combining SS, L 0 norm, and DCP, our method can generate sharp and reliable large-scale edges, which ensure accurate BK estimation. Then, in order to preserve the continuity and the sparsity, and remove the flaw in the BK, a dual-constrained regularization model, which combines the L 0 -regularized intensity prior and the L 2 -regularized gradient prior, is proposed for BK refinement. Finally, we propose an efficient optimization strategy which can solve the proposed model efficiently.
Extensive experiments compared with state-of-the-art methods demonstrate that our method estimates more accurate BKs and obtains higher quality deblurring images in terms of both subjective vision and quantitative metrics (DER, PSNR, SSIM, and SSDE). Next, how to extend our method to video deblurring will be our future work. 
