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ABSTRACT 
Given a regular --h ermitian form on a finite-dimensional vector space V over a 
commutative field K of characteristic z 2 such that the norm on K is sujective onto 
the fKed field of - (this is true whenever K is finite). Call an element u of the unitary 
group a symmetry if f3 ’ = 1 and the negative space of u is l-dimensional. If P is 
unitary and det P E (1, - l), we prove that v is a product of symmetries (with a few 
exceptions when K = GF 9 and dim V = 2) and we find the minimal number of 
factors in such a product. 0 Elsevier Science Inc., 1997 
1. INTRODUCTION, BASIC ASSUMPTIONS 
Let V be a finite-dimensional vector space over the commutative field K 
of characteristic distinct from 2, and let - be an involutory automorphism 
+ id of K. Then K is a quadratic extension field over the fured field F of -. 
Let f : V X V c+ K be a regular hermitian form. Then f(u + v, w) = 
f(u,v) +f(v,w), f(w,v> =f(v,w), and f<av,w> = Lyf(v,w) for all 
u,v,wEVand ~EK. 
The unitary group U(V,f> := {m E GL(V) lf(vm, wa) =f(v, w> for all 
v, w E V) contains the subgroup U’(V,f) := {r E U(V,f> I det r E ( fl}}. 
The group generated by all involutions in U(V,f) is contained in U’(V,f). 
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A vector v E V is called anisotropic if f(v, v) # 0, else isotropic. A subspace 
U of V is called totally isotropic if f(u, u) = 0 for every u E 0. Then 
f(u, v) = 0 for all u, v E V. 
For a linear mapping 7r : V + V let F(r) := (v E V I VT = v) = 
ker(7r - 1) denote the fixed space and B(r) := V(r - 1) the path (Bahn) 
of V. Then dim F(T) + dim B(r) = dim V. We call rr a simple mapping if 
I?(r) is a hyperplane, i.e. dim B(w) = 1. Then F(v) is the axis and B(r) is 
the center of the automorphism (collineation) induced by r in the projective 
space over V. 
Let S denote the set of involutory simple mappings in U(V,f), i.e. 
S := (a E U(V, f) 1 dim B(a) = 1 and u2 = 1). The elements [T of S are 
called symmetries. As with every involution in U(V, f), one has a decomposi- 
tion V = B(a)@F(a), and B(a) = F_,(a) is the negative space of o; 
in particular, B(a) and F(a) are regular subspaces. Every regular l- 
dimensional subspace (a) of V admits a unique symmetry a(,, , also written 
a,, such that B(o) = (a); it is given by the formula 
.f(vd 
a,,, : v c, v - 2 -a. 
_fh a) 
The group generated by S is also the group generated by all involutions in 
U(V,f). The symmetries are precisely the simple mappings I+ E U(V,f) 
with the property det u = -1. We want to describe the elements of the 
group generated by S; and if n is an element of that group, i.e. m is a 
product of symmetries, then we want to find the minimal number l(r) of 
symmetries needed in such a product. The number l(r) is called the length 
of P. 
For arbitrary fields both problems seem to be unsolved. The case of 
K = C is studied in [I]. Our research is inspired by Ellers’s article [2], which 
gives an answer when K is finite and I Fl > 3. We want to find general and 
simple arguments which apply to arbitrary fields; further, we want to fill some 
rather obvious flaws and gaps (e.g., the definition of “exceptional transforma- 
tions” in [2] is not quite appropriate). 
Our article provides an answer to the above questions when the norm 
function1: K + F, A e AA is surjective (and char K # 2). This condition is 
fulfilled whenever u(F) < 2 holds true for the u-invariant u(F) of the field 
F. By definition, u(F) is the maximal number k E N such that a k- 
dimensional anisotropic F-vector-space exists, or else u(F) = 03. In particular 
we include all finite fields K (with char K z 2). Sections 8 to 12 are devoted 
to the awkward and interesting case IF1 = 3. Results are Theorems 2.3 (when 
IFI > 3) and 8.2 (when 1~1 = 3). 
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2. IFI > 3; RESULTS 
We need some concepts in order to formulate our results. 
DEFINITION 2.1. A (unitary) transvection r is a simple mapping in 
U(V, f> such that B(r) c F(r); i.e., the minimum polynomial mip(r) of T is 
(x - 1j2. We call - 7 a negative transvection. 
Transvections are precisely the simple unitary mappings r with det T = 1. 
Let r E U(V, f>. We write r = 40 $ if one has a decomposition V = 
U@W into 7r-modules such that rru = C$ and m’w = $ (subscripts denote 
restrictions). For r E U(V,f) and /.L E K let F,(r) := ker(rr - p>. If p # 1 
then F,(r) Q B(r). 
DEFIN~ON 2.2. Let 7r E U’(V,f). Call 7r a long element if m has one 
of the properties (H) or (T) or (N); othenvise r is called short: 
(H) r Z 1 and r I Bc?rj is a CL-homothety where /.L E K \ { +l); 
CT) rr f 1 and B(r) < F(m); 
(N) dimB(r)/F_,(P) = 1 and B(?r) r7 F(r) = (01. 
Then r has one of the following forms. 
(H) V = U@X where mu =p*lu forsome /~~EK\{fl}and~,= 
1, (i.e., r induces on U a homothety # f 1). 
(T) V = Ui@ ... @U&X w ere h k > 1, dim Uj = 2 and rru, is a 
transvection and mx = 1, [so B(r) is totally isotropic]. 
(N) V= U@W@X h w ere dim U = 2, rc is a negative transvection, 
rw = -1, and mx = 1,. 
A further type closely related to (N) will occur, but it is not needed to 
formulate our results: 
(N*) dim B(r)/F_l(r) = 1 and B(r) n F(r) f (01 Z F_,(r). 
We can give a less abstract description: 
(N*) V = U@W@X, h w ere dim U = 2, ru is a transvection, dim W 
> 1,7rw = -1, and rrx = 1,. 
THEOREM 2.3. Let JY(K) = F, IFI > 3, 7r E U(V,f) and m := 
dim B(r). Then r is a proaLt of symmetries. 
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(a> Suppose that r is short. Then 
I@) = m if detn= (-l)n, 
m+ 1 if detm# (-l)m. 
(b> Suppose that 7~ is long. Then 
(m+l if rhas5pe(H)anddetr+(-l)“, 
m+2 if 7rhustype(H)anddetvr=(-l)“, 
l(a) = ( m + 2 if mha.stype(T) and(-l)m = 1, 
m + 3 if T has type (T) and (-1)” # 1, 
\rn + 2 if T has type (N) . 
3. BASIC OBSERVATIONS; WALL’S FORM 
LEMMA 3.1. 
(a) Zf p E K, a E V is anisotropic, and a7f = pa for some 7r E U(V, f>, 
then pji = 1. 
(b> Let 7.r E u(v,f> an ~EKsuchthat~~=1.ThenV(~-~.)‘= d 
kel(v - p). In particular, B(T)’ = F’(r) and V(r + 1)’ = F_,(r). 
LEMMA 3.2. Let r and a, be linear mappings of V such that IT = 
. . . a,. Then B(m) < B((T~) + **. -t- B(u,). Zf additionally each ui is 
%ple it follows that dim B(r) < k, and equality holds if and only if 
B(r) = B(q) @ .** @ B(q). 
LEMMA 3.3. Let a, p E U(V, f>. Zf B(a) n B(p) = (0) then 
B(@) = B(a) @ B(P). If (Y is a symmetry and B(a) g B(-p), then 
B(--(~/3) = B(a) @ B(-p); h ence dimF_,(aP) = dimF_,(p) - 1. 
Proof. Any two linear mappings CY, /3 : V + V satisfy dim F((Y/~ > < 
dim F( a> fl fl P> + dim B(cu) n B( P 1. Under our assumptions we obtain 
dim F( (YP) < dim I?( (u) n F( p>. Taking orthogonal spaces yields the first 
assertion. The second one is a special case. 
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REMARK 3.4. L,et p E K, 7r E CL(V), and (+ E GL(V) be simple. 
Then dim F (7rg) - 1 f dim F,(T) < dim F,(rra) + 1. If dim F (am) + 
1 = dim FP&) then F,(ma) = F,(T) n F( c ); $ dim F,(~(ra - 1 = 
dimF,(m) then F,(r) = F,(ra) f~ F(a). 
We will need the following facts on unitary normal forms which can be 
found in [3]. They were tacitly used in Section 2 when we deduced explicit 
forms of (H), (T), and (N), and we will need them also from Section 5 
onwards. 
DEFINITION 3.5. For a polynomial p = C:= 1 q xi E K[ xl of degree k, 
let p* := C:=, Zixk-‘. Call p --symmetric if p* = (Yi l’YO p. 
REMARK 3.6. For r E U(V, f> the polynomials mip(r) and char(m) 
are - -symmetric. 
LEMMA 3.7. If r E U(V, f) and p, 9 E K[ x] are polynomials such that 
p* is prime to 9, then ker p(r) I ker 9(r). 
DEFINITION 3.8. Let 7~ E U(V,f>. Call V an orthogonally indecompos- 
able 7r-module if V = U@W for v-modules U and W implies that U = (0) 
or W = (0). 
LEMMA 3.9 (Orthogonal decomposition into n=modules). L.et 7c E 
U(V, f). Then V admits a &composition V = V,@ **a @Vk into ortho- 
gonally indecomposable ~--modules Vi. The decomposition is unique up to 
conjugation. 
LEMMA 3.10 (Orthogonally indecomposable ?r-modules). Let m E 
U(V, f ), and suppose that V + 0 is an orthogonally indecomposable 
T--module. Then V has one of the following forms: 
(01) The rr-module V is irreducible; hence mip(m) = p k for some irre- 
ducible --symmetric polynomial p E K [ xl, and V is r-cyclic. Then 
[Vpt(m)]’ = ker p”(7r) = VpkWt(r) for each 0 < t < k. 
(02) The r-module V is not irreducible. Then mip(v) = pkp*‘, where 
k E N, p E K[x] is an irreducible polynomial, and p* is prime to p. Thus 
V = ker pk(,rr> CB ker p*“(r). The r-mdules ker pk(m> and ker p*‘(rr) are 
irreducible (hence also acyclic) and totally isotropic. In particular, V is a 
cyclic ~-module and an orthogonal sum of hyperbolic planes. 
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An easy consequence is the following 
REMARK 3.11. Let 72 E U(V, f), and suppose that V 2: 0 is an orthogo- 
nally in&composable w-module. Zf B(T) is not regular, i.e. radB(a) = 
B(r) f~ F(r) # {O}, then V has the form (01) where p = x - 1 and k > 2. 
Thus radB(T) = Vpk-‘(rr) = F(r). 
REMARK 3.12. A hyperbolic plane of V i.s a S-dimensional regular 
subspace U of V which contains an isotropic vector # 0. Then U admits a 
basis of isotropic vectors, and {f( u, u> I u E U} = F. The number of singular 
l-dimensional subspaces (i.e. (v ) where v E V \ (0) is isotropic) in a 
hyperbolic plane is (F 1 + 1. 
LEMMA 3.13. 
(a) Let H( K) = F. Then every regular 2-dimensional subspace U of V is 
a hyperbolic plane. 
(b) Zf the u-invariant of F satisfies u(,F) < 2, then Jv( K) = F. 
Proof. Statement (a) follows from direct calculation, and (b) holds true 
because the norm is a regular quadratic form on the 2dimensional F-vector 
space K. n 
LEMMA 3.14 (On geometric equivalence of hermitian forms). Given 
--hermitian forms d and s : V X V + K. (We admit - = id, but in that case 
we demand additionally that (K 1 > 3. We dc not assume that d or s is 
regular.) Suppose that 
(1) d(v, v) = 0 implies that s(v, v) = 0 for every v E V, and 
(2) V contains a d-hyperbolic plane. 
Then s = hd for some A E F (= Fix(-)). 
Proof. 
(i) Each d-hyperbolic plane U of V admits a unique A, E F such that 
= h,d, (where su, d, denote restrictions on U X U>: 
2 b for U such that d(a, a> = 0 = d(b, b) 
Choose a basis, 
and d(a, b) = 1. Let 
1” := s(a, b).The assertion is obvious when -= id; hence we can assume that 
p= -P#Ofo r some P E K. Then a + fib is d-isotropic, hence by (1) also 
s-isotropic. This means that PA, + &= 0, so h,= A,. 
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(ii) Zja, b E V are d-isotropic, then d(a, b) = 0 implies that s(a, b) = 0: 
We may assume that a, b are linearly independent. So (a, b) is totally 
d-isotropic, hence also totally s-isotropic. Thus s(a, b) = 0. 
(iii) Let U be a d-hyperbolic plane of V and a, b E V such that 
d(a, U) = 0 = d(b, U). Then s(a, b) = A” - d(a, b): We can assume that 
a = b and d(a, a) # 0. Select u E U with d(u, u) = -d(a, a). Then 2 := 
(a, u) is a d-hyperbolic plane and sz = h,d,.Asu E U n Zandd(u,u) # 0 
and su = h, * d, , we conclude that A, = A,. 
(iv) Let U be a d-hyperbolic plane of V. Then d(a, VI = 0 implies that 
s(a, U) = 0 fir every a E V: Let d(a, U) = 0. If a is d-isotropic, then the 
assertion follows from (ii). So we may assume that d(a, a) Z 0. Take linearly 
independent vectors b, c E U such that Z, := (a, b) and Z, := (a, c> are 
d-hyperbolic planes. This is indeed possible: If IFI > 3, one can select 
b, c E U with (b) # (c) and d(b, b) = -d(a, a) = d(c, c). Else, by our 
assumptions, -+ id and I K I < 00. Then choose b, c E U such that (b) # (c) 
and d(b, b) # 0 # d(c, c); then Lemma 3.13 yields that Z, := (a, b) and 
Z, := (a, c) are hyperbolic planes. Now we have sr, = hzi - d,, and therefore 
s(a, b) = 0 = s(a, c). Hence s(a, U) = 0. 
Finally, take a d-hyperbolic plane U of V. Then V = U&W, where 
W := {u E V I d(v, u) = 0 for each ff E U}. Now (iv) shows that V = 
U@, W. Using (iii), we obtain for utLI E U and wi E W 
= A,-d(u,,u,) + A,-d(w,>w,) 
= A,.d(u, + w1,u2 + w2). n 
LEMMA 3.15 (Coarse lemma on geometric equivalence of hermitian form). 
Given --hermitian forms d and s : V X V + K (we suppose that - # id; we 
do not assume that d or s is regular). Given a subspace W < V, W # V. 
Suppose that 
(0, d(v, v) = 0 implies that s(v, v) = 0 for every v E V \ W, and 
(2) V contains a d-hyperbolic plane. 
Then s = Ad for some A E F (:= Fn$-)). 
Proof. Due to Lemma 3.14, we need only prove 
if v E W and d(v,v) = 0 then s(v,v) = 0. (*I 
16 F. BijNGER, F. KNijPPEL, AND K. NIELSEN 
Let v E W and d(v, v) = 0. As V is spanned by d-isotropic vectors, we can 
find some isotropic w E V \ W. If Z := (v, w > is not d-regular, then it is 
totally d-isotropic (dim d-rad Z = 1 yields that- d-rad Z is the only d-iso- 
tropic l-dimensional singular subspace of Z; but there are at least two of 
them, namely (v) and (w )). Then by (1, ) all I-dimensional subspaces of Z 
with the only possible exception (v) are s-singular. It follows that Z is totally 
s-isotropic, in particular that v is s-isotropic. 
Now suppose that Z is d-regular. Then it is a d-hyperbolic plane, and Z 
contains at least four d-singular l-dimensional subspaces. Select r E Z \ W 
such that (r ) is d-singular and ( r ) # (w ). Then (w > and ( r) are s-singu- 
lar subspaces of Z = (w, r). We can assume that d(w, r) = 1. Let A := 
s(w, r). We claim that s(z, z) = hd(z, z) for each z E Z, in particular 
s(v, v) = 0. We can find a further l-dimensional d-singular subspace (w + 
qr) g W, (w + vr) # (w),(r) (n E_ K). Then 71=--q, and (w + 7’) 
is s-singular. This yields that Yjh + VA = 0, so A = A. Finally, s( z, z> = 
A(cwp + cW@> = Ad( 2, z) for every 2 = ffw + /3r E Z. n 
DEFINITION 3.16. Let m E U(V, f). Define 
f,,: B(r) X B(r) + K, f&r, b) :=f(u, b), 
where a = v(m - 1). We call fr the Wall form associated to r. 
We observe that f= is not always symmetric. However, fr is right- and 
left-regular and additive in both arguments. One has fm< pus, b) = /.L .fr<u, b) 
and fr<u, &) = ii *_&(a, b), i.e., fT is a nondegenerate --sesquilinear form. 
We write 9,,(a) :=f,(a, a). The following crucial and well-known lemma is 
easy to prove and tells how to step down the path dimension. 
LEMMA 3.17 (Stepdown lemma). L,et rr E U(V, j). 
(a) Zf a E B(T) satisfies 9,,(a) E F*, then the symmetry a, is well 
dejbed and yields F(~ah) = F’(rr) CB ( y), where a = y(?r - 1). In particu- 
kzr, dimF(rc$ = dimF(r) + 1 and dim B(7ra) = dimB(lr) - 1. 
(b) Zf .a, is a symmetry such that dim F(ra,) = dimF(T) + 1, then 
a E B(T) and 9,(a) E F*. 
The idea to consider the following forms S and D is due to E. W. Ellers 
PI. 
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DEFINITION 3.18 (The real and the imaginary part of 9J. Let r E 
U(V, f). Choose i E K such that i = i # 0. Define 
d:B(r) x B(r)+K 
and 
s:B(r) x B(r)+K, 
d(a,b) :=i*[f,(a,b) - f,(b,a)] 
= i .f(u,b(l + &)) 
s( a, b) :=fJ a, b) + f,(k a) 
=f(u,b(l - 7.-l)) = -j-(&b), 
where a = ~(71. - 1). 
From the definition it is easy to see that d and s are well-defined 
--hermitian forms on B(n). We have Zf,(u, b) = s(a, b) + i-’ * d(u, b) for 
all a, b E B(r). Hence s and d supply the decomposition of 9,, into its real 
and imaginary summands. Clearly, d-radB(rr) = F_,(n) and s-rad B(r) = 
F(7r) n B(m). 
LEMMA 3.19. Let rr E U(V, f) and s, d as defined in Dejkition 3.18. If 
s = Ad for some h E F, then w induces on B(rr) a p-homothety for some 
pEK\{-l}withpii=l. 
Proof. This follows from a simple computation. n 
LEMMA 3.20 (General global stepdown lemma). Let N(K) = F and 
euW,f). Letwb e a subspuce of B(m), W # B(n). Assume that B(r) 
contains a d-hyperbolic plane. Then we can find some a E B(n) \ W with 
q?,(a) E F* except when T has type (H) or (T) (of Section 2). 
Proof. For every a E B(m) the following statements are equivalent: 
(1) q=(a) E F*; 
(2) d(u, a> = 0 and s(a, a) # 0. 
Suppose that we cannot find a E B(r) \ W with the above properties. 
Then by Definition 3.18 d(u, a> = 0 implies that s(u, a> = 0 for every a E 
B(n) \ W. So, by Lemma 3.15, s = Ad for some A E F. Now Lemma 3.19 
supplies some p E K* \ (-l} with @ = 1 and bn = pb for each b E 
B(n). So 7r has type (H) or CT). 
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LEMMA 3.21 (Global stepdown lemma for&K) = F). LetJY(K) = F, 
r E U*(V, f 1, and T’ # 1. Let W be a subspace of B(w), W Z B(v). Then 
we can jnd some a E B(v) \ W with q,(a) E F * except when r is (H) or 
CT> or (N) or (N*). 
Proof. If B(r) contains a d-hyperbolic plane, then the assertion follows 
from Lemma 3.20. Suppose that B(?T) does not contain a d-hyperbolic plane. 
Then dimB(7r)/&radB(7f) Q 1 as J(K) = F; cf. Lemma 3.13. Hence 
dim B(T)/F_~(~) = 1, as m2 # 1. As det v E { fl}, the mapping induced 
by 7~ on B(T)/F_~(~) has also determinant _+l. So r has type (T) or (N) 
or (N*). 
From Lemma 3.2, as det u = -1 for every symmetry (T, we derive 
immediately 
LEMMA 3.22 (The trivial lower-bound lemma). Let r E U*(V, f > and 
m := dim B(w). Zf (-1)” = det q then l(m) > m. Zf (-1)” # det r then 
l(r) > m + 1 
LEMMA 3.23 (Lower bounds for long elements). L.et 7~ E U*(V, f) be a 
long element, m := dim B(r). Then 
‘m+2 if mhastype(H)anddet?r=(-l)m, 
m+ 1 if Thustype anddetIr# (-l)“, 
l(v) 2 ( m + 2 if rr has type (T) and det T = ( -l)n, 
m+3 if rhastype(T)anddetr#(-l)m, 
m+2 if Thustype( 
Proof. If 7~ is (H) and u is an arbitrary symmetry, then dim B(pa) = m 
if B(a) < B(r), else by Lemma 3.3 dim B(ro) = m + 1. Hence l(n-a) > m 
if -det 7r = det 7ru = (-l)“‘, and l(rra) > m + 1 if -det n = det nu # 
c-l)“, by Lemma 3.22 (applied to ~a>. 
If 7r is (T), then B(m) is totally isotropic; hence B(u) g B(r) for each 
symmetry u, and so dim B(vu) = m + 1. Now Lemma 3.22 yields that 
I(ru) > m + 1 if m + 1 is odd and l(mu) > m + 2 if m + 1 is even. 
Suppose that r is (N). Then (-1)” = det q; hence l(r) = m + 1 is 
impossible, and we must only prove that l(m) > m. Assume that l(r) = m, 
i.e. fl = u1 .** a, for some symmetries a,. Then F(r) = flu,) n *a* fl 
flu,). As F(r) is regular, we may assume that Fir) = (0). Hence at least 
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one of these symmetries, say u, satisfies B( -r) g F(a). As dim B( -7~) = 1, 
it follows that B(-a) fl F(a) = B(-GT) r-l B(-a) = (0). Now Lemma 3.3 
implies B(mo) = B((-TX-U)) = B(-r) @ B(-u) = B(-rr) @ F(u) = 
v = p(m). n 
4. INDUCTION 
LEMMA 4.1. 
(a> Zf z- E UW,f), a E B(m) \ B2(,rr), and 9,,(a) E F*, then u := ua 
satisfies F(Tu) > F(T) and dim rad B(ru) = dim radB(m) - 1; hence 
dim B(mu)/rad B(lru) = dim B(r)/rad B(n). 
(b) Let rr~ U(V,f) and /.LE K\(l) such that @ = 1. Zf u E 
B(r) \ B(rrX7~ - ~1 and 9Ju) E F*, then u := a, sutisfws dim F(7ru) > 
dim F(r) and dim B(ru)/F,(7ru) = dim B(n)/F,(7r). 
Proof. For (a) see [4]; the proof in [4] is given for orthogonal groups but 
works also for unitary groups. 
(b): Clearly, @7r E U(V,f) and F,(P) = F(p7r). Further, B( prr) = 
V(m - ZL) and B(rr) n V(m - ZL) = B(vXq - ~1, since x - 1 is prime to 
x - CL. The assumption B(u) P B(pr) and Lemma 3.3 prove that 
dimB(pru) = dim B(plr) + 1. Hence dimF(p7xr) = dimF(pr) - 1, 
in other words, dim F,(ru) = dim FP(~) - 1. 
LEMMA 4.2 (The induction lemma). Suppose that N(K) = F and T E 
U*w,f), ?r2 # 1. 
(a) Zf n is short, then F(ITU) > F(r) for some symmetry u. 
(b) Zf r is short and dim B(r) > 4, then F’(Tu) > F(r) and TU is 
short for some symmetry u. 
Proof. (a): Suppose that n is short. If rr is not (N*) then Lemma 3.21 
(with W = 10)) and 3.17 supply a symmetry u ’ such that F(mu ‘) > Fir). If 
7r is (N*) then V = U@W@X for rr-modules U, W, X where dim U = 2, 
7ru is a transvection, 7rw = -l,, dim W > 1, and 7~~ = 1,. So we can take 
a symmetry u’ with B(u’) 6 W and obtain F(lru’) > F(a). If dim j?(r) > 
3 then mu ’ is (N*), hence short. This proves (a). 
For the proof of(b), supp ose that dim B(r) > 4. If mu ’ is short, then (b) 
demands no further arguments. Hence we can assume that ~rcr ’ is long, i.e., 
one of the “bad guys” (H), (T), (N) and that r is not (N*). According to 
these types, we will proceed in our proof. In (i), (ii), and (iii) suppose that u 
is an arbitrary symmetry with F(rru) > F(m). 
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(i) Zf 7rcr ’ is (H) then TTU is short or (H): By assumption F,(rcr ‘) = 
B(mo ‘> for some p E K \ { +I}. We have dim F,(r) > dim B(rra ‘) - 1 = 
dim B(r) - 2 > 2; hence dim F,(ma) > 1. So mu is short or (H). If ~TT(+ ’ is 
(II), then dim F,(a) > 2 for some p E K \ (1, - 1). So B(r)(r - EL) # 
B(r). Therefore, Lemma 3.21 supplies a E B(r) \ B(mXr - ,u) such that 
qT(a) E F*. Then u := u0 fulfills F(ru) > F(r) hy Lemma 3.17(a), and by 
Lemma 4.1(b) dim B(mc)/F (ru) = dimB(m)/F,(?r) # 0 [as 7~ is not 
(H)]. So wu is not (H), and (f yields that ~TT(+ is short. 
(ii) Zf rru ’ is (T), then 7~ is short or (T): Observe that B(ru ‘) and 
B(ru) are hyperplanes of B(r). Further, B(z-a ‘) is totally isotropic. There- 
fore, dimradB(r) 2 dim B(mu’) - 1 > 2. Hence radB(mu) # (0). So rg 
is short or (T). Now consider the case that T(T ’ is (T). Then B(ru ‘) is totally 
isotropic and rad B(m) z (0). Hence B(mx71. - 1) + B(r). Therefore, 
Lemma 3.21 supplies a E B(r) \ B’(r) such that q?,(a) E F*. Then, by 
Lemma 4.1(a), F(mu) > F(w) and dim B(7ru )/rad B(mo) = 
dim B(m)/rad B(m) # 0 [ as r is not (T)]. Hence ~TT(+ is not (T). From (ii) it 
follows that mu is short. 
(iii) Zf z-u ’ is (N), then ~TTT(T is short or (N): This follows from (i) and 
(ii) where u and C’ change their places. 
Finally, consider the case that wu ’ is (N). Using the same pattern as in 
the first case, we obtain a symmetry u with F(ru) > F(r) and 
dim B(7ru)/F_,(ru) = dim B(~T)/F_~(~) > 1 [as n- is not an involution 
and not (N) or (N*)]. Hence ~TU is not (N), and (iii) implies that rru is short. 
5. PATH DIMENSION < 2 EXCEPT (T) 
REMARK 5.1. Suppose that dim V = 2. 
(a) Zf 7 E U(V,f) is a transvection, then V has a basis {v, V(~T - 1)) 
such that v and v(m - 1) are isotropic and f(v, v(a - 1)) = 
-f( 0, v(‘IT - 1)). 
(b) If&K) = F and m E U(V,f) is cyclic with mip(r) = x2 + cxx - 
1, then V has a basis {v, VT} such that v and VT are isotropic and 
f(v, 072) = f( v, VT). Further, CY = -E. 
Proof. This follows immediately, as V is spanned by isotropic vectors 
and the minimum polynomial of r is --symmetric; cf. Lemma 3.9. W 
LEMMA 5.2. Let N(K) = F and m E U(V, f) of type (N*). Then 
l(r) = dim B(w) + 1. 
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Proof. First let dim B(r) = 2. Then we can assume that dim V = 3 and 
m is cyclic with mip(r> = ( x - l)‘(r + 1). By Remark 5.1 we can choose a 
basis for V such that 
where J denotes the Gram matrix, and p = -p. Take a := (0, 1,l) E V and 
(+ := an. Direct calculation yields mip(ra) = (x - 1)3, and 4.2(a) proves 
that I(7ra) = 2, hence l(r) = 3. 
Now the solution of the general case follows as an easy consequence. n 
LEMMA 5.3. If r E U*(V, f) is long and dim V = 2, then ?TU is short 
for any symmetry u. 
Proof. Let (T be any symmetry. If ~7 has type (T> or (N), then 
det mu = -1 and F,(r) = (0) for any p E K \ {+l); hence TU is 
short. If rr has type (H), then det 7cu = 1 and dim F,(ru) = 1 for some 
I_L E K \ (&l}, and we conclude that 7ru is short. n 
LEMMA 5.4. Suppose that H(K) = F, T E U(V, f), dim V = 2, and 
det ‘TT = -1. Zf IFI > 3, then TU is short for some symmetry u. 
Proof. We can assume that T is not a symmetry and not a 
homothety. So n is cyclic and has a minimum polynomial x2 + (YX - 1 
where E = -_(y # 0 (the minimum polynomial is --symmetric). Let E E 
{ fl). Observe that ET - 1 E GL(V). We can find a basis {u, 0~) for V such 
that u is isotropic and /3;= f(v, 0~) E F*; cf. Remark 5.1(b). We obtain 
qer(w) = -cx-$<S + l )(S + E) - S/3 for w = u + Svr. If IFI > 3 take 
S E F* \ (fl}. Then qcm(w) E K \ F and f(w, w) # 0; so u := uW is well 
defined, and F,(Tu) = (0); cf. Lemma 3.17(b). Further, det ~TU = 1. Hence 
rru is short. n 
REMARK 5.5. Suppose that T E U(V, f), dim V = 2, and det rr = -1. 
If I FI = 3 and T is neither a symmetry nor a homothety, then TU or - TU 
is a transvection for every symmetry u. Further, T is not a product of 
symmetries. 
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Proof. We continue the above proof, starting from the point where 
1 F 1 > 3 is used. Every regular 1-dimensi_onal vector space of V is spanned by 
some vector w = v + 6 VT where S + 6 E F*. Given an arbitrary symmetry 
u = a,, the above formula for q,,(w) shows that qo(w) E F* for E = 1 or 
E= -1.[Sincecx3=(Y= -cu,wehave-a-‘=oandtherearep,vEF 
such that S = /.L + VCY. Then p = (S + 6/2) E F* = { 1, -1). We calculate 
q_(w) = pj3 + ((p + l )’ + v2 + v)(Y@ If Y E (0, -l}, then take E := 
-_cL. If Y = 1, then take E := p.] Hence F,(ra) # 0 for E = 1 or E = -1; cf. 
3.17(a). As det 7rcr = 1 this yields the first assertion. Let p be another 
arbitrary symmetry. From 5.3 we obtain that JI := ITUP is short. Since 
l(ra) # 2 (cf. Lemma 3.23) + is not a symmetry. Hence also $ fulfills the 
assumptions made for 7~. This proves the second assertion. n 
PROPOSITION 5.6. Suppose that N(K) = F and T E U*(V, f) is short 
with dim B(r) = 2. Zf det r = 1 then l(m) = 2. Zf 1 Fl > 3 and det r = -1 
then l(r) = 3. 
Proof. The length cannot be smaller than asserted; cf. Lemma 3.22. Let 
det T = 1. Lemma 4.2(a) supplies a symmetry (T such that dim B(ncr) = 1. 
Then ~TT(+ is a symmetry, as det ro = -1. Now suppose that 1 FI > 3 and 
det m = -1. We claim that 
(+) dimB(rp) = 2 an d mcr is short for an appropriate symmetry p. 
Indeed, (+> proves the assertion, as rp is a product of two symmetries by 
the previous result. Now if B(r) is regular, one may assume V = B(r), and 
Lemma 5.4 yields ( + ). If B( 7r is not regular, then m is (N*), and Lemma ) 
5.2 ensures ( + ). n 
Now we will deal with dim B(r) = 2 where m is long. 
LEMMA 5.7. Suppose that I FI > 3, JV( K) = F, and T E U*(V, f) with 
dim B(m) = 2. 
Ifr is (H) then l(lr) = 3. Ifm is (N) then l(m) = 4. 
Proc$. If r is (H) or (N), th en Lemma 5.3 yields a symmetry (+ such 
that mu is short and dim B(n) = 2. The assertion follows by Proposition 5.6 
and Lemma 3.23. w 
If dim B(r) = 2, we have found l(m) except when r is (T). This case will 
be treated in Section 7. 
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6. PATH DIMENSION 3 EXCEPT LONG TRANSFORMATIONS 
In this section we assume that Jr(K) = F. 
LEMMA 6.1. Suppose that w E U*(V,f) is short and dim B(r) = 3. Zf 
det 7r = -1 and F_,(T) # (0) tZzen I(w) = 3. 
Proof. If F-&r) = B( r ) , i.e., r is an involution, then m is a product of 
any three symmetries whose pathes are pairwise orthogonal in B(m). The 
case dim F_,(m) = 2 is impossible, as det rr = -1 and (N) was excluded. So 
let dim F_,(r) = 1. 
Case 1: F_,(T) is reg&r. Then V = U@W@X for m-modules U, W, 
and X where U = F_,(r), dim B(rr,) = 2, det 7rw = 1, F._,(lr,) = (01, 
and ‘TT~ = 1,. If 7rTw is short, take u := - lu@ l,ex. Then mu is short, 
dim B(ra) = 2, and Proposition 5.6 proves our claim. Suppose that rw is 
long. Then vu, is (T), i.e., W = W,@Wz where q,, and rwn are transvec- 
tions. As B’(m) # B(r), Lemma 3.21 supplies a vector a E B(v) \ B’(m) 
such that q&z) E F*. Thus cr := a, fuhills dim B(rra) = 2 and 
dim B(ma)/rad B(m,o) = 1; cf. Lemma 4.1(a). As det mu = 1, this implies 
that 9ru is cychc with minimum polynomial (x - 1j3. In particular, mr is 
short, and Proposition 5.6 yields I(?ru) = 2; hence I(r) = 3. 
Cuse 2: F_,(rr) is singular. Then (x + l)k divides the minimum poly- 
nomial for some k > 2. As dim B(w) = 3 and det r = -1, this is only 
possible when k = 3. So V = VOX, IF” is cychc with minimum polynomial 
( x + 1)3, and 7rx = 1,. Then -ru is short, dim B( -7~~) = 2, and 
det(-ru) = 1. Hence Proposition 5.6 yields that -7ru = pa for suitable 
symmetries p, u. As -p is a product of two symmetries (recall dim U = 31, 
we conclude that I(m) = I(lru) = 3. n 
LEMMA 6.2. Given a short r E U(V, f) with dim B(r) = 3. Zf det 7r = 
-1, F_,(a) = {O}, and B(n) is regular, then I(m) = 3. 
Proof. We can assume that dim V = 3. Since 7r is short, there is a 
symmetry u such that F(lru) > F(m). Suppose that ru is (N). Choose 
u E V such that B(u) = (a(& - 1)). Then F_,(rru) = (a(~ - 1)) is 
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isotropic by Lemma 3.17 (applied to -rr>. From this we obtain 
q,(+ - 1)2) =f(u(7r - l), a(%- - 1)(77 - 1)) 
=f(a(a - l), u(7r - l)(?r + 1)) 
= -q_,(a(~~ - 1)) E F*. 
Let cr ’ be the symmetry with B(a ‘) = (a(~ - 1)‘). Then F(rra ‘1 = 
(a(~ - 1)) is isotropic; hence (x - 1j2 divides mip(7rrr ‘). Now dim V = 
3, dim B(vo ‘) = 2, and det wu ’ = 1 imply that mip(rc+ ‘> = (x - 1j3; 
hence 7~ ’ is short. Finally, Proposition 5.6 proves that l(ra ‘> = 2. n 
COROLLARY 6.3. If n E U(V, f) is short, det rr = -1, dim B(r) = 3, 
and B(r) is regular, then l(r) = 3. 
Proof. If F_,(r) # 0, then Lemma 6.1 yields the assertion, else 
Lemma 6.2. W 
LEMMA 6.4. Let TT E U(V, f > and V = U@ Wfor T-modules U and W 
where dim U = 2 = dim W. Suppose that rU is a trunsvection and ~~ is 
not a homothety, det rrW = -1, and B(r,) is regular. Zf IF( > 3 then 
l(v) = 3. If IFI = 3 th en one can choose a symmetry u such that 
dim p(~cr> = 1 and TU is (N). 
Proof. The transformation rW is cyclic with minimum polynomial x2 + 
Ax - 1 where > = -A. From Remark 5.1(a) we derive a basis for V such 
that the coordinate representation is 
1 1 \ 0 0 
1 0 0 
fl= = 
0 1 
and 
] ! 0 1 -Al Y 0 i u’ 
where 1 denotes the Gram matrix. Here W = --w E K * and V = v E F*. 
Let y E K, and choose (Y E K such that aZ = -(vh/4o)[yy + 1 + y + 
7 + 2-‘A(y - 711; th’ isispossibleas N(K)=F. For z=(cr,O,y,l)~V 
and a := Z(TT - l)(a + 1) = Z(T ’ - 1) direct calculation yields 
q,Ju) =f(z(~ + l), z(7r2 - 1)) = 2-4A2(y + 7) E F, 
q-,,(a) = -f(z(7r - l), (7r2 - 1)) = vh[yy+ 1 - (y+ 7) + yA]. 
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First let IF1 > 3. Choose y E F* \ { +l}, hence a6 = -(vA/4wXy + 1)2. 
Then 9,(a) = vy2A E F*, 9_,(a) = vA(y - 1)2 + vrA2 4 F, and (as (Y # 
0) a E B(r) \ W. So (T := a, satisfies dim B(~(T) = 2 by Lemma 3.17(a). 
From Lemma 3.17(b) and 9_,,(a) @ F we obtain dim F_ ,(ru> = 0. Hence 
-rro is not a transvection. Finally, a E B(r) \ B2(,rr), as B2(rr) = W. So 
V(T is not (T); cf. Lemma 4.1(a). Thus mu is short, and Proposition 5.6 
proves that l(rra) = 3. 
If IFI = 3, choose y := 1 - A. Then 9_,(u) = --Y = 9,,(u) E F* and 
acll = -vA/4w # 0. So (T := a, satisfies dim B(?ru) = 2, dim F_ ,(~a) = 1 
by Lemma 3.17(a), and (as (Y # O), a E B(r) \ B2(,rr); so ru is not (N*); 
cf. Lemma 4.1(a). Thus ru is (N). n 
LEMMA 6.5. Let IFI > 3, ,rr E U(V, f), and dim B(r) = 3. Zf det rr = 
-1, F_,(r) = IO}, and B(r) is singular, then l(r) = 3. 
Proof We observe that B(q) is not totally isotropic and dim rad B(r) # 
2 [as det m = -1, dim B(n) = 3, and F_,(r) = (011. Hence dimradB(T) = 
1. We have a decomposition V = U@W@X, where dim V = 2 and rru is a 
transvection, and B(r,) = W is a 2dimensional space with F_ i(rw) = {O} 
and det rrw = -1. Further, 7rx = l,, and we can assume that X = (0). If 
rTw is not a homothety, then Lemma 6.4 yields the assertion. Let us assume 
that rw is a p-homothety. Then Lemma 4.2(a) provides a symmetry u such 
that dim B(7ru) = 2 and det mu = 1. Further, F,(rru) # 0. Therefore, ru 
is short and l(rru) = 2 by Proposition 5.6; hence l(r) = 3. m 
PROPOSITION 6.6. Suppose that IFI > 3, T E U*(V,f) is short, and 
dim B(r) = 3. Zf det r = -1 then l(r) = 3; $ det 7~ = 1 then l(r) = 4. 
Proof. First, let det m = -1. If F_,(m) # (01, use Lemma 6.1, else 
Lemma 6.2 [when B(rr) is regular] or 6.5 [when B(n) is singular]. 
Now let det rr = 1. From Lemma 4.2(a) we get a symmetry u such that 
dim B(ru) = 2 and det vu = -1. Hence mu is neither (T) nor (N). So n-u 
is (H) or short, and Lemma 5.7 or Proposition 5.6, respectively, yields that 
l(ru) = 3. n 
7. PROOF OF THEOREM 2.3 
Suppose that J(K) = F and IFI > 3. Given 7r E U*(V,f). Let m := 
dimB(a). Again Lemmas 3.22 and 3.23 prove that l(m) cannot be smaller 
than asserted. The proof of Theorem 2.3 proceeds by induction over dim B(r). 
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0) First suppose that m is short. If dim B(r) G 3, then Proposition 5.6 
[when dim B(T) = 2] or 6.6 [when dim B(r) = 3] yields the assertion. Hence 
we may assume that dim B(r) > 4. If rz = 1 then T is a product of 
dim P(n) commuting symmetries. Else Lemma 4.2(b) supplies a symmetry u 
such that dim B(aa) = m - I and P(T is short. So l(rra) = m - I [if 
det rru = (-I)“- ‘1 or I(ra) = m [if det rrw z (-l)m- ‘1 by the induction 
hypothesis, So l(m) = m or I(r) = m + 1, respectively. 
(ii) Finally suppose that 7r is long. Then V = U@ W for r-modules U 
and W where dim U = 2 and ru is a transvection or a negative transvection 
or a p-homothety for some ,u E K \ (+l}. Then ru is short for any 
symmetry u with B(a) Q U; further, dim B(na) = m if 7r is (H) or (N), 
and dim B(ra) = m + 1 if 7~ is (T). Now (i) yields the assertion. 
8. IFI = 3; RESULTS 
In the following sections we assume that IFI = 3. Due to Remark 5.5, 
additional long transformations occur. It turns out that Remark 5.5 already 
involves all of them. This is made precise in the following 
DEFINITION 8.1. Let r E U(V,f), and ii be the mapping induced by 7r 
on B(r)/radB(m). Call 7r a long transformation if rr is long as defined in 
Definition 2.2 or if dim B(rr)/rad B(m) = 2 and ii is indecomposable. 
Hence 
(Sl) mip(%> = (x - a)’ where Z = --(Y # 0, or 
(S2) mip(C> = (x - D2, i.e., ii is a transvection, or 
(S3) mip(+) = (x + 1)2, i.e., ii is a negative transvection. 
Then P has one of the following forms: 
(Sl) V = U@W h w ere dim U = 2, Za, is a transvection where Z = 
-a E K * (in particular det mu = -1) and 7rw is (T) or 1,. 
(S2) V = U@W h w ere dim U = 4, 7~~ is cyclic with minimum poly- 
nomial (x - D4, and rTTw is (T) or 1,. 
(S3) V = U@W h w ere dim U = 2, rru is a negative transvection, and 
~~ is (T) or 1,. 
We say that 77 is of type (S) if 7r is (Sl) or (S2) or (S3). 
Further, we call n a long transformation of type (M) if V = U@W@X 
where dim U = 2 = dim W and mip(T,) = (x - v)~ = mip(r,) for some 
v~K*withv= -vandr,=l X’ 
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THEOREM 8.2. Let IFI = 3, T E U(V, f), and m := dim B(n). 
(a) Suppose that IT is short. Then 
l(r) = m 
$ detr= (-l)m, 
m+ 1 if detT# (-l)m. 
(b) Suppose that r is long. Then 
l(r) = 
m + 1 $ m has type (H) and ( -1) m # det r, 
m+2 if +rrha.stype(H)and(-l)“=detr, 
m + 2 ij m has type (T), dim V > 3, and ( -l)m = 1, 
m+3 if rhastype(T),dimV>3,and(-l)m#1, 
m+2 if nhastype(N)anddimV>3, 
m + 2 if 7~ hastype (S), dimV > 3, and (-1)“’ = det T, 
m+3 if rha.stype(S),dimV>3,and(-l)m+det7r, 
6 if QT has type (M). 
Cc> IfdimV=2 and det IT = -1 and m is neither a symmetry nor a 
horrwthety, then r is not a product of symmetries. 
REMARK 8.4. Suppose that dim V = 2. Let Sk denote the set of products 
of k symeries. Then ( S ) is a proper subgroup of U*(V, f ). We have 
(S) = s2 u s u P\s, and S2 is a normal subgroup in ( S > of index 2 and 
order 8, consisting of l,, -1,) and six transformations C$ such that 
mip(+> = x2 + 1. It turns out that S2 is the group of quaternions. Further, 
S3 \ S consists of two homotheties i * 1, and -i-l, where i= -i and S 
contains six symmetries. 
9. IFI = 3; LOWER BOUNDS 
LEMMA 9.1 (Lower bounds for 6)). Suppose rr E U*(V, f> has type 
(S). Let m := dim B(T). Then 
l(T) z= 
m + 2 if (-l)m = detn-, 
m + 3 if (-l)m # det 72. 
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Proof. Assume that k := I(r) < m + 1. Then some symmetries 
cri,..., uk satisfy r= ui *** ffk. By Lemmas 3.3 and 3.2, B(ai) < B(r). 
Hence F(T) < F(ai) and q induces a symmetry & on B(r)/radB(r). But 
ii = f_?i *** Gk is in contradiction to Remark 5.5. 
LEMMA 9.2 [Lower bound for (M)]. Suppose that T E U’(V, f) has 
type (M). Then l(m) > 6. 
Proof. By definition of type (M) there is a v E K * \ { kl} such that 
dim radB(%) = 2. Let u be an arbitrary symmetry. If dim B(~cr) 2 
dim B(r) = 4 then I(7rcr) > 5, as det rrcr = -det w = -1. Hence we may 
assume that dim B(ra) = 3. Now dim rad B&W) > dim rad B&r) - 1 = 
1 and F(ra) # {O) imply that ( x - v)‘(n: - 1) divides mip(Ta). Since 
det ru = -1 and v2 = -1, we have mip(ru) = (x - v)‘(x - 1)’ and 7~ 
has type (Sl). Now Lemma 9.1 yields I(Tw) 2 5. Thus l(r) > 6. 
10. IFI = 3; INDUCTION 
For a smooth proof of Lemma 10.8 we provide a series of lemmas. 
LEMMA 10.1. Jkt 7TE UW,f>, v~v, (~~K*\{flj with a,=1 
and a = u(r - lxcur - 1). Suppose that q,,(u), 9,,(u) E F* and v(r - 1) 
is isotropic. Then a’ := o(m - 1x5~ - 1) satisfies 9zi?r(u’) = 9.1,(u’) = 
-9&z) E F*. 
Proof. First note that q,,(a), 9,(u) E F* yields f(v(r - 11, u(cur - 
1)) = 0, by Lemma 3.17 applied to rr and cx~. Now we have 
9Ju’) =f(f@r- l),u') =f(?J((v 1) + ((I!- l)+z') 
=qzr(u’) + (a + l)f(t+- l),v(%r- 1)) 
=9ET(u’) + (a + l)((Y - l)f(+r- l),v?T) 
= 9ET(u’) - (a - l)f(u(?T- l),(a! - 1)Wr) 
=qzm(u’) - (a - l)f(+r- l),U(cuT- 1)) 
=9E,(u’) =f(u(TT- l),u(7r- l)((Yn.- 1)) 
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=f(u(r- l),u(7T- 1)(&r+ 1)) 
= -f(u(?r - 1)&r - l)( (Y7r - 1)) 
= -q&z) E F*. n 
REMARK 10.2. If dim V = 2, E E { fl}, and 7r E U(V, f) is cycZic with 
mip(m) = (x - LY )2 where -Z = cy E K *, then there is a symmetry u such 
that EMU is a transuection. 
Proof. Since mip(er) = (x - ECK)~ Lemmas 3.21 and 3.17 supply a 
symmetry rr with dim F,(Tu) = 1. Now det TU = 1 yields that ETU is a 
transvection. n 
LEMMA 10.3. Let n E U(V, f >, V = U, @ U, for r-modules U, where 
dim U, = 2, mip(T,) = (x + i)2, and mip(m,) = (x - i)’ (rTTk denotes 
and i = -i E K*). Then there is an anisotropic u E V such that 
;j;(, - 1)) E F*. 
Proqf. From Remark 5.1 and Lemma 3.13 we derive a basis for V such 
that the coordinate representation is 
and I= 
0 1 
1 0 
0 1 
1 0 
where J denotes the Gram matrix. Choose u := (1, - 1, 1, - 1). Then 
f(u, u> = -1 = 9,(&r - 1)). n 
LEMMA 10.4. Suppose that n- E U*(V, f) is short and dim B(r) = 4, 
det T = 1, dimF_,(r) = 1, and dim F,(T) n B(T) < 1 for each p E K. 
Then there is a symmetry u such that dim B(Tu) = 3 and ru is short. 
Proof. Easy calculations yield that V admits a decomposition into T- 
modules of one of the following types: 
(a) V = U@W, where dim U = 1, rru = -l,, and mw is short; 
(b) V = U@W@X@Y, where dim U = 1, rTTu = -l,, dim W = 2, 
TV is a transvection, mip(lrx) = (x - (Y)~ with a! = --(Y # 0, and rrr = 1, ; 
(c) V = U@W@X@Y, dim U = 2, Tu is a negative transvection, 
dimW=l=dimX,w,= -i.l,,~,=i.l,,andP,=ly; 
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(d) V = U@W@X, dim U = 2, mu is a negative transvection, 
dimW=3, mip(m,) = (x - 1j3, and z-r = 1,; 
(e) V = U@ W, dim U = 4, mip(rr,) = (x + 1>4, 9rw = 1,. 
(a): Take cr := (+u. 
(b): By Lemmas 3.21 and 3.17 there exists a symmetry (+ with B(a) Q X 
such that (ma>, is a transvection. Hence dim B(7ro) = 3 and mu 
is short. 
(c): By Lemmas 3.20 and 3.17 applied to rUtBw there exists a symmetry (+ 
such that B(a) < U @ W and dim B(rrcr) = 3. Since X < Fi(rra) is regular, 
7r(+ is not (Sl). Since -1 = det rr(+ # -i = i3, TU is not (H). Thus, 7ru 
is short. 
(d): By Lemma 3.21 applied to rw there is a w E B(T,) with qr(w) E 
F*. Choose u E F_,(m) \ (0) an se a := u + w. Then q,,(a) = q,,(w) E d t 
F*, so u := a, satisfies dim B(mu) = 3. Since B(u) Q V(rr + l), we have 
F-i(n) Q F_,(pu). If dimF_,(mu) = 2, then B(u) = (a) $L V(r+ 1)’ 
and Lemma 4.1(a) applied to -r yield that F_i(ru) is a hyperbolic plane, a 
contradiction to det ru = -1. Hence F_ ,(rru) = F_ i(m) is totally isotropic, 
so det rrcr = -1 implies that mip(ru) = (x + 1)3(x - l), and we conclude 
that mu is short. 
(e): We may assume that W = 0. Since B(mXrr + 1) # B(m), Lemma 
3.21 supplies a vector D(T - 1) E B(n) \ B(rXrr + 1) with 
q,&+- 1)) E F*. 
If u is isotropic, set 
A :=f(u, D(Tr + 1)3) 
and 
u’ := u + &(T + 1)3 E B(r) \ B(r)(r + 1) 
where E E { +l}. We have A Z 0 as (U(T + 03>’ = V(n + 1). Thus, 
f(u’, u’) = 2ehA # 0 and 
%AU’(~ - 0) =f( u’,u’(7r - 1)) =f(u + EhU(7r + l)“, 
u(7r - 1) + l hu(7r+ 1)“) =f(u,0(m- 1)) + l hh + l Af(u(7r+ l)“, 
2, +u(rr+ 1)) =f(u,u(?r- 1)) - &ih=q,(u(7r- 1)) 
- l hh E F. 
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SO g,(u’(n. - 1)) E F* for a suitable E E { fl}. Hence we may assume that 
u is anisotropic. Now u := a, satisfies dim B(va) = 3, F_ i(ro> = (0) [a~ 
B(a) p V(r + l)], dimradB(wa) = (u) n (u>’ = (01, and dimF,(ro) 
G 1 for each p E K [as dim F,(P) = 0 for each CL E K \ { -01. This yields 
that era is short. n 
LEMMA 10.5. Suppose r E U*(V,f> is short and 
dimB(7r) = 5, det r = -1, dimF_,(r) = 2, dimradB(m) = 1, 
and dimF,(r) n B(r) G 1 f or each p E K \ { -1). Then there is a sym- 
metry cr such that dim B(ra) = 4 and ACT is short. 
Proof. Observe that F_,(r) cannot be totally isotropic. Since then 
v = U@W@X@Y f or r-modules U, W, X, Y where dim U = dim W = 
dim X = 2, we see that -ru, -rn,, nx are transvections and mr = 1,. 
Choose an anisotropic vector a E F_,(T), and let U := (a>’ . Assume 7ru is 
long. Then rru is (S3), since dim F_ i(7ru) = 1 and radB(m,) = radB(a) f 
{O}. Now 
1 = dimradB(r)=dimradB(a,) 
= dimB(T,) - 2 = dimB(r) - 3 = 2 
yields a contradiction. Thus ru and ~a, = l,@ ru are short. Further, 
dim B(ru,) = 4. n 
LEMMA 10.6. If T E U(V,f) is short and dim B(r)/radB(r) = 2, 
then F(mu) > F’(r) and mu is short for some symmetry u. 
Proof. Let ii be the mapping induced by r on B(lr)/radB(m). First 
assume that det r = -1. As r is not (Sl), ii is a symmetry or a /.L- 
homothety for some p E K \ { +l} such that p2 = -1 = -/@; cf. 
Definition 8.1. If ii is a symmetry, then V = U@W@X for 7r-modules U, 
W, and X where dim U = 1, mu = -l,, dimW = 3, mip(m,) = (n: - 1)3, 
and rx is (T) or 1,. Now mTTw = pi p2 for symmetries pi by Proposition 5.6. 
Choose u := l,@p,@l,. Then ru= -1,@p,@7r, is short, and 
dim B(mu) < dim B(T). If ii is a p-homothety, then [as 7~ is not (H)] 
V = U@ W for r-modules U and W where dim U = 2, +rrTTu = /.L * l,, 
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and z-W is (T). Then Lemma 4.2(a) provides a symmetry u such that 
dim B(rro) = dim B(r) - 1 and det ITTT(+ = 1. Further, dim F,(To) = 1 as 
F,(T) p F(a), so 7ru is short. 
Now assume that det 7r = 1. As m is neither (S2) nor (S3), we conclude 
that ii = 1 or mip(5) = x2 + 1. In the first case V = U, @ U&W for 
r-modules U and W where dim Ui = 3, mip(T,) = (x - 1)3, and rw is 
(T) or 1,. Since rTTu. , is short, Proposition 5.6 supplies symmetries pl, pz 
such that ru, = pi ps. Take o := pa @ lull . Then mu = pr @ rrull is short 
and dimB(ra) < dimB(r). If mip(+?) = x2 + 1, then V = U@W for 
?r-modules U and W where dim U = 2, mip(T,) = x2 + 1, and 7rw is (T) or 
1,. Again Proposition 5.6 provides symmetries pl, pz such that ~c = p1 pz. 
Let (+ := p&l,. Then 7x7 = pl@mw is short and dim B(vu) < 
dim B(r). 
LEMMA 10.7. Suppose that r E U*(V,f) is short, F_,(n) = {O], 
dimB(r) = 4 = dimV, and 
(*) ifqJ~(n. - 1)) E F* then 2, is isotropic for each 0 E V. 
Then dim ker(a - (Y>’ > 2 for an element (Y E K * with E = --(Y. 
Proof. Since T is short, Lemma 3.21 supplies a vector u E V such that 
9r(u) = s(u, u) + i-‘d(u, u) E F*; cf. Definition 3.18. Hence s(u, u) # 
0 = d(u, u). Let W := u’ d. Then dim W = 3, as d-radV = F_,(r) = {O}. 
As F(rr) = {O}, we have 4 := (r - 1)-l E CL(V). 
Case 1: Some w E W satisfies d(w, w) = 0 #$w+, WC$). Then U := 
(u, w ) is totally d-isotropic, it is not totally s-isotropic [as s(u, u) z 01, and 
U$ is not totally f-isotropic [as f(w4, WC#J) # 01. Since IF] = 3, there exist at 
least six s-regular l-dimensional subspaces of U and at most four f-singular 
l-dimensional subspaces of U+. So we can select a vector 0 E U4 with 
f(u, v) # 0 # s(z)(m - l), u(m - 1)). Now 9,(&r - 1)) = s(v(r - l), 
ZI(~ - 1)) E F * yields a contradiction to ( * ). 
Case 2: For each w E W, d(w, w> = 0 impliesf(w+, wd) = 0. Since V 
is d-regular, dim W/d-rad W > 2. As u(F) < 2, W contains a d-hyperbolic 
phld 
ane. So Lemma 3.14 supplies a A E F such that f 0 (4 X +& w = 
wxwp i.e., f(u4, b~$) = hi *f(u& b(1 + ,rr-‘)> for all a, b E W. Since 
W4 cannot be totally f-isotropic, we get h E F*. We deduce Z4[ A-’ i - 
(?7 - 7.-l)] G zL ) where Z := W4. Now dim Z = 3 and dim Z’ = 1 gives 
dimker[A-‘i - (rr - r-l>] > 2. This yields dimker(r’ - A-‘irr - 1) 2 2. 
Let (Y := -A-‘i. Then dim ker(7r - CU)~ > 2. w 
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LEMMA 10.8 (The induction lemma). Let 7r E U*(V,f), d # 1. 
(a) Zf 7~ is short, then F’(TTu) > F(T) for some symmetry u. 
(b) Zf T is short and m := dim B(?r) > 4, then ru is short and 
dim F(rra) < dimF(m) if det rr = (-l)“, and dim F(ra) > dimF(r) q 
det m # (-l)“, for some symmetry CT. 
Proof. (a): Suppose that r is short. If 7r is not (N*), then Lemmas 3.21 
(with W = (0)) and 3.17(a) supply a symmetry u ’ such that F(ra ‘> > F(r). 
If 72 is (N*), then V = U@W@X for r-modules U, W, X where dim U = 
2, mu is a transvection, rw = -l,, dim W > 1, and mx = 1,. So we can 
take a symmetry u’ with B(u’) Q W and obtain that F(rru’) > F(r) and 
mu ’ is (N*) or dim W = 1. This proves (a). If rru ’ is short, then (b) 
demands no further arguments. 
Hence we can assume that 7r is not (N*) and ru ’ is long, one of the 
“bad guys” (HI, CT), (N), (Sk (Ml. A ccording to these types we will proceed 
in the proof of(b). 
Suppose that dim B(T) > 4. The proof of (b) is based on the following 
pattern: 
I. Case rru ’ is (H) or (T) or (N). 
Claim C I: F(ru) > F(r) and 7;~ is short, for a suitable symmetry u 
II. Case 7ru ’ is (S). 
Claim CII: F(mu) > F(r) and mu is neither (S) nor (M) for a 
suitable symmetry u (hence I applies). 
We distinguish subcases: 
11.1. radB(r) # {O}. 
11.2. radB(m) = {O}. 
11.2a. radB(m) = (0) and F_,(m) # 0. 
11.2b. radB(r) = (0) and F_r(n.1 = 0. 
III. Case ru’ is (M). 
Claim C III: F(ru) > F(r) and ru is not (M) for a suitable symme- 
try u (hence I or II applies). 
We begin with case I. 
In (i), (ii), (iii) below, suppose that u is a symmetry with F(ru) > F(T). 
(i) If rru ’ is (H), then ~TT(T is short or (H) or (M), and dim B(r) = 5, 
det rr = -1, dim F_,(m) = 1, dimF,(T) = 3, and dim radB(@rTT) = 1 for 
somepEK*withji= -_cL. 
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Proof. By assumption F,(ru ‘> = B(lru ‘) for some /.L E K \ { fl}. 
We have dim F,(m) 2 dim B(ru’) - 1 = dim B(r) - 2 > 2; hence 
dimF,(ru) > 1. So ~TT(T is short or (H) or (Sl) or (M). If ru is (Sl), then 
dim F,(mu) = 1, dim B(m) = 4, and ji = p3 = det mu’ = det TTT(T = -1, a 
contradiction. If 7ru is (M), then 
dimB(rr) = 5, det m= -detmu= -1, 
2 = dimF,(?ru) = dimradB( jiru), dimF,(m) = 3, dimF,(ru’) = 4 
and 
1= dimradB($Tu’) + l> dimradB(pr) 
> dimradB(jIwu) - 1 = 1. 
This implies that dim F_,(rr) = 1. 
If mu’ is (H), then dim F,(r) > 2 for some P E K \ 11, - 11. So 
B(r)(r - P) + B(r). 
Therefore, Lemmas 3.17 and 3.20 supply a vector 
a E B(r) \ B(~(T - P) 
such that q,,(a) E F*. Then u := a, fulfills dim F(ru) > dim F(r), and by 
Lemma 4.1(b) 
dimB(ru)/Ffi(ru) = dimB(v)/F,(a) # 0 
[as w is not (H)]. So ~TT(T is not (HI. By 6) we may assume that ru is (M) 
and V = U@W@X@Y for r-modules U, W, X, Y where 
dimU=2=dimW, mip( TV) = (x - P)“, 
TW = P.l,, dim X = 1, 7rx = -lx, 
andv,= 1,. Hence a” := ux satisfies ~(lru”) > F(r), and run is short. 
n 
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(ii) If IV ’ is (T) then rr(+ is short or (T) or (S2) or (S3). 
Proof. Observe that B(TU ‘> and B(ra) are hyperplanes of B(r) and 
B(no ‘) is totally isotropic. Therefore, dim rad B(m) > dim B(ra ‘> - 1 > 2. 
Hence rad B(~cr) # 0. So 72~ is short or (T) or (S). Since det ru = 
det ~TT(T ’ = 1, ru is not (Sl). 
Now consider the case that ru ’ is (T). Then B(71-a ‘> is totally isotropic 
and radB(T) + (0). Hence B(rr)(r - 1) # B(m). Therefore, Lemmas 3.21 
and 3.20 supply a E B(m) \ B’(r) such that ~Ju) E F*. Then, by Iem- 
ma 4.1(a), 
F(nu) > F(r) anddimB(mu)/radB(7ru) = dimB(r)/radB(n.) # 0 
[as vr is not (T)]. Hence 7~ is not (T). From (ii) it follows that n-u is short 
or (Sl) or (S2). If TTT(T is (Sl) or (S2), then dim B(r)/radB(r) = 
dim B(pu)/rad B(7ru) = 2. N ow Lemma 10.6 yields the assertion. W 
(iii) If ru ’ is (N), then ru is short or (N) or [(Sl) and dim B(m) = 4, 
det +rr = 1, dim F_,(r) = 1, and dim F,(rr) < 1 for each p E K] or [(S3) 
and dim B(m) = 5, det r = -1, dim F_,(r) = 2, dim radB(T) = 1, and 
dim F,(r) Q 1 for each /.L E K \ I-l}]. 
Proof. Assume that ru ’ is (N). From (i) and (ii) it follows that rru is 
not (H) or (T). Suppose that wu is long but not (N). If dim B(rr) > 5 then 
1 > dimF_,(7ru) > dimF_,(r) - 1 
2 dimF_,(ru’) - 2 = dimB(ru’) - 3 = dimB(T) - 4 2 1. 
Thus ?TU is (S3), dim B(r)=5, det v= -det ru= -1. Further, 2 = 
dim B(ru) - 2 =dim rad B(lru) < dim rad B(m) + 1 < dim rad B(ru’) + 
2 = 2 yields dim rad B(r) = 1. If dim B(r) = 4 then det ~TT[T = det 7~’ = 
(-1j3 = -1. Consequently ru is (Sl). Hence 
1 = dimF_,(au) + 1 > dimF_,(n) > dimF_,(ro’) - 1 = 1. 
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If mcr’ is (N) then dim F_,(r) > 1. So B(7rXr + 1) # B(T). Therefore, 
Lemma 3.21 supplies u E B(a) \ B(rXrr + 1) such that q?,(a) E F*. Then, 
by Lemma 4.1(b), F(rra) > F(m) and dim B(rra)/F_,(nc+) = 
dimB(r)/F_,(T) + 1 1 as rr is not (N) or (N*)]. Hence mu is not (N). By 
(iii) we may assume that 7ru is [(Sl) and dim B(m) = 4, det m = 1, 
dimF_i(rr) = 1, and dimF,(n) < 1 for each I_L E K] or [(S3) and 
dimB(n) = 5, det rr= -1, dimF_,(r) = 2, dimradB(m) = 1, 
and dim FP(r) Q 1 for each /J E K \ {--l}]. In the first case Lemma 10.4 
and in the second case Lemma 10.5 yields the assertion. n 
Now we have finished with case I. 
Case II: Suppose that ru ’ is (S). We want to prove C II. First we will 
deal with 
11.1, rad B(r) # 0: Take a E B(rr) \ B’(n) with q*(a) E F*; cf. Lemma 
3.21. Let (T := u,. Lemma 4.1(a) yields dim B(na) = dim B(r) - 1 and 
dim B(r)/rad B(r) = dim B(ra)/rad B(rt+). If rcr is (S), then 
dim B(m)/radB(z-) = dim B(rra)/radB(rra) = 2 and Lemma 10.6 yields 
the assertion. 
Hence we may assume that rru is (M). Thus 
det r = -det ru = -1, dim B(r) = dim B(ru) + 1 = 5, 
and 
1 < dimradB(m) < dimradB(ru) + 1 = 1. 
So det mu ’ = 1, which implies that ru ’ is (S2) or (S3). There is a Y E K* 
such that V = --v and F,(ru) is 2dimensional and totally isotropic. In 
particular, rad F,(T) f (0). As 
1 = dimF,(ru) - 1 Q dimF,(m) < dimF,(pu’) + 1 = 1, 
we conclude that 
a E B(k) n B(rr) = V(v- 1)(&r-- 1) 
and q,,(u) E F*; cf. Lemma 3.17. Let o E V with a = o(r - 1)&r - 1). 
Then ~J(T - 1) E F,(G-a) is isotropic and (by Lemma 3.17(a)) o(ik - 1) E 
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F(Tu). So b := U(T - 1Xvr - 1) E B(m) \ B’(r) and q,,(b) E F* by 
Lemma 10.1. By Lemma 4.1(a), p := Us has the properties F(mp) > F(r), 
F,(rp) > F;(m), and dim B(mp)/rad B(lrp) = dim B(m)/rad B(r) = 4. 
Hence rp is not (S). Suppose that rp is (M). Then one has p E K * such 
that ji = -p and /.L is the only eigenvalue # 1 of rp. As F,c~p) f {O), it 
follows that p = 5. Since dim F,(rp) = 2 and F,(mp) is totally isotropic, we 
have radF,(r) # {O}. We have seen that rad F,(r) # {O}. So we obtain 
mip(m) = (x - v>‘(x - i~)~( x - 1)2 which is impossible, as dim B(r) = 5 
and det r = -1. 
11.2: Now suppose that rad B(T) = 10). Then 1 = dim rad B(r) + 1 2 
dim radB(aa ‘> = dim B(+rro’) - 2 = dim B(r) - 3 2 1 and equality holds. 
Hence we may assume that 
dimV= 4 and F(r) = (0). (1) 
If an anisotropic vector u E V with q,(~(n. - 1)) = 0 is available, then the 
symmetry u := a,(,_,) fulfills dim B(rcr ) = 3 and rad B(T~+) = (u) n 
(v)’ = {O}. Thus TTT(+ is not (S) or (M), and we are done. So we may assume 
that 
CJ~(~(T- 1)) E F* impliesthat ~(D,D) = 0 forall u E V. (2) 
In particular, F_,(r) is totally isotropic. 
11.2.a: Suppose that F_,(r) # 0. Then (x + l)k is a divisor of mip(r) for 
some k E {2,3,4}. From (1) and (2) we obtain k # 3. So 
mip(rr) E {(x + 1)2, (x + 1)4, (x2 + 1)(x + l)“, 
(x - v)(x + l)‘,(x - v)“(x + l)“} 
where V = --v # 0. If mip(r) = (x + 1)2, then B(a’) is not contained in 
the totally isotropic space V(7r + 1) = F_,(m). Hence 
&mF_,(mc+‘) = 1 = dimradF_,(P(+‘); 
cf. Lemma 4.1(b). Now det ru ’ = -det r = -1 yields mip(To ‘) = 
(x + 1j3(x - 11, a contradiction, as 7ra ’ is (S). 
If mip(7r) E {(x + 1>4, ( x2 + 1Xx + 1)2} then Lemma 10.4 yields the 
assertion. 
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If mip(r> = (x - VXX + l)‘, th en 1 = dim F,(r) - 1 Q dim F,(na ‘> 
and det To’ = -det r = 1, a contradiction to the assumption that rru ’ 
is (S). 
If mip(r) = (r - v)‘( x + 1)’ then V = U@ W, where dim U = 2 = 
dimW and --mu and VT, are transvections. Now Remark 10.2 supplies a 
symmetry uN such that B( a”) Q W and - (~a “)w is a transvection. Thus 
dim B(rra”) = dim B(T) = 4 and 1 = det mu” = ( -1)4, and TIT(T” is short. 
II.2.b: Suppose that F_,(m) = (0). 
II.2.b,. First suppose that (x - v)’ divides mip(m) for some v E K * 
with v = --v. If mip(r) = (x - v)~, then mip(4) = (x - 1j4, where 4 := 
Cr. So q+(a) E F* for some a E B(4) (cf. Lemma 3.20, and a E B’(4), 
as B’(4) is totally isotropic. Let u := a,. By Lemma 4.1(a), F(&r ) is 
2dimensionaI and regular. Further, det &r = -1. This implies that 
mip( &r ) = (x - p)‘( x - 1) for some p E K * with ii = -_CL. If Y = ,u, 
then a = U(C$ - 1x54 - 1) for some o E V (cf. Lemma 3.17(b)) and 
(+#J - 1)) = F&&r) 
is isotropic. Hence a ’ := V(C#J - lXv4 - 1) = u(i% - lX7r - 1) satisfies 
q&z’), q&z’) E F*; cf. Lemma 10.1. So p := ua, fulfills 
dim F( 4~) = 2 and mip( &r) = (x - Y)“( x - 1). 
If p # v then p = in. So q = p or q = u is a symmetry with the property 
mip(+I) = (x - V>‘( x - 1); hence mip(q) = (x - l)‘(x - v). This im- 
plies that rrv is short and dimB(rq) = 3. If mip(r) Z (X - v)~, then 
V = U@W for z--modules U, W where mip(m,) E {(x - vj3, (x - v)‘). 
As n is not (Ml, we have mip(m,) # (x - ~1~. Further, (2) and Lemma 
10.3 yield mip(n,) z ( x - i~>~. So we apply Lemma 3.20 and 3.17(a) to rru 
and obtain a symmetry u such that B(u 1 G U, dim B(7ru) = 3, and 7ru = 
7ruu,@ rrw is neither (S) nor (M). 
11.2.b,. Secondly we assume that (x - v>~ is not a divisor of mip(rr) for 
aI1 v E K* with in = -v. As F_,(n) = {0}, we find LY E K* such that 
Z = -_(y and dim ker(7r - a)2 > 2; cf. Lemma 10.7. We observe that 
neither (x - a)2 nor (x - 6)’ divides divisors of mip(r), and 2 Q 
dim F,(r) < dim F,( ~TT(T ‘> + 1 Q 2. Hence dim F,(r) = 2 and rru ’ is (Sl). 
In particular, det ?T = -det ~TT(+ ’ = 1. So V = U@W where dim U = 2 = 
dim W, nTTu = CYX * l,, and det rrw = -1. But as 
F(m) = {0} = F_l(rr),dimFE(r) Q dimF,(mu’) + 1 = 1 
and F,(rrTTw) = {0}, we obtain mip(rw) = (x - Ej2, which is impossible. 
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HI: Finally consider the case where rru ’ is CM). We want to prove claim 
C III. Observe that 
det r = -det To’ = -1, dimB(lr) = dimB(rra’) + 1 = 5, 
and F,(ra ‘> is a 2dimensional totally isotropic subspace of B(a) for some 
v E K* with V = --v. Hence 
2 > dimradB(v?r) > dimradB(ikr’) - 13 1. 
So (x - ZJ>~ is a divisor of mip(,>. Since B(aX7r - v) # B(r), there is a 
vector a E B(m)\ B(~X?T - v> with q,(a) E F*; cf. Lemma 3.21. Thus 
Lemma 4.1(b) yields dim B( ?ra,> = 4 and dim rad B(%ro,) < 1. We may 
assume that rru, is (M). Using the same pattern as above, we obtain that 
(x - ?)2 is a divisor of mip(,>. Consequently, as dim B(r) = 5 and det rr = 
-1, we have V = U@W@X@Y for r-modules U, W, X, and Y where 
dim U = 2 = dim W, mip(7ru) = (x - v>2, mip(7ru) = (x - V)2, dim X = 
1, 7rx = -lx, and rr = 1,. Choose (T” := a,. Then dimB(ma”) = 4 and 
7rTTL+ ” = rrv@~w@l,,r isshort. n 
11. IFI = 3; PATH DIMENSION < 3 EXCEPT LONG 
TRANSFORMATIONS 
PROPOSITION 11.1. LA r E U*(V, f> be a short element and 
dim B(w) = 2. If det r = 1 then l(r) = 2. If det r = -1 then l(r) = 3. 
Proof. The length cannot be smaller than asserted; cf. Lemma 3.22. Let 
det n = 1. Lemma 4.2(a) supplies a symmetry (+ such that dim B(rra) = 1. 
Then T(T is a symmetry as det mu = -1. Now suppose that det m = -1. 
Since w is short, 7r is (N*) and Lemma 5.2 yields the assertion. n 
LEMMA 11.2. If T E U*:(V,f> is short with dim B(m) = 3 and 
det m = 1, then there is a symmetry u such that dim B(ma) < 3 and ITU 
is short. 
Proof. If dim B(lr)/rad B(m) = 2, then Lemma 10.6 yields the asser- 
tion. If dim B(rr)/rad B(r) = 1 then V = U@W for r-modules U and W 
where dim U = 3, miP(7ru) = (r - D3, and rw is (T). From Proposition 
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11.1 applied to 7cu we obtain symmetries u, p such that ru = pu@ rw. 
Hence rru is short and dim B(rcr) = 2. So we may assume that B(m) is 
regular and dim V = 3. If F_,(r) # 6, easy arguments yield that F_ i(rr) is a 
regular l-dimensional subspace of V. Thus V = U@ W for rr-modules, U, W 
where dim U = 1, rru = -l,, dim W = 2, and mip(7rw) E ((x - v>~, x - 
v} for some Y E K* with i = -_y. If mip(rr,) = (x - Y)~, then Lemma 
3.21 applied to 7rw supplies a symmetry (+ with B(u) Q W such that (~a), 
is a transvection. So vu is short and dim B(rru) = 2. If 7rw = v * 1, then 
any symmetry u with B(u) d W yields that mip(rru) = (x2 + 1)(x + l), 
hence mu is short and dim B(rru) = 3. Now suppose that F-i(n) = (0). 
Then dim B(-rr) = 3 and --7~ is short. So Lemma 4.2(a) provides a symme- 
try u with dim F_,(au) = 1. As det ru = -1, rru is not (N) or (S3); so ru 
is short and clearly dim B(ru) < 3. n 
PROPOSITION 11.3. Given a short T E U*(V, f) with dim B(r) = 3. If 
det rr = -1 then l(r) = 3. If det rr = 1 then l(rr) = 4. 
Proof. First let det rr = -1. If F_,(r) # (O}, then the assertion follows 
from the same arguments as for Lemma 6.1. So we may assume that 
F-i(n) = (0). If B(r) is regular, the proof given for Lemma 6.2 remains 
valid. Hence we may additionally assume that B(m) is singular. We have a 
decomposition V = U@W@X h w ere dim U = 2 and ~~ is a transvection, 
B(~T~) = W is a &-dimensional space with F-i(r) = {O], and det rTTw = -1 
and rx = 1, (compare Lemma 6.5). We may assume that X = {O]. Since 7~ 
is not (Sl), nw is a whomothety. Then Lemma 4.2(a) provides a symmetry u 
with dim B(ru) = 2 and det 7ru = 1. Further, F,(mu) # 0. Therefore, ru 
is short and l(qu) = 2 by Proposition 11.1; hence l(m) = 3. Now let det r = 
1. From Lemma 11.2 we get a symmetry u such that det B(vu) Q 3 and mu 
is short. Thus 1(7xr) = 3 and l(m) = 4 by Proposition 11.1 and the previous 
result. n 
12. IFI = 3; PROOF OF THEOREM 8.2 
Given rr E U*(V, f). Let m := dim B(r). Again Lemmas 3.22, 3.23, 9.1, 
and 9.2 and Remark 5.5 prove that I(T) cannot be smaller than asserted. The 
proof of Theorem 8.2 proceeds by induction over dim B(r). If m2 = 1, then 
r is a product of commuting symmetries. Hence we assume that rr2 z 1,. 
(1) First suppose that 7r is short. If dim B(r) Q 3, then Propositions 11.1 
[when dimB(T) = 21 and 11.3 [ w h en dim B(r) = 31 yield the assertion. 
Hence we assume that dim B(r) > 4. If det m = (-I)“, then Lemma 10.8(b) 
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supplies a symmetry cr such that dim B(mo) = m - 1 and ru is short. So 
l(ra) = m - 1 by the induction hypothesis, and finally I(T) = m. If 
det r # (-l)“, then Lemma 10.8(b) supplies a symmetry u such that 
dim B(7ra) Q m and ru is short. So l(7ra) = m by the previous result or 
the induction hypothesis. Thus l(r) = m + 1. 
(2) Suppose that r is (H). As B(T) is regular, we can choose a symmetry 
u with B(u) Q B(m). Then dim B(ru) = m and TTT(T is short. Now (a) 
yields the assertion. 
(3) Suppose that r is (T) and dim V > 3. If F(m) is not totally isotropic, 
choose a symmetry u with B(u) < F(n); then mip(Tu) = (x - l)‘(x + 1). 
Thus 7ru is short and dim B(nu) = m + 1. Now (a) yields the assertion. If 
F(r) is totally isotropic, then V = U@W@X for r-modules U, W, and X 
where dim U = 2 = dim W, rTTu and rrw are transvections, and rx is (T) or 
X = (0). As -rruew is short, there is a symmetry u with B(u) < U @ W 
such that dim F_,(nu) = 1. Since det mu = -1 and 
dimradB((Tu)..,) > dimradB(m,,,) - 1 = 1 
we get mip((Iru)uew ) = (x - 1)3(x + 1). Thus 7ru is short and 
dim B(ru) = m + 1. Again (a) yields the assertion. 
(4) Suppose that m is (N) and dim V > 3. There is a decomposition 
V= U@w@X h w ere dim U = 2, -ru is a transvection, rTTw = -l,, and 
7rx = 1,. If W # IO}, h c oose a symmetry u with B(u) < U. Then ru is 
short and dim B(ru) = m, and the assertion follows by (a). Assume that 
W = (0). Then X # {0}, since dim V > 3. Let u E U be an isotropic vector 
withU=(u,~(~+l))andw~X\{O}withf(w,w)=l.Seta:=(u- 
w)(r + 1) = zr(r + 1) + w E B( -r). Then we have f(a, a) = 1. Hence 
u := u, is a well-defined symmetry. As B(u) e B(n), Lemma 3.3 implies 
that dim B(Tu) = m + 1 = 3. Further q_?r(u> = 1 -f(u, u(r + 1)) 4 F*. 
So F_,(ncr) = F_,(r) is a 1-dimensional totally isotropic space; cf. Lemma 
3.17(a). Now det rru = -1 yields that mip(Tu) = (x + 1>3. Hence ~TT(T is 
short. By (a), 1(71-u) = 3, and we obtain l(r) = 4. 
(5) Suppose that m is (S3) and dim V > 3. If dim B(rr) = 2, then (4) 
yields the assertion. If dim B(r) > 3, then V = U@W@X for T-modules 
U, W, and X where dim U = 2 = dim W, -r,., and rw are transvections, 
and nTTx = 1, or rx is (T). Choose a symmetry u with B(u) < W. Then rru 
is short and dim B(7ru) = m + 1. So (a) yields the assertion. 
(6) Suppose that r is (Sl) and dim V > 3. If m = 2, then Lemma 10.2 
supplies a symmetry u such that rru is (N) and dim B(ru) = 2. Hence 
l(7ru) = 4 by (4). So l(r) = 5. If m > 3, Lemma 6.4 supplies a symmetry u 
such that rru is (S3) and dim B(Tu) = m - 1. Now (5) yields the assertion. 
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(7) Suppose that r is (S2). Then V = U@W for r-modules U and W 
where ru is cyclic with mip(r,) = (x - 1)4 and rw is (T) or 1,. By 
Lemma 10.8(a) applied to ~~ there is a symmetry (+ with B(a) Q U such 
that dim B(lra) = m - 1. Since U(lr - 1)2 is totally isotropic, B(a) $ 
U(r - 1)2. By L.e mma 4.1(a) we see that (~a), is (Sl). Hence ru is (Sl) 
too, and (6) yields the assertion. 
(8) Suppose that m is (M). Then V = U@W@X for m-modules U, W, 
and X where dim U = 2 = dim W, and mip(r,) = (x - v)~ = mip(r,) 
for some v E K * with t = --v and wx = 1,. By Remark 10.2 there is a 
symmetry g such that B(a) < U and -7ruu is a transvection. Hence 
rru is short, dim B(ma) = 4, and det 7r = -1. By (a) we get l(~cr ) = 5. So 
l(r) = 6. 
Finally, assertion (c) of Theorem 8.2 was proved in Remark 5.5. 
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